Abstract. Randomized algorithms are widely used either for finding efficiently approximated solutions to complex problems, for instance primality testing, or for obtaining good average behavior, for instance in distributed computing. Proving properties of such algorithms requires subtle reasoning both on algorithmic and probabilistic aspects of the programs. Providing tools for the mechanization of reasoning is consequently an important issue. Our paper presents a new method for proving properties of randomized algorithms in a proof assistant based on higher-order logic. It is based on the monadic interpretation of randomized programs as probabilistic distribution [1]. It does not require the definition of an operational semantics for the language nor the development of a complex formalization of measure theory, but only use functionals and algebraic properties of the unit interval. Using this model, we show the validity of general rules for estimating the probability for a randomized algorithm to satisfy certain properties, in particular in the case of general recursive functions.
Introduction
Randomized algorithms are widely used either for finding efficiently approximated solutions to complex problems such as the primality test, or in order to obtain good average behavior, for instance in distributed computing. Proving properties of such algorithms requires subtle reasoning both on algorithmic and probabilistic aspects of the programs. Providing tools for the mechanization of reasoning is consequently an important issue.
Models.
The first problem is to find an appropriate mathematical representation of a randomized algorithm. Methods for modeling randomized programs go back to the early work of D. Kozen [3, 4] which proposes to interpret randomized imperative programs as measure transformers. This approach has been studied further by A. McIver and C. Morgan [5] which extend the interpretation to non-deterministic as well as probabilistic choices and define a refinement relation. Using an extension of weakest-precondition computation to randomized programs, they propose a method to analyze the probability for the result of the program to satisfy a given property by simple rules on the structure of the program and algebraic properties.
Studying the semantic foundations of probabilistic languages has been the concern of many works. There are at least two different approaches.
The first one is an operational view using access to an arbitrary number of independent random variables following a given distribution (which can be a coin flip or a uniform distribution as in [6] ). This interpretation is a monadic transformation. If Ω denotes the type of infinite sequences of independent random values, then a computation of type A will be interpreted as a function of type Ω → A × Ω: it computes a value of type A and modifies the global state of type Ω after consuming a finite prefix of the sequence of random values. Reasoning on randomized programs using this approach requires to model the base probability distribution on Ω.
The second approach is to use directly the monadic structure of probability distributions in order to interpret directly a randomized program of type A as a distribution over the set of possible values in A. This is also a monadic interpretation but with a different space: a probability distribution can essentially be seen as a function from a set of subsets of A into the interval [0, 1], an alternative [1] is to use the monad corresponding to expectations which is a functional which maps functions of type A → R to R.
Proofs.
The second problem is to reason about probabilistic programs. There are few works on actually mechanizing the proofs in this area.
J. Hurd, A. McIver and C. Morgan designed a mechanization of the quantitative logic for probabilistic guarded commands using the proof assistant HOL [7] .
In the domain of distributed protocols, the group of M. Kwiatkowska in Birmingham has designed a probabilistic model-checker PRISM [8] , which uses Markov's chains as the underlying model and a probabilistic temporal logic for queries. Reasoning in this framework requires complex computations.
In the domain of algorithms, J. Hurd [9, 10] showed how to model and prove properties of randomized programs in the HOL proof assistant using a monadic transformation of programs, where he assumes access to an infinite sequence of independent coin flips.
Our work has the same goals as J. Hurd's development, to provide tools for interactive reasoning on probabilistic programs. We choose a different monadic transformation of probabilistic programs, interpreting directly programs as measures. One good thing about this method is that it does not require a complicated development within probability theory: the measure can be treated abstractly as a function with algebraic properties. Also the framework does not rely on a particular choice of a primitive randomized function, both discrete and uniform
