We consider the Fer and the Magnus expansions for the numerical solution of the nonlinear matrix Lie-group ODE y 0 = (t; y)y; y(0) = y0; where y evolves in a matrix Lie group G and (t; y) is in the Lie algebra g. Departing from a geometrical approach, that distinguishes between those operations performed in the group and those performed in the tangent space, we construct Lie-group invariant methods based on collocation. We prove that, as long as the two expansions are correctly truncated, the collocation nodes c1; c2; : : : ; c yield numerical methods whose order is the same as in the classical setting. We also relax the collocation conditions, thereby devising explicit methods of order three. To conclude, we discuss the proposed methods in two numerical experiments that arise in Hamiltonian mechanics and inverse eigenvalue problems, comparing the results with projection techniques.
Introduction
The subject matter of this paper is the construction of Lie-group numerical methods for the nonlinear ordinary di erential equation y 0 = (t; y)y; y(0) = y 0 ; (1.1) where y lies in a matrix Lie group G GL(F ; d) and (t; y) 2 g, the Lie algebra of G. The set F stands for either C or R . The restriction to matrix Lie groups is not severe, since Ado's Theorem guarantees that any analytical group is locally isomorphic to a matrix Lie group 35] . Furthermore, with opportune modi cations our schemes can be extended to general Lie groups.
In particular we are concerned with the case when (t; z) 2 g only if z 2 G, i.e. numerical methods that are strongly Lie-group invariant.
Our attention will be focused mainly on two expansions for the solution of (1:1), namely the Fer and the Magnus expansions 10, 23]. Such expansions were already considered by Zanna 36] and Iserles and N rsett 17] respectively, for devising Lie-group numerical methods in the linear case, i.e. when the function in (1:1) is function of time only. In 36], we also extended the Fer expansion to the nonlinear problem (1:1), however the resulting methods were unsatisfactory and expensive, since lower order methods were recursively employed to obtain numerical approximations of the solution at some intermediate points.
To construct Lie-group methods, namely schemes that produce intrinsically a numerical approximation y n 2 G without employing any projection technique, we depart from a geometrical description of Lie groups, identifying the internal operations in each space: for instance, in G we are allowed to proceed by multiplication, while it is forbidden to multiply elements of the algebra.
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However, the algebra g is a vector space and we can add and commute elements. Moreover, there exists a natural mapping, the exponential, that allows us to move from the algebra to the group (see Fig. 1 ). Hence Lie-group numerical methods are de ned in terms of: multiplications (in G); addition, commutation (in g); exponentiation (from g to G). We The paper is organized as follows. In Section 2 we present the Fer expansion and express the order analysis in terms of order trees, following the construction of Iserles and N rsett 17].
In Section 3 we recall brie y the features of the Magnus expansion, described at greater length in 17].
In Section 4 we construct the Lie-group collocation methods based on the Fer and the Magnus expansion, and we prove that, provided that the expansions are appropriately truncated, the collocation methods have the same order of the corresponding classical collocation Runge{Kutta schemes.
In Section 5 we relax the collocation conditions. We show that it is possible to choose parameters to annihilate some coe cients in the expansion of the methods. Explicit third-order methods are presented as an example of this approach.
In Section 6 we compare some of the numerical methods proposed with projection schemes that employ QR factorization and polar decomposition. In the rst test we consider a Hamiltoniantype problem, while in the second experiment we compare the performances of the schemes for an inverse eigenvalue problem which is instead of a gradient-ow type.
Lie groups and their general properties
A Lie group (G; ) is a smooth manifold that also possesses the algebraic structure of a group. In other words, for every x; y 2 G, the multiplication map m : G G ! G; m(x; y) = x y; and the inversion map, i : G ! G; i(y) = y ?1 ;
such that y y ?1 = e, the identity element of G, are smooth maps between manifolds 28].
Given a Lie group G, we denote by T y G the tangent space to G at the point y 2 G, while TG denotes the tangent bundle, i.e.
TG = y2G
T y G:
The tangent space at the identity e is of particular relevance and it is called the Lie algebra of G.
Its support is usually denoted with the corresponding lower case gothic letter, g = T e G: Given a Lie group G, we consider the right and left multiplications, R y (x) = x y; L y (x) = y x;
x; y 2 G; (1.2) which are also called right and left translations. (1.9) the adjoint representation, which is linear in the argument 35] . Note that ad ( ) = ; ].
Since we consider matrix Lie groups, the group multiplication is simply the usual matrix multiplication, the Lie-bracket the usual commutator between matrices ; ] = ? ; (1.10) and the exponential the standard matrix exponential,
(1.11) However, with appropriate modi cation, the results of this chapter apply to general Lie-groups.
Ordinary Di erential Equations on Lie groups
Since Lie groups are smooth manifolds, it makes sense to consider ODEs on G. We When solving numerically ODEs on Lie groups, we usually assume that the Lie group G is a submanifold of the Euclidean space. In that case, also g is a subspace of the Euclidean space, so that (t; ) may be well de ned outside g. In particular, we are especially interested to the case when (t; y) 2 g () y 2 G;
(1.14) and, unless otherwise speci ed, we will assume that (1:14) is true. (which is the same as y 0 = f(t; y), the usual ODE formulation in R d ). Next we form the matrix function
Some recurring examples
and let
The procedure is hence repeated. Once the functions k (t) and k (t) are known, we let 
Order trees for iterated commutators
In this section we apply the tree analysis of Iserles and N rsett 17] to the Fer expansion. Our motivation is that all the terms appearing in the Fer expansion, i.e. commutators and integrals, can be expressed in terms of commutators and integrals of the matrix function 0 (t) = (t). Also, this approach displays at a glance the integrals and the commutators required without specifying for the time being the quadrature formula used.
The order trees are bi-coloured and are constructed according to the following rules: We remark that the trees are planar, therefore even though two trees might be mirror image of each other, they do represent di erent conditions. With these simple rules, it is easy to write the order conditions in terms of trees, since the order of the tree can be evinced counting the number of white vertices. We construct all the order trees up to order p = 8. The procedure generalizes in a very similar fashion for the higher order terms.
Order p = 2. We construct the matrix 0 (h) = R h 0 (t) dt which is associated with the tree r b : (2.10) Order p = 3. Besides of the matrix 0 , which is associated with the tree in (2:10), we need to consider the matrix function 1 , which is appropriately truncated to order p = 3,
Following our rules, the above matrix is associated to the binary tree Order p = 7. This is the rst case requiring three exponentials. We focus our attention to 1 (h) and 2 (h). For the correct order in 1 (h) we have to add an extra tree to (2:14), For 2 , it is su cient to consider a single commutator. We have
However, the above expression for 2 (h) can be simpli ed in order to contain the only tree relevant for order seven. This results in We remark that, up to order p = 6, the order conditions are represented by tall trees only and each tree represents a separate order condition, while more order conditions arise when p 7, which is also the rst case to require three exponentials. See 37] for further order trees.
The Magnus expansion
The Fer expansion expresses the solution of (1:1) in terms of the product of in nite`simple' exponentials. The Magnus expansion, instead, consists of writing the solution y(t) of (1:1) as the exponential of a single and possibly more complicated argument,
y 0 :
The expansion of the rst terms of was derived by Magnus in 23]. However, the algorithmic expansion of was derived by Iserles and N rsett, who have also presented the convergence conditions 17].
Order trees for the Magnus expansion
We consider solutions of (1:1) of the form (3:17), and we wish to identify the relation between and the function (t; y(t)). and they are represented by trees in the same fashion already explained for the Fer expansion. For order greater than three, the order conditions of the Magnus expansion are generally represented by a collection of order trees, not all of them independent. Table 2 illustrates the trees and relative coe cients to order up to ve. Suppose that the approximation y n y(t n ) is known. We choose distinct nodes, c 1 ; : : : ; c 2 0; 1], and consider a polynomial u(t) 2 , the set of all the polynomials of degree , that obeys the di erential equation exactly at t n +c 1 h; : : : ; t n +c h, the collocation points. Then the approximation for y n+1 is chosen as the value of the interpolating polynomial at t n+1 = t n + h. In other words, u(t n ) = y n ; u 0 (t n + c i h) = f ? t n + c i h; u(t n + c i h) ; i = 1; : : : ; ; y n+1 = u(t n + h): where the a i j are the coe cients in (4:4).
The procedure extends to Lie groups as follows: consider the di erential equation y 0 = (y)y; y 2 G; (y) 2 g; (4.8) and suppose that some approximations i (y(t n + c i h)) are known. Then we approximate the function (y) with its Lagrangian interpolating polynomial at the nodes c 1 ; : : : ; c ,
At this point, we insert (4:9) into our favourite expansion, say the Fer expansion of the iterated commutators or the Magnus series. This expansion is hence employed to approximate the unknown values y(t n +c i h) in the Lie group as for the classical collocation. However, for Lie-group methods, we recover not just the weights and the a i j 's corresponding to collocation RK, but also some extra weights and coe cients which arise from the order trees for the Fer expansion (as in section 2. represents (after the substitution of (y) with its the Lagrangian interpolant) 
The above coe cients can be automatically found by labelling the leaves of an order tree in a lexicographic order from the left to the right Alternatively, the vertices of the integration tree can be labelled at each level from left to right, and upwards. The corresponding coe cient is easily found by polynomial integration. The upper extreme of integration of a child vertex is the integration variable of its parent. For instance, given the integration tree above, we have k @ @ ? ?
Here, the main di erence from 17] is the presence of the a i j;k;`;::: coe cients, that originate from the intermediate stages Y i .
De nition 4.1 Let c 1 ; c 2 ; : : : ; c be given collocation points. For each order tree (of order greater than two) we refer to the corresponding a i j;k;`;::: as higher-order coe cients and to the corresponding b j;k;`;::: as the higher-order weights.
Lemma 4.1 (Iserles{N rsett) Let c 1 ; : : : ; c be nodes of quadrature of order p in the univariate case, i.e. suppose that the quadrature formula
is exact for all polynomials of degree p. is also of order p.
For the proof of Lemma 4.1 we refer the reader to 17]. The above lemma guarantees that substituting the integrals of the Lagrangian polynomials with the corresponding weights, we can replace the order trees in the Fer/Magnus series with discrete sums of the right order of approximation.
Before proceeding further, it is useful to recall the Alexeev{Gr obner Lemma, which constitutes the nonlinear equivalent of the variation of constants formula (cf. 27]). (4:8) with the initial condition y(t 0 ) = y 0 and let w(t) be the exact solution of
w(t n ) = y(t n ); (4.11) where i = (t n +c i h; w(t n +c i h)). Then w is an order-p approximation to y(t) for t n t t n +h. Proof. Let t n t t n + h. and this proves that y n+1 is an approximation of order p to y(t n + h). Hence, not only the diagonal higher order coe cients and weights need not be calculated, but also there is no need for those high-order coe cients and weights whose rst two lower indices are equal. For a further discussion on how to reduce the number of commutators, we refer the reader to 16]. This time, we consider the Magnus expansion for order four. We evaluate the higher-order coefcients a i j;k and the higher-order weights b j;k ; b (1) j;k;`, according to the formula (4:16), taking into account that the index range is now f1; 2g. We also need to evaluate other higher-order weights b (2) j;k;`, since in the Magnus expansion there are two di erent trees for order four. In particular, the weights b (1) j;k;`c orrespond to the tall tree for order four. Having taken into account the skew-symmetry of the bracket, the corresponding order-four, Lie-group method based on the Magnus expansion is: Moreover, we observe that the two trees of order four are equivalent, since they posses the same commutator pattern and we can group them in a single term.
In the linear case, it has been pointed out that the Magnus series has order p = 2q even if the expansion of y n+1 is truncated to include the order-(2q ? 1) (4.19) which, together with the stages in (4:18), gives a fourth-order scheme for the nonlinear problem (1:1). We also observe that, in the light of x1.3, classical collocation can be viewed as a special case of this more general approach whereby we think about the vector space F d as an homogeneous space acting on itself whereby the multiplication rule of the group is the`+' (translation). In that case, since the space is commutative, all the commutator terms disappear and we are left with the terms that require only the coe cients in the classical RK tableau 26].
Once we have chosen our favourite expansion (whether the Fer or the Magnus expansion) the coe cients and the weights depend only on the collocation points and the order trees, most of which are common to both expansions. At a glance, the Fer expansion appears more costly, since it requires a larger number of exponentials per time-step. On the other hand, it generally requires less order trees for achieving a given order. The Magnus series requires less exponential evaluations but its order condition include a larger number of trees which are not all independent. Among these, the bushy trees often display order higher than expected. The independence of the order conditions is at the moment under investigation. For order p 4, an analysis of the independent order trees and numerical examples display that the Magnus expansion is generally more convenient than the Fer series. For this reason, we shall employ Magnus-type methods in the numerical tests in Section 6.
Algebraic formulae for the coe cients and the weights
It is very useful to reduce the evaluation of the higher-order coe cients and higher-order weights to some algebraic conditions. To this purpose, we recall that the interpolating polynomial (4:9) can be written as . . . respectively. In particular, the integration weights, b i;j , corresponding to the order-three tree, are obtained from a( ) letting = 1.
A similar procedure extends to higher-order coe cients and weights (which are higher order tensors), except that their representation is more complicated. wherep and k 6 = 1 is an arbitrary parameter. The value k = 1 yields collocation methods. Choosing a di erent k i for each internal stage corresponds to choosing a di erent order-(p ? 1) approximant at each stage. This is also equivalent to perturbing the nodes c 1 ; : : : ; c , and usually we nd thatp equals , the number of the collocation points.
However, the free parameters k i ; i = 1; : : : ; , may be chosen to annihilate some elements in the coe cient matrices. Hence, with these points and with relaxed collocation conditions, we can achieve order at most three, therefore the intermediate stages need to be approximated to order two only. Furthermore, we only need the order-three weights b i;j , which we have already evaluated in Example 4. 
Explicit order-three methods
Note that a Fer/Magnus method for Lie groups is explicit when, for instance, xing an index 1 i , one has i) a i j;k;`;m::: = 0 for j; k;`; : : : i; ii) a i j;k;`;m;::: = a i k;j;`;m;::: for j; k;`; : : : i (the tensors a i are symmetric in the rst two lower indices).
More simplifying conditions may arise, for higher order tensors a i , when we take into account the Jacobi identity.
Unfortunately, at this very moment, it is not yet clear how to choose the nodes c i ; i = 1; : : : ; , or how to relax the collocation conditions, in order to obey the conditions i) or ii).
However, for order-three schemes, the construction of explicit methods is relatively easy, since the inner stages need be approximated to order two only. In e ect, Lie-group methods can be generated along the lines of classical RK, with order-three corrections in the evaluation of y n+1 .
Theorem 5. 
6 Some numerical tests
In this section we present the numerical results of the proposed compared with some projection schemes. As a case of study, we consider ows on the Lie group SO(d), the set of orthogonal matrices with determinant equal to one, which arise in the numerical solution of isospectral ows, i.e. matrix ODEs whose solution always possesses the same set of eigenvalues as the initial condition 37]. In this context it is not clear how to employ DAE techniques, although the problem can be reduced to the solution of an orthogonal ow (which is a ow on a Lie group) that can be treated with Lie-group methods and projection techniques. until U i is orthogonal to machine accuracy (in reality we use a tolerance of 10 ?12 ). We recall that the polar decomposition is a projection in the Frobenius norm, i.e. the polar factor U is the best Frobenius-norm orthogonal approximant to U 0 . Instead, the orthogonal factor obtained by means of the QR algorithm is not a best approximant in any norm 13].
The periodic Toda lattice
As a rst example, we consider a three-particle periodic Toda lattice, i.e. three particles on a ring subject to a nearest-neighbour exponential potential. This appears also from the fact that the Hamiltonian (6:8) does not change if we add an arbitrary constant to the q i 's. This, together with the other conservation laws obeyed by the lattice, means that the trajectories relative to a given initial condition evolve on the submanifold R T with the periodicity conditions j+3 = j ; j+3 = j ; j = 1; 2; 3; 11, 34]. Since classical numerical methods cannot retain isospectrality (see for instance 4, 37]), isospectrality can be recovered by solving numerically the orthogonal ow y 0 = (y)y; y(t n ) = I; t 2 t n ; t n + h];
where (y) = B(yL n y T ), with either an orthogonal method or with a Lie-group scheme. Thus, if L n L(t n ) is given and y n+1 y(t n+1 ) is an orthogonal matrix, we employ the similarity transformation L n+1 = y n+1 L n y T n+1 ;
. to advance from L n to L n+1 L(t n+1 ).
Besides the Lax form, it is possible to make a (non intuitive) change of variables in the Hamiltonian (6:8), 3. Update the matrix L by means of the transformation L n+1 = y n+1 L n y T n+1 , so that the spectrum of L n+1 is the same as the spectrum of L n , provided that y n+1 is an orthogonal matrix.
4. Transform the numerical approximation for the Flaschka variables j 's, j 's into the scalar variables x; y; p x ; p y by means of (6:12).
5. Check if the particle, whose state space is now (x; y; p x ; p y ), has crossed the plane (y; p y ). We label the numerical approximation obtained in this manner as MagnusZ4 and in Figure 3 the Poincar e section produced by the scheme appears like two smooth closed curves.
In Figure 4 we plot the Poincar e section when the isospectral equations are solved with an isospectral method, based in this case on the explicit Lie-group method Y 1 = y n ; 1 = (t n ; Y 1 ); Y 2 = exp( h 2 1 )y n ; Next, in Figure 5 , we display the sections obtained according to the following procedure, that we call RK3 U : We solve the orthogonal ow y 0 = (y)y in step 2 with the classical three-stage, order-three, explicit RK method with tableau The matrices y n are not any longer orthogonal, and the matrix transformation L n+1 = y n+1 L n y T n+1 in step 3 is no longer a similarity transformation. Hence the integrals of the motion of the original system are not retained. In order to obtain an orthogonal approximation with RK3 U , at the end of each integration step we perform a QR factorization of y n+1 , retaining the orthogonal factor. The corresponding Poincar e section is displayed in Figure 6 . The procedure in Figure 7 is essentially the same, except that we orthogonalize also the internal stages Y i of the Runge{Kutta scheme.
In Figure 8 the orthogonalization of RK3 U is performed by means of a polar decomposition and in Figure 9 the orthogonalization is also performed at the internal stages. If we simply solve L 0 = B(L); L] with the Runge{Kutta scheme with tableau (6:16), a method that we call RK3 L , we obtain the Poincar e section in Figure 10 .
A comparison between Figure 3 and those shown next, reveals a fundamental di erence in the information delivered by the numerical approximants. The curves in Figures 4{9 spiral inwards even though all the integrals of the original Toda problem are preserved to machine accuracy, while according to the theory of integrable systems, the plots should instead have had the form of smooth closed curves, a la Figure 3 . In e ect, numerical methods applied to the Lax pair (6:9) do not necessarily retain the length of the ring, in which case the system acquires an extra degree of freedom. See 37] for further information.
Numerical results for the various schemes are displayed below in Table 3 . The`exact' solution of the problem is evaluated by means of the Lie-group scheme of the Munthe-Kaas type based on the classical Gauss{Legendre RK of order six, with stepsize h = 1 100
. Table 3 should be understood as follows:
Order Order of the method. Iso`y' if the method is isospectral (i.e. the numerical approximation retains all the rst integrals), n' otherwise.
Method Name of the numerical method. The schemes that we use here are:
MagnusZ4 Algorithm based on the Magnus order-four collocation method (6:14) . RKMK4 The RK Munthe-Kaas scheme for Lie-groups based on the classical order-four RK Gauss{Legendre counterpart 25]. The Poincar e section of the Hamiltonian (6:13) obtained with the method RK3 U , based on the explicit order-three Runge{Kutta scheme with tableau (6:16) and QR factorization at each integration step and at the internal stages. The Poincar e section of the Hamiltonian (6:13) obtained with the method RK3 U , based on the explicit order-three Runge{Kutta scheme (6:16) and polar projection at each integration step and at the internal stages. Global error Global error, evaluated as kL n ? L(t n )k 2 at t n = T = 10000. jd(I 2 )j Error on the quadratic integral at t n = T = 10000. It is evaluated as
where i (L n ) refers to the i-th eigenvalue of the numerical solution at t n , while i (L 0 ) refers to the i-th eigenvalue of the initial condition.
jd(I 3 )j Error on the cubic integral at T = 10000. It is evaluated as Taking into account the results in Table 3 and the plots of the corresponding Poincar e section, 3 we see that implicit methods based on Gaussian nodes produce the most satisfactory results. Among these, isospectral methods are better for global error and error on the rst integrals of the system (although the error accumulates). Lie-group schemes are quite competitive with regards to the classical RK4, which we would have expected to be cheaper because it does not require as many commutators and exponentials as MagnusZ4 and RKMK4. Furthermore the Euler{Rodriguez formula o ers signi cant savings on the implementation cost.
Among explicit methods, although the global error of the schemes is overall very similar, the method RKZ3 retains better the integrals of motion (and its Poincar e section is nearer to the theoretical one) but at a higher computational cost. The projection methods that employ QR factorization and polar decomposition are not very satisfactory, not even when a projection is also performed in the internal stages of the RK scheme. Moreover, there is no striking di erence between the results obtained with QR and a polar projections, the latter being a best orthogonal approximant in the Frobenius norm. A careful comparison reveals that the polar decomposition produces slightly less dissipative results than the QR method, but at a higher price. We remind the reader that also RKZ3 can be used as a`projection method' in this context: since (y) is by construction skew-symmetric regardless of the orthogonality of y, the internal stages could be evaluated in the classical manner (i.e. without performing exponentiation) and then the exponentiation with third-order correction could be performed in the evaluation of y n+1 only.
We conclude that in the case when the underlying solution possesses strong conservative attributes, isospectral approximations based on numerical schemes that share the same`geometric' feature as the underlying ow (for instance RK4 U and Lie-group methods) produce the best output. Projection schemes display a more dissipative behaviour, even when a projection is performed in the inner stages of the methods. and the same holds also for all the principal submatrices. The numerical convergence sometimes can be quite slow, but it can be accelerated by means of a procedure proposed by 20], which sets the initial condition to a matrix that has the same eigenvalues of the exact solution, is nearly Toeplitz, and, most importantly, has eigenvectors obeying the regularity condition. In our case, . Table 4 refers to the 5 5 problem above and should be read as Table 3 , except for e( ) Denotes the error on the vectors of eigenvalues at t n = T = 1024 and is evaluated as follows: let 0 be the vector of all the (sorted) eigenvalues of L 0 and let n be the vector of (sorted) eigenvalues of the numerical approximation L n . Then e( ) = k 0 ? n k 2 ; when t n = T.
Flops Floating point operations, evaluated using MATLAB™ built-in routine flops. This includes evaluation of commutators, exponentials, eventual similarity transformations and Picard's xed point iterations for the implicit schemes and QR and polar factorization for the projective schemes. For Lie-group methods we evaluate the exponential by means of MATLAB™ built-in function expm. Because of the dimension of the matrices involved, the Euler{Rodriguez formula cannot be employed in this context.
All the relevant measurements are taken at time t n = T = 1024. Table 4 indicates that isospectral methods, based on orthogonal or Lie-group methods, are generally more accurate than nonisospectral schemes. In particular, those schemes that do not preserve isospectrality, generally converge to an asymptotic state that is an O(h p ) perturbation of the right one, p being the order of the method. For this value of the stepsize, however, we note that the cost of isospectral methods is generally higher than that of the corresponding standard schemes RK4 L and RK3 L .
In Table 5 the comparison between the methods is carried in a di erent manner. We depart from an initial matrixL 0 which has the same eigenvalues as L 0 but is nearly Toeplitz and has eigenvalues/eigenvectors already in an alternating order. Such matrix is obtained by means of the routine toepinit of Laurie 20] . We run the isospectral ows until the departure form a Toeplitz matrix is less that " = 10 ?10 . Thus, T stop represents the time at which each of the routines stops, Toeplitz error' is the departure from a Toeplitz matrix, evaluated as (L n ) at T stop ,`e( )' and Flops' are the error on the eigenvalues and the number of oating point operations respectively, evaluated as above. It is clear that starting with the initialized conditionL 0 improves the numerical e ciency of the methods, since we have to integrate for shorter time in order to converge to a Toeplitz matrix. Moreover, the numerical experiments also show that this procedure improves quite a lot the error on the eigenvalues for non-isospectral methods.
To compare the numerical e ciency of the method RKZ3, RK3 U with QR and polar factorization, which yield isospectral but more expensive approximations, and RK3 L and RK3 U which are nonisospectral but cheaper, we display a plot of accuracy versus oating point operations. In Figure 11 we plot e( ) against the cost of the two methods sampled at T = 113 for various stepsizes, h = The convergence to a Toeplitz matrix occurs around T stop 1130, so that the number of oating point operations at T stop can be roughly speaking obtained by multiplying the ops at T = 113 by ten. The accuracy on the eigenvalues at T stop is instead nearly the same, except to some mild accumulation of rounding error. We observe that isospectral approximation (based on projective or Lie-group methods) produce far better results especially for larger stepsizes. The Lie-group method RKZ3 is the most expensive, although it could be used as a`projection scheme' by exponentiating only in the evaluation of y n+1 , while skipping the exponentiation at the internal stages.
We conclude that for this class of problems, which require conservation (i.e. a machine-accuracy retention of the eigenvalues) but at the same time possess a gradient-ow type behaviour since the solution converges to an asymptotic state, projection techniques are more e cient. Yet, the numerical results indicate that Lie-group schemes perform quite satisfactorily and are worth being investigated.
Concluding remarks
The Runge{Kutta formalism has inspired a number of papers which deal with the construction of numerical methods for nonlinear di erential equation on Lie groups, on homogeneous manifolds and, with greater generality, on di erentiable manifolds. Among others, we mention the Lie-group RK methods of Munthe- Kaas 25] , and methods of Owren and Marthinsen 30], a follow-up on the pioneering work of Crouch and Grossman 8] . In particular, the approach of Munthe-Kaas allows to convert every classical RK method (whether implicit or explicit) into a Lie-group scheme of the same order. Collocation methods can be obtained also by means of Munthe-Kaas' approach and they di er in principal error term from our Magnus-type collocation schemes.
There is a good intuitive explanation why one-step schemes (hence RK) are more successful than linear multistep methods in this context: in general, the manifolds that we want to recover numerically are nonlinear and for this reason, linear multistep methods are bound to fail 15] . Most of the o -the-shelf numerical methods are constructed subject the simplifying assumption that the solution evolves in a linear space. However, in many cases, especially when one wants to recover the underlying qualitative features of the problem, it is useful to describe the problem in a nonlinear setting. At the same time, we feel the need for new numerical methods which should incorporate as much as possible information obtained e.g by mathematical analysis 18]. In this context, it is useful to extract the ideas underpinning classical methods and see if it is possible to extend them to a more general construct. In this paper we have demonstrated that collocation is a very useful tool, as long as it is used properly. When we solve di erential equations, we often identify the solution space, in which the solution of the di erential equation evolves, with the tangent space, in which the vector eld governing the equation varies. We think both of them as linear spaces. In the Lie-group context, however, the two spaces are di erent, have di erent structure and di erent composition rules are allowed. The Lie-group is a nonlinear manifold, the tangent space is linear. Collocation is, in other words, the interpolation of the vector eld, de ning the given di erential equation, in the tangent space. Therefore, as long as the basic composition rules are respected, the resulting methods will preserve the Lie-group structure. Figure 11 .
