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ASYMPTOTIC BOUNDS ON GRAPHICAL PARTITIONS AND
PARTITION COMPARABILITY
STEPHEN MELCZER, MARCUS MICHELEN, AND SOMABHA MUKHERJEE
Abstract. An integer partition is called graphical if it is the degree sequence of a simple
graph. We prove that the probability that a uniformly chosen partition of size n is graphical
decreases to zero faster than n−.003, answering a question of Pittel. A lower bound of n−1/2
was proven by Erdős and Richmond, and so this demonstrates that the probability decreases
polynomially. Key to our argument is an asymptotic result of Pittel characterizing the joint
distribution of the first rows and columns of a uniformly random partition, combined with
a characterization of graphical partitions due to Erdős and Gallai. Our proof also implies
a polynomial upper bound for the probability that two randomly chosen partitions are
comparable in the dominance order.
1. Introduction
An integer partition is called graphical if it can be realized as the size-ordered degree
sequence of a simple graph (with no loops or edges). In his famous 1736 paper on the
Königsberg bridge problem, arguably the origin of graph theory, Euler [Eul36] gave a necessary
condition for a finite sequence of positive integers (d1, . . . , dr) to be the degree sequence of a
graph: the sum d1 + · · ·+ dr must be even1. In the nineteenth century, counting the number
of graphs with a fixed degree sequence was used to describe the chemical bonds which could
be formed between atoms (see, for instance, the 1875 paper of Cayley [Cay75] which concerns
the enumeration of certain “structurally isomeric” molecules).
Havel [Hav55] and Hakami [Hak62] gave algorithms which take a fixed partition and decide
whether or not it is graphical. More recent algorithms of this type were given by Barnes
and Savage [BS95] and Kohnert [Koh04]. Seeking to classify graphical partitions, Gale and
Ryser [Gal57, Rys57] showed that given two partitions α, β ⊢ n, there is a bipartite graph
with one side having degree sequence given by α and the other by β if and only if α  β′.
Here, the conjugate partition β′ is defined via
β′i = #{j : βj ≥ i}
and the dominance order  is defined by
(1) α  β ⇐⇒
i∑
j=1
αj ≤
i∑
j=1
βj for all i .
Date: March 31, 2020.
1In Euler’s original words [Eul36, §17], ‘Sequitur ergo ex hac observatione summam omnium pontium, qui
in singulas regiones conducunt, esse numerum parem, quia eius dimidium pontium numero aequatur.’ [It
therefore follows that the total number of bridges leading to the areas must be an even number, because half
of it equals the number of bridges.]
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In 1960, Erdős and Gallai [EG60] gave a necessary and sufficient condition for a par-
tition to be graphical. Many alternative proofs of this result have been given, including
in Harary [Har69], Berge [Ber73], Choudum [Cho86], and (having been optimized over the
decades to one page of elementary calculations) by Tripathi et al. [TVW10]. Sierksma and
Hoogeveen [SH91] give a proof and list seven equivalent conditions. For our work we use the
following statement of the Erdős and Gallai characterization.
Lemma 1 (Erdős-Gallai [EG60]). A partition λ is graphical if and only if
(2)
i∑
j=1
λ′j ≥
i∑
j=1
λj + i, 1 ≤ i ≤ D(λ)
where D(λ) := max{k : λk ≥ k and λ′k ≥ k} is the size of the Durfee square of λ (the largest
k such that λ contains at least k parts of size ≥ k).
Instead of counting how many partitions are graphical, it is often convenient to study the
probability p(n) that a uniformly random partition of size n is graphical2. In unpublished
remarks from 1982, Wilf conjectured that p(n) → 0 as n → ∞. Independently, Macdonald
conjectured in 1979 [Mac98, Ch. 1, §1, Ex. 18] that if r(n) is the probability that two uniformly
random partitions of size n are comparable in the dominance order, then r(n) → 0. The
similarity of the criteria (1) and (2) suggests that these two seemingly disparate conjectures
are in fact quite similar.
Seeking to prove Wilf’s conjecture, Erdős and Richmond [ER93] gave an upper bound of
p(n) ≤ .4258. Additionally, they used the Erdős-Gallai condition (2) along with the notion
of a partition’s rank to prove that p(n) ≥ 1− π(n − 1)/π(n) for even n, where π(n) denotes
the number of partitions of n. This result, also established in Rousseau and Ali [RA95],
implies that when n is even and sufficiently large then p(n) ≥ π/√6n. Around the same time,
Rousseau and Ali [RA94] also proved a similar upper bound of p(n) ≤ 1/4 and thus p(n) is
bounded.
Both Macdonald’s and Wilf’s conjectures were finally confirmed in 1999 by Pittel [Pit99],
who analyzed the structure of random partitions and used a Kolmogorov zero-one law to
show that p(n)→ 0 and r(n)→ 0 as n→ 0. This work left open the speed with which they
approached zero, and whether it was close to the O(n−1/2) growth of the known lower bound
for p(n). Recently, Pittel [Pit18] returned to this question and showed that for n sufficiently
large, max{r(n), p(n)} ≤ exp(−c log(n)/ log log(n)) where c = 0.11. Using numeric values for
p(n) computed by Kohnert [Koh04], Pittel asked whether this upper bound on p(n) is tight
for a value of c near 0.25. Although p(n) decays quite slowly, our primary result shows that
this is not the case, and that p(n) decays polynomially:
Theorem 2. Let p(n) denote the probability that a uniformly randomly chosen partition of n
is graphical. Then there exists a constant C > 0 such that that
p(n) ≤ Cn−0.003297210314 .
A key ingredient is a limit theorem of Pittel [Pit18] which, for every ε > 0, describes the
joint behavior of the first n1/4−ε rows and columns of a uniformly random permutation. We
will make strong use of this result.
2Recall that Hardy and Ramanujan [HR18] determined asymptotics for the total number of partitions of
size n as n → ∞.
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Lemma 3 (Pittel [Pit18]). Let λ be a partition of n chosen uniformly at random. For each
γ < 1/4, the total variation distance between the joint distribution of the ⌊nγ⌋ tallest columns
and the ⌊nγ⌋ longest rows of γ from the distribution of the random tuple{⌈
n1/2
c
log
n1/2/c∑i
j=1Xj
⌉
,
⌈
n1/2
c
log
n1/2/c∑i
j=1X
′
j
⌉}
1≤i≤⌊nγ⌋
is O
(
n−1/2+2γ log3(n)
)
, where c := π/
√
6 and the variables (Xj)j≥1 and (X
′
j)j≥1 are mutually
independent exponential random variables with mean 1.
Using Lemmas 1 and 3 in tandem converts the problem of upper bounding p(n) into a
question concerning random walk with exponential increments. We study the resulting ran-
dom walk question by comparing to Brownian motion and analyzing the Gaussian process
that emerges. By similar methods, we also demonstrate a polynomial upper bound for the
probability that two partitions are comparable in the dominance order:
Theorem 4. Let r(n) denote the probability that for two uniformly randomly chosen partitions
λ, µ of n we have λ  µ. Then there is a constant C > 0 so that
r(n) ≤ Cn−0.003297210314 .
Macdonald’s 1979 conjecture and Pittel’s result that r(n) → 0 sheds light on the typical
behavior of Kostka numbers. Recall that given two partitions λ, µ ⊢ n, the Kostka number
Kλ,µ is the number of semistandard Young tableaux of shape λ and weight µ; for equivalent
definitions in terms of Schur polynomials or the representation theory of the symmetric group,
see the standard references [Mac98, Sag13, Sta99]. Clearly it is the case that Kλ,µ ≥ 0; it
is a standard exercise to show that positivity coincides precisely with comparability [Mac98,
Theorem I.6.5]:
Kλ,µ > 0 ⇐⇒ µ  λ .
Theorem 4 shows that the Kλ,µ is typically 0, and only positive with probability decaying
polynomially quickly.
2. Graphical Partitions and Comparability
In this section we prove Theorems 2 and 4. For j ≥ 1 we always write Xj and X ′j for
mutually independent exponential random variables with mean 1.
2.1. Reducing to a random walk bound. Both of the quantities p(n) and r(n) of interest
will be upper bounded using exponential random walks. Let
γ ∈ (0, 1/4), Sj :=
j∑
i=1
Xi, and S
′
j :=
j∑
i=1
X ′i,
and define the shifted quantities Rj := Sj − j and R′j := S′j − j. The goal of this subsection
is to establish the following bounds:
Proposition 5. For all large n and δ > 0, we have
max{r(n), p(n)} ≤ O
(
n−1/2+2γ log3(n) + n−δ/2
)
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+P

 min
1≤ℓ≤⌊nγ⌋
ℓ∑
j=1
R′j −Rj
j
≥ −5nδ/2⌈log3/2(n)⌉

 .
We split the proof of Proposition 5 into several smaller steps. The key idea will be to use
Lemmas 1 and 3 to obtain upper bounds on p(n) and r(n) that depend only on Sj and S
′
j.
Lemma 6. The following asymptotic upper bound holds:
max{p(n), r(n)} ≤ P

⌊nγ⌋⋂
i=1


i∑
j=1
log
(
S′j
Sj
)
≥ −1



+O (n−1/2+2γ log3(n))
Proof. Lemmas 1 and 3 imply
p(n) ≤ P

⌊nγ⌋⋂
i=1


i∑
j=1
⌈
n1/2
c
log
n1/2/c
Sj
⌉
≥
i∑
j=1
⌈
n1/2
c
log
n1/2/c
S′j
⌉
+ i




+O
(
n−1/2+2γ log3(n)
)
,
so the inequalities x ≤ ⌈x⌉ ≤ x+ 1 imply
p(n) ≤ P

⌊nγ⌋⋂
i=1


i∑
j=1
log
(
S′j
Sj
)
≥ 0



+O (n−1/2+2γ log3(n)) .
Similarly, Lemma 3 implies
r(n) ≤ P

⌊nγ⌋⋂
i=1


i∑
j=1
⌈
n1/2
c
log
n1/2/c
Sj
⌉
≥
i∑
j=1
⌈
n1/2
c
log
n1/2/c
S′j
⌉


+O (n−1/2+2γ log3(n))
≤ P

⌊nγ⌋⋂
i=1


i∑
j=1
log
(
S′j
Sj
)
≥ −1



+O (n−1/2+2γ log3(n)) .

From here, Proposition 5 will be proven by dealing with log(S′j/Sj) in two regimes: for small
values of j, we will use a Chernoff type-bound to show that these terms are only polynomially
large; for large values of j, the law of large numbers behavior kicks in, and so S′j/Sj will be
close to 1, implying that we may use the approximation log(1 + x) ≈ x.
We first bound the summands appearing in Lemma 6 with small index.
Lemma 7. For δ > 0 and n sufficiently large we have
P

⌈log3(n)⌉⋃
j=1
{
S′j
Sj
≥ 1 + nδ/2/
√
j
} ≤ 8n−δ/2 .
Proof. For any β > 0 and z ∈ (0, 1) we have
P
(
S′j
Sj
≥ β
)
= P(ez(S
′
j−βSj) ≥ 1) ≤ E
[
ez(S
′
j−βSj)
]
= (1− z)−j(1 + zβ)−j .
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Choosing z = (β − 1)/(2β) then yields the bound
P(S′j/Sj ≥ β) ≤
(
1 +
(β − 1)2
4β
)−j
,
and substituting β = 1 + nδ/2/
√
j gives
P
(
S′j/Sj ≥ 1 + nδ/2/
√
j
)
≤
(
1 +
nδ
4j(1 + nδ/2/
√
j)
)−j
≤
(
4
√
j
nδ/2
)j
.
If aj := (4
√
j/nδ/2)j then
sup
1≤j≤⌈log3(n)⌉
aj+1
aj
= sup
1≤j≤⌈log3(n)⌉
4
(
j + 1
j
)j/2 √j + 1
nδ/2
≤ 1
2
for n sufficiently large. This implies
⌈log3(n)⌉∑
j=1
P
(
S′j
Sj
≥ 1 + nδ/2/
√
j
)
≤ a1 (1 + 1/2 + 1/4 + · · · ) = 8n−δ/2 ,
and Lemma 7 follows by the union bound. 
Now, we bound the shift quantities Rj when j is bounded away from the origin.
Lemma 8. For all j > log2(n),
P
(∣∣∣∣Rjj
∣∣∣∣ ≥ log(n)√j
)
< 2 exp
(− log2(n)/6) .
Proof. An application of Chernoff bounds yields that, for every δ ∈ (0, 1),
(3) P
(∣∣∣∣Rjj
∣∣∣∣ ≥ δ
)
≤ e−j(δ−log(1+δ)) + ej(δ+log(1−δ)),
and the inequality log(1 + x) < x− x2/2 + x3/3 for all x > −1 implies
δ − log(1 + δ) > δ
2
2
− δ
3
3
>
δ2
6
and δ + log(1− δ) < −δ
2
2
− δ
3
3
< −δ
2
2
.
Hence, (3) gives
(4) P
(∣∣∣∣Rjj
∣∣∣∣ ≥ δ
)
< 2e−jδ
2/6 .
Taking δ = log(n)/
√
j completes the Lemma. 
Lemma 8 allows us to bound, with high probability, summands in Lemma 7 by a scaled
difference of R′j and Rj.
Lemma 9. With probability at least 1− 4n1/4 exp (− log(n)2/6) we have
ℓ∑
j=⌈log3(n)⌉+1
log
(
S′j
Sj
)
≤
ℓ∑
j=⌈log3(n)⌉+1
R′j −Rj
j
+ log3(n)
for all ⌈log3(n)⌉ < ℓ ≤ ⌊nγ⌋.
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Proof. Using the inequality log(1 + x) ≤ x for all x > −1, we have
(5) log
(
S′j
Sj
)
= log
(
1 +
R′j −Rj
j +Rj
)
≤ R
′
j −Rj
j +Rj
=
R′j −Rj
j
−
(
R′j
j
− Rj
j
)
Rj
j(
1 +
Rj
j
) .
Now, for every n ≥ e4 and every fixed j ≥ log3(n) we have, by Lemma 8,
(6)
∣∣∣∣∣∣∣
(
R′j
j −
Rj
j
)
Rj
j(
1 +
Rj
j
)
∣∣∣∣∣∣∣ ≤
2 log2(n)/j
|1 +Rj/j| ≤
4 log2(n)
j
with probability at least 1− 4 exp (− log2(n)/6). It follows from equations (5) and (6) and a
union bound that, for all n ≥ e4 and for all ℓ in the interval (⌈log3(n)⌉, ⌊nγ⌋] that
ℓ∑
j=⌈log3(n)⌉+1
log
(
S′j
Sj
)
≤
ℓ∑
j=⌈log3(n)⌉+1
R′j −Rj
j
+ 4 log2(n)
⌊nγ⌋∑
j=2
1
j
≤
ℓ∑
j=⌈log3(n)⌉+1
R′j −Rj
j
+ log3(n) ,
with probability at least 1− 4n1/4 exp (− log(n)2/3). 
We are now ready to complete the proof of Proposition 5.
Proof of Proposition 5. Define the three events
E1 :=
⌈log3(n)⌉⋃
j=1
{
S′j
Sj
≥ 1 + n
δ/2
√
j
}
,
E2 :=
⌊nγ⌋⋃
ℓ=⌈log3(n)⌉+1


ℓ∑
j=⌈log3(n)⌉+1
log
(
S′j
Sj
)
>
ℓ∑
j=⌈log3(n)⌉+1
R′j −Rj
j
+ log3(n)

 ,
E3 :=
⌊nγ⌋⋂
i=1


i∑
j=1
log
(
S′j
Sj
)
≥ −1

 .
By Lemmas 7 and 9, we have P(E1) ≤ 8n−δ/2 and P(E2) ≤ 4n1/4 exp
(− log(n)2/6). Fur-
thermore, on the complement Ec1 we have
⌈log3(n)⌉∑
j=1
log
(
S′j
Sj
)
≤
⌈log3(n)⌉∑
j=1
log
(
1 +
nδ/2√
j
)
≤ nδ/2
⌈log3(n)⌉∑
j=1
1√
j
≤ nδ/2
∫ ⌈log3(n)⌉
0
1√
x
dx
≤ 2nδ/2⌈log3/2(n)⌉ .(7)
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Looking to bound P(E3), first note that
(8) P(E3) ≤ 8n−δ/2 + 4n1/4 exp
(− log(n)2/6)+P (E3 ∩ Ec2 ∩ Ec1) .
It follows from (7), that
E3 ∩ Ec1 ⊆
⌊nγ⌋⋂
i=⌈log3(n)⌉+1


i∑
j=⌈log3(n)⌉+1
log
(
S′j
Sj
)
≥ −3nδ/2⌈log3/2(n)⌉

 ,
hence, for all large n, we have the containments
E3 ∩ Ec2 ∩ Ec1 ⊆
⌊nγ⌋⋂
i=⌈log3(n)⌉+1


i∑
j=⌈log3(n)⌉+1
R′j −Rj
j
≥ −3nδ/2⌈log3/2(n)⌉ − log3(n)


⊆
⌊nγ⌋⋂
i=⌈log3(n)⌉+1


i∑
j=⌈log3(n)⌉+1
R′j −Rj
j
≥ −4nδ/2⌈log3/2(n)⌉

 .(9)
From (8) and (9) and Lemma 6 we thus have
(10) max{p(n), r(n)} ≤ O
(
n−1/2+2γ log3(n) + n−δ/2
)
+P(E) ,
where
E :=

 minℓ∈(⌈log3(n)⌉,⌊nγ⌋]
ℓ∑
j=⌈log3(n)⌉+1
R′j −Rj
j
≥ −4nδ/2⌈log3/2(n)⌉

 .
Define another event
E4 :=

 min1≤i≤⌈log3(n)⌉
i∑
j=1
R′j −Rj
j
≤ −nδ/2⌈log3/2(n)⌉

 ,
and note that
(11) E ∩Ec4 ⊆

 min1≤i≤⌊nγ⌋
i∑
j=1
R′j −Rj
j
≥ −5nδ/2⌈log3/2(n)⌉

 .
In view of (10) and (11), to complete the proof of Proposition 5 it thus suffices to show that
P (E4) = O(n
−δ/2). With this in mind, we see
P(E4) ≤
⌈log3(n)⌉∑
j=1
P
(∣∣∣∣R
′
j −Rj
j
∣∣∣∣ ≥ nδ/2⌈log3/2(n)⌉⌈log3(n)⌉
)
≤
⌈log3(n)⌉∑
j=1
P
(∣∣∣∣R
′
j −Rj
j
∣∣∣∣ ≥ 12nδ/2 log−3/2(n)
)
≤ 4n−δ log3(n)
⌈log3(n)⌉∑
j=1
E(R′j −Rj)2
j2
= 8n−δ log3(n)
⌈log3(n)⌉∑
j=1
1
j
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≤ 8n−δ log3(n) (1 + log⌈log3(n)⌉)
= O(n−δ/2) .
The proof of Proposition 5 is now complete. 
2.2. Comparison to a Brownian Functional. Having established Proposition 5, our next
step is comparing the random walk
{∑ℓ
j=1
R′j−Rj
j
}
ℓ≥1
to a Gaussian process constructed
from a Brownian motion. Towards this, let Bt be a standard Brownian motion, and define
Zn =
∑n
k=1Bk/k for each non-negative integer n.
Proposition 10. Let α ∈ [0, 12) and let β = 0.01363853235. Then, as N →∞, we have
P
(
max
k≤N
Zk ≤ Nα
)
= O
(
N−β(1−2α)
)
.
Understanding the covariance structure of Xt is necessary for proving Proposition 10.
Lemma 11. The process (Zn)n≥0 is a mean-zero Gaussian process, and for 0 ≤ m ≤ n we
have
Cov(Zm, Zn) = 2m− (m+ 1)Hm +mHn ,
where Hk =
∑k
j=1 1/j is the kth harmonic number.
Proof. Fixing 0 ≤ m ≤ n, we have
Cov(Zm, Zn) =
m∑
i=1
n∑
j=1
min{i, j}
ij
=
m∑
i=1
m∑
j=1
min{i, j}
ij
+
m∑
i=1
n∑
j=m+1
1
j
= 2
∑
1≤i<j≤m
1
j
+
m∑
i=1
1
i
+
m∑
i=1
(Hn −Hm)
= 2
m∑
j=2
j−1∑
i=1
1
j
− (m− 1)Hm +mHn
= 2
m∑
j=2
(
1− 1
j
)
− (m− 1)Hm +mHn
= 2(m− 1)− 2(Hm − 1)− (m− 1)Hm +mHn
= 2m− (m+ 1)Hm +mHn ,
as desired. 
To establish Proposition 10 we also use the following anti-concentration result of Li and
Shao for the supremum of a centered Gaussian process.
Lemma 12 (Li and Shao [LS04, Theorem 2.2]). Let Yt be a mean-zero Gaussian process on
[0, T ] with Y0 = 0. For x > 0 and j = 1, . . . ,M let sj ∈ [0, T ] be a sequence such that, for
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each i,
(12)
M∑
j=1
∣∣Corr(Ysi , Ysj)∣∣ ≤ 5/4
and
(13)
(
EY 2si
)1/2 ≥ x/2.
Then
P
(
max
t∈[0,T ]
Yt ≤ x
)
≤ e−M/10 .
We are now ready to prove Proposition 10.
Proof of Proposition 10. Aiming to use Lemma 12, let si := ⌈N2αρi⌉ where ρ > 1 is a constant
to be determined later. Note that for N large we have(
EZ2si
)1/2
= (2si −Hsi)1/2 ≥ s1/2i ≥ Nα .
For each ε > 0 and i < j we have for sufficiently large N (depending on ε)
|Corr(Zsi , Zsj)| ≤
(
2 +Hsj −Hsi
)
si
(2− ε)√sisj
≤ (2 + ε+ (j − i) log(ρ))
(2− ε)ρ(j−i)/2 .
Hence, for every M ≥ 1, we have for sufficiently large N that
M∑
j=1
|Corr(Zsi , Zsj )| ≤ 1 + 2
∑
k≥1
(2 + ε+ k log(ρ))
(2− ε)ρk/2 .
Now, note that
2 + ε
2− ε
∑
k≥1
ρ−k/2 +
log(ρ)
2− ε
∑
k≥1
kρ−k/2 ≤ (1 +O(ε))
(
ρ−1/2
1− ρ−1/2 +
log(ρ)
2
ρ−1/2
(1− ρ−1/2)2
)
.
Choose ε > 0 small enough so that
(14)
M∑
j=1
|Corr(Zsi , Zsj )| ≤ g(ρ) ,
where
g(ρ) := 1 + 2
(
ρ−1/2
1− ρ−1/2 +
log(ρ)
2
ρ−1/2
(1− ρ−1/2)2
)
.
Now, g(ρ∗) = 5/4 for some ρ∗ ≈ 1528.691213, and setting ρ = ρ∗ yields
M∑
j=1
|Corr(Zsi , Zsj )| ≤ (1 +O(ε))
5
4
.
This implies that for ρ > ρ∗, equation (12) is satisfied for some ε > 0 for N sufficiently large.
In particular, if we set ρ = ρ1+ε∗ for ε > 0, then equation (12) is satisfied for N sufficiently
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large. Set M := ⌊(1 − 2α) log(N)/ log(ρ)⌋, so that sM ≤ N , and hence, s1, . . . , sM ∈ [0, N ].
By Lemma 12, we have
P
(
max
t∈[0,N ]
Zt ≤ Nα
)
≤ exp
(
− 1
10
⌊
(1− 2α) log(N)
log(ρ)
⌋)
≤ e0.1N−β(1−2α) ,
where β = 0.01363853235 for some choice of ε > 0 sufficiently small. 
With Proposition 10 established, all that remains is a comparison between the random walk
{Tj/
√
2}j≥1 where Tj := R′j −Rj =
∑j
i=1(X
′
i−Xi) and a standard Brownian motion B. The
Kolmós-Major-Tusnády (KMT) coupling provides a way to compare simple random walk to
Brownian motion [KMT75]. We use a slight modification that applies directly to the case at
hand:
Lemma 13 (Aurzada and Dereich [AD13]). There exist constants β1, β2 > 0 such that for
each T ≥ e there is a coupling of Tt/
√
2 and Bt, where
P
(
sup
t∈[0,T ]
∣∣∣∣ Tt√2 −Bt
∣∣∣∣ ≥ a
)
≤ e−β1aT β2
for each a > 0.
This allows for a study of Tj/j.
Lemma 14. Suppose that ε, δ and γ are positive quantities satisfying δ + 2ε < γ, and let
β = 0.01363853235. Then
P

 min
1≤i≤⌊nγ⌋
i∑
j=1
Tj
j
≥ −5nδ/2⌈log3/2(n)⌉

 = O(n−β(γ−δ−2ε)) .
Proof. Fix ε > 0, which will be chosen suitably later. Applying Lemma 13 with a = log2(n)
and T = ⌊nγ⌋, we have
P(F ) ≤ e−β1 log2(n)nγβ2 ,
where
F :=
{
sup
t∈[0,⌊nγ⌋]
∣∣∣∣ Tt√2 −Bt
∣∣∣∣ ≥ log2(n)
}
.
Now, on F c we have for sufficiently large n that
sup
1≤i≤⌊nγ⌋
∣∣∣∣∣∣
i∑
j=1
Tj
j
−
√
2
i∑
j=1
Bj
j
∣∣∣∣∣∣ ≤ sup1≤i≤⌊nγ⌋
i∑
j=1
|Tj −
√
2Bj|
j
≤
√
2 log2(n)
⌊nγ⌋∑
j=1
1
j
≤ 2γ log3(n).
Hence, on F c, we have for sufficiently large n that
min
1≤i≤⌊nγ⌋
Zi ≥ 1√
2
min
1≤i≤⌊nγ⌋
i∑
j=1
Tj
j
−
√
2γ log3(n) .
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Thus, for sufficiently large n,
P

 min
1≤i≤⌊nγ⌋
i∑
j=1
Tj
j
≥ −5nδ/2⌈log3/2(n)⌉


≤ e−β1 log2(n)nγβ2 +P
(
min
1≤i≤⌊nγ⌋
Zi ≥ −3
√
2nδ/2⌈log3/2(n)⌉ −
√
2γ log3(n)
)
≤ e−β1 log2(n)nγβ2 +P
(
max
1≤i≤⌊nγ⌋
Zi ≤ 2⌊nγ⌋(δ+2ε)/(2γ)
)
≤ e−β1 log2(n)nγβ2 + ⌊nγ⌋−βγ (γ−δ−2ε) (by Proposition 10)
= O
(
n−β(γ−δ−2ε)
)
,
as desired. 
We can now complete our proof of Theorems 2 and 4.
Proof of Theorems 2 and 4. It follows from Proposition 5 and Lemma 14 that
(15) max{r(n), p(n)} ≤ O
(
n−1/2+2γ log3(n) + n−δ/2 + n−β(γ−δ−2ε)
)
,
where β = 0.01363853235 and δ, γ, ε are any three positive constants, subject to the constraint
δ + 2ε < γ < 1/4. In order to obtain the most efficient bound for p(n) from (15), we thus
need to evaluate
max
δ,γ,ε
min
{
1
2
− 2γ, δ
2
, β(γ − δ − 2ε)
}
subject to the constraints δ, γ, ε > 0 and δ + 2ε < γ < 1/4. We may take ε arbitrarily close
to 0, thus requiring we maximize
max
δ,γ
min
{
1
2
− 2γ, δ
2
, β(γ − δ)
}
subject to γ, δ > 0, δ < γ < 14 . Since setting any of γ = δ, δ = 0 and γ =
1
4 yields a
value of zero, the maximum is achieved in the interior of the region that (δ, γ) varies over.
Since an increase in either γ or δ increases one term and decreases another, the maximum
must be achieved when all three terms are equal, which implies δ = 0.006594420627 and
γ = 0.2483513948. Theorems 2 and 4 follow. 
3. Open Problems
In light of Theorem 2 along with the lower bound of p(2n) = Ω(n−1/2) provided by Erdős
and Richmond [ER93], it remains to closing the gap between the two bounds:
Problem 15. Let p(n) denote the probability that a uniformly random partition of n is graph-
ical. Does there exist an α so that
p(2n) = n−α+o(1)
as n→∞? If so, what is α equal to?
Similarly, the analogous question remains for comparability:
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Problem 16. Let r(n) denote the probability that two uniformly random partitions of n are
comparable in the dominance order. Does there exist a β so that
p(n) = n−β+o(1)
as n→∞? If so, what is β equal to?
Recalling that µ  λ ⇐⇒ Kλ,µ > 0 where Kλ,µ are the Kostka numbers, Theorem
4—and Pittel [Pit99, Pit18] before—shows that Kostka numbers are typically 0. As a more
open-ended question, we ask for the typical behavior of Kostka numbers conditioned on being
positive:
Question 17. Let λ and µ be partitions of n independently chosen uniformly at random.
What is the typical behavior of the conditioned random variable (Kλ,µ |Kλ,µ > 0)?
Acknowledgments
We would like to thank Bruce Richmond for bringing our attention to this problem; the
authors would also like to thank Robin Pemantle and Cheng Ouyang for useful discussions.
References
[AD13] Frank Aurzada and Steffen Dereich. Universality of the asymptotics of the one-sided exit problem
for integrated processes. In Annales de l’IHP Probabilités et statistiques, volume 49, pages 236–251,
2013.
[Ber73] Claude Berge. Graphs and hypergraphs. North-Holland Publishing Co., Amsterdam-London; Amer-
ican Elsevier Publishing Co., Inc., New York, 1973.
[BS95] Tiffany M. Barnes and Carla D. Savage. A recurrence for counting graphical partitions. Electron.
J. Combin., 2:Research Paper 11, approx. 10, 1995.
[Cay75] A. Cayley. On the mathematical theory of isomers. Philos. Mag., 47(4):444–447, 1875.
[Cho86] S. A. Choudum. A simple proof of the Erdős-Gallai theorem on graph sequences. Bull. Austral.
Math. Soc., 33(1):67–70, 1986.
[EG60] P. Erdős and T. Gallai. Graphs with given degree of vertices (hungarian). Mat. Lapok, 11, 1960.
[ER93] P. Erdős and L. B. Richmond. On graphical partitions. Combinatorica, 13(1):57–63, 1993.
[Eul36] Leonhard Euler. Solutio problematis ad geometriam situs pertinentis. Commentarii Academiae Sci-
entiarum Imperialis Petropolitanae, 8:128–140, 1736.
[Gal57] David Gale. A theorem on flows in networks. Pacific J. Math, 7(2):1073–1082, 1957.
[Hak62] S. L. Hakimi. On realizability of a set of integers as degrees of the vertices of a linear graph. I. J.
Soc. Indust. Appl. Math., 10:496–506, 1962.
[Har69] Frank Harary. Graph theory. Addison-Wesley Publishing Co., Reading, Mass.-Menlo Park, Calif.-
London, 1969.
[Hav55] Václav Havel. A remark on the existence of finite graphs (czech). Časopis pro pěstování matematiky,
80(4):477–480, 1955.
[HR18] G. H. Hardy and S. Ramanujan. Asymptotic Formulaae in Combinatory Analysis. Proc. London
Math. Soc. (2), 17:75–115, 1918.
[KMT75] János Komlós, Péter Major, and Gábor Tusnády. An approximation of partial sums of independent
RV’-s, and the sample DF. I. Zeitschrift für Wahrscheinlichkeitstheorie und verwandte Gebiete,
32(1-2):111–131, 1975.
[Koh04] Axel Kohnert. Dominance order and graphical partitions. Electron. J. Combin., 11(1):Note 4, 17,
2004.
[LS04] Wenbo V. Li and Qi-Man Shao. Lower tail probabilities for gaussian processes. The Annals of
Probability, 32(1A):216–242, 2004.
[Mac98] Ian Grant Macdonald. Symmetric functions and Hall polynomials. Oxford university press, 1998.
[Pit99] Boris Pittel. Confirming two conjectures about the integer partitions. J. Combin. Theory Ser. A,
88(1):123–135, 1999.
GRAPHICAL PARTITIONS AND COMPARABILITY 13
[Pit18] Boris Pittel. Asymptotic joint distribution of the extremities of a random Young diagram and
enumeration of graphical partitions. Adv. Math., 330:280–306, 2018.
[RA94] Cecil Rousseau and Firasath Ali. On a conjecture concerning graphical partitions. In Proceedings
of the Twenty-fifth Southeastern International Conference on Combinatorics, Graph Theory and
Computing (Boca Raton, FL, 1994), volume 104, pages 150–160, 1994.
[RA95] C. C. Rousseau and Firasath Ali. A note on graphical partitions. J. Combin. Theory Ser. B,
64(2):314–318, 1995.
[Rys57] HJ Ryser. Combinatorial properties of matrices of zeros and ones. Canadian Journal of Mathematics,
9:371–377, 1957.
[Sag13] Bruce E Sagan. The symmetric group: representations, combinatorial algorithms, and symmetric
functions, volume 203. Springer Science & Business Media, 2013.
[SH91] Gerard Sierksma and Han Hoogeveen. Seven criteria for integer sequences being graphic. J. Graph
Theory, 15(2):223–231, 1991.
[Sta99] Richard P. Stanley. Enumerative combinatorics. Vol. 2, volume 62 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1999. With a foreword by Gian-Carlo Rota
and appendix 1 by Sergey Fomin.
[TVW10] Amitabha Tripathi, Sushmita Venugopalan, and Douglas B. West. A short constructive proof of the
Erdős-Gallai characterization of graphic lists. Discrete Math., 310(4):843–844, 2010.
LaCIM, Université du Québec à Montréal, CP 8888, Succ. Centre-ville, Montréal QC H3C
3P8, Canada.
E-mail address: smelczer@uwaterloo.ca
University of Illinois at Chicago, Department of Mathematics, Statistics, and Computer
Science, 851 S. Morgan Street, Chicago, Illinois 60607-7045, USA.
E-mail address: michelen.math@gmail.com
Department of Statistics, The Wharton School, University of Pennsylvania, 3730 Walnut
Street, Philadelphia, PA 19104-3615, USA.
E-mail address: somabha@wharton.upenn.edu
