Simulating liquid spray first and second atomization is not an easy task. Many models have been developed over the past years, but Eulerian ones have proved their better performance for the dense zone of the spray. In this work a new compressible Eulerian model is used to compute the internal flow together with the spray. Up to five two-equation turbulence models have been tested and its influence is remarkable in terms of spray behavior, but also greatly affects the mass flow rate and the momentum flux. At the end, SST k − ω model proves to be best than the others. Additionally, different types of inlet boundary conditions have been also tested and analyzed. Results when compared with previously obtained experimental data show that the commonly used for external flow time-varying velocity boundary condition gives also good performance for the internal flow.
Introduction
Understanding and being able to predict fuel break-up during the injection process is a key in order to improve air-fuel mixing and hence reduce the fuel consumption of an internal combustion engine. With this objective, many experimental and computational studies have been carried out for decades. Among all fuel injection applications in the industry, this work focuses on common-rail diesel injectors, then high injection pressures, high velocities and small droplets are the main characteristics of the liquid spray.
Liquid atomization or break-up is usually modeled through a Discrete Droplet Model (DDM) under a Lagrangian framework. This model, although commonly used nowadays (e.g. Battistoni et al. (2012) ; Lee and Reitz (2013) ), only works fine in absence of liquid ligaments and if liquid droplets are dispersed. However Vallet et al. (2001) developed an Eulerian model, called from now Σ − Y model, able to use the advantages of an Eulerian framework for the dense part. Other authors, Blokkeel et al. (2003) and Lebas et al. (2005) , modified that model by adding a switch to Lagrangian framework when liquid droplets are dispersed enough; this model was called Eulerian-Lagrangian Spray Atomization (ELSA). These models and their further improvements have proved its reliability in simulating diesel fuel injection processes under different conditions in works presented by Ning et al. (2009) ; Lebas et al. (2009) ; Hoyas et al. (2013) and García-Oliver et al. (2013) .
On the other hand, it is well known that the nozzle geometric parameters have a great influence on the spray behavior, as experimentally proved by Desantes et al. (2005) and Bermúdez et al. (2005) and computationally reproduced by Salvador et al. (2013) . Thus, coupling internal and external flow simulations leads to a better representation of reality. This is usually done by a two-step methodology, i.e. Battistoni et al. (2012) ; Som et al. (2010) . In such methodologies, internal flow spatial and temporal distributions of all fields (velocity, turbulent kinetic energy, dissipation rate, void fraction. . . ) are transferred (and some times averaged) from the internal flow simulation to a primary break-up (blob) model which uses them to initialize droplet properties within the hole area of the Lagrangian external flow simulation.
This coupling methodology has several issues to be solved. For example, a sort of mapping procedure has to be implemented to spatially distribute blobs and its physical quantities of the primary break-up model inside the nozzle area. Also, computational time steps are much different (on the order or 10 −8 s for nozzle flow and 10 −6 s for spray as commented by Battistoni et al. (2012) ), thus a time interpolation is required. There are other options to model the multi-phase internal and external flows of fuel injection applications. Marcer et al. (2000) used a VolumeOf-Fluid (VOF) interface tracking approach to simulate the cavitation phenomenon inside the nozzle and also the flow downstream the injector exit. Recently, Arienti and Sussman (2014) validated a combined level-set volumeof-fluid model to calculate internal and external flows seamlessly across an injection orifice. However, as they conclude, a very high resolution grid is needed to provide a realistic turbulent flow at high Reynolds numbers and the stable time-step is several orders of magnitude smaller than a full injection period, issues which increase a lot the computational cost.
The best solution to overcome issues of coupling and still being able to simulate the effects of nozzle parameters (rounding radius at the orifice entry, exit diameter. . . ) on the spray behavior is simple: using the Σ − Y model of Vallet et al. (2001) to simulate internal and external flows in one unique domain. Notwithstanding, this methodology also has some limitations or drawbacks: computational time steps and mesh resolutions characteristic of nozzle flows are small, so the computational cost increases quite a lot; ambient conditions are limited to the range where hypothesis of Σ − Y model are true; and no cavitation nor evaporation (process studied by García-Oliver et al. (2013) for the Σ − Y model) models are included so far because a third phase, fuel vapor, would be necessary.
As this is the first time that diesel injection internal and external flows are going to be simulated at the same time, and both flows are of quite different nature, a review of most suitable boundary conditions and turbulence models is necessary. And that is the main objective of this paper. Three types of inlet boundary conditions are tested: constant pressure, non-reflective pressure, and time-varying velocity. For one of those inlet boundaries, concretely non-reflective pressure, five different RANS turbulence models are tested: standard k − , high-density ratio k − (Demoulin et al. (2007) ), RNG k − , Realizable k − and SST k − ω.
In order to validate the new solver and also to select the best turbulence model and inlet condition, comparison with experimental data is necessary. A single-hole conical nozzle geometry with an exit diameter of 112 µm is selected to avoid the uncertainties related to cavitation and spray-spray interaction as done by Desantes et al. (2005) and Payri et al. (2005) . Available data for such nozzle are: mass flow rate measurements, momentum flux experimental measurements and diffusive back-light spray visualization un-der non-cavitating and non-evaporative conditions. These measurements are presented and discussed in the work of Payri et al. (2011b Payri et al. ( , 2012 . Only one experimental point of the whole test matrix corresponding to low injection pressure and high ambient density is selected to keep the number of simulations within a reasonable limit.
Methodology

Code description
An Eulerian homogeneous unsteady multi-phase model is developed and used to simulate the atomization. This new solver is the same than the one developed by Vallet et al. (2001) except for three important matters: the common pressure-equation (see Weller et al. (1998) ) is used instead of the equation of state of Vallet et al. (2001) or an isentropic relationship like the one used by Ning et al. (2009) ; the new model is compressible so the energy equation is required; and a PIMPLE algorithm (Corp. (2012) ) is preferred rather than the common PISO algorithm.
Although the model is described in detail by Vallet et al. (2001) ; Demoulin et al. (2007) ; García-Oliver et al. (2013) and Beheshti et al. (2007) , the basics are summarized in this paper. The key point of the original model is the striking analogy between atomization and turbulent mixing of a jet with a very large density difference with the ambient medium. Additionally, Σ − Y model is based in four principles: (1) high Reynolds and Weber numbers, (2) the difference between the mean velocity of the liquid fluid and gaseous fluid particles can be calculated, (3) the dispersion of the liquid phase into the gas phase can be computed by a balance equation (Equation 1), and (4) the mean size of the liquid fragments can be calculated through the mean surface area of the liquid-gas interface per unit of volume (Equations 5 and 7).
The balance equation for the liquid mass fraction is Equation 1 (see also Vallet et al. (2001) ). It can be seen that the break-up and mixing processes, due only to turbulence by hypothesis, are modeled with a diffusion flux closure term. Diffusivity coefficient D Y,eff is the one developed and tested by Demoulin et al. (2007) and adopted later by other authors such Belhadef et al. (2012) . It is given in Equation 2 and is compounded by two terms. The first one follows the Fick's law, being Sc the Schmidt number, and corresponds to the diffusivity coefficient originally presented by Vallet et al. (2001) . The second term represents the segregation that occurs between the heavy and the light phases because of the acceleration difference under a mean pressure gradient according to Demoulin et al. (2007) . The modeling constant C ρ is equal to 1.8, value also set by Demoulin et al. (2007) .
Then, the density of the mixture can be calculated by the equation of state given in Equation 3 (Vallet et al. (2001) ). The gas phase (Nitrogen for this study) is considered as perfect gas. The liquid, Standard Diesel Elite + , is compressible and its density is related to pressure and temperature by the relationship obtained by Payri et al. (2011a) and shown in Equation 4. 
The balance equation for the mean inter-facial area per unit volume in the two-phase flow, developed by Vallet et al. (2001) and reviewed by Beheshti et al. (2007) , is Equation 5. In this equation, A is a production term related to the stretching of the gas-liquid interface by the mean velocity gradients, a is the production term related to the stretching of the interface due to turbulence and droplet collision, and V s is the destruction term due to coalescence and ensures equilibrium (constant surface kinetic energy). As said by Vallet et al. (2001) , these terms are included into the equation to take into account the physical phenomena responsible for stretching and collapse, and so the inter-facial area generation and destruction. The term Φ, which also appears in Equation 1, is the mass flux through the cell faces. Concerning the diffusion coefficient D Σ,eff , the simplest way is to use the classical Fick's law. It is given in Equation 6. This term is necessary because the interface is also dispersed by turbulence (Vallet et al. (2001) ). Notice that diffusivity coefficients in Equations 1 and 5 are not exactly the same. Beheshti et al. (2007) also proceed the same way, they use the Fick's law for both coefficients with same turbulent diffusivity but different Schmidt numbers. This is due to the diffusion term in Equation 1 comes from an analogy of the closure term emerging from the averaging of the transport equation (Vallet et al. (2001) ; Demoulin et al. (2007) ) meanwhile that term in Equation 5 is part of the transport equation.
If it is assumed that the flow is composed only of droplets with identical diameters, the Sauter Mean Diameter is easily computed from the values of liquid mass fraction, Y , and inter-facial surface, Σ, by Equation 7 obtained by Vallet et al. (2001) .
Though this quantity is computed in every simulation, no results of it are shown in the present paper and values of A, a and V s terms are neither fully detailed because of several reasons: this is a preliminary study, this equation is not coupled with any other of the model, and a good study about this balance equation is the work of Beheshti et al. (2007) . Furthermore, there is not experimental data of droplet size for the selected diesel injector and injection conditions, so even if results were shown, their reliability cannot be ensured.
The rest of balance equations (continuity, momentum, energy and pressure) are the common ones used in compressible solvers and can be easily found in the literature, e.g. Ph.D. Thesis of Weller et al. (1998) .
All governing equations and two-fluid models are implemented and solved in the finite volume CFD code OpenFOAM 2.1.0 R Corp. (2012), which employs temporal and spatial discretization schemes that are bounded and preserve the proper physical limits on the fluid-dynamics variables. OpenFOAM library does not include any solver similar to the one described above, so a new one was created (by including all cited equations) and added to the library.
Note that there is not switch to a Lagrangian framework. This switch is controlled by the liquid mass fraction Y or liquid volume fraction. Usually the transition is placed when Y < 0.01, e.g. Hoyas et al. (2013) , or when the volume fraction is lower than 50%, e.g. Lebas et al. (2005) , and only one parcel is generated per transition cell and per time step. Nevertheless, it will be seen that employing only an Eulerian approach also gives accurate results in terms of spray tip penetration, defined as the axial distance where Y < 0.001. This definition was deeply discussed and established by the Engine Combustion Network (ECN) in a work carried out by Bardi et al. (2012) . The definition of the spray angle is a topic still under discussion, however the criteria discussed and established by Desantes et al. (2005) is used, the slope of a linear fitting on the spray contour up to the 60% of the spray penetration.
As the Lagrangian description is not used, the current model is called from now on Eulerian Spray Atomization (ESA) model.
Turbulence model
There are many ways of modeling turbulence. In general, they can be classified in terms of degree of modelization (from highest to lowest): Reynolds-Averaged Navier-Stokes based (RANS or RAS), Large Eddy Simulation (LES), Detached Eddy Simulation (DES), and Direct Numerical Simulation (DNS). Discussions about which one is the most suitable in each case can be easily found in the literature. In this case, a RANS model is selected due to its simplicity (the present model is still under development) and grid independence (unlike LES and DNS approaches). Furthermore, for Eulerian-Eulerian multi-phase problems LES models have been only tested in VOF solvers, i.e. Befrui et al. (2012) , and DNS is still under development, i.e. Duret et al. (2013) . In addition, the computational cost is lower, so it is interesting from the industrial point of view.
RANS models can be also classified in three categories: linear eddy viscosity models, nonlinear eddy viscosity models, and Reynolds stress models. Again, discussions about which one is the most suitable in each case can be easily found in the literature. The employed transport model requires an eddy viscosity µ t model. Also a linear constitutive relationship between the Reynolds stresses and the mean flow straining field is taken with the aim of "simplifying" the model. This linear relationship is also known as Boussinesq hypothesis.
At the same time, linear eddy viscosity models are classified according to the number of equations: algebraic equations or zero-equation models, where eddy viscosity is calculated directly from the flow variables; one equation models, which usually solve the turbulent kinetic energy; two equation models, which include two extra transport equations to represent the turbulent properties of the flow such turbulent kinetic energy k and turbulent dissipation or specific dissipation ω; etc. Two equation turbulence models are one of the most common type of turbulence models. Models like k − and k − ω models have become industry standard and are commonly used for most types of engineering problems. Although these models are still in active area of research, five of them they are selected for being tested in the current ESA model:
• High density ratio k − model (developed by Demoulin et al. (2007) )
• Realizable k − model.
• Shear Stress Transport (SST) k − ω model. These models are exactly the same than the ones used for mono-phase solvers. They model the turbulent kinetic energy and turbulent dissipation of the mixture, including the relative velocity as explained by Demoulin et al. (2007) . The only model which has an additional term in the transport equations is the High density ration k− that adds a term into the k-equation to consider the shift of acceleration between the heavy fluid particles and the light fluid particles under the effect of the same pressure gradient.
Computational domain and case setup
The computational domain for the single-hole injector which is going to be simulated is shown in Figure 1 . Due to symmetry of the geometry, the mesh covers only a sector of 5
• and is considered two-dimensional. Threedimensional simulations were performed and no significant differences were found in the results; however, if non-symmetric geometries are used (i.e. orifice offset), then the full three-dimensional domain is needed. Wedge boundaries are applied on the two sides planes, and symmetry boundary on the axis. The geometric details of the orifice and the test conditions are shown in Table 1 . These test conditions give a Reynolds number of Re = 24845, and Weber numbers of We l = 204400, We g = 9570, values large enough according to de la Morena (2011) to be in the range of validity of Vallet et al. (2001) model. A mesh sensitivity study was carried out, increasing the internal and external mesh resolutions until differences in mass flow rate and spray tip penetration were lower than 1%. The result is a structured grid of 101424 cells (57420 for the external flow and 44004 inside the nozzle) with 72 elements at the orifice exit.
Injection events are quite short in time, thus phenomena are highly transient in nature as noted by Battistoni et al. (2012) . A maximum Courant number (CFL) of 0.6 was used and then the computational time step ranged from 4.0 10 −9 to 5.0 10 −8 .
Boundary conditions of the domain, skipping the fuel inlet, are shown in Tables 2-5. Turbulent variables k and or ω boundary conditions depend on the turbulence model and the inlet conditions, and they are not specified in the tables. Nevertheless, velocity fluctuations at the inlet of 5% are considered and the turbulent length scale is taken as 10% of the inlet length. k and or ω wall functions are always used to enhance the flow velocity pattern in the logarithmic layer of the boundary layer, and then theoretically obtain velocity at the orifice exit profiles and non-dimensional coefficients closer to the experiments. If no wall function is used, results change less than 1%.
Patch
Type Value outlet Zero gradient -wall Zero gradient -top Zero gradient - In this study, upwind discretization schemes are always used in order to minimize the computational cost (higher order schemes did not significantly increased the accuracy of the solution). An Euler scheme is selected for the time discretization. PBiCG (Preconditioned Bi-Conjugate Gradient) solver with DILU (Diagonal Incomplete LU) preconditioner is used for all variables but the pressure, which is solved by PCG (Preconditioned Conjugate Gradient) solver with DIC (Diagonal Incomplete Cholesky) preconditioner. A relaxation factor of 0.3 is used for the pressure and a factor of 0.7 for the rest of variables but the density, which is solved without relaxation.
Regarding the initialization, all variables are initialized with constant values equal to the outlet ones, except for the liquid mass fraction, which is equal to 1 inside the nozzle and 0 outside. Though it is not completely true, it is assumed that the nozzle is filled with liquid because the mixing that takes place inside the nozzle is not modeled.
Inlet boundary condition
When simulating internal flows of diesel injectors, the common choice for the inlet boundary condition is to fix the injection pressure, as Battistoni et al. (2012) ; Som et al. (2010) and Payri et al. (2013) do. An alternative to avoid pressure wave reflexions that take place in compressible fluids and still being able to fix the pressure is to use a non-reflexive constant pressure boundary condition, often found as outlet boundary condition.
When simulating external flows of diesel injectors, in other words, the spray, the most employed inlet boundary condition is specifying the velocity, which varies with time in order to reproduce the experimental mass flow rate shape, as it is done by Battistoni et al. (2012) ; Som et al. (2010) and Hoyas et al. (2013) . If it is available, the spatial distribution is used, i.e. Summarizing, three types of inlet boundary condition are tested:
• Constant pressure.
• Non-reflective constant pressure (with different grades of reflexion).
• Time-varying velocity.
Non-reflective pressure condition deserves extra attention. It performs some basic thermodynamic calculations and tries to create a tendency towards the preset value. The larger the grade of reflection, the further the boundary condition will deviate from the specified value, however, the smaller the grade of reflection, the more reflective the boundary tends to be; as Open- 
Results and discussion
Turbulence model
As stated in Section 1, the five turbulence models are tested with a nonreflective constant pressure inlet boundary condition. Also note before presenting the results that default model constants values are used although other authors have suggested that by modifying some of them the computational results become more accurate, for example Hoyas et al. (2013) .
First parameters to be analyzed are the mass flow rate and momentum flux, together with the non-dimensional coefficients that define the nature of the flow of the nozzle C v , C a and C d , following Desantes et al. (2005) procedure. Table 6 shows their steady state values compared with experimental ones. SST k − ω and Realizable k − models clearly overestimate all parameters. The reason of that is shown later. RNG k − model over-predicts the momentum flux. The other two k − models predict well, with a maximum deviation of 3%, the mass flow rate, the momentum flux and non-dimensional parameters. Figure 2 shows the velocity profile at the exit of the nozzle. Standard and high density ratio k − models have the same profile: small area at the center of the orifice with constant velocity and large area with a parabolic velocity profile, what is characteristic of laminar/low Reynolds number flows. With the RNG k − the parabolic region is reduced, and even further reduced with the SST k − ω or Realizable k − models, which show a typical profile of turbulent/high Reynolds number flow as said by Payri et al. (2010 Payri et al. ( , 2012 . Because of the current ESA model assumes high Reynolds numbers, these last turbulence model seems better than the others. These velocity profiles explain why SST k − ω and Realizable k − models give higher mass flow rate and momentum flux for the same inlet pressure value. At this point it is worthy to mention that LES models could improve the accuracy on the prediction of the velocity coefficient up to 0.6% (Payri et al. (2013) ). LES models have also been successful in improving primary atomization predictions, Chesnel et al. (2011) evaluated the different available sub-grid models and showed that the scale similarity assumption provides better estimation of the sub-grid terms than the Smagorinsky formulation; however the presence of a constant that needs to be estimated and the various values that are found depending on the filter size are the main drawbacks of this approach. Figure 3 proves that, as expected, standard and high density ratio k − models generates the same turbulence levels inside the nozzle. RNG k − and SST k − ω models, which in general are recommended for simulating turbulent wall-bounded flow, produce a completely different turbulent viscosity contour. Furthermore the maximum value is an order of magnitude lower. This maximum value is reached towards the inlet and also next to the wall orifice instead of right at the orifice restriction like with standard and high density ratio k − models. This distribution is similar to the one obtained with Large Eddy Simulation (LES) by Payri et al. (2013) , a numerical technique which is supposed to be more accurate than RANS. The fifth model, Realizable k − , generates a turbulent viscosity pattern which is a mixture of the other contours, high turbulence levels in the middle of the orifice but also towards the fuel inlet. Also the maximum value is somewhere in between.
Turbulent viscosity contours of the external flow are plotted in Figure 4 . Notice that the scale of the color map is not the same than for the internal flow, otherwise some cases would seem to have no gradients. The turbulent intensity generated by standard and high density ratio k − models is lower than the generated by the other three models. Since the turbulent viscosity is directly related to the air-fuel mixing (see Equation 2) this figure can also be used to analyze the spray structure. However, Realizable k − model does not show the typical spray contour, so it does not seem correct for the external flow of this solver. RNG k − model shows a very strange spray structure at the tip which is not seen in the experiments. Standard and high density ratio k − seem to correct that behavior but still a kind of "mixing blob" is found at the tip. This "blob" is almost fully eliminated with SST k −ω model, which gives the typical spray structure experimentally observed. Continuing the external flow analysis, Figure 5 shows spray penetration and angle for the five turbulence models tested. It is seen that none of them agree with the experimental steady-state spray angle, though this is not really important because the angle strongly depends on the visualization technique which is used, the intensity and quality of the light, the post-processing method of the images (e.g. the threshold), the criteria used for its definition, etc. as noted by Payri et al. (2011b) . The spray penetration seems to be well predicted by all models but the RNG and Realizable k − models. Probably, adjusting turbulence model constants could fix this discrepancy for the RNG, as done by Hoyas et al. (2013) , but not for the Realizable because the spray structure is completely different. Note that in this comparison there is a small temporal delay between experimental and simulated curves due to the fact that the transient initial injection phenomena are not simulated. Taking into account all the results previously explained, the SST k − ω turbulence model is the most suitable model among the ones tested for the current ESA model. Although it clearly overestimates mass flow rate and momentum flux, the velocity profile at the exit of the orifice fits better with the theoretical one assumed by Payri et al. (2012) and also with the one obtained with LES simulations by Payri et al. (2010) . Furthermore, turbulent viscosity contours are more accurate when compared also with LES simulations of Payri et al. (2013) . Mismatch in mass flow rate and momentum flux (and their coefficients) when compared to the experiments are probably due to the pressure value at the nozzle inlet which actually has to be lower than in the common-rail due to losses in all conducts and volumes that connect both parts of the injection system, the rail and the injector nozzle. This turbulence model needs to take this into account if pressure inlet boundary condition is going to be used.
Inlet boundary condition
Before presenting the results and just to clarify, all the inlet boundary conditions have been tested with the standard compressible k − turbulence model. Table 7 shows mass flow rate, momentum flux and non-dimensional parameters in steady conditions compared with the experimental values. All conditions predict with high accuracy (error lower than 10%) the corresponding experimental mass flow rate and momentum flux values except for the non-reflective pressure condition with grade of reflexion of 0.50. This grade of reflexion was rapidly dismissed because it gave values for non-dimensional coefficients higher than the unity, which has no physical sense. Regarding the non-dimensional coefficients, all of them are underestimated. Not only steady state values are important, also the time evolution of mass flow rate is of interest. It is plotted in Figure 6 . It is clearly observed how non-reflective pressure condition with grade of reflexion of 0.50 gives a growing mass flow rate, coming from a continuous growing of the inlet pressure. Thus, its values given in Table 7 are not steady state and cannot be compared to the experimental ones. This result also confirms that large values of grade of reflection are not correct and must be dismissed, which is an interesting result because this type of boundary condition is selected for the outlet.
When comparing constant pressure conditions (including non-reflective) with mass flow rate condition the expected result is observed: with pressure conditions the steady state is reached much faster meanwhile the mass flow rate of time-varying velocity condition follows exactly the imposed trend, which is the experimental one.
Differences between constant pressure and non-reflective pressure can be seen also in Figure 6 . Two observations can be drawn. First one concerns the oscillations at the inlet for the constant pressure condition, which are damped within the nozzle and disappear with time. They are generated by the pressure wave that rebounds and travels downwards to the orifice entry (a restriction) and upwards to the inlet. Regardless the physical sense of these oscillations, such temporal gradients could lead to numerical divergence. Obviously, they are not present with non-reflective boundary condition. The second observation corresponds to a difference in mass flow rate. Non-reflective pressure condition gives a slightly higher value than constant pressure, and this is due to the deviation in the pressure from the imposed value.
The shift between experimental and mass flow rate curves in Figure 6 is also worthy to mention. Although the mass flow rate is imposed at the inlet, both curves do not superpose. This is due to compressibility effects that take place inside the nozzle. As the liquid is a compressible fluid, pressure waves travel up and down through the nozzle accelerating the fluid, and it takes some time until the right velocity in every section of the nozzle is reached. In future studies, these effects can be taken into account before starting the simulation and set a mass flow rate at the nozzle inlet that gives exactly the experimental curve at the orifice exit.
So far, only the internal flow has been analyzed. However a change on the inlet boundary condition also affects external flow parameters such spray penetration or spray angle, plotted in Figure 7 . All constant pressure conditions (included non-reflective ones) present the same penetration and spray angle; and the mass flow rate boundary condition gives also similar values but shifted in time. A very interesting result is the behavior of the penetration very short time after the start of injection given by the mass flow rate condition. This change in the slope is not present in the experimental curve because no measurements in the near field were made by Payri et al. (2011b) , notwithstanding other authors have experimentally observed it, for example, de la Morena (2011). Despite that, the behavior is similar to the experimental curve, maybe with slightly higher slope.
Spray angle steady state is again not in agreement with the experimental value, but the experimental behavior is captured by all inlet boundary conditions, though constant pressure conditions (included non-reflective) with a small temporal lead for the peak. Taking into account all the results previously explained, the mass flow rate boundary condition (time-varying velocity) is the most suitable boundary condition for the inlet among the tested ones for the current ESA model. This condition estimates well the momentum flux and spray tip penetration without oscillations which could lead to divergence. The main drawback of this boundary condition is that the mass flow rate has to be previously experimentally measured.
Combination of turbulence model and inlet boundary condition
After analyzing the turbulence model and the inlet boundary condition separately, it is necessary to check that the combination of both accurately represents the experimental results.
First, steady state mass flow rate, momentum flux and non-dimensional coefficients obtained with SST k − ω turbulence model and time-varying velocity inlet boundary condition are compared with the experimental values in Table 8 . It is seen that: the momentum flux and the velocity coefficient C v are about a 4% lower than the experimental values, the error in the area coefficient C a is lower than 2%, and the predicted discharge pressure C d is about 3% smaller than the experimental one. This good agreement is kind of expected because the mass flow rate is imposed. Second, spray tip penetration and spray angle obtained with the simulation can be compared with the experimental curves, as done in Figure 8 . The experimental penetration curve has been moved in time 50 µm to match its start with the computational curve. This can be done because, as commented before, although the experimental mass flow rate is imposed the transient phenomena during start of injection is not modeled. Furthermore, initial conditions of the internal flow are not hundred per cent right, in reality the velocity is not zero when the whole nozzle is filled with liquid. It is seen that the spray penetrates faster than it is predicted by the model. Regardless this temporal mismatch, curve slopes after 0.4 ms of simulation are exactly the same and also values are the same but shifted in time. The spray angle is again overestimated by the model. Nevertheless, the trend is well captured. And third, experimental images are compared with mass fraction con-tours in order to check if the spray structure is well reproduced. Figure 9 shows four different time steps. In each one, the upper part corresponds to the liquid mass fraction contour and the lower part to the experimental spray contour obtained via back-light illumination technique by Payri et al. (2011b) . The time of experimental images is about 150-180 µs delayed in order to compare images with the same penetration value. A very good general agreement is found. The tip "mixing blob" is present in both cases and the chosen turbulence model predicts its size pretty well. The only aspect of the spray that is not well captured is the angle, as it has been previously shown. Especially near the nozzle, the spray obtained with the ESA model is wider than the one experimentally observed. However, this part of the spray is tricky and a better comparison with near nozzle experiments is required to draw further conclusions. 
Conclusions
The Σ − Y model for simulating break-up and liquid-air mixing processes developed by Vallet et al. has been modified in order to make it work for both internal and external flows in the field of diesel injection. The modification has been called Eulerian Spray Atomization (ESA) model.
Several turbulence models among the most common types have been tested for a single-hole nozzle. Surprisingly, a model generally recommended for wall-bounded flow such SST k − ω has been found to give accurate results not only on the internal flow but also on the spray development.
Separately, several inlet boundary conditions have been also tested. It turns out that the common solution taken for the external flow of fixing a time-varying velocity also works out when the internal domain is added.
The combination of above findings lead to a solution with an error lower than 5% when compared to experimental values for all internal flow parameters and spray tip penetration. However, the value of the spray angle is not well predicted and the computational spray is slightly wider.
