Abstract. This is the third companion paper of [Part II]. When a gauge theory has a flavor symmetry group, we construct a partial resolution of the Coulomb branch as a variant of the definition. We identify the partial resolution with a partial resolution of a generalized slice in the affine Grassmannian, Hilbert scheme of points, and resolved Cherkis bow variety for a quiver gauge theory of type ADE or affine type A.
Introduction
Let G be a complex reductive group and M its symplectic representation of a form N ⊕ N * . (N will be fixed hereafter.) In [Nak16, Part II] we gave a mathematically rigorous definition of the Coulomb branch of a 3d N = 4 gauge theory associated with (G, M) as follows. We introduce an infinite dimensional variety R = R G,N (the variety of triples), and define a convolution product on its
, which is commutative. Then we define the Coulomb branch M C ≡ M C (G, N) as the spectrum of H G O * (R). It is an affine algebraic variety. Suppose that we have a flavor symmetry, i.e. N is a representation of a larger group G containing G as a normal subgroup. We further assume G F :=G/G is a torus. Then we can consider the Coulomb branch M C (G, N) for the larger groupG. We showed that the original M C (G, N) . This is birational. See Remark 1.1 below. We could understand this construction as follows. (See §II.3(ix).) Let us denote the variety of triples for the larger group (G, N) byR. Letπ be the natural projectioñ R → Gr G F . We identify Gr G F with the coweight lattice of G F , which is the weight lattice of G ∨ F . For a coweight κ of G F , the inverse image π −1 (κ) is denoted byR κ . (In §II.3(ix) a coweight was denoted by λ F .) Note thatR 0 is nothing but the original variety of triples R. The convolution product defines a multiplication
In particular H G O * (R κ ) is an H G O * (R)-module, hence defines a sheaf on M C (G, N) = Spec(H G O * (R)). We only take coweights in Z ≥0 κ for a fixed κ, and consider Proj( n≥0 H G O * (R nκ )). This is nothing but the GIT quotient M κ C (G, N). It is a quasi projective variety, equipped with a natural projective morphism π : M κ C (G, N) → M C (G, N). We have H N) (1)). In this paper, we study M κ C (G, N) for a framed quiver gauge theory of type ADE or affine A. The original Coulomb branch M C (G, N) was identified with a generalized slice in the affine Grassmannian [Quiver] , and a Cherkis bow variety [NT17] respectively. In both cases the variety has a natural partial resolution (actual resolution for type A or affine type A), and we identify it with the GIT quotient.
The paper is organized as follows. In §2 we show that the multiplication on H G O * (R nκ ) is equal to one given by the tensor product of line bundles for a framed quiver gauge theory of type A 1 . This case was studied in detail in §R.4(i)∼ §R.4(iii), and this section is its supplement. In §3 we show that the determinant line bundle on the Hilbert scheme of points in A 2 arises in our construction. In §4 we study the Coulomb branch of a framed quiver gauge theory of affine type A and identify our construction of a partial resolution with a bow variety with an appropriate stability condition. In §5 we study the Coulomb branch of a framed quiver gauge theory of type ADE and identify our construction of a partial resolution with a convolution diagram over a generalized slice in the affine Grassmannian.
Let N be an integer greater than 1. Let S N denote the hypersurface ZY = W N in A 3 , π : S N → S N its minimal resolution, and S
• N := S N \ {0}. We change z, y, w to capital letters to avoid a confusion later. A weight λ of SL(N ) defines a line bundle L λ over S N . Let F λ denote the torsion free sheaf π * L λ on S N for dominant λ. (To be consistent with other parts of this paper, we should denote a weight by κ, but we keep notation in §R.4.) Let us recall the notation briefly. We identify S N with A 2 / /(Z/N Z), where ζ ∈ Z/N Z acts on A 2 by ζ · (u, , as it is a costalk of a ring object A for at λ. We choose isomorphisms Γ(S N , F λ )
for any λ (defined uniquely up to multiplication by a scalar).
is surjective for any dominant λ, µ.
Proof. It suffices to consider the case µ = ω n = (1, . . . , 1, 0, . . . , 0) (n 1's) for 1 ≤ n ≤ N −1.
Recall that the C × × C × -character of Γ(S N , F λ+µ ) given by Lemma R.4.2 is multiplicity free. So it suffices to represent each summand x
we take m = m − 1, m = 1, and if m ≤ λ n , we take m = m, m = 0. The same argument works for H G O * (R ? ) due to the monopole formula. Indeed, the morphism H
respects the bigrading. And the induced morphism H
is an isomorphism generically due to the localization theorem.
Lemma 2.2. The diagram
commutes up to multiplication by a scalar for any dominant λ, µ.
Proof. The kernels of both vertical morphisms coincide with the torsion in the upper row.
Thus it suffices to check the claim generically. But generically all the four modules in question are free of rank 1. So it suffices to check the commutativity for a single
, and this follows from the multiplicity free property of H
Remark 2.3. At the end of §R.4(iii), we wrote down an explicit isomorphism Γ(S N , F λ )
where r (m,ω i ) (denoted by r m in §R.4(iii)) is the fundamental cycle of the fiber ofR → GrG over (m, 1, . . . , 1 i times , 0, . . . , 0 N − i times ). Thanks to Lemma 2.2 we generalize it for general dominant λ by products. Then Lemma 2.2 holds without ambiguity of a scalar under the generalized isomorphism. Namely it is characterized by
. By §II.4 the left hand side is nothing but the fundamental class over
. . , λ N −1 , λ N ) (the first entry corresponds to GL(V ) of G and others to T (W )).
Remark 2.4. We have another way
. This is nothing but a quiver variety of type A N −1 with dimension vectors v = (1, . . . , 1), w = (1, 0, . . . , 0, 1), which is known to be S N . It is also known that the GIT quotient gives a minimal resolution of S N such that the tautological line bundle for the i-th C × is identified with L ω i .
Determinant line bundle on the Hilbert scheme
In this section we identify the determinant line bundle on the Hilbert scheme Hilb n (A 2 ), or rather global sections of its pushforward to Sym n A 2 , with the module over the Coulomb branch of the Jordan quiver gauge theory arising from the construction of §II.3(ix). (See also §R.2, though it is not essentially used.) 3(i). Degree 2. We consider the case of the Hilbert scheme Hilb 2 (A 2 ) of two points in this subsection. We have the dilatation action of
On the other hand, we consider G = GL(V ) = GL(2), 
We will denote the coherent sheaf on Sym 2 (A 2 ) associated to this module by G l .
We want to identify this module with Γ(Hilb
for in the setup in §R.2(iv). By the monopole formula (R.4.1) for the character of H
Lemma 3.1.
Proof. The sum in the RHS splits into 3 summands according to m ≤ 0, 0 < m ≤ l, m > l, equal respectively, to
1−t 2 . The second sum in the LHS splits into 2 summands according to λ ≤ −l, λ > −l, equal respectively, to
1−t 2 . The first sum in the LHS splits into 6 summands according to
These summands are equal respectively, to
. Now a straightforward calculation finishes the proof.
is defined uniquely up to multiplication by a scalar.
Proof. Let T ⊂ GL(V ) = GL(2) be the diagonal torus with Lie algebra t ⊂ gl(V ) = gl(2), with coordinates w 1 , w 2 . The canonical projection Sym
The generalized roots in t ∨ are w 1 , w 2 , w 1 − w 2 . We change the base to t → t/S 2 and localize at a general point t of the diagonal w 1 − w 2 = 0. The corresponding fixed point sets coincide: ( R l ) t = (R l ) t ; hence θ is an isomorphism over the general points of diagonal. Now let t be a general point of the divisor w 2 = 0. Then the fixed point set ( R l ) t (resp. (R l ) t ) splits as a product Gr T 1 × Gr T 2 (resp. Gr T 1 × R T 2 ,N ). Here T 1 (resp. T 2 ) is a 1-dimensional torus with coordinate w 1 (resp. w 2 ) with differential w 1 (resp. w 2 ), and N is the 1-dimensional representation of T 2 with character w 2 . Note that the flavor group disappeared since its action is absorbed into the action of T 2 . The morphism of localizations
) t at the level of spectra is nothing but (id ×) t . The same argument takes care of the general points of the divisor w 1 = 0. Hence the base change of θ is an isomorphism over the general points of all the root hyperplanes. We conclude that θ is an isomorphism.
m the open subset formed by the complement to all the diagonals; we have a Galois S n -coveringG
with coordinates w 1 , . . . , w n on the first factor, and v 1 , . . . , v n on the second factor. We denote the base change
We have factorization isomorphisms for n = n + n :
compatible with (3.4). By the definition of the determinant line bundle, we also have the following factorization isomorphisms:
arising from the factorization and the identification (3.7)
We will need the following particular case of the above factorization isomorphisms:
3(iii). Determinant sheaves via homology groups of fibers. We change slightly the setup of §3(i):
these two actions together give rise to the action ofG on N. According to Proposition Q.3.24, the Coulomb branch M C (G, N) is identified with Sym n (A 2 ). In this case we have H
as in the case n = 2, and we want to identify this module with Γ(Hilb
(pt), and the base change under
, where T is a Cartan torus of G. If we further localize toG
by Remark II.3.24(2). All in all, we obtain an S n -equivariant trivialization
Composing with the trivialization (3.6), we obtain a rational isomorphism of
Theorem 3.10. The rational isomorphism θ :
Proof. We follow the standard scheme, see e.g. the proof of Theorem Q.3.10. We have to check that θ extends through the general points of the boundary divisor A n \G n m . If a point lies on a diagonal divisor w r = w s , we are reduced by localization and factorization (3.5) to Corollary 3.3. If a point lies on a coordinate hyperplane w r = 0, we are reduced by localization and factorization (3.8), (3.7) to the evident case n = 1. We conclude by an application of Theorem II.5.26 and Remark II.5.27. The condition
• of Remark II.5.27 is satisfied since the complement of Hilb
is of codimension 2. The latter claim follows from the semismallness of
Line bundles on Cherkis bow varieties
We can modify the proof of the last section to the case of quiver gauge theories of affine type A n−1 replacing Hilbert schemes by Cherkis bow varieties, and using results in [NT17] . We use the notation in [NT17] , hence we assume the reader is familiar with it.
4(i). Resolution for bow varieties. Given dimension vectors
.2] is more general: we have parameters κ σ ∈ Q (σ = 1, . . . , ) of the stability condition for the GIT quotient, where M C (G, N) corresponds to the case κ σ = 0 for σ = 1, . . . , .
2 We have a Q-line bundle from the construction, which is an actual line bundle if κ σ ∈ Z for σ = 1, . . . , . We suppose
There is one more extra parameter κ * ∈ Z, which was not explicitly explained in [NT17] . 
In particular, σ (σ = 1, . . . , ) is indexed as (α, i) (i = 0, . . . , n − 1, α = 1, . . . , w i ). We introduce the character corresponding to parameters 4 κ * , κ α,i by (4.1)
, as we also have complex parameters ν C = (ν C σ ) σ , which we set 0 for brevity here.
3 It is not clear how to incorporate ν * in the original description [NT17, §2.1] of bow varieties as solutions of Nahm's equations. 4 We consider the 'corresponding' complex parameter ν C * in [NT17, 6.2], but we put it for all i. But the sum over i only matters, so our κ * should be compared with nν
Note that the simultaneous shift κ α,i → κ α,i + s, while keeping κ * , is irrelevant. It looks slightly different from [NT17, (6 
is natural. Let us denote the corresponding GIT quotient by M κ (v, w), where κ should be understood as κ * ∈ Z, (κ α,i ) ∈ Z /Z. Let us denote the corresponding line bundle by L κ . We have the projective morphism π : We have the factorization property
See [NT17, Th. 6.9]. From its construction the line bundle L κ is compatible with the factorization, namely
This is because L κ is coming from the character κ, given by the product of determinants of GL(v i ) as in (4.1), and it factors according to a decomposition
This choice will become more explicit in the factorization formula (4.3) of a section y α i later. This is a generalization of statements in §3(ii).
LetÅ |v| denote the open subset of A |v| consisting of w
It is the complement of union of all generalized root hyperplanes of (G, N) in the sense of §II.5(i).
We order eigenvalues of B i (which are also eigenvalues of B i ) as w i,1 , . . . , w i,v i . We consider them as coordinates of A v i , and functions on
and a rational section y
Note that this is S v i -invariant, as signs from y
It is compatible with the factorization as follows. Let y
Lem. 6.11], we have
and hence
Let y κ be a section of L κ given by
(Compare with (4.1).) It inherits the compatibility with the factorization from (4.3). By factorization M κ (v, w) is isomorphic to product of bow varieties with dim N) . Let us use the standard basis of C v i to take a maximal torus T of G consisting of diagonal matrices. We identify A v with the spectrum of H * N) with to apply Theorem II.5.26 to M κ C (G, N) later. Let N T denote N regarded as a T -module. We have the pushforward homomorphism ι * : H
We put the flavor symmetry as above for T , i.e.,T def.
We have a natural inclusionπ
, denoted again by ι, and the pushforward homomorphism T (κ 0 ) and denote it by y κ . This is an analog of y i,k considered in [NT17, §6.8.1]. By the localization theorem, it is nonvanishing overÅ |v| . We define a rational isomorphism θ :
It is S v i -equivariant, hence it is indeed an isomorphism as above. We assume
In particular, all powers appearing in (4.1) are nonpositive.
Theorem 4.5. Under the assumption (4.4) θ extends to an isomorphism
Proof. As in the proofs of Theorem Q.3.10, [NT17, Th. 6.18], we need to study how the Coulomb branch and the bow variety look like around the general points t of the boundary divisor in A |v| . In our case, (a) w i−1,k (t) = w i,l (t) for some i, k, l, but all others are distinct. Moreover w j,r (t) = 0 if w j = 0. (We understand i = i − 1, hence n ≥ 2.) (b) w i,k (t) = w i,l (t) for distinct k, l and some i, but all others are distinct. Moreover See the proof of [NT17, Th. 6.18]. The gauge theory (G, N,G) with the flavor symmetry groupG is replaced by (Z G (t), N t , ZG(t)). In our case, κ are related to y κ , y κ by nonvanishing regular functions defined on a neighborhood of t in A |v| under the factorization. Therefore it is enough to check that the isomorphism θ extends for the local models (a),(b),(c) above.
Consider the case (a) with n ≥ 3. Let us consider the local model for the bow variety side. It is [NT17, 6.5.6]:
Since
We normalize a i−1 = 1, b i = 1 thanks to the conditions (S1),(S2) N(v , w ) . The extra C × dil -action appears when i = 0, but it can be absorbed to the GL(v i−1 )-action, as we assume n ≥ 3. We take an isomorphism ZG(t) up to an invertible function, and the isomorphism of line bundles extends over M 0 (v , w ).
For (a) with n = 2, the gauge theory side is reduced to the case (
1 y) and the flavor group G F remains only as the C × dil -action by t * · (x, y) = (x, t * y) for t * ∈ C × dil . Since the diagonal subgroup C × ⊂ C × × C × acts trivially on C ⊕ C, the action factors through the quotient
1 . The Coulomb branch has the corresponding factor C × C × = M C (C × , 0). We can change the second summand C of C ⊕ C by its dual thanks to §II.4(v). Hence we are reduced to the situation in §R.4(iii) with V = C, W = C 2 . In particular,
The section y κ is the fundamental class of the fiber over (κ 1,0 −κ 1,1 , −κ * , 0) ∈ GrG if we identify GrG with the coweight lattice ofG = C × × C × × C × /C × , and also with Z 3 /Z. Note that −κ * ≥ 0 by (4.4). Noticing κ 1,0 − κ 1,1 ≤ −κ * also by (4.4), we find that y κ is the product (y ) κ 1,0 −κ 1,1 (y )
where y (resp. y ) is the fundamental class of the fiber over (1, 1, 0) (resp. (0, 1, 0) ). On the other hand, the local model of the bow variety is given in [NT17, 6.5.4] with w 1 = w 2 = 0. Since A 0 is an isomorphism by the conditions (S1),(S2), we can normalize it to 1. Then we can factor out (w 1 , A 1 ) ∈ C × C × , and the remaining factor is S 2 and its resolution T * P 1 . Line bundles are given by characters of C × acting on C on the right side:
. Since we identify y (resp. y ) with b 0 A 1 (resp. b 1 ) as in the end of §4(iii), we conclude that the isomorphism of line bundles extends. Here we use Lemma 2.2.
Next consider the case (b). First suppose n ≥ 2. The local model for the bow variety is [NT17, 6.5.5]:
where we drop subscripts i. Linear maps C α,i , D α,i (α = 1, . . . , w i ) are isomorphisms thanks to the assumption that eigenvalues of B are nonzero. Therefore they are normalized by the group action and defining equations, and omitted. We have M κ (v , w ) ∼ = M 0 (v , w ) as before.
Let w 1 , w 2 be eigenvalues of B.
, ξ]/( y 1 − y 2 = ξ(w 1 − w 2 )) where y 1 = b(B − w 2 )a, y 2 = b(B − w 1 )a, ξ = ba. Thanks to the conditions (S1),(S2) we trivialize the dual of the vector bundle associated with V = C 2 by a frame {b, bB}. The factorization morphism is given by
Hence det V * is trivialized by b ∧ bB = b 1 b 2 (w 1 − w 2 ) over the open subset w 1 = w 2 . On the other hand the section y α of (4.2) is b 1 b 2 (w 1 − w 2 ). (cf. (4.3).) Therefore y α = b ∧ bB. Thus y α extends to a nonvanishing section over M 0 (v , w ). On the other hand, we have an isomorphism H
(Gr GL(2) ) if we choose an isomorphism ZG(t) ∼ = GL(2) × T |v | × G F . The homology class y κ is identified with a power of y 1 y 2 , which is an invertible function. Therefore the isomorphism of line bundles extends over M 0 (v , w ).
For (b) with n = 1, we are reduced to the situation of Corollary 3.3. Thus the local model M 
where we set N = w i and drop subscripts i. We have M 0 (v , w ) ∼ = S N = {yz = w N }. Here a and b are normalized to 1 thanks to the conditions (S1),(S2), and we set
. After the normalization a = b = 1, it becomes a quiver variety of type A N −1 . When 
, given by the product N(v , w ) ) is one studied in §R.4(iii) with N = w i . We have an extra C × dil in the flavor symmetry group, but it acts trivially on N(v , w ). Let us ignore C × dil from now on. Recall y κ is the fundamental class of π −1 (κ 0 ) where
On the other hand, the fundamental class of π −1 (ω α ) corresponds to v N −α by the computation in §R.4(iii), whereω α = (1, 1, . . . , 1 α times , 0, . . . , 0
holds (up to shift), the class y κ is equal to
, which is nothing but y κ . This is nothing but the isomorphism normalized as in Remark 2.3. Thus the isomorphism extends over M κ (v , w ).
If n = 1, we have N(v , w ) = End(C) ⊕ Hom(C w i , C) and GL(v ) = C × acts trivially on the summand End(C). On the other hand C × dil acts on End(C) by scaling and trivially on Hom(C w i , C). Then we can separate End(C) and Hom(C w i , C), and both are already treated.
4(ii).
Computation. For a later purpose we compute the case (a) with n ≥ 3 in more detail. Let us drop the assumption w = 0 and study general cases with w i , w i−1 . Let us also write j instead of i − 1. Let us suppose i = 0 for brevity. Therefore we ignore κ * . Let us also drop ' ' from dimension vectors.
Let us consider the local model for the bow variety side. It is [NT17, 6.5.6]: [NT17, 6.5.6 ] is wrong, hence we will give a detail. We normalize a j = 1, b i = 1 thanks to the conditions (S1),(S2). We also know that A = 0 thanks to (S1),(S2). The defining equation for the middle triangle is (w i − w j )A = a i b j .
We introduce functions
We have M 0 (v, w) ∼ = {(w j , w i , y j , y i , y j,i , z j , z i , z j,i ) | above equations}. On the other hand, this is isomorphic to the Coulomb branch, where y j , y i , y j,i are fundamental classes of fibers over (1, 0), (0, 1), (1, 1), and z j , z i , z j,i are those over (−1, 0), (0, −1), (−1, −1).
Let us suppose w j , w i = 0. Then all C α,j , D α,j , C β,i , D β,i become isomorphisms. Since z j,i y j,i = w w i i w w j j , z j,i and y j,i are invertible. We can eliminate z j,i ,
On the other hand when w j = w i , we can eliminate y j,i = (
This is an open subset in the product of type A w j −1 and A w i −1 simple singularities.
Let us recall sections y
respectively. We consider other sections
We have 
Let α r m,n denote the fundamental class of the fiber for the projectionR → GrG. We can compute products of α r m,n with y i , y j , y j,i , z i , z j , z j,i by the formula in §II.4. A calculation shows that
gives an isomorphism of C[M 0 (v, w)]-modules.
Determinant line bundles on convolution diagram over the affine Grassmannian
In this section we identify the determinant line bundles on the convolution diagrams over slices in the affine Grassmannian, or rather global sections of their pushforwards to the slices, with the modules over the Coulomb branches of the corresponding quiver gauge theories arising from the construction of §II.3(ix).
5(i). Slices revisited.
Recall the setup and notations of §Q.2(x). We define the iterated convolution diagram W λ µ as the moduli space of the following data: (a) a collection of G-bundles P triv = P 0 , P 1 , . . . , P N on P 1 ; (b) a collection of rational isomorphisms σ s : P s−1 → P s , 1 ≤ s ≤ N , regular over P 1 \ {0}, with a pole of degree ≤ ω is at 0; (c) a B-structure φ on P N of degree w 0 µ having fiber B − ⊂ G at ∞ ∈ P 1 (with respect to the trivialization σ := σ N • . . . • σ 1 ).
We have an evident proper birational projection π :
More generally, we will need an evident generalization π :
for an arbitrary sequence of dominant coweights λ = (λ 1 , . . . , λ n ), n s=1 λ s = λ, in place of (ω i 1 , . . . , ω i N ). Now recall the setup and notations of §Q.2(ix); in particular, we set α = λ − µ. We pick N[Q 0 ] γ ≤ α, and set β = α − γ.
Proposition 5.1. We have a factorization isomorphism of the varieties over (G We fix i ∈ Q 0 ; recall that α i is the corresponding simple coroot. In what follows we will use a particular case of Proposition 5.1 similar to Proposition Q.2.9, where γ = α i and β = α − α i . Here we are additionally able to identify W λ µ with the minimal resolution of the Kleinian surface S λ,α ∨ i . Recall the birational isomorphism of §Q.2(ix)
Proposition 5.2. The birational isomorphism ϕ extends to a regular isomorphism of the varieties over (G
Proof. Like in the proof of Proposition Q.2.9, it suffices to prove the claim over 
Then the convolution morphism : Gr . . , ω je , ω j e+1 , . . . , ω jn ), we set n = n, λ = (ω j 1 , . . . , ω j e+1 , ω je , . . . , ω jn ), i.e. we just swap two neighbouring fundamental coweights. It follows from (i) above that
We also set n = n,
We have an open subvariety
and also an open subvariety
We have a closed subvariety
We will denote the restriction of the convolution morphism : Gr
, and splits as a product Id × where : S N j → S N j is the restriction of to any slice S N j . Now S N j is a normal surface, smooth if N j = 2, and the fiber of over 0 ∈ S N j is the projective line if N j = 2. Furthermore, if N j > 2, then the fiber of over 0 ∈ S N j is a union of two projective lines intersecting at a point; this point in S N j has Kleinian A N j −3 -singularity (in particular, it is smooth if N j = 3). The check reduces to the case of rank 1 by the argument of [MOV05, Section 3]. In rank 1 it follows e.g. from [MV03] . We conclude that : S N j → S N j is the blowup of S N j at 0 ∈ S N j (in effect, the minimal resolution S N j of S N j must coincide with the minimal resolution S N j of S N j , hence S N j must be obtained from S N j by blowing down all the exceptional divisor components except for the two outermost ones), and hence :
, and we define :
By the argument used in the proof of Lemma Q.2.16, the morphisms Gr
Tor-independent, hence :
coincides with the whole of (G
µ coincides with the singular locus (with its reduced scheme structure) of (G
Arguing by induction, we conclude that (G
, and Bl b is the result of blowup of Bl b−1 at its singular
The proposition is proved. 
5(ii)
We order the set of indices s such that ω is = ω i : s
. We associate to κ ∈ Z N a collection of coweights
)ω n , i ∈ Q 0 , of PGL(W i ). We will denote by Λ
for any i ∈ Q 0 . We will denote by Λ
Proposition 5.3. The factorization isomorphism of Proposition 5.1 lifts to a canonical (in the sense explained during the proof ) isomorphism of line bundles
Proof. The factorization isomorphism of Proposition 5.1 associates to the data of (P 0 , . . . , P N , σ 1 , . . . , σ N , φ) the data of (P
1 , . . . , σ
N , φ (2) ). By construction, the relative determinant of P s and P s−1 coincides with the relative determinant of P
s and P
s−1 .
We consider the Kleinian surface resolution
Corollary 5.4. The factorization isomorphism of Proposition 5.2 lifts to a canonical (in the sense explained during the proof ) isomorphism of line bundles
Proof. Due to Proposition 5.3, it suffices to construct an isomorphism (
). This reduces to the case of rank 1 by the argument of [MOV05, Section 3]. In rank 1 we compare the weights of the Cartan torus in the fixed points.
Namely, G = GL(2), ω is the fundamental weight (1, 0), λ is a sequence (ω, . . . , ω) (N times), α = (1, −1) is the simple root, λ = N ω = (N, 0), λ − α = (N − 1, 1), and we will write W for W 
n is spanned by z n e 1 , e 2 for 0 ≤ n < r, and by z n−1 e 1 , ze 2 for r ≤ n ≤ N − 1. In particular, L 
The fiber of D s at p r is Cz s−1 e 1 for 1 ≤ s ≤ r, and Ce 2 for s = r + 1, and Cz s−2 e 1 for r + 1 < s ≤ N . Let T 1 be the image of T ⊂ GL(2) in PGL(2). The natural action of T on the convolution diagram factors through T 1 , and the action of T 1 lifts to an action on D s : the character of the fiber (at a fixed point) isomorphic to Cz l e 1 (resp. Cz l e 2 ) is 1 (resp. x 
5(iv).
Example. We consider G = SL(3), µ = 0, λ = (ω j , ω i ), λ = ω i + ω j = α i + α j . The slice W λ µ is the closure of the minimal nilpotent orbit in sl 3 , and W λ µ is the cotangent bundle T * P 2 where P 2 = P(V ), and V has a basis b 1 , b 2 , b 3 , and V * has the dual basis a 1 , a 2 , a 3 . We assume that these bases are eigenbases for a Cartan torus T , and the weight of a 1 equals ω i , wt(a 2 ) = ω i − α i , wt(a 3 ) = −ω j . The zastava Z λ is given by equation y i y j = (w i − w j )y j,i , and the open zastavaZ λ ⊂ Z λ is given by y j,i = 0. The weights wt(y i ) = α i , wt(y j ) = α j , wt(w i ) = wt(w j ) = 0, wt(y j,i ) = λ.
We have the canonical projections W (3)) is nothing but the evaluation at 0 ∈ P 1 morphism (viewingZ λ as based maps from P 1 to B). The Picard group Pic( W λ µ ) Z, generated by the first determinant bundle L 1 = D 1 that coincides with the pullback of O(1) from P 2 . This line bundle has T -eigensections a 1 , a 2 , a 3 . The restriction of a 1 toZ λ ⊂ W λ µ is nowhere vanishing. The restriction of a 2 vanishes along the divisor div(y j ) ⊂Z λ , and the restriction of a 3 vanishes along the divisor div(w j ) ⊂Z λ . Comparing with §4(ii) we conclude that (in our situation α = 1) z i = −a 2 b 1 , z j = a 3 b 2 , z j,i = −a 3 b 1 , y 1 j = a 2 , y 1 j = a 1 , z 1 j = a 3 . From (4.6) we conclude that 1 r 0,0 = z 1 j = a 3 (the fundamental class of the preimage of the cocharacter (0, 1, 0, 0) ∈ X * (GL(V j ) × T w j × GL(V i ) × T w i )).
Similarly, the fundamental class of the preimage of the cocharacter (0, 0, 0, 1) ∈ X * (GL(V j )× T w j ×GL(V i )×T w i ) is the section b 1 of the pullback of O(1) from P(V * ) to T * P(V * ) = W λ µ where λ = (ω i , ω j ). More generally, the fundamental class of the preimage of the cocharacter (min(k 1 , k 2 ), k 1 , min(k 1 , k 2 ), k 2 ) restricted toZ λ vanishes to the order k 1 −k 2 at the divisor w j = 0 if k 1 ≥ k 2 , and to the order k 2 − k 1 at the divisor w i = 0 if k 1 ≤ k 2 , and is invertible elsewhere, in particular at w i = w j . Hence for k ≥ 0 the fundamental class of the preimage of the cocharacter (min(k 1 , k 2 ) − k, k 1 , min(k 1 , k 2 ) − k, k 2 ) restricted toZ λ is invertible off the zero divisors of w i and w j . This follows from (4.6) (note that z j,i is invertible at the generic point of the divisor w i = w j ).
5(v).
Determinant sheaves on slices via homology groups of fibers. We recall the setup of §Q.3(iii) and §Q.3(v). We set G = GL(V ), G F = T (W ),G = G × G F . The group G acts on N 
