In this letter, we present passivity-based convergence analysis of continuous time primal-dual gradient method for convex optimization problems. We first show that a convex optimization problem with only affine equality constraints admits a Brayton Moser formulation. This observation leads to a new passivity property derived from a Krasovskii-type storage function. Second, the inequality constraints are modeled as a state dependent switching system. Using tools from hybrid systems theory, it is shown that each switching mode is passive and the passivity of the system is preserved under arbitrary switching. Finally, the two systems: 1) one derived from the Brayton Moser formulation and 2) the state dependent switching system, are interconnected in a power conserving way. The resulting trajectories of the overall system are shown to converge asymptotically, to the optimal solution of the convex optimization problem. The proposed methodology is applied to an energy management problem in buildings and simulations are provided for corroboration.
I. INTRODUCTION
T HE APPLICATIONS of convex optimization are ubiquitous in various fields of research [1] such as, resource allocation [2] , utility maximization [3] , etc. Numerous methods are proposed to solve these optimization problems [4] . Solution techniques in a distributed setting have gained importance in recent times [5] . One of the standard tools for designing algorithms to solve such optimization problems is through primal-dual gradient method [6] , [7] . Gradient based methods are a well known class of mathematical routines for solving convex optimization problems. From a control and dynamics perspective, these primal dual algorithms have much to offer in terms of using tools from system theory to have better understanding of the underlying dynamics. The notion of passivity, originating from electrical networks, has been very useful in analyzing stability of a class of non linear systems. In the context of state space representation of nonlinear systems this allows for a Lyapunov function interpretation of quantities such as allowable, stored and dissipated energy and thus providing a direct relation between passivity and stability [8] .
The convergence of gradient based methods and Lyapunov stability relate the solution of the optimization problem to the equilibrium point of a dynamical system. The Krasovskii-Lyapunov function is particularly suited for establishing stability of the continuous time gradient laws, as the equilibrium point (or solution of the optimization problem) is not known apriori. Feijer and Paganini [9] use Krasovskii-Lyapunov function and hybrid Lasalle's invariance principle [10] to prove asymptotic stability of a network optimization problem. The gradient structure of the primal-dual equations characterizing the optima of a convex optimization with only equality constraint admit a Brayton Moser (see [11] , [12] ) form. Further, using the duality between energy and co-energy the Brayton Moser (BM) form is partially transformed into a port-Hamiltonian (pH) form [13] . These transformations pave the way for passivity/stability analysis using (i) the invariance principle for discontinuous Caratheodory systems [14] and (ii) an incremental passivity property for the misfit dynamics. Using the input/output dissipative properties [8] , Simpson-Porco [15] provided robustness analysis for primaldual dynamics of convex optimization problems with only equality constraint. In the context of power systems, primaldual methods have been used to achieve optimal load sharing [16] , investigating effects of real-time pricing on stability and volatility of electricity markets [17] , stability analysis of integrated power markets with physical dynamics [13] and energy management problems in application to HVAC systems [18] .
Motivation and Main contributions: In any stabilization problem, whether it is to stabilize a system to an equilibrium point or to an operating point, the velocities must converge asymptotically to zero. This observation motivates the need for storage functions defined explicitly in velocities. A good candidate, in general, is a positive definite quadratic function of velocities. Kosaraju et al. [19] showed that for systems specified in BM form a new passivity property can be derived, with differentiation at both the port variables. In this letter, we employ a similar methodology to derive passive maps directly from the BM form of a convex optimization problem with only equality constraints. The primal-dual dynamics of the inequality constraint is modelled as a state dependent switching system. We first show that each switching mode is passive and the passivity of the system is preserved under arbitrary switching using hybrid passivity tools, a methodology similar to switched Lyapunov functions for stability analysis of switched systems. Finally, the two systems, (i) one derived from the Brayton Moser formulation and (ii) the state dependent switching system, are interconnected in a manner such that the equilibrium is the solution of the convex optimization problem.
As a case study, we apply primal-dual methodology to a social welfare problem associated with building energy management system. From an application stand point, BM framework presents a design methodology for stabilization [20] of HVAC subsystems. This motivates us to analyze the social-welfare problem, in the context of building systems, formulated as a trade-off between user comfort and generation costs.
An elaborate version of this letter can be found at [21] .
II. PASSIVITY BASED FORMULATION OF THE
OPTIMIZATION PROBLEM Consider the following constrained optimization problem
where f : R n → R is continuously differentiable (C 1 ) and strictly convex and h i (∈ C 1 ) : R n → R is affine. Assume (i) that the objective function has a positive definite Hessian ∇ 2 x f (x) and (ii) that the problem (1) has a finite optimum, and Slater's condition is satisfied (i.e., the constraints are feasible) and strong duality holds [4] . The solution x * is an optimal solution to (1) if there exists λ * ∈ R m such that the following Karush-Kuhn-Tucker (KKT) conditions are satisfied.
The Lagrangian of (1) is given by
Since strong duality holds for (1), (x * , λ * ) is a saddle point of the Lagrangian L if and only if x * is an optimal solution to (1) and λ * is optimal solution to its dual problem. Consider the following dynamics
where τ x , τ λ are positive definite matrices and input u, y ∈ R n . The unforced system (u = 0) of equations (4) represent primal-dual dynamics corresponding to (3) and the equilibrium corresponds to the KKT conditions (2) . The Brayton Moser formulation:
The continuous time gradient laws (4), associated with (1), naturally admit a Brayton-Moser (BM) formulation
is a scalar function of the state, which has the units of power, also referred to as mixed potential function [12] .
is convex and f (x) strictly convex. Then the system of equations (4) are passive with port variables (u,ẏ) [19] . Further every solution of the unforced version (u = 0) of (4) asymptotically converges toz.
The proof of all the propositions are given in the Appendix at the end of this letter.
Inequality constraints: We now define the inequality constraint g i (ũ) ≤ 0 as the following hybrid dynamics
whereũ ∈ R n and i ∈ {1 · · · p}. The positive projection of g i (ũ) can be written as
Note that the discontinuity in the above equations occurs when g i (ũ) < 0 and μ i = 0, the value of g i (ũ) + switches from g i (ũ) to 0. To make this more visible, we redefine these equations equivalently as follows;
The projection is said to be active in the second case. Let P represent the power set of {1 · · · p}, then we define the function σ : [0, ∞) → P as follows
where the projection is active. With σ (t) representing the switching signal, equation (6) now takes the form of a switched system
The overall dynamics of the p inequality constraints g i (ũ) ≤ 0 ∀i ∈ {1 · · · p} can be written in a compact form as:
where μ i and g i (ũ, σ ) are i th components of μ and g(ũ, σ ) respectively. It is well known that a sufficient condition for a switched system to be passive system is that the storage function should be common for all the individual subsystems [22] . In general it is not easy to find such storage functions. Here, we use passivity property defined with 'switched storage functions' [23] . Consider the following storage function(s)
Proposition 2: The switched system (9) is passive with switched storage functions S σ q (defined one for each switching state σ q ∈ P), input port u s =u and output port y s =ẏ wherẽ y = ∀i μ i ∇ũg i (ũ). That is, for each σ p ∈ P with the property that for every pair of switching times
Proposition 3: The equilibrium set e defined by constant control inputũ =ũ * of (6) e = (μ,ũ * ) g i (ũ * ) ≤ 0,μ i g i (ũ * ) = 0 ∀i ∈ {1, . . . , p} is asymptotically stable.
The overall optimization problem: In this subsection we define a power conserving interconnection between passive systems associated with optimization problem with an equality constraint (4) and an inequality constraint (6) .
Proposition 4: Consider the interconnection of passive systems (4) and (6), via the following interconnection constraints u = −ỹ + v andũ = x, v ∈ R p . The interconnected system is then passive with port variablesv, −ẋ. Moreover for v = 0 the interconnected system represents the primal-dual gradient dynamics of the optimization problem
and the trajectories converge asymptotically to the optimal solution of (13).
Remark 1:
The new port variablesv, −ẋ can be used to change the convergence rate by damping injection methodology [8] . One possible choice for v would be v = k∇ x h(x)h(x) (note that equality constraint is affine). The resulting dynamics represents the primal-dual equations of augmented optimization problem
One may use k ≥ 0 as a tuning parameter to achieve the desired convergence rate.
III. BUILDING ENERGY MANAGEMENT FORMULATION
This section describes the mathematical formulation of the energy management problem of building HVAC systems. The problem is formulated by taking into account the interaction between the multiple consumers and a single producer in achieving social welfare. The rising opportunities for demand side flexibility enables the consumers to manage their load to reduce their costs. In this context, we model the coalition by a group of consumers in order to have access to wholesale energy markets. The coalition coordinator or energy provider purchases the electricity from wholesale energy markets and resells to each member of the coalition using a simple price structure. In this letter we consider a time-ofuse (TOU) pricing. Furthermore, each member of the coalition tries to maximize his own benefit by contributing to overall demand reduction. In order to illustrate the energy management problem, we consider a simulated medium sized commercial building with different zones. The zone thermal dynamics are one of the essential components in the modeling building energy systems. The thermal dynamics of a multi-zone building can be represented using a resistancecapacitance network and the governing dynamics are given by [20] :
where N i denotes all resistors connected to the i th capacitor (includes zone and surface capacitances), T i is the temperature of the i th zone and, T ∞ denotes the ambient temperature. C i is the thermal capacitance of the i th zone, R ij is the thermal resistance between zone i and zone j, R i0 is the thermal resistance between zone i and ambient conditions, u i is the heating/cooling input to the zone i and d i denotes the heat gain due to sources such as solar radiation, occupancy, etc. The objective is to define the total welfare function of the coalition of consumers under the operational and market clearing constraints. the social welfare problem is formulated as the net benefits of the consumers and producer [24] , and is given by
Using the generic formulation discussed above, the energy management of HVAC system is formulated by considering the discomfort and generation costs as consumer and producer utility functions, respectively [18] . This can be formulated as
where, 0) and θ denotes the conversion factor from energy consumption to energy demand [25] . The coefficients γ i > 0 determine the tradeoff between cost and comfort [26] . The steady state dynamics of (14) is considered to relate energy supply and demand. In the compact notation, the Lagrangian is given as
The primal dual dynamics of (16) is given as
The primal-dual dynamics (17) converges asymptotically to the optimal solution of (15).
IV. SIMULATION RESULTS
In this section, a simulated study is conducted using a building model emulating the ERS test-bed [27] , which represents a small-sized commercial building as shown in Fig. 1 . This simulated model consists of two side-by-side independent and similar zones marked as A and B and distributed in four directions, East, South, West, and North, respectively. These zones are served using two air handling units (AHU) marked A and B, where each AHU will be serving four Variable Air Volume systems (AHU A serving 4 zones (A) in different directions). For simulation purposes, we consider four zones marked as A, distributed in four different directions supplied by a single air handling unit (AHU (A)). The parameters used for the simulation are shown in Table I . To illustrate the effect of load reduction during a price surge, we consider a simulated TOU pricing. TOU pricing essentially provides consumers with different rates at different times in a 24 hour period. Fig. 2 and 6 shows the convergence of the algorithm to its optimal value and also the interplay between supply and demand. In order to evaluate the proposed algorithm for the 24 hour period, we consider the internal load profile as shown in Fig. 3 which is the sum of heat gains due to occupancy and solar radiation. The occupancy load is computed based on the simulated test bed requirements based on [27] using the fraction of total occupancy profile (100% occupancy during occupied hours (9am to 5pm) and 30% during unoccupied hours). Similarly the solar load is calculated based on the global horizontal irradiance data collected from Typical Meteorological Year (TMY3) weather file [28] . The outside air temperature profile [28] for summer is considered as shown in Fig. 4 to illustrate the interplay between increase in cooling load and the TOU pricing . The temperature profile for a particular zone (East A) is shown in Fig. 4 to illustrate the zone behavior to the TOU pricing for a hot summer day. It can be seen that during the time when prices are high the zone temperatures vary while contributing to the overall demand reduction. As a result there is a reduction in cooling load of the building as shown in Fig. 5 in comparison to the building when there is no energy management. Hence, the proposed algorithm effectively reduces the peak load, resulting in overall cost reduction.
V. CONCLUSION
Starting from an optimization problem with equality constraint we have shown that their primal-dual equations have a naturally existing Brayton Moser representation. Using the interconnection properties of passive systems we extended the optimization problem to include inequality constraints. The overall convergence is guaranteed by proving the asymptotic stability of individual subsystems, whose Lyapunov functions derived from BM formulation have their roots in Krasovskii method. This approach is supported by the energy management problem in buildings to reduce the overall demand by varying the zone temperature values during the high prices.
APPENDIX Proof of Proposition 1: In BM formulation we represent the system dynamics in pseudo-gradient form, (Q(z) and P(z) are indefinite). Therefore P(z) cannot be used as a Lyapunov function for stability analysis. A way of constructing a suitable Lyapunov function involves finding α ∈ R and M ∈ R n×n [19] , [29] such that
ConsideringP (18) with α = 0 and M = 1
The time derivative of the storage function (19) along the system of equations (4) can be computed aṡ P = −ẋ ∇ 2 x f (x)ẋ −ẋ u ≤ −ẋ u =u ẏ which implies that the system (4) is passive. Further for u = 0 we haveṖ = 0 =⇒ẋ = 0 ( x is some constant). Using this in the first equation of (4) we get that λ is a constant, proving asymptotic stability ofz.
Proof of Proposition 2: We start with analyzing the passivity property for a time interval say [0 τ σ ) with fixed σ (t). The time derivative of the storage function S σ (μ) iṡ
In step two we use i / ∈σ μ i ∇ u g i = ∀i μ i ∇ u g i (which is true since μ i = 0, if i ∈ σ ) and in step three we use the convexity of g and non-negativity of the μ i . The above inequality can be equivalently written as
Hence, the system of equation (9) represent a finite family of passive systems and (10) represents their corresponding storage functions. Since this is not sufficient to prove the passivity property of (9), we further need to analyse the behaviour of the storage functions at all switching times. Let σ (t) ∈ P denotes current active projection set as defined in (7), then we have the following scenarios. 6 . The case study in Section IV has four zones, each zone temperature has an upper and lower bound, giving rise to eight inequality constraints. When an inequality constraint is feasible (i.e., g i (T )≤ 0) and its corresponding Lagrange variable (μ i ) converge to zero, then the overall storage function switches to a new storage function that is strictly less than the current one, causing a discontinuity.
(i) For some i / ∈ σ (t − ), let the projection of i th constraint (g i (ũ) ≤ 0) becomes active (i.e., μ i reaches 0 when g i (ũ) < 0) at time t. This implies a new element i is added to the projection set, i ∈ σ (t). The term in the storage function corresponding to this i will not appear in (10) as i ∈ σ (t). This happens discontinuously because g i (ũ, σ ) switches from g i (ũ) < 0 to 0. Hence
This situation is depicted in Fig. 6 .
(ii) In the case when the projection of an active constraint i ∈ σ (t − ) becomes inactive, i.e., i / ∈ σ (t), a new term τ μ iμ 2 i is added to the summation of the storage function (10) . But this happens in a continuous way because g i (ũ, σ ) has to increase from g i (ũ) < 0 to g i (ũ) > 0 by crossing 0. By continuity argument we have
Now consider a σ p ∈ P as given in the proposition. We assume that there are N switching times between t i and t j . Noting that the storage function is not increasing at switching times we have,
if σ switches between σ (t − ) to σ (t) at time t. In (6), if g i (ũ * ) < 0 and the corresponding μ * i > 0 then μ i linearly converges to zero, causing a discontinuity in the Lyapunov function S σ (μ(t)) (case-i of Proposition 2). This does not happen if either g i (ũ * ) < 0 and μ * i = 0 or g i (ũ * ) = 0 and μ * i ≥ 0 (23) because both conditions implyμ i = 0. Consider the quadratic norm V(μ) = 1 2 (μ −μ) τ μ (μ −μ). Next, using (8), (9) and (17) together with g + i (ũ) μ i ≤ g i (ũ), we show that the V(μ) is non-increasinġ
This implies that the trajectories of (6) are bounded forũ =ũ * . If g i (ũ * ) > 0, μ i increases linearly, contradicting the boundedness of the trajectories. The proof follows by noting that conditions in (23) The interconnection of (4) and (6), with v = 0, gives
if μ i > 0 ∀i ∈ {1, . . . , p} max(0, g i (x)) if μ i = 0
Hence, the overall system take the form of primal-dual gradient dynamics representing optimization problem with both equality and in-equality constraint (13) .
When v = 0,Ṡ σ (x, λ, μ) ≤ 0, for the interconnected system. Stability can thus be concluded using the relation between passivity and stability [8] and Propositions 2, 3.
Proof of Proposition 5: Since the optimization problem (15) has a strictly convex cost function and affine constraints, the result follows from Propositions 1-4.
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