Introduction
Various actuation devices have been recently developed which can be used to locally affect the flow-field over flight vehicles. These devices are small in size but modify the surrounding flow-field sufficiently to generate control forces. Often constructed using mesoor smaller scale manufacturing processes and utilizing a variety of actuation technologies, these devices are small in size, low in cost, and typically binary in nature. These new devices offer many potential advantages for flight vehicle control, including robustness due to the large number of devices and simplicity through elimination of complicated servo-positioning. Furthermore, the high bandwidth and distributed placement of the new devices allows for structural as well as rigid body mode control.
Several researchers have been developing small devices for flow control 1, 2 . At Stanford University research in small flow control devices started in 1998 and has focused on Micro-Trailing Edge Effectors (MiTEs) 3, 4, 5 . The MiTEs are small trailing edge devices, approximately 1-5% chord in height, and typically with widths less than 5 times their height. The MiTE concept is inspired by Gurney flaps originally developed and applied to racing cars by Robert Liebeck and Dan Gurney. These devices protrude vertically into the flow and cause a stable separation region to form changing the sectional lift and moment comparable to a traditional flap of much larger size. Liebeck 6 explained that the effectiveness of small vertical flaps is due to the formation of a stable separation region directly upstream of the flap and two counter-rotating vortices downstream. Numerous wind tunnel tests 3, 5, 7, 8 and CFD simulations 3, 9 have confirmed the influence and behavior of small flaps. The vertical sliding motion of the MiTEs results in significantly smaller actuator force requirements for a given change in sectional lift compared with a conventional flap. In addition, MiTEs have been actuated at bandwidths up to 20 Hz 5 . Figure  1 shows a manufactured set of four MiTEs. Although extensive aerodynamic testing has been completed with these types of small devices, researchers are only beginning to address the potential of these devices for control 10, 11 . One particularly attractive area of application is for the aeroelastic control of high aspect ratio wings. The design of highaltitude, long endurance aircraft typically results in high aspect ratio flexible wings subject to aeroelastic phenomena. The most catastrophic of these phenomena is wing flutter, which can result in the loss of the vehicle. The structure can be stiffened to reduce the likelihood of flutter, but at a significant weight and flight vehicle performance impact. An alternative is active control to suppress flutter. The high bandwidth and distributed placement characteristics of the MiTE devices make them attractive candidates for active flutter suppression.
Traditional control techniques, however, do not address the non-linear nature of the MiTEs or the competing performance goals arising from potentially large numbers of distributed devices. Reinforcement learning offers the potential for addressing these issues. Reinforcement learning is an established field with many proven architectures and training techniques. 17 Applications also include aerospace control synthesis. 19 To demonstrate the ability of the MiTEs to suppress aeroelastic instability and to explore reinforcement learning techniques for design of controllers with MiTEs, an experimental model was developed and equipped with sensors and MiTE actuators. The experimental model consists of a laminated fiberglass plate and was designed to meet flutter speed and frequency characteristics compatible with the MiTEs and with the wind tunnel testing facility. An accompanying analytical model was developed for design and verification purposes. The analytical model was also used for developing the control designs to suppress the aeroelastic response.
The paper begins with a description of the analytical model, including the treatment of the MiTEs. The experimental model development and initial testing is then described. The results of open loop tests and comparisons to the analytical predictions are included. The reinforcement learning approach taken for control design is then presented. The performance for a variety of different control architectures is compared. The paper concludes with results of closed loop testing.
Analytical Model Development
The analytical model utilized a Rayleigh-Ritz assumed mode approach for a laminated composite plate with unsteady strip theory aerodynamics. The effect of sweep and the MiTEs are included in the analytical derivations. The experimental model design and initial analysis was completed in the frequency domain, while the control synthesis was performed in the time domain.
Aeroelastic Model
The geometry of the analytical model is shown in Figures 2 and 3 . The wing was modeled as a flat, cantilevered laminated plate swept with respect to the flow direction. The present analysis considered only balanced, symmetric laminates with no bending torsion coupling. The Rayleigh-Ritz formulation approximated the out-of-plane deflection, w, as a sum of N assumed modes: 
The mode shapes are required to satisfy the boundary conditions and the number of modes can be varied to improve the accuracy of the solution. Previous studies using the Rayleigh-Ritz approach for laminated plates with bending-torsion coupling, 12, 13, 14 typically assumed five modes, although three modes were found to be sufficient for the present analysis. The following modes shapes were used: The Rayleigh-Ritz formulation utilizes Lagrange's equation to obtain the equations of motion:
where T is the kinetic energy, U the potential energy, and Q i the generalized forces. The kinetic energy is given by,
The potential energy associated with strain in a laminated plate without any coupling is given by, The aerodynamic forces obtained from unsteady strip theory 15 , including the flap contributions for completeness, are: 
where the matrices are integrals over products of the assumed modes and their derivatives.
Actuator and Sensor Model
The analytical model was modified to include the MiTEs and the sensors mounted on the experimental model. The MiTEs were modeled as plain flaps with matching steady sectional lift and pitching moment increments. This allowed for the continued use of unsteady strip theory in the analysis with an additional assumed mode: The MiTE and wing geometry used in the present study result in a 3.5% Gurney flap. Based upon previous computational and experimental results 7,11 the expected force and moment increments are:
∆C l = 0.65 ∆C mac = -0.14 These are approximated using thin airfoil theory with χ = 0.1 and β max = 15 degrees. The present analysis used a simplified model for the flap dynamics and their effect on the wing dynamics. The aerodynamic contributions from derivatives of the flap deflection were found to be small and were neglected. In addition, due to the low mass and high bandwidth of the MiTEs relative to the wing structural frequencies, their dynamics were neglected. The resulting actuator model then simply became: The sensors installed on the experimental model consisted of a rate gyro and two accelerometers. The specific locations will be discussed in conjunction with the experimental model. In the experiments, the accelerometers were integrated to provide velocity measurement. Using the assumed mode shapes, the measured responses are given in terms of the modal velocities by:
The addition of the MiTE actuators, sensors, and wiring added mass to the original laminated plate structure. To account for the additional mass, the structural mass matrix, M s , was modified as follows:
and m k are the k added masses located at x k , y k on the structure.
Aeroservoelastic Model
The actuator and sensor models were combined with the aeroelastic model to form the complete analytical model. The aeroelastic equations of motion were converted to a time domain state space model using the two pole Jones approximation to the Theodorsen function 16 : Figure 4 shows a diagram of the complete system including the aerodynamic feedback. With the two pole approximation, the total number of states became 14 including 6 states for the basic dynamics (3 modal displacements and 3 modal velocities), two lag states for each structural mode, and two lag states for the flap mode. Also shown in Figure 4 are sensor noise and disturbance inputs, whose magnitudes were obtained directly from tests with the experimental model. Given a specified flow speed, the system matrices are generated and the dynamics studied. An eigenvalue analysis was used to study the stability and determine the flutter and divergence characteristics. For time domain analyses, the equations were converted to discrete time using a zero-order hold, resulting in the following system of equations for each time step k, where and the system matrices A and B are parameterized by the flow velocity U. 
Experimental Model Development
The experimental model was developed to satisfy the flutter speed and frequency constraints of the MiTEs and of the wind tunnel facility. For the MiTEs, the design goal was a flutter frequency less than 5 Hz. In order to meet the constraints of the Stanford Flow Control Wind Tunnel, a flutter speed goal of 15 m/s was set. This is below the maximum tunnel speed to allow for future evaluation of the MiTE control capability.
Design & Fabrication
The primary structure of the experimental model is a laminated flat plate composed of 16 plies of wet-layup fiberglass fabric. The overall geometry is listed in Table 1 , with the laminate and material properties provided in Table 2 . The design was completed using the analytical model detailed in the previous section and focused on varying the number of plies and the stacking sequence to obtain the desired flutter behavior. The final lamination sequence ensured that the flutter mode was a combination of first bending/first torsion while also meeting the flutter speed and frequency goals. The mounting bracket for the model was manufactured to press-fit against the laminated plate, allowing the sweep to be varied. 
Actuators, Sensors, and Electronics
A set of four MiTE actuators and three sensors were mounted onto the laminated plate. The locations of the MiTE actuators are shown schematically in Figure 6 . An aerodynamic covering consisting of hot-wired EPP foam sections was also added to the upper portion of the model. Small gaps were cut between the sections of foam to avoid adding any torsional stiffness which would adversely affect the flutter characteristics. Figure 7 shows the final experimental model with MiTE actuators, sensors and foam covering.
Electronics were developed to process the sensor outputs and command the MiTE actuators. The electronics were developed with the goals of small size, low-power, and the ability to be incorporated into a complete package including the MiTEs and sensors. The electronics consisted of a PIC  Microcontroller operating at 8 MHz and capable of digitizing the sensor readings, commanding the MiTEs, and transmitting all data to a PC via an RS-232 serial connection. The command and sensing cycle was limited to 125 Hz in order to allow sufficient time to transmit the serial data.
Initial Testing
Testing was initially performed on the bare laminated plate to ensure the flutter characteristics met the goals and to provide initial validation of the analytical model. The initial tests included impulse tests to determine the fundamental frequencies, and tests up to the critical speeds for several sweep angles. Table 3 shows a comparison of the natural frequencies, while Table 4 shows the initial wind tunnel test results. In all cases the agreement with the predictions was good. Based upon the success of these initial tests, the sensors, MiTEs, and electronics were added to the experimental model and open-loop tests conducted. Figure 8 shows a comparison of the measured and predicted responses at 15 m/s with no commanded control input but including white noise control input to simulate the disturbance. A disturbance root mean square magnitude of 0.3 resulted in good agreement with the experiment. The sensor noise floors are also clearly visible from the figure. To obtain confidence in the analytical model for control synthesis, tests were performed with the actuators in feed-forward mode. The actuators were commanded in a square wave pattern at varying frequency, the response measured and compared with predicted. Figure 9 shows a comparison of the measured and predicted response for several selected time periods at a flow speed of 9 m/s. Agreement is seen to be good for this limited comparison. Based upon the success of the open-loop tests, the updated analytical model was used for controller design.
Control Design Using Reinforcement Learning
As indicated in system block diagram, Figure 4 , the controller maps the outputs, y, to the discrete control inputs u i . The control policy, π, is defined as, 
π value function, R is the reward for state s arrived at by following the dynamics, H is the finite horizon over which the system is simulated, and γ is the discount factor on future rewards. The value function is only estimated since the noise, disturbance, and initial conditions are deterministically assigned for each sequence every time it is simulated. 18 This approach allows the value function to be efficiently searched for the optimal policy. The approach, referred to as PEGASUS by Ng and Jordan 18 , is proven to converge to the true value function with sufficient cases m. During the current study the reward for each state was the norm of the tip displacements. To limit the rewards and to reduce the computation time, an absorbing state was transitioned to if the norm of the tip displacements (deflection and rotation) exceeded a set threshold. The reward for this latter transition was the remaining simulation time. To reduce the number of possible policies several simplifications were made. First, the actuators were grouped into pairs and their actions assumed to be symmetric. That is, for a given set of features Y which, following π, resulted in command u, the negative of the measurements would result in the command -u. This results in a combined command for the pair having values {-1,0,1}. Second, the policies were assumed to either follow a threshold function, or a sigmoid function, where in both cases θ are the parameters governing the policies. The scaling parameter W modifies the steepness of the sigmoid and as W→∞, the sigmoid approaches the threshold function. The choice of either the threshold or the sigmoid was dependent upon the policy search approach.
The policy search is now reduced to the following unconstrained optimization, During the current work, three approaches were taken for solving the optimization. The first approach utilized a grid search with only two features, the latest measurements. This provided insight into the value function behavior and the effects of noise, disturbance, and flow speed. The second approach used the nonlinear Nelder-Meade simplex optimization approach in conjunction with the threshold function. The third approach used the sigmoid function with a gradient based optimization. For this approach the optimization was performed several times, progressively increasing the sigmoid steepness and re-starting from the previous optimum.
Grid Search
A grid search was performed across two parameters to gain insight into the behavior of the value function. Figure 10 shows the value function for 16 m/s including the effects of initial conditions, noise, and disturbance. One hundred cases were used to account for the effects. The function is quite smooth with a large region over which it is minimized. Figure 11 shows the effect of increasing flow speed and the influence of the noise and disturbance. The figure shows the unity contour of the value function at different flow speeds with and without noise and disturbance. Note that the uniform sampling of the initial conditions is still included in the cases without noise or disturbance. Figure 11 clearly shows the region of stability decreasing with flow speed while the influence of noise and disturbance appears small, except at the highest flow speed. This is partially due to the selection of the contour V=1. As the contours approach the value function minimum, the effect of noise and disturbances is more pronounced since the value function minimum is substantially raised. 
Optimization
A variety of optimal policies were determined with varying complexity and over varying flow speeds. The optimal policies were all determined in the presence of sensor noise and disturbances simulated with 100 cases.
To provide a baseline for comparison, the optimal policies using two parameters, e.g. feedback of the tip accelerometer and rate gyro, were determined. Multiple policies, one for each pair of MiTEs, were also considered. Optimal controllers with multiple features, specifically the current and two previous time step measurements, were obtained.
Finally policies common to all flow speeds were evaluated.
The results of the optimizations are listed in Tables 5  and 6 . Shown is the policy type, optimizer used, flow speed, final estimated value function, and the parameter values. Table 5 shows the results obtained using the simplex optimization with the threshold function. As expected, the optimal value function is seen to increase with flow speed, with the optimal parameters also changing with flow speed. The multiple policies and multi-featured policy result in a 10% performance improvement at the highest flow speeds, with a smaller effect at other speeds. Table 6 shows the results obtained with a gradient based optimization and varying steepness sigmoid functions. In all cases the final value function was evaluated using a sigmoid with steepness W=100. The analysis was completed using a different computing platform with resultant different random effects. To provide a baseline for comparison, the optima obtained with the simplex approach were reevaluated. The gradient based approach showed mixed results and the significant difference in optimal value functions for the two approaches deserves further study. One good result is the common policy which shows good performance at all flow speeds while maintaining the simplicity of a single policy. To provide further insight into the control system behavior, several time histories at 16 m/s flow speed were generated. The simulations used a first mode initial condition of 0.01 and activated the control system at 0.5 seconds. Sensor noise and disturbance are included in the simulations. The first time history is for a simple threshold controller which uses only the rate gyro with a gain of 8. Referring to Figure 11 , one expects this gain to only marginally stabilize the wing. This controller is simulated for later comparison with wind tunnel tests. The time history is shown in Figure  12 and is seen to have a significant limit cycle. The optimal two parameter controller is shown in Figure 13 . The performance is clearly excellent with more frequent actuation. Similar performance is obtained with the optimal multiple policy controller, shown in Figure 14 . Note the difference, however, in the commanded control, which now has 5 discrete states. 
Closed-Loop Testing
To provide initial demonstration of the MiTE control capability several simple controllers were tested in the wind tunnel. Due to time constraints, tests were not completed with the optimal controllers described in the previous sections. Tests were, however, completed using the simple gyro feedback controller as well as with a two parameter variable gain controller. Tests were also only completed at flow speeds just above the flutter speed. Tests were also completed using a two parameter controller with variable parameters. This approach was able to confirm trends seen in the value function shown previously in Figure 11 . Unfortunately these tests were completed only over a limited range of parameter values. Figure 16 shows the results of test which varied the gain on the rate gyro while the accelerometer gain was maintained at 0. As expected from examining the value function, higher gains resulted in a smaller limit cycle. The variable gain was also used to include nonzero accelerometer feedback, which is necessary to stabilize the wing at higher flow speeds. This was evident during tests up to 17 m/s which were successful 
Conclusions
An experimental model and associated analytical model have been developed for the use in demonstrating the aeroelastic control capabilities of Micro-Trailing Edge Effectors (MiTEs) and for exploring novel control synthesis techniques. Wind tunnel tests have been completed with the experimental model to confirm that the behavior is within the control capabilities of the MiTEs. Preliminary testing has been completed with the MiTEs actuated in a feed-forward mode in order to characterize the relationship between them and the aeroelastic response of the experimental model. Based upon these results control synthesis was completed using reinforcement learning policy search methods. The controllers were designed to be robust to sensor noise and flow disturbances. Closed-loop wind tunnel tests were then completed, successfully demonstrating the MiTEs ability to suppress the flutter of the experimental model.
