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Why	 ﾠis	 ﾠNoam	 ﾠChomsky	 ﾠsuch	 ﾠa	 ﾠtowering	 ﾠfigure	 ﾠin	 ﾠlinguistics	 ﾠtoday?	 ﾠHe	 ﾠasked	 ﾠa	 ﾠvery	 ﾠsimple	 ﾠ
question	 ﾠthat	 ﾠno	 ﾠone	 ﾠhad	 ﾠever	 ﾠasked	 ﾠbefore,	 ﾠand	 ﾠthen	 ﾠdiscovered	 ﾠthat	 ﾠthe	 ﾠanswer	 ﾠwas	 ﾠ
unexpected	 ﾠand	 ﾠhighly	 ﾠcomplicated.	 ﾠHe	 ﾠasked	 ﾠwhat	 ﾠcapacity	 ﾠa	 ﾠlanguage	 ﾠuser	 ﾠneeded	 ﾠto	 ﾠhave	 ﾠin	 ﾠ
order	 ﾠto	 ﾠbe	 ﾠable	 ﾠto	 ﾠlearn	 ﾠto	 ﾠuse	 ﾠa	 ﾠlanguage	 ﾠ(any	 ﾠlanguage)	 ﾠgrammatically.	 ﾠQuestions	 ﾠabout	 ﾠ
grammar	 ﾠhad	 ﾠof	 ﾠcourse	 ﾠbeen	 ﾠasked	 ﾠ(and	 ﾠanswered)	 ﾠbefore.	 ﾠThe	 ﾠstandard	 ﾠgrammatical	 ﾠrules	 ﾠof	 ﾠ
English,	 ﾠFrench,	 ﾠLatin,	 ﾠChinese	 ﾠor	 ﾠany	 ﾠother	 ﾠwell-ﾭ‐studied	 ﾠlanguage	 ﾠare	 ﾠknown.	 ﾠSpeakers	 ﾠlearn	 ﾠ
them	 ﾠeither	 ﾠby	 ﾠinduction	 ﾠ	 ﾠ-ﾭ‐-ﾭ‐	 ﾠimitation	 ﾠand	 ﾠtrial-ﾭ‐and-ﾭ‐error	 ﾠexperience,	 ﾠwith	 ﾠcorrections	 ﾠfrom	 ﾠ
other	 ﾠspeakers	 ﾠ-ﾭ‐-ﾭ‐	 ﾠor	 ﾠthey	 ﾠare	 ﾠtaught	 ﾠthem,	 ﾠthrough	 ﾠformal,	 ﾠexplicit	 ﾠinstruction	 ﾠ(especially	 ﾠwhen	 ﾠ
they	 ﾠare	 ﾠlearning	 ﾠa	 ﾠsecond	 ﾠlanguage).	 ﾠBut	 ﾠthe	 ﾠcapacity	 ﾠto	 ﾠlearn	 ﾠthese	 ﾠ“ordinary	 ﾠgrammar”	 ﾠrules	 ﾠ
was	 ﾠnot	 ﾠwhat	 ﾠChomsky	 ﾠwas	 ﾠasking	 ﾠabout:	 ﾠHe	 ﾠwas	 ﾠasking	 ﾠabout	 ﾠthe	 ﾠcapacity	 ﾠto	 ﾠlearn	 ﾠany	 ﾠ
language	 ﾠat	 ﾠall.	 ﾠThis	 ﾠis	 ﾠa	 ﾠcapacity	 ﾠthat	 ﾠall	 ﾠother	 ﾠanimals,	 ﾠsome	 ﾠbrain-ﾭ‐injured	 ﾠhumans,	 ﾠand	 ﾠall	 ﾠ
machines	 ﾠbuilt	 ﾠor	 ﾠprogrammed	 ﾠso	 ﾠfar	 ﾠlack.	 ﾠ
This	 ﾠuniquely	 ﾠhuman	 ﾠcapacity	 ﾠto	 ﾠlearn	 ﾠlanguage	 ﾠalso	 ﾠturned	 ﾠout	 ﾠto	 ﾠbe	 ﾠuniversal,	 ﾠyet	 ﾠunfamilar:	 ﾠ
universal,	 ﾠbecause	 ﾠit	 ﾠwas	 ﾠthe	 ﾠvery	 ﾠsame	 ﾠcapacity	 ﾠin	 ﾠevery	 ﾠperson,	 ﾠfor	 ﾠevery	 ﾠpossible	 ﾠlanguage,	 ﾠ
but	 ﾠunfamiliar,	 ﾠin	 ﾠthat	 ﾠthe	 ﾠrules	 ﾠof	 ﾠthis	 ﾠ“universal	 ﾠgrammar”	 ﾠ(UG)	 ﾠbore	 ﾠvery	 ﾠlittle	 ﾠresemblance	 ﾠ
to	 ﾠthe	 ﾠrules	 ﾠof	 ﾠordinary	 ﾠgrammar	 ﾠthat	 ﾠwere	 ﾠalready	 ﾠknown.	 ﾠThe	 ﾠway	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠwere	 ﾠ
gradually	 ﾠdiscovered	 ﾠwas	 ﾠby	 ﾠtrying	 ﾠout	 ﾠguesses	 ﾠas	 ﾠto	 ﾠwhat	 ﾠmight	 ﾠbe	 ﾠa	 ﾠrule	 ﾠof	 ﾠUG,	 ﾠand	 ﾠthen	 ﾠ
testing	 ﾠthe	 ﾠcandidate	 ﾠrule	 ﾠto	 ﾠsee	 ﾠwhether	 ﾠit	 ﾠgave	 ﾠrise	 ﾠto	 ﾠgrammatical	 ﾠor	 ﾠungrammatical	 ﾠ
sentences.	 ﾠWhat	 ﾠwas	 ﾠremarkable	 ﾠwas	 ﾠthat	 ﾠspeakers	 ﾠof	 ﾠany	 ﾠlanguage	 ﾠcould	 ﾠimmediately	 ﾠsay	 ﾠ
whether	 ﾠa	 ﾠnew	 ﾠsentence	 ﾠwas	 ﾠor	 ﾠwas	 ﾠnot	 ﾠgrammatical,	 ﾠeven	 ﾠthough	 ﾠthe	 ﾠrules	 ﾠthat	 ﾠwere	 ﾠbeing	 ﾠ
tested	 ﾠwere	 ﾠnot	 ﾠthe	 ﾠrules	 ﾠof	 ﾠthe	 ﾠordinary	 ﾠgrammars	 ﾠthat	 ﾠthey	 ﾠhad	 ﾠbeen	 ﾠtaught	 ﾠ(or	 ﾠhad	 ﾠlearned	 ﾠ
by	 ﾠinduction).	 ﾠ
If	 ﾠit	 ﾠhad	 ﾠstopped	 ﾠthere,	 ﾠthe	 ﾠdiscovery	 ﾠof	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠwould	 ﾠhave	 ﾠbeen	 ﾠan	 ﾠimportant	 ﾠand	 ﾠ
original	 ﾠcontribution	 ﾠto	 ﾠlinguistics,	 ﾠand	 ﾠthe	 ﾠonly	 ﾠsurprise	 ﾠwould	 ﾠhave	 ﾠbeen	 ﾠthat	 ﾠthese	 ﾠrules	 ﾠhad	 ﾠ
existed	 ﾠall	 ﾠalong,	 ﾠyet	 ﾠno	 ﾠone	 ﾠhad	 ﾠnoticed	 ﾠthem,	 ﾠbecause	 ﾠwe	 ﾠwere	 ﾠall	 ﾠfollowing	 ﾠthem	 ﾠ
unconsciously,	 ﾠperhaps	 ﾠthe	 ﾠway	 ﾠwe	 ﾠexecute	 ﾠathletic	 ﾠskills	 ﾠwithout	 ﾠknowing	 ﾠthe	 ﾠrules	 ﾠour	 ﾠ
bodies	 ﾠare	 ﾠfollowing.	 ﾠYet	 ﾠ–	 ﾠapart	 ﾠfrom	 ﾠsome	 ﾠbasic	 ﾠprimate	 ﾠmechanisms	 ﾠof	 ﾠmovement	 ﾠthat	 ﾠare	 ﾠ
inborn	 ﾠas	 ﾠa	 ﾠresult	 ﾠof	 ﾠour	 ﾠevolutionary	 ﾠhistory	 ﾠ–	 ﾠathletic	 ﾠskills	 ﾠare	 ﾠlearned,	 ﾠwhether	 ﾠthrough	 ﾠ
instruction	 ﾠor	 ﾠthrough	 ﾠinduction.	 ﾠSo	 ﾠif	 ﾠUG	 ﾠis	 ﾠnot	 ﾠlearned	 ﾠby	 ﾠexplicit	 ﾠinstruction,	 ﾠis	 ﾠit	 ﾠlearned	 ﾠ
implicitly	 ﾠ(unconsciously),	 ﾠby	 ﾠtrial-ﾭ‐and-ﾭ‐error	 ﾠinduction?	 ﾠ	 ﾠ
The	 ﾠanswer	 ﾠwas	 ﾠthe	 ﾠsecond	 ﾠand	 ﾠby	 ﾠfar	 ﾠthe	 ﾠbiggest	 ﾠsurprise:	 ﾠThe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠare	 ﾠunlearnable	 ﾠby	 ﾠ
trial	 ﾠand	 ﾠerror	 ﾠinduction,	 ﾠbased	 ﾠon	 ﾠwhat	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild	 ﾠsays	 ﾠand	 ﾠhears,	 ﾠunless	 ﾠ
most	 ﾠof	 ﾠthe	 ﾠrules	 ﾠare	 ﾠalready	 ﾠinborn.	 ﾠ(What	 ﾠthe	 ﾠchild	 ﾠcan	 ﾠlearn	 ﾠthrough	 ﾠimitation,	 ﾠtrial-ﾭ‐and-ﾭ‐
error	 ﾠinduction	 ﾠand	 ﾠerror-ﾭ‐correction	 ﾠfrom	 ﾠadults	 ﾠare	 ﾠsome	 ﾠminor	 ﾠoptions	 ﾠamong	 ﾠthese	 ﾠinborn	 ﾠ
rules,	 ﾠbecause	 ﾠthese	 ﾠoptions,	 ﾠunlike	 ﾠUG	 ﾠitself,	 ﾠvary	 ﾠfrom	 ﾠlanguage	 ﾠto	 ﾠlanguage.)	 ﾠ
The	 ﾠimpossibility	 ﾠof	 ﾠlearning	 ﾠUG	 ﾠitself	 ﾠby	 ﾠinduction	 ﾠapplies	 ﾠonly	 ﾠto	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠ
child’s	 ﾠdatabase:	 ﾠeverything	 ﾠthe	 ﾠchild	 ﾠhears	 ﾠand	 ﾠsays	 ﾠwhile	 ﾠlearning	 ﾠto	 ﾠunderstand	 ﾠand	 ﾠspeak.	 ﾠ
It	 ﾠobviously	 ﾠcannot	 ﾠbe	 ﾠimpossible	 ﾠto	 ﾠlearn	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠfrom	 ﾠany	 ﾠdatabase	 ﾠat	 ﾠall	 ﾠthrough	 ﾠ
induction,	 ﾠotherwise	 ﾠChomsky	 ﾠand	 ﾠthe	 ﾠgenerations	 ﾠof	 ﾠlinguists	 ﾠsince	 ﾠhis	 ﾠdiscovery	 ﾠcould	 ﾠnot	 ﾠ
have	 ﾠlearned	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠeither.	 ﾠBut	 ﾠlinguists	 ﾠlearn	 ﾠUG	 ﾠcollectively,	 ﾠcollaboratively	 ﾠand	 ﾠ
cumulatively,	 ﾠand	 ﾠtheir	 ﾠdatabase	 ﾠis	 ﾠbeing	 ﾠcontinuously	 ﾠupdated	 ﾠon	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠyears	 ﾠand	 ﾠdecades	 ﾠof	 ﾠthis	 ﾠtrial	 ﾠand	 ﾠerror	 ﾠexperience,	 ﾠbased	 ﾠon	 ﾠtesting	 ﾠcandidate	 ﾠUG	 ﾠrules	 ﾠagainst	 ﾠ
speakers’	 ﾠjudgments	 ﾠ(often	 ﾠthe	 ﾠlinguist’s	 ﾠown)	 ﾠat	 ﾠto	 ﾠwhat	 ﾠis	 ﾠand	 ﾠis	 ﾠnot	 ﾠgrammatical.	 ﾠ	 ﾠ
In	 ﾠcontrast,	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild	 ﾠonly	 ﾠhears	 ﾠspeech	 ﾠthat	 ﾠcomplies	 ﾠwith	 ﾠUG;	 ﾠand,	 ﾠ
surprisingly,	 ﾠafter	 ﾠa	 ﾠvery	 ﾠbrief	 ﾠinitial	 ﾠperiod	 ﾠthat	 ﾠfalls	 ﾠshort	 ﾠof	 ﾠany	 ﾠgrammar	 ﾠat	 ﾠall,	 ﾠthe	 ﾠchild	 ﾠonly	 ﾠ
produces	 ﾠUG-ﾭ‐compliant	 ﾠspeech.	 ﾠSo	 ﾠthere	 ﾠare	 ﾠnever	 ﾠany	 ﾠUG	 ﾠerrors	 ﾠto	 ﾠcorrect.	 ﾠ(There	 ﾠare	 ﾠplenty	 ﾠ
of	 ﾠerrors	 ﾠof	 ﾠordinary	 ﾠgrammar,	 ﾠand	 ﾠthose	 ﾠdo	 ﾠget	 ﾠcorrected,	 ﾠbut	 ﾠthey	 ﾠare	 ﾠnot	 ﾠUG	 ﾠerrors,	 ﾠand	 ﾠ
hence	 ﾠdo	 ﾠnot	 ﾠexplain	 ﾠhow	 ﾠthe	 ﾠchild	 ﾠmanages	 ﾠto	 ﾠspeak	 ﾠUG-ﾭ‐compliantly,	 ﾠhence	 ﾠhow	 ﾠthe	 ﾠchild	 ﾠ
“knows”	 ﾠthe	 ﾠrules	 ﾠif	 ﾠUG,	 ﾠeven	 ﾠif	 ﾠonly	 ﾠunconsciously.)	 ﾠ
Chomsky	 ﾠhas	 ﾠcalled	 ﾠthis	 ﾠinsufficiency	 ﾠof	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild’s	 ﾠdatabase	 ﾠfor	 ﾠthe	 ﾠlearning	 ﾠ
of	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠ“the	 ﾠpoverty	 ﾠof	 ﾠthe	 ﾠstimulus.”	 ﾠHe	 ﾠhas	 ﾠpointed	 ﾠout	 ﾠthat	 ﾠthis	 ﾠis	 ﾠan	 ﾠextreme	 ﾠform	 ﾠ
of	 ﾠunderdetermination	 ﾠof	 ﾠtheory	 ﾠby	 ﾠdata.	 ﾠAll	 ﾠnontrivial	 ﾠtheories	 ﾠare	 ﾠunderdetermined	 ﾠby	 ﾠdata:	 ﾠ
That’s	 ﾠwhy	 ﾠit’s	 ﾠnot	 ﾠobvious	 ﾠwhat	 ﾠthe	 ﾠunderlying	 ﾠrules	 ﾠgenerating	 ﾠthe	 ﾠdata	 ﾠare.	 ﾠIn	 ﾠnatural	 ﾠ
science,	 ﾠthe	 ﾠ“rules”	 ﾠare	 ﾠthe	 ﾠlaws	 ﾠof	 ﾠnature,	 ﾠand	 ﾠthe	 ﾠdata	 ﾠare	 ﾠwhat	 ﾠwe	 ﾠcan	 ﾠobserve	 ﾠby	 ﾠ
observation	 ﾠand	 ﾠexperiment.	 ﾠIt	 ﾠis	 ﾠnot	 ﾠimmediately	 ﾠobvious	 ﾠthat,	 ﾠsay,	 ﾠobjects	 ﾠattract	 ﾠone	 ﾠ
another	 ﾠwith	 ﾠa	 ﾠforce	 ﾠthat	 ﾠis	 ﾠproportional	 ﾠto	 ﾠthe	 ﾠproduct	 ﾠof	 ﾠtheir	 ﾠmasses	 ﾠand	 ﾠinversely	 ﾠ
proportional	 ﾠto	 ﾠthe	 ﾠsquared	 ﾠdistance	 ﾠbetween	 ﾠthem,	 ﾠbut	 ﾠNewton’s	 ﾠuniversal	 ﾠlaw	 ﾠof	 ﾠgravitation,	 ﾠ
though	 ﾠunderdetermined,	 ﾠwas	 ﾠdiscoverable	 ﾠvia	 ﾠinduction	 ﾠ(and	 ﾠgenius),	 ﾠand	 ﾠNewton	 ﾠdid	 ﾠindeed	 ﾠ
discover	 ﾠit.	 ﾠHence	 ﾠthe	 ﾠunderdetermination	 ﾠwas	 ﾠnot	 ﾠso	 ﾠgreat	 ﾠas	 ﾠto	 ﾠmake	 ﾠthe	 ﾠlaw	 ﾠof	 ﾠuniversal	 ﾠ
gravitation	 ﾠunlearnable	 ﾠfrom	 ﾠthe	 ﾠdata	 ﾠavailable.	 ﾠ	 ﾠ
But	 ﾠto	 ﾠsee	 ﾠhow	 ﾠit	 ﾠis	 ﾠimpossible	 ﾠfor	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild	 ﾠto	 ﾠlearn	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠfrom	 ﾠthe	 ﾠ
data	 ﾠavailable	 ﾠto	 ﾠthe	 ﾠchild,	 ﾠyou	 ﾠdo	 ﾠnot	 ﾠeven	 ﾠneed	 ﾠto	 ﾠknow	 ﾠthe	 ﾠtechnical	 ﾠdetails	 ﾠof	 ﾠwhat	 ﾠthe	 ﾠrules	 ﾠ
of	 ﾠUG	 ﾠare:	 ﾠIt	 ﾠwould	 ﾠbe	 ﾠlike	 ﾠtrying	 ﾠto	 ﾠlearn	 ﾠa	 ﾠ(nontrivial)	 ﾠcategory	 ﾠbased	 ﾠon	 ﾠ“positive	 ﾠevidence”	 ﾠ
alone:	 ﾠThe	 ﾠonly	 ﾠthing	 ﾠyou	 ﾠever	 ﾠencounter	 ﾠis	 ﾠmembers	 ﾠof	 ﾠthe	 ﾠcategory:	 ﾠnever	 ﾠa	 ﾠnon-ﾭmember.	 ﾠ
How	 ﾠare	 ﾠyou	 ﾠto	 ﾠlearn	 ﾠwhat	 ﾠdistinguishes	 ﾠthe	 ﾠmembers	 ﾠfrom	 ﾠthe	 ﾠnon-ﾭ‐members?	 ﾠ	 ﾠ
It	 ﾠis	 ﾠimportant	 ﾠto	 ﾠset	 ﾠaside	 ﾠthe	 ﾠtrivial	 ﾠcase:	 ﾠIf	 ﾠyou	 ﾠlived	 ﾠin	 ﾠa	 ﾠworld	 ﾠin	 ﾠwhich	 ﾠevery	 ﾠobject	 ﾠyou	 ﾠ
encountered	 ﾠwas	 ﾠwhite,	 ﾠand	 ﾠyou	 ﾠhad	 ﾠto	 ﾠcall	 ﾠthem	 ﾠall	 ﾠ“white,”	 ﾠand	 ﾠthen	 ﾠyou	 ﾠsaw	 ﾠsomething	 ﾠ
black	 ﾠfor	 ﾠthe	 ﾠfirst	 ﾠtime	 ﾠin	 ﾠyour	 ﾠlife,	 ﾠyou	 ﾠwould	 ﾠperhaps	 ﾠhesitate	 ﾠabout	 ﾠwhether	 ﾠor	 ﾠnot	 ﾠto	 ﾠcall	 ﾠit	 ﾠ
“white.”	 ﾠBut	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠare	 ﾠnot	 ﾠa	 ﾠsimple	 ﾠblack/white	 ﾠmatter,	 ﾠwhere	 ﾠpositive	 ﾠevidence	 ﾠ
alone	 ﾠ(plus	 ﾠan	 ﾠinnate	 ﾠblack/white	 ﾠperception	 ﾠsystem)	 ﾠmight	 ﾠbe	 ﾠenough	 ﾠto	 ﾠmake	 ﾠthe	 ﾠdistinction	 ﾠ
-ﾭ‐-ﾭ‐	 ﾠbetween	 ﾠperceiving	 ﾠ(or	 ﾠproducing)	 ﾠa	 ﾠUG-ﾭ‐compliant	 ﾠutterence	 ﾠand	 ﾠa	 ﾠnon-ﾭ‐UG-ﾭ‐compliant	 ﾠ
utterance	 ﾠ-ﾭ‐-ﾭ‐	 ﾠobvious.	 ﾠLearning	 ﾠto	 ﾠspeak	 ﾠUG-ﾭ‐compliantly	 ﾠis	 ﾠmore	 ﾠlike	 ﾠtrying	 ﾠto	 ﾠfigure	 ﾠout	 ﾠthe	 ﾠ
rules	 ﾠof	 ﾠchess	 ﾠfrom	 ﾠviewing	 ﾠmany	 ﾠchess	 ﾠgames,	 ﾠall	 ﾠplayed	 ﾠby	 ﾠthe	 ﾠrules	 ﾠ(no	 ﾠerrors),	 ﾠand	 ﾠthen,	 ﾠon	 ﾠ
the	 ﾠbasis	 ﾠof	 ﾠthat	 ﾠsample	 ﾠof	 ﾠpositive	 ﾠevidence	 ﾠalone,	 ﾠbecoming	 ﾠable	 ﾠto	 ﾠplay	 ﾠchess	 ﾠrulefully,	 ﾠwith	 ﾠ
no	 ﾠneed	 ﾠfor	 ﾠerror-ﾭ‐correction,	 ﾠnever	 ﾠhaving	 ﾠseen	 ﾠor	 ﾠmade	 ﾠan	 ﾠerror.	 ﾠUnder	 ﾠthose	 ﾠconditions	 ﾠone	 ﾠ
would	 ﾠhave	 ﾠto	 ﾠconclude	 ﾠthat	 ﾠthe	 ﾠrules	 ﾠof	 ﾠchess	 ﾠhad	 ﾠbeen	 ﾠinborn.	 ﾠ
Now	 ﾠwe	 ﾠknow	 ﾠthat	 ﾠthe	 ﾠrules	 ﾠof	 ﾠchess	 ﾠare	 ﾠnot	 ﾠinborn:	 ﾠthey	 ﾠare	 ﾠlearned	 ﾠ(hence	 ﾠlearnable)	 ﾠvia	 ﾠ
observation,	 ﾠimitation,	 ﾠtrial-ﾭ‐and-ﾭ‐error	 ﾠinduction,	 ﾠerror	 ﾠcorrection	 ﾠand	 ﾠinstruction.	 ﾠIn	 ﾠother	 ﾠ
words,	 ﾠwe	 ﾠhave	 ﾠplenty	 ﾠof	 ﾠboth	 ﾠpositive	 ﾠevidence	 ﾠand	 ﾠnegative	 ﾠevidence	 ﾠ(errors	 ﾠand	 ﾠerror-ﾭ‐
corrections)	 ﾠfrom	 ﾠwhich	 ﾠto	 ﾠinduce	 ﾠthe	 ﾠrules	 ﾠ(and	 ﾠeven	 ﾠexplicit	 ﾠinstruction	 ﾠto	 ﾠspeed	 ﾠup	 ﾠthe	 ﾠ
learning).	 ﾠHence	 ﾠno	 ﾠpoverty	 ﾠof	 ﾠthe	 ﾠstimulus	 ﾠfor	 ﾠchess.	 ﾠ
But	 ﾠif	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠare	 ﾠinborn	 ﾠbecause	 ﾠthey	 ﾠcannot	 ﾠbe	 ﾠlearned	 ﾠon	 ﾠthe	 ﾠbasis	 ﾠof	 ﾠthe	 ﾠone-ﾭ‐sided	 ﾠ
data	 ﾠaccessible	 ﾠto	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild,	 ﾠhow	 ﾠdid	 ﾠthose	 ﾠrules	 ﾠget	 ﾠinto	 ﾠour	 ﾠbrains?	 ﾠThere	 ﾠ
are	 ﾠplenty	 ﾠof	 ﾠunproblematic	 ﾠexamples	 ﾠof	 ﾠbiological	 ﾠtraits	 ﾠ–	 ﾠboth	 ﾠstructures	 ﾠand	 ﾠfunctions,	 ﾠincluding	 ﾠbehavioral	 ﾠcapacities	 ﾠ–	 ﾠin	 ﾠwhich	 ﾠa	 ﾠplausible	 ﾠevolutionary	 ﾠexplanation	 ﾠcan	 ﾠbe	 ﾠgiven	 ﾠof	 ﾠ
how	 ﾠthe	 ﾠtrait	 ﾠwas	 ﾠshaped	 ﾠby	 ﾠ“trial	 ﾠand	 ﾠerror”	 ﾠacross	 ﾠevolutionary	 ﾠtime.	 ﾠThis	 ﾠis	 ﾠthe	 ﾠusual	 ﾠ
Darwinian	 ﾠscenario	 ﾠof	 ﾠgenetic	 ﾠvariation	 ﾠand	 ﾠselective	 ﾠretention,	 ﾠbased	 ﾠon	 ﾠadvantages	 ﾠ(or	 ﾠ
disadvantages)	 ﾠfor	 ﾠsurvival	 ﾠand	 ﾠreproduction.	 ﾠ
But	 ﾠit	 ﾠis	 ﾠnot	 ﾠat	 ﾠall	 ﾠobvious	 ﾠwhat	 ﾠthe	 ﾠDarwinian	 ﾠvariation	 ﾠand	 ﾠadvantages	 ﾠwould	 ﾠbe	 ﾠin	 ﾠthe	 ﾠcase	 ﾠ
of	 ﾠthe	 ﾠevolution	 ﾠof	 ﾠUG	 ﾠby	 ﾠtrial	 ﾠand	 ﾠerror.	 ﾠSome	 ﾠhave	 ﾠtaken	 ﾠthis	 ﾠas	 ﾠan	 ﾠempirical	 ﾠmark	 ﾠagainst	 ﾠthe	 ﾠ
plausibility	 ﾠof	 ﾠUG.	 ﾠHowever,	 ﾠno	 ﾠone	 ﾠhas	 ﾠprovided	 ﾠany	 ﾠevidence	 ﾠthat	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠare	 ﾠ
learnable	 ﾠafter	 ﾠall	 ﾠ(i.e.,	 ﾠthere	 ﾠis	 ﾠno	 ﾠevidence	 ﾠagainst	 ﾠthe	 ﾠpoverty	 ﾠof	 ﾠthe	 ﾠstimulus:	 ﾠno	 ﾠevidence	 ﾠ
that	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild	 ﾠturns	 ﾠout	 ﾠto	 ﾠhave	 ﾠsufficient	 ﾠnegative	 ﾠevidence	 ﾠafter	 ﾠall).	 ﾠNor	 ﾠ
has	 ﾠanyone	 ﾠprovided	 ﾠan	 ﾠalternative	 ﾠto	 ﾠUG:	 ﾠan	 ﾠalternative	 ﾠthat,	 ﾠlike	 ﾠUG,	 ﾠprovides	 ﾠrules	 ﾠthat	 ﾠgive	 ﾠ
people	 ﾠthe	 ﾠcapacity	 ﾠto	 ﾠgenerate	 ﾠall	 ﾠand	 ﾠonly	 ﾠthe	 ﾠutterances	 ﾠthat	 ﾠare	 ﾠuniversally	 ﾠjudged	 ﾠto	 ﾠbe	 ﾠ
grammatical	 ﾠand	 ﾠto	 ﾠdistinguish	 ﾠthose	 ﾠfrom	 ﾠthe	 ﾠones	 ﾠthat	 ﾠare	 ﾠungrammatical,	 ﾠbut,	 ﾠunlike	 ﾠUG,	 ﾠis	 ﾠ
either	 ﾠlearnable	 ﾠby	 ﾠthe	 ﾠlanguage-ﾭ‐learning	 ﾠchild	 ﾠor	 ﾠhas	 ﾠa	 ﾠplausible	 ﾠDarwinian	 ﾠexplanation	 ﾠfor	 ﾠ
how	 ﾠit	 ﾠwould	 ﾠhave	 ﾠbeen	 ﾠselected	 ﾠby	 ﾠevolution	 ﾠbecause	 ﾠof	 ﾠits	 ﾠadvantages	 ﾠfor	 ﾠsurvival	 ﾠand	 ﾠ
reproduction.	 ﾠ
Chomsky	 ﾠhas	 ﾠoften	 ﾠdescribed	 ﾠhimself	 ﾠas	 ﾠa	 ﾠCartesian:	 ﾠa	 ﾠproponent	 ﾠof	 ﾠDescartes’	 ﾠtheory	 ﾠof	 ﾠinnate	 ﾠ
ideas.	 ﾠBut	 ﾠperhaps	 ﾠhe	 ﾠis	 ﾠcloser	 ﾠto	 ﾠbeing	 ﾠa	 ﾠPlatonist,	 ﾠin	 ﾠthat	 ﾠthe	 ﾠinnateness	 ﾠand	 ﾠuniversality	 ﾠof	 ﾠ
the	 ﾠideas	 ﾠis	 ﾠnot	 ﾠa	 ﾠresult	 ﾠof	 ﾠevolutionary	 ﾠselection	 ﾠbut	 ﾠof	 ﾠthe	 ﾠnatural	 ﾠlaws	 ﾠof	 ﾠthe	 ﾠphysical	 ﾠ
universe	 ﾠand	 ﾠperhaps	 ﾠeven	 ﾠthe	 ﾠuniversal	 ﾠlaws	 ﾠof	 ﾠformal	 ﾠlogic	 ﾠand	 ﾠmathematics.	 ﾠ	 ﾠ
Grammar	 ﾠ(syntax),	 ﾠhowever,	 ﾠis	 ﾠnot	 ﾠ“ideas”	 ﾠbut	 ﾠjust	 ﾠthe	 ﾠform	 ﾠor	 ﾠshape	 ﾠof	 ﾠsymbols.	 ﾠIn	 ﾠ
mathematics,	 ﾠthe	 ﾠrules	 ﾠare	 ﾠbased	 ﾠon	 ﾠthe	 ﾠshapes	 ﾠof	 ﾠthe	 ﾠsymbols	 ﾠalone,	 ﾠnot	 ﾠtheir	 ﾠmeanings.	 ﾠIn	 ﾠ
language,	 ﾠhowever,	 ﾠthe	 ﾠsymbols	 ﾠ(words)	 ﾠare	 ﾠinseparable	 ﾠfrom	 ﾠtheir	 ﾠmeanings.	 ﾠThey	 ﾠexpress	 ﾠ
thoughts.	 ﾠChomsky’s	 ﾠown	 ﾠintuition	 ﾠas	 ﾠto	 ﾠthe	 ﾠrelation	 ﾠ(“interface”)	 ﾠbetween	 ﾠmeaning	 ﾠand	 ﾠ
syntax	 ﾠis	 ﾠthat	 ﾠlanguage	 ﾠis	 ﾠwhat	 ﾠmakes	 ﾠit	 ﾠpossible	 ﾠfor	 ﾠus	 ﾠ(or	 ﾠanyone)	 ﾠto	 ﾠthink	 ﾠat	 ﾠall;	 ﾠand	 ﾠthat	 ﾠthe	 ﾠ
possibility	 ﾠof	 ﾠthinking	 ﾠitself	 ﾠcomes	 ﾠwith	 ﾠcertain	 ﾠPlatonic	 ﾠconstraints,	 ﾠwhich,	 ﾠin	 ﾠturn,	 ﾠresult	 ﾠin	 ﾠ
the	 ﾠrules	 ﾠof	 ﾠUG.	 ﾠ	 ﾠThe	 ﾠstructure	 ﾠof	 ﾠUG	 ﾠis	 ﾠbound	 ﾠby	 ﾠthe	 ﾠstructure	 ﾠof	 ﾠthought.	 ﾠUG-ﾭ‐non-ﾭ‐compliant	 ﾠ
utterances	 ﾠare	 ﾠeither	 ﾠill-ﾭ‐expressed	 ﾠthoughts	 ﾠor	 ﾠunthinkable	 ﾠthoughts.	 ﾠAll	 ﾠ(and	 ﾠonly)	 ﾠthinkable	 ﾠ
thoughts	 ﾠcan	 ﾠbe	 ﾠexpressed	 ﾠUG-ﾭ‐compliantly.	 ﾠ	 ﾠUnlike	 ﾠthe	 ﾠtheory	 ﾠof	 ﾠUG	 ﾠitself,	 ﾠhowever,	 ﾠthis	 ﾠ
further	 ﾠintuitive	 ﾠidea	 ﾠabout	 ﾠconstraints	 ﾠon	 ﾠthe	 ﾠnature	 ﾠof	 ﾠthought	 ﾠis	 ﾠneither	 ﾠan	 ﾠempirically	 ﾠ
testable	 ﾠtheory	 ﾠnor	 ﾠa	 ﾠmathematically	 ﾠprovable	 ﾠtheorem	 ﾠ-ﾭ‐-ﾭ‐	 ﾠso	 ﾠfar.	 ﾠ	 ﾠ
Chomsky’s	 ﾠtheory	 ﾠof	 ﾠUG	 ﾠitself,	 ﾠif	 ﾠit	 ﾠis	 ﾠtrue,	 ﾠdefinitely	 ﾠposes	 ﾠproblems	 ﾠfor	 ﾠevolutionary	 ﾠbiology;	 ﾠ
but	 ﾠit	 ﾠis	 ﾠnot	 ﾠclear	 ﾠthat	 ﾠthese	 ﾠare	 ﾠproblems	 ﾠfor	 ﾠlinguistics.	 ﾠIf	 ﾠthe	 ﾠgrammaticality	 ﾠjudgments	 ﾠthat	 ﾠ
provide	 ﾠthe	 ﾠdata	 ﾠfor	 ﾠhypothesis-ﾭ‐testing	 ﾠabout	 ﾠthe	 ﾠrules	 ﾠof	 ﾠUG	 ﾠare	 ﾠreliable	 ﾠand	 ﾠuniversal,	 ﾠthen	 ﾠ
the	 ﾠonly	 ﾠway	 ﾠto	 ﾠchallenge	 ﾠUG	 ﾠ(if	 ﾠone	 ﾠfeels	 ﾠthere	 ﾠare	 ﾠgrounds	 ﾠfor	 ﾠchallenging	 ﾠUG)	 ﾠis	 ﾠto	 ﾠconstruct	 ﾠ
a	 ﾠrival	 ﾠtheory	 ﾠ–	 ﾠa	 ﾠtheory	 ﾠthat	 ﾠcan	 ﾠlikewise	 ﾠprovide	 ﾠthe	 ﾠrules	 ﾠfor	 ﾠgenerating	 ﾠall	 ﾠand	 ﾠonly	 ﾠwhat	 ﾠis	 ﾠ
universally	 ﾠjudged	 ﾠgrammatical	 ﾠand	 ﾠdistinguishing	 ﾠit	 ﾠfrom	 ﾠwhat	 ﾠis	 ﾠnot,	 ﾠbut	 ﾠwith	 ﾠrules	 ﾠthat	 ﾠcan,	 ﾠ
after	 ﾠall,	 ﾠbe	 ﾠlearned	 ﾠby	 ﾠthe	 ﾠchild,	 ﾠor,	 ﾠfailing	 ﾠthat,	 ﾠcan	 ﾠplausibly	 ﾠhave	 ﾠbeen	 ﾠevolved	 ﾠbiologically,	 ﾠ
by	 ﾠour	 ﾠspecies.	 ﾠ	 ﾠ
If	 ﾠone	 ﾠcannot	 ﾠfind	 ﾠa	 ﾠrival	 ﾠtheory	 ﾠthat	 ﾠdoes	 ﾠthe	 ﾠjob	 ﾠbut	 ﾠwhose	 ﾠrules	 ﾠare	 ﾠeither	 ﾠlearnable	 ﾠor	 ﾠ
evolvable	 ﾠthen	 ﾠone	 ﾠcan	 ﾠchallenge	 ﾠthe	 ﾠdata	 ﾠsupporting	 ﾠUG	 ﾠby	 ﾠshowing	 ﾠthat	 ﾠgrammaticality	 ﾠ
judgments	 ﾠare	 ﾠnot	 ﾠreliable	 ﾠor	 ﾠuniversal,	 ﾠbut	 ﾠvariable	 ﾠand	 ﾠmalleable.	 ﾠIf	 ﾠso,	 ﾠthen	 ﾠthere	 ﾠis	 ﾠno	 ﾠ
universal	 ﾠcapacity	 ﾠthat	 ﾠneeds	 ﾠto	 ﾠbe	 ﾠexplained,	 ﾠhence	 ﾠno	 ﾠUG,	 ﾠ	 ﾠnor	 ﾠany	 ﾠneed	 ﾠfor	 ﾠit.	 ﾠ	 ﾠAll	 ﾠthese	 ﾠcompeting	 ﾠstrategies	 ﾠand	 ﾠcritiques	 ﾠ(and	 ﾠmore)	 ﾠto	 ﾠshow	 ﾠChomsky	 ﾠto	 ﾠhave	 ﾠbeen	 ﾠwrong	 ﾠ
have	 ﾠbeen	 ﾠattempted,	 ﾠmany,	 ﾠmany	 ﾠtimes	 ﾠover,	 ﾠso	 ﾠfar	 ﾠwithout	 ﾠsuccess.	 ﾠIt	 ﾠis	 ﾠa	 ﾠseparate	 ﾠquestion	 ﾠ
why	 ﾠso	 ﾠmany	 ﾠpeople	 ﾠin	 ﾠso	 ﾠmany	 ﾠfields	 ﾠare	 ﾠmotivated	 ﾠto	 ﾠtry	 ﾠto	 ﾠshow	 ﾠthat	 ﾠChomsky	 ﾠis	 ﾠwrong.	 ﾠ
Perhaps	 ﾠit’s	 ﾠbecause	 ﾠeveryone	 ﾠspeaks	 ﾠlanguage,	 ﾠbut	 ﾠnot	 ﾠeveryone	 ﾠspeaks	 ﾠmathematics,	 ﾠso	 ﾠwe	 ﾠ
are	 ﾠready	 ﾠto	 ﾠchallenge	 ﾠlinguists	 ﾠbut	 ﾠnot	 ﾠmathematicans,	 ﾠeven	 ﾠif	 ﾠwe	 ﾠdo	 ﾠnot	 ﾠunderstand	 ﾠthe	 ﾠ
technical	 ﾠwork	 ﾠof	 ﾠeither	 ﾠof	 ﾠthem.	 ﾠPerhaps	 ﾠit’s	 ﾠ	 ﾠbecause	 ﾠChomskian	 ﾠlinguistics	 ﾠis	 ﾠso	 ﾠdifferent	 ﾠ
from	 ﾠthe	 ﾠrest	 ﾠof	 ﾠlinguistics,	 ﾠand	 ﾠso	 ﾠtechnical.	 ﾠOr	 ﾠbecause	 ﾠit	 ﾠis	 ﾠso	 ﾠcounterintuitive	 ﾠthat	 ﾠthere	 ﾠmay	 ﾠ
be	 ﾠconstraints	 ﾠon	 ﾠour	 ﾠlanguage	 ﾠand	 ﾠthought	 ﾠof	 ﾠwhich	 ﾠwe	 ﾠare	 ﾠnot	 ﾠaware.	 ﾠOr	 ﾠperhaps	 ﾠit’s	 ﾠjust	 ﾠ
ambitions	 ﾠof	 ﾠself-ﾭ‐aggrandizement	 ﾠthrough	 ﾠgiant-ﾭ‐killing.	 ﾠ	 ﾠ
So	 ﾠfar,	 ﾠChomsky	 ﾠhimself	 ﾠhas	 ﾠeasily	 ﾠand	 ﾠrigorously	 ﾠanswered	 ﾠall	 ﾠchallenges.	 ﾠBut	 ﾠthere	 ﾠis	 ﾠno	 ﾠ
doubt	 ﾠthat	 ﾠhe	 ﾠhas	 ﾠbeen	 ﾠand	 ﾠremains	 ﾠthe	 ﾠgiant	 ﾠin	 ﾠthe	 ﾠfield	 ﾠhe	 ﾠcreated.	 ﾠAnd	 ﾠnow	 ﾠthat	 ﾠhis	 ﾠ
remaining	 ﾠyears	 ﾠare	 ﾠincreasingly	 ﾠdevoted	 ﾠto	 ﾠthe	 ﾠother	 ﾠproject	 ﾠin	 ﾠwhich	 ﾠhe	 ﾠalso	 ﾠlooms	 ﾠlarger	 ﾠ
than	 ﾠany	 ﾠmortal	 ﾠon	 ﾠthe	 ﾠplanet	 ﾠ–	 ﾠsaving	 ﾠthe	 ﾠworld	 ﾠ–	 ﾠthere	 ﾠmay	 ﾠbe	 ﾠno	 ﾠone	 ﾠleft	 ﾠto	 ﾠstave	 ﾠoff	 ﾠthe	 ﾠ
lilliputians	 ﾠbent	 ﾠon	 ﾠlevelling	 ﾠthe	 ﾠunique	 ﾠand	 ﾠtowering	 ﾠstructure	 ﾠthat	 ﾠhe	 ﾠhas	 ﾠsculpted	 ﾠ(or	 ﾠ
unearthed).	 ﾠ	 ﾠ
	 ﾠ