Abstract. This paper addresses the automated composition of nondeterministic available services modeled as transition systems. Nondeterminism stems naturally when the results of client-service interactions cannot be foreseen, and calls for specific orchestration strategies able to deal with partial controllability. We show how to build a set of orchestrators, by resorting to a variant of the simulation relation's formal notion, by exploiting recent results on LTL formulas' synthesis and by reducing our technique to the search for a safety game winning strategy. The resulting technique is sound, complete and optimal w.r.t. computational complexity, and generates all possible solutions at once.
Introduction
Web services are modular applications that can be described, published, located, invoked and composed over a variety of networks (including the Internet): any piece of code and any application component deployed on a system can be wrapped and transformed into a network-available service, by using standard (XML-based) languages and protocols (e.g., WSDL, SOAP, etc.)-see e.g., [1] . The promise of Web services is to enable the composition of new distributed applications/solutions: when available services cannot satisfy a desired specification, they, or their parts, can be composed and orchestrated in order to realize the specification. Service composition involves two different phases [13] : the composition synthesis, where the specification of an orchestrator, which coordinates the available services to fulfill a target service specification, is synthesized, and the composition deployment, i.e., the actual implementation of the orchestrator specification in a given technology (such as BPEL) 1 . Here, we focus on the former.
Most of the research on composition synthesis, e.g., [27, 8] , has considered atomic services, essentially abstracting away from their dynamic behavior (a.k.a. possible conversations). Notable exceptions are, e.g., [17, 7, 21, 5, 14, 20, 10] where stateful services, and their dynamic behavior, are considered explicitly. A survey on composition synthesis approaches can be found in [13] .
In this paper, we follow the general approach first proposed in [5] , called, in [13] , "Roman Model", and recently further investigated in the context of agent behavior composition, in AI [9, 25, 24] . We address the automatic composition of nondeterministic, partially controllable, available services, modeled as transition systems that capture the possible conversations that services can have with clients. When the result of interactions cannot be foreseen, nondeterminism naturally stems. For instance, think of a service for buying tickets: the service cannot know in advance whether seats are available for a selected performance. In other words, service behavior is partially controllable: a property an orchestrator needs to cope with. We assume that orchestrators can observe available services' states, and hence take advantage of this in choosing how to continue a certain task. This assumption is quite natural in this context 2 , as transition systems represent available services' "public" behavior.
Our composition technique is based on the formal notion of simulation relation [18] . It follows the lines drawn in [6, 24] , in the presence of nondeterminism, which calls for a specific simulation relation's variant, that considers available services' partial controllability. The variant presented here can be proven equivalent to the one in [24] .
Our main contribution is relating the service composition problem to the literature on synthesis of reactive systems (cf., e.g., [22] ). In particular, we show that the problem can be solved by exploiting safety-games and propose an implementation based on the system TLV. This is a major step toward practical implementation of engines for orchestrator synthesis. Notably, the proposed technique not only is sound, complete, and optimal w.r.t. computational complexity, but also, in a precise formal sense (see later), produces all (infinite) possible solutions at once.
In Section 2, we introduce the formal setting; in Section 3, we develop our technique; in Section 4, we show how the technique can exploit safety games; in Section 5, we propose an implementation based on the system TLV and, finally, in Section 6 we draw some conclusions.
• O is the finite set of shared operations, i.e., the whole set of operations clients can perform, each of which may or may not affect data box' state; • D is the finite set of data box' states; 
• O is the same set of operations as in O;
• S is the finite set of service's states;
• s 0 ∈ S is the initial state;
• S f ⊆ S is the set of final states, i.e., those where the execution can be legally stopped (if desired);
• G is a set of boolean functions g : D → {true, f alse} called guards; Available services are, in general, nondeterministic, that is, they allow many transitions to take place under execution of a same operation. So, when choosing the operation to execute next, the client of the service cannot be certain of which choices will be available later on, this depending on which transition actually takes place. In other words, nondeterministic behaviors are only partially controllable.
We say that a service S over a data box DB is deterministic iff there is no DB state d ∈ D for which there exist, in S, two distinct transitions s
Notice that given a deterministic service's state and a legal operation in that state, the unique next service state is always known. That is, deterministic services are indeed fully controllable by selecting operations.
Community and Target Service. A community C ={S 1 , . . . , S n , DB} is a set containing (i) a data box DB and (ii) n nondeterministic available services over DB. In our framework, we also define the so-called target service, which is the deterministic service one aims at building by properly composing available services. A target service has the same form as any other service defined over DB, with the only requirement of being deterministic.
Trace and History
0 , ρ , a trace for S on DB is a possibly infinite sequence, alternating configurations and operations, of the form s 0 , d
−→ s j+1 in S with g(d j ) = true for some g, and d
Similarly, let C = {S 1 , . . . , S n , DB} be a community, where
. . , n) and DB as above. A community trace for C is a possibly infinite sequence of the form s
We call (community) history every finite prefix of a (community) trace ending with a configuration. Given a history h, we denote by last (h) the last configuration, and by length(h) the number of alternations between configurations and operations in h. Notice that the history of length 0 is simply the initial configuration of a trace (which is the same for every trace).
Orchestrator. The orchestrator is a component able to activate, stop and resume each of the available services, and select one to perform an executable operation. The orchestrator has full observability on available service states, that is, it can keep track (at runtime) of the current state of each available service. Let C = {S 1 , . . . , S n , DB} be a community and H be the set of its community service histories. An orchestrator for a community C is a function P : H × O → {1, . . . , n, u} that, given a history h ∈ H and an operation o ∈ O, selects an available service, i.e., returns its index, to which delegate o. Special value u is introduced for technical convenience, to make function P total. Definition 1. Let C = S 1 , . . . , S n , DB be a community and S t a target service over DB, where,
we say that the orchestrator P realizes the trace τ if and only if:
τ is a set of community service histories, inductively defined as follows:
is the set of community histories of length j + 1 having the form
j+1 and d j+1 are the operation and the data box state in history of length j + 1 obtained from τ .
• P (h, o j+1 )=k, that is, the orchestrator states that operation o j+1 in the trace τ after community history h should be executed by available service
Definition 2. An orchestrator P for C is a composition of the target service S t on data box DB iff it realizes all traces of S t on DB.
Intuitively, the orchestrator realizes a target service if for all target service traces over the data box, at every step, it returns the index of an available service that can actually perform the requested operation. Observe that since available services and data box are nondeterministic, the orchestrator must be always able to execute the next operation, no matter how the activated service and the data box happen to evolve after each step. Finally, note that the orchestrator can observe available services' and data box' states (in fact, the whole community service history so far), in order to decide which available service to select next. This makes orchestrators akin to an advanced form of conditional plans [11] .
The Composition Problem. This work addresses the following problem: given a community C = {S 1 , . . . , S n , DB} and a deterministic target service S t over DB, synthesize an orchestrator for C which is a composition of S t on data box DB.
Composition via Simulation
Following [6, 24] , we present a composition technique based on the formal notion of simulation [18, 12] . Since the devilish nondeterminism of both data box and available services prevents the possibility to use the off-the shelf notion of simulation, a more general variant is needed, called ND-simulation.
. . , S n , DB be a community and S t a target service over DB, where,
An ND-simulation is essentially a simulation between S t and the asynchronous product of the services S i in C. With respect to the usual notion of simulation relation, we need to deal with data box DB in C that acts as a parameter, and, more importantly, we need to take into account available services' nondeterminism. To this end, we require that (i) for each target service's transition an available service k can be selected to perform S t labeling operation and (ii) all possible successor states (under selected service and current operation) are still included in the ND-simulation relation.
A state s t is ND-simulated by
Observe that this is a coinductive definition. As a result, the relation is itself an ND-simulation, and is in fact the largest ND-simulation relation.
Next result shows that checking for the existence of a composition can be reduced to checking whether there exists an ND-simulation relation between the target service and the community, containing their respective initial states. 
From the computational point of view, the largest ND-simulation relation between S t and C can be computed in polynomial time wrt the size of S t and C. Since the number of states in C is exponential in the number of available services n, can be computed in exponential time. More precisely, it is polynomial wrt the size of S t , DB and each service S i , but exponential in the number of available services n. Thus, observing that the problem is EXPTIME-hard [19] , we get that this technique is optimal wrt worst-case complexity.
Once we have computed the ND-simulation, synthesizing an orchestrator becomes an easy task. As a matter of fact, there is a well-defined procedure that, given an NDsimulation, builds a finite state program that returns, at each point, the set of available behaviors capable of performing a target-conformant operation. We call such a program orchestrator generator, or simply PG. Formally: 
and only if all of the followings hold:
• there exists a transition s k
..,n} is the output function, where:
Intuitively, PG is a finite state transducer that, given an operation o (compliant with the target service), outputs, through ω, the set of all available services able to perform o next, according to the largest ND-simulation . Observe that computing PG from the relation is easy, since it involves checking for local conditions only.
If there exists a composition of S t by C, then s t0 s 10 , . . . , s n0 , d 0 and PG does include state σ 0 = s t0 , s 10 , . . . , s n0 , d 0 . In such case, all the actual orchestrators that are compositions of S t by C can be obtained by just picking up, at each step, one among the services returned by ω. Being, in fact, generated from a given structure (i.e., PG), they are called generated orchestrators. Prior to provide their formal definition, some preliminary notions are needed.
A trace for PG starting from σ 0 is a finite or infinite sequence of the form σ
A history for PG starting from state σ 0 is a prefix of a trace starting from state σ 0 . By using histories, one can introduce PG-orchestrators, which are functions PGP CHOOSE : H PG ×O → {1, . . . , n, u} where H PG is the set of PG histories starting from any state in Σ and defined as follows:
, for all h PG ∈ H PG , where CHOOSE stands for a choice function that chooses one element among those returned by ω(last (h PG ), o)).
We can now relate a PG to compositions, through the following characterizing theorem.
Theorem 2.
If PG includes the state σ 0 = s 10 , . . . , s n0 , d 0 then every orchestrator generated by PG is a composition of the target service S t by the community C. Moreover, every orchestrator that is a composition of the target service S t by the community C can be generated by PG (which, indeed, includes σ 0 ).
Notably, while each specific composition may be an infinite state program, PG, which includes them all, is always finite. We conclude the section with an interesting observation. Let us consider the generated orchestrator PGP jit , with CHOOSE resolved at run-time. PGP jit (and PG for the matter) can be computed on-the-fly by storing only the ND-simulation . Indeed, at each point, the only information we need for the next choice is ω(σ, o) where σ ∈ Σ = . Now, in order to compute ω(σ, o) we only need to know .
Simulation and Safety Games
In this Section, we show how a service composition problem instance can be encoded into a game structure and how searching for a composition is equivalent to searching for a winning strategy for the corresponding game (cf. [3, 4, 22] ). The main motivation behind this approach is the increasing availability of software systems, such as TLV [23] , Lily [15] , Anzu [16] or MOCHA [2] , which provide (i) efficient procedures for strategy computation and (ii) convenient languages for representing the problem instance in a modular, intuitive and straightforward way.
Safety-Game structures
We specialize the game structures proposed in [22] to deal with synthesis problems for invariant properties. Throughout the rest of the paper, we assume to deal with infiniterun TSs, possibly obtained by introducing fake loops, as customary in LTL verification/synthesis.
Starting from [22] , we define a safety-game structure (or 2-game structure or 2-GS, for short) as a tuple G = V, X , Y, Θ, ρ e , ρ s , 2ϕ , where:
. . , v n } is a finite set of state variables, ranging over finite domains V 1 , . . . , V n , respectively. V = V 1 , . . . , V n represents the set of all possible valuations of variables in V. We assume that V = {X , Y}, i.e., V is partitioned into sets X and Y, the former referred to as set of environment variables and the latter as set of system variables. Let X (resp. Y ) be the set of all possible valuations for variables in X (Y). Then, x ∈ X (y ∈ Y ) is called environment state (system state). A game state s ∈ V is a complete assignment of values to variables. Without loss of generality, we assume that s = x, y ∈ X × Y . -Θ is a formula representing the initial states of the game. It is a boolean combination of expressions (v k =v k ), where v k ∈ V andv k ∈ V k (k ∈ {1, . . . , n}) (partial assignments are allowed). For such formulae, given a state x, y ∈ V , we write x, y |= Θ if state s satisfies the assignments specified by Θ. -ρ e (X , Y, X ′ ) is the environment transition relation which relates a current (unprimed) game state to a possible next (primed) environment state.
is the system transition relation, which relates a game state plus a next environment state to a next system state. -2ϕ is a formula representing the invariant property to be guaranteed, where ϕ has the same form as Θ.
We assume variables in X (respectively Y) are ordered, so that valuations in X (Y ) can be conveniently represented as tuples x = x 1 , . . . , x n (y = y 1 , . . . , y m ). In unary tuples, we omit angle brackets when no ambiguity arises. A game state x ′ , y ′ is a successor of x, y iff ρ e (x, y, x ′ ) and ρ s (x, y, x ′ , y ′ ). A play of G is a maximal sequence of states η : x 0 , y 0 x 1 , y 1 · · · satisfying (i) x 0 , y 0 |= Θ, and (ii) for each j ≥ 0, x j+1 , y j+1 is a successor of x j , y j . Given a 2-GS G, in a given state x, y of a game play, the environment chooses an assignment x ′ ∈ X such that ρ e (x, y, x ′ ) holds and the system chooses assignment y ′ ∈ Y such that ρ s (x, y, x ′ , y ′ ) holds. A play is said to be winning for the system if it is infinite and satisfies the winning condition 2ϕ. Otherwise, it is winning for the environment. A strategy for the system is a partial function f : (X × Y ) + × X → Y such that for every λ : x 0 , y 0 · · · x n , y n and for every x ′ ∈ X such that ρ e (x n , y n , x ′ ), ρ s (x n , y n , x ′ , f (λ, x ′ )) holds. A play η : x 0 , y 0 x 1 , y 1 · · · is said to be compliant with a strategy f iff for all i ≥ 0,
A strategy f is winning for the system from a given state x, y iff all plays starting from x, y and compliant with f are so. When such a strategy exists, x, y is said to be a winning state for the system. A 2-GS is said to be winning for the system if all initial states are so. Otherwise, it is said to be winning for the environment. Our objective is to encode a composition problem into a 2-GS and, then, exploit tools available for the latter to compute the orchestrator generator P G (cf. Section 3). Essentially, as it will be clear soon, one can extract the maximal ND-simulation relation -and, from this, directly compute the P G-, from the maximal set of states that are winning for the system. Let us show how such winning set can be computed in general on a 2-GS. The core of the algorithm is the following operator (cf. [3, 22] ): Definition 5. Let G = V, X , Y, Θ, ρ e , ρ s , 2ϕ be a 2-GS as above. Given a set P ⊆ V of game states x, y , the set of P 's controllable predecessors is
Intuitively, π(P ) is the set of states from which the system can force the play to reach a state in P , no matter how the environment evolves. Based on this, Algorithm 1 computes the set of all system's winning states of a 2-GS G = V, X , Y, Θ, ρ e , ρ s , 2ϕ , as Theorem 3 shows.
Algorithm 1 W IN -Computes system's maximal set of winning states in a 2-GS
1: W := { x, y ∈ V | x, y |= ϕ} 2: repeat 3:
be a 2-GS as above and W be obtained as in Algorithm 1. Given a state x, y ∈ V , a system's winning strategy f starting from x, y exists iff x, y ∈ W .
In fact, one can define a system's winning strategy f ( x 0 , y 0 , . . . , x i , y i , x) = y, by picking up, for each x such that ρ e (x i , y i , x) holds, any x, y ∈ W .
From Composition to Safety Games
In order to encode the composition problem as a 2-GS, we need first to individuate which place each abstract component, e.g., target, available services, data box, occupies in the game representation. Conceptually, our goal is to refine an automaton capable of selecting, at each step, one among all the available services, in a way such that the community is always able to satisfy target service requests. So, the orchestrator, i.e., the object of the synthesis, plays as system and, consequently, the other entities, properly combined, form the environment. In addition, according to our purposes, the winning condition requires to satisfy two properties: (i) if the target service is in a final state, all community services are in a final state as well; (ii) the service selected by the orchestrator is able to perform the action currently requested by the target service.
Let C = S 1 , . . . , S n , DB be a community and S t a target service over DB, where,
• s i ranges over S i ∪ {init} (i = t, 1, . . . , n);
• d ranges over D ∪ {init};
• o ranges over O ∪ {init};
• ind ranges over {1, . . . , n} ∪ {init}; with an intuitive semantics: each complete valuation of V represents (i) the current state of community (variables s 1 , . . . , s n ,), data box (d) and target service (s t ), (ii) the operation to be performed next (o) and (iii) the available service selected to perform it (ind). Special value init has been introduced for convenience, so as to have fixed initial state; -X = {s t , s 1 , . . . , s n , d, o} is the set of environment variables; -Y = {ind} is the (singleton) set of system variables;
and there exists a transition s t0 , g, o, s 5. there exists a transition s
. . , n}; -Formula ϕ is defined depending on current state, operation and service selection as
where:
, encodes the fact that service i has been selected but, in its current state, no transition can take place which executes the requested operation;
(s i = s) encodes the fact that service i = t, 1, . . . , n is currently in one of its final states.
We can now show how the so-obtained game structure allows for computing an orchestrator generator. Recall that, in order to define the P G, one needs to build an ND-simulation (see Definition 4) . The following Theorem shows that this can be equivalently done by computing the maximal system's set of winning states for G.
Theorem 4.
Let C = S 1 , . . . , S n , DB be a community and S t a target service over DB where Based on this, the following Theorem gives us an actual procedure to build up an orchestrator generator and, hence, all possible compositions. 
The above theorems show how one can exploit tools from system synthesis for computing all compositions of a given target service. In details, starting from C = S 1 , . . . , S n , DB and S t one can build the corresponding game structure G, then compute the set W and, if it contains G's initial state, use such set to generate the P G. In fact, this last step is not really needed. Indeed, it is not hard to convince oneself that given a current state s t , s 1 , . . . , s n , d and an operation to be executed o ∈ O, a service selection ind is "good" (i.e, the selected service can actually execute the operation and the whole community can still simulate the target service) if and only if W contains a tuple s t , s 1 , . . . , s n , d, o, ind , for some ind ∈ {1, . . . , n}. Consequently, at each step, on the basis of the current state s t of the target service, the states s 1 , . . . , s n of available services, the state d of data box, and the operation o requested, one can select a tuple from W , extract the ind component, and use it for next service selection.
Finally, observe that time complexity of Algorithm 1 in polynomial in |V |, that is the size of input 2-GS' state space. Since in our encoding |V | is polynomial in |S 1 |, . . . , |S n |, |S t |, |D| and exponential in n, we get: Theorem 6. Let C = {S 1 , . . . , S n , DB} be a community and S t a target service over DB. Checking the existence of compositions by reduction to safety games can be done in polynomial time wrt |S 1 |, . . . , |S n |, |S t |, |D| and exponential time in n.
That is, the technique is actually optimal wrt worst-case time complexity, the composition problem being EXPTIME-hard [19] .
Using TLV for computing compositions
Searching for a winning strategy is a problem solvable by several implemented systems (e.g., [16, 15, 23] ). We focus on TLV [23] , the basic concepts being valid for all others.
TLV is a software for verification and synthesis of LTL specifications, based on symbolic manipulation of states, by using Binary Decision Diagrams (BDDs). It takes two inputs: (i) a synthesis procedure and (ii) an LTL specification, encoded in SMV [23] , to be manipulated by the procedure. In particular, we refer to a TLV-BASIC procedure for safety games which takes as input an LTL specification that encodes a 2-GS and derives from the system's maximal winning set, if non empty, a structure representing the PG, as shown in Theorem 5. For a detailed description of TLV, TLV-BASIC and SMV, we refer to [23] , here introducing some essentials only.
Our approach consists in deriving, from the composition problem specification, i.e., community and target service, the SMV encoding of the respective 2-GS, as shown in Section 4.2, then execute TLV against this input and obtain, if the problem is feasible, the respective PG. Figure 1 shows the basic blocks of a sample encoding for a composition problem with 3 available services. Module Main wraps up all other modules and represents the whole game. It consists of two submodules (here declared as system), sys and env, which encode, respectively, the environment and the system in the game structure. Goal formula good (i.e., the invariant property) is a combination of subformulae initial and failure of modules sys and env, directly obtained from the goal formula in the 2-GS representation. Observe that env and sys evolve synchronously, the former choosing the operation and the latter selecting the service for its execution. The transition relation in module Sys encodes an unconstrained controller, able to output, at each step, any available service index in the interval [1, n] . The synthesis' objective is to restrict such a relation so to obtain a winning strategy.
As for module Env, it contains all basic blocks the 2-GS environment consists of. Observe that its behavior depends on the value of module sys' index variable, as prescribed by Main. According to SMV semantics, modules db, target, s1, . . . , sn execute synchronously. However, each of them can be encoded so to emulate asynchrony, by looping when not selected. In particular, the encoding is such that, at each step, db, target and only one among s1, s2, . . . , sn move, according to the 2-GS description. Env behavior is as follows. At each step, the available service selected by the current value of index, executes the operation requested by target, which is stored in operation. All other services loop in their current state. At the same time, db moves according to operation, target selects next operation, according to its specification, and sys selects a new service. Note that, in general, there may exist states where the selected service cannot perform the requested operation, due to either operation precondition failure (i.e., db state) or service's current state. In such cases, expression failure of selected service becomes true and, consequently, so does env.failure. Avoiding such situations, by properly constraining sys transition relation, is exactly the synthesis procedure aim. 
MODULE

Conclusions
We presented a new technique for composition of partially controllable available services, which exploits the relationships between (i) building a simulation relation and (ii) checking invariant properties in temporal-logic-based model checkers and synthesis systems (cf., e.g., [26, 4] ). We showed that all compositions can be computed at once, as solutions to safety games and developed an implementation for the synthesis system TLV (http://www.cs.nyu.edu/acsys/tlv/ and cf., e.g., [22] ). Another option would be to exploit ATL-based verifiers, such as Mocha (http://www.cis.upenn.edu/∼mocha/), which can check game-structures for properties such as invariants, and extract winning strategies for them.
