The fractional order grey models (FGM) have appealed considerable interest of research in recent years due to its higher effectiveness and flexibility than the conventional grey models and other prediction models. However, the definitions of the fractional order accumulation (FOA) and difference (FOD) is computationally complex, which leads to difficulties for the theoretical analysis and applications. In this paper, the new definition of the FOA are proposed based on the definitions of Conformable Fractional Derivative, which is called the Conformable Fractional Accumulation (CFA), along with its inverse operation, the Conformable Fractional Difference (CFD). Then the new Conformable Fractional Grey Model (CFGM) based on CFA and CFD is introduced with detailed modelling procedures. The feasibility and simplicity and the CFGM are shown in the numerical example. And the at last the comprehensive real-world case studies of natural gas production forecasting in 11 countries are presented, and results show that the CFGM is much more effective than the existing FGM model in the 165 subcases.
Introduction
The grey models play a key role in the Grey System Theory pioneered by Deng in 1982 . The main idea of grey forecasting was initially proposed by Deng in 1983 , and the first grey model was developed in 1984 [1] . The commonly used statistical prediction models, such as the empirical models [2] , semiparametric models [3] , artificial neural networks (ANN) [4] , and other hybrid models [5, 6] , often need large amount of sample data to make convinced predictions. But the idea of grey models can often built on very simple samples. In the early report by Deng [7] , it was shown that the basic GM(1, 1) model can be built with only 4 points to make acceptable predictions. And recent theoretical and empirical studies have also shown that the grey prediction models can be quite efficient in time series forecasting with very few data [8] , and can even be more efficient than the machine learning models [9] . With high effectiveness in time series forecasting with small samples, the grey models have recently been used in a wide variety of application fields, such as manufacturing industries [10] , energy marketing [11] , energy economics [12] , policies [13] , etc.
Significant efforts of researchers have been made to improve the grey model family. In our opinion, the main goal of these researches is aiming at improving the prediction accuracy of the grey models. The first kind of researches to improve the grey models is to optimize the parameters of the model. One of the most important method is the reconstruction of the back ground values proposed by Tan [14] , which was mainly used for univariate grey models. Zeng et.al [15] have developed the method of dynamic back ground value to improve the multivariate grey model, which can be regarded as an extension of the method by Tan. On the other hand, some researchers have noticed that the parameters of most grey models are obtained using the least squares method, which limited the flexibility of the grey models. Pei et.al employed the nonlinear least squares for the parameter estimation of the nonlinear Bernoulli models, which has been presented to be more efficient than the existing models. And it has been pointed out by Ma and Liu that the inconsistency of the solution and the discrete form of the grey model is the essential reason which lead large errors to the GMC(1, n) model, and the optimized parameter transforms have been proposed. Then the GMCO(1, n) model with optimal parameters has been proved to unbiased to arbitrary linear dynamical grey systems [16] . The second kind of methods mainly focus on the modelling mechanism of the grey models. The discrete grey modelling technique (DGMT) is one of the most important new mechanisms, which was initially introduced by Xie et.al in 2009 [17] . The DGMT has been applied to build several effective grey models, such as the NDGM model [18] . And recently it has also been extended to build the multivariate grey models, such as the DGM(1, N) [19] , RDGM(1, n) [20] , TDVGM(1, N) [21] , etc. Thirdly, some other methods, such as the intelligent optimizers [22] , kernel machine learning [23] , data grouping [24] , mega-trend-diffusion [25] , have also been introduced to build the grey models.
However, almost all the main stream grey models are essentially linear models. Actually, early in 2002, Deng [26] has pointed out in his Chinese book five that nonlinearity widely existed in the real-world applications, so the linear grey models are not sufficient for more general cases, such as the processes of the underground fluid flow [27, 28] , the management of the unconventional petroleum reservoirs [29] , heating effect of the buildings in plateaus [30] , etc. In Deng's main idea, it was implied that the nonlinear grey models should be developed on nonlinear differential equations [26] , thus he firstly introduced the Bernoulli equation, but leaving no discussions on the computational details. Chen et.al have initially presented the detailed computational steps of the nonlinear grey Bernoulli model [31] , and soon some improved works have been illustrated by other researchers [32, 33, 34] . Wang et.al generalized such idea and developed several multivariate grey models by using the power terms [35, 36] .
In addition to the above method, the fractional order accumulation (FOA) is also one of the most important innovations for the grey models. The FOA was firstly introduced by Wu et.al in 2013 to build a fractional grey model (FGM) [37] . Being different to the use of nonlinear structures, the FOA was used as an nonlinear data preprocessing method to describe the nonlinear series for the grey models. With high performance of improving the grey models and innovative methodology, the FOA and FGM soon appealed considerable interest of research in nearly 5 years, and have been widely used in the realworld applications, such as the weapon system costs [38] , gas emission [39] , etc. According to Wu's results, the FOA can perform as an error reducer to the grey models [40] , and the FGM is also effective in time series forecasting with small samples. It was noticed that the basic structure of the FGM models would not be changed when introducing the FOA, thus it can also be used for building other commonly used grey models. For instance, Wu et.al have rebuilt the nonhomogenous discrete grey model using the FOA [41] . The FOA has also been proved to be efficient to revise the relational analysis, thus the fractional order grey relational analysis has also been proosed [42] . With the enlightening of the FOA, some researchers started to broaden the usage of the fractional calculus. One of the typical works is the grey model with fractional derivatives by Yang and Xue [43] , which introduced the fractional order calculus to the continuous grey models framework, and it has also been applied to develop a novel interval model [44] . Essentially, the FOA can be regarded as a preprocessing method for the grey models, and it is also a general form of the well-known 1-AGO in the traditional Grey System Theory. With the success of the FOA, some researchers also mentioned that the variation of the preprocessing methods can be effective to improve the grey models, thus some new operators have also been proposed in recent years, such as the weakening buffer operator (WBO) [45, 46] , opposite-direction accumulation (ODA) [45] and also the inverse fractional order accumulation (IFOA) [47] . Above all, the introduction of the FOA has made significant contributions to the development of Grey System Theory, thus it has also been listed as one of the most achievements in the new millennium [48] .
However, the definition introduced by Wu is just one case of the fractional order calculus and differencing. In the point of view of computational complexity, the commonly used definitions of the fractional accumulation and its corresponding fractional differencing in the existing grey models are not easy to implement, and it leads to high difficulties to the deeper theoretical analysis. As mentioned above, the fractional order calculus has also been introduced to the grey models by Yang and Xue [43] , but the analytic solution of such fractional models contains infinite series, this is obviously not easy to use and analyze. Moreover, such difficulties would also hinder the development of the fractional order grey models and even the Grey System Theory.
In our investigations, a new definition of the fractional order derivative has been proposed by Khalil et.al in 2014 [49] , which is called the Conformable Fractional Derivative. The definition of the CFD is much simpler than the "old" definitions of the fractional order derivatives (FOD), such as the RiemannCLiouville definition and Caputo definition. It was proved by Khalil et.al the CFD has very good properties, and often can solve many problems which are difficult or impossible when using the "old" definitions. With such significant improvements, the CFD has soon appealed significant interest by the researchers in recent 4 years, and many valuable new findings have been presented. Hammad and Khalil [50] proposed the Fractional Fourier Series (FFS) based on the CFD, and it was shown that the FFS is quite efficient to solve the partial differential equations. With the new formulation of CFD, many important differential equations have been redefined [51, 52, 53] , and it is also important to see that the comprehensive analysis can be easily carried out with the CFD in these works.
According to the reviews above, we are motivated to put forward the idea of use of the CFD by Khalil et.al to fix the issues of computational complexity for the existing fractional grey models. Thus, we firstly introduce the new definitions of the fractional order difference and accumulation based on the CFD by Khalil, and name them as the Conformable Fractional Difference and Accumulation, and then use them to build the novel Conformable Fractional Grey Model (CFGM). Comprehensive numerical example and real-world case studies would also presented in order to compare the properties of the CFGM and the existing FGM.
The rest of this paper is organized as follows: the Section 2 gives a brief overview of the definition of the Conformable Fractional Derivative by Khalil et.al, and presents the definitions of the Conformable Fractional Difference and Accumulation; Section 3 presented the modelling procedures of the new CFGM in a very brief way; a numerical example with detailed steps of the CFGM is presented in Section 4; the cases studies of predicting the natural gas production in the 11 countries are shown in Section 5, along with comprehensive discussions on the properties of CFGM comparing to the FGM, and the conclusions and perspectives are shown in Section 6.
The conformable fractional accumulation
In this section, we firstly give a brief overview of the conformable fractional derivative and some important properties. Then the conformable fractional difference can be define in a very natural way, and the conformable fractional accumulation is just the inverse operator of it.
Definition of the conformable fractional derivative
The conformable fractional derivative defined by Khalil, et al can be represented as follows: [49] ) Given a differentiable function f : [0, ∞) → R. Then the conformable fractional derivative of f with α order is defined as
Within the definition given above, we can easily obtain the following property of the the conformable derivative as Theorem 1. (see [49] ) If the function f is differentiable, then we have
for all t > 0, α ∈ (0, 1].
The Theorem 1 is very important as it describes the relationship between the conformable fractional derivative and the common derivative. And in the next subsection it will be shown in the next subsection that this property would be quite useful for us to define the conformable fractional difference and accumulation.
Without loss of generality, we can also define the higher order derivative and the similar relationship to the commonly defined derivatives. Firstly we notice that the Definition 1 is actually in the following form
where [·] is the ceil function, i.e. the [α] is the smallest integer not smaller than α. Thus we can still use the similar formulation to define the higher order conformable derivative.
Remark 1. (see [49]) The α order (αin(n, n + 1]) conformable derivative is defined as follows
Then when α = n + 1, there is [α] − α = 0, thus we have
Definition of the conformable fractional accumulation and difference
It is well known that the first order difference can be easily defined by using the approximation of the first order derivative as ∆f (k) ≈
Considering the Theorem 1 it is very natural to give the definition of the conformable fractional difference as follows:
Definition 2. The conformable fractional difference (CFD) of f with α order is defined as
Within this definition, we are going to define the conformable fractional accumulation. At first, let's recall the definition of the first order accumulation as
It is known that the first order accumulation is the inverse operator of the first order difference, because
Without loss of generality, we denote the conformable fractional accumulation as ∇ α , and it should also satisfy the following relationship:
Considering the Definition 2 of CFD, we can rewrite the Eq. (10) as
Dividing Eq. (11) by k 1−α , we have
Taking the first order accumulation of Eq. (12), we can obtain the definition of conformable fractional accumulation as
Definition 3. The conformable fractional accumulation (CFA) of f with α order is defined as
Comparing to the higher order conformable derivative defined in Remark 1, we can easily define the higher order CFD.
for all n ∈ N.
Obviously, when α = 1 it yields the n+1 order difference ∆ n+1 . And the Definition 4 is a uniform definition of the CFD as it holds for all nonnegative α including α = 0.
Notice that the higher order CFA is still the inverse operator of the higher order CFD, i.e.
Recalling the Definition 4, we have
Similarly, we can also obtain the definition of the α order CFA by dividing (15) by k [α]−α and using the relationship
When α = n + 1 the CFA yields the (n + 1) order accumulation ∇ n+1 . And also the Definition 5 is a uniform definition for the CFA as it holds for all nonnegative α including α = 0.
Comparison to the existing fractional order accumulation and difference
The fractional order accumulation (FOA) introduced by Wu [37] , which is often used in the existing fractional grey models is usually defined as
And its inverse operation, the fractional order difference (FOD), is defined as
The coefficients in Eqs. (17) and (18) can be uniformly defined as
The fractional order α can be arbitrary fractional numbers (actually it can be any real numbers with such formulations).
It can be clear to see that the definitions of the FOA and FOD above are more complex. And it would be shown in the numerical example that the implementations of the CFA and CFD are quite simple.
The Conformable Fractional Grey Model
Within the definitions of the CFA and CFD we can rebuild the classical grey system model GM(1, 1), and these procedures are presented in this section.
Formulation of the conformable fractional grey model
With the original series
, we firstly denote the α order CFA as
where
Then the Conformable Fractional Grey Model is represented as
In the rest of this paper, we abbreviate it as CFGM for convenience. And the differential equation (22) is called its whitening equation. When α = 1, it yields the conventional GM(1, 1) in Liu's book [54] . And if the fractional order accumulated series (20) is computed by the existing FOA in (17), the CFGM model can be translated to the existing FGM model by Wu [37] .
The discrete form of the whitening equation can be obtained using the trapezoid formula as
Similar procedures can be found in recent researches.
Parameters estimation
Within the discrete form (23) we can easily obtain the parameter estimation of the CFGM model using the least squares method with given samples and α as
Response function and restored values
Notice that the initial point
, the response function can be obtained by solving the whitening equation (22) as
Thus the predicted values of the CFA series can be computed using the estimated parameters and the discrete form of the response function aŝ
Then restored values can be obtained using the CFD aŝ
Computation steps
The computation steps of CFGM model with given sample and α can be summarized as follows:
Step 1: Compute the α order CFA series x (α) (1), x (α) (2), ..., x (α) (n) of the given sample
Step 2: Compute the parametersâ andb using Eq.(24);
Step 3: Compute the predicted values of CFA seriesx (α) (k) and the restored values using the response function (27) and the CFD (28) by k from 1 to n + p, respectively. Where n is the number of samples and p is the number of prediction steps.
Brute force method for selecting the optimal α
It should be noticed that the above procedures are given with the assumption that the value α is given. Thus we can build a very simple optimization problem for the optimal α as
This formulation is often used in the nonlinear grey models with tunable parameters. And its objective is to find out the optimal parameter α which minimizes the mean absolute percentage error (MAPE) of the model. The optimization problem is essentially a nonlinear programming with nonlinear objective function and nonlinear constraints. There are a lot of nonlinear optimizers used for the grey system models in recent publicaions. However, in this paper we do not use the cutting-edge optimizer, and on the other hand we only use the Brute Force (BF) method. The BF method is a basic method for solving the optimization problems, it can solve almost all the problems but with quite low efficiency (with large number of iterations and low accuracy). Thus if the BF is available to select an appropriate α for the CFGM model, it is sufficient to prove its simplicity and applicability.
In this paper we enumerate all the values in the interval [0, 2] with step 0.01, then use the computational steps presented in subsection 3.4 and select the α corresponds to the minimum MAPE as the optimal value.
Numerical example
In this section we present a numerical example to show the computational steps of the CFGM model with the raw data X the following contexts, we use the first 5 points to build the CFGM model, leaving last 5 points for testing. The decimals listed in this section are often truncated in order to make them easy to display. And all the numbers are set to be "Real number" in Matlab R2015a in all computational steps in this paper. Computation of the CFA of the original series is the first step to build the CFGM model. For convenience, we firstly set α = 1.1 to illustrate the computational steps of CFA, and the detailed steps are listed in Table 1 .
Computing the CFA of the original series
In the first row of Table 1 we present the formulations in the computational steps, and the corresponding values are listed in the following rows.
We firstly list the values of x (0) (k) in the second column, and the values of k [α]−α in the third column, respectively.
Recalling the uniform Definition 5 of the higher order CFA, we need firstly to compute the values of
−α , which are listed in the fourth column in Table 1 . Noticing that α = 1.1 ∈ (1, 2], then [α] − α = 0.1, the computational formulation for the CFA should be
This implies that we need to computing the second order accumulation of
Noticing that the first order accumulation of
, then we can write Using the similar computational steps, we can easily obtain the values of CFA with
. The subfigures in Fig. 1 presents the plots of CFA with α = 0.1, 0.2, ..., 1 and α = 1.1, 1.2, ..., 2.
It can be seen that the CFA series approaches to the 1-AGO series when α approaches to 1, and it approaches to 2-AGO series when α approaches to 2. It can also be seen that for each point the CFA value x (α) (k) becomes larger with larger α, and the growing speed also increases with larger α. 
Modelling the CFGM
In this step we choose the order as α = 0.59, thus the CFA series can be obtained using the similar steps presented in 
Then we obtain the parameters using the least squares solution (24) as
By substituting the parametersâ,b into the response function (27) we havê
Then the restored can be obtained using (32) by k from 1 to 10 aŝ 
The predicted values ofX (0.59) andX (0) are plotted in Fig.2 . 
Selecting the optimal α
The Brute Force strategy used in this paper is quite simple, which is actually repeating the computational steps in the above subsections, the fitting MAPEs with α in the interval [0, 2] with step 0.01 are plotted in Fig. 3 . It can be seen that the values of MAPE often jump when the α is near an integer, thus the subfiures in Fig. 3 are also presented in order to provide a clearer picture. And in this example, the optimal α is obtained at α = 0.59, which is the value we used in the above subsection. And it is shown that the optimal α is quite easy to obtain, which indicates that Brute Force strategy is available.
Applications and analysis
In this section, we carry out the case study of predicting the annual natural gas production of 11 countries to show the performance in real world applications comparing to the existing fractional grey model FGM [37] . 
Background and data collection
Clean energy is one of most important resources, which will be vital to the global economics and natural environment in the future. Natural gas (NG) is one kind of clean energy with low price and high efficiency. And now many countries are using NG as one of the most important fuels. However, most recent researches only focus on the future trend of the largest gas producers such as the USA, China, Russia, etc [55] . In this paper, we selected 11 countries as mid-sized gas producers. The annual production data are collected from 2008 to 2016, which are available from the BP Statistical Review of World Energy 1 . 
Data for modelling Data for testing Data not used

Initial point
Overall performance in comparison to the existing fractional grey model
In order to provide a comprehensive comparison of CFGM to the existing FGM model, we use the time series cross validation (TSCV) in this section, which has been quite efficient to evaluate the overall performance and robustness of the times series models in [56] .
The main idea of TSCV is illustrated in Fig. 4 . For each case listed in Table 2 the prediction models would be built on different subcases shown in 4 with different initial points and different numbers of sample data. The Brute Force method is also used to select the optimal α for the CFGM and FGM in this subsection. The α for CFGM is searched in the [0, 2] by step 0.01, and that for FGM is searched in a wider range [−2, 2] by step 0.01.
According to the TSCV shown in Fig. 4 , the CFGM and FGM model would be built on 15 subcases in each case 2 , and this means we need to build these models for 15 × 11 = 165 times in total. The modelling accuracy criteria we used in this paper are the mean squares error (MSE), mean absolute error (MAE) and mean absolute percentage error (MAPE) with standard deviation (STD) for all subcases.
Firstly we define the error for each point as
where i represents the number of each subcase (also the number of original series used for initial point), and j represents the number of points in each subcase. The x 
i (j) represents the corresponding restored value. Thus the MSE, MAE and MAPE with the corresponding STD are defined in Table 3 . The overall evaluation criteria for fitting accuracy are listed in Table 4 . The MSE, MAE and MAPE of CFGM are smaller than FGM model in 8, 7 and 7 cases, respectively, which indicates that the overall fitting accuracy of CFGM model is better than FGM. Meanwhile, it can be seen that most STDs of CFGM model are also smaller than FGM model, which indicates that the stability of CFGM model is also better than FGM model. On the other hand, it should also be noticed that the fitting accuracy of CFGM is quite close to the FGM model although it has better accuracy. The overall evaluation criteria for prediction accuracy are listed in Table 5 . The MSE, MAE and MAPE of CFGM are smaller than FGM model in almost all cases, only except the MAE in case 1, in which the CFGM performances quite close to FGM. Thus it is very clear that the CFGM model is quite competitive to the FGM model in prediction accuracy. Meanwhile, also almost all STDs of CFGM are smaller than FGM, except the STD of AE in case 1 and STD of APE in case 1. Thus it is also shown that the stability of CFGM model is better than FGM. On the other hand, it can be seen that the upper bounds of the criteria of CFGM are quite smaller than that of FGM. e.g. the maximum MAPE of CFGM is 32.2738%, and that of FGM is as large as 59.8024%. Thus, it is sufficient to show that the CFGM model is more effective in prediction than CFGM with more acceptable robustness.
And it should also be noticed that the α for FGM model is searched in a wider range than CFGM model, thus it is implied that it would be easier for the CFGM to select the optimal α than FGM in the applications.
About the parameter α
The α is one partial deterministic term to the CFGM model, and in the numerical example 4.3 it has been shown that the value of α would effect the modelling accuracy of the CFGM model. In this subsection we will analyze the ranges which contains the optimal α for most cases.
The proportion of optimal α for CFGM and FGM are shown in the subfigures in Fig.5 . It is shown that 84% optimal α are obtained in (0, 1) for CFGM, and 15% optimal α are obtained at 0. In total, we can see that there are 99% values are obtained in [0, 1). And only a few optimal α are obtained in (1, 2] , with just 1.22%.
As for the FGM model, most optimal α are obtained in (0, 1), which take 72% in all the cases. But there still exist 25% points obtained in (1, 2) . According to the results shown above, it is clear to see that the FGM model needs a wider range to select the optimal α than CFGM. And it is shown that we almost only need to search the optimal α in the range of [0, 1) for the FGM model in the applications. This finding indicates that it is eaisier to optimize the α for CFGM. Moever, it is also very usefull for us to design more precise algorithm or try to use other optimizers, as the available searching range has been shown in this finding.
Some typical cases and analysis
For better explanation, we choose some typical cases to compare the features of CFGM model to the FGM model. The three cases chosen in this subsection are cases 7-9, where the maximum errors of CFGM and FGM appear in case 8 and 7, respectively, and they perform closely in case 9, as shown in Table 5 .
The non-smooth series with one inflexion point
The CFGM model has the maximum errors in case 8, with MAPE as 32.2738%. We firstly plotted the raw data of case 8, the NG production of Turkmenistan, in subfigure (a) in Fig. 6 . It can be shown that the series started to change its direction at the second point. Intuitively, we call such point as the inflexion point in the rest of this paper. And in this case, the second point is its main inflexion point.
With such an inflexion point, we can see that the CFGM and FGM model all perform poorly in subfigure (b) in Fig. 6 , with quite large MAPE, which implies that it is such large errors which lead to the poor overall performance in this case. In subfigure (c), one non-inflexion point added for modelling, and then it can be seen that the accuracy of these models is improved significantly. It is very interesting to see that when two non-inflexion points added for modelling, the performance of CFGM becomes much better immediately. However, the performance of FGM model is still not well at all.
With this case, we can see that the inflexion point is very important to the CFGM model, which would make it inefficient in the applications. However, the inference of the inflexion point can be weakened when more non-inflexion points added.
Moreover, it can be seen that the CFGM model is more sensitive to the newly added non-inflexion point than the FGM model, which makes it more effective in this case. 
The non-smooth series with two inflexion points
In case 9, the CFGM has similar performance to the FGM, although it has better accuracy than FGM. The original series of case 9 has two inflexion points as shown in subfigure (a) in Fig. 7 . Thus we can see that if we use only four points to build the models, they only reflect the overall trend of the direction from the second to fourth points, as shown in subfigure (b) in Fig. 7 . However, it is clear to see that the CFGM correctly catches the overall trend when only one non-inflexion point added for modelling, while the change of FGM is not significant, as shown in subfigure (c). This case clearly indicates that the CFGM is much more sensitive to the new information than FGM model.
Inflexion points (a)
Modelling with 2 inflexion points 15.93%
10.28% (b)
A non-inflexion point added for modelling 7.67%
1.16%
(c) 
The non-smooth series with four inflexion points
The case 7 is the most special case as it has four inflexion points out of the total 9 points, as shown in subfigure (a) in Fig. 8 . In another point of view, it can be seen that the direction is changed with every three or less points, thus it approaches to the oscillatory series. With only one inflexion point for modelling, the CFGM and FGM all have poor performance, and the FGM overestimate the trend of the original series, as shown in subfigure (b) in Fig. 8 . Their performances become better when a new inflexion point added, because the last four points for modelling roughly reflect the overall trend of the last series, shown in subfigure (c).
However, the situations shown in subfigures (d) and (e) indicate that the performance of CFGM become worse with newly added points, whatever the inflexion or non-inflexion point. And we can see in these subfigures that the effects of the newly added points to the CFGM is quite significant. But for the FGM model, it always follows the overall increasing trend of the original series, even when the last point added shown in the subfigure (f).
This case presents quite a clear picture of the sensitivities of the CFGM and FGM, which indicates the CFGM is much more sensitive to the new information than FGM model. However, it also indicates that such sensitivity may also lead to worse performance to the CFGM model. 
Conclusions
In this paper we proposed a novel definition of conformable fractional difference and accumulation, and then built the novel conformable fractional grey model (CFGM). The computational formulations of CFA and CFD are quite simpler than the conventional FOA and FOD used in the existing fractional grey models, which also lead to the simplicity of the CFGM model, as shown in the numerical example. The real world applications in predicting the natural gas consumptions in 11 countries are carried out, and the CFGM model has been compared to the existing FGM model. Priority of the CFGM over the FGM model can be clearly summarized from the results. Firstly, the CFGM model performs quite better than FGM in most cases, especially the prediction accuracy of CFGM model is higher than FGM model in all cases (except only one indicator for one case). Secondly, the fractional parameter α needs narrower range (often in [0, 1)) to tune, which implies that the CFGM would be easier to tune than FGM in the applications, and it has been shown in this paper that even the simple and rough Brute Force method can be efficient in the numerical example and the case studies. Thirdly, the CFGM is more sensitive to the new information, which is quite useful to avoid the interference of the inflexion points. However, the sensitivity of CFGM model may also be its disadvantage in the applications, especially when the original series is not stable. In summary, it can be seen that the new definition of CFA and CFD is eligible to build the new grey model, and it can be more efficient than the conventional fractional grey models. With its simplicity and effectiveness, the new definition of the CFA and CFD can be expected to rebuild the family of the existing fractional order grey models, and this would made considerable contributions to the development of the Grey System Theory. On the other hand, this paper is also the initial work on the conformable fractional differencing theory, which also provides a new direction of the difference equations.
