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VECTOR-VALUED STOCHASTIC DELAY EQUATIONS - A WEAK SOLUTION
AND ITS MARKOVIAN REPRESENTATION
MARIUSZ GO´RAJSKI
Abstract. A class of stochastic delay equations in Banach space E driven by cylindrical Wiener
process is studied. We investigate two concepts of solutions: weak and generalised strong, and
give conditions under which they are equivalent. We present an evolution equation approach in a
Banach space Ep := E × Lp(−1, 0;E) proving that the solutions can be reformulated as Ep-valued
Markov processes. Based on the Markovian representation we prove the existence and continuity
of the solutions. The results are applied to stochastic delay partial differential equations with an
application to neutral networks and population dynamics.
AMS 2000 subject classification: 34K50, 60H15, 60H30, 47D06
1. Introduction
Let H be a separable Hilbert space. For a Banach space E and p ≥ 1 define Ep := E×Lp(−1, 0;E).
Let WH be an H-cylindrical Wiener process on a given probability space (Ω, (Ft)t≥0,F ,P). We shall
consider stochastic delay equation in a Banach space E of the form:

dX(t) = (BX(t) + ΦXt + φ(X(t), Xt)) dt+ ψ(X(t), Xt)dWH(t), t > 0;
X(0) = x0;
X0 = f0,
(SDE)
for initial conditions [x0, f0] ∈ L0((Ω,F0); Ep), where (Xt)t≥0 is a segment process formed from
(X(t))t≥0 in the following way:
Xt(s) := X(t+ s), s ∈ [−1, 0].
Let us consider (SDE) with the following hypotheses:
(H1) B : D(A) ⊂ E → E is a linear operator and generates a C0-semigroup (S(t))t≥0 on E,
(H2) Φ is given by Riemann-Stieltjes integral
Φf =
∫ 0
−1
dηf dla f ∈ C([−1; 0];E),
where η : [−1, 0]→ L(E) is of bounded variation,
(H3) φ : D(φ) ⊂ Ep → E is densely defined mapping and there exists a ∈ Lploc(0,∞) such that for
all t > 0 and X ,Y ∈ D(φ),
‖S(t)φ(X )‖E ≤ a(t)(1 + ‖X‖Ep),
‖S(t)(φ(X ) − φ(Y)‖E ≤ a(t)‖X − Y‖Ep ,
Key words and phrases. Stochastic partial differential equations with finite delay, Stochastic evolution equation, UMD
Banach spaces, Type 2 Banach spaces.
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(H4) ψ : D(ψ) ⊂ Ep → L(H,E) is densely defined mapping such that for all t > 0 and X ,Y ∈ D(ψ),
S(t)ψ(X ) belongs to γ(H,E) and there exists b ∈ Lp∨2loc (0,∞) such that
‖S(t)ψ(X )‖γ(H,E) ≤ b(t)(1 + ‖X‖Ep),
‖S(t)(ψ(X ) − ψ(Y)‖γ(H,E) ≤ b(t)‖X − Y‖Ep ,
where γ(H,E) is the space of γ-radonifying operators from H to E (see Section 2 in [9] or [27]).
We use the evolution equation approach to the delay equation as given in the monograph of Batkai
and Piazzera [3]. Thus, one can define a closed operator A on Ep by
D(A) = {[x, f ]′ ∈ D(B)×W 1,p(−1, 0;E) : f(0) = x};
A =
[
B Φ
0 d
dθ
]
.(1)
Under assumptions (H1)-(H2) A generates a C0-semigroup (T (t))t≥0 on Ep (see [3], Theorem 3.29).
Hence we can consider the following stochastic Cauchy problem corresponding to (SDE):{
dY (t) = AY (t)dt+ F (Y (t))dt+G(Y (t))dWH (t), t ≥ 0;
Y (0) = [x0, f0]
′,
(SDCP)
where
F (Y (t)) := [φ(Y (t)), 0]′, G(Y (t)) := [ψ(Y (t)), 0]′.(2)
Recall the classical result [7], where equivalence of solutions to the stochastic delay equation and
the corresponding abstract Cauchy problem has been shown by Chojnowska-Michalik for p = 2 and
E finite-dimensional. For a general class of spaces including the Ep spaces the variation of constants
formula for finite-dimensional delay equations with additive noise and a bounded delay operator is
discussed in Riedle [23]. For more references see [9]. We complement and extend result from [9]
concerning existence and uniqueness of solution to (SDE) by adding non-linear part and introducing
weak concept of solution to (SDE). The line of thought we take is to prove existence and continuity
of a weak solution to the stochastic Cauchy problem (SDCP) and then using the equivalence between
weak solutions to (SDCP) and (SDE) we obtain corresponding results for the stochastic delay equation
(SDE).
A large class of stochastic partial differential equations (stochastic PDEs) with delay can be rewritten
as stochastic ordinary equations with delay (SDE) in infinite dimensional space E. Moreover, PDEs
with delay are used in modelling phenomena inter alia in bioscience (see [2], [5] and [18]) or in neural
networks (see [20]). For some stochastic PDEs with delay e.g. stochastic delay reaction-diffusion
equations with non-linearities given by the Niemycki operator (see Section 3.3 Examples) a generalized
strong solution may not exist, whereas one can prove the existence and uniqueness of weak solution.
In the Da Prato and Zabczyk monograph [10] an extensive treatment of the stochastic Cauchy
problem in Hilbert spaces is given. In the Banach space framework stochastic Cauchy problem has
been considered by Brzez´niak [6] and Van Neerven, Veraar and Weis [28]. They both consider the case
that A generates an analytic semigroup.
Following the semigroup approach let us consider the following variation of constants formula:
Y (t) = T (t)Y (0) +
∫ t
0
T (t− s)F (Y (s))ds +
∫ t
0
T (t− s)G(Y (s))dWH(s),(3)
where the precise definition of the stochastic integral above and the relevant theory on vector-valued
stochastic integrals can be found in [28]. A process satisfying (3) is usually referred to as a mild
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solution. The existence of a mild solution to (SDCP) is proved by the Banach fixed-point theorem in
Section 3 (Theorem 3.7).
In Theorems 3.2 and 3.6 we show that a mild solution of (SDCP) is equivalent to a weak solution
of (SDCP) and under some additional assumption they are equivalent to generalized strong solution
of (SDCP). Finally, using these theorems in Theorem 3.9 we state that weak solutions to (SDCP) and
(SDE) are equivalent. Combining all these results we obtain existence and continuity of weak solution
of (SDE) (see Corollaries 3.12 and 3.13).
The correspondence between strong, weak and mild concept of solution to stochastic linear delay
equations in Hilbert space has been considered by Liu using the properties of the Green operator in
[19].
The equivalence of solutions to (SDE) and to (SDCP) is useful because the latter is a Markov process
and can be studied in the framework of the stochastic abstract Cauchy problem; and one can answer
questions concerning e.g. invariant measures of the solutions to (SDE) (see [8] and [4] and reference
therein), Feller property (see [22]) and regularity of solutions (see Corollary 3.13 and [28]).
2. The Stochastic Cauchy Problem
In the introduction we have mentioned that the stochastic delay equation (SDE) can be rewritten
as a stochastic Cauchy problem. In this section we recall the result concerning different concept of
solution to (SCP) form [16]. Let E be a Banach space and H be a separable Hilbert space, and let
A : D(A) ⊂ E → E be the generator of a C0-semigroup (T (t))t≥0 on E. The sun dual semigroup
(T⊙(t))t≥0 defined as subspace semigroup by T
⊙(t) = T ∗(t)|E⊙ defined on E
⊙ = D(A∗) is strongly
continuous (see Section 2.6 in [14] and Chapter 1 in [24]). A generator (A⊙, D(A⊙)) of the sun dual
semigroup is given by A⊙ = A∗|E⊙ and D(A
⊙) = {x∗ ∈ D(A∗) : A∗x∗ ∈ E⊙}.
Let WH be an H-cylindrical Brownian motion and following the monograph of Peszat and Zabczyk
(see Section 9.2 and Remark 9.3 in [21]) let F : D(F ) ⊂ E → E and G : D(G) ⊂ E → L(H,E) satisfy
the following conditions:
(HA) D(F ) is dense in E and there exists a ∈ L1loc(0,∞) such that for all t > 0 and x, y ∈ D(F )
we have
‖T (t)F (x)‖E ≤ a(t)(1 + ‖x‖E),
‖T (t) (F (x)− F (y)) ‖E ≤ a(t)‖x− y‖E ,
(HB) D(G) is dense in E and there exists b ∈ L2loc(0,∞) such that for all t > 0 and x, y ∈ D(G)
we have
‖T (t)G(x)‖γ(H,E) ≤ b(t)(1 + ‖x‖E),
‖T (t) (G(x)−G(y)) ‖γ(H,E) ≤ b(t)‖x− y‖E .
Let us consider the following stochastic Cauchy problem in E:{
dY (t) = AY (t)dt + F (Y (t))dt +G(Y (t))dWH (t), t ≥ 0;
Y (0) = Y0.
(SCP)
Definition 2.1. An H-strongly measurable adapted process Y is called a weak solution to (SCP) if
Y is a.s. (almost surely) locally Bochner integrable and for all t > 0 and all x∗ ∈ D(A⊙):
(i) 〈F (Y ), x∗〉 is integrable on [0, t] a.s.;
(ii) G∗(Y )x∗ is stochastically integrable on [0, t];
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(iii) for almost all ω
〈Y (t)− Y0, x∗〉 =
∫ t
0
〈Y (s), A⊙x∗〉ds+
∫ t
0
〈F (Y (s)), x∗〉ds+
∫ t
0
G∗(Y (s))x∗dWH(s).
In the next theorem we need stochastic integral for L(H,E)-valued process (for a definition and
the following characterisation see [27]). Recall that umd property stands for Unconditional Martigale
Difference property and it says that all Lp(Ω;E)-convergence,E-valued sequence of martingle difference
are unconditionally convergent (see [15] and [27]). It turns out that for a Banach space with umd
property we may characterise stochastic integrability in terms of γ-radonifying norm. More precisely
a H-strongly measurable adapted process Ψ : [0, t] × Ω → L(H,E) is stochastically integrable with
respect to cylindrical Wiener process WH if and only if Ψ represents γ(L
2(0, t;H);E)-valued random
variable RΨ given by
〈RΨf, x∗〉 =
∫ t
0
〈Ψ(s)f(s), x∗〉 ds a.s,(4)
for every f ∈ L2(0, t;H) and for all x∗ ∈ E∗. In this situation one has also the following Burkho¨lder-
Gundy-Davies type inequalities :
E sup
s∈[0,t]
‖
∫ s
0
Ψ(u)dWH‖pE hp E ‖Rψ‖pγ(L2(0,t;H),E)(5)
for all p > 01. To simplify terminology we say that process Ψ is in γ(L2(0, t;H);E) a.s. iff Ψ represents
a random variable RΦ given by (4).
In [15] Garling has characterised umd property in terms of two properties: umd− and umd+.
Definition 2.2. A Banach space E has umd− property, if for all 1 < p <∞ there exists β−p > 0 such
that for all E-valued sequence of Lp-martingle difference (dn)
N
n=1 and for all Rademacher sequence
(rn)
N
n=1 independent from (dn)
N
n=1 we have the following inequality:
E
∥∥∥∥∥
N∑
n=1
dn
∥∥∥∥∥
p
E
≤ β−p E
∥∥∥∥∥
N∑
n=1
rndn
∥∥∥∥∥
p
E
.(umd−)
A Banach space E has umd+ property, if the reverse inequality to (umd−) holds. Recall that class
of umd Banach spaces is in class of reflexive spaces and includes Hilbert spaces and Lp spaces for
p ∈ (1,∞). Moreover, class of umd− Banach spaces includes also non-reflexive L1 spaces.
To integrate processes with values in L1 one needs a weakened notion of stochastic integral. In a
Banach space E with umd− property the following condition: Ψ is in γ(L2(0, t;H), E) a.s. is sufficient
for stochastic integrability of Ψ (cf. [27] and [28]).
Theorem 2.3 ([16]). Assume that E has umd− property and conditions (HA) and (HB) are satisfied.
Let Y be an E-valued H-strongly measurable adapted process with almost all locally Bochner square
integrable trajectories. If for all t > 0 the process:
u 7→ T (t− u)G(Y (u))(6)
1For reals A,B we use the notation A .p B to express the fact that there exists a constant C > 0, depending on p, such
that A ≤ CB. We write A hp B if A .p B .p A.
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is in γ(L2(0, t;H), E) a.s. Then Y is a weak solution to (SCP) if and only if Y is a mild solution to
(SCP) i.e. Y satisfies, for all t ≥ 0,
Y (t) = T (t)Y0 +
∫ t
0
T (t− s)F (Y (s))ds+
∫ t
0
T (t− s)G(Y (s))dWH (s) a.s.(7)
Remark 2.4. Fix x∗ ∈ D(A∗). Let Y be a E-valued, strongly measurable adapted process with almost
all locally Bochner square integrable trajectories. Then we have the following:
(i) condition (HA) implies that E ∋ x 7→ 〈F (x), x∗〉 ∈ R is a Lipschitz function by Lemma 2.3 in
[16].
(ii) if (HB) holds then Lemma 2.3 in [16] implies that the function E ∋ x 7→ G∗(x)x∗ ∈ H is
Lipschitz-continuous. Hence the process G∗(Y )x∗ is strongly measurable adapted with almost
all locally square integrable trajectories. In particular, G∗(Y )x∗ is stochastically integrable on
[0, t] for all t > 0.
(iii) by (HA) and (HB) the functions E ∋ x 7→ T (s)F (x) ∈ E, E ∋ x 7→ T (s)G(x) ∈ γ(H,E) are
continuous. Hence processes T (t − ·)F (Y (·)), T (t − ·)G(Y (·)) are adapted, strongly and H-
strongly measurable, respectively, and T (t− ·)F (Y (·)) has trajectories locally Bochner square
integrable a.s.
(iv) since process in (6) represent element from γ(L2(0, t;H), E) a.s. and E has umd− property,
stochastic integral in (7) is well defined.
A generalised strong solution to (SCP) is defined and its equivalence to a mild solution of (SCP) is
proven in [9].
Definition 2.5. A strongly measurable adapted process Y is called a generalized strong solution to
(SCP) if Y is, almost surely, locally Bochner integrable and for all t > 0:
(i)
∫ t
0 Y (s)ds ∈ D(A) a.s.,
(ii) F (Y ) is Bochner integrable in [0, t] a.s.,
(iii) G(Y ) is stochastically integrable on [0, t],
and
Y (t)− Y0 = A
∫ t
0
Y (s)ds+
∫ t
0
F (Y (s))ds+
∫ t
0
G(Y (s))dWH (s) a.s.
The equivalence of mild, weak and generalised strong solution to (SCP) has been established in [16].
First we recall the hypotheses
(HA’) Assume that (HA) is satisfied and for all t > 0 and all g ∈ L1(0, t;E) the function F (g) is
Bochner integrable on [0, t].
If F is a Lipschitz function then (HA’) is satisfied.
Theorem 2.6 ([16]). Assume that E has umd− property and conditions (HA’) and (HB) are satisfied.
Let Y be an E-valued H-strongly measurable adapted process with locally Bochner square integrable
trajectories a.s. If for all t > 0 the processes:
u 7→ G(Y (u)), u 7→ T (t− u)G(Y (u)), u 7→
∫ t−u
0
T (s)G(Y (u, ω))ds(8)
are in γ(0, t;H,E) a.s. Then the following condition are equivalent:
(i) Y is a generalised strong solution of (SCP).
(ii) Y is a weak solution of (SCP).
(iii) Y is a mild solution of (SCP).
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3. The Stochastic Delay Equation
3.1. The variation of constants formula. We now turn to the stochastic delay equation (SDE) as
presented in the introduction and to the related stochastic Cauchy problem (SDCP) on page 2.
We assume (H1)-(H2). Then, the operator A (cf. (1)) generates the strongly continuous semigroup
(T (t))t≥0 on Ep with a Lp-norm given by ‖[x, f ]‖Ep =
(
‖x‖pE + ‖f‖pLp(−1,0;E)
) 1
p
(see Theorem 3.29 in
[3]). We shall define the projections π1 : Ep → E and π2 : Ep → Lp(−1, 0;E) as follows: π1 [x, f ]′ = x;
π2 [x, f ]
′
= f .
The following property of (T (t))t≥0 is intuitively obvious and useful in the following:(
π2T (t)
[
x
f
])
(u) = π1T (t+ u)
[
x
f
]
,(9)
for [x, f ]′ ∈ Ep, u ∈ [−1, 0], t > −u (for a proof see [3], Proposition 3.11).
Lemma 3.1. Assume that (H1) and (H3)-(H4) hold. Then for F : Ep → Ep and G : Ep → L(H, Ep)
given by (2) there exist a˜ ∈ Lploc(0,∞), b˜ ∈ L2∨ploc (0,∞) such that for all t > 0 we have
(i) if (H2) holds, then
‖π1T (t)F (X )‖E ≤ a˜(t)(1 + ‖X‖Ep),(10)
‖π1T (t)(F (X ) − F (Y))‖E ≤ a˜(t) ‖X − Y‖Ep(11)
for all X ,Y ∈ D(φ), and
‖π1T (t)G(X )‖L(H,E) ≤ b˜(t)(1 + ‖X‖Ep),(12)
‖π1T (t)(G(X ) −G(Y))‖L(H,E) ≤ b˜(t) ‖X − Y‖Ep ,(13)
for all X ,Y ∈ D(ψ).
(ii) if (H2) holds, E is a Hilbert space, then one can replace the L(H,E)-norm in (12) and (13)
with the γ(H,E)-norm 2.
(iii) if the delay operator is bounded i.e. Φ ∈ L(Lp(−1, 0;E), E), then one can replace the L(H,E)-
norm in (12) and (13) with the γ(H,E)-norm.
Proof. We only prove (13). The same proofs works for (10)-(12).
(i). The following formula defines a semigroup on Ep: T0(t) =
[
S(t) 0
St Tl(t)
]
for every t ≥ 0, where
(Tl(t))t≥0 is the left translation semigroup on L
p(−1, 0;E) and Ss ∈ L(E,Lp(−1, 0;E)) is given by
(Ssx)(θ) =
{
0 θ ∈ (−1,−s ∨ −1)
S(θ + s)x θ ∈ (−s ∨ −1, 0) .
for all s ≥ 0 and all x ∈ E (cf. Theorem 3.25 in [3]). Let
(
A0 =
[
B 0
0 d
dθ
]
, D(A0) = D(A)
)
be the
generator of (T0(t))t≥0. Recall that the delay semigroup (T (t))t≥0 can be built by the Miyadera-Voight
perturbation theorem as a semigroup generated by additive perturbation of generator A0 of the form:
2If H and E are Hilbert spaces then we have γ(H,E) = L2(H,E), where L2(H,E) is a space of Hilbert-Schmidt
operators.
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A = A0 +
[
0 Φ
0 0
]
(cf. Theorem 1.37 in [3]). Moreover, we have the variation of constant formula:
T (t)X = T0(t)X +
∫ t
0
T (t− s)
[
0 Φ
0 0
]
T0(s)Xds, X ∈ D(A).(14)
Then, for all t > 0 and for every X = [x, g]′ ∈ D(A) we have:
‖π1T (t)X‖E ≤ ‖S(t)x‖E + ‖
∫ t
0
π1T (t− s)
[
Φ(Ssx+ Tl(s)g)
0
]
ds‖E .(15)
Since Φ is given by Riemann-Stieltjes integral (cf. (H2)), one can apply the Fubini theorem and the
Ho¨lder inequality to∫ t
0
‖Φ(Ssx+ Tl(s)g)‖E ds =
∫ 1∧t
0
‖Φ(Ssx+ Tl(s)g)‖E ds+
∫ t∨1
1
‖Φ(Ssx+ Tl(s)g)‖E ds(16)
≤ |η|(−1, 0)
(
‖g‖Lp(−1,0;E) +
∫ 1∧t
0
‖S(s)x‖E ds
)
+
∫ 0
−1
∫ t∨1
1
‖S(s+ θ)x‖E dsd|η|(θ)
≤ |η|(−1, 0)
(
‖g‖Lp(−1,0;E) +
∫ t
0
‖S(s)x‖E ds
)
.
Thus∥∥∥∥π1
∫ t
0
T (t− s)
[
Φ(Ssx+ Tl(s)g)
0
]
ds
∥∥∥∥
E
≤MT (t)|η|(−1, 0)
(
‖g‖Lp(−1,0;E) +
∫ t
0
‖S(s)x‖E ds
)
,
where MT (t) = sups∈[0,t] ‖T (u)‖L(Ep). On substituting the above estimation into (15) we obtain
‖π1T (t)X‖Ep ≤‖S(t)x‖E +MT (t)|η|(−1, 0)
(
‖g‖Lp(−1,0;E) +
∫ t
0
‖S(s)x‖Eds
)
,(17)
for all X = [x, g]′ ∈ D(A). Since D(A) is dense in Ep and T (t) is bounded, (17) holds for all X ∈ Ep.
In particular, by second inequality in (H4) and the inequality ‖ · ‖L(H,E) ≤ ‖ · ‖γ(H,E) one has that, for
all X ,Y ∈ Ep,
‖π1T (t)(G(X ) −G(Y))‖L(H,E) ≤ ‖S(t) (ψ(X ) − ψ(Y))‖L(H,E)
+MT (t)|η|(−1, 0)
∫ t
0
‖S(s) (ψ(X )− ψ(Y))‖L(H,E) ds(18)
≤
(
b(t) +MT (u)|η|(−1, 0)
∫ t
0
b(s)ds
)
‖X − Y‖Ep .
Let us notice that the function b˜ defined as b˜(t) := b(t) +MT (t)|η|(−1, 0)
∫ t
0
b(s)ds for a.e. (almost
every) t ≥ 0 belongs to L2loc(0,∞). The proof of (10)-(11) follows between the same lines with
a˜(t) = a(t) +MT (t)|η|(−1, 0)
∫ t
0
a(s)ds for a.e. t ≥ 0.
(ii). Assume now that E is a Hilbert space. Let (hn)n≥1 be an orthonormal system in H . By (17)
and (H4) we obtain, for all X ,Y ∈ Ep,
‖π1T (t)(G(X ) −G(Y))‖L2(H,E) =
(
∞∑
n=1
‖π1T (t)(G(X ) −G(Y)hn‖2E
) 1
p
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≤
(
∞∑
n=1
‖S(t)(ψ(X ) − ψ(Y))hn‖2E
) 1
2
+MT (t)|η|(−1, 0)
(
∞∑
n=1
(∫ t
0
‖S(s)(ψ(X ) − ψ(Y))hn‖E ds
)2) 12
≤ ‖S(t)(ψ(X ) − ψ(Y))‖L2(H,E)
+MT (t)|η|(−1, 0)
∫ t
0
‖S(s)(ψ(X ) − ψ(Y))‖L2(H,E) ds
≤
(
b(t) +MT (t)|η|(−1, 0)
∫ t
0
b(s)ds
)
‖X − Y‖E2 ,
where in the second inequality we use the Minkowski integral inequality.
(iii). Assume that Φ ∈ L(Lp(−1, 0;E), E). First, let us observe that if Φ ∈ L(Lp(−1, 0;E), E) and
(H1) hold, then A, defined by (1) generates strongly continuous semigroup on Ep (cf. [3] ). For any
X ,Y ∈ Ep let Λ = ψ(X )−ψ(Y) denote an operator from L(H,E). Then using (14) we obtain that for
all t > 0
‖π1T (t)(G(X ) −G(Y))‖γ(H,E) ≤ ‖S(t)Λ‖γ(H,E) +
∥∥∥∥π1
∫ t
0
T (t− s)[ΦSsΛ, 0]′ds
∥∥∥∥
γ(H,E)
.(19)
By boundedness of Φ and due to the ideal property of the γ-radonifying operators and therefore
by γ-Fubini isomorphism (cf. Proposition 2.6 in [27]) between the spaces: Lp(−1, 0; γ(H,E)) and
γ(H,Lp(−1, 0;E)) we can estimate the second term on right hand side of (19) as follows∥∥∥∥π1
∫ t
0
T (t− s)[ΦSsΛ, 0]′ds
∥∥∥∥
γ(H,E)
≤ π1
∫ t
0
‖T (t− s)[ΦSsΛ, 0]′‖γ(H,E) ds(20)
≤
∫ t
0
‖T (t− s)‖L(Ep) ‖Φ‖L(Lp(−1,0;E),E) ‖SsΛ‖γ(H,Lp(−1,0;E)) ds
≤MT (t) ‖Φ‖L(Lp(−1,0;E),E)
(∫ 0
−s∨−1
‖S(s+ θ)Λ‖pγ(H,E) dθ
) 1
p
‖X − Y‖Ep .
≤MT (t) ‖Φ‖L(Lp(−1,0;E),E)
∫ t
0
(∫ s
0
bp(r)dr
) 1
p
ds‖X − Y‖Ep ,
where in the last inequality we use assumption (H4). Finally, using (19)-(20) we obtain
‖T (t)(G(X ) −G(Y))‖γ(H,Ep) ≤
(
b(t) +
(∫ t
0
bp(s)ds
) 1
p
+MT (t)|η|(−1, 0)t
(∫ t
0
bp(s)ds
) 1
p
)
‖X − Y‖Ep .
for all t > 0. 
Now we shall consider (SDCP) in Ep = E × Lp(−1, 0;E) where E is a type 2 Banach space with
umd− property. Recall that a Banach space E is said to have type p ∈ [1, 2] if there exists a constant
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C ≥ 0 such that for all finite choices x1, . . . , xk ∈ F we have(
E
∥∥∥ k∑
j=1
γjxj
∥∥∥2
E
) 1
2 ≤ C
( k∑
j=1
‖xj‖pE
) 1
p
,
where (γj)j≥1 is a sequence of independent standard Gaussians. We note that Hilbert spaces have
type 2 and Lp-spaces with p ∈ [1,∞) have type min{p, 2}. For more details we refer the reader to [1].
In the next theorem we will need the following embedding:
L2(0, t; γ(H,E)) →֒ γ(L2(0, t;H), E),(21)
which holds for a type 2 Banach space E (see p. 1460 in [27]). The first result concerning stochas-
tic Cauchy problem for delay equation (SDCP) says that its weak solutions and mild solutions are
equivalent.
Theorem 3.2. Let E be a type 2 umd− Banach space and let p ∈ [1,∞). Assume that (H1) and
(H3)-(H4) hold and that one of the following is satisfied:
(a) Φ ∈ L(Lp(−1, 0;E), E);
(b) (H2) holds and either H has a finite dimension or E is a Hilbert space.
Let us consider (SDCP); i.e. let A defined by (1) be the generator of the C0-semigroup (T (t))t≥0 on
Ep = E×Lp(−1, 0;E). Let F : Ep → Ep and G : Ep → L(H, Ep) be given by (2). Let Y : [0,∞)×Ω→ Ep
be a strongly measurable, adapted process satisfying 3
sup
s∈[0,t]
E ‖Y (s)‖2Ep <∞ for all t > 0.(22)
Then Y is a weak solution to (SDCP) if and only if Y is a solution to:
Y (t) = T (t)
[
x0
f0
]
+
∫ t
0
T (t− s)F (Y (s))ds +
∫ t
0
T (t− s)G(Y (s))dWH (s),(23)
a.s. for all t ≥ 0.
Proof. Let Y : [0,∞) × Ω → Ep be a strongly measurable, adapted process satisfying (22). We
apply Theorem 2.3 to obtain the above assertion. Thus we need to check conditions (HA) and (HB)
with F and G defined by (2), and that the processes given by (6) in that theorem is an element of
γ(L2(0, t;H), Ep) a.s. for all t > 0. Let t > 0 be fixed.
First let us notice that if Φ ∈ L(Lp(−1, 0;E), E) or (H2) holds, E is a Hilbert space, then by
Lemma 3.1.(iii) or Lemma 3.1.(ii), respectively, conditions (HA) i (HB) from Theorem 2.3 hold. If H
is a finite dimensional space, then γ(H,E) is isomorphic with L(H,E). Hence by Lemma 3.1.(i) it
follows that conditions (HA) i (HB) from Theorem 2.3 are satisfied. Since Y ∈ SL2F(0, t; Ep) for all
t > 0, in particular Y has, almost surely, trajectories square integrable. It is enough to check condition
(6) in Theorem 2.3. In the proof we use the following inequality:
‖G‖γ(L2(0,t;H),Ep) ≤ C
(
‖π1G‖L2(0,t;γ(H,E)) + ‖π2G‖Lp(−1,0;L2(0,t;γ(H,E)))
)
,(24)
which holds by embedding (21) and by γ-Fubini isomorphism between γ(L2(0, t,H), Lp(−1, 0;E)) and
Lp(−1, 0;L2(0, t; γ(H,E))) (cf. Proposition 2.6 in [27]).
3From now on we denote by SLq
F
(0, t; Ep) for some t > 0 and q ≥ 1 a Banach space of strongly measurable, adapted
process Y with the norm ‖Y ‖
SL
q
F
(0,t;Ep)
= sups∈[0,t]
(
E ‖Y (s)‖q
Ep
)q
.
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By Lemma 3.1 we obtain
(
E ‖u 7→ π1T (t− u)G(Y (u))‖2L2(0,t;γ(H,E))
) 1
2 ≤
(
E
∫ t
0
b˜2(t− u)(1 + ‖Y (u)‖Ep)2du
) 1
2
≤
∥∥∥b˜∥∥∥
L2(0,t)
(1 + ‖Y ‖
SL2
F
(0,t;Ep)
) <∞.(25)
Next, by (9) and by Lemma 3.1 we see that for almost all ω
‖(θ, u) 7→ (π2T (t− u)G(Y (u)))(θ)‖Lp(−1,0;L2(0,t;γ(H,E)))(26)
=

∫ 0
−1
(∫ t+θ
0
‖π1T (t− u+ θ)G(Y (u))‖2γ(H,E) du
) p
2
dθ


1
p
≤

∫ 0
−1
(∫ t+θ
0
b˜2(t− u+ θ)
(
1 + ‖Y (u)‖Ep
)2
du
) p
2
dθ


1
p
≤
(∫ t
0
(∫ 0
−1
gp∨2(t− u+ θ)dθ
) 2
p∨2 (
1 + ‖Y (u)‖Ep
)2
du
) 1
2
,
where g(u) = 1{u≥0}b˜(u), u ∈ R. In the last inequality in (26) if p ≤ 2 we apply Jensen’s inequality
for integral with respect to θ and then Fubini’s theorem, and if p > 2 we use Minkowski’s integral
inequality. Moreover, notice that for a.e. u ∈ [0, t] we obtain(∫ 0
−1
gp∨2(t− u+ θ)dθ
) 2
p∨2
≤
∥∥∥b˜∥∥∥2
Lp∨2(0,t)
.
We conclude from the above inequality and (26) that
‖(θ, u) 7→ (π2T (t− u)G(Y (u)))(θ)‖Lp(−1,0;L2(0,t;γ(H,E)))(27)
≤
∥∥∥b˜∥∥∥
Lp∨2(0,t)
(√
t+ ‖Y ‖L2(0,t;Ep)
)
<∞ a.s.,
where in the last inequality we use SL2F (0, t; Ep) ⊂ L2((0, t)×Ω; Ep). Consequently, from (24) it follows
that u 7→ T (t− u)G(Y (u)) belongs to γ(L2(0, t,H); Ep) a.s.
Having checked conditions (HA), (HB) and that process T (t−u)G(Y (u)) is in γ(L2(0, t;H), E) a.s.
we may apply Theorem 2.3 to obtain the desired result. 
In the sequel we need Lemma 3.3 (cf. Lemma 4.1 in [9]). The proof of the following lemma is left
to the reader.
Lemma 3.3. Let t > 0, p ∈ [1,∞) and g ∈ Lp(−1, t;E). For all s ∈ [0, t] let us denote y(s) = gs the
segments of function g. Then the following hold:
(i) the functions y : [0, t] 7→ Lp(−1, 0;E), [0, t] ∋ s 7→ ∫ s
0
y(r)dr ∈ W 1,p([−1, 0];E) are continu-
ous, and
sup
s∈[0,t]
‖y(s)‖Lp(−1,0;E) ≤ ‖g‖Lp(−1,t;E) ,(28)
d
dθ
∫ t
0
y(s)ds = y(t)− y(0),(29)
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for a.e. θ ∈ [−1, 0].
(ii) for every h ∈ L1(0, t) the mapping yh : [0, t]→ Lp(−1, 0;E) is Bochner integrable and
(30)
(∫ t
0
y(s)h(s)ds
)
(θ) =
∫ t
0
g(s+ θ)h(s)ds,
for a.e. θ ∈ [−1, 0].
From Lemma 3.3 we obtain the following:
Lemma 3.4. Let E1 be a Banach space and let [−1, t] ∋ s 7→ T (s) ∈ L(E1, E) be a E1-strongly
measurable and uniformly bounded mapping, i.e. there exists M > 0 such that for all s ∈ [−1, t]
‖T (s)‖L(E1,E) ≤M.
For all s ∈ [0, t] let us denote Ts : [−1, 0] → L(E1, E) the mapping given by Ts(θ) := T (s + θ), θ ∈
[−1, 0]. Then for any strongly measurable f : (0, t)→ E1 such that
∫ t
0
(∫ 0
−1
‖T (s+ θ)f(s)‖p dθ
) 1
p
ds <
∞ for some p ≥ 1 the mapping [0, t] ∋ s 7→ Tsf(s) ∈ Lp(−1, 0;E), Tsf(s)(θ) := T (s + θ)f(s),
θ ∈ [−1, 0] is Bochner integrable on [0, t] and for a.e. θ ∈ [−1, 0](∫ t
0
Tsf(s)ds
)
(θ) =
∫ t
0
T (s+ θ)f(s)ds.(31)
Remark 3.5. Let Y be a mild solution to (SDCP). By Lemma 3.4 (applied to E1 = Ep, T (u) =
1u≥0π1T (u), u ∈ [−1, t] and f = F (Y )) and by (9) it follows that for a.e. θ ∈ [−1, 0](∫ t
0
π2T (t− s)F (Y (s))ds
)
(θ) =
∫ t+θ
0
π1T (t− s+ θ)F (Y (s))ds a.s.(32)
Let p′ be such that 1
p
+ 1
p′
= 1. By testing the stochastic convolution in equation (23) against elements
of E∗×Lp′(−1, 0;E∗), which is norming for Ep (cf. chapter III in [13]), and applying equality (9) one
can shows that for a.e. θ ∈ [−1, 0](∫ t
0
π2T (t− s)G(Y (s))dWH(s)
)
(θ) =
∫ t+θ
0
π1T (t− s+ θ)G(Y (s))dWH (s) a.s.(33)
Hence by Theorem 3.2 and by (9), (32) and (33) it follows that if the assumptions of Theorem 3.2
holds and Y is a weak solution to (SDCP), then for all t ≥ 0
π2Y (t)(θ) =
{
π1Y (t+ θ) t+ θ ≥ 0
f(t+ θ) t+ θ < 0
a.s.,(34)
in particular it follows that π1Y ∈ Lploc(0,∞;E) a.s.
The proof of (33). Since Y is strongly measurable there is no loss of generality in assuming that E
is separable. Then, Lp(−1, 0;E) is also separable and there exists countable set N∗ ⊂ Lp′(−1, 0;E∗)
which is norming for Lp(−1, 0;E) (cf. Lemma 1.1 in [25]). Fix f∗ ∈ N∗, then by (9) the stochastic
Fubini theorem in Hilbert space (cf. Theorem 3.5 in [26]) we obtain〈∫ t
0
π2T (t− s)G(Y (s))dWH (s), f∗
〉
Lp(−1,0;E),Lp′(−1,0;E∗)
=
∫ t
0
(π2T (t− s)G(Y (s)))∗f∗dWH(s)
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=
∫ t
0
∫ 0
−1
1t−s+θ≥0G
∗(Y (s))(π1T (t− s+ θ)∗
[
f∗(θ)
0
]
dθdWH(s)
=
∫ 0
−1
∫ t
0
1t−s+θ≥0G
∗(Y (s))(π1T (t− s+ θ))∗
[
f∗(θ)
0
]
dWH(s)dθ
=
∫ 0
−1
〈∫ t
0
1t−s+θ≥0π1T (t− s+ θ)G(Y (s))dWH (s), f∗(θ)
〉
E,E∗
dθ
=
〈
θ 7→
∫ t+θ
0
π1T (t− s+ θ)G(Y (s))dWH (s), f∗
〉
Lp(−1,0;E),Lp′(−1,0;E∗)
a.s.

Let us introduce the following hypotheses:
(H5) for all t > 0 and all f ∈ L1(0, t; Ep) the function φ(f) is Bochner integrable on [0, t].
(H6) for all t > 0 and all f ∈ L2(0, t; Ep) the operator ψ(f) represents element from γ(L2(0, t;H), E).
Adding hypotheses (H5), (H6) to the set of assumptions of Theorem 2.6 we can establish the
following result which generalised Theorem 4.2 from [9]:
Theorem 3.6. Under the hypotheses of Theorem 3.2 and assuming additionally (H5), (H6) the fol-
lowing conditions are equivalent:
(i) Y is a generalised strong solution to (SDCP),
(ii) Y is a weak solution to (SDCP),
(iii) Y is a mild solution to (SDCP).
Proof. We apply Theorem 2.6 and use the proof of Theorem 3.2. First notice that assumptions (HA’)
and (HB) hold for F = [φ, 0]′ and G = [ψ, 0]′, by (H5), (H3) and by (H4), respectively (see also
Lemma 3.1). Let Y ∈ SL2F(0, t; Ep) for some t > 0. By (H6) the process G(Y ) = [ψ(Y ), 0]′ is in
γ(L2(0, t;H), E) a.s. . We shall now prove that u 7→ ∫ t−u0 T (s)G(Y (u))ds belongs to γ(L2(0, t;H), E)
a.s. Remark 2.4.(iii) yields that for every u < t and all s ∈ [0, t] the integral ∫ t−u0 T (s)G(Y (u))ds takes
values in γ(H, Ep). Set MT (t) := supu∈[0,t] ‖T (u)‖L(Ep). From Lemma 3.1 we obtain∥∥∥∥u 7→ π1
∫ t−u
0
T (s)G(Y (u))ds
∥∥∥∥L2(0,t;γ(H,E))
≤
(∫ t
0
(∫ t−u
0
b˜(s)(1 + ‖Y (u)‖Ep)ds
)2
du
) 1
2
≤
∫ t
0
b˜(s)ds
(√
t+ ‖Y ‖L2(0,t;Ep)
)
<∞ a.s.
Hence and using (9) and Lemma 3.3 we conclude that∥∥∥∥(θ, u) 7→
(
π2
∫ t−u
0
T (s)G(Y (u))ds
)
(θ)
∥∥∥∥
Lp(−1,0;L2(0,t;γ(H,E))
=

∫ 0
−1
(∫ t
0
∥∥∥∥
∫ t−u
0
1{s+θ≥0}π1T (s+ θ)G(Y (u))ds
∥∥∥∥
2
γ(H,E)
du
) p
2
dθ


1
p
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=

∫ 0
−1
∥∥∥∥∥u 7→
∫ t−u+θ
0
π1T (s)G(Y (u))ds
∥∥∥∥∥
p
L2(0,t;γ(H,E))
dθ


1
p
≤
∫ t
0
b˜(s)ds
(√
t+ ‖Y ‖L2(0,t;Ep)
)
<∞ a.s.

3.1.1. Existence and uniqueness of mild solution to (SDCP). Existence and uniqueness of mild solution
to (SDCP) in the case φ = 0 and under the Lipschitz-continuity assumption on ψ is proved in [9,
Theorem 4.4].
Theorem 3.7. Let the assumptions of Theorem 3.2 hold. In addition, assume that Y0 := [x0, f0]
′ ∈
Lq((Ω,F0), Ep)) for some q ∈ [2,∞). Then for every t > 0 there exists a unique process Y ∈
SL
q
F (0, t; Ep) for which (23) holds. Moreover, there exists L > 0 such that for all X ,Y ∈ Lq(Ω; Ep)
sup
s∈[0,t]
E ‖Y (s;X )‖qEp ≤ L
(
1 + E ‖X‖qEp
)
,(35)
sup
s∈[0,t]
E ‖Y (s;X )− Y (s;Y)‖qEp ≤ L E ‖X − Y‖
q
Ep
,(36)
Proof. Let us fix q ∈ [2,∞) and t > 0. In the Banach space SLqF (0, t; Ep) we introduce an equivalent
norm
‖Y ‖β =
(
sup
s∈[0,t]
e−βsE ‖Y (s)‖qEp
) 1
q
, β ≥ 0.(37)
Let us define K : SLqF(0, t; Ep)→ SLqF (0, t; Ep) as follows
K(Z)(s) = T (s)
[
x
f
]
+
∫ s
0
T (s− u)F (Z(u))du+
∫ s
0
T (s− u)G(Z(u))dWH(u)
for all s ∈ [0, t]. From the proof of Theorem 3.2 and Lemma 3.1 it follows that K is well defined. To
prove that K(Z) is indeed in SLqF (0, t; Ep), observe that by the Burkholder-Davis-Gundy inequality
(5), and then repeating the steps from the first part of the proof of Theorem 3.2 (cf. (24)-(27)) we see
that for every s ∈ [0, t](
E
∥∥∥∥
∫ s
0
T (s− u)G(Z(u))dWH(u)
∥∥∥∥
q
Ep
) 1
q
.q
(
E ‖u 7→ T (s− u)G(Z(u))‖qγ(0,s;H,Ep)
) 1
q
.(24)q
(
E ‖u 7→ π1T (s− u)G(Z(u))‖qL2(0,s;γ(H,E))
) 1
q
+
(
E ‖(θ, u) 7→ π2T (s− u)G(Z(u))‖qLp(−1,0;L2(0,s;γ(H,E)))
) 1
q
≤(25)−(27)
(
E
(∫ s
0
b˜2(s− u)
(
1 + ‖Z(u)‖Ep
)2
du
) q
2
) 1
q
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+
(
E
(∫ s
0
∥∥∥b˜∥∥∥2
Lp∨2(0,s)
(1 + ‖Z(u)‖Ep)2du
) q
2
) 1
q
≤
(∫ s
0
b˜2(s− u)e2βue−2βu
(
E (1 + ‖Z(u)‖Ep)q
) 2
q
du
) 1
2
+
∥∥∥b˜∥∥∥
Lp∨2(0,s)
(∫ s
0
e2βue−2βu
(
E (1 + ‖Z(u)‖Ep)q
) 2
q
du
) 1
2
≤
((∫ s
0
b˜2(s− u)e2βudu
) 1
2
+
∥∥∥b˜∥∥∥
Lp∨2(0,s)
(∫ s
0
e2βudu
) 1
2
)(
1 + ‖Z‖β
)
,
where in second to last inequality we use the Minkowski’s integral inequality. Hence
sup
s∈[0,t]
e−βs
(
E
∥∥∥∥
∫ s
0
T (s− u)G(Z(u))dWH(u)
∥∥∥∥
q) 1q
(38)
≤
(
1 + ‖Z‖β
)
sup
s∈[0,t]
((∫ s
0
b˜2(s− u)e−2β(s−u)du
) 1
2
+
∥∥∥b˜∥∥∥
Lp∨2(0,s)
(∫ s
0
e−2β(s−u)du
) 1
2
)
≤ (1 + ‖Z‖β)Cβ,b,
where Cβ,b =
(∫ t
0 b˜
2(u)e−2βudu
) 1
2
+
∥∥∥b˜∥∥∥
Lp∨2(0,t)
√
1
2β (1− e−2β).
Similarly, for all Z1, Z2 ∈ SLqF(0, t; Ep) we obtain:
sup
s∈[0,t]
e−βs
(
E
∥∥∥∥
∫ s
0
T (s− u)(G(Z1(u))−G(Z2(u)))dWH(u)
∥∥∥∥
q) 1q
≤ Cβ,b ‖Z1 − Z2‖β .(39)
By (9), (10) and the Minkowski’s integral inequality for all Z ∈ SLqF(0, t; Ep) and for every s ∈ [0, t]
one gets
e−sβ
(
E
∥∥∥∥
∫ s
0
T (s− u)F (Z(u))du
∥∥∥∥
q) 1q
≤
≤ e−sβ
∫ s
0
(
a˜(s− u)eβu + ‖a˜‖Lp(0,s) eβu
)
e−βu
(
E
(
1 + ‖Z(u)‖Ep
)q) 1q
du
≤ (1 + ‖Z‖β)
(∫ s
0
a˜(u)e−βudu+ ‖a˜‖Lp(0,s)
1
β
(1 − e−β)
)
.
Hence
sup
s∈[0,t]
e−sβ
(
E
∥∥∥∥
∫ s
0
T (s− u)F (Z(u))du
∥∥∥∥
q) 1q
≤ Cβ,a
(
1 + ‖Z‖β
)
,(40)
where Cβ,a =
∫ t
0
a˜(u)e−βudu+‖a˜‖Lp(0,s) 1β (1−e−β). Between the same lines using (11) for all Z1, Z2 ∈
SL
q
F (0, t; Ep) one has
sup
s∈[0,t]
e−sβ
(
E
∥∥∥∥
∫ s
0
T (s− u) (F (Z1(u))− F (Z1(u))) du
∥∥∥∥
q) 1q
≤ Cβ,a ‖Z1 − Z2‖β .(41)
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Finally, by (38)-(39) and by (40)-(41) we have
‖K(Z1)‖β ≤MT ,t
∥∥∥[x, f ]′∥∥∥
Lq(Ω;Ep)
+ CE,qKβ
(
1 + ‖Z1‖β
)
(42)
‖K(Z1)−K(Z2)‖β ≤ CE,qKβ ‖Z1 − Z2‖β ,(43)
for all Z1, Z2 ∈ SLqF(0, t; Ep), where MT ,t = supu∈[0,t] ‖T (u)‖L(Ep),
Kβ = Cβ,a + Cβ,b
and CE,q is a constant depending on q and the space E and equal to a product of constant in the
Burkholder-Davis-Gundy inequality (5) and the constant from the type 2 property of E. For β such
that Kβ <
1
CE,q
the mapping K is a strict contraction. Then, by the Banach fix point theorem we
have the existence and of mild solution to (SDCP).
To prove inequalities (35)-(36) we fix X ,Y ∈ Lq(Ω; Ep). By (43) we obtain
‖Y (·;X )− Y (·;Y)‖β ≤ ‖T (·)(X − Y)‖β + ‖K(Y (·;X ))− K(Y (·;Y))‖β
≤MT ,t ‖X − Y‖Lq(Ω;Ep) + CE,qKβ ‖Y (s;X )− Y (s;Y)‖β .
We take β > 0 such that Kβ <
1
2CE,q
. Then from the above inequality we conclude that
‖Y (·;X )− Y (·;Y)‖β ≤ 2MT ,t ‖X − Y‖Lq(Ω;Ep) .
Similarly, by (42) it follows that:
‖Y (;X )‖β ≤ 4MT ,t ‖X‖Lq(Ω;Ep) + 1.

3.2. Equivalence of solutions to (SDE) and (SDCP). Consider the problem (SDE) as given in the
introduction with a fixed p ∈ [1,∞).
Definition 3.8. A strongly measurable adapted process X : [−1,∞) × Ω → E 4 is called a weak
solution to (SDE) if X belongs to Lploc(0,∞;E) a.s. and for all t > 0 and x∗ ∈ D(B⊙):
(i) s 7→ 〈φ(X(s), Xs), x∗〉 is integrable on [0, t] a.s.;
(ii) (s, ω) 7→ ψ∗(X(s), Xs)x∗ is stochastically integrable on [0, t];
(iii) almost surely
〈X(t), x∗〉 − 〈x0, x∗〉 = 〈Φ
∫ t
0
Xsds, x
∗〉+
∫ t
0
〈X(s), B⊙x∗〉ds
+
∫ t
0
〈φ(X(s), Xs), x∗〉ds+
∫ t
0
ψ∗(X(s), Xs)x
∗dWH(s)(44)
(iv) X0 = f0.
We say that X is a generalised strong solution to (SDE) if X is a weak solution to (SDE) such that
for all t > 0∫ t
0
X(s)ds ∈ D(B) a.s., and(45)
X(t)− x0 = Φ
∫ t
0
Xsds+B
∫ t
0
X(s)ds+
∫ t
0
φ(X(s), Xs)ds+
∫ t
0
ψ(X(s), Xs)dWH(s) a.s..(46)
4For all t ∈ [−1, 0] we assume that X(t) is a F0-strongly mesurable.
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Theorem 3.9. Under hypotheses of Theorem 3.2 the following conditions hold:
(i) Let X be a weak solution to (SDE), then the process Y defined by Y (t) := [X(t), Xt]
′ is a
weak solution to (SDCP).
(ii) On the other hand, if Y is a weak solution to (SDCP) then the process defined by X |[−1,0) = f0,
X(t) := π1Y (t) for t ≥ 0 is a weak solution to (SDE).
Proof. (i). Let us fix t > 0. Since X ∈ Lploc(0,∞;E) a.s., by Lemma 3.3 it follows that the process
Y = [X,Xs]
′
takes values in Ep and is strongly measurable, adapted and Bochner integrable on [0, t]
a.s. Moreover,
∫ t
0
Xsds ∈W 1,p([−1, 0];E),
∫ t
0
Xsds(0) =
∫ t
0
X(s)ds a.s. Thus∫ t
0
Y (s)ds =
[ ∫ t
0 X(s)ds∫ t
0 Xsds
]
∈ E ×W 1,p([−1, 0];E) a.s.(47)
Hence and by (44) and by Lemma 3.3 for all [y∗, g∗]
′ ∈ D(A⊙) the following equality holds for almost
all ω: 〈∫ t
0
Y (s)ds,A⊙[y∗, g∗]′
〉
=
〈∫ t
0
X(s)ds,B⊙y∗
〉
+
〈
Φ
∫ t
0
Xsds, y
∗
〉
+
〈
d
dθ
∫ t
0
Xsds, g
∗
〉
= 〈X(t)− x, y∗〉 −
∫ t
0
〈φ(X(s), Xs), y∗〉 ds−
∫ t
0
ψ∗(X(s), Xs)y
∗dWH(s)
+ 〈Xt − f, g∗〉 .(48)
The sum of the first and last terms on right hand side of (48) is equal to
〈
Y (t)− [x, f ]′ , [y∗, g∗]′
〉
.
Adding the second and the third term on right hand side of (48), we obtain
−
∫ t
0
〈
F (Y (s)), [y∗, g∗]
′
〉
ds−
∫ t
0
G∗(Y (s))[y∗, g∗]
′
dWH(s).
Finally, by inserting the above sums into (48) we obtain, almost surely,〈∫ t
0
Y (s)ds,A⊙[y∗, g∗]′
〉
=
〈
Y (t)− [x, f ]′ , [y∗, g∗]′
〉
−
∫ t
0
〈F (Y (s)), [y∗, g∗]′〉 ds−
∫ t
0
G∗(Y (s))[y∗, g∗]′dWH(s).
(ii) By Theorem 3.2 the process Y satisfies (7). Remark 3.5 leads to
π2Y (t)(θ) =
{
π1Y (t+ θ) t+ θ ≥ 0
f(t+ θ) t+ θ < 0
a.s.(49)
for all t > 0. We conclude from Definition 2.1 and then form Lemma 3.3 applied to π2Y that∫ t
0
ψ∗(Y (s))y∗dWH(s) =
∫ t
0
G∗(Y (s))[y∗, g∗]
′
dWH(s)
=
〈
Y (t)− [x, f ]′ , [y∗, g∗]′
〉
−
〈∫ t
0
Y (s)ds,A⊙[y∗, g∗]′
〉
−
∫ t
0
〈
F (Y (s)), [y∗, g∗]
′
〉
ds
=
〈
Y (t)− [x, f ]′ , [y∗, g∗]′
〉
−
〈
π1
∫ t
0
Y (s)ds,B⊙y∗
〉
−
〈
Φ
∫ t
0
π2Y (s)ds, y
∗
〉
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−
〈
d
dθ
∫ t
0
π2Y (s)ds, g
∗
〉
−
∫ t
0
〈ψ(Y (s)), y∗〉 ds
= 〈π1Y (t)− x, y∗〉 −
〈∫ t
0
π1Y (s)ds,B
⊙y∗
〉
−
〈
Φ
∫ t
0
π2Y (s)ds, y
∗
〉
−
∫ t
0
〈ψ(Y (s)), y∗〉 ds a.s.,(50)
for every [y∗, g∗]
′ ∈ D(A⊙), where in the last equality we use the following identity for a.e. θ ∈ [−1, 0]:
d
dθ
∫ t
0 π2Y (s)ds = π2Y (t)− f (cf. (49) i Lemma 3.3).
Let us denote
X(s) =
{
π1Y (s) s ≥ 0
f(s) s ∈ (−1, 0) .
Since Y has Bochner integrable trajectories a.s. and satisfies (49), we have
∫ t
0 |X(s)|pds <∞ a.s. By
(49) and again by Lemma 3.3 we obtain(∫ t
0
π2Y (s)ds
)
(θ) =
(∫ t
0
Xsds
)
(θ) dla p.w. θ ∈ [−1, 0].(51)
On substituting (51) into (50) we finally obtain, almost surely,∫ t
0
ψ∗(X(s), Xs)y
∗dWH(s) = 〈X(s)− a, y∗〉 −
〈∫ t
0
X(s)ds,B⊙y∗
〉
−
〈
Φ
∫ t
0
Xsds, y
∗
〉
−
∫ t
0
〈ψ(X(s), Xs), y∗〉 ds.

Theorems 3.6 and 3.9 combined give the following theorem which has been also established in [9,
Theorem 4.8] under stronger set of assumptions.
Theorem 3.10. Under hypotheses of Theorem 3.6 the following conditions hold:
(i) Let X be a generalised strong solution to (SDE), then the process Y defined by Y (t) :=
[X(t), Xt]
′ is a generalised strong solution to (SDCP).
(ii) On the other hand, if Y is a generalised strong solution to (SDCP), then the process defined
by X |[−1,0) = f0, X(t) := π1(Y (t)) for t ≥ 0 is generalised strong solution to (SDE).
Corollary 3.11. Assume that the assumptions of Theorem 3.6 hold. Then X is a weak solution to
(SDE) if and only if X is a generalised strong solution to (SDE).
Corollary 3.12. Let the hypotheses of Theorem 3.2 hold and assume that [x, f ] ∈ Lp∨qF0 (Ω; Ep) for
some p ≥ 1 and q ≥ 2. Then, for all t > 0
(i) in the space SLq∨pF (0, t;E) there exists a unique weak solution X = X(·, [x, f ]′) to (SDE).
Moreover, X satisfies the equation, almost surely,
X(t) = π1T (t)[x, f ]′ +
∫ t
0
π1T (t− s)[φ(X(s)), 0]′ds+
∫ t
0
π1T (t− s)[ψ(X(s)), 0]′dWH(s).(52)
(ii) there exists L > 0 such that X ,Y ∈ Lq∨p(Ω; Ep)
sup
s∈[0,t]
E ‖X(s;X )‖q∨pE ≤ L
(
1 + E ‖Y‖q∨pLq∨p(Ω;Ep)
)
,(53)
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sup
s∈[0,t]
E ‖X(s;X )−X(s;Y)‖q∨pE ≤ L E ‖X − Y‖q∨pLq∨p(Ω;Ep) ;(54)
Proof. Let us fix t > 0. By Theorems 3.9, 3.2 and 3.7 it is enough to show that if X ∈ SLp∨qF (0, t;E),
then the segment process (Xs)s≥0 belongs to SL
q∨p
F (0, t;L
p(−1, 0;E)). Indeed, let us notice that
sup
s∈[0,t]
‖Xs‖Lp(−1,0;E) ≤ ‖f‖Lp(−1,0;E) + ‖X‖Lp(0,t;E) a.s.,
Hence and by Minkowski’s inequality we obtain
sup
s∈[0,t]
‖Xs‖Lq∨p(Ω;Lp(−1,0;E)) ≤ ‖f‖Lq∨p(Ω;Lp(−1,0;E)) + ‖X‖Lq∨p(Ω;Lp(0,t;E)
≤ ‖f‖Lq∨p(Ω;Lp(−1,0;E)) + ‖X‖Lp(0,t;Lq∨p(Ω;E))
≤ ‖f‖Lq∨p(Ω;Lp(−1,0;E)) + t ‖X‖SLp∨q
F
(0,t;E) <∞.

Therefore, and by Theorems 3.9 and 3.2 and by Theorem 4.5 in [9] we obtain the corollary:
Corollary 3.13. Under hypotheses of Theorem 3.2 and assumption that [x, f ]′ ∈ Lq∨p(Ω; Ep) for some
p ≥ 1 and some q > 2, if there exists α ∈ ( 1
q∨p ,
1
2 ) such that for all t > 0∫ t
0
(a(s)s−α + b2∨p(s)s−(2∨p)α)ds <∞,(55)
where a and b are the functions form the hypotheses (H3) and (H4), respectively, then the weak solution
X(·, [x, f ]′) ∈ SLq∨pF (0, t;E) to (SDE) belongs to Lq∨p(Ω;C([0, t];E). Moreover, there exists L > 0 such
that for all X ,Y ∈ Lq∨p(Ω; Ep)
E sup
s∈[0,t]
‖X(s;X )‖q∨pE ≤ L
(
1 + E ‖X‖q∨pLq∨p(Ω;Ep)
)
,(56)
E sup
s∈[0,t]
‖X(s;X )−X(s;Y)‖q∨pE ≤ LE ‖X − Y‖q∨pLq∨p(Ω;Ep) .(57)
3.3. Examples.
3.3.1. Stochastic reaction-diffusion equation with bounded delay. Consider the following stochastic
reaction-diffusion equation with bounded delay:

dy(t, ξ) = ∆y(t, ξ)dt +
[ ∫ t
t−1
ϕ(s− t, ξ)y(s, ξ)ds
+f1(y(t, ξ)) +
∫ t
t−1 k1(s− t, ξ)f2(y(s, ξ))ds
]
dt
+
(
g1(y(t, ξ)) +
∫ t
t−1
k2(s− t, ξ)g2(y(s, ξ))ds
)
dW(t, ξ),
y(t, 0) = 0, y(t, 1) = 0,
y(0, ξ) = x0(ξ), x0 ∈ Lr(0, 1), y(θ, ξ) = f0(θ, ξ), f0 ∈ Lp(−1, 0;Lr(0, 1)),
(58)
where ∆ = d
2
dξ2
, ϕ, k1, k2 ∈ Lp′(−1, 0;L∞(0, 1)) for some p′ ∈ (1,∞] such that 1p + 1p′ = 1, and
f1, f2, g1, g2 : R→ R are Lipschitz functions, and W(t, ξ) is a time-space Brownian motion on [0,∞)×
[0, 1] and r > 2. This equation can be used to model phenomena in population dynamics (see [2],
[5] and [18]) or in neutral networks (see [20] and [4]). Let B be a one-dimensional Laplacian on
E = Lr(0, 1) with Dirichlet boundary conditions:
B = ∆r =
d2
dξ2
, D(∆r) = {x ∈W 2,r([0, 1]) : x(0) = x(1) = 0}.
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Then, by Theorems 1.3.5 and 1.4.1 (see also (1.9.1)) in [12] it follows that for all q ∈ [1,∞) the operator
(∆q, D(∆q)) generates strongly continuous contraction semigroup (Sq(t))t≥0 on L
q(0, 1)
(Sq(t)x)(s) =
∫ 1
0
k(t, s, ξ)x(ξ)dξ,(59)
for all x ∈ Lq(0, 1) and all s ∈ [0, 1], where
0 < k(t, s, ξ) =
∞∑
n=1
eλnten(s)en(ξ) ≤ 1√
4πt
e
−(s−ξ)2
4t ,(60)
and en(s) =
√
2 sin(πns) is an eigenvector of the Laplacian B corresponding to the eigenvalue λn =
−π2n2, n ≥ 1. Moreover, by the Aronson inequality (cf. [21]) for all x ∈ Lq(0, 1) and t > 0 the
function ξ 7→ (Sq(t)x)(ξ) is continuous on [0, 1] and by (60) and then by Ho¨lder’s inequality we obtain
sup
s∈[0,1]
|(Sq(t)x)(s)| ≤ sup
s∈[0,1]
∫ 1
0
(4πt)
− 12 e
−(s−ξ)2
4t |x(ξ)|dξ(61)
≤ sup
s∈[0,1]
(∫
R
(4πt)−
q′
2 e
−q′(s−ξ)2
4t dξ
) 1
q′
‖x‖Lq(0,1)
≤ Cqt
1
2q′
− 12 ‖x‖Lq(0,1),
where Cq = (q
′)
− 1
q′ (4π)
1
2q′
− 12 and 1
q
+ 1
q′
= 1. Let us introduce the notation:
(Φh)(ξ) =
∫ 0
−1
ϕ(θ, ξ)h(θ, ξ)dθ,(62)
φ([x, h]′)(ξ) = f1(x(ξ)) +
∫ 0
−1
k1(θ, ξ)f2(h(θ, ξ))dθ,(63)
(ψ([x, h]′)u)(ξ) = g1(x(ξ))u(ξ) +
∫ 0
−1
k2(θ, ξ)g2(h(θ, ξ))dθu(ξ),(64)
WH(t)u =
∫ 1
0
∫ t
0
u(ξ)W(dt, dξ),(65)
for all [x, h]′ ∈ Ep = Lr(0, 1)×Lp(−1, 0;Lr(0, 1)), and all u ∈ H = L2(0, 1). Then, we can rewrite (58)
in the form (SDE) and by the following proposition the assumptions (H1)-(H4) hold:
Proposition 3.14. Let r > 2 and p ≥ 1 be such that 2 ∨ p < 4r2+r and E = Lr(0, 1), H = L2(0, 1).
Then the following statements hold:
(i) Φ ∈ L(Lp(−1, 0;E), E) and Φ satisfies (H2) with
η : [−1, 0]→ L(Lr(0, 1)), η(θ)x(ξ) =
(∫ θ
−1
ϕ(s, ξ)ds
)
x(ξ).
(ii) φ satisfies (H3).
(iii) ψ satisfies (H4).
(iv) WH is a H-cylindrical Wiener process.
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Proof. By the Minkowski integral inequality and by the Ho¨lder inequality we conclude that for all
h ∈ Lp(−1, 0;Lr(0, 1))
‖Φh‖Lr(0,1) ≤
∫ 0
−1
(∫ 1
0
|ϕ(θ, ξ)h(θ, ξ)|rdξ
) 1
r
dθ
≤ ess supξ∈[0,1] ‖ϕ(·, ξ)‖Lp′(−1,0) ‖h‖Lp(−1,0;Lr(0,1)) .
Notice that φ is Lipschitz continuous. Indeed, we have
‖φ([x1, h1])− φ([x2, h2])‖Lr(0,1) ≤ Lf1 ‖x1 − x2‖Lr(0,1)
+
(∫ 1
0
∣∣∣∣
∫ 0
−1
k1(θ, ξ)(f2(h1(θ, ξ)) − f2(h2(θ, ξ)))dθ
∣∣∣∣
r
dξ
) 1
r
≤ Lf1 ‖x1 − x2‖Lr(0,1) + Lf2 ess supξ∈[0,1] ‖k1(·, ξ)‖Lp′(−1,0) ‖h1 − h2‖Lp(−1,0;Lr(0,1)) ,
for all [x1, h1], [x2, h2] ∈ Ep, where Lf1 , Lf2 are, respectively, the Lipschitz constant of f1 and f2.
Now we prove (iii). Let ψ = ψ1 + ψ2 and ψ1(x)u = g1(x)u for all x ∈ Lr(0, 1) and u ∈ L2(0, 1).
Notice that if g1, g2 are not constant, then ψ does not belong to L(H,E). But, using (61) with some
p∨2
2 < q <
2r
2+r and then by Ho¨lder’s inequality we see that for all t > 0 and all u ∈ L2(0, 1), [x, h] ∈ Ep
sup
ξ∈[0,1]
|(S(t)ψ1(x)u)(ξ)| ≤ Cqt
q−1
2q −
1
2 ‖ψ1(x)u‖Lq(0,1)(66)
≤ Cqt
q−1
2q −
1
2 ‖g1(x)‖
L
2q
2−q (0,1)
‖u‖L2(0,1) ≤ Lg1Cqt
q−1
2q −
1
2 (1 + ‖x‖Lr(0,1)) ‖u‖L2(0,1) ,
and
sup
ξ∈[0,1]
|(S(t)ψ2(h)u) (ξ)| ≤ Cqt
q−1
2q −
1
2 ‖ψ2(h)u‖Lq(0,1)(67)
≤ Cqt
q−1
2q −
1
2

∫ 1
0
∣∣∣∣
∫ 0
−1
k2(θ, ξ)g2(h(θ, ξ))dθ
∣∣∣∣
2q
2−q
dξ


2−q
2q
‖u‖L2(0,1)
≤ Lg2 ess supξ∈[0,1] ‖k2(·, ξ)‖Lp′(−1,0)Cqt
q−1
2q −
1
2 (1 + ‖h‖Lp(−1,0;Lr(0,1))) ‖u‖L2(0,1) ,
where Lg1 , Lg2 are, respectively, the Lipschitz constant of g1 and g2. Now, by the γ-Fubini isomorphism
(cf. Proposition 2.6 in [27]) we have
J (γ (H,Lr(0, 1))) = Lr(0, 1;H∗),
where the isomorphism J is given by [u, (JR)(ξ)]H = (Rh)(ξ) for every R ∈ γ (H,Lr(0, 1)) for almost
all ξ ∈ [0, 1] and all u ∈ H . Hence and by (66) and (67) for all [x, h] ∈ Ep we have:
‖Sr(t)ψ([x, h]′)‖γ(H,Lr(0,1)) h
(∫ 1
0
sup
‖u‖H≤1
|(Sr(t)ψ([x, h]′)u) (ξ)|r dξ
) 1
r
≤ b(t)(1 + ‖[x, h]‖Ep),(68)
for all t > 0, where b(t) = 2
1
p′ (Lg1 ∨ Lg2 ess supξ∈[0,1] ‖k2(·, ξ)‖Lp′(−1,0))Cqt
q−1
2q −
1
2 . Finally, observe
that b ∈ Lp∨2loc (0,∞).
The family of operators {WH(t) : t ≥ 0} is a H-cylindrical Wiener process by Theorem 3.2.4 in
[17]. 
VECTOR-VALUED STOCHASTIC DELAY EQUATIONS 21
Therefore, by Proposition 3.14 and Corollary 3.12 if p ≥ 1 and r > 2 are such that p∨2 < 4r2+r , then
there exists a unique weak solution to the problem (58). Moreover, if p ∨ 2 < 4r2+rǫ for some ǫ ∈ (0, 1),
then by Corollary 3.13 the weak solution to the problem (58) has a version in Lp(Ω;C([0, t];Lr(0, 1)))
for all t > 0.
3.3.2. Stochastic reaction-diffusion equation with unbounded delay. In the Hilbert space E = H =
L2(0, 1) let us consider the following extended version of (58):

dy(t, ξ) = ∆y(t, ξ)dt+
[ ∫ t
t−1 ϕ(s− t, ξ)y(s, ξ)ds+
∑n
i=1(ϕiy(t+ θi, ·))(ξ)
+f1(y(t, ξ)) +
∫ t
t−1
k1(s− t, ξ)f2(y(s, ξ))ds
]
dt
+
(
g1(y(t, ξ)) +
∫ t
t−1 k2(s− t, ξ)g2(y(s, ξ))ds
)
dW(t, ξ),
y(t, 0) = 0, y(t, 1) = 0,
y(0, ξ) = x0(ξ), x0 ∈ Lr(0, 1), y(θ, ξ) = f0(θ, ξ), f0 ∈ Lp(−1, 0;Lr(0, 1)).
(69)
where ϕ1, . . . , ϕn ∈ L(E) and −1 = θ1 < θ2 < . . . < θn = 0.. Let Φ denote the delay operator:
(Φh)(ξ) =
∫ 0
−1
ϕ(θ, ξ)h(θ, ξ)dθ +
n∑
i=1
(ϕih(θi, ·))(ξ),
for all h ∈ C([−1, 0];E). Then, Φ satisfies (H2) with
η : [−1, 0]→ L(L2(0, 1)), η(θ)x(ξ) =

∫ θ
−1
ϕ(s, ξ)ds+
∑
i:θi≤θ
ϕi

 x(ξ), x ∈ E.
Form [11, section 11.2.1] it follows that ψ satisfies (H4) with
b(t) =
(√
2Lg1 +
√
2Lg2 ess supξ∈[0,1] ‖k2(·, ξ)‖Lp′(−1,0)
)
‖S(t)‖L2(E) .
Notice that for all t > 0 and all p < 4 we have
∫ t
0
‖S(s)‖p∨2L2(E) ds =
∫ t
0
(
∞∑
n=1
e−2sπ
2n2
) p∨2
2
ds ≤
(
∞∑
n=1
(∫ t
0
e−(p∨2)sπ
2n2ds
) 2
p∨2
) p∨2
2
≤ 1
(p ∨ 2)π2
(
∞∑
n=1
1
n
4
p∨2
) p∨2
2
<∞.
Therefore, by Corollary 3.12 if p < 4, then there exists a unique weak solution to the problem (69).
Moreover, if p < 41+ǫ for all ǫ > 0, then there exists α ∈ (0, 1p∨2 ǫǫ+1) such that for all t > 0
∫ t
0
‖S(s)‖p∨2L2(E) s−α(p∨2)ds ≤

∫ t
0
(
∞∑
n=1
e−2sπ
2n2
)(1+ǫ) p∨22 
1
1+ǫ (∫ t
0
s−
ǫ+1
ǫ
α(p∨2)ds
) ǫ
ǫ+1
≤
(
1
(p ∨ 2)π2
) 1
1+ǫ
(
∞∑
n=1
1
n
4
(1+ǫ)(p∨2)
) p∨2
2
(
t1−
ǫ+1
ǫ
α(p∨2)
1− ǫ+1
ǫ
α(p ∨ 2)
) ǫ
1+ǫ
<∞,
by Ho¨lder’s inequality and Minkowski’s integral inequality. Finally, if p < 41+ǫ for some ǫ > 0, then by
Corollary 3.13 the weak solution to the problem (69) has a version in Lp(Ω;C([0, t];Lr(0, 1))) for all
t > 0.
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