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Abstract
New types of mixed large deviation and ergodic theorems are obtained for nonlinearly per-
turbed regenerative processes, semi-Markov processes, and continuous-time Markov chains with
absorption. Applications to the analysis of pseudo-stationary phenomena for stochastic systems
are discussed. Examples related to models of population dynamics and highly reliable queuing
systems are considered. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The aim of this paper is to present a new type of mixed large deviation and ergodic
theorems for nonlinearly perturbed regenerative processes, to apply these theorems to
a model of nonlinearly perturbed semi-Markov processes and Markov chains with ab-
sorption, as well as to show how these results can be used to describe pseudo-stationary
phenomena for complex stochastic systems.
We consider a regenerative process ()(t); t>0 with regeneration times ()n , and a
regenerative stopping time () which regenerates jointly with the process ()(t); t>0
at times ()n .
Both the regenerative process ()(t); t>0, and the regenerative stopping time ()
are assumed to depend on a small perturbation parameter >0. The processes ()(t);
t>0 for > 0, are considered as a perturbation of the process (0)(t); t>0, and there-
fore we assume some weak continuity conditions for certain characteristic quantities
of these processes as functions of  at point =0. As far as the regenerative stopping
times are concerned it is assumed that () P!1 as ! 0.
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The object of our study is the joint distributions Pf()>t; ()(t) 2 Ag and their
asymptotic behaviour as time t !1 and the parameter ! 0.
Two types of characteristic quantities, related to one regeneration period, play a
crucial role in our analysis. The rst one is the stopping probability f()=Pf()6()1 g.
The second one is the moments of regenerative times m()[l] = E(()1 )
l(()>()1 ).
One of the main new elements in the present study is that we consider the model
with nonlinear perturbations. This means that the stopping probabilities f() and the
moments m()[l] are nonlinear functions of . However, we restrict our attention to
the case of a smooth nonlinear perturbation and assume that these functions have k
derivatives at =0, i.e., these functions can be expanded in a power series with respect
to  up to and including the order k.
It turns out that the relation between the speeds at which  tends to zero and time
t tends to innity has a delicate inuence upon the results. Without loss of generality,
we assume that time t= t() is a function of the parameter . The balance between the
rate of perturbation and the rate of growth of time is characterized by the condition
rt() ! r <1 as ! 0 (1.1)
where  satisfying
166r6k (1.2)
is the order of the rst nonzero coecient in the expansion for stopping probabilities
f() (the parameter  characterizes the smoothness of the perturbation).
Under the assumptions mentioned above and some natural additional conditions of
Cramer type for regenerative times we obtain the asymptotical relation
Pf()>t(); ()(t()) 2 Ag
expf−(a +   + ar−1r−1)t()g ! e
−rarP(0)(A) as ! 0: (1.3)
We give an explicit expression for P(0)(A) and an explicit recurrent algorithm for
calculation of the coecients a; : : : ; ar as rational functions of the coecients in the
expansions for the stopping probabilities f() and the moments m()[l]; l= 1; : : : ; k.
Asymptotic results of the type (1.3) appear in the literature mainly for the case k=1,
that is, for linearly perturbed processes. Note that by condition (1.2) one then has
 = r = 1. Relation (1.3) says in this case that the normalized regenerative stopping
times () and the positions of the regenerative process (t()) are asymptotically inde-
pendent and have in the limit an exponential distribution and a stationary distribution,
respectively. It can be interpreted as a mixed limit (for stopping times) and ergodic
(for regenerative processes) theorem.
Limit theorems of this kind for regenerative stopping times were investigated rst
by Keilson (1966, 1978) and by Solov’ev (1971) and then by many other authors.
References can be found in the books by Kartashov (1996) and Kovalenko et al.
(1997). A great number of works have also been devoted to the study of semi-Markov
processes and Markov chains with absorption which are the most important examples
of the general model. These studies began with the works by Simon and Ando (1961),
Schweitzer (1968) and Korolyuk (1969). The classical model with nite phase space
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and linear perturbations has been the most widely investigated. An extensive biblio-
graphy can be found in the report by Gyllenberg and Silvestrov (1997) which is an
extended precursor of the present paper.
The main result of this paper is a proof of relation (1.3) for k > 1. The case k > 1
corresponds to a model of nonlinearly perturbed processes. Nonlinearity of perturbations
is one of the main new elements of our results. Another important new element is
connected with the balancing condition (1.1). As in the linear case, relation (1.3) can
be interpreted as a mixed limit and ergodic theorem if r = . On the other hand, if
r > this relation is naturally considered as a mixed large deviation (for stopping
times) and ergodic (for regenerative processes) theorem since in this case t() !1.
Up to now such type of asymptotics has not appeared in the literature.
We obtain mixed large deviation and ergodic theorems for nonlinearly perturbed
regenerative processes using techniques of perturbed renewal equations introduced by
Silvestrov (1976, 1978, 1979) and improved in the papers by Silvestrov (1995) and
Gyllenberg and Silvestrov (1997). After that we obtain mixed large deviation and
ergodic theorems for nonlinearly perturbed semi-Markov processes and Markov chains
with absorption by imbedding the semi-Markov processes into the model of perturbed
regenerative processes described above. As usual, return times to some xed state serve
as regeneration times and the time of absorption (the rst hitting time in an absorbing
state) serves as a stopping time. However, the realization of this approach with respect
to the exponential asymptotics of type (1.3) is nontrivial because of the nonlinear
character of the perturbations involved.
A semi-Markov process is characterized by prescribing its transition probabilities. It
is natural to formulate the perturbation conditions in terms of these transition proba-
bilities. However, the conditions and expansions formulated for regenerative processes
are specied in terms of expansions for moments of regeneration times. Therefore,
the corresponding asymptotic expansions for moments of return times of perturbed
semi-Markov processes must be developed. We construct such expansions using the
procedure based on recursive systems of linear equations for moments of hitting times.
Then, we use the exponential asymptotic relations (1.3) for regenerative processes to
obtain the desired asymptotics for perturbed semi-Markov processes.
As a particular but important example, we consider the model of continuous-time
Markov chains with absorption. In this case it is more natural to formulate the per-
turbation conditions in terms of generators of Markov chains. Here an additional step
in the algorithm is needed, since the initial perturbation conditions for generators must
be translated in terms of the moments for the corresponding semi-Markov transition
probabilities before the basic algorithm can be applied.
In many applications, the process ()(t); t>0, describes a real-world stochastic sys-
tem, and the absorption time () is the lifetime of the system. In reality one can
often observe something that resembles a stationary behaviour before the system goes
extinct. Asymptotic relations of type (1.3) give a precise mathematical description of
such pseudo-stationary phenomena.
Our notion of pseudo-stationarity is dierent from but related to the notion of
quasi-stationarity (Yaglom, 1947; Vere-Jones, 1962; Kingman, 1963; Darroch and
Seneta, 1965; Seneta and Vere-Jones, 1966). The main dierence is that in our pseudo-
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stationary model the stopping (absorption) times () P!1 as  ! 0 while in the
quasi-stationary model the stopping times () are asymptotically stochastically bounded
as  ! 0. For a detailed discussion of the relation between quasi-stationarity and
pseudo-stationarity we refer to the paper by Gyllenberg and Silvestrov (1999).
The present investigation was stimulated by the paper by Gyllenberg and Silvestrov
(1994), where pseudo-stationary phenomena were described for a class of discrete time
stochastic metapopulation models with linear type of perturbation and vanishing local
extinction (absorption) eects.
Many other stochastic systems of technical or biological nature can be modelled
within the framework of continuous time Markov chains or semi-Markov processes
with absorption and small local absorption probabilities. To illustrate possible appli-
cations we consider two examples. The rst example relates to the description of
pseudo-stationary phenomena for a continuous-time stochastic metapopulation model.
The second example concerns pseudo-stationary phenomena for a multicomponent queu-
ing system with highly reliable elements.
In conclusion we shortly comment on the structure of the paper. In Section 2 we
formulate the main results, namely the mixed large deviation and ergodic theorems for
nonlinearly perturbed regenerative processes (Theorem 1) and semi-Markov processes
(Theorem 2). The proof of Theorem 1, given in Section 3, is based on an improved
version of exponential asymptotics for nonlinearly perturbed renewal equations, which
we think has a value in its own right. The proof of Theorem 2 is presented in Sections
4 and 5. The recursive asymptotic analysis of moments of hitting times, which is also
interesting in itself, is separated into Section 4 while the main part of the proof is
given in Section 5. In Section 6 we apply the results to a model of absorbing Markov
chains with nonlinearly perturbed generators. In Sections 7 and 8 we illustrate the
results describing pseudo-stationary phenomena for a stochastic metapopulation model
and a multi-component queuing system with highly reliable servers.
2. Main results
For every >0, let ()(t); t>0, be a regenerative process with a measurable phase
space X (with the corresponding -algebra   of measurable subsets), and regenera-
tive times 0 = ()0 6
()
1 6    and let () be a random variable dened on the same
probability space and taking values in the interval [0;1]. We call the random variable
() a regenerative stopping time and say that it regenerates together with the process
()(t); t>0 if (a) for any A 2   the probabilities P()(t; A) = Pf()>t; ()(t) 2
Ag and q()(t; A) = Pf()>t; ()(t) 2 A; ()1 >tg are measurable functions of t and
(b) P()(t; A) satises the renewal equation
P()(t; A) = q()(t; A) +
Z t
0
P()(t − s; A)F () (ds); t>0; (2.1)
where
F ()(t) = Pf()>()1 ; ()1 6tg (2.2)
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(here and henceforth
R t
0 means integration over the interval [0; t] if t <1 and over
[0;1) if t =1).
An important quantity is the stopping probability in one regeneration period. We
denote it by f() and note that it coincides with the deciency of the distribution F ():
f() = Pf()6()1 g= 1− F ()(1): (2.3)
The rth moments of the distribution F () are denoted by m()[r]:
m()[r] = E(()1 )
r(()>()1 ) =
Z 1
0
srF ()(ds): (2.4)
They will play a crucial role in the analysis to follow.
Throughout the paper we shall make use of four basic types of conditions, which
we label by letters which are easy to remember. These classes of conditions are:
F Continuity conditions of the Forcing function (i.e., the probabilities q()(t; A)) in
the renewal equation (2.1).
D Continuity conditions of the Distribution functions F ().
C Cramer type conditions, that is, conditions concerning the asymptotic niteness of
exponential moments of F ().
P Perturbation conditions, that is, conditions telling how the model ingredients de-
pend on the perturbation parameter .
In our applications to (semi-)Markov processes, we need two additional types of con-
ditions:
A Absorption conditions.
E Conditions on Ergodicity and transience.
A specic condition belonging to any of the classes above will be denoted by the class
label equipped with a subscript.
Next we present a collection of assumptions needed for our rst main result.
F1 There exists a -algebra  0  such that for every A 2  0 one has
limu!0 lim sup06!0 supjvj6u jq()(t + v; A) − q(0)(t; A)j = 0 almost everywhere
with respect to Lebesgue measure on [0;1).
D1 (a) F () converges weakly to F (0) as  ! 0. F (0) is a proper nonarithmetic
distribution which is not concentrated at the origin.
(b) m()[1]! m(0)[1]<1 as ! 0.
C1 For some > 0, one has lim sup06!0 sup Ee
(()^()1 )<1.
P1 (a) f() = b +   + bkk + o(k), where jbrj<1; r = ; : : : ; k, and b > 0.
(b) m()[r]=c0r+c1r+   +ckrk+o(k) for r=1; : : : ; k, where jclrj<1; l; r=
1; : : : ; k and 0<c0r <1; r = 1; : : : ; k.
In F1 and in the sequel we use the symbol  ! 0 to indicate that  tends to 0 being
positive. Later on we will need the symbol 06! 0 to indicate that zero values of 
are also admitted.
These conditions call for some comments. First of all, there is a certain redundancy in
the assumptions. Obviously, P1 (b) implies D1 (b). Actually more is true: By denition,
Ee
()^()1 = Ee
()
1 (()>()1 ) + Ee
()1 (()6()1 ). Therefore C1 implies
C01 For some > 0; one has lim sup
06!0
Z 1
0
esF ()(ds)<1:
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In view of C01 it follows from conditions D1 and C1 that the power moments m
()[r]
are nite for all r>1 and all  small enough, and that m()[r]! m(0)[r] as ! 0 for
all r>1. The reason for formulating the conditions as above is that for some results
D1 (b) is needed whereas C1 and P1 are irrelevant.
The limit analogous to D1 (b), but for f() is automatic, because D1 (a) implies that
f() ! f(0) = 0 as ! 0: (2.5)
Finally, note that all the moments m()[r] are strictly positive for  small enough since
the distribution F (0) is not concentrated at 0. Without loss of generality we can assume
that 0<m()[r]<1 for all >0.
Before stating our rst result we introduce the notation
P(0)(A) =
1
E(0)1
Z 1
0
q(0)(s; A) ds; A 2  : (2.6)
Theorem 1. Let conditions F1;D1;C1; P1 be satised. Then:
(i) For all  small enough there exists a unique nonnegative root () of the equationZ 1
0
e
()sF ()(ds) = 1: (2.7)
(ii) The root () of Eq. (2:7) has the asymptotic expansion
() = a +   + akk + o(k); (2.8)
where the coecients al (6l6k) are given by the recursion formula
al = c−101
0
@bl − l−1X
i=
cl−i;1ai −
lX
r=2
+1X
j=1
cl−j; r
X
n;:::; nj−12Drj
j−1Y
i=
anii =ni!
1
A : (2.9)
Here Drj is the set of all nonnegative; integer solutions of the system n+   +
nj−1 = r; n +   + (j − 1)nj−1 = j.
(iii) As t() !1 and A 2  0; the following asymptotic relation holds:
Pf()>t(); ()(t()) 2 Ag
expf−()t()g ! P
(0)(A) as ! 0: (2.10)
(iv) If t() !1 such that rt() ! r 2 [0;1) for some 6r6k and if A 2  0; the
following asymptotic relation holds:
Pf()>t(); ()(t()) 2 Ag
expf−(a +   + ar−1r−1)t()g ! e
−rarP(0)(A) as ! 0: (2.11)
Empty sums in (2.9) are of course interpreted as zero. In particular we get for l=
a =
b
c01
:
Next we formulate the corresponding result for nonlinearly perturbed semi-Markov
processes with absorption. This model is a particular case of the general model con-
sidered above. A semi-Markov process is a regenerative process, in which return times
to some xed state serve as regenerative times. The absorption times play the role of
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regenerative stopping times. In this case the conditions must be specied in terms of
transition probabilities of semi-Markov processes. This is done below in the conditions
D2;C2; P2 which replace the corresponding conditions with index 1. In addition, we
need an absorption condition A2 and a condition E2 of ergodicity and transience.
Let for every >0, ()(t), t>0 be a semi-Markov process continuous from the
right, with phase space X = f0; 1; : : : ; Ng, and with transition probabilities Q()ij (u). We
write the transition probabilities as Q()ij (t) = p
()
ij F
()
ij (t), where p
()
ij = Q
()
ij (1) are the
transition probabilities of the corresponding imbedded Markov chain and F ()ij (t) are
the distribution functions of transition times. For simplicity, we assume that F ()ij (0)=0
for all i; j 2 X . Analogously with (2.4) we introduce the notation
m()ij [r] =
Z 1
0
srF ()ij (ds); i 6= 0; j 2 X;
for the power moments of F ()ij .
We consider a model in which 0 is an absorbing state, that is, the following condition
holds:
A2 p
()
0j = 0; j 6= 0 for all >0:
Let 0=()0 6
()
1 6    be the instants when the jumps occur and let ()n =()(()n ); n=
0; 1; : : : be the states of the semi-Markov process ()(t) at the times of jumps. As is
well known the random sequence ()n is a homogeneous (embedded) Markov chain
for the semi-Markov process ()(t).
Let ()j =minfn>1: ()n = jg, and ()j =()()j be the rst hitting time in a state j for
the embedded Markov chain ()n and for the semi-Markov process ()(t), respectively.
The rst hitting time ()0 is called the absorption time for the semi-Markov process
()(t).
The object of our interest is the asymptotic behaviour of the transition probabilities
P()ij (t) = Pif()0 >t; ()(t) = jg; i; j 6= 0 as t !1 and ! 0.
We need the following conditions:
D2 (a) p
()
ij ! p(0)ij as ! 0, i 6= 0, j 2 X .
(b) F ()ij converges weakly to F
(0)
ij as  ! 0, i 6= 0, j 2 X . F (0)ij are proper
nonarithmetic distribution functions for i 6= 0, j 2 X .
C2 For some > 0 one has lim sup06!0
R1
0 e
tF ()ij (dt)<1, i 6= 0, j 2 X .
P2 (a) p
()
ij = dij[0] + dij[1] +    + kdij[k] + o(k) for i 6= 0, j 2 X , where
jdij[r]j<1, r = 1; : : : ; k.
(b) m()ij [r] = eij[0; r] + eij[1; r] +   + keij[k; r] + o(k) for r = 1; : : : ; k, i 6= 0,
j 2 X where jeij[l; r]j<1, l; r = 1; : : : ; k, and 0<eij[0; r]<1, r = 1; : : : ; k.
We consider the basic case only, where the set X1 = f1; : : : ; Ng is a communicative
transient class (all states in X1 communicate and at least one transition probability from
a state in X1 to 0 is positive) for all > 0 small enough and where X1 is an ergodic
class (all states in X1 communicate and all transition probabilities from states in X1 to
0 equal to zero) for  = 0. We restrict our attention to the case where at least one of
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the local absorption probabilities p()i0 is of order O(). It is not dicult to show that
these requirements are fullled under condition D2 (a) and the following condition:
E2 (a) The set X1 = f1; : : : ; Ng is a closed communicative class of states (ergodic
class) for the embedded Markov chain (0)n ,
(b) di0[1]> 0 for some i 6= 0.
Let
G()ij (s) = Pif()j 6sg; i; j 6= 0: (2.12)
Theorem 2. Let conditions D2;C2; P2;A2;E2 hold. Then:
(i) For all > 0 small enough there exists a unique nonnegative root of the equationZ 1
0
e
()sG()jj (ds) = 1 (2.13)
which is independent of j 6= 0.
(ii) The following asymptotic expansion holds:
() = a1+   + akk + o(k): (2.14)
Here the coecient a1 is positive and the coecients a1; : : : ak are rational func-
tions of the coecients in P2 that can be calculated explicitly.
(iii) For t() !1 the following asymptotic relation holds for i; j 6= 0:
P()ij (t
())
expf−()t()g ! j as ! 0: (2.15)
Here j; j = 1; : : : ; N are the stationary probabilities of states j = 1; : : : ; N for
the limiting semi-Markov process (0)(t).
(iv) If t() ! 1 such that rt() ! r 2 [0;1) for some 16r6k the following
asymptotic relation holds for i; j 6= 0
P()ij (t
())
expf−(a1+   + ar−1r−1)t()g ! e
−arr j as ! 0: (2.16)
Remark 1. The algorithm for calculating the coecients a1; : : : ; ak is described in the
proof of Theorem 2.
Remark 2. Note that the probabilities P()ij (t); i; j 6= 0, do not depend on the transition
probabilities Q()0j (t). Therefore, Theorem 2 is valid even if condition A2 does not hold
and the state 0 is not an absorbing state. Only one change has to be made in the
formulation of Theorem 2. The distributions G()ij must be dened as
G()ij (s) = Pif()j 6s; ()j < ()0 g; i; j 6= 0 (2.17)
instead of the denition given in (2.12).
3. Proof of Theorem 1 and nonlinearly perturbed renewal equations
We prove Theorem 1 by rst proving exponential expansions for general nonlinearly
perturbed renewal equations and by then applying these expansions to the renewal
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equation (2:1). The exponential expansions for nonlinearly perturbed renewal equations
presented below are new and interesting in their own right.
Consider for every >0 the renewal equation
x()(t) = q()(t) +
Z t
0
x()(t − s)F ()(ds); t>0; (3.1)
where (a) q()(t) is a measurable and locally bounded (that is, bounded on every nite
interval) real-valued function on [0;1) and (b) F ()(s) is a distribution function on
[0;1) which is not concentrated at 0 but can be improper, i.e., F ()(1)61.
As is well-known (Feller, 1966), there is a unique measurable and locally bounded
solution x()(t) of Eq. (3.1).
We use the same notations f() = 1− F ()(1) for the deciency and m()[r] for the
rth moments of the distribution F () as was introduced in Section 2.
We need the following assumption:
F3 The functions q()(t) satisfy
(a) limu!0 lim sup06!0 supjvj6u jq()(t+v)−q(0)(t)j=0 almost everywhere with
respect to Lebesgue measure on [0;1);
(b) lim sup06!0 sup06t6T jq()(t)j<1 for every T>0;
(c) limT!1 lim sup06!0 h
P
r>T=h suprh6t6(r+1)h jq()(t)j= 0 for some h> 0.
(d) For some > 0, the function etq()(t) satises condition (c).
Condition F3 (d) is not needed for our rst lemma, but it is essential for the stronger
asymptotic result of Lemma 2. Note that if the forcing function q() = q(0) and the
distribution F () = F (0) do not depend on , then the conditions D1; F3 (a){(c) reduce
to the conditions of the classical renewal theorem (Feller, 1966), in particular, F3 (a)
{(c) reduce to the condition that q(0) is a directly Riemann integrable function on
[0;1). Let
x(0)(1) = m(0)[1]−1
Z 1
0
q(0)(s) ds:
The starting point of our treatment of (3.1) is the following lemma (Silvestrov,
1976, 1978, 1979) generalizing the classical renewal theorem to the family (3.1) of
perturbed renewal equations.
Lemma 1. Let conditions D1; F3 (a){(c) be satised. If t() !1 such that f()t() !
 2 [0;1] as ! 0; then the following asymptotic relation holds:
x()(t())! e−=m(0)[1]x(0)(1) as ! 0: (3.2)
The exponential asymptotic relation (3.2) can be essentially improved if the dis-
tributions F () satisfy the Cramer type condition C01 and the nonlinear perturbation
condition P1 and if the functions q() are asymptotically exponentially integrable, that
is, if condition F3 (d) is fullled.
The inequality
06q()(t; A)6Pf() ^ ()1 >tg6Pf()1 >tg; t>0; (3.3)
shows that the conditions F1 and C1 imply condition F3. Therefore Theorem 1 follows
by applying the following lemma to the renewal equation (2:1).
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Lemma 2. Let conditions D1;C01; P1; F3 hold. Then:
(i) For all  small enough there exists a unique nonnegative root () of Eq. (2:7)
and () has the asymptotic expansion (2:8).
(ii) For t() !1 the following asymptotic relation holds:
x()(t())
expf−()t()g ! x
(0)(1) as ! 0: (3.4)
(iii) If t() ! 1 such that rt() ! r 2 [0;1) for some 6r6k the following
asymptotic relation holds:
x()(t())
expf−(a +   + ar−1r−1)t()g ! e
−rar x(0)(1) as ! 0: (3.5)
Proof. The proof is analogous to that given by Silvestrov (1995) for the simpler case
where the asymptotic expansion for the absorption probability f() starts from the rst
order term ( = 1).
We rst show that under conditions D1 and C01 there exists a unique nonnegative
root () of Eq. (2.7) for all  small enough, and that () ! 0 as ! 0.
Let ()()=
R1
0 e
sF ()(ds): From condition C01 we have that 
()()<1 for all 
small enough, say 61. In this case the functions ()() are nonnega-
tive, strictly increasing, continuous functions on the interval [0; ]. Note also that
()(0) = F ()(1)61. Because the distribution function F (0) is proper and is not con-
centrated at 0, Eq. (2.7) for the case =0 has the unique root (0) =0, i.e (0)(0)=1,
and (0)()> 1 for all  2 (0; ]. Using condition D1 we have lim inf !0()()>
limT!1 lim inf !0
R T
0 e
sF ()(ds) = limT!1
R T
0 e
sF (0)(ds) = (0)()> 1. It follows
that for all  2 (0; ] and for all  small enough, say 62, where 2 = 2()<1,
the functions ()() are greater than 1. This fact together with inequality ()(0)61
provides via continuity and strong monotonicity of the function ()() the existence
of a unique nonnegative root of Eq. (2.7) for 62. This solution satises ()6.
Since  can be an arbitrary number less than or equal to , we have that () ! 0 as
! 0.
Now, we can start the asymptotic analysis of the coecients (). The Taylor
expansion for the function et yields
es
()
= 1 + s()=1! +   + sk(())k =k! + sk+1(())k+1es()()ks =(k + 1)!; (3.6)
where 06()ks61; 06s<1.
Fix some  2 (0; ] and consider 62 = 2(). Recalling that ()6 for such  we
get the following formula by integrating (3.6) and taking condition C01 into account:Z 1
0
es
()
F ()(ds) = 1− f() + m()1 ()=1! +   + m()k (())k =k! + (())k+1Mk()k :
(3.7)
Here
Mk = ((k + 1)!)−1 sup
62
Z 1
0
sk+1esF ()(ds)<1; 06()k 61:
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By (3.7), Eq. (2.7) can be rewritten in the form
m()1 
()=1! + m()2 (
())2=2! +   + m()k (())k =k! + (())k+1Mk()k = f(): (3.8)
The coecients () ! 0, and the sum of all terms on the left-hand side in (3.8)
beginning from the second one is o(()). Dividing both sides in (3.8) by m()1 
 and
evaluating the corresponding limits we obtain using P1 that ()= ! b=c01. This
means that () can be represented in the form
() = a + 
()
1 ; (3.9)
where a=b=c01 and 
()
1 =o(
). The relation (3.9) reduces to (2.8) in the case k=.
Substituting the expansions given in condition P1 and (3.9) into (3.8) one obtains
()1 = a+1
+1 + ()2 ; (3.10)
where a+1 = c−101 (b2 − c11a − 12c02(; 1)a2) and ()2 = o(+1). The relations (3.9)
and (3.10) yield the relation (2.8) for the case k =  + 1. The expression for a+1
given above is exactly formula (2.9) with k =  + 1.
Repeating the above argument for the general case we obtain the expansion (2.8)
and the formula (2.9) for k >+1. However, the formula (2.9) can be obtained in a
simpler way once the asymptotic expansion (2.8) has already been proven. From (3.8)
we get the following formal equation:
(c01 + c11+   )(a + a+1+1 +   )=1!
+ (c02 + c12+   )(a + a+1+1 +   )2=2! +   
= b + b+1+1 +    : (3.11)
By equalizing the coecients of l; l> on the right- and left-hand sides of (3.11)
we obtain he formula (2.9) for calculating the coecients a; : : : ; ak . This completes
the proof of the statement (i).
To prove the statement (ii) we multiply the renewal equation (3.1) by e
()t and
transform it to the equivalent form
~x()(t) = ~q()(t) +
Z t
0
~x()(t − s) ~F ()(ds); t>0; (3.12)
where
~x()(t) = e
()tx()(t); ~q()(t) = e
()tq()(t); ~F
()
(t) =
Z t
0
e
()sF ()(ds):
Because () ! 0 it is obvious that condition D1 is satised for the distribution func-
tions ~F
()
if conditions D1 and C01 are satised for the distribution functions F
(). Note
also that the distribution functions ~F
()
are proper for all >0. Also, the corresponding
limiting distribution F (0) and the mean m(0)[1] are the same for ~F
()
and F ().
It is easy to check that conditions F3 (a){(c) are satised for the functions q()(t)
and ~q()(t) = e
()tq()(t) if for some > 0 this condition is satised for the function
etq()(t).
Now we can apply Lemma 1 to Eq. (3.12). Conditions D1; F3 (a){(c) are satised.
In Lemma 1 there is also the condition restricting the rate of growth for time t(). But,
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in the case under consideration the corresponding probabilities ~f
()
= 1− ~F ()(1)  0.
Therefore, this condition is automatically satised for any t() !1 with =0. Relation
(3.2), written for the functions ~x()(t), take the form ~x()(t()) = e
()t()x()(t()) !
x(0)(1) as ! 0, which is (3.4).
The statement (iv) is an obvious corollary of (i) and (ii). Lemma 2 is proven.
Remark 3. The results formulated in Lemma 2 and Theorem 1 can also be generalized
to the case where the total variations F ()(1) take on values less than or greater than
1 for > 0 as well as for = 0. The case F (0)(1)>1 does not demand any changes
in the conditions of the theorem, but in the case F (0)(1)< 1 it is necessary to add
the requirement (0)()> 1 to provide the existence of a root of Eq. (2.7) for all 
small enough. This root is positive or negative according to whether the total variation
F ()(1) is less than or greater than 1, and () ! (0).
The idea of the proof of the generalized results is to reduce the situation to the case
F (0)(1) = 1 by an exponential transformation of the original renewal equation (3.1)
similar to the one described in (3.12) but with the multiplier e
(0)t instead e
()t . We
refer to the paper by Gyllenberg and Silvestrov (1999) for the conditions needed and
for a proof.
Remark 4. The conditions of Theorem 1 take an especially simple form if the process
(0)(t); t>0 and the regenerative times (0)n do not depend on >0 but the regenerative
stopping times () do depend on >0. This case was considered by Silvestrov (1995).
4. Asymptotic expansions for moments of hitting times
In this section we describe the recursive algorithm for the asymptotic analysis of
moments of hitting times for nonlinearly perturbed semi-Markov processes. The al-
gorithm is important in its own right and forms an essential part of the proof of
Theorem 2. Some related results concerning asymptotical analysis of the rst order
moments can be found in Korolyuk and Turbin (1976) and Hassin and Haviv (1992).
We start by two lemmas. The rst one is so simple that it requires no proof.
Lemma 3. Let conditions D2 and E2 hold. Then G
()
ij converges weakly to the proper
non-arithmetic distribution function G(0)ij as ! 0 for i; j 6= 0.
Lemma 4. Let conditions D2;C2 and E2 hold. Then there exists a 1> 0 such that
for i; j 6= 0
lim sup
06!0
Eie
1(
()
j ^()0 )<1: (4.1)
Proof. Let
f()ij (n) = Pif()0 ^ ()j >ng; i; j 6= 0; n= 0; 1; : : : :
Due to condition E2, the probabilities f
(0)
ij (n) ! 0 as n ! 0; i; j 6= 0. So, there
exists an n such that maxi; j 6=0 f
(0)
ij (n)<C< 1. From conditions D2 (a) and E2 it
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follows that f()ij (n) ! f(0)ij (n) as  ! 0. Therefore, there exists 1> 0 such that
sup61maxi; j 6=0 f
()
ij (n)<C. Because f
()
ij (2n)=
P
k 6=0; j Pf()0 ^()j >n; ()n =kgf()kj (n),
we get
sup
61
max
i; j 6=0
f()ij (ln)<C
l; l= 1; 2; : : : : (4.2)
Let ()ij () =
R1
0 e
sF ()ij (ds). Choose K > 1 such that Kq
m−1< 1. Due to condition
C2 we can choose 0<1< and 0<2<1 such that sup62 maxi; j 6=0 
()
ij (1)<K .
Using (4.2), we have for < 2
Eie
1(
()
j ^()0 ) =
1X
r=1
X
i0=i;i1 :::; ir−1 6=0; j;ir=j or 0
rY
k=1
()ik−1ik (1)p
()
ik−1ik
6
1X
r=1
KrPif()j ^ ()0 = rg6
1X
r=1
KrC[r=m]−1<1: (4.3)
Obviously, (4.1) follows from (4.3).
Next we describe the algorithm for the constructing asymptotic expansions for the hit-
ting probabilities f()ij =Pif()0 <()j g; i; j 6= 0 and the moments M ()ij [r]=Ei[()j ]r(()j
< ()0 ); i; j 6= 0; r>1. Let M ()ij [0] = Pif()j < ()0 g= 1− f()ij ; i; j 6= 0.
Fix some j 6= 0. As is well-known, the probabilities M ()ij [0] satisfy the following
system of linear equations:
M ()ij [0] = p
()
ij +
X
l6=0; j
p()il M
()
lj [0]; i 6= 0: (4.4)
Moreover, the moments M ()ij [r]; r = 1; : : : satisfy
M ()ij [r] = L
()
ij [r] +
X
l6=0; j
p()il M
()
lj [r]; i 6= 0 (4.5)
for r = 1; 2; : : : ; where
L()ij [r] = p
()
ij m
()
ij [r] +
X
l6=0; j
rX
n=1
Cnr p
()
il m
()
il [n]M
()
lj [r − n]; i 6= 0: (4.6)
Note that the systems (4.4) and (4.5) have the same matrix of coecients but dier-
ent inhomogeneous terms. These systems can be solved recursively since the expres-
sions for L()ij [r]; i 6= 0 given in (4.6) include the solutions M ()ij [q]; i 6= 0 of systems
(4.4) and (4.5) for all n= 0; : : : ; r − 1.
Consider the linear system
x()ij = h
()
ij +
X
l6=0; j
p()il x
()
lj ; i 6= 0; (4.7)
with the same matrix of coecients as in (4.4) and (4.5). The system (4.7) has the
matrix of coecients I − T ()j where
T ()j = (p
()
il (1− (l; j)))Ni; l=1: (4.8)
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By denition, the mth power of this matrix is given by (T ()j )
m = (Pif()j >m;
()m = lg), and by relation (4.2) Pif()j >m; ()m = lg ! 0 as m ! 1 for all  small
enough. Therefore, for all  small enough the inverse matrix
(I − T ()j )−1 = (s()il; j)Ni; l=1 (4.9)
exists. Note that by denition s()ij; j = ij (the Kronecker symbol).
We assume that the condition
P4 h
()
ij =hij[0]+hij[1]+  +khij[k]+o(k); i 6= 0, where jhij[r]j<1; r=0; : : : ; k
holds.
Lemma 5. Let conditions D2 (a); P2 (a); E2 and P4 hold. Then the following asymp-
totic expansions hold for all i 6= 0:
x()ij = xij[0] + xij[1] +   + kxij[k] + o(k); (4.10)
where
xij[n] =
X
l6=0
Hlj[n]s
(0)
il; j ; n= 0; : : : ; k; (4.11)
and
Hlj[n] = hlj[n] +
X
u 6=0; j
nX
i=1
dlu[q]xuj[n− i]: (4.12)
Proof. As noted above the matrix I − T ()j has nonzero determinant for all  small
enough. We can therefore give a rational formula for the corresponding solution of
system (4.7). Both the numerator and the denominator in this formula can be repre-
sented as expansions with respect to powers of  under the conditions of the lemma.
Because the limiting determinant det(I − T (0)j ) 6= 0, the zero-order coecient in the
expansion for the denominator is not equal to zero. Therefore we can also use the
quotient rule for asymptotic expansions and expand the solutions of systems (4.7) with
respect to powers of . So, the expansion (4.10) exist.
The coecients of the expansion are obtained in a way analogous to he one used
in the proof of Theorem 1. The system (4.7) can be represented formally as follows:
xij[0] + xij[1] +   = hij[0] + hij[1] +   +
X
l6=0; j
(dil[0] + dil[1] +   )
 (xlj[0] + xlj[1] +   ); i 6= 0: (4.13)
Equalizing corresponding coecients of powers of  on the left- and right-hand sides
of (4.13) and taking into account that dil[0] = p
(0)
il one gets
xij[r] = Hij[r] +
X
l6=0; j
p(0)il xlj[r]; i 6= 0; (4.14)
which yields for r = 0; : : : ; k the expansion (4.10).
Applying Lemma 5 to the system (4.4) we obtain the desired asymptotic expansions
for M ()ij [0]. We formulate this as Lemma 6:
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Lemma 6. Let conditions D2;C2; P2;E2 hold. Then the following asymptotic expan-
sions hold for i; j 6= 0:
M ()ij [0] = Eij[0; 0] + Eij[1; 0] +   + kEij[k; 0] + o(k); (4.15)
where
Eij[n; 0] =
X
l6=0
Hlj[n]s
(0)
il; j ; n= 0; : : : ; k (4.16)
and
Hlj[n] = dlj[n] +
X
u 6=0; j
nX
q=1
dlu[q]Euj[n− q; 0]: (4.17)
Condition E2 implies that M
(0)
ij [0] = 1; i; j 6= 0, and therefore Eij[0; 0] = 1; i; j 6= 0.
This yields the expansion
f()jj = 1−M ()jj [0] =−Ejj[1; 0] +    − kEjj[k; 0] + o(k): (4.18)
Lemma 7. Under conditions D2;C2; P2;E2 the coecients −Ejj[1; 0] are positive for
j 6= 0.
Proof. Due to condition E2 there exists an i 6= 0 such that di0[1]> 0 and since
di0[0] = 0 the probability p
()
i0 >
1
2di0[1] for  small enough.
If j = i, then f()ii >p
()
i0 >
1
2di0[1] for  small enough and that implies positivity of
−Eii[1; 0].
If j 6= i, we can use the inequality f()jj >M ()jji [0]p()i0 where
M ()kji [0] = Pkf()i < ()j ^ ()0 g; k 6= 0; j: (4.19)
The probabilities M ()kji [0] satisfy
M ()kji [0] = p
()
ki +
X
l6=0; j; i
p()kl M
()
lji [0]; k 6= 0 (4.20)
and as in the proof of Lemmas 5 and 6 we can show that
M ()kji [0]! M (0)kji [0] as ! 0; k 6= 0: (4.21)
Due to E2 the limiting probability M
()
jji [0]> 0 for any i 6= 0; j. Therefore the probability
M ()jji [0]>
1
2M
(0)
jji [0] for  small enough. Finally we have f
()
jj >
1
4M
(0)
jji [0]di0[1] for 
small enough and that implies positivity of −Ejj[1; 0].
Applying Lemma 6 to the systems (4.5) we obtain the desired asymptotic expansions
for the moments M ()ij [r]. Here, the recursive character of these systems and Lemma 5
must be taken into account when drawing the conclusion that condition P4 holds for all
these systems and when writing down expansions for the inhomogeneous terms of these
systems for r = 1; : : : : The coecients Hlj[n; r] in (4.24) given below have the same
structure as the coecients Hlj[n] in (4.12). However, the role of the inhomogeneous
terms hi[n] is now played by L
()
ij [r] dened in (4.6). The rst two sums in (4.24)
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represent the coecient for n in the asymptotic expansion for L()ij [r] obtained by the
use of standard sum and product rules for asymptotical power series applied in (4.6).
Lemma 8. Let conditions D2;C2; P2;E2 hold. Then the following expansions hold for
i; j 6= 0 and r = 0; : : : ; k:
M ()ij [r] = Eij[0; r] + Eij[1; r] +   + kEij[k; r] + o(k); (4.22)
where
Eij[n; r] =
X
l6=0
Hlj[n; r]s
(0)
il; j ; n= 0; : : : ; k; (4.23)
and
Hlj[n; r] =
nX
i=0
dlj[i]elj[n− i; r]
+
X
u 6=0; j
rX
m=1
Cmr
nX
i=0
n−iX
p=0
dlu[i]elu[p;m]Euj[n− i − p; r − m]
+
X
u 6=0; j
nX
i=1
dlu[i]Euj[n− i; r]; n= 0; : : : ; k: (4.24)
5. Proof of Theorem 2
The proof of Theorem 2 is based on Theorem 1. The process ()(t); t>0 is a regen-
erative process and the times of return to the initial state are the corresponding regen-
eration times. Also, ()0 is a regenerative stopping time which regenerate together with
the process ()(t); t>0 at the times of return. Therefore, Theorem 1 (or Lemma 2)
can be applied.
However, we have to be careful. Under condition A2 the process ()(t); t>0 is a
regenerative process with improper regenerative times which can take the value +1
(in the case of absorption). Theorem 1 is formulated for regenerative processes with
proper regenerative times. But according to Remark 2 we can change the transition
probabilities Q()0j (u) and this change does not aect the probabilities P
()
ij (t); i; i 6= 0.
For example we can take Q()0j (u)=N
−1[1−e−u] for j 6= 0 with >. In this case the
return times to any xed state will be proper random variables for all  small enough
if conditions D2;C2; P2;E2 hold. Then we can apply Theorem 1.
The renewal equation (2.1) takes for A= fjg the form
P()jj (t) = 1− F ()j (t) +
Z t
0
P()jj (t − s)G()jj (ds); t>0; (5.1)
where
F ()j (t) =
NX
l=0
p()jl F
()
jl (t); (5.2)
G()ij (t) = Pif()j 6t; ()j < ()0 g; i; j 6= 0; (5.3)
are distribution functions of sojourn times.
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Let
f()ij = 1− G()ij (1);
M ()ij [r] =
Z 1
0
trG()ij (dt); i; j 6= 0; r>1:
Under conditions D2;C2; P2;E2;A2 the distribution G
()
jj (t) is improper for small pos-
itive  but for =0 this distribution is proper. To apply Theorem 1 one must show that
the conditions D2;C2; P2;E2;A2 imply the conditions F1;D1;C1; P1 for the distributions
G()jj (t) and the probabilities 1− F ()j (t) dened in (5.2).
Obviously D2 implies F1. It is shown in Lemmas 3 and 4 that conditions D2 and
E2 imply D1. Moreover, conditions D2;C2 and E2 imply C1.
The most dicult step of the proof relates to the nonlinear perturbation condition P1.
It is shown in Lemmas 6 and 7 that conditions D2;C2; P2;E2 imply that the condition
P1 holds for G
()
jj . The algorithm for re-calculating the coecients in the expansions in
P1 as rational functions of the coecients in the original expansions in condition P2
is described in Lemmas 6{8.
After that, Theorem 1 can be applied. As a result, we obtain for all j 6= 0 and
t() !1 the asymptotic relation
e
()
j t
()
P()jj (t
())! m(0)j [1]=M (0)jj [1] = j as ! 0; (5.4)
where ()j is the unique root of Eq. (2.13), and
m()j [1] =
Z 1
0
[1− F ()j (s)] ds=
NX
l=0
p()jl m
()
jl [1]; j 6= 0:
Here we have used the well-known formula stating that the limiting quotient of
moments in (5.4) equals the stationary probability j of state j for the limiting semi-
Markov process (0)(t).
The asymptotic relation (5.4) gives us the desired asymptotics for the transition
probabilities P()jj (t
()) with the same initial and nal states.
To complete the proof we must also to show that asymptotic expansions for transition
probabilities P()ij (t), possess so-called solidarity properties, that is, the invariance of
these expansions with respect to variation of initial state i.
First, we show that for all  small enough the coecient ()j , which is the solution
of Eq. (2.13), does not depend of the choice of j 6= 0, that is, there exist 0> 0
such that ()j = 
() for 60. Next, we show that the transition probabilities P
()
ij (t
())
have the same asymptotic behaviour for all i 6= 0, more precisely, (2.15) holds for
i; j 6= 0:
As the starting point we use the relation (2.15) in the case i= j, which has already
been proven (formula (5.4)).
The transition probabilities P()ij (t
()) also satisfy the more general renewal equation
(which coincides with (5.1) if i = j)
P()ij (t) = q
()
ij (t) +
Z t
0
Pij(t − s)G()ii (ds); t>0; (5.5)
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where
q()ij (t) = Pif()(t) = j; ()i ^ ()0 >tg: (5.6)
We apply Lemma 2 to Eq. (5.5). The forcing function q()ij (t) can be represented in
the form
q()ij (t) =
1X
n=0
Pif()i ^ ()0 >n; ()n = j; ()n 6t <()n+1g
=
1X
n=0
Z t
0
Pif()i ^ ()0 >n; ()n = j; ()n 2 dsg(1− F ()j (t − s)): (5.7)
By denition q()ij (t)6Pif()i ^ ()0 >tg. Therefore, conditions F3 (b) and (c) are
satised via Lemma 4.
To check condition F3 (a) note rst of all that the series in (5.7) converges uni-
formly for  small enough. This follows from inequality (4.2) obtained in the proof of
Lemma 4. Therefore, local uniform convergence must be checked only separately for
every term in the series (5.7). Now, let us choose a sequence of positive numbers hk
converging to h1 = 0 as k !1. For every xed t one term in the series (5.7) taken
in point t0 2 [t − hk ; t + hk ] can be estimated uniformly from below and from above
by
R thk
0 Pif()j ^ ()0 >n; ()n = j; ()n 2 dsg(1− F ()j (t  hk − s)). Let S be the set of
points for which the distributions Pif(0)j ^ ()0 >n; (0)n = j; (0)n < sg and the functions
1 − F (0)j (t  hk − s) have no joint points of discontinuity as functions of s for all
n= 0; 1; : : : and k = 1; 2; : : : : By denition the set S is a nite or countable set and so
the Lebesgue measure of this set equals 0. It follows easily from condition D2 that the
approximants dened above converge as  ! 0 to the corresponding limiting expres-
sions for = 0. Both limiting expressions converge as hk ! 0 to the same expressionR t
0 Pif(0)j ^ ()0 >n; (0)n = j; (0)n 2 dsg(1−F (0)j (t− s)) according to the denition of S.
The local uniform convergence of functions q()ij (t) to q
(0)
ij (t) as ! 0 at points t 2 S
follows from the remarks made above.
Conditions D1;C1 and P1 have been checked for the distributions G
()
ii (t) in
Lemmas 3{8. So we can apply Lemma 2 to the renewal equation (5.5) and obtain
the following relation for all i; j 6= 0 and t() !1
e
()
i t
()
P()ij (t
())! 1
M (0)ii
Z 1
0
q(0)ij (s) ds= j as ! 0: (5.8)
The integral in the limiting expression is the expectation of the time which the limiting
semi-Markov process (0)(t) spends in the state j between two consecutive returns in
the state i. As is well-known, this expectation equals the stationary probability j of
state j.
Next we show using the renewal equation
e
()
j t
()
P()ij (t
()) =
Z t()
0
e
()
j (t
()−s)P()jj (t
() − s)e()j sG()ij (ds) (5.9)
that for all i; j 6= 0, and t() !1 one has
e
()
j t
()
P()ij (t
())! j as ! 0: (5.10)
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The function e
()
j (t
()−s)P()jj (t
()−s) is bounded for 06s6t() uniformly in  2 [0; 3],
where 3 2 (0; 2) and 2 is the positive number dened in the proof of Lemma 4. So,
sup
<3
sup
06s6t()
e
()
j (t
()−s)P()jj (t
() − s)6Rj <1: (5.11)
Suppose that there exists s() such that e
()
j (t
()−s())P()jj (t
()− s())!1. We can also
suppose that t()− s() ! w where 06w61 (if not, we can go to subsequences). But
w cannot be nite since in this case e
()
j (t
()−s()) ! 1 and so e()j (t()−s())P()jj (t() − s())
is bounded. Neither can w be +1 since then u() = t() − s() would converge to 1
but from (5.4) or (5.8) it follows that e
()
j u
()
P()jj (u
())! j.
From (5.8) it also follows that e
()
j (t
()−s)P()jj (t
() − s) ! j for xed s>0. Also,
e
()
j s ! 1. Using these facts, (5.11), and Lemma 1 we have for any 0<T <1 which
is a point of continuity for the distribution G(0)ij (s)
lim
!0
Z T
0
e
()
j (t
()−s)P()jj (t
() − s)e()j sG()ij (ds) =
Z T
0
jG
(0)
ij (ds) = jG
(0)
ij (T ): (5.12)
Because ()j ! 0 we have using Lemma 4 for 0<2<1 (dened in Lemma 4) and
< 4<3,
lim
T!1
sup
<4
Z 1
T
e
()
j sG()ij (ds)6 limT!1
sup
<4
Z 1
T
e2sG()ij (ds) = 0: (5.13)
Using (5.11) and (5.13) we have
lim
T!1
lim
!0
Z t()
T
e
()
j (t
()−s)P()jj (t
() − s)e()j sG()ij (ds)
6 lim
T!1
lim
!0
Z 1
T
Rje
()j sG()ij (ds) = 0: (5.14)
Finally, from (5.9), (5.12), and (5.14) we get
lim
!0
e
()
j t
()
P()ij (t
()) = lim
T!1
lim
!0
Z T
0
e
()
j (t
()−s)P()jj (t
() − s)e()j sG()ij (ds)
= lim
T!1
jG
(0)
ij (T ) = j: (5.15)
It follows from (5.8) and (5.10) that for i; j 6= 0 and t() !1
e
()
i t
()
=e
()
j t
()
= e(
()
i −()j )t() ! 1 as ! 0: (5.16)
Suppose that for some i 6= j there exists a subsequence n ! 0 such that j(n)i −
(n)j j 6= 0 for all n=1; : : : . But, we can choose an arbitrary t() !1 in relation (5.16).
Thus, we can chose t() tending to 1 so quickly that t(n)n j(n)i − (n)j j ! 1. The last
relation contradicts (5.16). Therefore, ()i = 
()
j for all i; j 6= 0 and  small enough.
Hence both relations (5.8) and (5.10) are equivalent to (2.15).
This completes the proof of statements (i) and (ii) of Theorem 2. The statement
(iii) follows immediately from (ii).
Remark 5. As a result of the proof we have also got an explicit algorithm for calculat-
ing the coecients in the asymptotic expansions for the coecients (). The algorithm
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contains two steps. In the rst step the coecients in the asymptotic expansions for
f()jj and M
()
jj [r] are calculated using Lemmas 6{8. In the second step the coecients
in the asymptotic expansions for the () are calculated using Theorem 1.
Remark 6. Theorem 2 can easily be extended to the case where the set X1=f1; : : : ; Ng
is the union of two nonoverlapping sets X1 = X11 [ X12 which possess the following
properties with respect to the limiting imbedded Markov chain 0n: (a) X11 is a closed
communicative class (ergodic class) such that di0[1]> 0 for some i 2 X11, and (b) X12
is a transient class of states such that fi = Pifminj2X11()j <1g> 0 for all i 2 X12.
In the ergodic class X11 the stationary probabilities j of the limiting semi-Markov
process (0)(t) are positive and
P
j2X11 j = 1. All states j in the transient class X12
have zero stationary probability.
If the initial state i 2 X11 and the nal state j 2 X1 the statements of Theorem 2 are
preserved without any changes. If the initial state i 2 X12 and the nal state j 2 X1,
we must replace the stationary probabilities j by the products fij in the limiting
relations (2.15) and (2.16) in Theorem 2.
The proof of the modied version of Theorem 2 is very similar to the one given
above for the basic case when the condition E2 holds. Therefore we give a brief sketch
of it only.
For the case when both the initial and nal states i; j 2 X11 the proof is identical
with the one for the basic model with empty transient class X12.
In the case when i 2 X12 and j 2 X11 we can repeat the proof given above up to the
nal relation (5.15). In this relation the probabilities G(0)ij (T ) converge to fi instead
of 1 as T ! 1. It causes the appearance of the product fij instead of j in the
corresponding limiting expressions.
In the case when i 2 X11 and j 2 X12 we use again the renewal equation (5.5)
and apply Theorem 2 to this equation. It is easy to check condition C2 because
q()ij (t)6q^
()
ij =Pif()0 ^ ()i ^ ()j <1; ()0 ^()i ^()j = jg for all t>0, and q^
()
ij ! q^(0)ij =0
as ! 0. Applying Theorem 2 we get e()t()P()ij (t())! 0 as ! 0.
In the last case, when i; j 2 X12 we can choose a state l 2 X11 and use the renewal
equation P()ij (t)=q
()
ilj (t)+
R t
0 P

lj(t−s)G()il (ds); t>0, where q()ilj (t)=Pif()(t)=j; ()0 ^
()l > tg. To write this equation we use the absorption status of state 0 according to
which the distribution function G()il (t)=Pif()l < tg=Pif()0 ^ ()l < t; ()0 ^()l = lg.
In a manner similar to that used in the proof of Lemma 4 it can be shown that the
distributions G^
()
il (t)=Pif()0 ^()l < tg have exponential moments uniformly bounded
for all  small enough, that is, lim sup06!0
R1
0 e
5sG^
()
il (ds)<1 for some 5> 0.
From this relation we have e
()t()q()ilj (t
()) ! 0 as  ! 0 for any t() ! 1. Using
the condition fi > 0 one can generalize the statement of Lemma 4 to the case when
i 2 X12 and l 2 X11, that is, to show that lim sup06!0
R1
0 e
6sG()il (ds)<1 for some
6> 0. Then, using the same techniques as in relations (5.9){(5.15) we get as in
(5.15)
R t()
0 P

lj(t
() − s)G()il (ds)  e
()t()P()lj (t
())G()il (1) = 0 as ! 0. Finally we get
e
()t()P()ij (t
())! 0 as ! 0.
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6. Continuous-time Markov chains with absorption
We consider a continuous-time homogeneous Markov chain ()(t); t>0 continuous
from the right, with phase space X = f0; : : : ; Ng, and generator Q() = (q()ij ); where (a)
06q()ij <1; i 6= j, and (b) q()i =−q()ii =
P
j 6=i q
()
ij ; i 2 X .
The Markov chain ()(t) is a particular case of the semi-Markov process with
absorption considered above. The transition probabilities are
Q()ij (t) = p
()
ij (1− e−q
()
i t); i 6= 0; j 2 X; (6.1)
where
p()ij =
(
q()ij =q
()
i if i 6= j; i 6= 0; j 2 X;
0 if i = j; i; j 6= 0: (6.2)
In this case it is more natural to formulate the conditions in terms of generators of
perturbed Markov chains. This is done below in the conditions P5;A5;E5 which replace
the conditions with index 2.
The absorption condition A2 can be reformulated as
A5 q
()
j > 0; j 6= 0 and q()0 = 0 for all >0.
The general perturbation condition P2 is replaced by the following condition:
P5 q
()
ij = qij[0] + qij[1] +   + kqij[k] + o(k) for i; j 6= 0 where jqij[r]j<1; r =
0; : : : ; k.
The analogue of condition E2 is the following condition motivated by Remark 6:
E5 X1 = X11 [ X12 possesses the following properties with respect to the limiting
imbedded Markov chain (0)n :
(a) X11 is a closed communicative class (ergodic class) such that qi0[1]> 0 for
some i 2 X11.
(b) X12 is a transient class such that fi > 0 for i 2 X12.
The conditions P5 and E5 obviously imply the conditions D2;C2 and E2. Next we
show that the conditions P5 and E5 imply the condition P2, too. To do this we have to
recalculate the expansions in condition P2 in terms of the coecients in the expansion
in P5.
First of all, we can directly write down the corresponding expansions for the inten-
sities q()i ; i 6= 0 since they are sums of the intensities q()ij . Thus
q()i = qi[0] + qi[1] +   + kqi[k] + o(k); (6.3)
where
qi[r] =
X
j 6=i
qij[r]; r = 0; : : : ; k: (6.4)
The transition probabilities pij() are given by the formula (6.2) as a quotient of
the intensity functions q()ij and q
()
i . Therefore, these transition probabilities can be
expanded as
p()ij = dij[0] + dij[1] +   + kdij[k] + o(k): (6.5)
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To nd the coecients in the expansion (6.5) we again use the procedure of the proof
of Theorem 1. From the formal expansion
(dij[0] + dij[1] +   )(qi[0] + qi[1] +   ) = qij[0] + qij[1] +    ; (6.6)
we obtain
dij[0] = qij[0]=qi[0]; dij[1] = (qij[1]− dij[0]qi[1])=qi[0]; : : : (6.7)
and in general for r>2
dij[r] = (qij[r]−
r−1X
l=0
dij[l]qi[r − l])=qi[0]: (6.8)
The moments m()ij [r] = m
()
i [r] do not depend on j, and since the corresponding
distributions are exponential we have explicit formula
m()i [r] = Ei(
()
1 )
r = r![q()i ]
−r : (6.9)
It follows from (6.9) that moments m()i [r]; r = 1; : : : can be expanded as
m()i [r] = ei[0; r] + ei[1; r] +   + kei[k; r] + o(k): (6.10)
Equalizing the coecients of l; l= 1; 2; : : : ; on the left and right sides of the formal
asymptotic equality
(ei[0; r] + ei[1; r] +   )(qi[0] + qi[1] +   )r = r! (6.11)
one obtains
ei[0; r] = r!=qi[0]r ; ei[1; r] =−rei[0; r]qi[1]=qi[0]; : : : (6.12)
and in general for r>2
ei[v; r] =− r!qi[0]r
 
vX
l=1
ei[v− l; r]
X
n1 ;:::; nl2Drl
lY
u=1
qi[r − l]nu =nu!
!
: (6.13)
Here Drl is the set of all nonnegative, integer solutions of the system n1 +   + nl =
r; n1 +   + lnl = l.
Now, Theorem 2 can be applied to construct the corresponding exponential asymp-
totic expansions. Note that here an additional step is needed because the conditions are
now given in terms of the intensities q()ij instead of the transition probabilities Q
()
ij (t).
7. Pseudo-stationary phenomena for a meta-population model
Natural populations of most species have a spatial structure. Several habitat patches
can support local populations. Such a population of local populations is called a
metapopulation. Local populations in a metapopulation are connected by migration.
A local population may go extinct due to a catastrophe. An empty patch may be colo-
nized by migrants originating from other patches. Due to the fragmentation of natural
habitats, mathematical metapopulation models have attached an immense attention in
the past few years. For an account of the current state of the subject as well as many
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specic models and references to the literature we refer to the books by Hanski and
Gilpin (1997) and Hanski (1999).
We consider a system consisting of n patches which at any time t>0 can be either
occupied or empty. The state of the metapopulation at time t is described by the vector
()(t) = (()1 (t); : : : ; 
()
n (t)); t>0 where 
()
i (t) is either 1 or 0, according to whether
the ith patch is occupied or empty at time t.
The small parameter  reects the extinction intensity for the population inhabiting
patch number 1. In the limiting case  = 0 patch number 1 acts as a mainland; its
population will never go extinct. Gyllenberg and Silvestrov (1994) considered such a
metapopulation model in discrete time. For the analysis of quasi-stationary phenom-
ena of a similar model, but without the limiting procedure (see the introduction for
a more detailed explanation of the dierence between quasi- and pseudo-stationary
phenomena), we refer to Day and Possingham (1995).
Now we describe a stochastic process describing the metapopulation model more pre-
cisely. We suppose that (a) in the absence of migration the local population inhibiting
patch i will go extinct in time interval of length t with probability p()ii (t)=g
()
ii t+
o(t), (b) the probability that an empty patch j will not be colonized in time interval
of the length t by migrants originating from patch i is p()ij (t) = g
()
ij t + o(t),
(c) all interaction processes (extinction and colonization) are independent. The local
dynamics is thus modelled by preassigning the n by n interaction matrix G() = (g()ij )
where 06g()ij <1; i; j = 1; : : : ; n.
Having described the local patch dynamics we can deduce the law governing the
time evolution of the process ()(t). We suppose that the process ()(t); t>0 is a
homogeneous Markov chain with absorption, which is a particular case of the model
considered in Section 6.
The phase space of the random process ()(t) is the n-dimensional hypercube X =
f x= (x1; : : : ; xn): xi 2 f0; 1gg. The state 0 = (0; : : : ; 0) corresponding to metapopulation
extinction is an absorption state, and the rst hitting time ()0 into this state can be
interpreted as the extinction time of the metapopulation.
The local transition intensities are given by
q()( x; y) =
8>>>><
>>>>:
g()ii if j x − yj= 1; xi = 1; yi = 0;X
i: xi>0
g()ij if j x − yj= 1; xj = 0; yj = 1;
0 otherwise:
(7.1)
It is natural to formulate the conditions in terms of interaction matrix G(). This is
done below in the conditions P6;E6 which now replace the conditions with index 5.
The perturbation condition takes the following form:
P6 g
()
ij = gij[0] + gij[1] +   + kgij[k] + o(k) for i; j = 1; : : : ; n, where
jgij[r]j<1; r = 0; : : : ; k.
It is obvious that condition P6 implies condition P5. The corresponding expansion in
P5 takes the form
q()( x; y) = q[ x; y; 0] + q[ x; y; 1] +   + kq[ x; y; k] + o(k); (7.2)
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where for r = 0; : : : ; k:
q[ x; y; r] =
8>>>><
>>>>:
qii[r] if j x − yj= 1; xi = 1; yi = 0;X
i: xi>0
qij[r] if j x − yj= 1; xj = 0; yj = 1;
0 otherwise:
(7.3)
The following condition implies and replaces condition E5:
E6 (a) qij[0]> 0; i 6= j,
(b) q11[0] = 0; qii[0]> 0; i = 2; : : : ; n,
(c) q11[1]> 0.
This condition implies that for all > 0 small enough the class X1 = X n f0g is a
transient class of communicative states but for  = 0 this class can be split into the
union of two nonoverlapping sets X11 = f x 2 X1: x1 = 1g and X12 = f x 2 X1: x1 = 0g
where X11 is a closed communicative class such that the one-step transition probability
from state (1; 0; : : : ; 0) to the absorption state 0 is of the order , and X12 is a transient
class such that every state in X12 has a positive probability of hitting X11 and 0. For
the limiting case (=0) patch number 1 plays the role of mainland, and never becomes
empty once it has been inhabited.
We apply Theorem 2, taking into account Remark 6 and the results of Section 6
to obtain the corresponding asymptotic expansions for the probabilities P()x y (t
()) =
P xf()0 >t(); ()(t())= yg. Using these expansions we then describe pseudo-stationary
phenomena for the metapopulation model.
The relation (2.15) in Theorem 2 implies that for x 2 X11, and t() !1
e
()t()P xf()0 >t()g ! 1 as ! 0: (7.4)
and
P xf()(t()) = y=()0 >t()g !  y as ! 0; y 6= 0: (7.5)
The relation (7.5) shows that a kind of pseudo-stationary behaviour of the metapopu-
lation system can be observed before metapopulation extinction.
As far as the metapopulation extinction time ()0 is concerned, the relation (2.16)
from Theorem 2 yields for x 2 X11 and t() ! 1 such that rt() ! r <1 (where
16r6k) the following result:
P xf()0 >t()g
expf−(a1+   + ar−1r−1)t()g ! e
−rar as ! 0: (7.6)
The result (7.6) means that the metapopulation extinction time is of order −1. More-
over, the normalized metapopulation extinction time ()0 has an exponential limiting
distribution, and (7.6) describes the accuracy of this approximation in the zone of
bounded deviations (r = 1) and in dierent zones of large deviations (1<r6k).
We close this section by pointing out that there is a clear-cut analogy between
metapopulation models and epidemic models and that in fact epidemic models are
particular cases of metapopulation models (Gyllenberg and Hanski, 1997; Gyllenberg
et al., 1997). The analogy is actually valid at dierent hierarchical levels.
M. Gyllenberg, D.S. Silvestrov / Stochastic Processes and their Applications 86 (2000) 1{27 25
The most obvious analogy identies patches with host individuals, colonization with
infection, and local extinction with recovery. Occupied patches correspond to infected
individuals and empty to susceptible. In this interpretation the condition q11[0] = 0
in E6 is not a natural one because it postulates the existence of a host individual
with asymptotically vanishing probability of recovering from the disease. The realistic
assumption that qii[0]> 0 for all i = 1; : : : ; n leads to the quasi-stationary case, which
is treated in detail by Gyllenberg and Silvestrov (1999).
Another interpretation is to identify patches with groups of individuals, for instance
households or other groups of individuals with similar behaviour. Now the condition
of asymptotic ergodicity does not only make sense, but is in the context of stochastic
models a way of dening the important notion of core group (Hethcote and Yorke,
1984), the typical example being prostitutes in the context of sexually transmitted
diseases. A core group is thus a subpopulation in which the disease is asymptotically
endemic. For a discussion of the diculties concerned with a general denition of a
core group we refer to Diekmann and Heesterbeek (1999, Section 10:4:2).
8. Queuing system with a highly reliable main server
As our second application we consider a queuing system which consists of n servers
functioning independently of each other with exponential life and repairing times. The
failure and repairing intensities of the servers are (g()i )
− and (g()i )
+, respectively.
The state of server i at instant t is given by the random indicator variable ()i (t)
that takes on the value 1 if server i works at this instant, and the value 0 if server i
is being repaired at this moment.
The state of the system is described by the vector ()(t)=(()1 (t); : : : ; 
()
n (t)); t>0.
The phase space of the random process ()(t) is the n-dimensional hypercube X =
f x = (x1; : : : ; xn): xi = 0; 1g.
The law governing the time evolution of the continuous-time process ()(t) is a
homogeneous Markov chain with transition intensities
q()( x; y) =
(
(g()i )
 if xi = (1 1)=2; yi = (1 1)=2;
0 otherwise:
(8.1)
The rst hitting time ()0 is the a lifetime of the system. The object of our interest is
the asymptotic behaviour of the probabilities P()x y (t
()) = P xf()0 >t(); ()(t()) = yg.
As pointed out in Remark 4 we need not assume that 0 = (0; : : : ; 0) is an absorption
state since these probabilities do not depend of the transition probabilities from the
state 0.
It is natural to formulate the conditions in terms of the intensities (g()i )
; i=1; : : : ; n.
We do this below by replacing conditions P5;E5;A5 by P7;E7.
The perturbation condition takes the following form:
P7 (g
()
i )
 = gi[; 0] + gi[; 1] +   + kgi[; k] + o(k) for i; j = 1; : : : ; n,
where jgi[; r]j<1; r = 0; : : : ; k.
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It is obvious that condition P7 implies condition P5. The corresponding expansion in
P5 takes the form
q()( x; y) = q[ x; y; 0] + q[ x; y; 1] +   + kq[ x; y; k] + o(k); (8.2)
where for r = 0; : : : ; k:
q[ x; y; r] =

gi[; r] if xi = (1 1)=2; yi = (1 1)=2;
0 otherwise:
(8.3)
The following condition implies and replaces condition E5:
E7 (a) gi[; 0]> 0; i = 2; : : : ; n,
(b) g1[−; 0] = 0; g1[+; 0]> 0,
(c) g1[−; 1]> 0.
Conditions P5 and E5 imply that for all > 0 small enough X1 = X n f0g is a class
of communicative states but for  = 0 this class can be split into the union of two
nonoverlapping sets X11 = f x 2 X1: x1 = 1g and X12 = f x 2 X1: x1 = 0g where X11 is
a closed communicative class such that the one-step transition probability from state
(1; 0; : : : ; 0) to the absorption state 0 is of order , and X12 is a transient class such
that every state in X12 has a positive probability of hitting X11 and 0. For the limiting
case (= 0) the main server is absolutely reliable.
Precisely as for the metapopulation model treated in Section 7 we can apply
Theorem 2, taking into account Remark 5 and the results of Section 6 to obtain the
corresponding asymptotic expansions for the probabilities P()x y (t
()) as well as describe
pseudo-stationary phenomena for the the queuing system with a highly reliable main
server.
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