Topological boundaries of connected graphs and Coxeter groups by Klisse, Mario
ar
X
iv
:2
01
0.
03
41
4v
1 
 [m
ath
.O
A]
  7
 O
ct 
20
20
TOPOLOGICAL BOUNDARIES OF CONNECTED GRAPHS AND COXETER
GROUPS
MARIO KLISSE
Abstract. We introduce and study certain topological spaces associated with connected rooted
graphs. These spaces reflect combinatorial and order theoretic properties of the underlying graph
and relate in the case of hyperbolic graphs to Gromov’s hyperbolic compactification [32]. They are
particularly tractable in the case of Cayley graphs of finite rank Coxeter groups. In that context
we speak of the compactification and the boundary of the Coxeter group. They also appear in
[13] (see also [54]) and [53]. As it turns out, the canonical action of the group on its Cayley graph
induces a natural action on the compactification and the boundary. We prove its amenability, we
characterize when the compactification is small at infinity and we study classes of Coxeter groups
for which the action is a topological boundary action in the sense of Furstenberg.
The second part of the paper deals with the applications of our results to the study of (Iwahori)
Hecke algebras. These are certain deformations of group algebras of Coxeter groups. We first study
embeddings of Hecke C∗-algebras and prove property Akemann-Ostrand for a certain class of
Hecke-von Neumann algebras. Lastly, we make use of results that are widely related to Kalantar-
Kennedy their approach to the C∗-simplicity problem [49] to study the simplicity and injective
envelopes of operator algebras associated with Hecke algebras.
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Introduction
Hyperbolic graphs are graphs which satisfy a certain negative curvature condition. Intuitively,
a hyperbolic graph is a graph whose large-scale geometry looks similar to that of a tree. The
concept goes back to Gromov, see [32]. Every hyperbolic graph K admits a topological “space
at infinity” ∂hK, consisting of equivalence classes of infinite geodesic rays, and a corresponding
“compactification” K ∪ ∂hK. These spaces turn out to have a rich structure which provides
an excellent tool to study the underlying graph. Especially in the context of Cayley graphs of
groups, the notion of hyperbolicity allows to explore connections between algebraic properties of
the group and geometric properties of certain topological spaces (see [50] for a survey). This led
to a number of breakthroughs in the fields of geometric and combinatoric group theory.
Following Gromov’s ideas, many similar constructions assigning topological spaces to graphs
and groups have been presented. In this paper, our objective is to follow an analogous path by
defining certain topological spaces associated with (undirected and simplicial) connected rooted
graphs which reflect combinatorial and order theoretic properties. Given a connected rooted graph
(K, o) we denote these spaces by (K, o) and ∂(K, o). As it turns out, in some cases these spaces
very naturally identify as spectra of certain universal unital abelian C∗-algebras. In particular,
(K, o) and ∂(K, o) are compact and Hausdorff with the property that (K, o) = K ∪∂(K, o) where
K embeds into (K, o) as a dense subset. If the graph is hyperbolic, then both spaces very nicely
relate to Gromov’s hyperbolic compactification and boundary.
Theorem 0.1. Let (K, o) be a hyperbolic connected rooted graph. Then there exists a continu-
ous surjection φ: ∂(K, o) → ∂hK. If the graph is locally finite, then φ extends to a continuous
surjection φ˜: (K, o)→ K ∪ ∂hK with φ˜|K = idK .
In general, the structure of the spaces (K, o) and ∂(K, o) is much less tractable than that of
hyperbolic compactifications and boundaries. However, for certain classes of graphs this can be
different. This is the case for Cayley graphs of finite rank Coxeter groups. These are groups
freely generated by a finite set S subject to relations of the form (st)mst = e where mss = 1,
mst = mts and mst ≥ 2 for s 6= t. They were first introduced in [21] and satisfy a number of
strong properties. Today, Coxeter groups find application in many branches of mathematics (for
more information see [8], [22], [7]). For a given Coxeter system (W,S) we denote the corresponding
compactification (resp. boundary) associated with its Cayley graph by (W,S) (resp. ∂(W,S)).
The canonical action of W on itself via left multiplication induces an action of W on (W,S) and
∂(W,S). These actions turn out to have some desirable properties. The author is grateful to
Sven Raum and Adam Skalski, who pointed out that the spaces ∂(W,S) and (W,S) coincide with
spaces appearing in [13] (see also [54]) and [53].
An action of a discrete group G on a compact Hausdroff space X is said to be (topologi-
cally) amenable if there exists a net of continuous, almost equivariant maps from X to the space
Prob(G) of all probability measures on G. By making use of an important embedding theorem by
Dranishnikov and Januszkiewicz [25] which states that every Coxeter group can be isometrically
embedded in the vertex set of a finite product of trees, we prove that every Coxeter group acts
amenably on its boundary and its compactification. It has been shown in [54] that for every
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building the corresponding automorphism group acts amenably on its combinatorial boundary
(as defined in [13]). Our argument is similar to the one presented there.
Theorem 0.2. Let (W,S) be a finite rank Coxeter system. Then the actions W y (W,S) and
W y ∂(W,S) are amenable.
We can further completely characterize when the compactification of a Coxeter system (W,S)
is small at infinity in the sense that for every sequence (xi)i∈N ⊆ W converging to a boundary
point z ∈ ∂(W,S), xiw → z for every w ∈ W . In that case, we call the system (W,S) small
at infinity. The notion of smallness at infinity has a number of interesting operator algebraic
implications that we pick up in the second part of the paper. It implicitly appears in [47], [41]
and [42]. The proof of the following theorem crucially depends on Moussong’s characterization of
word hyperbolic Coxeter groups [57, Theorem 17.1].
Theorem 0.3. Let (W,S) be a finite rank Coxeter system. For s ∈ S denote the centralizer of s
in W by CW (s). Then the following statements are equivalent:
(1) (W,S) is small at infinity;
(2) #CW (s) <∞ for every s ∈ S;
(3) W is word hyperbolic and the map φ˜ from Theorem 0.1 is a homeomorphism.
Reflection centralizers of Coxeter groups have been studied in [2] and [10]. The main theorem
in [10] gives the description of the centralizer CW (s) of a generator s in a Coxeter group W
as a semidirect product of its reflection subgroup by the fundamental group of the connected
component of the odd Coxeter diagram of W containing s. From the equivalence of the first two
statements in Theorem 0.3 we deduce that the only irreducible affine type Coxeter system that is
small at infinity is the infinite dihedral group. We further prove that an irreducible right-angled
Coxeter system is small at infinity if and only if the group decomposes as a free product of finite
Coxeter groups.
Another notion that was famously used in [49] is that of topological boundary actions. Topo-
logical and measurable boundary actions have been introduced by Furstenberg in [29], [30] in the
context of rigidity of Lie groups. Compared to its measureable counterpart, the notion of topo-
logical boundary actions initially received much less attention. That changed when its relevance
for rigidity problems of reduced group C∗-algebras was discovered by Kalantar and Kennedy in
[49]. We will study under which circumstances Coxeter systems give rise to a boundary action
on their boundary. For Coxeter systems (W,S) that are right-angled or small at infinity we can
completely characterize when the canonical action W y ∂(W,S) admits a (topologically free)
boundary action.
Theorem 0.4. Let (W,S) be a finite rank Coxeter system such that W is infinite. Then the
following statements hold:
• Assume that the system is right-angled and irreducible. Then the action of W on ∂(W,S)
is a (topologically free) boundary action if and only if |S| ≥ 3.
• Assume that the system is small at infinity. Then the action of W on ∂(W,S) is a
(topologically free) boundary action if and only if W is non-amenable.
The second half of the paper gives applications of our earlier studies in the case of operator
algebras associated with (Iwahori) Hecke algebras.
(Iwahori) Hecke algebras, first studied in the 1950s, are deformations of group algebras of a
Coxeter group W depending on a specific deformation parameter q ∈ RS>0. They are intimately
related to the representation theory of algebraic groups (see e.g. [46], [6], [51]) and received
4 MARIO KLISSE
attention in the context of buildings and Kac-Moody groups acting on them [67]. Hecke algebras
can be naturally represented on the Hilbert space ℓ2(W ) and thus complete to C∗-algebras (resp.
von Neumann algebras) that we denote by C∗r,q(W ) (resp. Nq(W )). For spherical or affine type
Coxeter systems these operator algebras have been studied in [56], [52], [55]. Much later, the study
of weighted L2-cohomology of Coxeter groups led to the exploration of general Hecke von Neumann
algebras [27]. Recently, the investigation of the ideal structure of both Hecke C∗-algebras and
Hecke-von Neumann algebras made some progress. Motivated by Garncarek’s characterization of
factoriality of single-parameter right-angled Hecke-von Neumann algebras [31], Caspers, Larsen
and the author obtained results on the (non-)simplicity and trace-uniqueness of (right-angled)
Hecke C∗-algebras [15]. Later, Garncarek’s characterization was extended by Raum and Skalski
in [66] to multi-parameters which completely settles the question for factoriality in the right-
angled case. In this context, it should also be mentioned that the reduced group C∗-algebra of an
irreducible Coxeter group has been proven to be simple if and only if the corresponding Coxeter
system is of non-affine type (see [28], [39], [20]). Other relevant references about Hecke operator
algebras are [23], [14] and [16].
Our present work is motivated by the approach in [14, Section 5]. As it turns out, the C∗-
subalgebra of B(ℓ2(W )) generated by all Hecke C∗-algebras of a given Coxeter system (W,S)
naturally identifies with the reduced crossed product C((W,S)) ⋊red W of the group W by the
continuous functions on (W,S). We prove that the Hecke-von Neumann algebras Nq(W ) trivially
intersect with the compact operators on ℓ2(W ) if and only if the parameter q is inside a certain
region of RS . This immediately implies that for those q the C∗-algebras C∗r,q(W ) naturally embed
into C(∂(W,S)) ⋊red W .
Theorem 0.5. Let (W,S) be a finite rank Coxeter system with W being infinite. Then, Nq(W )∩
K 6= 0 if and only if q ∈ R′. Here R′ is a certain set of parameters associated with the region of
convergence of the multi-variate growth series
∑
w∈W zw of W (see Section 4 for details).
Corollary 0.6. Let (W,S) be a finite rank Coxeter system. For q ∈ R(W,S)>0 \ R′ the Hecke
C∗-algebra C∗r,q(W ) naturally embeds into the reduced crossed product C(∂(W,S)) ⋊red W .
These observations provide a direct link between the topological spaces (W,S) and ∂(W,S)
(and the action of W on them) and the Hecke operator algebras of the system which allows us to
apply our earlier results.
As mentioned before, the notion of smallness at infinity has a number of interesting operator
algebraic implications. Higson and Guentner used it in [42] to prove that for a word hyperbolic
group G the map C∗r (G)⊙JC∗r (G)J → B(ℓ2(G))/K(ℓ2(G)), x⊗y 7→ xy+K(ℓ2(G)) is continuous in
the minimal tensor norm where J denotes the modular conjugation operator. The same statement
has earlier been shown by Akemann and Ostrand [1] for free groups by a different method.
The notion of the property Akemann-Ostrand (property (AO)) was introduced in [60] and was
famously applied by Ozawa to rigidity questions of von Neumann algebras. Variations of property
(AO) have later been introduced in [45] and [43]. Ozawa proved in [60] that finite von Neumann
algebras that satisfy property (AO) are solid in the sense that the relative commutant of any
diffuse von Neumann subalgebra is injective. Using the similar notion of strong solidity, Ozawa
and Popa [62] were able to find classes of von Neumann algebras that have no (von Neumann
algebraic) Cartan subalgebras. Their approach has been advanced by Popa and Vaes in [64] (see
also Chifan-Sinclair [17]). Isono [45] later proved that factors with the weak-∗ completely bounded
approximation property that satisfy condition (AO)+ are strongly solid. Using a method similar
to that of Higson and Guentner (see also [14, Section 5]), we prove that Hecke-von Neumann
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algebras of Coxeter systems that are small at infinity satisfy Isono’s strong condition (AO) (see
[43]). The same statement was claimed in [14] in the case of right-angled hyperbolic Coxeter
groups, but unfortunately the argument presented there contains a gap.
Theorem 0.7. Let (W,S) be a Coxeter system that is small at infinity. Then for every q ∈ R(W,S)>0
the Hecke-von Neumann algebra Nq(W ) ⊆ B(ℓ2(W )) satisfies the strong condition (AO).
Using Garncarek’s observation [31, Section 6] that Dykema’s interpolated free group factors
[26] can be seen as Hecke-von Neumann algebras of free products of finite right-angled Coxeter
groups, Theorem 0.7 in particular implies that interpolated free group factors satisfy the strong
condition (AO). We can further use Theorem 0.7 to show that for Coxeter systems which are
small at infinity the intersection C∗r,q(G) ∩ JC∗r,q(G)J is trivial for all q ∈ R(W,S)>0 \ R′.
In the final part of the paper we pick up implications related to the work of Kalantar and
Kennedy. In [49] the authors built a connection between Hamana’s theory of (C∗-dynamical)
injective envelopes (see [35], [36], [37], [38]) and Furstenberg’s notion of topological boundary
actions. They used this connection to reformulate the longstanding open problem to determine
which discrete groups are C∗-simple (meaning that the corresponding reduced group C∗-algebra
is simple) in terms of the structure of the action of the group on its Furstenberg boundary. They
further partially answered a conjecture by Ozawa [61] about tight embeddings of exact C∗-algebras
affirmatively. A series of breakthrough works followed (see e.g. [9], [34], [48] and also [5], [40], ...).
Using Theorem 0.4 we will apply some of the results in the context of operator algebras associated
with Hecke algebras.
Structure. The paper is organized as follows. In Section 1 we recall basic notions about partially
ordered sets, graphs and trees and their hyperbolic compactifications. Further, we will introduce
Coxeter groups and multi-parameter Hecke algebras (resp. their operator algebras). In Section
2 we define the topological spaces (K, o) and ∂(K, o) associated with (undirected and simplicial)
rooted graphs (K, o) and study their basic properties. We will call these spaces the compactifi-
cation and the boundary of the graph and prove that in the case of hyperbolic graphs Gromov’s
hyperbolic boundary arises as a quotient of our boundary. Section 3 discusses our construction
in the context of Cayley graphs of finite rank Coxeter groups. We will show that the canonical
action of a Coxeter group on itself by left multiplication induces a natural action on its boundary
(resp. its compactification). It is well-behaved in the sense that the action is amenable. We will
further fully characterize when the boundary is small at infinity and we prove for certain classes
of Coxeter groups that the action is a boundary action in the sense of Furstenberg. Finally, in
Section 4 we pick up the results of the earlier sections and apply them to (operator algebras as-
sociated with) Hecke algebras by studying embedding questions, the Akemann-Ostrand property
for certain Hecke-von Neumann algebras and results which are widely related to the theory of
injective envelopes of Hecke C∗-algebras.
Acknowledgements. It is a pleasure to thank my supervisor Martijn Caspers. The present
paper is to a large amount the result of many fruitful discussions in which he explained notions
and concepts to me and gave me feedback on the direction of my work. I am also grateful to Sven
Raum and Adam Skalski for their feedback on an earlier draft of this paper. Finally, I want to
thank Stefaan Vaes for very useful communication on interpolated free group factors.
I acknowledge support by the NWO project “The structure of Hecke-von Neumann algebras”,
613.009.125.
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1. Preliminaries and notation
1.1. General notation. The scalar product of Hilbert spaces is linear in the first variable. The
symbol ⊙ denotes the algebraic tensor product of C∗-algebras, ⊗ denotes the minimal tensor
product and the maximal tensor product is denoted by ⊗max. We write ⋊red for reduced crossed
products. Further, the neutral element of a group is always denoted by e.
1.2. Partially ordered sets. A partial order on a set S is a binary relation ≤ which is reflexive,
antisymmetric and transitive. A set with a partial order is called a partially ordered set (poset).
If existent, the join of a subset T ⊆ S, denoted by ∨T , is the least upper bound of T , meaning
that ∨T ≥ y for every y ∈ T and ∨T ≤ x for every x ∈ S with x ≥ y for every y ∈ T . In the same
way, the meet of T , denoted by ∧T , is the greatest lower bound of T , meaning that ∧T ≤ y for
every y ∈ T and ∧T ≥ x for every x ∈ S with x ≤ y for every y ∈ T .
In general, the join and the meet of a set do not necessarily exist. A poset in which all pairs of
elements have a join is called a join-semilattice. If every non-empty subset has a join, it is called
a complete join-semilattice. Dually, a poset in which all pairs of elements have a meet is called a
meet-semilattice. If every non-empty subset has a meet, it is called a complete meet-semilattice.
Lemma 1.1. Let S be a complete meet-semilattice and let T ⊆ S be a set. If T has an upper
bound (i.e. an element x ∈ S with x ≥ y for all y ∈ T ), then the join ∨T exists.
Dually, if S is a complete join-semilattice and T ⊆ S is a set with a lower bound (i.e. an
element x ∈ S with x ≤ y for all y ∈ T ), then the meet ∧T exists.
Proof. Let S be a complete meet-semilattice and T ⊆ S a set having an upper bound. Then, the
set T ′ := {x ∈ S | y ≤ x for all y ∈ T} is non-empty. Since S is a complete meet-semilattice, the
meet x := ∧T ′ exists. It satisfies y ≤ x for all y ∈ T and x′ ≥ x for all x′ ∈ T ′, i.e. x is the join
of the set S. The second statement follows analogously. 
1.3. Graphs and trees. A graph K is a pair K = (V,E) consisting of a vertex set V and an
edge set E ⊆ V ×V . In the case where the vertex and edge set of the graph K are not designated,
we will often write x ∈ K, meaning that x is a vertex of the graph K. A graph is called countable
if V is countable, it is called undirected if for every element (x, y) ∈ E also (y, x) ∈ E and it is
called simplicial if (x, x) /∈ E for every x ∈ V and if the graph contains no double edges. We will
always assume that the graphs appearing in this paper are undirected and simplicial.
Two vertices x, y ∈ V are called adjacent if (x, y) ∈ E. A path α = (αi)i of length n ∈ N∪{∞}
is a sequence α0...αn of n vertices for which (αi, αi+1) ∈ E for every 0 ≤ i < n. We call K
connected if every two vertices of K can be connected by a path. This induces a natural metric
dK on K via
dK(x, y) := min {n | there is a path of length n that connects x and y} .
We call this the graph metric on K. A path α is called geodesic if dK(αi, αj) = |i− j| for all i, j.
Further, we say that K is a tree if there is no finite path α = (αi)i=0,...,n with α0 = αn for which
the vertices α0, ..., αn are pairwise distinct. Trees have the useful property that every two vertices
x, y are connected by a unique geodesic path that we will often denote by [x, y].
A vertex of a graph is said to have finite degree if the number of vertices that are adjacent to it
is finite. A graph whose vertices all have finite degree is called locally finite. If there is a uniform
bound on the degree of vertices, we say that the graph is uniformly locally finite.
Example 1.2. Let G be a group generated by a set S where e /∈ S. Set S−1 := {g−1 | g ∈ S}.
The Cayley graph Cay(G,S) of G with respect to S is the graph defined by the vertex set G and
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the edge set
{
(g, h) ∈ G×G | g−1h ∈ S ∪ S−1}. The Cayley graph of a finitely generated group
is always countable, undirected, simplicial and uniformly locally finite.
Given a family (Ki)i∈I of graphs Ki := (Vi, Ei) one can build the (Cartesian) product K :=∏
i∈I Ki. Its vertex set is given by the product
∏
i∈I Vi and two vertices x = (xi)i∈I and y = (yi)i∈I
are defined to be adjacent to each other if and only if there exists i0 ∈ I with xi = yi for all i ∈
I\{i0} and (xi0 , yi0) ∈ Ei0 . This gives K the structure of a graph. The corresponding graph metric
dK is given by the ℓ
1-metric on the product
∏
i∈I Ki, meaning that dK(x,y) =
∑
i∈I dKi(xi, yi)
for x = (xi)i∈I , y = (yi)i∈I ∈ K.
1.4. Hyperbolic compactifications. In this subsection, we review the notion of Gromov’s hy-
perbolic boundary of hyperbolic graphs. The results and definitions are as they appear in [11,
Chapter 5.3]. They go back to Gromov’s original work [32].
Let K be a connected graph. A geodesic triangle ∆ consists of three points x, y, z ∈ K and
three geodesic paths connecting them. If there exists a number δ > 0 for which each of the
paths is contained in the open δ-tubular neighborhood of the union of the other two paths, such
a triangle is called δ-slim. We say that the graph K is hyperbolic if there exists δ > 0 such that
every geodesic triangle is δ-slim. Note that trees are always hyperbolic.
The Gromov product of a graph K with base point o ∈ K is defined by
〈x, y〉o :=
1
2
(dK(o, x) + dK(o, y) − dK(x, y)).
If K is hyperbolic, one can define an equivalence relation ∼h on the set of all infinite geodesic
paths in K by declaring two paths α and β to be equivalent if and only if supi dK(αi, βi) < ∞.
This is the case if and only if lim inf i,j 〈αi, βj〉o =∞. We write [α]h for the equivalence class of α.
The hyperbolic boundary (or Gromov boundary) ∂hK of K is the set of all equivalence classes of
infinite geodesic paths. The union K ∪ ∂hK is called the hyperbolic compactification (or Gromov
compactification). Fix a base point o ∈ K and define for z ∈ ∂hK, R > 0 the set
U (z,R) := {z′ ∈ K ∪ ∂hK | there are (possibly finite) geodesic paths α1, α2
with z =
[
α1
]
h
, z′ =
[
α2
]
h
and lim inf
i,j→∞
〈
α1i , α
2
j
〉
o
> R}.
One can topologize K ∪ ∂hK by declaring that a subset O ⊆ K ∪ ∂hK is open if and only if for
every z ∈ ∂hK∩O there exists R > 0 such that U(z,R) ⊆ O. This topology is independent of the
choice of the base point o. If we assume K to be locally finite, then K ∪ ∂hK is a compact space
that contains K as a dense open subset. Further, every automorphism (i.e. isometric bijection)
of K uniquely extends to a homeomorphism of K ∪ ∂hK.
A group G generated by a finite set S whose Cayley graph Cay(G,S) is hyperbolic, is called
word hyperbolic. As it turns out, both the hyperbolicity of Cay(G,S) and the hyperbolic boundary
∂hG := ∂hCay(G,S), do not depend on the choice of the finite generating set S. The left action
of G on its Cayley graph induced by left multiplication extends to an amenable action on the
compactification G ∪ ∂hG and the boundary ∂hG (see e.g. [11, Theorem 5.3.15]).
1.5. Coxeter groups. A Coxeter group W is a group freely generated by a set S subject to
relations of the form (st)mst = e where mst ∈ {1, 2, ...,∞} with mss = 1, mst ≥ 2 for all s 6= t
and mst = mts. The condition mst = ∞ means that s and t are free with respect to each other,
i.e. no relation of the form (st)m = e with m ∈ N is imposed. The pair (W,S) is then called a
Coxeter system. It is right-angled if mst ∈ {2,∞} for all s 6= t. We will usually assume that the
set S is finite. In that case we say that the system (W,S) has finite rank. The Coxeter diagram of
(W,S) is given by the vertex set S and the edge set {(s, t) | mst ≥ 3} where every edge connecting
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vertices s, t ∈ S is labeled by the corresponding exponent mst. It encodes the data of the system
(W,S). The odd Coxeter diagram is obtained from the Coxeter diagram by removing all edges
whose labels are even or infinite.
If T ⊆ S is a subset, the subgroup WT of W is called a special subgroup. It is also a Coxeter
group with the same exponents as W , see [22, Theorem 4.1.6]. The system (W,S) is called
irreducible if its Coxeter diagram is connected. This is equivalent to W not having a non-trivial
decomposition into a direct product of special subgroups. One usually distinguishes three classes
of irreducible Coxeter systems.
Definition 1.3. Let (W,S) be an irreducible Coxeter system.
• It is of spherical type if it is locally finite, i.e. every finitely generated subgroup of W is
finite.
• It is of affine type if it is infinite, virtually abelian and has finite rank.
• It is of non-affine type if it is neither spherical nor affine.
Both families, spherical type and affine type Coxeter systems are entirely classified by their Cox-
eter diagrams. The corresponding diagrams are called (An)n≥1, (Bn)n≥2, (Dn)n≥3, (En)6≤n≤8, F4,
G2, (Hn)2≤n≤4, (In)n≥3, A∞, A′∞, B∞, D∞ and (A˜n)n≥1, (B˜n)n≥3, (C˜n)n≥2, (D˜n)n≥4, (E˜n)6≤n≤8,
F˜4, G˜2, I˜1.
By [22, Theorem 14.1.2 and Proposition 17.2.1] a Coxeter group is amenable if and only if it
decomposes as a direct product of spherical type and affine type Coxeter systems.
Every element w ∈ W can be written as a product w = s1...sn with generators s1, ..., sn ∈ S.
Such an expression is called reduced if it has minimal length, meaning that n ≤ m for every other
expression w = t1...tm with t1, ..., tm ∈ S. The set of letters appearing in a reduced expression is
independent of the choice of the reduced expression (see [22, Proposition 4.1.1]). With |w| := n
we define a word length on W . For v,w ∈W with ∣∣v−1w∣∣ = |w| − |v| (resp. ∣∣wv−1∣∣ = |w| − |v|)
we say that w starts (resp. ends) with w and write v ≤R w (resp. v ≤L w). This defines a
partial order that is called the weak right (resp. weak left) Bruhat order. For convenience, we will
usually write ≤ instead of ≤R. The weak Bruhat orders have the important property that they
define complete meet-semilattices on W (see [7, Theorem 3.2.1]).
All Coxeter groups share three important (equivalent) conditions. We use the convention that
ŝ means that s is removed from an expression.
Theorem 1.4 ([22, Theorem 3.2.16 and Theorem 3.3.4]). Let (W,S) be a Coxeter system, w =
s1...sn an expression for an element w ∈W and s, t ∈ S. Then, the following conditions hold:
• Deletion condition: If s1 . . . sn is not a reduced expression for w, then there exist i < j
such that s1 . . . ŝi . . . ŝj . . . sn is also an expression for w.
• Exchange condition: If w = s1 . . . sn is reduced, then either |sw| = n + 1 or there exists
1 ≤ i ≤ n with sw = s1 . . . ŝi . . . sn.
• Folding condition: If |sw| = n+1 and |wt| = n+1, then either |swt| = n+2 or |swt| = n.
In the right-angled case, if we have cancellation of the form s1...sn = s1...ŝi...ŝj ...sn for
s1, ..., sn ∈ S, then si = sj and si commutes with every letter in the reduced expression for
si+1...sj−1.
In [57] Moussong characterized those Coxeter groups that are word hyperbolic.
Theorem 1.5 ([57, Theorem 17.1]). For every Coxeter system (W,S) the following statements
are equivalent:
• W is word hyperbolic;
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• W has no subgroups isomorphic to Z× Z;
• There is no subset T ⊆ S such that (WT , T ) is an affine Coxeter system of rank ≥ 3 or
that there exists a pair of disjoint subsets T1, T2 ⊆ T with (WT , T ) = (WT1 ×WT2 , T1 ∪T2)
where WT1 , WT2 are infinite.
1.6. Multi-parameter Hecke algebras. The operator algebras associated with (Iwahori) Hecke
algbras of spherical and affine Coxeter groups have been studied early in [56], [52] and [55] whereas
non-affine Hecke-von Neumann algebras first appear in [27] and [23] (see also [22, Chapter 19]).
Note that we use a different normalization of the generators than in the named references. Our
notation is mainly taken from [31] and [15]. It coincides with the ones in [14], [16] and [66].
For a Coxeter system (W,S) let R(W,S)>0 (resp. C
(W,S) and {−1, 1}S) be the set of tuples q :=
(qs)s∈S in RS>0 (resp. in C
S and {−1, 1}S) of positive real numbers (resp. complex numbers and
numbers −1 or 1) with the property that qs = qt whenever s and t are conjugate in W . For every
such q and every reduced expression w = s1...sn of w ∈W we define
qw := qs1 ...qsn , ps(q) := q
− 1
2
s (qs − 1).
Note that qw does not depend on the choice of the reduced expression for w. The (Iwahori) Hecke
algebra Cq [W ] associated with the Coxeter system (W,S) and the multi-parameter q ∈ R(W,S)>0 is
the (unique) ∗-algebra spanned by a linear basis {T (q)w | w ∈W} with
T (q)s T
(q)
w =
{
T
(q)
sw , if |sw| > |w|
T
(q)
sw + ps(q)T
(q)
w , if |sw| < |w|
, (1.1)
and (
T
(q)
w
)∗
= T
(q)
w−1
where s ∈ S, w ∈W (see [22, Proposition 19.1.1]). Similarly, there exists a right-handed (Iwahori)
Hecke algebra Crq [W ] spanned by a linear basis
{
T
(q),r
w | w ∈W
}
satisfying an analogue to (1.1)
with the order of s and w reversed. For every s ∈ S the operators T (q)s and T (q),rs naturally act
on the Hilbert space ℓ2(W ) of square-summable functions on W with the canonical orthonormal
basis (δw)w∈W via
T (q)s δw =
{
δsw , if |sw| > |w|
δsw + ps(q)δw , if |sw| < |w| ,
and
T (q),rs δw =
{
δws , if |ws| > |w|
δws + ps(q)δw , if |ws| < |w|
.
This defines faithful ∗-representations Cq [W ] → B(ℓ2(W )) and Crq [W ] → B(ℓ2(W )). We will
usually identify both ∗-algebras with their images under this representation. The corresponding
(reduced) Hecke C∗-algebra C∗r,q(W ) is defined to be the norm closure of Cq [W ] in B(ℓ2(W )) and
the corresponding Hecke-von Neumann algebra is Nq(W ) := (C∗r,q(W ))′′. Similarly, we define
the right-handed (reduced) Hecke C∗-algebra C∗,rr,q (W ) and the right-handed (reduced) Hecke-von
Neumann algebra N rq (W ). It follows from [22, Proposition 19.2.1] that the commutant ofNq(W ) is
N rq (W ) and vice versa. Note that for qs = 1, s ∈ S we get that Cq [W ] = C [W ], C∗r,q(W ) = C∗r (W )
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and Nq(W ) = L(W ) are respectively the group algebra, reduced group C∗-algebra and group von
Neumann algebra of W .
For every q ∈ R(W,S)>0 the vector state τ defined by τ(x) := 〈xδe, δe〉 for x ∈ B(ℓ2(W )) restricts
to a faithful tracial state τq (resp. τ
r
q ) on C
∗
r,q(W ) and Nq(W ) (resp. C∗,rr,q (W ) and N rq (W )) with
τq(T
(q)
w ) = 0 (resp. τ
r
q (T
(q)
w ) = 0) for all w ∈ W \ {e}. Finally, for w ∈ W define Pw to be the
orthogonal projection of ℓ2(W ) onto the subspace Span {δv | v ∈W with w ≤R v} and P rw to be
the orthogonal projection of ℓ2(W ) onto the subspace Span {δv | v ∈W with w ≤L v}.
2. Boundaries of connected graphs
In the following section we will define certain topological spaces associated with connected
graphs and study basic properties as well as the connection of our construction with Gromov’s
hyperbolic boundary. As mentioned before, we will always assume that the graphs appearing
in this paper are undirected and simplicial. The construction presented here works in greater
generality which might be the content of the author’s future research.
2.1. Construction and basic properties.
Definition 2.1. A rooted graph (K, o) is a graph K equipped with a root o ∈ K. If K is
connected, we impose a partial order ≤ on K by declaring x ≤ y if and only if there exists a
geodesic path starting in o and ending in y which passes x. We call this the graph order on (K, o).
Further, define relations ≥, < and > in the natural way. If the join resp. meet (with respect to
the partial order) of two elements x, y ∈ K exists, we denote it by x ∨ y, resp. x ∧ y.
One easily checks that the graph order indeed defines a partial order. Based on it, we define
a topological space associated with the connected rooted graph (K, o) into which K naturally
embeds as a dense subset. Let α = (αi)i∈N be an infinite geodesic path in K. For every x ∈ K
one either has x ≤ αi for all large enough i or x  αi for all large enough i. Write x ≤ α in the
first case and x  α in the second one. On the set of all infinite geodesic paths in K we define
an equivalence relation ∼ by declaring α ∼ β if and only if for every x ∈ K the implications
x ≤ α⇔ x ≤ β hold. Denote by [α] the equivalence class of an infinite geodesic path α and write
∂(K, o) for the set of all such equivalence classes. We call this set the boundary of (K, o). Further
define (K, o) := K ∪ ∂(K, o).
The following lemma is easy to check.
Lemma 2.2. Let (K, o) be a connected rooted graph. Then the graph order on (K, o) extends to
a partial order on (K, o) via
• x ≤ [α] :⇔ x ≤ α;
• [α] ≤ [β] :⇔ y ≤ β for every y ∈ K with y ≤ α;
for x ∈ K and [α] , [β] ∈ ∂(K, o).
We equip (K, o) with the topology generated by the subbase of sets of the form
Ux :=
{
z ∈ (K, o) | x ≤ z
}
and U cx :=
{
z ∈ (K, o) | x  z
}
where x ∈ K. In particular, Ux is clopen (closed and open) in (K, o). Further, we impose the
subspace topology on ∂(K, o).
Lemma 2.3. Let (K, o) be a connected rooted graph. Then the following statements hold:
• (K, o) contains K as a dense subset;
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• For x ∈ K the one point set {x} is clopen if x has finite degree;
• If the graph is locally finite, then K is a discrete subset of (K, o).
Proof. The density of K ⊆ (K, o) is clear. If x ∈ K has finite degree, then {x} is open since either
{x} = ⋂y∈K: x<y,dK(x,y)=1(Ux ∩ U cy) or {x} = Ux. In particular, if the graph is locally finite, K is
a discrete subset of (K, o). 
Remark 2.4. (a) It is in general not true that for a connected rooted graph (K, o) the set K ⊆
(K, o) is open. Indeed, if we consider the first graph in Figure 1 with the indicated sequence
(zi)i∈N of infinite geodesic paths, then zi → z.
(b) Other than in the context of trees, it is in general not true that for a connected rooted graph
(K, o) and an element x ∈ K the openness of the one point set {x} implies that x has finite
degree. Indeed, consider the second graph in Figure 1. Its vertex z does not have finite degree
but the one point set {z} is open since {z} = Uz ∩ U cz′ .
(c) Let (K, o) be a connected rooted graph. One can show that the set ∂(K, o) does not depend
on the choice of the root o ∈ K. Indeed, let o′ ∈ K be a second root. Assume that α, β are infinite
geodesic paths which are equivalent with respect to o. Denote the partial order with respect to o
by ≤o and the one with respect to o′ by ≤o′ . One findsM ∈ N such that for all n ≥M there exist
kn, ln ∈ N with αn ≤o βkn ≤o αln . That in particular implies that we find a geodesic path starting
in αn, passing βkn and ending in αln . Denote this path by [αn, αln ]. Now, there is a geodesic path
α′ starting in o′ which eventually flows into α, i.e. there exist N ∈ N, i ∈ Z such that α′n = αi+n
for all n ≥ N (see e.g. [11, Lemma E.2]). For n ≥ N − i write [o′, αn] for the corresponding
head of this path starting in o′ and ending in αn. Then, for n ≥ max {M,N + i} we have that
the concatenation [o′, αn] [αn, αln ] is a geodesic path starting in o′, passing αn, passing βkn and
ending in αln . We get that αn ≤o′ βkn ≤o′ αln for all n ≥ max {M,N + i}. It is then obvious that
α and β are equivalent with respect to o′. However, even though the set ∂(K, o) does not depend
on the choice of the root o ∈ K, the topology of (K, o) can. Consider for instance the third graph
in Figure 1. The indicated sequence of points converges with respect to o to o and with respect
to o′ to o′.
z1 z2 z3 z4 z5 ...
• • • • • ...
• • • • • ...
•
z
•
o
❏❏❏
❏❏❏
❏❏❏
❄❄
❄❄
❄❄
✴✴
✴✴
✴
✎✎
✎✎
✎
•z
′
• • • • • ...
•
z
•
o
②②
②②
②②
②
✞✞
✞✞
✞✞
✗✗
✗✗
✗
✬✬
✬✬
✬
✼✼
✼✼
✼✼
❊❊❊❊❊❊❊
✼✼✼✼✼✼
✬✬✬✬✬
✗✗✗✗✗
✞✞✞✞✞✞
•o
′
• • • • • ...
•
o
☎☎
☎☎
☎☎
☎☎
☎☎
✎✎
✎✎
✎✎
✎✎
✚✚
✚✚
✚✚
✚
✩✩
✩✩
✩✩
✩
✴✴
✴✴
✴✴
✴✴
✿✿✿✿✿✿✿✿✿✿
✴✴✴✴✴✴✴✴
✩✩✩✩✩✩✩
✚✚✚✚✚✚✚
✎✎✎✎✎✎✎✎
Figure 1. Example (a), (b) and (c)
Lemma 2.5. Let (K, o) be a connected rooted graph and (xi)i∈N ⊆ K a sequence with x1 ≤ x2 ≤
.... Then the sequence converges to a point in ∂(K, o).
Proof. Choose a geodesic path starting in o and ending in x1 and denote it by [o, x1]. Since
x1 ≤ x2, there exists a geodesic path starting in o and ending in x2 which passes x1. Denote by
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[x1, x2] its tail starting in x1 and ending in x2. Further, let [o, x1] [x1, x2] be the concatenation
of [o, x1] and [x1, x2]. It is geodesic as well. Proceeding like this we get a geodesic path α :=
[o, x1] [x1, x2] [x2, x3] .... If the path is finite, then the convergence of the sequence (xi)i∈N is clear,
so assume that α is infinite. We claim that xi → [α]. Indeed, if y ≤ [α], then y ≤ αi for all large
enough i and hence y ≤ xn for all large enough n. If y  [α], then y  αi for all large enough i
and then also y  xn for all large enough n. Hence, xi → [α]. 
Definition 2.6. Let (K, o) be a connected rooted graph and let
π: B(ℓ2(K))→ B(ℓ2(K))/K(ℓ2(K))
be the quotient map where K(ℓ2(K)) denotes the compact operators in B(ℓ2(K)). For every
element x ∈ K define projections Px ∈ ℓ∞(K) ⊆ B(ℓ2(K)) by
Pxδy :=
{
δy , if x ≤ y
0 , if x  y
.
Denote by D(K, o) the (commutative) unital C∗-algebra generated by all Px, x ∈ K. Note that
Po = 1.
In general, the graph order of a connected rooted graph (K, o) does not necessarily define
a (complete) meet-semilattice. However, the graphs that we are mainly interested in in this
paper, satsify this condition (see Example 2.7). The meet-semilattice property has the technical
advantage that Ux∩Uy = Ux∨y, PxPy = Px∨y if {x, y} has an upper bound and Ux∩Uy = ∅, PxPy =
0 else. This in particular implies that
∗-Alg ({Px | x ∈ K}) = Span ({Px | x ∈ K}) .
We will often assume that the graphs appearing define complete meet semilattices.
Example 2.7. (a) The graph orders of rooted trees define complete meet-semilattices.
(b) Let (W,S) be a Coxeter group and let Cay(W,S) be the Cayley graph of W with respect to
the generating set S. Then the graph order of the rooted graph (Cay(W,S), e) defines a complete
meet-semilattice. It coincides with the weak right Bruhat order of (W,S).
Proposition 2.8. Let (K, o) be a connected rooted graph for which the graph order defines a com-
plete meet-semilattice. Then, Spec(D(K, o)) ∼= (K, o) where Spec(D(K, o)) denotes the character
spectrum of D(K, o) . In particular, (K, o) is a compact Hausdorff space.
If the graph is locally finite, then also Spec(π(D(K, o))) ∼= ∂(K, o) where Spec(π(D(K, o)))
denotes the character spectrum of π(D(K, o)). In that case, ∂(K, o) is a compact Hausdorff space.
Proof. Let α be an infinite geodesic path in K. It is clear that lim〈(·)δαi , δαi〉 ∈ Spec(D(K, o))
is well-defined where the limit is being taken in the weak-∗ topology. Define a map ψ: (K, o) →
Spec(D(K, o)) by x 7→ 〈(·)δx, δx〉 for x ∈ K and z 7→ lim〈(·)δαi , δαi〉 for z ∈ ∂ (K, o) where α is
an infinite geodesic path representing z. The image of z does not depend on the choice of the
representing infinite geodesic path for z. Indeed, let α and β be infinite geodesic paths in K which
are equivalent to each other. For all x ∈ K one has
lim
i
〈Pxδαi , δαi〉 =
{
1 , if x ≤ α
0 , else
=
{
1 , if x ≤ β
0 , else
= lim
i
〈Pxδβi , δβi〉,
implying that lim〈(·)δαi , δαi〉 and lim〈(·)δβi , δβi〉 coincide on ∗-Alg ({Px | x ∈ K}). Hence, ψ is
well-defined.
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We proceed by showing that ψ is continuous, injective, surjective and closed.
Continuity: The continuity follows in the same way as the well-definiteness above.
Injectivity: Let α and β be infinite geodesic paths in K which are not equivalent to each other.
Without loss of generality we can assume that there exists x ∈ K with x ≤ α and x  β. Then,
lim
i
〈Pxδαi , δαi〉 = 1 and lim
i
〈Pxδβi , δβi〉 = 0,
which implies that ψ ([α]) 6= ψ ([β]).
Surjectivity: Let χ ∈ Spec(D(K, o)) be a character on D(K, o). Define the set
S := {x ∈ K | χ(Px) = 1} .
It is closed under taking the join of elements in S. For i ∈ N define xi :=
∨
x∈S: dK(x,o)≤i x. Then,
by Lemma 2.5, (xi)i∈N converges to a point z ∈ (K, o). For every x ∈ K one has (ψ(z))(Px) = 1
if x ∈ S and (ψ(z))(Px) = 0 if x /∈ S, implying that ψ(z) = χ.
Closedness: It suffices to show that for every x ∈ K the sets ψ(Ux) and ψ(U cx) are closed in
Spec(D(K, o)). Fix x ∈ K, let (zi)i∈I ⊆ Ux be a net and let z ∈ (K, o) with ψ(zi) → ψ(z). We
have (ψ(z)) (Px) = lim
(
ψ(zi)
)
(Px) = 1, so z ∈ Ux. Hence, ψ(Ux) is closed in Spec(D(K, o)). The
closedness of ψ(U cx) follows in the same way.
We have shown that ψ is a homeomorphism. The existence of a homeomorphism between
Spec(π(D(K, o))) and ∂(K, o) follows in a similar way. 
Motivated by Proposition 2.8 we will often speak about (K, o) as the compactification of the
graph K.
Remark 2.9. (a) The maps in Proposition 2.8 induce isomorphisms D(K, o) ∼= C((K, o)) via
Px 7→ χUx and (in case the graph is locally finite) π(D(K, o)) ∼= C(∂(K, o)) via π(Px) 7→ χUx∩∂(K,o),
where χUx (resp. χUx∩∂(K,o)) denotes the characteristic function on Ux (resp. Ux ∩ ∂(K, o)).
(b) If the graph (K, o) is countable, then the C∗-algebra D(K, o) appearing in Proposition 2.8
is separable. This implies that the topological space (K, o) is metrizable. The same holds for
∂(K, o) if (K, o) is locally finite.
Theorem 2.10. Let (K, o) be a connected rooted graph for which the graph order defines a com-
plete meet-semilattice. Then, D(K, o) is the universal C∗-algebra generated by projections (Px)x∈K
with PxPy = Px∨y for all x, y ∈ K where we will by convention assume that Px∨y = 0 if the join
x ∨ y does not exist.
Proof. Let A be the universal C∗-algebra generated by projections (P˜x)x∈K with P˜xP˜y = P˜x∨y for
all x, y ∈ K and let χ be a character on A. It suffices to show that the map Px 7→ χ(P˜x) defines a
character on D(K, o). As in the proof of Proposition 2.8, define the set S := {x ∈ K | χ(P˜x) = 1}.
For i ∈ N define xi :=
∨
x∈S: dK(x,o)≤i x and let z ∈ (K, o) be the point this sequence converges
to. Further, let ψ be the homeomorphism appearing in the proof of Proposition 2.8. Then,
(ψ(z))(Px) = 1 = χ(P˜x) if x ∈ S and (ψ(z))(Px) = 0 = χ(P˜x) if x /∈ S. The claim follows. 
2.2. Hyperbolic graphs and trees. In the following subsection we will see that for a hyperbolic
connected rooted graph (K, o) the topological spaces ∂(K, o) and (K, o) behave well with respect
to the hyperbolic (Gromov) boundary ∂hK and the corresponding compactification K ∪ ∂hK of
K. In the case where K is a tree, both spaces turn out to be homeomorphic to each other.
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Theorem 2.11. Let (K, o) be a hyperbolic connected rooted graph. Then, the map φ: ∂(K, o)→
∂hK given by φ ([α]) = [α]h for an infinite geodesic path α is well-defined, continuous and surjec-
tive. If the graph is locally finite, then φ extends to a continuous surjection φ˜: (K, o)→ K ∪ ∂hK
with φ˜|K = idK .
Proof. Well-defined: Let α, β be equivalent infinite geodesic paths. Assume that α ≁h β.
Then, by definition, lim infm,n→∞〈αm, βn〉o < ∞, i.e. there exist strictly increasing sequences
(mi)i∈N, (ni)i∈N ⊆ N such that limi→∞〈αmi , βni〉o < ∞. Since α and β are equivalent, for every
i ∈ N there exists an element xi ∈ K such that xi ≤ αmi , xi ≤ βni . Further, we can choose xi in
such a way that dK(xi, o)→∞. This implies
〈αmi , βni〉o =
1
2
(dK(αmi , o) + dK(βni , o)− dK(αmi , βni))
≥ 1
2
(dK(αmi , o) + dK(βni , o)− (dK(xi, αmi) + dK(xi, βni)))
=
1
2
(dK(αmi , o) + dK(βni , o)− (dK(αmi , o)− dK(xi, o) + dK(βni , o)− dK(xi, o)))
= dK(xi, o)
→ ∞
in contradiction to our assumption. Hence, α and β must have been equivalent. In particular,
the map φ is well-defined.
Continuity: Let (
[
αi
]
)i∈I ⊆ ∂(K, o) be a net of equivalence classes of infinite geodesic paths
αi, i ∈ I that converges to a point z ∈ ∂(K, o). Let α be an infinite geodesic path representing z.
We claim that
[
αi
]
h
→ φ(z) = [α]h. As the sets {U (φ(z), R) ∩ ∂hK}R>0 with
U (φ(z), R) := {z′ ∈ K ∪ ∂hK | there are (possibly finite) geodesic paths β1, β2
with φ(z) =
[
β1
]
h
, z′ =
[
β2
]
h
and lim inf
i,j→∞
〈
β1i , β
2
j
〉
o
> R}
define a neighborhood basis of φ(z), it suffices to show that for every R > 0,
[
αi
]
h
∈ U(φ(z), R)∩
∂hK for i large enough. For R > 0 we find xR ∈ K with xR ≤ z and dK(xR, o) > R. Further,
as
[
αi
] → z, there exists i0(R) ∈ I such that xR ≤ [αi] for every i ≥ i0(R). We claim that[
αi
]
h
∈ U(φ(z), R) ∩ ∂hK for every i ≥ i0(R). Assume that this is not the case. Then, as
above, for fixed i ≥ i0(R) we find strictly increasing sequences (mj)j∈N, (nj)j∈N ⊆ N such that
limj→∞〈αmj , αinj 〉o ≤ R. Without loss of generality we can assume that xR ≤ αmj , αinj for every
j ∈ N. Then,
〈αmj , αinj 〉o =
1
2
(
dK(αmj , o) + dK(α
i
nj , o)− dK(αmj , αinj )
)
≥ 1
2
(
dK(αmj , o) + dK(α
i
nj , o)− (dK(xR, αmj ) + dK(xR, αinj ))
)
= dK (xR, o)
> R
in contradiction to our assumption. This implies that [αi]h ∈ U(φ(z), R) ∩ ∂hK for i ≥ i0(R), so
[αi]h → φ(z) = [α]h.
Surjectivity: That is clear.
We have shown that the map φ is well-defined, continuous and surjective. If the graph is
locally finite, K is an open subset of (K, o). Using this, one checks in the same way as above
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that the identity map on K continuously extends to a surjection φ˜: (K, o) → K ∪ ∂hK with
φ˜|∂(K,o) = φ. 
In the case of a tree Theorem 2.11 can be strengthened.
Corollary 2.12. Let (T , o) be a rooted tree. Then, the identity on T extends to a homeomorphism
∂(T , o) ∼= ∂hT .
Proof. It suffices to show that the map [α] 7→ [α]h is injective. So let α, β be infinite geodesic
paths with [α]h = [β]h, i.e. supi dT (αi, βi) <∞. Then, since T is a tree, α and β must eventually
flow together which implies that [α] = [β]. 
Besides from Corollary 2.12 the compactification of trees has another useful property.
Lemma 2.13. Let (T , o) be a rooted tree. Then, every element z ∈ ∂(T , o) is maximal in the
sense that if z′ ∈ ∂(T , o) is another element with z ≤ z′ (in the partial order from Lemma 2.2),
then z = z′.
Proof. Let z, z′ ∈ ∂(T , o) be elements with z ≤ z′ and let α, β be infinite geodesic paths repre-
senting z, z′. Further, assume that α0 = β0 = o. We have α1 ≤ z and hence α1 ≤ z′. Since
geodesic paths between two points of a tree are unique, β passes α1 and hence α1 = β1. By the
same argument we get α2 = β2, α3 = β3, ..., therefore z = z
′. 
3. Boundaries of Coxeter groups
The most important graphs that we consider in this paper are Cayley graphs of Coxeter systems.
Even though some of the results hold in greater generality we restrict to finite rank Coxeter groups
to avoid technical subtleties and to keep the statements consistent with each other.
Definition 3.1. Let (W,S) be a finite rank Coxeter system. As before, let Cay(W,S) be the
Cayley graph of W with respect to the generating set S and view it as a rooted graph with root
e ∈ W . We call ∂(W,S) := ∂(Cay(W,S), e) the boundary of (W,S) and (W,S) := (Cay(W,S), e)
the compactification of (W,S). For convenience, we will often write ∂W and W if the generating
set S is clear.
By what we have seen so far, the spaces ∂(W,S), (W,S) are metrizable compact spaces and
W ⊆ (W,S) is both dense and discrete.
The author is grateful to Sven Raum and Adam Skalski, who contacted him after receiving an
earlier draft of this paper to point out that the space (W,S) coincides with Caprace-Le´cureux’s
minimal combinatorial compactification in [13] (see also [54]) and Lam-Thomas’ construction in
[53]. In particular, it follows that the action of W on itself by left multiplication extends to a
(continuous) action W y (W,S) with W.(∂(W,S)) = ∂(W,S) and that the actions W y (W,S)
and W y ∂(W,S) are amenable (by the main result in [54]). However, since the formalisms in
[13] and [53] differ from ours we decided to keep Subsection 3.1 and Subsection 3.2 for the reader’s
convenience.
3.1. Left actions of Coxeter groups on their compactification.
Proposition 3.2 ([7, Proposition 3.1.2 (vi)]). Let (W,S) be a Coxeter system, v,w ∈ W and
s ∈ S with s ≤ v, s ≤ w. Then, v ≤ w if and only if sv ≤ sw.
Theorem 3.3. Let (W,S) be a finite rank Coxeter system. Then, the action W y W by left
multiplication extends to a (continuous) action W y (W,S) with W.(∂(W,S)) = ∂(W,S).
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Proof. If suffices to show that for every s ∈ S the mapw 7→ sw continuously extends to the bound-
ary. First, let α, β be equivalent infinite geodesic paths. It is clear that (s.αn)n∈N, (s.βn)n∈N are in-
finite geodesic paths as well, hence the elements [s.α] := [(s.αn)n∈N] and [s.β] := [(s.βn)n∈N] ∈ ∂W
are well-defined. Without loss of generality we can assume that α0 = β0 = e. Then, for every
n ∈ N there exist minimal kn, ln ∈ N with αn ≤ βkn and βn ≤ αln .
• Case 1: Assume that s ≤ [α] = [β] and let v ≤ [s.α]. Then there exists N ∈ N such that
s ≤ αn and v ≤ sαn for all n ≥ N . Since then s ≤ αn ≤ βkn , Proposition 3.2 implies that
v ≤ sαn ≤ sβkn ≤ [s.β] for all n ≥ N . The same argument can be used to show that if
v ≤ [s.β], then v ≤ [s.α] which implies that [s.α] = [s.β].
• Case 2: Assume that s  [α] = [β] and let v ≤ s. [α]. Then, there exists N ∈ N such
that s  αn, s  βkn and v ≤ sαn for all n ≥ N . Again, Proposition 3.2 implies that
v ≤ sαn ≤ sβkn ≤ [s.β] for all n ≥ N . The same argument implies that if v ≤ [s.α], then
v ≤ [s.β]. We get [s.α] = [s.β].
We have shown that the map w 7→ sw extends to the boundary via s. [α] := [(s.αn)n∈N] ∈ ∂W
for [α] ∈ ∂W . It remains to show that the extension is continuous. Since W is metrizable, it
suffices to consider sequences. Let (zi)i∈N ⊆ W be a sequence converging to a boundary point
z ∈ ∂W and let αi (resp. α) be (possibly finite) geodesic paths representing zi (resp. z). Again,
we can assume that αi0 = α0 = e.
• Case 1: Assume that s ≤ z = [α] ∈ ∂W and let v ∈W with v ≤ s.z. There exists N ∈ N
with s ≤ αn and v ≤ sαn for all n ≥ N . Further, for n ≥ N there exists i0 (n) ∈ N with
s ≤ αn ≤ zi for i ≥ i0 (n). Proposition 3.2 implies that v ≤ sαn ≤ s.zi for all n ≥ N ,
i ≥ i0 (n), so in particular v ≤ s.zi for all i ≥ i0 (N). Now, let v ∈ W with v  s.z. We
have to show that v  s.zi for i large enough. Assume without loss of generality that
v ≤ s.zi for all i ∈ N. There exists i0 ∈ N with s ≤ zi for all i ≥ i0 and hence s  v. We
get with Proposition 3.2 that sv ≤ zi for all i ≥ i0. But zi → z, so sv ≤ z as well. Again,
using Proposition 3.2 we get v ≤ s.z in contradiction to our choice of v. This implies that
s.zi → s.z.
We have hence shown that if z ∈ ∂W with s ≤ z, then s.zi → s.z for every sequence (zi)i∈N ⊆W
with zi → z.
• Case 2: Assume that s  z = [α] ∈ ∂W and let v ∈W with v ≤ s.z. There exists N ∈ N
with s  αn and v ≤ sαn for all n ≥ N . Further, for n ∈ N there exists i0 (n) ∈ N with
αn ≤ zi and s  zi for all i ≥ i0 (n). Proposition 3.2 implies that v ≤ sαn ≤ s.zi for
all n ≥ N , i ≥ i0 (n), so in particular v ≤ s.zi for all i ≥ i0 (N). Now, let v ∈ W with
v  s.z. Again, we have to show that v  s.zi for i large enough. Assume without loss
of generality that v ≤ s.zi for all i ∈ N. Since W is (sequentially) compact, we find a
subsequence (s.zik)k∈N of (s.zi)i∈N converging to a boundary point z′ ∈ ∂W . Then, s ≤ z′
and v ≤ z′. By what we have shown in Case 1, we get that zik → s.z′ which implies
s.z′ = z. But then v ≤ z′ = s.z in contradiction to our choice of v. This implies that
s.zi → s.z.
The claim follows. 
An immediate implication of Theorem 2.11 is the following.
Corollary 3.4. Let (W,S) be a word hyperbolic Coxeter system. Then the map φ˜: (W,S) →
W ∪ ∂hW given by φ˜ (w) = w for w ∈ W and φ˜ ([α]) = [α]h for an infinite geodesic path α is
well-defined, continuous, W -equivariant and surjective with φ˜(∂(W,S)) = ∂hW .
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In particular, in the setting of Corollary 3.4, the action of W on the compactification W is
(topologically) amenable. But we can do better, as we will see in the following subsection.
3.2. Amenability of the actions W y W , W y ∂W . In the following subsection we will study
the question for amenability of the actions W y (W,S) and W y ∂ (W,S) of a given Coxeter
system (W,S). The argument is similar to the one in [54]. We will make use of a construction by
Dranishnikov and Januszkiewicz, see [25]. Similar constructions appear in [28] and [59].
Definition 3.5. An action of a discrete group G on a compact space X is called amenable if
there exists a net of continuous maps mi: X → Prob (G) such that for each g ∈ G
lim
i→∞
(
sup
x∈X
‖g.mxi −mg.xi ‖1
)
= 0,
where g.mxi (g
′) := mxi (g
−1g′), g′ ∈ G. Here, Prob (G) denotes the space of probability measures
on the group G.
For every Coxeter system (W,S) there exists a cell complex Σ(W,S), the Davis complex of
(W,S), which is the geometric realization of a partially ordered set. The construction goes as
follows. Consider the set
P := {wWT | w ∈W , T ⊆ S with WT finite}
of special cosets, partially ordered by inclusion. It gives rise to a simplicial complex whose vertex
set is P and whose simplices are all finite chains (i.e. totally ordered subsets) of P. Then, the cell
complex Σ(W,S) is defined to be the geometric realization of this simplicial complex. There is a
canonical action of the group W on Σ(W,S) coming from the left action of W on itself. Further,
every reflection t ∈ {w−1sw | s ∈ S,w ∈W} has its mirror of fixed points and for every mirror
the corresponding complement consists of exactly two connected components.
Assume that W is infinite, of finite rank and let W0 ⊳W be a finite-index normal torsion-free
subgroup. By Selberg’s Lemma [68] such a subgroup always exists. Let H be the set of orbits for
the W0-action on the set of all mirrors and fix [h] ∈ H where h is a mirror. Define the tree T[h]
whose vertices are the connected components of Σ(W,S)\
(⋃
γ∈W0 γh
)
and where two vertices are
adjacent if and only if the corresponding connected components intersect after taking their closure
in Σ(W,S). This indeed defines a tree, as argued in [25]. Further, there exists a W0-equivariant
simplicial map Σ(W,S) → T[h] sending an element z ∈ Σ(W,S) to the connected component of
Σ(W,S) \
(⋃
γ∈W0 γh
)
it belongs to. The corresponding diagonal map
µ: Σ(W,S)→ X :=
∏
Λ∈H
TΛ
is a W -equivariant embedding and the ℓ1-metric on
∏
Λ∈H TΛ restricted to the image of W under
µ agrees with with the word metric on W , for details see [25]. Write dΛ for the graph metric
on TΛ, Λ ∈ H and dX :=
∑
Λ∈H dΛ ◦ pΛ for the ℓ1-metric on X where pΛ: X ։ TΛ denotes the
canonical projection. Further, set o := µ(e) and oΛ := pΛ(o) for Λ ∈ H.
Lemma 3.6. For every vertex x ∈ X the W0-stabilizer W x0 := {w ∈W0 | w.x = x} is trivial.
Proof. For every w ∈W0 \ {e} we have∑
Λ∈H
dΛ(w
i.oΛ, oΛ) = dX(µ(w
i), µ (e)) =
∣∣wi∣∣→∞,
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since w is torsion-free. This implies that there exists Λ ∈ H with dΛ(wi.oΛ, oΛ)→∞ and hence,
since
dΛ
(
wi.oΛ, oΛ
) ≤ dΛ (wi.oΛ,wi.x)+ dΛ (wi.x, x)+ dΛ (x, oΛ)
= dΛ
(
wi.x, x
)
+ 2dΛ (x, oΛ)
for x ∈ TΛ, w does not fix any vertex in X. 
The proof of the amenability of the actionsW y (W,S) andW y ∂ (W,S) of a Coxeter system
(W,S) requires the following statement from [11].
Proposition 3.7 ([11, Proposition 5.2.1]). Let G be a countable group, X a compact G-space and
K a countable G-space. Assume that for every x ∈ K the restricted action of the stabilizer subgroup
Gx on X is amenable. Further, assume that there exists a net of Borel maps ζi: X → Prob (K)
(meaning that for every y ∈ K the function X ∋ x 7→ ζxi (y) ∈ R is Borel) such that
lim
i
∫
X
‖g.ζxn − ζg.xn ‖1 dm (x) = 0
for every g ∈ G and every regular Borel probability measure m on X. Then the action Gy X is
amenable.
We will further need the following well-known statement whose proof we include for convenience.
Lemma 3.8. Let G be a discrete group acting on a compact Hausdorff space X and N ⊳ G a
finite-index normal subgroup for which the restricted action N y X is amenable. Then, G acts
amenably as well.
Proof. By the finiteness of G/N its trivial action on the one-point space {•} is amenable. Since
N acts amenably on X, we get with [11, Proposition 5.1.11] that the diagonal action of G on
X × {•} ∼= X is amenable. 
Theorem 3.9. Let (W,S) be a finite rank Coxeter system. Then the actions W y (W,S) and
W y ∂(W,S) are amenable.
Proof. If W is finite, the statement is clear. So let us assume that W is infinite, let W0 ⊳ W be
a finite-index normal torsion-free subgroup and adopt the notation from before. As mentioned
before, the restriction µ|W of µ toW is aW -equivariant embedding where X is equipped with the
metric dX . In particular, for every Λ ∈ H, pΛ ◦ (µ|W ) is monotone with respect to the graph order
on (TΛ, oΛ). One checks that pΛ ◦ (µ|W ) extends to a well-defined map pΛ ◦ (µ|W ): W → (TΛ, oΛ)
via pΛ ◦ (µ|W ) (z) := lim(pΛ ◦ (µ|W ))(αi) where α is an infinite geodesic path representing z.
For z ∈ W let αz := (αiz)i∈N be the unique geodesic path in TΛ starting in oΛ and ending in
(resp. representing) pΛ ◦ (µ|W ) (z), where the path is assumed to eventually become constant if
pΛ ◦ (µ|W ) (z) ∈ TΛ. For n ∈ N define maps λΛ,n: W → Prob(TΛ) by λzΛ,n := 1n
∑n−1
i=0 δαiz ∈
Prob(TΛ). As in [11, Lemma 5.2.6] one checks that supz ‖w.λzΛ,n − λw.zΛ,n‖1 ≤ 2dΛ(w.oΛ, oΛ)/n
for every w ∈ W0. We further claim that λΛ,n is Borel. Indeed, fix x ∈ TΛ and consider the
map f : W → R given by z 7→ λzΛ,n(x). For z ∈ W we have f (z) = 1/n if dΛ(x, oΛ) < n,
x ≤ pΛ ◦ (µ|W ) (z) and f (z) = 0 in every other case. For x ∈ TΛ with dΛ(x, oΛ) < n one gets that
for every open set U ⊆ R, f−1(U) =W if {0, 1n} ⊆ U , f−1(U) = ∅ if 0, 1n /∈ U ,
f−1(U) =
{
z ∈W | x  pΛ ◦ (µ|W ) (z)
}
=
⋂
w∈W : pΛ◦µ(w)≥x
U cw
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if 0 ∈ U , 1n /∈ U and
f−1(U) =
{
z ∈W | x ≤ pΛ ◦ (µ|W ) (z)
}
=
⋃
w∈W : pΛ◦µ(w)≥x
Uw
if 0 /∈ U , 1n ∈ U . For x ∈ TΛ with dΛ(x, oΛ) ≥ n one further has f−1(U) ∈ {∅,W }. This
implies that λΛ,n is indeed a Borel map. Now, define Borel maps λn: W → Prob(X) by λzn(x) :=∏
Λ∈H λ
z
Λ,n ◦ pΛ(x) for x ∈ X. We have
sup
z∈W
‖w.λzn − λw.zn ‖1 = sup
z∈W
∑
x∈X
∣∣λzn(w−1.x)− λw.zn (x)∣∣
= sup
z∈W
∑
x∈X
∣∣∣∣∣∏
Λ∈H
λzΛ,n ◦ pΛ(w−1.x)−
∏
Λ∈H
λw.zΛ,n ◦ pΛ(x)
∣∣∣∣∣
≤ sup
z∈W
∑
Λ∈H
∑
x∈TΛ
∣∣λzΛ,n(w−1.x)− λw.zΛ,n(x)∣∣
= sup
z∈W
∑
Λ∈H
∥∥w.λzΛ,n − λw.zΛ,n∥∥1
≤
∑
Λ∈H
2dΛ(w.oΛ, oΛ)
n
≤ 2dX(w.o, o)
n
→ 0
for every w ∈W0. As by Lemma 3.6 all the stabilizer subgroupsW x0 are trivial, the above implies
in combination with Proposition 3.7 the amenability of the action W0 yW . The amenability of
the action W yW (resp. W y ∂W ) then follows from Lemma 3.8. 
3.3. Smallness at infinity.
Definition 3.10 ([11, Definition 5.1.6]). A compactification of a group G is a compact Hausdorff
space G containing G as an open dense subset. It is called (left) equivariant if the left translation
action of G on G extends to a continuous action on G. The compactification G is said to be small
at infinity if for every net (gi)i∈I ⊆ G converging to a point z ∈ G \G and every g′ ∈ G, one has
that gig
′ → z.
By what we have shown earlier it is clear that for every finite rank Coxeter system (W,S) the
corresponding space (W,S) is indeed an equivariant compactification in the sense of Definition
3.10.
Definition 3.11. We call a finite rank Coxeter system (W,S) small at infinity if (W,S) is small
at infinity. If the generating set S is clear, we will also say that W is small at infinity.
As we will see in Subsection 4.1, the notion of smallness at infinity has implications for the
Hecke operator algebras of the system. The aim of this subsection is a characterization of Coxeter
groups that are small at infinity.
Theorem 3.12. Let (W,S) be a finite rank Coxeter system. Then the following statements are
equivalent:
(1) W is small at infinity;
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(2) #CW (s) <∞ for every s ∈ S.
Here CW (s) := {w ∈W | sw = ws} denotes the centralizer of s in W .
Proof. “(1)⇒ (2)”: Let s ∈ S be a generator with #CW (s) =∞. By the compactness of W one
can find a sequence (wi)i∈N ⊆ CW (s) converging to a boundary point z ∈ ∂W . It can be chosen
in such a way that s  wi for every i ∈ N. But then wis9 z, i.e. W is not small at infinity.
“(2)⇒ (1)”: Let W not be small at infinity. Choose a convergent sequence (wi)i∈N ⊆W with
limit point z ∈ ∂W and an element v ∈ W such that wiv 9 z. One can assume that v = s for
some s ∈ S and that there exist w ∈W , i0 ∈ N with w ≤ wi and w  wis for all i ≥ i0. Further,
we can assume that s always cancels the first letter of wi. Indeed, for i ≥ i0, wi is of the form
wi = wui with |wui| = |w|+ |ui| and the multiplication of wui with s cancels some letter in the
reduced expression t1...tn for w. As w consists of finitely many letters, by possibly going over to
some subsequence, we can assume that multiplication by s always cancels the same letter, say tj ,
in the expression. Then, by possibly replacing wi by (t1...tj−1)−1wi, we can further assume that
s cancels the first letter of wi. Call this letter t. We get that for i ≥ i0, wi is of the form wi = tvi
where |tvi| = |vi|+ 1 and wis = vi. This implies
s = w−1i twi = (w
−1
i0
wi)
−1s(w−1i0 wi),
i.e. w−1i0 wi ∈ CW (s) for every i ≥ i0. We get that #CW (s) =∞. 
Reflection centralizers of Coxeter groups have been studied in [2] and [10]. The main theorem
in [10] gives the description of the centralizer CW (s) of a generator s in a Coxeter group W
as a semidirect product of its reflection subgroup by the fundamental group of the connected
component of the odd Coxeter diagram of W containing s. In combination with Theorem 3.12
this has the following immediate consequence.
Corollary 3.13. Let (W,S) be a finite rank Coxeter system for which the corresponding odd
Coxeter diagram contains a cycle. Then (W,S) is not small at infinity.
Let us collect some other consequences of Theorem 3.12.
The following proposition relies on the well-known fact that irreducible affine Coxeter groups
arise as subgroups generated by (affine) reflections associated with crystallographic root systems
(for details see [44]). Recall that a crystallographic root system Φ is a set of finitely many vectors
that span a real Euclidean space V and satisfy certain geometrical properties. For every α ∈ Φ,
i ∈ Z the set Hα,i := {x ∈ V | 〈x, α〉 = i} defines an affine hyperplane in V . Write rα,i for
the (unique) non-trivial isometry of V that fixes Hα,i. Then the set R := {rα,i | α ∈ Φ, i ∈ Z}
generates an affine Coxeter group that has R as its set of reflections. Every irreducible affine
Coxeter group arises in that way. A translation in V is a map of the form tv: x 7→ x+ v for some
v ∈ V . Note that for each α ∈ Φ the product rα,1rα,0 is a non-zero translation in the direction of
α with rα,1rα,0 = tα∨ , α
∨ := 2〈α,α〉α.
Proposition 3.14. An irreducible Coxeter system of affine type is small at infinity if and only
if it is the infinite dihedral group.
Proof. Let (W,S) be an irreducible affine Coxeter system and denote the associated crystallo-
graphic root system by Φ. The Coxeter diagram is of one of the following forms: (A˜n)n≥2,
(B˜n)n≥3, (C˜n)n≥2, (D˜n)n≥4, (E˜n)6≤n≤8, F˜4, G˜2, I˜1.
Case 1: If the Coxeter system is of the form (A˜n)n≥2, (B˜n)n≥3, (C˜n)n≥2, (D˜n)n≥4, (E˜n)6≤n≤8,
F˜4 or G˜2, then |S| ≥ 3. Therefore, the reflection hyperplane Hα,i with α ∈ Φ, i ∈ Z corresponding
to a generator s ∈ S is at least 1-dimensional and one finds an element β ∈ Φ that is linearly
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independent from α. We have that γ := β − 〈α, β〉α∨ ∈ Φ and the translation tβ∨+γ∨ = tβ∨tγ∨
corresponds to an infinite order element in the Coxeter group W . By
β∨ + γ∨ =
2
〈β, β〉
(
2β − 2 〈α, β〉〈α,α〉 α
)
∈ Hα,0,
the translation tβ∨+γ∨ stabilizes the hyperplane Hα,i, hence the element commutes with s. It
follows from Theorem 3.12 that W is not small at infinity.
Case 2: If (W,S) is infinite dihedral, i.e. W =
〈
s, t | s2 = t2 = e〉, then obviously #CW (s) =
#CW (t) = 2. 
Recall that by Corollary 3.4 for every word hyperbolic Coxeter system (W,S) the map
φ˜: (W,S)→W ∪ ∂hW
given by φ˜(w) = w for w ∈ W and φ˜([α]) = [α]h for an infinite geodesic path α is well-defined,
continuous, W -equivariant and surjective with φ˜(∂(W,S)) = ∂hW . The injectivity of φ˜ gives
information on whether or not the system is small at infinity, as the next theorem illustrates.
Theorem 3.15. Let (W,S) be a finite rank Coxeter system. Then (W,S) is small at infinity if
and only if W is word hyperbolic and the map φ˜ (resp. its restriction φ˜|∂(W,S)) from Corollary
3.4 is a homeomorphism.
Proof. “⇒”: Let (W,S) be small at infinity and assume that the system is not word hyperbolic.
By Moussong’s characterization of word hyperbolic Coxeter groups [57, Theorem 17.1], S contains
a subset T ⊆ S such that (WT , T ) is either of affine type with #T ≥ 3 or the Coxeter system
decomposes as (WT , T ) = (WT ′ ×WT ′′ , T ′∪T ′′) with both WT ′ and WT ′′ infinite. In the first case
we deduce with Proposition 3.14 thatW is not small at infinity which contradicts our assumption.
In the second case the same contradicton follows from Theorem 3.12 and CW (s) ⊇ Ws ×WT ′′
for every s ∈ T ′. Hence, (W,S) must be word hyperbolic. It remains to show that the map φ˜ is
injective. For this, let α and β be infinite geodesic paths with [α]h = [β]h. By supi
∣∣α−1i βi∣∣ <∞,
the set
{
α−1i βi | i ∈ N
} ⊆W is bounded with respect to the word metric on W . We hence find a
strictly increasing sequence (ik)k∈N ⊆ N and an element w ∈ W with α−1ik βik = w for all k ∈ N.
But (W,S) is small at infinity, so [β] = limk βik = limk αikw = [α]. This implies that φ˜ is indeed
injective.
“⇐”: It is well-known that the hyperbolic compactification of a word hyperbolic group is small
at infinity, see for instance [11, Proposition 5.3.18]. Hence, if (W,S) is word hyperbolic and the
map φ˜ is a homeomorphism, then (W,S) is small at infinity. 
Proposition 3.16. Let (W,S) be a finite rank Coxeter system that is a free product of finite
Coxeter groups, meaning that S is the disjoint union of non-empty subsets S1, ..., Sn ⊆ S whose
corresponding special subgroups WS1 , ...,WSn are all finite with W =WS1 ∗ ... ∗WSn . Then (W,S)
is small at infinity.
Proof. Let (W,S) be an irreducible Coxeter system that is a free product of finite Coxeter groups.
The corresponding Cayley graph Cay(W,S) is locally finite and hyperbolic. By Theorem 3.15 it
suffices to prove the injectivity of the map φ˜. Let α and β be two infinite geodesic paths with
α ∼h β. For every i ∈ N let s1...si be a reduced expression for αi and let t1...ti be a reduced
expression for βi. It is clear that s1 and t1 must lie in the same component of the free product.
The same is true for s2, t2, .... As the free product componentsWS1 , ...,WSn are finite, there exists
exists i ∈ N such that s1, ..., si (and hence t1, ..., ti) all lie in the same component and such that
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si+1 (resp. ti+1) lies in a different component. By supj |α−1j βj | <∞ we then get si...s1t1...ti = e.
Proceeding like this, one concludes that there exists an inceasing sequence (ik)k∈N ⊆ N with
αik = βik for every k ∈ N. This implies [α] = [β], i.e. φ˜ is injective. 
Corollary 3.17. An irreducible finite rank right-angled Coxeter system is small at infinity if and
only if it is a free product of finite Coxeter groups.
Proof. “⇐”: This follows from Lemma 3.16. “⇒”: Let (W,S) be an irreducible right-angled
Coxeter system that is not a free product of finite Coxeter groups. One easily checks that S
contains elements r, s, t with coefficients mrs = mrt = 2 and mst = ∞. In particular, CW (r) ⊇
〈s, t〉 ∼= D∞ where D∞ denotes the infinite dihedral group. But then #CW (r) =∞, so W is not
small at infinity by Theorem 3.12. 
Remark 3.18. Not every Coxeter system that is small at infinity is a free product of finite Coxeter
groups. Consider for instance the group W represented by
〈r, s, t | mrs = 3,mrt = 2,mst =∞〉 .
It is irreducible and non-affine. Obviously, all of its reflection centralizers are finite, so W is small
at infinity. However, W can not be decomposed into a non-trivial free product since, by mrs = 3
and mrt = 2, the generators r, s and t would all have to sit in the same component of that
decomposition.
3.4. Boundary actions of Coxeter groups. The notion of (topological) boundary actions was
introduced by Furstenberg in [29] and [30] in the context of rigidity questions of semisimple Lie
groups. It recently gained a lot of attention based on results by Kalantar and Kennedy [49] who
established a connection between the dynamical properties of the Furstenberg boundary of a given
group and the question for simplicity, uniqueness of trace and tightness of nuclear embedding of
the corresponding reduced group C∗-algebra. A series of breakthrough works followed (see e.g.
[9], [34], [48] and also [5], [40], ...)
In this subsection we will study two classes of Coxeter groups (W,S) whose corresponding
boundary ∂(W,S) is a W -boundary in the sense of Furstenberg. We will further consider related
properties of the action W y ∂(W,S) which relate to the operator algebras of the group W . We
will pick up some of the implications in Section 4.
Definition 3.19. Let G be a discrete group acting (continuously) on a compact Hausdorff space
X.
• The action is called minimal if for every x ∈ X the G-orbit G.x := {g.x | g ∈ G} is dense
in X.
• The action is called strongly proximal if for every probability measure ν ∈ Prob(X) the
weak-∗ closure of the G-orbit G.ν contains a point mass δx ∈ Prob(X) for some x ∈ X.
• X is called a G-boundary if the action of G on X is both minimal and strongly proximal.
In that case the action is called a boundary action.
Furstenberg proved in [30, Proposition 4.6] that every discrete group G admits a unique G-
boundary ∂FG that is universal in the sense that every other G-boundary is a continuous G-
equivariant image of ∂FG. It is called the Furstenberg boundary of the group G.
In the case of an irreducible right-angled Coxeter system we can completely characterize when
the corresponding action on the boundary is a boundary action. Note that the only Coxeter group
generated by one element is the finite group Z2 whose boundary is empty.
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Theorem 3.20. Let (W,S) be a finite rank right-angled irreducible Coxeter system. Then the
following statements hold:
• If |S| = 2, then the action W y ∂(W,S) is minimal but not strongly proximal;
• If |S| ≥ 3, then the action W y ∂(W,S) is a boundary action.
Proof. In the case |S| = 2 the Coxeter group W is the infinite dihedral group
D∞ =
〈
s, t | s2 = t2 = e〉
whose boundary ∂D∞ consists of the two points z1 := stst... and z2 := tsts.... It is clear that
the action D∞ y ∂D∞ is minimal. It is not strongly proximal since for the probability measure
µ := 12(δz1 + δz2) ∈ Prob(∂D∞) the equalities s.µ = t.µ = µ hold, i.e. W.µ = {µ}.
Let us now assume that (W,S) is a right-angled irreducible Coxeter system with |S| ≥ 3. Recall
that if we have cancellation of the form s1...sn = s1...ŝi...ŝj ...sn for s1, ..., sn ∈ S, then si = sj
and si commutes with every letter in the reduced expression for si+1...sj−1 (see the remark after
Theorem 1.4). In the following we will often implicitly make use of this property.
Minimality: Let α and β be arbitrary infinite geodesic paths with α0 = β0 = e. We have
to show that [β] ∈ W. [α]. Since S is finite, we find t ∈ S and a strictly increasing sequence
(ik)k∈N ⊆ N with t ≤L βik for every k ∈ N. Further, let t′ := α1 ∈ S and choose a path s0...sn+1
in the Coxeter diagram of (W,S) that connects t′ and t, meaning that s0, ..., sn+1 ∈ S with s0 = t′,
sn+1 = t and msjsj+1 = ∞ for j = 0, ..., n. We claim that (βiksn...s1). [α] → [β]. Indeed, by the
choice of s1, ..., sn one gets βik ≤ (βiksn...s1)αj ≤ (βiksn...s1). [α] for all j, k ∈ N, so for every
w ∈W with w ≤ [β] one eventually has (βiksn...s1). [α] ∈ Uw =
{
z ∈W | w ≤ z}.
Now let w ∈ W with w  [β] and let w = t1...tn be a reduced expression for w. We have to
show that w  (βiksn...s1). [α] eventually. Assume that this is not the case. By possibly going
over to a subsequence we can then assume that w ≤ (βiksn...s1). [α] for infinitely many k ∈ N.
Let us proceed inductively:
• By the choice of s1, ..., sn one either has t1 ≤ βik or t1 = sn and t1 commutes with every
letter of βik . Only the first case is possible since msn,t =∞, so t1 ≤ βik .
• Further, one either has t1t2 ≤ βik or t2 = sn and t2 commutes with every letter of t1βik .
In the second case we would get that t1 = t and that t commutes with every letter of βik .
But for k ≥ 1 the letter t appears more than once in the reduced expression for βik which
leads to a contradiction. Hence, t1t2 ≤ βik for k ≥ 1.
Proceeding like this, we get that w ≤ βik for large enough k, in contradiction to w  [β].
Theorefore, for every w ∈ W with w  [β], (βiksn...s1). [α] ∈ U cw eventually. This implies that
indeed (βiksn...s1). [α]→ [β], i.e. [β] ∈W. [α].
Strong proximality: We have to show that for every probability measure µ ∈ Prob(∂W ) there
exists z ∈ ∂W with δz ∈W.µ where the closure is taken in the weak-∗ topology. The argument is
similar to the one above. Let z ∈ ∂W , choose a path s1...sn in the Coxeter diagram of (W,S) that
covers the whole graph (i.e. msjsj+1 =∞ for j = 1, ..., n−1) with ms1sn =∞ and set g := s1...sn.
Obviously, the sequences
(
gk
)
k∈N and
(
g−k
)
k∈N converge to boundary points g
∞ and g−∞. We
either have s1 ≤ gk.z for some k ∈ N or z = g−∞. In the first case, gk.z → g∞ and in the second
case gk.z → g−∞. This implies that for µ ∈ Prob(∂W ) there exists λ ∈ [0, 1] with
λδg∞ + (1− λ) δg−∞ = lim
k→∞
gk.µ ∈W.µ.
Now, choose a second path t1...tm in the Coxeter diagram of (W,S) that covers the whole graph
(i.e. mtjtj+1 = ∞ for j = 1, ...,m − 1) with t1 /∈ {s1, sn} , mt1tm = ∞ and set h := t1...tm.
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Again, the sequences
(
hk
)
k∈N and
(
h−k
)
k∈N converge to boundary points h
∞ and h−∞. Further,
hk.g∞ → h∞ and hk.g−∞ → h∞ from which we conclude that
δh∞ = lim
k→∞
(
λδg∞ + (1− λ) δg−∞
) ∈W.µ.
The claim follows. 
For Coxeter systems which are small at infinity a characterization of the form as in Theorem
3.20 is possible as well. Note that by Theorem 3.12 and Proposition 3.14 the only amenable finite
rank irreducible Coxeter groups that are small at infinity are either the finite ones or the infinite
dihedral group which is already covered by Theorem 3.20.
Theorem 3.21. Let (W,S) be a non-amenable finite rank Coxeter system that is small at infinity.
Then the action W y ∂(W,S) is a boundary action.
Proof. By Theorem 3.15 the group W is word hyperbolic and the boundary ∂(W,S) coincides
with the hyperbolic boundary ∂hW . It is well-known that the action of a non-amenable word
hyperbolic group is a boundary action (see for instance [49]). This proves the statement. 
Remark 3.22. Let (W,S) be a right-angled irreducible Coxeter system with 3 ≤ |S| < ∞. Note
that by the same argument as in the proof of Theorem 3.20 the action W y (W,S) is strongly
proximal. Indeed, the elements g and h appearing in the proof of Theorem 3.20 have the property
that the limits g±∞ := limg±l and h±∞ := limh±l exist and that gk.z → g∞ for every z ∈
(W,S) \ {g−∞} and hk.z → h∞ for every z ∈ (W,S) \ {h−∞}. Further, h−∞ 6= g±∞. We deduce
that the action W y (W,S) is strongly proximal. If the Coxeter system (W,S) is non-amenable
and small at infinity, the strong proximality of the action W y (W,S) also holds. It follows from
Theorem 3.15 and [33, Corollaire 20].
Definition 3.23. Let G be a discrete group acting (continuously) on a compact Hausdorff space
X. The action is topologically free if for every g ∈ G \ {e} the set Xg := {x ∈ X | g.x = x} has
no inner points.
Lemma 3.24. Let (W,S) be a finite rank Coxeter system. Then the natural action of W on its
compactification (W,S) is topologically free.
Proof. The statement immediately follows from the fact that W is a dense subset of W . 
Again, in the right-angled case we can characterize when the corresponding action of the Coxeter
groups on its boundary is topologically free. The argument requires a technical lemma.
Lemma 3.25. Let (W,S) be a finite rank right-angled irreducible Coxeter system. For w ∈
W \ {e}, z ∈ ∂(W,S) with w.z = z there exist elements u,v ∈W with w = uv−1, |w| = |u|+ |v|
and u,v ≤ z.
Proof. Let w ∈ W , z ∈ ∂(W,S) be elements with w.z = z and let w = s1...sn be a reduced
expression for w. We claim that for every 1 ≤ k ≤ n we find integers i1 < ... < il and j1 < ... < jm
such that {n− k + 1, ..., n} = {i1, ..., il, j1, ..., jm}, w = (s1...sn−k)(si1 ...sil)(sj1 ...sjm) is a reduced
expression for w, sjm ...sj1 ≤ z and si1 ...sil ≤ (si1 ...sil)(sj1 ...sjm).z. We prove this by induction
over k.
• For k = 1 we have that either sn ≤ z or sn  z. In the first case set l = 0, m = 1 and
j1 = n. Then, w = (s1...sn−1) sj1 is a reduced expression for w with sj1 ≤ z. In the
second case set l = 1, m = 0 and i1 = n. Then again, w = (s1...sn−1)si1 is a reduced
expression for w with si1 ≤ si1 .z. We get that for k = 1 the claimed statement holds.
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• Now assume that the claim holds for k ∈ N, i.e. we have i1 < ... < il and j1 < ... < jm
with {n− k + 1, ..., n} = {i1, ..., il, j1, ..., jm} such that w = (s1...sn−k)(si1 ...sil)(sj1 ...sjm)
is a reduced expression for w, sjm...sj1 ≤ z and si1 ...sil ≤ (si1 ...sil)(sj1 ...sjm).z. Now,
either sn−k ≤ (si1 ...sil)(sj1 ...sjm).z or sn−k  (si1 ...sil)(sj1 ...sjm).z. In the first case, since
sn−k(si1 ...sil)(sj1 ...sjm) is reduced and si1 ...sil ≤ (si1 ...sil)(sj1 ...sjm).z, we get that sn−k
commutes with si1 ...sil and sn−k ≤ (sj1 ...sjm).z. Hence,
{n− k, ..., n} = {i1, ..., il, n − k, j1, ..., jm} ,
w = (s1...sn−k−1)(si1 ...sil)(sn−ksj1 ...sjm) is a reduced expression for w, sjm ...sj1sn−k ≤ z
and si1 ...sil ≤ (si1 ...sil)(sn−ksj1 ...sjm).z. In the second case,
{n− k, ..., n} = {n− k, i1, ..., il, j1, ..., jm} ,
w = (s1...sn−k−1)(sn−ksi1 ...sil)(sj1 ...sjm) is a reduced expression for w, sj1 ...sjm ≤ z and
sn−ksi1 ...sil ≤ (sn−ksi1 ...sil)(sj1 ...sjm).z. In both cases we get that the claim also holds
for k + 1.
This completes the induction argument.
For k = n we get that there exist i1 < ... < il and j1 < ... < jm with {1, ..., n} =
{i1, ..., il, j1, ..., jm} such that w = (si1 ...sil)(sj1 ...sjm) is a reduced expression for w, sjm...sj1 ≤ z
and si1 ...sil ≤ (si1 ...sil)(sj1 ...sjm).z = w.z = z. The lemma then follows via u := si1 ...sil and
v := sjm...sj1 . 
Proposition 3.26. Let (W,S) be a right-angled irreducible Coxeter system with 2 ≤ |S| < ∞.
Then the action W y ∂(W,S) is topologically free if and only if |S| ≥ 3.
Proof. “⇒”: Again, for |S| = 2 the Coxeter group W is the infinite dihedral group
D∞ =
〈
s, t | s2 = t2 = e〉
with boundary ∂D∞ = {z1, z2} where z1 := stst... and z2 := tsts.... Obviously, ∂D∞ carries the
discrete topology and (∂D∞)st = {z1, z2}. Hence, the action is not topologically free.
“⇐”: Let |S| ≥ 3 and assume that the action is not topologically free. We find w ∈ W \ {e}
sucht hat (∂W )w contains an inner point. Without loss of generality we can assume that w with
that property has minimal length. Fix some inner point z ∈ (∂W )w. By Lemma 3.25 there exist
u,v ∈ W with w = uv−1, |w| = |u| + |v| and u,v ≤ z. Let u = s1...sn, v = t1...tm be reduced
expressions for u, v. Without loss of generality one can assume that n ≤ m. We claim that every
letter of u commutes with every letter of v and that the letters are pairwise different.
• If s1 = t1, then (∂W )(s2...sn)(tm...t2) = s1.(∂W )w. But we assumed w to have minimal
length, so s1 6= t1. By s1, t1 ≤ z for z ∈ (∂W )w we further get ms1t1 = 2.
• If s2 = t1, then (∂W )(s1s3...sn)(tm...t2) = s2.(∂W )w. Again, by the minimality of w we get
s2 6= t1 with ms2t1 = 2. In the same way, t2 6= s1, ms1t2 = 2 and s2 6= t2, ms2t2 = 2.
• ....
Proceeding like this we find that every letter of u commutes with every letter of v and that the
letters are pairwise different.
Claim. We have |un| = n |u|, |vn| = n |v| and un,vn ≤ z for every n ∈ N.
Proof of Claim. Let α be an infinite geodesic path representing z with α0 = e. By u,v ≤ z
and the above we can assume that αl = t1...tms1...snwl for l ≥ m + n + 1 with |αl| = |u| +
|v| + |wl|. The identities u ≤ z and z = uv−1z imply that for every i ∈ {1, ..., n − 1} one
has sisi+1...sn (tm...t1) z = (si−1...s1) z ≥ si, so for l large enough si ≤ sisi+1...sns1...snwl =
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sisi+1...snuwl. We get |si (si+1...sn)u| = |(si+1...sn)u|+1 and hence (via induction over i, start-
ing with i = n) that
∣∣u2∣∣ = 2 |u|. This implies |un| = n |u| for every n ∈ N and in a similar way
|vn| = n |v| for every n ∈ N. Now, since each letter of u commutes with each letter of v, we have
u−nz = v−nz ≥ u for every n ∈ N. Inductively we get that un ≤ z for every n ∈ N. In a similar
way, vn ≤ z for every n ∈ N. The claim follows.
The claim in particular implies that v−1.z = z and hence z ∈ (∂W )u. But then w = u and
v = e by the minimality of w and n ≤ m. Heuristically, z starts with arbitrarily large powers
of w, but there can also appear other expressions in front of z. To make this precise, for every
i ∈ N one can find wi ∈ W with wiw = wwi and |wiw| = |wi| + |w| such that wiwi → z.
Let s, t ∈ S with s ≤L w, mst = ∞ and write (ts)∞ := limk(ts)k ∈ ∂W . Assume that w is
not of the form w = (st)l for some l ∈ N. Then wiwi(ts)∞ /∈ (∂W )w for every i ∈ N. But
wiw
i(ts)∞ ∈ ∂W \ (∂W )w is a sequence converging to z which contradicts our assumption that z
is an inner point. Hence, w = (st)l for some l ∈ N. By the minimality of w, l = 1, so in particular
wi(st)
i → z. Because |S| ≥ 3 one can find r ∈ S such that either msr = ∞ or mtr = ∞. If
msr = ∞, then wi(st)is(rs)∞ ∈ ∂W \ (∂W )w is a sequence converging to z and if mtr = ∞,
then wi(st)
i(rt)∞ ∈ ∂W \ (∂W )w is a sequence converging to z where (rs)∞ := limk(rs)k and
(rt)∞ := limk(rt)k. In both cases z turns out not to be an inner point, in contradiction to our
assumption. Hence, the action W y ∂W must be topologically free. 
Remark 3.27. The proof of Proposition 3.26 is direct and only uses combinatorial arguments. We
chose to present it that way because of its self-containedness. However, the same statement can
also be shown by an operator algebraic approach. Indeed, if (W,S) is an irreducible right-angled
Coxeter system with 3 ≤ |S| < ∞, then W is C∗-simple (see for instance [28], [39], [20] or [15]).
The C∗-simplicity and the minimality of the action W y ∂(W,S) then imply with [9, Theorem
7.1] that the reduced crossed product C(∂(W,S)) ⋊red W is simple. By Theorem 3.9 and [11,
Theorem 4.3.4] the reduced crossed product coincides with the universal one. The topological
freeness of the action W y ∂(W,S) hence follows with [4, Theorem 2].
Lemma 3.28. Let (W,S) be a finite rank non-amenable Coxeter system that is small at infinity.
Then the action W y ∂(W,S) is topologically free.
Proof. As in the proof of Theorem 3.21, the group W is word hyperbolic and the boundary
∂(W,S) coincides with the hyperbolic boundary ∂hW . The topological freeness then follows from
[33, Corollaire 20]. 
An extension of the results above to broader classes (or even a complete characterization) of
Coxeter systems (W,S) whose respective boundary defines a boundary in the sense of Furstenberg
and whose respective action W y ∂(W,S) is topologically free would be very interesting.
Note that an action of a group G on a compact Hausdorff space X is minimal if and only if C(X)
does not contain any non-trivial G-invariant ideal. We close this section with a result that relates
to the ideal structure of the C∗-algebra C(∂(W,S)). Recall that by Proposition 2.8 (and Remark
2.9), π(D(W,S)) ∼= C(∂(W,S)) via π(Pw) 7→ χUw∩∂(W,S) where D(W,S) := D(Cay(W,S), e).
Proposition 3.29. Let (W,S) be a finite rank Coxeter system and let I be a non-zero ideal
in π(D(W,S)). Then I intersects non-trivially with the ∗-algebra Span {π(Pw) | w ∈W} ⊆
π(D(W,S)).
Proof. Let I be a non-zero ideal in C(∂W ) ∼= π(D(W,S)) and assume that I intersects the ∗-
algebra Span {χUw∩∂W | w ∈W} trivially. Denote the quotient map C(∂W ) → C(∂W )/I by ρ.
TOPOLOGICAL BOUNDARIES OF CONNECTED GRAPHS AND COXETER GROUPS 27
Let further x :=
∑
w∈W λwχUw∩∂W ∈ C(∂W ) with λw ∈ C be a non-zero element where we
assume that the sum is finite. The space ∂W is compact, therefore there exists z ∈ ∂W with
‖x‖ =
∣∣∣∣∣∣
∑
w∈W : w≤z
λw
∣∣∣∣∣∣ .
Define the finite set S := {v ∈W | λv 6= 0 and v  z} and let (αi)i∈N ⊆ W be an infinite
geodesic path representing the element z. Then, for every i ∈ N the continuous function
Pi := χUαi∩∂W
∏
v∈S χUcv∩∂W ∈ C(∂W ) is a projection with ρ(Pi) 6= 0. Indeed, Pi(z) = 1
implies that Pi 6= 0 and hence ρ(Pi) 6= 0 since Pi ∈ Span {χUw∩∂W | w ∈W}. We get that
‖ρ(x)‖ ≥ lim
i→∞
∥∥∥∥∥∑
w∈W
λwρ(χUw∩∂WPi)
∥∥∥∥∥
= lim
i→∞
∥∥∥∥∥ ∑
w∈W : w/∈S
λwρ(χUw∨αi∩∂W
∏
v∈S
χUc
v
∩∂W )
∥∥∥∥∥
= lim
i→∞
∥∥∥∥∥∥
 ∑
w∈W : w≤z
λw
 ρ(Pi)
∥∥∥∥∥∥
= ‖x‖ .
But then ρ must be isometric, i.e. I = 0 in contradiction to our assumption. We deduce the
claim. 
4. Applications to Hecke C∗-algebras
In the following section we will apply our earlier results to (operator algebras associated with)
Hecke algebras by studying certain embeddings of Hecke C∗-algebras, the (strong) Akemann-
Ostrand property of Hecke-von Neumann algebras associated with Coxeter groups which are small
at infinity and properties that are widely related to injective envelopes of Hecke C∗-algebras.
Let (W,S) be a finite rank Coxeter system. Recall that for w ∈W we defined Pw ∈ ℓ∞(W ) ⊆
B(ℓ2(W )) to be the orthogonal projection onto the subspace
Span {δv | v ∈W with w ≤ v} ⊆ ℓ2(W ),
with Pe = 1. Further, we denoted the quotient map of B(ℓ2(W )) onto B(ℓ2(W ))/K by π where
K := K(ℓ2(W )) is the space of compact operators on ℓ2(W ). For every q = (qs)s∈S ∈ R(W,S)>0 , s ∈ S
the operator T
(q)
s can be written as T
(q)
s = T
(1)
s +ps(q)Ps and the map qs 7→ qs−1√qs is injective on R>0.
This implies that for all q1, q2 ∈ R(W,S)>0 with q1s 6= q2s , s ∈ S the C∗-subalgebra A(W ) of B(ℓ2(W ))
generated by C∗r,q1(W ) and C
∗
r,q2(W ) does not depend on the choice of different parameters q
1
and q2. It is the smallest C∗-subalgebra of B(ℓ2(W )) that contains all Hecke C∗-algebras of the
system (W,S) and there exists a natural isomorphism ι: A(W ) ∼= C(W )⋊redW via ι(Pw) = χUw ,
ι(T
(1)
w ) = λw for w ∈ W . Here, C(W )⋊red W ⊆ B(ℓ2(W )⊗ ℓ2(W )) denotes the reduced crossed
product associated with the canonical action W y W . The isomorphism is being implemented
by conjugation with the unitary U ∈ B(ℓ2(W )) defined by U(δv ⊗ δw) := δv ⊗ δwv for v,w ∈ W
and Proposition 2.8. In the same way, there exists an isomorphism κ: π(A(W )) ∼= C(∂W )⋊redW
with κ ◦ π(Pw) = χUw∩C(∂W ), κ ◦ π(T (1)w ) = λw for w ∈W . Theorem 3.9 and [11, Theorem 4.3.4]
imply the following statement.
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Corollary 4.1. Let (W,S) be a finite rank Coxeter system. Then the C∗-algebras A(W ) and
π(A(W )) are nuclear.
The existence of the maps ι and κ provides a direct link between the topological spaces W , ∂W
(or their respective abelian C∗-algebras) and the Hecke C∗-algebras C∗r,q(W ), q ∈ R(W,S)>0 . The
aim of the following section is, among other things, to collect implications of the previous results
that follow from this observation.
Let us first investigate, when the restriction of κ ◦ π to C∗r,q(W ), q ∈ R(W,S)>0 factors to an
embedding of C∗r,q(W ) into C(∂W )⋊red W . For this we will need the following inequality.
Lemma 4.2. Let (W,S) be a finite rank Coxeter system, q = (qs)s∈S ∈ R(W,S)>0 and ξ ∈ ℓ2(W ).
Then, (
n∏
i=1
min{q±
1
2
si }
)
‖ξ‖2 ≤ ‖T (q)w ξ‖2 ≤
(
n∏
i=1
max{q±
1
2
si }
)
‖ξ‖2
for all w ∈W where w = s1...sn is a reduced expression for w.
Proof. For q = (qs)s∈S ∈ R(W,S)>0 , ξ ∈ ℓ2(W ) we have
‖T (q)s ξ‖22 =
〈
(T (q)s )
2ξ, ξ
〉
=
〈
(1 + ps(q)T
(q)
s )ξ, ξ
〉
= ‖ξ‖22 + ps(q)
〈
T (q)s ξ, ξ
〉
for every s ∈ S. If we assume that 0 < qs ≤ 1 one gets ps(q) ≤ 0 and hence
‖ξ‖22 = ‖T (q)s ξ‖22 − ps(q)〈T (q)s ξ, ξ〉
≤ ‖T (q)s ξ‖22 − ps(q)‖T (q)s ξ‖2 ‖ξ‖2
and hence
‖ξ‖22 + ps(q)‖T (q)s ξ‖2 ‖ξ‖2 − ‖T (q)s ξ‖22 ≤ 0.
By solving the parabolic equation this implies ‖ξ‖2 ≤ 1√qs ‖T
(q)
s ξ‖2. If qs ≥ 1, one has in the same
way ‖ξ‖2 ≤
√
qs‖T (q)s ξ‖2. The left inequality then follows via induction. The right inequality is
immediate from ‖T (q)s ‖ = max{q±
1
2
s }. 
For a finite rank Coxeter system (W,S) and z ∈ C(W,S) define zw := zs1 ...zsn where w = s1...sn
is a reduced expression for w ∈ W . Again, this does not depend on the choice of the reduced
expression. The growth series of W is the power series in z given by
W (z) :=
∑
w∈W
zw.
We denote its region of convergence by R and set
R′ :=
{
(qǫss )s∈S | q ∈ R ∩ R(W,S)>0 , ǫ ∈ {−1, 1}(W,S)
}
.
For right-angled Coxeter systems the following statement is an immediate consequence of the
results in [66] (see also [31]). It further follows that for those Coxeter groups the intersection
Nq(W ) ∩ K is exactly one or zero dimensional.
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Theorem 4.3. Let (W,S) be a finite rank Coxeter system with W being infinite. Further let
q ∈ R(W,S)>0 . Then Nq(W ) ∩ K 6= 0 if and only if q ∈ R′.
Proof. “⇒”: The construction of the one-dimensional projection in the proof of [31, Theorem
5.3] translates to the multi-parameter case (compare also with [22, Lemma 19.2.5] but note that
our notational conventions differ slightly). It implies that for q ∈ R ∩ R(W,S)>0 the intersection
Nq(W )∩K is non-trivial. For general q ∈ R′ note that the isomorphism in [15, Proposition 4.7] is
unitarily implemented and extends to the von Neumann algebraic level. Hence, the non-triviality
of Nq(W ) ∩K follows from the above.
“⇐”: First let q ∈ R(W,S)>0 \R with 0 < qs ≤ 1 for every s ∈ S and assume that Nq(W )∩K 6= 0.
Then,Nq(W )∩K contains a non-zero positive operator and also its finite-rank spectral projections.
This implies that N rq (W ) also contains a finite-rank projection which we denote by P . Since P
commutes with the elements in Nq(W ), the Hilbert subspace H := Pℓ2(W ) is invariant under
Nq(W ). Let (ξi)i=1,...,n be an orthonormal basis of Pℓ2(W ). Then, by Lemma 4.2,
‖Pδe‖22 ≤ q−1w ‖T (q)w Pδe‖22 =
n∑
i=1
q−1w |〈ξi, T (q)w Pδe〉|2 =
n∑
i=1
q−1w |〈ξi, δw〉|2
for every w ∈W . Let us distinguish two cases:
• Case 1: Assume that there exists a constant C > 0 such that for every w ∈ W there
exists some 1 ≤ i ≤ n with q−1w |〈ξi, δw〉|2 > C. We get that
n∑
i=1
‖ξi‖22 =
n∑
i=1
∑
w∈W
|〈ξi, δw〉|2 > C
∑
w∈W
qw.
But q ∈ R(W,S)>0 \ R, so the sum on the right-hand side diverges in contradiction to∑n
i=1 ‖ξi‖22 <∞. This implies that there exists no such constant C.
• Case 2: Assume that there exists a sequence (wj)j∈N ⊆ W with q−1wj
∣∣〈ξi, δwj〉∣∣2 → 0 for
1 ≤ i ≤ n. Then,
‖Pδe‖22 ≤
n∑
i=1
q−1wj
∣∣〈ξi, δwj〉∣∣2 → 0,
i.e. Pδe = 0. But then P = 0 since Pδw = PT
(q)
w δe = T
(q)
w Pδe = 0 for every w ∈W . This
is a contradiction to our assumption.
Since both cases lead to a contradiction, the intersection Nq(W ) ∩ K must be trivial. Again,
for general q ∈ R(W,S)>0 \ R′ the statement follows with [15, Proposition 4.7]. 
Corollary 4.4. Let (W,S) be a finite rank Coxeter system. For q ∈ R(W,S)>0 \ R′ the map κ ◦
(π|A(W )): A(W )→ C(∂W )⋊red W restricts to an embedding of C∗r,q(W ) into C(∂W )⋊red W .
4.1. The Akemann-Ostrand property for Hecke-von Neumann algebras. In this sub-
section we will make use of a method used by Higson and Guentner (see [42]) in the context
of word hyperbolic groups, to show the (strong) Akemann-Ostrand property for certain Hecke
C∗-algebras. The same approach has been made in [14, Section 5]. However, the proof presented
there contains a gap since for general word hyperbolic Coxeter systems (W,S) the space ∂(W,S)
does not identify with the hyperbolic boundary ∂hW . We correct it in the case of Coxeter groups
which are small at infinity.
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Definition 4.5 ([43, Definition 2.6]). Let M be a von Neumann algebra and (M,H, J,P) a
standard form for M. We say that M satisfies the strong Akemann-Ostrand condition (strong
condition (AO)) if there exist unital C∗-subalgebras A ⊆M, C ⊆ B(H) such that:
(1) A is exact and σ-weakly dense in M;
(2) C is nuclear and contains A;
(3) The set of commutators [C, JAJ ] := {[c, JaJ ] | c ∈ C, a ∈ A} is contained in the compact
operators K.
Theorem 4.6. Let (W,S) be a finite rank Coxeter system that is small at infinity and let q ∈
R(W,S)>0 . Then the Hecke-von Neumann algebra Nq(W ) ⊆ B(ℓ2(W )) satisfies the strong condition
(AO).
Proof. Set A := C∗r,q(W ) and C := A(W ). Property (1) of Definition 4.5 follows from [15, Theorem
6.1]. Further, the nuclearity of C is clear by Corollary 4.1 (or follows from Corollary 3.4 and
Theorem 3.15). It remains to show that [C, JAJ ] ⊆ K where JAJ = C∗,rr,q (W ). Note that A(W )
is the unital C∗-subalgebra of B(ℓ2(W )) generated by all operators T (1)s , s ∈ S and Pw, w ∈ W .
One can further write T
(q),r
s = T
(1),r
s + ps(q)P
r
s for all s ∈ S. We assumed W to be small at
infinity, so by [11, Lemma 5.3.17][
T (1)s , P
r
w
]
∈ K,
[
Pw, T
(1),r
s
]
∈ K
for s ∈ S, w ∈W and further [
T (1)s , T
(1),r
t
]
= [Pv, P
r
w] = 0
for all s, t ∈ S and v,w ∈W . Therefore, [C, JAJ ] ⊆ K. 
Remark 4.7. Theorem 4.6 implies in combination with [43, Remark 2.7] that Hecke-von Neumann
algebras of Coxeter systems that are small at infinity satisfy Ozawa’s property (AO) (see [60]) and
Isono’s property (AO)+ (see [45]). Hence, we get from [60, Theorem 6] that these von Neumann
algebras are solid, meaning that the relative commutant of any diffuse von Neumann subalgebra
is injective. Further, if the Hecke-von Neumann algebra is a II1-factor satisfying the weak-∗
completely bounded approximation property, [45, Theorem A] implies that it is strongly solid.
The results in [45] rely on [64] and [62].
Garncarek observed in [31, Section 6] that the interpolated free group factors L(Ft), t ∈ R>1
(cf. [26], [65]) can be realized as Hecke-von Neumann algebras of free products of finite right-
angled Coxeter groups. For instance, for the Coxeter group W := (Z2)∗l with l ≥ 3 one has
Nq(W ) ∼= L(F2lq(1+q)−2) for all q ∈
[
(l − 1)−1, 1]. The interpolated free group factors are closely
related to the famous free factor problem. By [26], [65], they are either all isomorphic to each
other or they are all non-isomorphic. Ozawa and Popa showed in [62] that the interpolated free
group factors are strongly solid which strengthens earlier indecomposability results by Voiculescu
[70] and Ozawa [60].
The following corollary is an immediate consequence of Proposition 3.16, Theorem 4.6 and the
discussion above. The statement is known to experts.
Corollary 4.8. For every t ∈ R>1 the interpolated free group factors L(Ft) satisfies the strong
condition (AO).
In the context of group algebras, property (AO) has a number of interesting applications (see for
instance [3]). In particular, it relates to Connes’s notion of fullness, introduced in [18]. Recall that
TOPOLOGICAL BOUNDARIES OF CONNECTED GRAPHS AND COXETER GROUPS 31
a factorM is said to be full if for every bounded net (xi)i∈I ⊆M with limi ‖ϕ(xi·)− ϕ(·xi)‖ = 0
for all ϕ ∈ M∗, there exists a bounded net (zi)i∈I ⊆ C with xi − zi → 0 in the strong operator
topology. In the case of type II1-factors this definition is equivalent toM not having Murray and
von Neumann’s property Gamma (see [58]). In [19] Connes proved that a II1-factor M is full if
and only if C∗(M,M′) ∩ K(L2(M)) 6= 0 where L2(M) denotes the GNS-space associated with
the tracial state of M.
Compare the following proposition with the results in [69] and [3]. The proof is close to [3,
Proposition 6.19].
Proposition 4.9. Let (W,S) be a finite rank non-amenable Coxeter system which is small at
infinity and let q ∈ R(W,S)>0 . Then,
C∗
(
C∗r,q(W ), C
∗,r
r,q (W )
) ∩K 6= 0.
If the corresponding Hecke-von Neumann algebra is a II1-factor, then Nq(W ) is full and
C∗r,q(W )⊗ C∗,rr,q (W ) ∼= π
(
C∗
(
C∗r,q(W ), C
∗,r
r,q (W )
))
.
Proof. Set A := C∗(C∗r,q(W ), C∗,rr,q (W )) ⊆ B(ℓ2(W )). By (the proof of) Theorem 4.6 the map
C∗r,q(W ) ⊙ C∗,rr,q (W ) → B(ℓ2(W ))/K given by x ⊗ y 7→ xy + K is continuous with respect to the
minimal tensor norm. Denote the corresponding extension by ρ. Let µ: C∗r,q(W )⊗maxC∗,rr,q (W )→
B(ℓ2(W )) and Q: C∗r,q(W ) ⊗max C∗,rr,q (W ) → C∗r,q(W ) ⊗ C∗,rr,q (W ) be the canonical maps. Then,
π ◦µ = ρ◦Q. Since by our assumption W is non-affine one can find an element x ∈ C∗r,q(W )⊗max
C∗,rr,q (W ) with µ(x) 6= 0 and Q(x) = 0. Indeed, if no such element exists then ker(Q) ⊆ ker(µ) and
therefore the map C∗r,q(W )⊙C∗,rr,q (W )→ B(ℓ2(W )) given by T (q)v ⊗T (q),rw 7→ T (q)v T (q),rw is continuous
with respect to the minimal tensor norm. With [11, Theorem 6.2.7] and [15, Theorem 6.2] this
leads to a contradiction. So let x be an element with µ(x) 6= 0, Q(x) = 0. Then, 0 6= µ(x) ∈ A∩K
because π ◦ µ(x) = ρ ◦Q(x) = 0.
In the case of a II1-factor the fullness of Nq(W ) follows from the discussion above. For the
deduction of the existence of the isomorphism it suffices to show that ρ is isometric. It is well-
known (see for instance [24, Cor. 4.1.10]) that a C∗-algebra acting irreducibly on a Hilbert space
H that intersects non-trivially with the compact operators on H contains all compact operators.
Since, by the factoriality of Nq(W ), the commutant of A is trivial, one hence gets K ⊆ A. We
claim that
||| · |||: Nq(W )⊙Nq(W )→ R+,
∑
i
xi ⊗ yi 7→
∥∥∥∑ xi(JyiJ) +K∥∥∥
defines a C∗-norm on Nq(W )⊙Nq(W ) where J is the modular conjugation operator. Indeed, the
only property that is not obvious is the definiteness of ||| · |||. It follows from the fact that the
norm closure of
{x ∈ Nq(W )⊙Nq(W ) | |||x||| = 0} ⊆ Nq(W )⊙Nq(W )
is an ideal in Nq(W )⊗Nq(W ) and that Nq(W ) is a II1-factor (i.e. simple as a C∗-algebra). Hence,
||| · ||| defines a C∗-norm. In particular, it majorizes the minimal tensor norm on Nq(W )⊙Nq(W )
so ρ is indeed isometric. 
4.2. Injective envelopes of Hecke C∗-algebras. In [49] Kalantar and Kennedy built a connec-
tion between Hamana’s theory of (C∗-dynamical) injective envelopes (see [35], [36], [37], [38]) and
Furstenberg’s notion of boundary actions (see [29], [30]). They used this connection to reformulate
the longstanding open problem to determine which discrete groups are C∗-simple (meaning that
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the corresponding reduced group C∗-algebra is simple) in terms of the structure of the action of
the group on its Furstenberg boundary. Their work led to a number of important results (see
e.g. [9], [34], [12] and [48]), some of which we will make use of to pick up operator algebraic
implications of our earlier results.
One of the main results in [49] states that a discrete group G is C∗-simple if and only if it admits
a topologically free action on some G-boundary. This in particular implies that non-amenable
word hyperbolic groups are C∗-simple (and have unique tracial state). In the context of right-
angled Coxeter groups the theorem leads (in combination with Theorem 3.20 and Proposition
3.26) to a new proof of a well-known C∗-simplicity and trace-uniqueness result (see [28], [39], [20]
and [15]).
Corollary 4.10. Let (W,S) be a right-angled irreducible Coxeter system with 3 ≤ |S| <∞. Then
the reduced group C∗-algebra C∗r (W ) is simple and has unique tracial state.
Also in the understanding of simplicity and trace-uniqueness of reduced crossed products the
content of [49] led to new insights. The corresponding results apply to the C∗-algebras A(W ) and
π(A(W )) which, as we observed earlier, identify with C∗-algebraic crossed products.
Corollary 4.11. Let (W,S) be a finite rank Coxeter system. Assume that W is either small
at infinity and non-amenable or that the system is irreducible and right-angled with |S| ≥ 3.
Then π(A(W )) is simple. In particular, A(W ) contains K ∩ A(W ) as its unique non-trivial
ideal. Further, C((W,S)) and C(∂(W,S)) carry no W -invariant tracial states and both A(W )
and π(A(W )) are traceless.
Proof. The simplicity of π(A(W )) follows from the fact that π(A(W )) ∼= C(∂W ) ⋊red W in
combination with Theorem 3.21, Theorem 3.20 and [9, Corollary 7.5]. Let I ⊳ A(W ) be a non-
trivial ideal. By Lemma 3.24, Theorem 3.9 and [4, Theorem 2], I intersects non-trivially with the
unital C∗-algebra D(W,S) generated by all Pw, w ∈ W . Since K ∩ D(W,S) is a W -equivariant
ideal in D(W,S) it is easy to see that K ∩ D(W,S) ⊆ I ∩ D(W,S), hence K ∩ A(W ) ⊆ I. But by
the simplicity of π(A(W )), K ∩ A(W ) is a maximal non-trivial ideal, so I = K ∩ A(W ). We get
that the C∗-algebra A(W ) contains K ∩ A(W ) as its unique non-trivial ideal.
To show the remaining statements, it suffices to show that C(W ) carries noW -invariant tracial
state. Indeed, if C(W ) carries no W -invariant tracial state then C(∂W ) obviously also carries
no W -invariant state. That A(W )) ∼= C(W ) ⋊red W and π(A(W )) ∼= C(∂W ) ⋊red W are both
traceless then follows with [12, Corollary 4]. So let us show that C(W ) carries no W -invariant
state. For this, assume that τ is such a state. Remark 3.22 implies that δz ∈ W. {τ} = {τ} for
some z ∈ ∂W , i.e. τ = δz. But δz is obviously not W -invariant. This leads to a contradiction. 
One of the main ideas in [49] is the observation of the fact that for a discrete group G the G-
injective envelope IG(C) of C (i.e. the unique G-injective and G-essential extension of C) carries
a natural C∗-algebra structure for which IG(C) ∼= C(∂FG). Here, ∂FG denotes the Furstenberg
boundary of the group G. The construction of ∂FG by means of Hamana’s theory of G-injective
envelopes implies some powerful rigidity results.
In [61] Ozawa conjectured that for every exact C∗-algebra A there is a nuclear C∗-algebra
N(A) such that A ⊆ N(A) ⊆ I(A). Here I(A) denotes the injective envelope of A. (For more
information on operator systems and (G-)injective envelopes we refer to [35], [36],[37], [38] and
Paulsen’s book [63].) Embeddings of this form have the striking advantage that properties of the
larger C∗-algebra (for instance simplicity and primeness) are reflected by the properties of A.
Ozawa proved his conjecture in the case of reduced group C∗-algebras of word hyperbolic groups
G by choosing N(C∗r (G)) to be the crossed product C(∂hG) ⋊red G. Kalantar and Kennedy
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extended his result in [49, Section 4] to general exact group C∗-algebras by replacing the crossed
product by C(∂hG) by the crossed product C(∂FG) ⋊red G. However, in full generality Ozawa’s
conjecture remains a major open problem.
The following corollary provides an embedding of certain Hecke C∗-algebras which is similar
to the one above.
Proposition 4.12. Let (W,S) be a finite rank Coxeter system. Assume that W is either small at
infinity or that the system is irreducible and right-angled with |S| ≥ 3. Then IW (C(∂(W,S))) =
C(∂FW ) where IW (C(∂(W,S))) denotes the W -injective envelope of C(∂(W,S)). Further, for
every q ∈ R(W,S)>0 \ R′ there are natural embeddings
C∗r,q(W ) →֒ C(∂(W,S)) ⋊red W →֒ C(∂FW )⋊red W →֒ I(C∗r (W )).
In particular, I(C∗r,q(W )) →֒ I(C∗r (W )) for every q ∈ R(W,S)>0 \ R′.
Proof. By Theorem 3.20 and Theorem 3.21, ∂W is a W -boundary. Hence, ∂W is a continuous
W -equivariant image of the Furstenberg boundary ∂FW (see [30, Proposition 4.6]). This induces
a W -equivariant embedding C(∂W ) →֒ C(∂FW ). The equality IW (C(∂(W,S))) = C(∂FW ) then
follows in the same way as in the proof of [49, Corollary 5.5]. We further deduce the existence of the
chain C∗r,q(W ) →֒ C(∂W )⋊red W →֒ C(∂FW )⋊red W →֒ I(C∗r (W )) of inclusions from Corollary
4.4, from [38, Theorem 3.4] and by extending the W -equivariant embedding C(∂W ) →֒ C(∂FW )
to an embedding C(∂W )⋊red W →֒ C(∂FW )⋊red W of the corresponding crossed products.
It remains to show that I(C∗r,q(W )) →֒ I(C∗r (W )) for every q ∈ R(W,S)>0 \ R′. But this is
clear since, by the injectivity of I(C∗r (W )) and C∗r,q(W ) →֒ I(C∗r (W )), the injective envelope
I(C∗r,q(W )) is contained in I(C∗r (W )) as an operator system. Hence, every completely positive
projection θ: B(ℓ2(W ))→ I(C∗r (W )) restricts to the identity on I(C∗r,q(W )). But the C∗-algebra
structure of I(C∗r (W )) is given by the Choi-Effros product associated with θ, so this induces an
embedding I(C∗r,q(W )) →֒ I(C∗r (W )). 
Remark 4.13. Proposition 4.12 holds for all Coxeter systems whose action W y ∂(W,S) is a
boundary action. Considering Ozawa’s conjecture it would be interesting to know if the embedding
I(C∗r,q(W )) →֒ I(C∗r (W )), q ∈ R(W,S)>0 \ R′ is always surjective, i.e. if I(C∗r,q(W )) does not depend
on the choice of the parameter q. In that case, C∗r,q(W ) would turn out to be a prime C∗-algebra
for all q ∈ R(W,S)>0 \ R′ (see [38, Theorem 3.4]).
A complete classification of Coxeter systems (and ranges of parameters q) that give rise to
Hecke-von Neumann algebras which are II1-factors is still an open problem. Partial results have
been optained in [31], [15] and [66]. Considering Proposition 4.9, a factoriality result would be
particularly interesting in the case of systems which are small at infinity. We close this section
with the following proposition which treats a similar question.
Proposition 4.14. Let (W,S) be a finite rank Coxeter system that is small at infinity. Then
C∗r,q(W ) ∩ C∗,rr,q (W ) = C1 for every q ∈ R(W,S)>0 \ R′.
Proof. Let (W,S) be a finite rank Coxeter system that is small at infinity, let q ∈ R(W,S)>0 \ R′
and x ∈ C∗r,q(W ) ∩C∗,rr,q (W ). By the same argument as in the proof of Theorem 4.6 we have that
for every y ∈ A(W ) the commutator [x, y] is compact. This implies that π(x) is in the center of
π(A(W )). But by Corollary 4.11 the C∗-algebra π(A(W )) is simple, so in particular its center
is trivial. We get that π(x) ∈ C1. Since by Corollary 4.4 the quotient map π: B(ℓ2(W )) →
B(ℓ2(W ))/K restricts to an embedding of C∗r,q(W ) into π(A(W )), we get that x ∈ C1. 
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