In this paper, we generalize the method of using two parallel versions of the lifted MRD code from the existing work [1] . The Delsarte theorem of the rank distribution of MRD codes is an important part to count codewords in our construction. We give a new generalize construction to the following bounds: if n ≥ k ≥ d, then
Introduction
Let F q be the finite field with q > 1 elements and let V ∼ = F n q be the set of all vectors of length n over F q . F n q is a vector space with dimension n over F q . The projective space P q (n), is the set of all subspaces of F n q , including {0} and F n q . For a given integer k, 1 ≤ k ≤ n, let G q (n, k) denote the set of all k-dimensional subspaces of F n q . G q (n, k) is often referred to as Grassmannian. It is well known that |G q (n, k)| = n k q def = (q n − 1)(q n−1 − 1) · · · (q n−k+1 − 1) (q k − 1)(q k−1 − 1) · · · (q − 1)
where n k q is the q−ary Gaussian coefficient.
The set of all subspaces of V forms a metric space associated with the socalled subspace distance d S (U, W ) = dim(U +W )−dim(U ∩W ) = 2dim(U + W ) − 2k. A (n, M, d, k) q constant dimension code (CDC) C is a subset of V of cardinality M in which for each pair of elements, the subspace distance is lower bounded by d, that is, for all U = W ∈ C, we have d S (U, W ) ≥ d. The main question of subspace coding in the constant dimension case asks for the maximum cardinality M for fixed parameters q, n, d, and k of a (n, M, d, k) q code. Let A q (n, d, k) denote the maximum size of an (n, M, d, k) q code.
One way to construct good subspace codes utilizes rank-metric codes. A linear rank metric code [k × n, ̺, d] q is a subspace C of the vector space of k × n matrices over F q , i.e., F k×n q , for which the distance of two elements is lower bounded via the rank metric d r (A,
For all parameters, 0 ≤ k, n, d and q prime power, there is a linear rank metric code that attains the maximum cardinality of q max{k,n}(min{k,n}−d+1) (see [2] ).
In this paper, we extend the method of using two parallel versions of lifted MRD codes to a general framework [1] . This method gives us a new lower bound, and leads to several new lower bounds from several parallel versions of lifted MRD codes.
Preliminaries

Lifted MRD code
Without loss of generality, we assume that n ≥ k. For any given MRD code Q q (n, k, d) with the rank distance d, we have a (n + k, q n(k−d+1) , 2d, n) q CDC consisting of q n(k−d+1) subspaces of dimension k in F n+k q is defined as lif t(U A ) = {rowspace[I k , A]}, spanned by rows of (I k , A). Here I k is the k × k identity matrix. For any A and B, the subspaces U A and U B spanned by rows of (I k , A) and (I k , B) are the same if and only if A = B.
The distance of this CDC is 2d. A CDC constructed as above is called a lifted MRD code C M RD .
Delsarte Theorem
For r ∈ Z + , the rank distribution of a code Q in Q q (m, n, d) is defined by A r (Q) = |{Q ∈ Q q (m, n, d), rk(Q) = r}| (see [3, 4] ). We refer the following result to Theorem 5.6 in [3] or Corollary 26 in [4] .
is a MRD code with rank distance d, then its rank distribution is given by
Here, the value of r varies from d to min{m, n}(A 0 (Q) = 1), and the rank distribution of a MRD code is determined by its parameters m, n, d, q.
Example 1. Assume that m = n = 4, q = 2, d = 2, we have |Q 2 (4, 4, 2)| = 2 12 , and A 2 (Q 2 (4, 4, 2)) = 525, A 3 (Q(4, 4, 2)) = 2250, A 4 (Q 2 (4, 4, 2)) = 1320. Similarly, m = 5, n = 5, d = 2, q = 2, then A 2 (Q 2 (5, 5, 2)) = 4805, A 3 (Q 2 (5, 5, 2))) = 124930. Moreover, A 2 (Q 2 (6, 5, 2)) = 9765, A 3 (Q 2 (6, 5, 2)) = 566370,A 2 (Q 2 (7, 5, 2)) = 19685, A 3 (Q 2 (7, 5, 2)) = 2401570.
Previous constructions
There is a variety of lower bounds and upper bounds for constant dimension codes. For numerical values of the known lower and upper bounds on the sizes of subspace codes we refer the reader to the online tables at http://subspacecodes.uni-bayreuth.de associated with [5] .
Koetter and Kschischang [6] , Etzion and Vardy [7] developed several upper bounds on A q (n, d, k). Surveys of upper bounds for constant dimension codes can be in the paper [8] . One of the Johnson type bound in [9] (see Theorem 4 in [9] ) of CDC is
(
The iterative application of the Johnson type bound II ([10, Theorem 3], [9, Theorem 4, 5] ), which is a q-generalization of [11] , gives the upper bound
where n ′ = n − k + d 2 . It is attained with equality at n = ak and d = 2k, i.e., and also at n = 13, k = 3, d = 4 with A 2 (13, 4; 3) = 1597245, see [12] .
While a lot of upper bounds for the maximum sizes of CDCs have been proposed in the literature, inequalities dominates most of them. [13] determined the maximum size A 2 (8, 6, 4) of a binary subspace code to be 257. Another known improvement is A 2 (6, 4, 3) = 77. Some prior results about general lower bounds for A q (n, d, k) can see the references [14, 15, 16, 17] . Many CDC's from the multilevel construction based on echelon-Ferrers diagram have been given [18] . Authors of [19] improved the echelon-Ferrers construction by a technology termed as the pending dot. The pending dot was extended to pending block in the paper [14] .
The improved linkage construction is one of the most powerful methods in network coding, and it produce currently the best known lower bound about 69.1% of the constant dimension code [16] . The work that is closest to ours is [1] , which gives a construction of constant-dimension subspace codes from two parallel versions of lifted MRD codes. If 2t ≥ n, then A q (2n, 2(n − t), n) ≥ q n(t+1) + n r=n−t A r (Q q (n, n, t)). In this paper, we extend the above construction to a general case A q (n + k, d, k), n ≥ k ≥ d.
Our construction
The basic idea is as follows: Define the set
2 )} be a (n + k, q n(k− d 2 +1) , d, k) q CDC in F n+k q spanned by the rows of k × (n + k) matrices (A, I k ) with q n(k− d 2 +1) elements. Similar to code W 1 , we have another k dimension subspaces in F n(k− d 2 +1) q spanned by the rows of W 2 = (B, I k ), where B is in the MRD code Q q (n, k, d 2 ), can be used to increase the size of the constructed constant-dimension subspace codes. Now the problem is how many different subspaces we can take from these two parallel versions of lifted MRD code such that the subspace distance d is preserved. The key point here is to keep the subspace distances larger than or equal to d by suitable conditions. By using this idea a new lower bound for A q (n + k, d, k), k ≥ d are given with the help from the Delsarte Theorem about the rank distributions of the MRD code Q q (n, k, d).
A New Lower Bound
Our construction is
Proof. Let Q 1 ⊂ Q q (n, k, d 2 ) be a MRD code with rank distance d 2 , and let Q 2 ⊂ Q q (n, k, d 2 ) be a MRD code with the rank of each element in Q 2 is at most k − d 2 . The code is defined by
From the definition of lift MRD code, the subspace distances of the two codes
are at least d. We only need to prove that the subspace distance of W 1 ∈ W 1 and W 2 ∈ W 2 is at least d. It is clear that these two codes are disjoint.
It is sufficient to prove that
We split the Q 12 into two parts: Q 121 and Q 122 , where Q 121 is a matrix with (n − k) × k and Q 122 is a matrix with k × k.
The above formula can be transformed into the following by subtracting second row multiplied by Q 122 :
It is clear that dim(W 1 +W 2 ) ≥ k +rank(I k |Q 121 −Q 21 ×Q 122 ). We note that the rank of Q 21 is at most k − d 2 , then rank(
In the end, we have dim(
Here (I k |Q 121 ) is a k × n matrix concatenated from I k and Q 121 .
Parallel Construction from MRD Codes
General Construction
Our construction is as follow. For simplify, the subset of a MRD code Q q (n, k, d 2 ) with the rank at most k − d 2 is denoted by SQ q (n, k, d  2 ) .
Proof. For the first block B 1 , we take k dimension subspaces in F (s+1)k+n q spanned by rows of (I k ,
)) such subspaces. For the third block, we take k dimension subspaces in F are from the MRD code Q q (k, k, d 2 ), and A 3 s takes from the MRD code Q q (n, k, d 2 ). There are q ((s−2)k+n)(k− d 2 ) × (
2 ))) 2 such subspaces. We can continue this process. It is obvious that all these subspaces in F (s+1)k+n q are different. These blocks can be demonstrated as follows:
where all the lower triangles are taken from SQ q (k, k, d 2 ) or SQ q (n, k, d 2 ). For any one fixed block position j of I k , the dimension of the intersection of two different subspaces is at most t since A j 1 , . . . , A j s are in the MRD code
. For different block positions U j , U i , j > i in the set {1, . . . , s + 2} of I k , the dimension of the sum of two different subspaces is at least k + d 2 from theorem 2. We get the conclusion.
Examples
When s = 0, this is the case, which happens to the theorem 2. When s = 1, in this case we refer to table 1 and the following result can be proved.
For example, when n = 5, k = 5, d = 4, then A q (15, 4, 5) ≥ q 40 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2)) × q 20 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) 2 . Assume that q = 2, then A 2 (15, 4, 5) ≥ 2 40 + (4805 + 124930) × 2 20 + (4805 + 124930) 2 = 1252379805361, exceeds the current known code A 2 (15, 4, 5) ≥ 1235787711790 which was constructed by the linkage.
When n = 6, k = 5, d = 4, then A q (16, 4, 5) ≥ q 44 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2)) × q 24 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) × (A 2 (Q q (6, 5, 2)) + A 3 (Q q (6, 5, 2))). Assume that q = 2, then A 2 (16, 4, 5) ≥ 19843523036401, while the current known code is 19772603404689.
When n = 7, k = 5, d = 4, then A q (17, 4, 5) ≥ q 48 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2)) × q 28 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) × (A 2 (Q q (7, 5, 2)) + A 3 (Q q (7, 5, 2))). Assume that q = 2, then A 2 (17, 4, 5) ≥ 316614572112241, while the current known code is 316361655057323.
When n = 8, k = 5, d = 4, then A q (18, 4, 5) ≥ q 52 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2)) × q 32 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) × (A 2 (Q q (8, 5, 2)) + A 3 (Q q (8, 5, 2))). Assume that q = 2, then A 2 (18, 4, 5) ≥ 5062094281261681, while the current known code is 5061786480788587.
When n = 6, k = 6, d = 4, then A q (18, 4, 6) ≥ q 60 +( 4 r=2 A r (Q q (6, 6, 2)))× q 30 + ( 4 r=2 A r (Q q (6, 6, 2))) 2 . Assume that q = 2, then A 2 (18, 4, 6) ≥ 1321055665352277121, while the current known code is 1301902384896972957.
When n = 7, k = 6, d = 4, then A q (19, 4, 6) ≥ q 65 +( 4 r=2 A r (Q q (6, 6, 2)))× q 35 + ( 4 r=2 A r (Q q (6, 6, 2))) × ( 4 r=2 A r (Q q (7, 6, 2))). Assume that q = 2, then A 2 (19, 4, 6) ≥ 41829335877977260673, while the current known code is 41660876316712223851.
When n = 6, k = 6, d = 6, then A q (18, 6, 6) ≥ q 48 + (A 3 (Q q (6, 6, 3))) × q 24 +(A 3 (Q q (6, 6, 3))) 2 . Assume that q = 2, then A 2 (18, 6, 6) ≥ 1321055665352277121, while the current known code is 1301902384896972957.
When n = 7, k = 6, d = 6, then A q (19, 6, 6) ≥ q 52 + (A 3 (Q q (6, 6, 3) )) × q 28 +(A 3 (Q q (6, 6, 3) ))×(A 3 (Q q (7, 6, 3) )). Assume that q = 2, then A 2 (19, 6, 6) ≥ 41829335877977260673, while the current known code is 41660876316712223851. 
Conclusion
In the paper a parallel construction from MRD codes are given, which is adopted from the existing work [1] . A new lower bounds on A q (n, d, k) can be proved. In essence, our result is a generalization result of the paper [1] when n is equal to k. In addition, this method is generalized to several parallel versions of maximum rank distance codes, and this method outperform the linkage construction in some cases. These new codes are listed in Table 1 .
