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Abstract
This thesis presents a novel framework for remote access Computed
Tomography Colonography (CTC). The proposed framework consists
of several integrated components: medical image data delivery, 2D
image processing, 3D visualisation, and feedback provision. Medical
image data sets are notoriously large and preserving the integrity of
the patient data is essential. This makes real-time delivery and visu-
alisation a key challenge. The main contribution of this work is the
development of an efficient, lossless compression scheme to minimise
the size of the data to be transmitted, thereby alleviating transmission
time delays. The scheme utilises prior knowledge of anatomical infor-
mation to divide the data into specific regions. An optimised com-
pression method for each anatomical region is then applied. An eval-
uation of this compression technique shows that the proposed ‘divide
and conquer’ approach significantly improves upon the level of com-
pression achieved using more traditional global compression schemes.
Another contribution of this work resides in the development of an
improved volume rendering technique that provides real-time 3D vi-
sualisations of regions within CTC data sets. Unlike previous hard-
ware acceleration methods which rely on dedicated devices, this ap-
proach employs a series of software acceleration techniques based on
the characteristic properties of CTC data. A quantitative and qualita-
tive evaluation indicates that the proposed method achieves real-time
performance on a low-cost PC platform without sacrificing any image
quality.
Fast data delivery and real-time volume rendering represent the key
features that are required for remote access CTC. These features are
ultimately combined with other relevant CTC functionality to create
a comprehensive, high-performance CTC framework, which makes re-
mote access CTC feasible, even in the case of standard Web clients
with low-speed data connections.
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Chapter1
Introduction
Cancer is a major cause of death worldwide and the number of cases is increasing
at a significant rate. According to a report from the World Health Organisation
(WHO, 2003), by 2020, the worldwide incidence of cancer could climb by 50%
to 15 million. As the fourth most common cause of cancer death, colorectal
cancer (CRC) was responsible for approximately 608,000 deaths worldwide in
2008 (WHO, 2012). Furthermore, CRC is the second most common type of cancer
and the second leading cause of cancer deaths in developed countries (Martinez,
2005).
CRC screening is regarded as an efficient approach in the diagnosis of CRC
at an early stage, which can significantly reduce the risk of death. However,
it should be noted that colonoscopy, which is the main conventional colorectal
cancer screening technique, is an extremely uncomfortable and highly invasive
procedure. The colonoscopy examination involves inserting an instrument known
as an endoscopic probe into the colon through the rectum. The physician ex-
amines the inner surface of the colon with the use of a camera attached to the
tip of the probe. In some cases, sedation is required in this procedure; therefore,
after the examination, the patient requires a significant amount of time to recover
1
from the effects of sedation. The main drawback associated with the colonoscopy
examination is that it may cause a number of possible complications, e.g. perfo-
ration, infection and haemorrhage. A previous study that explored the risks of
perforation resulting from colonoscopy reported that 20 perforations occurred in
10,000 colonoscopy examinations and two patients died as a result of perforation
(Anderson et al., 2000). Consequently, the potential efficiency and practicality of
colonoscopy are compromised by limitations related to the comfort and safety of
the patient.
Computed Tomography Colonography (CTC) is an alternative to conventional
colonoscopy for the diagnosis of CRC. It uses a CT scanner to create a virtual
representation of the abdomen for a suitably prepared patient. The patient must
undergo a bowel-cleansing regimen before scanning. This is similar to the prepa-
ration for a conventional colonoscopy examination. In addition, air or CO2 is
pumped into the patient’s colon in order to inflate the colon for better viewing.
Immediately after air insuﬄation, some patients temporarily feel slight abdom-
inal cramping, but significant pain is infrequent. A CT scanner is then used to
produce a series of cross-sectional images of the abdomen. This data is referred
to as a CTC data set. A CTC study typically includes two data sets recorded in
the supine and the prone positions. There are approximately 250 slices in a CTC
data set and each slice contains 512  512 pixels. The density characteristics of
the materials in CT images are represented using Hounsfield Units (HU). The HU
scale is a linear scale that defines the density of water as 0 HU and the density of
air as -1000 HU. The acquired CTC data set can be reconstructed in the form of
2D slices and these slices can subsequently be rendered using 3D techniques (see
Figure 1.1). These images are ultimately interpreted by a skilled radiologist to
evaluate the colon’s inner surface.
The significant advantages of CTC can be summarised as follows: it is a min-
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Figure 1.1: Examples of CTC images. (a) A 2D slice from a CTC data set. (b)
A 3D rendering of a CTC data set.
imally invasive examination, inter alia, no sedatives or analgesics are required,
and it is less time-consuming than conventional colonoscopy. Thus, CTC can be
considered more acceptable to patients. Svensson et al. (2002) surveyed patients
who underwent both CTC and conventional colonoscopy to determine their pref-
erences for both examinations. According to the results of this survey, 82% of
patients who experienced both examinations preferred CTC and 57% regarded
CTC as “not painful ” compared with 26% for conventional colonoscopy.
In addition, a number of studies have been carried out in an attempt to
estimate the sensitivity and accuracy of CTC, especially in comparison with con-
ventional colonoscopy. The study by Fenlon et al. (1999) showed that CTC and
conventional colonoscopy have a similar level of efficiency for polyps > 6 mm in
diameter. In general, polyps can be classified as small (<6 mm), medium (6 to 10
mm) or large (>10 mm) (Summers, 2010). Larger polyps have a greater likelihood
of being or becoming cancer. Fenlon et al. (1999) indicated that CTC is sufficient
for the detection of medium and large polyps. The same conclusion was drawn
by Kim et al. (2007a), Arnesen et al. (2007) and Graser et al. (2009). Therefore,
compared to colonoscopy examinations, CTC has nearly the same performance
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in terms of sensitivity and accuracy for the detection of high-risk polyps, while
providing a lower risk and a higher level of patient acceptance.
1.1 Motivation
Although the concept of CTC was initially proposed in 1994 (Vining et al., 1994),
it is not yet in widespread clinical use. The reason for this is partly due to insuf-
ficient training resources and a shortage of radiologists specialised in CTC. CTC
is an advanced examination technique that involves some prerequisites related to
the analysis and interpretation of CT data. However, most current radiologists in
practice may not be familiar with these specialised interpretation skills. There-
fore, dedicated training for CTC is required and the importance of the training
has been emphasised by several radiology organisations (see Table 1.1). It is clear
from this table that most organisations recommend that 50 to 100 endoscopically
confirmed cases should be practiced before clinical participation in CTC data in-
terpretation. This intensive training is the prerequisite for a radiologist to acquire
proficiency in CTC.
4
1.1 Motivation
Table 1.1: The specific number of CTC training cases
recommended by various international radiologist organ-
isations.
Organisation Document Release
date
Recommended
number of
training cases
The American Gas-
trointestinal Associ-
ation (AGA)
Standards for gas-
troenterologists for
performing and in-
terpreting diagnostic
computed tomographic
colonography
2007  75
The American Col-
lege of Radiology
(ACR)
ACR colon cancer
committee white pa-
per: Status of CT
colonography
2009  50
The International
Collaboration for
CT Colonography
Standards
CT colonography stan-
dards
2010  50
Canadian Associa-
tion of Radiologists
(CAR)
CAR CT colonography
Standards
2010  50
Continued on next page
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Table 1.1 – continued from previous page
Organisation Document Release
date
Recommended
training cases
The British National
Health Service
Guidelines for the Use
of Imaging in the NHS
Bowel Cancer Screening
Programme
2010  100
The Faculty of Radi-
ologists in Ireland
Guidelines for Use
of CT Colonography
(CTC) as part of the
National Colorectal
Screening Programme
in Ireland
2012  50
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In order to teach CTC skills in an efficient and effective way, some experts
have provided a number of suggestions. These suggestions are presented in Table
1.2.
Table 1.2: Selected expert suggestions for CTC training
Author Study Suggestion
Ericsson (2004)
Deliberate Practice
and the Acquisition
and Maintenance of
Expert Performance in
Medicine and Related
Domains
Feedback based on perfor-
mance is very important in
the training programme and
can motivate the participant
to improve performance
Soto et al. (2005)
Reader training in CT
colonography: How
much is enough?
An intensive hands-on course
conducted at reading worksta-
tions under the supervision of
experienced radiologists
Slater et al.
(2006)
Reader error during CT
colonography: causes
and implications for
training
Emphasis on lesion detection
could improve CT colonogra-
phy performance
Taylor (2007)
A review of research
into the development
of radiological ex-
pertise: implications
for computer-based
training
Present some examples in the
initial training and then use
a large number of cases for
hands-on training and provide
clear feedback
Continued on next page
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Table 1.2 – continued from previous page
Author Study Suggestion
Dachman et al.
(2008)
Formative evaluation of
standardized training
for CT colonograhic
image interpretation by
novice readers
Lectures and hands-on
training with feedback
Dachman (2008)
Success in virtual
colonography depends
on right training
It can be concluded from this table that most researchers agree that hands-on
training and appropriate feedback are the two most important aspects in CTC
training. Based on these suggestions, most current CTC training is structured as
a full two-day course in a specific centre. The first day consists of introductory
lectures on performing CTC, observation of an expert reader interpreting several
cases and an introduction to commercially available reading software. During the
first day, trainees gain some basic skills in CTC interpretation. On the follow-
ing day, a large number of hands-on cases are interpreted by the trainees in a
simulated clinical scenario. These are actual clinical cases and the interpretation
tool is the same as that used in a clinical environment. After interpreting each
case, the trainee is unblinded to the gold standard and has an opportunity to
meet with an experienced radiologist to obtain explanations of false-negative or
false-positive interpretations, as well as some teaching points associated with the
case. Some universities and organisations, such as Boston University, the Soci-
ety of Gastrointestinal Radiologists and the American College of Radiology have
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recently provided CTC training courses based on this model.
There are two main drawbacks associated with the approach to CTC training
outlined above and these can be summarised as follows:
 This training is extremely costly in terms of time and financial expense,
particularly in relation to travelling and accommodation. In order to re-
duce the cost of trainees’ transportation, a local training centre could be
established in the absence of a more viable alternative. However, this could
be inefficient due to redundant resources across multiple training locations.
 After dedicating two days to training, some novices can become competent
CTC readers, however, others may not reach this level (Dachman et al.,
2008). In addition, lack of follow-up training after the initial two-day
courses means there is little or no ongoing support for the trainees. In
both cases, trainees may need additional CTC training.
In considering solutions to the problems mentioned above, the development of
a software system that provides remote access to CTC training material as well
as automatically evaluating reading performance is a desirable approach. This
is motivated by the fact that improvements and advances in Internet and com-
puter technologies facilitate the provision of a straightforward and cost-effective
training experience. The remote training approach can significantly reduce the
difficulties associated with CTC accreditation and provide the trainee with an
ongoing opportunity to maintain clinical expertise in CTC after undergoing their
initial training.
Such a remote access system requires several key features in order to deliver a
comprehensive CTC training experience. Firstly, the training should be provided
in a clinical scenario to offer the trainee hands-on experience. In this case, the
complete CTC data set should be available for the user. The reason for this is
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that when performing CTC examinations in practice, a radiologist has to read
hundreds of CT slices from a volumetric data set, instead of relying on a few spe-
cific slices. In addition, both 2D and 3D interpretation tools should be provided
in the training system. Pickhardt et al. (2007) demonstrated that in the case of
CTC, reader performance could be improved in the aspects of sensitivity and in-
terpretation time if 3D functions were available. Therefore, 3D visualisation plays
an important role in facilitating an accurate interpretation of CTC images in a
clinical environment and hence should be available in the training system. Fur-
thermore, as suggested in Table 1.2, feedback is important in enhancing learning
and performance during the training. This feature should be incorporated into
the overall CTC training system. In addition, in order to maximise the potential
user base, the system should be designed to be operated on a low-cost client ma-
chine with the following minimum requirements: a 2.8 GHz processor with 512
MB of RAM and a 1 GB hard disk. Utilisation of such a training strategy could
provide an always-on and always-available teacher. However, this kind of CTC
training is not currently available.
1.2 Technical Challenges
Dachman et al. (2008) described a standardised hands-on CTC training process
as follows. A full CTC data set is provided to users and then they use 2D tools,
such as windowing and zooming, as well as 3D visualisation functions to assist
in the interpretation and analysis of the data set. Feedback about the training
session is ultimately provided after the interpretation of a CTC data set has
been completed. This feedback includes some explanations on false-negative or
false-positive polyps and teaching points associated with the case. Provision of
this information allows the user to learn from his/her mistakes and be aware of
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his/her progress during the training process. The only difference between remote
access CTC training and local CTC training is the transmission of CTC data sets
to the client. Slomka et al. (2000) demonstrated that transmission of the whole
3D medical data set to the user could dramatically reduce network traffic due to
a reduction in client-server communications and hence provide a short response
time for remote viewing and processing of the data set. According to their study,
it is preferable to download the full data set to the client so as to offer a short
response time for client operations. Integration of this strategy into the existing
CTC training process creates a hybrid remote access training process which is
illustrated in Figure 1.2. When launching the CTC training system, the first step
is to download the relevant data set to the client. Once the download is complete,
the remote access training session is implemented in the same way as the local
training process.
Based on this training process, a remote access CTC training system comprises
of server- and client-side components. The server-side component is responsible
for retrieving the required study from a repository of studies and sending the as-
sociated data to the client. The client-side component is a comprehensive medical
imaging application which sends the request for downloading the selected data
set to the server, displays the downloaded images, provides a set of interpretation
tools such as windowing and volume rendering, and ultimately allows the user to
send their polyp selections back to the server for evaluation (see Figure 1.3).
In order to develop such a remote access training system, the first challenge
that needs to be addressed is the transmission time required to send a large
amount of data to the client. The increasing size of volumetric CTC data sets as
well as practical limitations in transmission bandwidth make real-time delivery
a key challenge. In general, CTC is performed with the patient in both the
supine (facing up) and prone (facing down) positions. Both image data sets are
11
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Enter the URL
to launch the training system
Download the data set
and store on the disk
Detect polyps using 2D or 3D interpretation tools
Submit the interpretation results
Obtain immediate feedback from the system
Start a new training session?
Exit the system
no
yes
Timer starts
Timer stops
Figure 1.2: Outline of the main steps for remote access CTC training.
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a selecting a case) b zooming in/out)
c windowing) d 3D visualisation)
e polyp marking) f feedback provision)
Figure 1.3: An overview of a comprehensive graphical user interface for a remote
access CTC training system.
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critical in order to provide comparable views to confirm pathology. Normally,
a single CTC data set is between 150 and 200 Megabytes and hence the size of
both prone and supine data sets is around 300 to 400 Megabytes. Based on the
typical download speed, it takes a significant amount of time to complete data
delivery for one patient. A long delay definitely discourages the use of remote
access CTC systems. The instinctive solution to the long delay is to increase the
network bandwidth or to compress the data set or to do both. However, narrow-
band connections will probably not be completely eliminated in the near future.
As a result, the only current viable solution is the development of an optimal
compression technique to facilitate efficient transmission of CTC data sets.
Additionally, as previously described, 3D rendering is a necessary interpreta-
tion tool in a training system. This functionality should be provided for users.
However, 3D rendering, especially in the case of volume rendering, is a computa-
tionally intensive process that is usually implemented on a dedicated workstation
with hardware acceleration. There is a significant delay associated with the time
required for volume rendering when it is implemented on a low-cost PC platform.
A potential solution to this problem is to perform server-side volume rendering.
The rendered image is then sent back to the client. However, this solution suf-
fers from a heavy dependence on network performance and possible performance
degradation when multiple clients access the server simultaneously. In order to
overcome these shortcomings, it is preferable to implement client-side volume
rendering so as to offer stable performance during the training process. Conse-
quently, this gives rise to a further challenge related to remote access CTC, as it
is difficult to achieve fast volume rendering on a standard PC platform.
Motivated by these challenges, the development of optimised solutions for
data delivery and 3D visualisation represent the major topics that are addressed
in this thesis.
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1.3 Contributions
The central aim of the research outlined in this thesis is to develop a theoreti-
cal framework which can provide efficient CTC training in a remotely-accessible
fashion. In order to deliver this training, the entire medical data set should be
available for the user. As mentioned in Section 1.2, transmission of a CTC data
set via the Internet is particularly time-consuming. In addition, the large size
of medical data sets could result in 3D operations being extremely slow when
implemented on a standard PC platform. Addressing all these challenges forms
the set of major contributions that are presented in this thesis and these major
contributions are summarised as follows:
 To develop a lossless medical image compression method that exploits the
inherent characteristics of medical data sets to improve the level of compres-
sion that can be achieved. This method is subsequently integrated into a
delivery scheme that allows transmission speed to be increased significantly
without losing any information.
 To develop a real-time rendering technique capable of generating a high-
quality volume rendering of a region of interest within a medical data set
on a low-cost PC platform.
Additional contributions can be found in a novel edge-based prediction method
and a new 3D normal operator for use in the domain of data compression. Fur-
thermore, a new trilinear interpolation operator is developed in order to achieve
fast volume rendering. A generic framework for remote access CTC is created
incorporating of all these contributions and is shown to provide a high level of
functionality, interactivity and usability.
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1.4 Thesis Organisation
The remainder of this thesis is organised as follows:
Chapter 2 reviews the existing techniques in the field of volume rendering and
medical image compression. The main conclusions resulting from this review are
discussed.
Chapter 3 describes an improved volume rendering technique. In this chapter,
each acceleration approach integrated into the developed technique is discussed in
detail. The main novelty of the developed technique is utilisation of the character-
istic properties of CTC data to enable a software-based acceleration approach. A
quantitative and qualitative evaluation was conducted to assess the performance
of the proposed method.
Chapter 4 presents a new segmentation technique which has the ability to
identify specific anatomical regions in a CTC data set. This is achieved by util-
ising density and anatomical features. A tailored version of this segmentation
technique is then developed for use in the preprocessing stage of the compression
scheme. The performance of this version of the technique is ultimately evalu-
ated by comparison with the manually labelled ground truth data for specific
anatomical regions.
Chapter 5 presents a novel prediction model based on the developed segmen-
tation technique. This model consists of a series of predictors optimised for each
anatomical region. To generate these predictors, there are two different mod-
elling approaches to deal with interior regions and edge regions, respectively.
The first approach, designed for interior regions, is based on an optimised pre-
diction template to create the predictor. The second approach for dealing with
edges considers different contexts based on the edge direction, in order to gener-
ate an appropriate predictor for each context. The decorrelation performance of
the proposed prediction model is benchmarked against several of the prediction
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methods that are currently available.
Chapter 6 evaluates the performance of the complete compression scheme,
including both decorrelation and entropy coding stages. In this chapter, several
entropy coding methods are evaluated in order to determine the most efficient
technique. The complete compression scheme is generated by combining the most
efficient entropy coding technique with the previous prediction model. An evalu-
ation of the complete scheme is conducted on a large number of CTC data sets.
The main focus of this chapter is placed on the development of an efficient deliv-
ery scheme for medical image data. An optimal delivery solution that integrates
the developed compression method is ultimately presented. As the results show,
the proposed delivery scheme can reduce the delivery time by nearly two thirds
of original download time at the typical connection speed available in Ireland.
Chapter 7 presents the whole framework for remote access CTC training and
highlights the optimised components resulting from this research. Initial imple-
mentation of the framework is also presented in this chapter which demonstrates
the feasibility of the proposed framework for the provision of remote access CTC
training.
Chapter 8 summarises this research, outlines the resulting contributions, and
provides some further research directions related to the compression and volume
rendering contributions.
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Chapter2
Literature Review
The aim of this chapter is to present the background of the research discussed in
this thesis. The main techniques in the fields of volume rendering and image com-
pression will be presented with specific focus on the medical imaging applications
in these fields.
2.1 Volume Rendering
Volume rendering is an advanced technique for the visualisation of 3D data. It
involves a number of technologies, i.e. image processing, computer vision and
computer graphics, for displaying a 2D projection of a data set. Research on
volume rendering began in the 1970s, at approximately the same time as the de-
velopment of Computed Tomography (CT), Magnetic Resonance Imaging (MRI)
and other medical imaging modalities.
Over the course of the past four decades, several volume rendering algorithms,
such as ray casting and splatting, have been developed for the visualisation of vol-
umetric medical data. These algorithms can be roughly classified as either direct
or indirect volume rendering methods (Deserno, 2011) and can be summarised as
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follows:
 Direct volume rendering (simply called volume rendering) involves mapping
each sample value to an opacity and a colour. The final image is an accu-
mulation achieved by compositing these filtered samples. This procedure
allows all the voxels in a data set to be visualised.
 Indirect volume rendering (also called surface rendering) is a process that
extracts a polygonal representation of an object within a 3D data set and
then generates a model based on the extracted surfaces. This type of algo-
rithm only displays the outermost surface of a target object without dealing
with the inner parts.
Based on the above descriptions, it is clear that indirect volume rendering
is limited in that only a presegmented surface can be presented in the rendered
image. The information beneath the surface cannot be visualised. On the other
hand, direct volume rendering does not extract a surface from the data and in-
stead incorporates all the data to generate the rendered image. Thus, direct
volume rendering has the potential to visualise the complete data set. More
importantly, this algorithm can map the original data to different colours and
opacities. This feature enables interactive segmentation of the data and requires
no preprocessing. The use of direct volume rendering techniques in the process
of image interpretation can greatly help the radiologist to identify important di-
agnostic information. Therefore, this review focuses on state-of-the-art direct
volume rendering techniques. However, the main disadvantage of the algorithms
in this category is high computational complexity which leads to poor perfor-
mance (Calhoun et al., 1999).
The following subsections explain in detail the basic direct volume rendering
algorithms and then discuss a number of optimisation techniques that address
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the speed problem. The specific volume rendering techniques designed for use
with CTC are reviewed in Section 2.1.3.
2.1.1 Basic Algorithms
Four algorithms are commonly used in volume rendering: ray casting, splatting,
shear-warp and 3D texture-mapping.
2.1.1.1 Ray Casting
Ray casting is an image-based volume rendering technique, which casts a ray
from each pixel in the viewplane through a 3D data set, as shown in Figure 2.1.
Equidistant sampling and trilinear interpolation are then used along the part of
the ray that lies within the data set to determine the sample point value from
the surrounding voxels. The final image is generated from the composition of all
sample points along each ray (Levoy, 1988).
Viewpoint View plane
Ray
Trilinear Interpolation
Sample
Figure 2.1: An illustration of ray casting. A ray starting from a viewpoint is cast
through the volume.
The composition operator is based on Equation 3.8:
Cout = Cin(1  ) + C (2.1)
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where Cout defines the accumulated colour emerging from the current voxel,
Cin denotes the accumulated colour going into the current voxel,  represents the
opacity at the current voxel and C is the colour of the current voxel.
This compositing process is illustrated in Figure 2.2. Due to the generality of
this composition method, it is also applied in other volume rendering techniques.
V0 V1 V2
View plane
Viewpoint
Cout Cα C in
Ray
direction
Compositing
direction
Figure 2.2: The ray compositing process in volume rendering.
The key advantage of ray casting lies in its high-quality rendering result.
However, each voxel needs to be processed several times and each time the direc-
tion of observation is changed this technique has to resample the entire data set.
These facts mean that the procedure is extremely expensive from a computational
perspective.
2.1.1.2 Splatting
Splatting is an object-based technique (Westover, 1989), which imitates throwing
snowballs at a wall where each snowball “splats” on the wall, leaving a diffusion
trace (see Figure 2.3). The final image is an accumulation of these distributions.
The accumulation of distributions in this technique is based on a reconstruc-
tion kernel in a convolution operation. This reconstruction function is calculated
in a preprocessing stage and the results can be stored in a look-up table. There-
fore, it is easy to calculate the contribution of each voxel to the image plane by
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Project
View plane
Compose
Figure 2.3: An illustration of splatting. Each voxel is projected onto the image
plane using a footprint.
consulting the look-up table. This technique is fast, but quality is sacrificed for
speed due to the approximation of each voxel’s contribution.
2.1.1.3 Shear-warp
Shear-warp is a hybrid algorithm which integrates the features of both image-
based and object-based rendering approaches (Lacroute & Levoy, 1994). The
procedure can be illustrated in the following three steps:
1. The original data set is transformed into sheared object space by translating
and resampling each slice (see Figure 2.4).
2. The resampled slices are projected into a 2D intermediate image in front-
to-back order.
3. The intermediate image is transformed to image space by warping so as to
generate the final image.
The amount of computation involved in this algorithm is greatly reduced
compared with the ray casting and splatting methods as only two resampling
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Figure 2.4: A demonstration of the three stages of the shear-warp method.
processes of the whole data set are required. However, this technique has some
deficiencies. For example, aliasing occurs when the viewing angle is a multiple of
45o and, once enlarged, the image is blurred.
2.1.1.4 3D Texture-mapping
The previous three algorithms attempt to implement volume rendering using
software. However, the most recent volume rendering algorithm, 3D texture-
mapping, is a hardware-based approach, supported by specialised computer graph-
ics hardware (Cabral et al., 1994).
In this approach, the data set is first loaded into texture memory as a 3D
texture map. Then, it is resampled into polygonal slices perpendicular to the
view direction. This slice data is converted to the corresponding colour values
and opacity values using a look-up table. The final step is to compose this data
in back-to-front order. In the texture space, the interpolation and composition
operations are accelerated by the Graphics Processing Unit (GPU) hardware.
However, a significant disadvantage associated with this technique is a heavy
dependence on hardware. With the increasing size of medical image data sets,
there is a need for powerful hardware to implement this technique. In addition,
23
2.1 Volume Rendering
the rendering quality of this approach has been proven to be inferior to that
achieved by the ray casting and splatting algorithms (Alakuijala et al., 1996).
2.1.2 Acceleration Techniques
Among the various volume rendering algorithms, ray casting is one of the main
techniques used in the medical domain due to its high quality rendered images.
However, this technique is highly computationally intensive resulting in poor
performance. A number of researchers have proposed many acceleration methods
for ray casting. These approaches can be categorised into two main groups:
software-based and hardware-based methods. This section concentrates on a
review of software-based acceleration methods. This is motivated by the fact
that the software-based acceleration methods are a low-cost and widely available
solution to address the speed issue associated with the ray casting approach.
A simple but effective software-based acceleration technique is early ray ter-
mination (Levoy, 1990). There are two situations in which a sampling process
can be stopped early. The first is when the accumulated opacity reaches one unit
and the second is when the ray has left the volume. This acceleration method
can efficiently reduce the time required for ray casting, thus it is commonly used
in volume rendering techniques.
Alternatively, acceleration can be achieved by adaptive sampling. Based on
the observation that oversampling commonly occurs at the area close to the view-
point in the case of perspective projection, Novins et al. (1990) proposed an
acceleration approach to avoid the unnecessary computational time caused by
oversampling. Their approach started with a small number of rays. When the
sampling rate was less than the volume resolution, the ray would split into four
divergent rays to increase the sampling density. This progressive sampling tech-
nique reduced the execution time of ray casting, while preserving the rendering
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quality. Based on the same observation, Brady et al. (1998) divided the sample
points into several regions according to the distance from the viewpoint. There
were fewer rays in the region nearer the viewpoint. The number of rays would
then increase as the distance from the region to the viewpoint increased. Both
methods were able to avoid the loss of information that was further away from
the viewpoint, while reducing the sampling time in the area near the viewpoint.
Another important type of volume rendering acceleration approach is space
leaping (Yagel & Shi, 1993). This method is used to skip the empty space sur-
rounding the target object in an efficient manner. For example, in the case of
CTC, most regions in CTC data sets comprise air, soft tissue and fat, as shown
in Figure 2.5. The areas associated with air and fat can be seen as empty regions
due to the fact that the information in these regions is not useful for colon cancer
detection. Skipping these empty regions to reach the soft tissue directly is more
time efficient, as illustrated in Figure 2.6.
Many researchers (Levoy, 1990; Kruger & Westermann, 2003) have attempted
to propose efficient space leaping approaches. An initial method is based on the
hierarchical representation of volumetric data. In such a representation, a ray
traversal algorithm can skip the empty space by inspecting each node of the
hierarchy, rather than a voxel by voxel investigation. Early research into such
acceleration techniques was conducted by Levoy (1990). He used hierarchical
spatial enumeration to decompose the data and demonstrated that incorporating
early termination and space leaping approaches into ray casting algorithms could
reduce the rendering time by 80%. Motivated by this significant reduction with
respect to the execution time of ray casting, several studies applied different
hierarchical structures to obtain further improvements, i.e. octree (Kruger &
Westermann, 2003), orthogonal binary space partitioning tree (Li et al., 2003)
and k-dimensional tree (Vidal et al., 2008).
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Figure 2.5: A sample CT image and its histogram.
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Sample point
Soft tissue
(nonempty region)
Air
(empty region)
Figure 2.6: An illustration of skipping empty areas within the colon.
Another technique used for space leaping is referred to as proximity clouds
(Cohen & Sheffer, 1994) which is a distance map-based method. It precalculates
the distance from an empty voxel to its nearest boundary and stores it as a
distance map. When the ray encounters an empty voxel, it can safely make a
leap forward to skip a number of empty voxels based on the predefined map.
However, the size of the ray step depends not only on the predefined distance
value, but also on the ray direction. Figure 2.7 gives a 2D example of a distance
map and presents the process of a ray skipping the empty areas based on the
information stored in the distance map.
As shown in Figure 2.7, let A(x1,y1) and B(x2,y2) be two points on the ray.
The vector of the ray is (Vx,Vy) and the distance value of A is R based on the
distance map. The value R indicates how far the point A is from a surface
boundary. Thus, the maximum step size at point A is R and the sequential point
B along the ray is calculated as
x2 = RVx + x1 (2.2)
y2 = RVy + y1 (2.3)
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B
A
R
Figure 2.7: A ray traversing a slice from a volumetric data set based on the
proximity clouds technique.
In order to avoid the calculation of each step size and to obtain a further
improvement in efficiency, Lim & Shin (2008) introduced an advanced distance
map to facilitate empty space skipping. In their map, the distance for each
empty voxel was precalculated with respect to all potential forward directions.
Thus, the ray can move forward directly to the boundary voxels by referencing a
precalculated step size.
There are a number of other space leaping techniques in addition to those
based on hierarchical representations and proximity clouds. Wan et al. (1998)
proposed a boundary cell-based acceleration technique that located the bound-
ary of a target object in the preprocessing stage. When implementing ray casting,
their technique only required a short time to calculate the skip distance for each
ray. Fung & Heng (1998) proposed a space leaping approach to skip not only
empty space but also homogeneous regions. In their approach, they used a new
data representation form, which they refer to as an isoregion, to efficiently store
homogeneous voxel cubes. The sample points within this isoregion were then
preaccumulated. Thus, when the ray encounters these homogeneous isoregions,
there is no need to execute accumulation and transparency calculations, reduc-
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ing the computational complexity of the volume rendering procedure. Lakare &
Kaufman (2004) exploited the coherence between the current ray and its neigh-
bouring rays to implement fast space leaping. Based on their observation that
a group of rays often traversed the same distance before reaching the target ob-
ject, it was possible to use the skipping information from previous rays to guide
fast leaping across the empty space for the current ray. Their experimental re-
sults indicated that this technique was efficient and accurate. Çelebi & Çevik
(2010) proposed a backward steps method to efficiently skip empty spaces. In
their approach, the ray did not step one unit at a time; instead, it stepped by a
predetermined number of units. The sample point would be moved back by the
predefined size when the boundary of interest was encountered. This method was
capable of traversing empty regions at high speed without losing any information.
Qing et al. (2010) applied a bounding box technique to enable the ray to reach
the target object directly. In their preprocessing stage, they built a bounding box
to locate the target object and recorded the coordinates and the size of the box.
When the ray traversed a data set, it was able to jump over the area outside the
box and begin the sampling process until the ray intersected the bounding box.
When implementing interactive volume rendering techniques, it is also possible
to exploit the coherence between consecutive frames to detect empty areas quickly.
Yagel & Shi (1993) introduced a coordinates-buffer to store the location of the
first non-empty voxel for each ray according to the previous rendering result. The
depth value of the pixel in the current image plane was then calculated based on
the reprojection of the first non-empty voxel to the image plane. The depth value
refers to the distance that a ray travels to reach the object boundary. However,
the reprojected point on the image plane is usually not aligned with the integer
pixel grid and thus the calculated depth value has to be assigned to the nearest
pixel. In this case, there must be some pixels on the image plane that have
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no depth value. For these pixels, the normal ray casting technique has to be
performed which increases the rendering time. In order to solve this problem,
Wan et al. (2002) proposed a cell-based projection technique which projects the
boundary areas rather than the exact pixels to the image plane. This technique
could significantly reduce the number of pixels that have no depth value.
2.1.3 Methods Designed for CTC
All of the above acceleration techniques were proposed for general volume render-
ing. However, volume rendering for CTC is a special case as the colon has some
unique characteristics, such as a cavity structure and a thin surface. In addition,
a volume rendering technique for use with CTC must have some specific features.
Firstly, perspective rendering is a critical requirement (Rubin et al., 1996). There
are two basic types of rendering projections, namely perspective projection and
parallel projection. In perspective projection, the centre of projection is at a
finite distance from the viewplane, and in parallel projection the centre of pro-
jection lies at an infinite distance. As a result, perspective projection renders
objects with depth and distance, where objects closer to the viewplane appear
larger than objects farther away the viewplane. Parallel projection, on the other
hand, cannot provide this depth information. An illustration of these two projec-
tion methods is provided in Figure 2.8. Perspective projection works in the same
way as the human visual system and hence this type of rendering simulates an
endoscopist’s view of internal structures which can produce more realistic colonic
images than parallel rendering. Secondly, the movement of the viewpoint (cam-
era) should be fully interactive in order to allow the user to observe the structure
as desired. Finally, the rendering speed should be acceptable in order to improve
the radiologist’s efficiency and productivity. Due to these facts, it is necessary
to tailor a CTC volume rendering technique so that it satisfies all of the above
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requirements.
Figure 2.8: Examples of parallel (left) and perspective (right) projections.
Recently, a number of specific volume rendering methods in the context of
CTC have been developed by the Center for Visual Computing (CVC) at the
State University of New York. The CVC group initially developed a technique
for interactive navigation within the colon based on surface rendering (Hong et al.,
1997). This technique provides an overview of the inner surface of the colon in or-
der to facilitate the detection of abnormalities on the surface. Once the potential
abnormalities are detected, a detailed study and analysis of the tissues beneath
the colonic surface is required (You et al., 1997). However, this feature is not pos-
sible in the case of surface rendering. On the other hand, the volume rendering
techniques have the ability to provide a flexible visualisation of the interior struc-
tures of polyps and other abnormalities. Utilisation of this technique can help the
radiologist to distinguish between benign and malignant lesions. Based on this
fact, the CVC group improved the initial navigation system by the introduction
of direct volume rendering (You et al., 1997). In order to achieve interactive ren-
dering speeds, their new volume rendering algorithm utilised a surface-assisted
ray casting approach. This approach extracted the colonic surface in the pre-
processing stage and used this surface information to efficiently locate the first
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sampling point for each ray. With the integration of hardware acceleration, this
improved system could provide a fast volume rendering process for CTC. One
of the major disadvantages of this system is the significant overhead associated
with the identification of the colon surface. In order to address this issue, Wan
et al. (1999), members of the same group, developed a potential-field-assisted ray
casting approach. This approach incorporated the proximity clouds technique
into the volume rendering process to efficiently skip the empty space within the
colon. Their experimental results showed that, based on the parallel implemen-
tation, this new method was faster than the surface-assisted ray casting method.
More importantly, it does not have a significant overhead for surface extraction.
The systems described above all required workstation computers with hardware
acceleration. In order to improve the availability of the system for low-cost PCs,
the CVC group integrated a volume-rendering PC board, called VolumePro 1, to
implement fast volume rendering on PC platforms (Wan et al., 2000; Li et al.,
2001). The VolumePro board has the ability to provide very high frame rates.
However, it has a limited amount of memory and only supports parallel volume
rendering. The CVC group solved these problems by rendering with subvolumes
and applying an adaptive perspective projection simulation. With the help of
the VolumePro board, this new system could achieve real-time volume render-
ing performance even on a standard PC platform. Subsequently, Dachille et al.
(2001) compared their previous workstation-based system and the VolumePro
board-based system, in terms of the quality of the volume rendering results and
the execution time. Both systems were capable of providing interactive naviga-
tion within the colon and demonstrated the same rendering quality. This result
shows that a specialist hardware-based solution is a viable option for the use of
volume rendering in CTC on standard PC platforms.
1VolumePro is a graphics card that can provide high-speed volume rendering.
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Motivated by the same reason, Lee et al. (1999) also developed a low-cost
PC-based CTC visualisation system which incorporated automatic colon seg-
mentation, navigation path generation and fast surface rendering. However, they
used surface rendering, instead of volume rendering, which limited the diagnostic
capability of their system.
2.1.4 Discussion
It is clear from Sections 2.1.2 and 2.1.3 that the speed problem associated with
volume rendering has received a great deal of attention and a considerable number
of acceleration techniques have been described in the literature. These techniques
are briefly summarised (where possible) in Table 2.1.
This table illustrates that the volume rendering techniques reviewed above
are generally either unsatisfactory in terms of speed or not applicable in the case
of a standard PC platform. Although Wan et al. (2000) and Li et al. (2001)
attempted to implement real-time volume rendering on a low-cost PC platform,
their approaches still require specific volume-rendering hardware. On the other
hand, the existing software-based volume rendering approaches have far from
real-time performance when deployed on a standard PC platform. It is clear
from this observation that there is a need for a low-cost PC-based system that
is capable of providing real-time volume rendering of CTC data without any
specialist hardware. Chapter 3 presents such a system which is based on an
improved ray casting technique designed specifically for use with CTC.
2.2 Medical Data Compression
Data compression is one of the main research topics in the area of medical imaging
and has been investigated intensely for more than two decades (Wong et al., 1995).
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This has been motivated by the fact that efficient compression of medical images
plays a key role in the storage, transmission, and management of these images.
As indicated in previous reviews on medical image compression (Wong et al.,
1995; Strintzis, 1998; Menegaz, 2006; Ukrit et al., 2011), the existing compres-
sion approaches can be classified into two main groups: lossless compression
and lossy compression. Figure 2.9 depicts a development timeline of medical
image compression techniques. It is clear that prior to 2010 medical data was
mainly compressed in a lossless way, such as lossless prediction coding and loss-
less transform coding. However, modern imaging modalities generate a huge
amount of medical data, creating a heavy burden on both storage and access.
Consequently, lossy compression techniques have recently been used to increase
transmission speed and save storage space. These techniques either compress
the whole image in a lossy way or compress the region of interest in a lossless
way while lossy compression is applied to the remaining areas. Although these
techniques yield high compression ratios, they can result in the loss of crucial
diagnostic information. Hence, many medical organisations, e.g. the U.S. Food
and Drug Administration and the Royal Australian and New Zealand College of
Radiologists, strongly recommend the use of lossless compression for the purpose
of accurate diagnosis. Consequently, the research outlined in this thesis focuses
solely on lossless compression techniques. The following subsections review some
of the most widespread lossless image coding algorithms that have been used to
compress medical image data.
2.2.1 Predictive Coding
Predictive coding is one of the earliest compression techniques used in the field
of medical imaging (Wong et al., 1995). It is based on the analysis of spatial
distributions and relationships between the current pixel and its neighbours to
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Figure 2.9: A development timeline of medical image compression techniques.
predict the current pixel value. This technique includes two major stages: the
first is prediction modelling, for the purpose of data decorrelation, the second is
entropy encoding of the decorrelated data (see Figure 2.10). If the data decorre-
lation stage is effective, a significant improvement in the performance of entropy
coding can be achieved. Therefore, one of the key challenges in this compression
technique is to generate an accurate prediction model.
Original
image
Decorrelation
Residual
Residual Lossless
Lossy
Quantisation Entropy
coding
Figure 2.10: A block representation of a general predictive coding method.
In the initial studies of medical image compression, differential pulse code
modulation (DPCM) was one of the most widely used prediction techniques
(Bramble, 1989; Rabbani & Jones, 1991; Kuduvalli & Rangayyan, 1992). This
prediction technique combines several previously encoded pixels with fixed coeffi-
cients to generate the prediction model. After the data is decorrelated, Huffman
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coding (Huffman, 1952), arithmetic coding (Witten et al., 1987) or Lempel-Ziv
coding (Lempel & Ziv, 1977; Ziv & Lempel, 1978) is used to further reduce the
statistical redundancy in the residual data. In order to achieve a higher compres-
sion ratio, Ramabadran & Chen (1992) improved conventional predictive coding
by introducing a context model before the entropy coding stage. Their results
showed that the improved version of predictive coding could achieve 20% to 30%
higher compression ratios than the conventional method.
Recently, predictive coding has enjoyed a resurgence of interest in the medical
imaging domain due to its various forms and excellent performance. Ait-Aoudia
et al. (2006) and Avramović & Savić (2011) introduced some of the most recent
prediction models used for general image compression into medical image coding
and evaluated the performance of these models using volumetric medical data.
The experimental results in both papers showed that general prediction mod-
els were applicable in the case of medical image compression and these models
significantly improved the overall compression results. The remainder of this sec-
tion discusses the three main types of prediction models, which are JPEG-based
methods, context-based adaptive methods and least-square (LS) -based adaptive
methods.
1) JPEG-based methods
The most popular prediction model for 2D image compression is based on a
series of JPEG-based predictors. The predictor combines three neighbours PW ,
PN and PNW , as illustrated in Figure 2.11, to produce prediction results. There
are seven predictors that can be used to estimate the value of the current pixel X
based on these three neighbours (Wallace, 1991). These predictors are outlined
in Table 2.2 and an illustration of the three neighbours is provided in Figure 2.11.
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P
N
P
W X
P
NW
Figure 2.11: The pixel neighbourhood used to predict the value of X in JPEG
compression.
Table 2.2: The seven JPEG predictors used to estimate the value of the current
pixel based on its neighbours PW , PN and PNW .
Predictor Prediction
1 PW
2 PN
3 PNW
4 PW + PN - PNW
5 PW + (PN - PNW )/2
6 PN + (PW - PNW )/2
7 (PW + PN )/2
JPEG-LS 1 is the latest ISO/ITU-T standard for lossless coding of still images.
In this scheme, a new predictor, called Median Edge Detection (MED) or LOCO-I
(Weinberger et al., 1996) is used to perform the decorrelation of the input data.
The operation of MED is outlined as follows:
X =
8>>><>>>:
min(PN ; PW ) ifPNW  max(PN ; PW )
max(PN ; PW ) ifPNW  min(PN ; PW )
PN + PW   PNW otherwise
(2.4)
The JPEG-based prediction technique is attractive due to its low computa-
tional cost, but performs poorly when used to compress complex images. This
is due to the fact that JPEG predictors cannot adapt well to suit a particular
image context.
1http://www.jpeg.org/jpeg/jpegls.html
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2) Context-based adaptive methods
In order to address the problem associated with the JPEG-based prediction
technique, Wu & Memon (1997) proposed a context-based adaptive method,
which is referred to as the Gradient Adjusted Prediction (GAP). This prediction
method can switch to different subpredictors when there is a significant change
in the intensity gradient near the current pixel. The 2D version of this predic-
tion scheme begins by estimating the horizontal and vertical intensity gradients
for the current pixel. Based on these gradients, the pixels can be classified into
one of six contexts: sharp horizontal edge, sharp vertical edge, horizontal edge,
vertical edge, weak horizontal edge and weak vertical edge. Decorrelation is then
performed using the optimum subpredictor for each context.
In the case of volumetric data, the 3D version of the GAP predictor (Wu &
Memon, 2000) first calculates the similarity of adjacent slices in the region of
interest. If there is a strong similarity, it uses all of the information from the
surrounding areas in the previous slice. Otherwise, if there is a significant change
in the intensity gradient between the slices, it switches back to the 2D prediction
technique. Although GAP utilises a switch mechanism to adapt itself to the
image context changes, this prediction technique requires a longer execution time
for both encoding and decoding stages compared to the JPEG-based prediction
techniques, as it needs to identify the context of each pixel in the input image
data.
In order to speed up the prediction stage, Avramović & Reljin (2010) pro-
posed a simplified version of GAP. They selected only some significant pixels to
create a new predictor which they referred to as the Gradient Edge Detection
(GED) predictor. Their experiments were conducted on medical images and the
results showed that GED was comparable with GAP in terms of decorrelation
performance, while maintaining low complexity with regard to prediction.
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However, a potential shortcoming associated with this type of prediction tech-
nique is that the parameters of the prediction model, such as the switching thresh-
old and the predictor coefficients, are experimentally predefined. As a result, this
model cannot adaptively change based on the local statistical characteristics of
the data being compressed. This is potentially problematic as the decorrela-
tion performance can be significantly degraded if predefined parameters are not
appropriate.
3) Least-square (LS) -based adaptive methods
Recently, a new type of prediction method, LS-based adaptive prediction,
has demonstrated impressive improvements over context-based adaptive predic-
tion schemes due to its locally adaptive strategy. Unlike context-based prediction
methods that use a predefined model, the LS-based adaptive prediction technique
updates the model by locally optimising the prediction coefficients to generate
an accurate prediction value. These optimised coefficients are usually calculated
by the least mean square principle. This principle is described by Rao & Touten-
burg (1999). The detailed process of this principle used for the generation of an
optimised prediction model is summarised as follows.
If a prediction model includes N variables, it can be expressed as follows:
p^ = 0 + 1x1 + 2x2 + :::+ NxN (2.5)
where p^ is the predictive value, x1; x2:::xN are the prediction variables and
0; 1:::N are the coefficients of the prediction model.
Let P (x; y) denote an actual pixel value at location (x; y) in an image, the
prediction error "(x; y) is then defined as:
"(x; y) = p^(x; y)  P (x; y) (2.6)
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The prediction error usually has lower entropy than the original pixel value.
Therefore, encoding this error, instead of the actual pixel value, leads to more
efficient compression in the entropy coding stage. The coefficients 0; 1:::N
are determined by minimising the energy of the prediction error based on past
predictions as described below
minEnergy = min
X
x;yM
"(x; y)2 (2.7)
where M represents past encoded pixels. Solving this equation yields the
optimised coefficients. Consequently,  is given by
~ = (CTC) 1(CT ~P ) (2.8)
where ~P is an M 1 column vector containing the previous M encoded pixels
as presented below
~P = [P1; P2:::PM ]
T (2.9)
and C is an M  N matrix consisting of the relevant neighbouring pixels of
~P in the following form
C =
26664
x11 x12 ::: x1N
...
...
...
xM1 xM2 xMN
37775 (2.10)
where xij is the jth predictor variable of Pi.
It can be seen that calculating the matrix of optimal weights 0; 1:::N using
Equation 2.8 for each pixel in the image is extremely computationally intensive,
especially for large images. This drawback significantly discourages the use of
LS-based prediction methods in practice. Consequently, a number of studies
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have proposed efficient LS-based compression methods that offer a compromise
between computational complexity and coding efficiency.
Seemann et al. (1997) proposed a history-based compression algorithm which
blended several predictors and applied a penalty in the case of predictors that
previously generated poor prediction results. Motta et al. (1999) defined a search
window around the current pixel and then used a classifier to find a pixel with
a context that was similar to the current pixel. The predictor for this pixel
was then used to derive the predictor for the current pixel. Ye et al. (1999)
proposed an acceleration method that turned off the LS optimisation process
when the surrounding area was smooth. Since a simple predictor, such as a JPEG
predictor, can work well in smooth areas, applying the simple predictor in these
regions, instead of LS-based prediction, could significantly reduce computational
complexity. Li & Orchard (2001) developed an Edge-Directed Prediction (EDP)
technique, based on the same idea, that only recalculated the predictor coefficients
at region boundaries. Thus, the predictor could adapt itself from one region
to another. Their technique was much more efficient than standard adaptive
techniques, as edge areas are usually only found in a small portion of an image.
In addition, when LS operations are applied, the calculations are restricted to
edge neighbours in order to further reduce the computational cost. Knezovic
et al. (2006) classified images into several types of regions, such as smooth, noisy,
texture regions, and blended different sub-predictors according to the current
pixel type.
All of the above LS-based approaches applied LS operations to adaptively up-
date their prediction models during the encoding and decoding stages. However,
there is another paradigm for implementing the LS-based prediction approach.
This alternative only performs the LS calculation in the encoding stage, abol-
ishing the heavy computation in the decoding stage. In this paradigm, a set of
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optimal subpredictors is predetermined using the LS method and a switch mech-
anism is applied to select an appropriate subpredictor based on the context of the
current pixel. The coefficients for each of the subpredictors are stored as header
information with the compressed data. Based on the header information, future
decoding will directly generate the prediction model and completely avoid the
complex computations associated with the LS calculation. Kwon et al. (1999)
and Tiwari & Kumar (2008) applied this paradigm and demonstrated that this
asymmetrical prediction technique could provide a high compression ratio with a
fast decoding stage, in spite of its higher encoding complexity.
2.2.2 Transform Coding
Transform coding represents another important category of compression tech-
niques in the medical field. This coding procedure involves three major steps:
transformation, representation of transformed coefficients and entropy coding as
shown in Figure 2.12.
Original
image
transform
Transform coefficients
Transform coefficients
Quantisation Efficient representation
of coefficients
Entropy
coding
Bit stream
Lossy
Lossless
transform
Figure 2.12: A block representation of a general transform coding method.
There are three pixel correlation categories that can be considered for use in
compression. These are outlined below:
1. Spatial correlation: the likeness between adjacent pixels
2. Spectral correlation: the relationship between frequency subbands
3. Temporal correlation: the similarity among consecutive frames (Bhavani &
Thanushkodi, 2010)
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Unlike predictive coding which exploits the spatial correlation and temporal
correlation to facilitate decorrelation, transform coding groups spectrally corre-
lated pixels to reduce spectral redundancy. It transforms image data from the spa-
tial domain into the spectral domain and tends to compact most of the energy of
an image into the low-frequency components, while separating the high-frequency
components such as edges and noise into clustered highpass components. After
such a transformation, an effective coding strategy is used to encode this trans-
formed data.
From a previous review of medical image compression techniques (Wong et al.,
1995), it is clear that transform-based compression was mainly used for lossy
image compression in the medical domain. However, motivated by its excellent
compression performance and by consideration for accurate diagnosis, a number
of lossless transform coding techniques have been published in the field of medical
image compression (Roos et al., 1988; Bilgin et al., 1998; Xiong et al., 1998; Kim
& Pearlman, 1999). Among those studies, most research has focused on the use of
the wavelet transform in the transformation stage. This technique uses a finite-
length or fast-decaying oscillation waveform to represent a signal. In order to
match the input signal, the oscillation waveform will be translated or scaled and
this translation or scale information is stored as wavelet coefficients. Due to the
superior performance of the wavelet transform over other types of transform in
terms of decorrelation ability and localisation properties in both the time and
frequency domains, the wavelet transform has been employed in the JPEG 2000
compression method.
After applying the wavelet transform, the coefficients can be encoded using
Embedded Zerotree Wavelet (EZW) based coding (Shapiro, 1993) and the Set
Partitioning in Hierarchical Trees (SPIHT) algorithm (Said & Pearlman, 1996).
Both exploit the parent-child relationships between the wavelet coefficients in
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different subbands of the same orientation to generate an efficient coding strategy.
In the case of Zerotree, the basic hypothesis is that, if a wavelet coefficient c at
a coarse scale is insignificant with respect to a given threshold T, i.e. jcj < T ,
then all its descendants are likely to be insignificant with respect to T . The
descendants refer to all coefficients corresponding to the same spatial location at
finer scales of similar orientation. When the above hypothesis is true, a large
number of insignificant descendants associated with the same insignificant parent
node do not need to be encoded and hence this algorithm can perform efficient
data compression. However, there are still many tree structures where the root
is significant but other nodes are not. In these cases, EZW is not an efficient
representation for insignificant coefficients.
In order to address this problem, Said & Pearlman (1996) proposed a new cod-
ing strategy called SPIHT. The main steps of this algorithm are partial ordering
by magnitude of the transformed coefficients, set partitioning into hierarchical
trees, and ordered bit plane transmission of the refinement bits. One of the
essential differences between EZW and SPIHT is in their set partitioning strate-
gies. SPIHT introduces several sets of coordinates to represent small structures
as illustrated in Figure 2.13, where T (i; j) contains coefficient X(i; j) and all de-
scendants of X(i; j), D(i; j) is the set of coordinates of all descendants of X(i; j),
O(i; j) is the set of coordinates of four direct children of X(i; j) and L(i; j) is the
set of coordinates of all descendants of X(i; j) but excludes direct children.
Based on the set definitions of the SPIHT algorithm in Figure 2.13, a de-
scendant is further split into four single-element sets within O(i; j) and a grand-
descendant set L(i; j). If the L(i; j) set is significant, a recursive algorithm is
applied to partition L(i; j) into four sets D(i; j). SPIHT uses this recursive al-
gorithm to partition T (i; j) until it locates all significant coefficients. EZW does
not include this partitioning strategy and usually provides an inferior performance
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… …
O(i,j)
L(i,j)
D(i,j)
X(i,j)
T(i,j)
Figure 2.13: An illustration of the set definition in SPIHT.
when compared to SPIHT.
In addition to the EZW and SPIHT algorithms, several other techniques
also attempt to efficiently encode wavelet coefficients, such as Cube Splitting
(Schelkens et al., 2000), Quad Tree Limited (Munteanu et al., 1999), and Embed-
ded Block Coding with Optimal Truncation (Taubman, 2000). Since they are not
popular coding strategies in the field of medical image compression, there will be
no further discussions of these strategies in this thesis.
The initial study dealing with wavelet transformation in the field of loss-
less medical image compression was conducted by Bilgin et al. (1998). In this
study, they applied a 3D integer wavelet transform with EZW coding to exploit
correlations which potentially exist in three dimensions. Additionally, they also
introduced a context model for arithmetic coding in order to achieve a better cod-
ing performance. Their experimental results showed that this method achieved a
higher lossless compression ratio than the other 2D lossless alternatives available
at that time. In order to improve the efficiency of the coding strategy, Xiong
et al. (1998) proposed a 3D SPIHT technique to encode the wavelet coefficients
and obtained slightly better compression results than previous techniques (e.g.
Bilgin et al. (1998)). Kim & Pearlman (1999) later implemented the method
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proposed by Xiong et al. (1998) with different 3D integer transform filters and
smaller coding units and applied it to medical image data. Their study indicated
that the use of an optimal filter, even with a smaller coding unit, could achieve
the same level of performance as previous compression methods. Thus, this study
improved the performance of transform coding by reducing memory usage. In or-
der to improve coding speed, Kofidis et al. (1999) developed a RLE-based entropy
coder to encode the final bit stream in a simple and effective way. More recently,
Cho et al. (2004) improved the SPIHT algorithm for medical image compression
by revising the search sequences. Their improvement was motivated by the fact
that tree-based coding could be more efficient by making the tree as long as pos-
sible so that it uses less symbols to represent a large number of zero coefficients.
General 3D SPIHT algorithms have a limitation in that the image size and the
number of slices are usually inconsistent which may limit the decomposition pro-
cess. The asymmetric tree structure proposed by Cho et al. (2004) was intended
to solve this problem and has the ability to provide much higher compression
ratios when the transaxial and axial dimensions are different.
2.2.3 Pyramid Coding
Pyramid coding is a multi-resolution compression technique that drew some at-
tention in the early stages of medical image compression. It represents an image
as a hierarchical structure in scale (resolution) space. The original image is de-
fined as the highest resolution version at the bottom of the pyramid (see Figure
2.14). Decomposition iteratively subsamples pixels to generate lower resolution
versions of the original image up to a predefined level. This technique uses the
decomposition procedure to reduce statistical redundancy and then encodes the
residuals using Huffman, Lempel-Ziv, or arithmetic coding, thus allowing pro-
gressive image transmission and reconstruction. Roos et al. (1988) conducted
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a comparison of the pyramid-based coding technique with the predictive coding
and transform coding techniques available at that time. Their results show that
implementation by hierarchical interpolation (HINT) could give the best decor-
relation results on medical images. Based on this study, Roos & Viergever (1993)
later extended HINT for use with 3D medical images. They observed that the
3D HINT technique was capable of achieving a higher compression ratio than
the 2D version when the data set has a smaller slice thickness than the intraslice
resolution. This is due to the fact that the smaller slice thickness indicates a
higher correlation between adjacent slices. Therefore, the 3D prediction method
outperforms the 2D version in this situation. On the other hand, for the images
that have a large slice thickness, they suggested that it would be better to choose
the 2D version of the technique for the sake of coding efficiency.
Original image 2n X 2n
Lower resolution : 4 X 4
…
Lower resolution : 2 X 2
Lower resolution : 1 X 1
Figure 2.14: A four-level pyramid decomposition.
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2.2.4 Multiplicative Autoregressive Models
Multiplicative autoregressive (MAR) models were also used in early compression
techniques in the field of medical imaging. This technique initially divides the
original image into several smaller blocks. A linear stochastic model is used to
predict the image data within each block. The residuals and model coefficients
for each block are coded using entropy coding. This method was first used for
medical image compression in a study by Das & Burgett (1993). Their results
indicated that this technique was capable of providing higher compression ratios
than HINT and DPCM coding. Based on this result, they continued to improve
this method in terms of efficiency. Due to the fact that the information associated
with the blockwise model coefficients always takes up a significant amount of the
compressed file, Das & Lin (1996) proposed a hierarchical multiplicative autore-
gressive (HMAR) model to reduce the size of the side information. HMAR applied
a multi-layered modelling approach that generated multiple layers and attempted
to model the AR coefficients of the current layer in the subsequent layer using a
new AR model. Applying this recursive approach could significantly reduce the
model coefficients. Their experimental result showed that this HMAR compres-
sion method significantly outperformed the DPCM and HINT techniques. Chen
et al. (1999) improved the conventional MAR method by adding the JPEG-based
prediction stage before applying the MAR predictor. This improved version of
MAR has the ability to achieve higher compression ratios than conventional MAR
algorithms. However, all of these coding algorithms suffer from high computa-
tional complexity.
2.2.5 Hybrid Techniques
Recent research in medical image compression has yielded some hybrid techniques
which take advantage of the combination of different coding algorithms. These
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hybrid techniques improve compression performance when compared with stan-
dard approaches. This section describes five representative hybrid techniques in
the field of medical image compression.
Segmentation-based lossless image coding (SLIC) The SLIC method, which
is based on a simple but efficient region growing procedure, was proposed by
Shen & Rangayyan (1997). In this algorithm, the first step involves region
growing, followed by JBIG coding to encode the segmentation result. The
third step is adaptive arithmetic coding which allows a significant reduction
in the statistical redundancy of residual data. Shen and Rangayyan demon-
strated that the SLIC algorithm could achieve a high level of compression
when tested on a variety of medical images.
Context Adaptive Lossless Image Compression (CALIC) CALIC is a loss-
less image compression technique (Wu & Memon, 1997). Its core idea is to
emphasise modelling by utilisation of a large number of contexts for both
adaptive prediction and entropy coding. As previously described in Section
2.2.1, its predictor, GAP, has six contexts and each context has a corre-
sponding optimised subpredictor. Based on the pixel context, the predictor
can switch between these subpredictors. When dealing with prediction er-
ror, CALIC estimates the conditional expectation of the prediction errors
using the error means within the context instead of calculating error con-
ditional probabilities. Its superior performance for medical image compres-
sion has been proven by Denecker et al. (1997), Kivijärvi et al. (1998), and
Clunie (2000).
Revision of scanning sequences Another study, conducted by Liang et al.
(2008), introduced the Hilbert space-filling technique into medical image
compression. Their experimental results show that the Hilbert space-filling
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curve ordering has the ability to enhance the locality of the differences in
the residual image. Therefore, a higher compression ratio could be achieved
by a later entropy coding stage.
Combination of transform coding and predictive coding Recently, some
studies which combined prediction methods with transform coding have
improved the level of compression when used on medical images. Chen &
Tseng (2007) proposed a combination of the wavelet transform and the LS-
based adaptive prediction for medical data compression. Their approach
began by choosing a proper wavelet basis function to decompose the image
into different bands and then constructing an adequate predictor to reduce
the redundancy between parent-child wavelet coefficients in LH, HL and
HH subbands respectively. The illustration of these subbands is shown
in Figure 2.15. Adaptive arithmetic coding was then used to code the
prediction errors. When generating subband predictors, they used the F test
to select important predictor variables and Minimum Mean Square Error
(MMSE) estimation was used to determine coefficients of the predictor.
Ramesh & Shanmugam (2010) applied the same idea as described above
except a different method was utilised for predictor variable selection. They
used a graphic method which plotted the results generated by different
combinations of variables and then selected the value with the best match
to the original input.
Zhao et al. (2009) applied the steps of prediction and transformation in
the opposite order to that in the papers described above. They initially
applied a prediction method, followed by integer wavelet transformation.
Their results showed that the use of the wavelet transformation has the
ability to further reduce the entropy of the decorrelated data.
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Original  image
HL1 HH1
LH1
LH2
HH2HL2
LL2
Parent of LH1
P
a
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L
1
Parent of H
H
1
Wavelet transform
Figure 2.15: The wavelet transform representation of an image.
Combination of JPEG-LS and video coding As previously described, JPEG-
LS is a lossless compression standard for 2D images. In order to deal with
3D medical images, Miaou et al. (2009) suggested that integrating the tech-
nique used in video compression into medical image compression could re-
duce temporal (interframe) redundancy. When they combined motion es-
timation and motion compensation (MEMC) with JPEG-LS, the overall
compression ratio was significantly higher than that achieved by perform-
ing JPEG-LS directly. Clearly, this achievement can be primarily attributed
to the high similarity between adjacent slices in volumetric medical image
data sets.
Ramkumar & Raglend (2012) also applied this hybrid compression strategy
to medical images. However, in order to reduce the coding time, they firstly
estimated the similarity between the two adjacent slices. If the estimated
similarity value was higher than a predefined threshold, they used MEMC
technique to reduce redundancy between slices. Otherwise, only JPEG-LS
was applied to compress the image data.
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2.2.6 Anatomy-based Compression
In addition to the above general compression methods used for medical image
compression, a more noteworthy study was conducted by Sanchez et al. (2009).
As described in their paper, a human skeleton is left-right symmetric and they
took advantage of this feature to develop a symmetry-based compression tech-
nique. Their technique began by applying the wavelet transform to the entire
data set. The wavelet coefficients for one half of the data set were then sub-
tracted from the coefficients for the other half, leaving residual data with very
low entropy. Subsequently, a modified version of the embedded block coder was
used for the entropy coding stage. They concluded that their technique signifi-
cantly outperformed standard image compression methods, such as JPEG 2000
2D and 3D.
2.2.7 Discussion
In this section several state-of-the-art algorithms for medical image compression
are discussed and characterised. Some techniques, such as JPEG-LS prediction
and the wavelet transform, have been published officially in the JPEG standard
due to their efficiency and speed. Other cited compression techniques are not
included in the compression standards. The compression performance of these
approaches when used on medical image data, such as CT images, MR images,
mammography studies and chest X-ray, is summarised in Tables 2.3 and 2.4.
It should be noted that some methods reviewed in the previous sections are
not included in Tables 2.3 and 2.4 due to the fact that pixel depth information is
not provided or the fact that entropy coding was not applied to the decorrelated
data. In addition, it should also be noted that actual clinical data is usually
stored using 12 bits per pixel, however, some studies quantised the data to 8 bits.
The techniques presented in those studies are summarised in Table 2.3. These
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techniques were originally designed for natural image compression and this type
of image typically has bit depths of 8 bits per pixel or 8 bits per colour plane.
However, medical images have a larger pixel depth, generally 12 bits per pixel,
and application of general compression techniques requires a quantisation process
which essentially sacrifices diagnostic information to shrink the intensity range.
In this case, the techniques should be classified as lossy compression techniques
due to the quantisation process. The subsequent discussion focuses solely on the
lossless compression techniques due to their relevance to the material discussed
in this thesis.
It is clear from Table 2.4 that the previously documented compression tech-
niques are usually compared with standard image compression methods, such
as JPEG-LS or JPEG 2000, in order to evaluate their efficiency. Most of the
techniques reviewed in the table are examples of natural image compression tech-
niques applied to medical data and only reduce spatial, temporal and spectral
redundancies in the compression process. As can be seen in the table, these tech-
niques only provide small improvements over standard compression. For example,
the improvements obtained by history-based compression and GED are 5% and
1%, respectively. However, in the case of medical images, there is an additional
redundancy that could be exploited to improve compression. This redundancy
can be expressed as anatomical redundancy. It does not exist either between the
current pixel and its neighbours or between the high-frequency components and
the low-frequency components. It is derived from the anatomical features, e.g.
bilateral symmetry in the human body. Sanchez et al. (2009) incorporated this
anatomical feature into their compression technique. They only stored one half
of the data and the other half was the residual information subtracted from the
stored data. This process further reduced the left-right redundancy of the source
data. As can be seen in Table 2.4, this anatomy-based compression technique has
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achieved a significant improvement over standard compression (JPEG 2000) in
terms of compression ratio with an average improvement of 15%. However, with
the exception of this study, no other attempt has been made to exploit the inher-
ent characteristics of medical images in order to improve the level of compression
achievable.
The study by Sanchez et al. (2009) confirms that medical characteristics can
be utilised to improve the level of compression achievable on medical images.
However, their technique is restricted to situations where there is a very high level
of symmetry, such as MRI scans of the head, and it is not applicable in situations
where the level of symmetry is low, e.g. abdominal CT studies. This specific
problem is addressed in Chapters 4, 5, and 6, which present a new anatomy-
based compression scheme for use with abdominal CT data sets. The proposed
method exploits the similarity of anatomical structure among different patients
to improve the level of compression. More importantly, it is applicable in the case
of asymmetrical data.
2.3 Conclusion
From the literature review detailed in this chapter, it can be concluded that con-
sidering the inherent characteristics of medical image data is the key to achieving
both fast volume rendering and high compression ratios. Although several at-
tempts have been made towards the development of specific algorithms for medi-
cal image compression and volume rendering for CTC, some limitations still exist
in these approaches. Firstly, in the field of volume rendering, most previous meth-
ods designed for CTC rely on particular hardware to accelerate rendering speed.
However, in the remote access CTC scenario, none of the previous methods can
be applied as it is unlikely that the necessary hardware will be available on the
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client machine. Therefore, there is a clear need to develop a new volume render-
ing technique which can provide real-time performance on low-cost PC platforms.
Secondly, with regard to improving the level of compression achievable in the case
of medical images, Sanchez et al. (2009) demonstrated a promising research di-
rection which utilised anatomical information to improve the compression result.
However, their method is specifically designed for use in the situation where there
is a high degree of symmetry in medical image data. It is not feasible to extend
their method to compress CTC data sets due to the lack of symmetry in the
abdomen. In this case, it is desirable to create a new compression solution for
CTC data sets.
Thus, the main objectives of this thesis are to develop a novel medical image
compression method that is capable of achieving a high compression ratio on CTC
data sets and a real-time volume rendering technique that is capable of operating
on low-cost PC platforms. The details of these techniques are presented in the
following chapters.
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Software-based Real-time Volume
Rendering
Volume rendering plays an important role in polyp detection. It can provide clear
3D images to help the radiologist to detect polyps that might be hidden around
sharp bends and within deep folds of the colon wall. Primary 3D CTC for polyp
detection increases the sensitivity for median sized polyps by 44% (Pickhardt
et al., 2007) and decreases the interpretation time by 30% (Kim et al., 2007b).
Thus, this functionality can greatly help radiologists to make a timely and ac-
curate diagnostic decision. According to a recent survey (Hara et al., 2011),
50% of radiologists prefer a primary 3D approach or combined 2D and 3D when
performing CTC examinations.
Unfortunately most current volume rendering techniques depend heavily on
particular hardware to accelerate the rendering speed. This chapter presents a
fast software-based alternative to these techniques which is designed specifically
for use with CTC data and capable of running on a low-cost PC platform. This
technique is an optimised ray casting approach which utilises a novel subvolume-
based method to accelerate the rendering speed in the case of CTC data. To
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further improve rendering efficiency, general acceleration methods, such as con-
stant forward step and optimised trilinear interpolation, are also included in the
technique. A number of experimental results are presented in this chapter in order
to provide a qualitative and quantitative evaluation of the proposed technique.
3.1 Overview of the Proposed Volume Rendering
Technique
CTC is a field in which rendered image quality is paramount. Therefore, most
volume rendering techniques in this area are based on the ray casting algorithm
due to its ability to generate high-quality images. In this thesis, this algorithm
is used as the basis for the proposed volume rendering technique.
As discussed in Chapter 2, there are three requirements when applying volume
rendering techniques to CTC. These are perspective projection, user interaction
and an acceptable frame rate. A number of the previous techniques (Wan et al.,
1999, 2000; Li et al., 2001) have achieved these requirements. However, they
all suffer from a heavy dependence on hardware acceleration and hence cannot
be ported to a remote PC platform. Since the research reported in this thesis
deals with a remote distributed scenario, it is necessary to have a high level of
hardware independence. As a result, only software-based acceleration methods
can be applied to increase the rendering speed. Therefore, in addition to the three
requirements mentioned above, the technique described in this chapter should also
be a purely software-based approach.
The proposed volume rendering technique attempts to meet all the require-
ments and its operation is illustrated in Figure 3.1. The original data set is first
processed to generate a series of finite differences. A new 3D interpolation op-
erator utilises these computation results to decrease the complexity associated
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with interpolation of sample points along each ray. A region of interest is inter-
actively selected by the user which defines a subvolume. The perspective volume
rendering is subsequently applied in this subvolume and the rendering process
is accelerated by several methods, such as constant forward step, empty space
skipping, fast 3D interpolation and early ray termination. Details of these ac-
celeration methods are provided in the next section. In addition, this technique
supports a high level of user interaction with the 3D model. Operations, such
as rotation and translation of viewpoint, enable a thorough examination of the
colonic wall.
(calculate a series of finite differences)
Preprocessing
Load the data associated with this region
Perform ray casting with a series of acceleration techniques
Constant
forward step
Empty space
skipping
Fast 3D
interpolation
Early ray
termination
Composition
Final image
User interaction to define a region of interest
Figure 3.1: A flowchart of the proposed volume rendering technique.
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3.2 Acceleration Methods
There are three acceleration methods that have been developed to accelerate
volume rendering. These are rendering with subvolume, constant ray step and
optimised trilinear interpolation.
3.2.1 Rendering with Subvolume
Recently, with the increasing size of volumetric medical data sets, it has become
even harder to render the whole data set in real-time. A distinct feature of CTC
applications is that the camera is always located inside the colon, and hence a
large part of the data set falls outside of the field of view and will not need to
be rendered. Consequently, during the implementation of CTC navigation, the
volume rendering technique only needs to process a small portion of the data and
focuses on a region of interest to accelerate the rendering speed.
The region of interest can be selected in such a way that the user clicks on the
image to locate the initial viewpoint and a subvolume centred at this viewpoint is
generated. Volume rendering is then applied in this subvolume. The subvolume
can be moved in 3D space with the arrow and plus/minus keys. This operation is
illustrated in Figure 3.2. The up and down arrow keys control the movement of the
subvolume along the z-axis, the left and right arrow keys control the movement
of the subvolume along the x-axis, and the plus and minus keys control the
movement of the subvolume along the y-axis. Additionally, the user can interact
with the viewpoint and perform operations, such as rotation and translation,
using a combination of Ctrl with the arrow and plus/minus keys. This technique
provides a full field of view within the colon. The user can examine the whole
colonic wall by rotating the viewpoint and controlling the subvolume movement.
Although this method shrinks the region of volume rendering, it will not affect
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the ability to make a diagnosis as the whole data set can still be rendered step
by step.
z
x
y
Subvolume
Colon
Figure 3.2: Navigation within the colon using the subvolume technique.
3.2.2 Constant Ray Step
General ray casting algorithms calculate the sample point location, and then
use the eight neighbouring voxels to perform trilinear interpolation. In order to
obtain the sample point location, the ray step sizes in the x, y, and z directions
should be calculated. In Figure 3.3, the ray step size along the x-axis is:
step:x = l  cos=cos (3.1)
where l is the length of the ray step,  is the angle between the ray and xy
plane and  is the angle between the ray projection on the xy plane and x0 axis.
It is clear that if the ray is increased by the same length in each step i.e. l is a
constant value, the ray step size (step.x ) is a constant value along the same ray.
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z
y
x
z’
y’
x’
step.xstep.x
P2
a
Ray
P1
l
Figure 3.3: Determining ray step length in the x direction.
The ray step sizes along the y and z axes can be defined in a similar way.
Therefore, when sampling along each ray, the coordinate of the sample point
is calculated by simply adding the step sizes along the x, y, and z axes to the
previous point, instead of carrying out complicated geometric calculations.
Since moving the viewpoint forward or backward does not change the angles,
the calculations for ray step sizes along the x, y, and z axes only need to be
performed once. However, when the viewpoint is rotated, this technique needs to
recalculate the ray step sizes along each axis.
3.2.3 Optimised Trilinear Interpolation
Once the sample point has been located, the next step is to estimate the sample
value at an arbitrary 3D location which requires the use of trilinear interpolation.
The formula for trilinear interpolation is derived from Lagrange interpolation.
This interpolation method constructs an interpolation polynomial based on a
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series of given points to yield the interpolated value at a new point. This process
is described by Jeffreys & Jeffreys (1988). Given a set of n+1 known samples
f(xk), k=0,1,2,...n, the Lagrange interpolation polynomial can be expressed as:
y(x) =
nX
k=0
lk(x)f(xk) (3.2)
where
lk(x) =
nY
i=1;k 6=i
x  xi
xk   xi =
(x  x0)
(xk   x0) :::
(x  xk 1)(x  xk+1)
(xk   xk 1)(xk   xk+1) :::
(x  xn)
(xk   xn) (3.3)
When n=1, it means that there are only two known points. These points can
be denoted as k and k+1. The lk(x) and lk+1(x) are:
lk(x) =
x  xk+1
xk   xk+1 (3.4)
lk+1(x) =
x  xk
xk+1   xk (3.5)
Therefore, the first-order Lagrange polynomial interpolation can be described
in the following form:
y(x) =
x  xk+1
xk   xk+1yk +
x  xk
xk+1   xk yk+1 = yk +
yk+1   yk
xk+1   xk (x  xk) (3.6)
In this first-order case, the Lagrange polynomial interpolation reduces to lin-
ear form. Trilinear interpolation can then be achieved by extending this one
dimensional linear interpolation into three dimensions. The standard trilinear
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interpolation operator is as follows:
Vp =V0(1 x)(1 y)(1 z) + V1(1 x)y(1 z) + V2(1 x)(1 y)z
+ V3(1 x)yz + V4x(1 y)(1 z) + V5xy(1 z)
+ V6x(1 y)z + V7xyz
(3.7)
where x;y, and z are fractional offsets of the sample position along x,
y, and z axes. The associated 3D structure is illustrated in Figure 3.4. From
Equation 3.7, it is clear that a total of 24 multiplications and 19 additions are
necessary to compute the interpolated value. Consequently, trilinear interpolation
is a time-consuming operation in ray casting.
V3
V2
V7
V6
V1 V5
V4V0
P( x y z)△ ,△ ,△
y
x
z
Figure 3.4: The trilinear interpolation process. The red dots show the known
voxels and the green dot is the point to be interpolated.
In order to reduce the computational complexity, a previous study (Zhuge
et al., 2003) employed a series of finite differences to create a high performance
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trilinear interpolation operator:
Vp =xyzV75 +x(1 y)zV64 +xyV54 +xV40
+ (1 x)yzV31 + (1 x)(1 y)zV31
+ (1 x)(1 y)zV20 + (1 x)yV10 + V0
(3.8)
where the differences are defined as follows:
V75 = V7   V5; V64 = V6   V4; V54 = V5   V4; V40 = V4   V0;
V31 = V3   V1; V20 = V2   V0; V10 = V1   V0;
All these differences can be obtained in the preprocessing stage. Therefore, the
computational complexity is reduced from (19 ADD + 24 MLT) for the standard
operator to (12 ADD + 17 MLT) for the approach proposed by Zhuge et al.
(2003).
However, it is possible to precompute more results so that the computation
in the rendering stage will be further reduced. Based on this observation, a new
trilinear interpolation technique is proposed in the following form:
Vp =xyz(V75  V64  V31 +V20) + xz(V64  V20) + xy(V54
 V10) + yz(V31  V20) + xV40 +zV20 +yV10 + V0
(3.9)
All of the difference calculations can be implemented in the preprocessing
stage. Consequently, the computational complexity is reduced to (7 ADD + 12
MLT). It is worth noting that this method is over twice as fast as the standard
trilinear interpolation operator.
In addition, the proposed volume rendering technique also employs empty
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space skipping and early ray termination approaches to further improve perfor-
mance.
3.3 Experiments and Results
Two types of experiments are conducted in order to assess the performance of the
proposed volume rendering technique. The first set of experiments were carried
out in order to identify the execution time for this technique on a low-cost PC
platform. The purpose of this investigation was to evaluate the applicability
of the developed volume rendering technique in a remote distributed scenario.
In order to illustrate the validity of the proposed technique, the second set of
experiments compared the results produced by the proposed volume rendering
technique with those achieved by advanced visualisation software.
These tests were conducted on a Dell desktop computer equipped with 2.80GHz
Intel(R) Pentium 4 CPU and 512M of RAM. All the software was written using
the Java programming language. This is motivated by the fact that Java is not
only a multi-platform programming language but also an efficient software devel-
opment technique which can provide comparable performance to C or C++ for
equivalent computational tasks (Niemeyer & Knudsen, 2005).
A range of CTC data was used in this thesis. This data was obtained from
the Department of Radiology at the Mater Misericordiae University Hospital in
Dublin. Thirty-five patient studies were selected without any prior knowledge of
the patient. All the patients were scanned in both prone and supine positions. In
general, 35 patient studies will generate 35 prone and 35 supine CTC data sets. It
should be noted that the data used in this thesis consists of two parts: the first is
the CTC data set and the second is the colonoscopy report from the colonoscopy
examination. The latter is used as the gold standard to identify polyps in the
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acquired CTC data set. A total of 40 data sets (24 prone data sets and 16
supine data sets) that had corresponding gold standards were ultimately used to
develop and evaluate the techniques outlined in this thesis. The average number
of slices per data set was 267 and each slice contained 512  512 pixels. Thus,
the average data set consisted of approximately 70 million pixels. In general, the
slice thickness was 1.5 mm and the pixel size ranged from 0.566 mm to 0.808 mm.
A complete description of the data sets is provided in Appendix A.
Five CTC data sets were randomly selected from the database and used in
these experiments. The IDs of these data sets are 3, 4, 21, 22 and 40.
3.3.1 Rendering Time
The proposed method uses the subvolume technique to improve rendering speed.
Thus, the size of the subvolume significantly affects rendering performance. A
smaller subvolume size yields a higher rendering speed. The different subvolume
sizes have been applied in this experiment in order to deduce the maximum
subvolume size that continues to offer a high performance. This technique in
conjunction with subvolume sizes of 100  100  100, 150  150  150, 200
 200  200 and 250  250  250 was tested on five data sets and repeated
100 times respectively. The average performance of the proposed technique for
different subvolume sizes is shown in Table 3.1.
Table 3.1: Volume rendering performance using different subvolume sizes.
Subvolume size
(voxels)
Image plane size
(pixels)
Initial time
(second)
Frame rate
(frames per second)
100  100  100 100  100 0.563 66.01
150  150  150 150  150 0.875 44.74
200  200  200 200  200 5.015 25.40
250  250  250 250  250 108.500 3.59
The initial time includes the time for file I/O and preprocessing. It is clear
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from these results that when the subvolume size is below 200  200  200, the
proposed technique can achieve real-time rendering (25 frames per second).
A more noteworthy comparison of the proposed technique with standard
methods is presented in Figure 3.5. The traditional sample point calculation
method and the standard trilinear interpolation method were tested. It is clear
that the proposed approach is significantly faster than other traditional methods
due to a lower computational complexity.
F
ra
m
e 
R
a
te
Subvolume size (voxels)
Proposed technique
Traditional calculation of sample point location with optimised trilinear interpolation
Standard trilinear interpolation with constant forward step
Figure 3.5: Volume rendering performance provided by different techniques in
conjunction with a range of different subvolume sizes.
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3.3.2 Rendering Quality
In order to illustrate the validity of the proposed technique, the rendering re-
sults achieved by this technique have been compared with those obtained using
Visualisation Toolkit (VTK). This is an open-source software package developed
for 2D/3D image processing, isosurface generation and 3D volumetric visualisa-
tion. It has been widely used in the field of medical imaging processing due to
its rich set of image processing functions and powerful visualisation capabilities
(Wolf et al., 2005; Caban et al., 2007; Wang & Pu, 2009). Therefore, the results
achieved by the VTK are used as benchmarks for qualitative evaluation.
In this experiment, the proposed volume rendering method was applied to the
five CTC data sets. In each data set, four 101  101  101 regions were selected
and rendered with the proposed technique and with the VTK. The four sets of
renderings that were obtained are presented in Figures 3.6 - 3.9.
Figure 3.6: Volume rendering using the proposed method and the VTK to display
a polyp.
It is difficult to evaluate rendering quality in a quantitative manner due to
different shading models, viewing parameters and transfer functions. In CTC
images, the detailed structure of the colon wall, the possible abnormalities, and
even the tissue beneath the colon surface should be clearly visualised. This can be
used as a quality criterion for comparing two rendered images which are produced
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Figure 3.7: Volume rendering using the proposed method and the VTK to display
folds in the colon.
Figure 3.8: Volume rendering using the proposed method and the VTK to display
colonic wall.
Figure 3.9: Volume rendering using the proposed method and the VTK to display
the inflation tube that is used in a CTC examination.
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by the proposed method and the VTK respectively. The polyps, folds, colonic
wall and inflation tube are important features within a CTC data set. It is clear
from Figures 3.6 - 3.9 that the proposed technique can provide representations of
these features that comparable with the representations generated by the VTK.
Thus, it can be concluded that the proposed method achieves a level of rendering
quality that is similar to the VTK. More importantly, the proposed method can
be ported to any operating system that supports Java (e.g. mobile devices),
whereas the VTK is a software system that depends on a specific platform and
is difficult to use in Web-based applications.
3.3.3 Diagnostic Capability
Since CTC is a screening technique to detect colonic abnormalities such as colon
polyps, the volume rendering technique used for CTC should have the ability
to clearly display these abnormalities. Therefore, a further evaluation of the
performance of the proposed technique in terms of its diagnostic capability is
carried out. This is achieved by visualising various polyps with different shapes
(pedunculated, sessile, or flat) and different diameters using the proposed volume
rendering technique. Colonic polyps used in this evaluation were identified by
a medical colleague with expertise in the area of CTC. The 3D visualisations of
these polyps rendered using the proposed technique are presented in Figures 3.10
and 3.11.
As is evident from these figures, even though some polyps are very small (<
2 mm in diameter), they can still be easily seen in the images generated by the
proposed volume rendering technique. Therefore, this technique can be used to
help radiologists detect colonic polyps which are of a small size.
In addition, a comparison of this 3D tool and VTK in terms of their ability
to detect polyps has been carried out. A database which includes 40 pairs of
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5 mm
23 mm
5 mm 6 mm
5 mm
5 mm
Figure 3.10: Visualisations of polyps with size  5mm using the proposed volume
rendering technique.
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2 mm
3 mm
3 mm
3 mm
3 mm
2 mm
Figure 3.11: Visualisations of small polyps (< 5mm) using the proposed volume
rendering technique.
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3D images generated from CTC data sets, was created for this experiment. The
first 40 images were obtained using the VTK and a further 40 corresponding
images were created using the proposed method. Each pair of images rendered
the selected colon segment using the same view direction. This ensured that the
rendered region was the same for both 3D techniques. There were 20 true-positive,
5 potential false-positive and 15 true-negative results in the 40 scenarios. The
total of 80 images were stored in two sets and each set had 40 images. The first set
contained scenarios 1-40 and the images were generated either using the VTK or
the proposed method. The second set contained the counterparts to the images in
the first set. Once the image database was created, a CTC expert, blinded to the
polyp findings, was asked to identify the polyps from the images. The two sets
of images were interpreted over two days, one set each day. The results showed
that the sensitivities of the reader were 85% for the VTK images and 80% for the
images generated using the proposed method. Although there is a discrepancy in
performance between these two techniques, it may result from a small sample size
or chance variation. The F-test is used to verify the significance of this difference
and the result of this test shows no statistically significant difference between the
two sets (alpha=0.05), thus, confirming that the proposed method is comparable
to the VTK in terms of polyp detection accuracy.
3.4 Conclusion
Perspective volume rendering can provide clear visualisations of the interior of
the human body. However, software-based volume rendering techniques typically
suffer from poor performance due to the computationally intensive nature of the
volume rendering process. The most straightforward approach for accelerating
this process is a trade-off in image quality. However, lower quality renderings can
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result in serious consequences, such as misdiagnosis. This chapter presented a
novel software based volume rendering technique that has solved the performance
issue through a series of innovative optimisations. The proposed system can
run on a standard PC platform without the need for any specialised graphics
hardware. More importantly, the experimental results demonstrate that this level
of performance has been achieved without sacrificing the quality of the rendered
image.
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Chapter4
An Anatomy-based Segmentation
Method for Image Compression
Generally speaking, segmentation is a fundamental operation in the field of image
processing that is carried out in order to extract objects in an image for further
analysis. In the context of data compression, the purpose of the segmentation
process is to split the image into multiple regions characterised by the homogene-
ity of the image intensity. Different segmented regions may then be compressed
separately using a locally optimised method to achieve a high compression ratio.
This is motivated by the fact that the encoded image pixel is always correlated
with its neighbours. Utilisation of this correlation characteristic can significantly
reduce the image entropy so as to yield substantial compression gains. However,
the correlation characteristic is not always constant over the whole image. A
global compression model for all pixels would result in a suboptimal compression
result for at least some areas of the image. Therefore, the compression technique
proposed in this thesis uses a segmentation process to generate a ‘divide and
conquer’ approach to deal with medical image data sets.
The advantage of segmentation in relation to medical images is that the gen-
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eral contents of the image are known beforehand. Therefore, it is preferable to
use prior knowledge to tailor a general segmentation method to the specific appli-
cation. The objective of this chapter is to combine a traditional intensity-based
segmentation algorithm with anatomical knowledge to develop a segmentation
method that is used as a preprocessing stage for the compression technique.
4.1 Overview of the Proposed Compression Scheme
The compression scheme proposed in this thesis is based on predictive coding.
Predictive coding is chosen for its simplicity and efficiency. As mentioned in
Section 2.2.1, one of the key challenges associated with predictive coding is to
generate an accurate prediction model. Current prediction methods have been de-
signed for use with general images and have achieved a high level of performance
when tested on this type of image. Medical images have distinctive characteristics
which differ from general images, e.g. weak edges due to a phenomenon known as
the Partial Volume Effect (PVE). This effect occurs in medical imaging because
of the limited resolution of the imaging systems. These systems try to average
several densities on the boundaries between different regions. As a result, the
pixels on the boundaries have an average value of all of the surrounding pixels
and hence cause some ‘blurring’ over the boundary areas (see Figure 4.1). Thus,
general prediction methods are not suitable for direct application to medical im-
age compression. Furthermore, it is also taken into consideration that medical
image data has some inherent characteristics, i.e. bilateral anatomical symmetry
and similarity of anatomical structure across different patients. Exploitation of
these characteristics provides an unparalleled opportunity to improve the level of
compression achievable on medical images. There is no doubt that a compression
algorithm tailored for medical images leads to improved performance when com-
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pared with the performance of general purpose algorithms that are designed for
natural image compression.
10
0
108
8
8
8
3 3
3 3
0
Figure 4.1: Influence of image sampling on the PVE. The actual object is dis-
played in the left image and the right image is processed by sampling. In the
right image, pixels on the edges of the object are associated with both the object
and the surrounding tissues. The densities of these pixels are the mean of the
underlying regions.
In this thesis, an anatomy-directed, locally optimised prediction technique,
called Anatomy-based Adaptive Prediction (AAP), is proposed. The combination
of AAP and an entropy coder creates the complete compression scheme, which
is referred to as Anatomy-based Lossless Medical Image Compression (ALMIC).
This compression scheme utilises the anatomical characteristics of the patient to
prelocate different anatomical regions within a medical data set. An AAP model
that contains a series of predictors, which are optimised for each specific anatom-
ical region, is then applied to produce a predicted value. The final prediction
errors achieved by subtracting the predicted value from the actual value are then
sent for entropy coding.
In this study, the validity of the developed compression scheme is demon-
strated using CTC data sets. A schematic description of the complete compres-
sion scheme for CTC data is illustrated in Figure 4.2 and the main steps of the
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scheme are briefly outlined below.
A) Segmentation
a) The segmentation process begins by extracting the whole body from the
CTC data set and recording its outline using a series of chain codes (one chain
code for each slice in the data set). The automatic segmentation of the whole body
is described by Kim et al. (2011). Once the entire body has been extracted, it
is preferable to store the outline information rather than the whole body region
in order to save space. The body outline is obtained using the Roberts edge
detector (Roberts, 1965) and represented using a 4-connected chain code. When
encoding the body outline, a point on the boundary is selected and its coordinates
are stored. The encoder then follows the boundary in a sequential manner and
keeps track of the directions from one boundary pixel to the next. A symbol that
represents the direction of the movement is stored using a chain code. In order
to further reduce the size of the outline file, the chain code is compressed using a
lossless coding technique.
b) The next step in the segmentation process is to identify the four regions
outside the scan area, i.e. the regions in the four corners of the image with
a constant density of -1024 Hounsfield Units (HU) (see Figure 4.3). This can
be achieved using seeded region growing, initiated from the four corner points.
These regions can then be stored in a very efficient manner by simply recording a
parametric representation of the circular boundary between the regions and the
actual scan data.
c) Once the entire body and the regions outside the scan area have been
extracted, the remaining pixels in the image can then be assigned to one of the
predefined categories (e.g. air, soft tissue and bone) based on their location and
density features. Details of each pixel category can be found in Sections 4.3 and
4.4.
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B) Adaptive prediction model
Based on the segmentation results in step A, a series of predictors, optimised
for each specific anatomical region, are subsequently generated. An adaptive
prediction model that consists of these optimised predictors is then applied to the
whole data set. The formulation of this adaptive prediction model is described
in Chapter 5.
C) Entropy coding
After decorrelation using the adaptive prediction model, the contour code,
predictor parameters and residual data are sent to an entropy encoder. An effi-
cient entropy coding technique is identified in Chapter 6. The final compressed
file contains two parts, the header and the main body. The header of this file
contains the contour code, the predictor parameters, the voxel size, the number
of slices and the parametric representation of the circular boundary (from Step
A (b)); and the body of the file contains the residual data.
Bone
Air
Soft tissue
Fat
Outside scanning region
Cloth
Table
Air outside the patient
ing
Figure 4.3: An illustration of the main regions typically found in a CT data set.
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4.2 Anatomical Terms
In order to avoid terminology-based confusion, this section details some of the
important anatomical terms that appear in this chapter. These terms are related
to the description of body parts and their relative positions.
4.2.1 Anatomical Terms for Tissues
Soft tissue: refers to tissues that connect, support, or surround other struc-
tures and organs of the body.
Adipose tissue: or fatty tissue is used for storing energy. Depending on its
location this tissue has different names: visceral fat is located within the abdom-
inal wall (i.e. beneath the wall of the abdominal muscle) whereas subcutaneous
fat is located beneath the skin (and includes fat that is located in the abdominal
area beneath the skin but above the abdominal muscle wall).
Lean tissue: usually refers to muscle.
4.2.2 Anatomical Terms for Describing Positions
Superficial : refers to a location closer to the body surface (e.g. the skin is
superficial to the muscle).
Deep: is the opposite of superficial i.e. far from the surface.
Inferior : refers to a direction away from the head or toward the lower part of
the body (e.g. the heart is inferior to the head).
Bilaterally symmetrical : means the left and right structures appear to be
identical.
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4.3 Categorisation of Different Anatomical Regions
A typical CTC data set contains a vast amount of detailed information repre-
senting organs e.g. the colon, the kidneys and the liver. However, it is possible
to describe the actual patient data using just four categories, i.e. soft tissue, fat,
bone and internal air.
In addition to the voxel categories that are mentioned above, there is a special
category for CT images, called the PVE voxels. PVE voxels can be seen as
subvoxels that contain a mixture of two or more surrounding regions. The tissue-
air and tissue-bone transition areas have a large number of PVE voxels.
Furthermore, a radiology image also contains objects that are outside the
patient’s body, e.g. the scanning table and the patient’s clothes (see Figure
4.3); hence, there are two additional regions defined for these objects. Also, as
can be seen in Figure 4.3, CT images contain a significant amount of background
information which is represented by black pixels. The majority of this information
corresponds to regions inside the scanning area, while the areas in the four corners
are outside the detector ring. The former is filled with air which has a low density
value typically around -1000 HU while the latter, outside the ring, can be seen
as an undefined region and has a constant density value, specifically -1024 HU.
With the inclusion of these additional regions, the CTC data set can be sub-
divided into nine main categories. These categories are bone, soft tissue, internal
air, PVE regions, adipose tissue, table, clothing, air outside the patient, and
undefined regions. Soft tissue, internal air, PVE regions and adipose tissue are
classified into subgroups according to their anatomical positions. All the cate-
gories used in the segmentation process are shown in Table 4.1. The density and
anatomical features for each category are explained in the next section.
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Table 4.1: The properties of the main regions typically found in a
CTC data set.
Category Density range
Inside the body
bone +1000 HU
soft tissue
liver 50 HU & 250 HU
kidney 30 HU & 250 HU
spleen 40 HU & 240 HU
lean tissue -30 HU & 150 HU
air
lung -700 HU
colon -900 HU
PVE regions
colon PVE -30 HU
bone PVE 250 HU
lung PVE -30 HU
body PVE around -400 HU
adipose tissue
Subcutaneous -190 HU & -30 HU
visceral, intermus-
cular, bone marrow
remaining regions inside
the body (-190 HU & -
30 HU)
Outside the body
table >-800 HU
clothing >-800 HU
undefined region ==-1024 HU
air outside the patient
remaining regions outside
the body (-800 HU)
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4.4 Analysis of the Features for Each Category
Two features are used to guide the segmentation process: density features and
anatomical features.
4.4.1 Density Features
The CT scanning system has standard HU values for each type of tissues (e.g.
fat and bone). The attenuation of water is defined as 0 HU and the attenuation
of air is defined as -1000 HU. The HU value of soft tissue in the CTC data set is
in the range of -200 HU to 200 HU, while bone has a much higher density value
(above 700 HU) (Gunderman, 2006). Although CT data sets may be generated
by different scanners for patients, there is a small variation in HU values for each
type of tissue due to the fact that all CT scanners are calibrated to the x-ray
attenuation of water (Deglint et al., 2007). Therefore, it is reasonable to assume
that the HU value for each type of tissue in a CT data set is applicable for all
CT scanners. Motivated by this fact, density-based segmentation approaches are
widely used to extract a region of interest in medical images.
Histogram thresholding is an example of a density-based image segmentation
approaches. It analyses the histogram of an image, finds the valley points between
consecutive major peaks and then uses the intensity values that corresponds to
the valley points as thresholds to segment the image into different regions. Figure
4.4 presents a sample histogram of a CTC data set. It can be concluded from
this histogram that the ranges that should be employed to segment internal air,
adipose tissue, soft tissue and bone using the thresholding technique are  -900
HU, -200 HU ! -30 HU, -30 HU ! 250 HU and  +1000 HU respectively. It
should be noted that after analysing 20 CTC histograms, the HU distributions
were found to be nearly the same and the thresholds for each region were in
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line with the values listed above, thus confirming the generalisability of these
thresholds. Air which resides in both the lungs and colon takes up a large part
of the body. However, the density of the air in each of these regions is different.
The density in the lungs is  -700 HU and the density in the colon is  -900
HU. Furthermore, although the organs within the body are essentially composed
of soft tissues, their density ranges are slightly different, e.g. the liver is in the
range of 50 HU! 250 HU (Alomari et al., 2008), the kidney is in the range of 30
HU ! 250 HU (Zagoria, 2004), and the spleen is in the range of 40 HU ! 240
HU (Rabushka et al., 1994).
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Figure 4.4: A global histogram of a sample CTC data set.
The PVE voxels, which can be seen as bone-tissue or tissue-air transitions,
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have a density which is the average of that in the surrounding regions. In the case
of bone-tissue transition, the density of the PVE voxels in this region is certainly
lower than the lowest density of bone and higher than the highest density of soft
tissue. Therefore, bone PVE voxels are in the range 250 HU ! 1000 HU. PVE
voxels around the colon and the lungs are defined in a similar way. Therefore,
if the value of a voxel belongs to the PVE density range, and if the distance
between the voxel and previous air or bone area is less than or equal to 3 voxels
(the approximate width of the PVE region (Wang et al., 2008)), then the voxel is
defined as a PVE voxel. PVE voxels around the outside of the body can be easily
identified as the body outline is already recorded in the previous segmentation
step. The use of erosion and dilation operations on the body area can determine
the body PVE region.
Regarding the categories outside the body, the thresholds for the clothing and
the table are both greater than -800 HU, otherwise the voxel belongs to external
air. The voxels outside the scan area have a constant value of -1024 HU.
4.4.2 Anatomical Features
The density-based segmentation method is sufficient for the recognition of air, soft
tissue and bone regions. However, it is difficult to distinguish between specific
organs, such as the lungs and the colon, based solely on density features due to the
fact that both organs contain air. In addition, the liver and surrounding muscles
also have nearly the same density range which means the histogram thresholding
method does not work properly for segmenting these objects either.
In order to identify specific organs, it is reasonable to exploit the anatomical
position to define candidate regions. A density-based segmentation is then applied
in these regions to avoid incorrect segmentation. Figure 4.5 presents approximate
anatomical information for each organ that is typically found in an abdominal
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CT data set. This figure indicates prior knowledge of organs such as their relative
position in the body and their approximate shape. The following parts of this
section discuss how to use this anatomical information to automatically detect
specific organs in an abdominal CT data set. The other regions, such as bone,
clothing, and external air, can be directly extracted using the density-based seg-
mentation technique. Segmentation of these regions is not further discussed in
this section.
liver
lung
kidney
colon
spine
stomach
spleen
body
Figure 4.5: A model of the anatomical structure in an abdominal CT data set.
Subcutaneous tissue
Subcutaneous tissue is located beneath the skin (see Figure 4.6). The outline
of the body is identified in the body segmentation stage. Thus, it is feasible
90
4.4 Analysis of the Features for Each Category
to erode the body outline to determine the location of the subcutaneous tissue
region. Regarding the number of erosion steps, Gibney et al. (2010) state that
normal skin thickness is 2.2 mm and that the normal thickness of the subcuta-
neous adipose tissue layer is 13.9 mm. Therefore, the total number of erosion
steps can be calculated as:
steps = (thickness skin+ thickness subcutaneous tissue)=pixel dimension
(4.1)
If a pixel’s dimensions in a slice are 0.76  0.76 mm (widthheight), the total
number of erosion steps is 18 in order to extract skin and subcutaneous tissue.
liver
lung
muscle
spine
body
subcutaneous tissue
body outline
Figure 4.6: An illustration of the identification process for the subcutaneous tissue
region. The candidate subcutaneous tissue region is indicated by grey colour.
Lung
In the case of lung segmentation, there is difficulty in discriminating between
the lung voxels and the colon voxels. This is due to the fact that both the
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lung and the colon are filled with air and hence have nearly the same density
characteristics. However, their anatomical positions are significantly different.
The lungs are always situated in the upper part of the body, while the colon is
located in the middle, lower section, beneath the lungs. Since an abdominal CT
data set is acquired from the bottom of the lungs, if the air voxels exist in the top
slice of the data set, they definitely belong to the lungs rather than the colon (see
Figure 4.7). Consequently, it is sufficient to use the simple thresholding technique
to extract the lungs in the top slice. Based on this initial segmentation result, the
segmentation of the lung can be achieved using a simple top-down segmentation
approach. In this approach, if an air voxel in the current slice is connected to the
segmented lung region in the previous slice, it belongs to the lungs, otherwise it
belongs to the colon. It is possible to take advantage of anatomical structures to
distinguish the lung from the colon.
Liver
Another organ which is also present at the top of the abdominal CT data is the
liver. However, the liver may not be easily segmented as it has nearly the same
density as the surrounding tissue, e.g. soft tissue and muscle. Additionally, the
muscles of the lower chest wall and upper abdomen overlay the liver which makes
accurate segmentation of the liver more difficult. If the thresholding method
is directly applied to extract this region, the result of the segmentation usually
contains a lot of muscle and soft tissue regions which are not part of the liver.
This problem has been addressed by Wang et al. (2009). They make use of
the relative location of the liver with respect to the ribs to remove the muscle
around the liver. It can be seen from Figure 4.8 that the muscle is primarily
situated around the ribs. The ribs have high density values and can be readily
extracted. Thus, they can provide sufficient information to locate the muscle and
distinguish it from the liver.
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Figure 4.7: The top slices of six abdominal CT data sets.
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In this thesis, liver detection also uses anatomical information and exploits the
fact that the liver is deep to the muscle. Muscles and ribs are superficial to the
lungs and liver. Once the lungs have been identified, it is possible to shrink the
body outline to achieve an approximate region representing the abdominal cavity
which excludes the ribs and most of the muscle regions. This process is presented
in Figure 4.8. The red solid line depicts the body outline and the red dotted
line indicates the abdominal cavity region. This cavity region contains three
pixel categories: bone, soft tissue and air in the lungs. Due to the differences in
density among these categories, the thresholding technique can be used to remove
the bone and the lung pixels inside the dotted line region.
liver
lung
muscle
spine
body
body outline
Figure 4.8: An illustration of the liver region identification process. The candidate
liver region (Rl) is indicated within the red dashed semi-ellipse.
However, there are still some soft tissue regions that remain within the dotted
line, i.e. bone marrow. This region has nearly the same density as the liver and
hence can not be directly removed using the density-based segmentation method.
A potential solution to this problem is the utilisation of the liver location in the
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body to remove the remaining areas. The liver is always situated in the front
section of the body, whereas the soft tissue in the spine is present towards the
back of the patient. The centroid of the body can serve as a dividing line between
the top and the bottom parts within the body. Therefore, it is possible to obtain
an approximate location of the liver by using the centroid of the body. Using
the above approach, segmentation of the liver can be achieved by applying both
anatomical and density based rules.
Kidney
The kidneys are two small organs located on each side of the spine, just
underneath the ribcage. These location features can be used to define the vertical
and horizontal positions of the kidneys in an abdominal CT data set. In the top-
down sequence, the top of the kidneys can be identified by tracking the ribs.
After a certain point when the location of the current slice in a CTC data set is
below the lowest rib, the kidney is apparent.
Once the top of one kidney is identified, the next step is to locate the two
kidneys in subsequent slices. Lin et al. (2006) calculated the relative distance of
the kidney regions to the spine and used this information to extract the candidate
kidney regions. This process is illustrated in Figure 4.9, where the terms h and
v refer to the length of the horizontal axis and the length of the vertical axis of
the body. The candidate kidney region (Rk) is within two rotated ellipses, which
are located at a distance of 0.28h from the spine. After analysing 20 CTC data
sets, the dimensions of the ellipse were found to be 0.13h  0.2v (short axis 
long axis) and the rotation angles were found to be 60o for the left kidney and
-60o for the right kidney. Therefore, the two kidney regions can be represented
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as follows:
left kidney : (xcos60o   zsin60o)(xcos60o   zsin60o)=(0:13h  0:13h)
+(zcos60o + xsin60o)(zcos60o + xsin60o)=(0:2v  0:2v)  1
(4.2)
right kidney : (xcos( 60)o   zsin( 60)o)(xcos( 60)o   zsin( 60)o)=
(0:13h  0:13h) + (zcos( 60)o + xsin( 60)o)(zcos( 60)o+
xsin( 60)o)=(0:2v  0:2v)  1
(4.3)
The two kidneys are actually not bilaterally symmetrical; the right kidney
being approximately 1 cm lower than the left, due to its location inferior to the
liver (Gray, 1977). Thus, a kidney region appears earlier on the left side of the
body when viewing the data set in a top-down manner. In addition, Emamian
et al. (1993) have reported normal dimensions for each kidney in adults, which
are 11.2 cm for the length of the left kidney and 10.9 cm for the right along a
standard longitudinal view of the kidney. This information indicates how many
slices contain a kidney region along the long axis of the body. Consequently,
kidney regions can be extracted in the same way as the lungs and the liver.
Spleen
The spleen is situated in the left upper abdominal quadrant of an abdominal
CT data set acquired in the supine position and its normal dimensions are 4 
7  11 cm (thickness  width  length) (Burgener & Kormano, 1996). Based
on this anatomical feature, Campadelli et al. (2009) used a box to define the
region occupied by the spleen, shown in Figure 4.10. In the segmentation method
proposed in this chapter, this box is placed on each slice of the data set to search
for the spleen region. Although some other organs, such as the left lung and the
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kidney
spine
body
Right Left
h
v
Rk Rk60
o
Figure 4.9: An illustration of the kidney region identification process. The can-
didate kidney regions (Rk) are indicated within the red dashed ellipse.
left kidney, exist inside the box area, these organs have already been segmented
and hence can be directly excluded from the spleen region. Therefore, the previous
segmentation results are helpful in accomplishing spleen segmentation.
It should be noted that the spleen is in direct contact with the left kidney,
which means some overlapping regions exist between the candidate areas for the
left kidney and the spleen. In order to avoid processing the same data twice, the
spleen detection stops once the left kidney appears in the data set.
97
4.5 Automatic Segmentation in the Context of Compression
spleen
liver
muscle
spine
body
Figure 4.10: An illustration of the spleen region identification process. The can-
didate spleen region (Rs) is indicated within the red dashed box.
4.5 Automatic Segmentation in the Context of Com-
pression
4.5.1 The Proposed Segmentation Method
The proposed segmentation method extracts different regions in a progressive
manner, from the most straightforward to the most complex. The flowchart of
the segmentation process is shown in Figure 4.11. After the body area and the
region outside the scan area are extracted, bone, bone PVE, colon, colon PVE,
body PVE, clothing, table and external air regions are identified based on their
density features and the previous segmentation results, i.e. the body outline.
These segmented regions can be used to provide useful information to guide the
subsequent segmentation process, which is used to extract the specific organs.
This is achieved using segmentation based on the combination of density and
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anatomical features. After the organ segmentation is finished, the remaining vox-
els within the body area are either assigned to adipose tissue or lean tissue based
on their density features. It should be noted that the proposed segmentation
method is designed in a hierarchical fashion. Based on this approach, mistakes
in the earlier steps cannot be corrected in the subsequent stages. Therefore, the
earlier segmentation steps need to minimise under- or over-segmentation as much
as possible. Due to this requirement, some regions, e.g. bone and colon, which
have distinguishing features are segmented earlier. High segmentation accuracy
can be achieved in these regions, thus ensuring the greatest possible accuracy in
the following steps during the segmentation process.
This region segmentation is implemented in the context of compression. The
proposed compression technique is based on predictive coding. For this type of
compression technique, only previously encoded pixels will be available to decode
the data, thus only previously encoded pixels can be used during the segmentation
process. However, due to the fact that the anatomical structures inside the CTC
data set show a high level of homogeneity, it is feasible to predict the category of
the current pixel based solely on the subset of neighbouring pixels whose values
are known.
The proposed method uses the JPEG prediction template for the purpose of
region identification. Automatic identification is accomplished by examining the
two known face connected neighbours of the current pixel (see Figure 4.12). The
details of this process are as follows:
Inside the body:
If PN  bone & PW  bone =) X  bone
else if PN  air & PW  air
if LX  lung =) X  lung
else X  colon
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else if PN  soft tissue & PW  soft tissue
if LX  liver =) X  liver
if LX  left kidney =) X  left kidney
if LX  right kidney =) X  right kidney
if LX  spleen =) X  spleen
else X  lean tissue
else if PN  PVE & PW  PVE
if LX near bone =) X  bonePVE
if LX near colon =) X  colonPVE
if LX near lung =) X  lungPVE
else X  adipose tissue
On the body boundary:
if LX  bodyPVE =) X  bodyPVE
if LX  subcutaneous tissue =) X  subcutaneous tissue
Outside the body but inside the scan area:
If PN  table & PW  table =) X  table
else If PN  clothing & PW  clothing =) X  clothing
else X  external air
where P denotes the pixel value and L denotes the location.
P
N
P
W X
Figure 4.12: The template used for region identification.
Therefore, the proposed segmentation technique in the context of compression
is performed by a simple prediction template combined with the density and
anatomical features.
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4.5.2 Experiments and Results
The segmentation strategies discussed in the previous sections of this chapter
were applied to three CTC data sets. Figure 4.13 illustrates all 17 categories
segmented by the proposed method. From a visual evaluation of these results, it
can be observed that almost all pixels in the image are assigned to the correct
category. This achievement can be attributed to the inclusion of the anatomical
knowledge in the segmentation process.
kidney
liver
lung
spleen
colon
spine
bodyPVE
colonPVE
lungPVE
a) b)
c) d)
adipose tissue
lean tissue
bonePVE
subcutaneous
tissue
Figure 4.13: The segmentation results using the proposed technique. (a, c) orig-
inal images. (b, d) segmented images.
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In order to assess the performance of segmentation algorithms, several eval-
uation methods have been proposed, such as evaluation metrics-based clustering
(Jiang et al., 2005), local and global consistency error (Martin et al., 2001) and
the Huang-Dom evaluation measure (Huang & Dom, 1995). These techniques
are used to measure the discrepancy between an automatic segmentation result
and a ground truth data set of manually segmented images. Among these evalua-
tion techniques, the Jaccard similarity coefficient (JSC), which is a metrics-based
measurement, is one of the most popular evaluation methods due to its simplicity
and robustness. As a result, this approach was selected for use in this evaluation.
The Jaccard similarity coefficient represents the similarity between the automat-
ically segmented region (S1) and the manually segmented one (S2). A higher
value of this coefficient indicates a more accurate segmentation result. The JSC
is calculated using the following equation:
I(S1; S2) = (S1 \ S2)=(S1 [ S2) (4.4)
The statistical evaluation was performed on two anatomical regions, the colon
and the kidneys. The ground truth of the colon region was manually traced by two
experienced radiologists, whereas the left and right kidney regions were manually
segmented by a medical imaging expert in the Centre for Image Processing and
Analysis in Dublin City University. The similarity of the measurements from the
automatic segmentation results in comparison with the manual segmentations are
presented in Table 4.2. Three CTC data sets were randomly selected from the
database (see Appendix A) and used in the experiment. The IDs of these data
sets are 1, 2 and 11. The number of slices per data set were 246, 284 and 238.
As shown in the table, the average overlap rates between the ground truth and
the proposed segmentation method are approximately 0.86 for the colon and 0.46
for the kidneys. It should be noted that kidney segmentation is the most difficult
103
4.5 Automatic Segmentation in the Context of Compression
Table 4.2: Statistical evaluation of colon and kidney segmentation quality.
Data set 3D dimension DSCColon Left kidney Right kidney
1 512  512  246 0.89 0.18 0.49
2 512  512  284 0.89 0.49 0.52
11 512  512  238 0.80 0.49 0.52
task in the whole segmentation process. This is due to the fact that the kidneys
have nearly the same density range as the surrounding soft tissue, which means
it is not easy to distinguish between them. In addition, variations in the kidney
shape and position make the segmentation task even harder. This is particularly
true in the case of data set 1, where a poor segmentation result was obtained due
to the fact that the left kidney was not in the expected location. As a result,
the proposed segmentation method could not provide a high level of accuracy in
this region. However, as shown in Figure 4.13, the incorrectly segmented kidney
is treated as the lean tissue. Considering that both the kidneys and the lean
tissue regions have almost the same properties, application of the compression
method designed for the lean tissue to the incorrectly segmented kidney will
not significantly degrade the overall compression result and consequently this
segmentation result is still acceptable. It should also be noted that other regions,
such as the lungs and bone, have strong anatomical and density features and
higher segmentation accuracy can be expected in these cases.
4.5.3 Discussion
A segmentation method has been proposed that complements the density feature
with anatomical information. This method is designed for segmentation of specific
organs in abdominal CT data sets. The candidate region of each organ is first
obtained based on prior anatomical knowledge of the current data set. A density-
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based method is then used in this candidate region to accurately extract the
organ.
There are several merits associated with this technique. Firstly, CT scans can
be performed with different settings, which will result in a difference in the size
of the body region in the images. The proposed approach exploits a relative posi-
tion of the organ in the body, thus, it is applicable to images of different patient
sizes. Secondly, this technique is performed in a progressive manner that roughly
defines a candidate region and then refines the target region using a density-based
segmentation method. Based on this approach, segmentation accuracy is not sig-
nificantly affected by small anatomical variations. Twining et al. (2007) listed a
number of common abdominal abnormalities which are presented in Table 4.3.
It is clear from this table that the liver is the most frequent source of abnormal-
ity. Chronic liver disease usually causes a reduction in liver size where regions
normally occupied by liver are occupied by fat instead. When implementing seg-
mentation, the candidate region for the liver is extracted according to the ideal
anatomical model. However, liver and fat have significantly different densities.
Thus, the region outside the liver will not be detected based on the density fea-
ture during the refinement process. This procedure ensures that the proposed
technique is not sensitive to organ size. In the case of other organs, they can be
segmented based on the same procedure. Twining et al. (2007) identified that the
spleen and kidneys are the second and third most common sources of abnormality
and the proposed technique can also adapt to accurately segment these organs if
abnormalities are present. It should be noted that other common abnormalities
associated with small organs, such as gall bladder, are not addressed by the pro-
posed segmentation technique. However, these organs only represent a small part
of the whole body and have nearly the same density features as soft tissue, thus,
they are treated as soft tissue in the proposed method for the sake of simplicity
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and efficiency.
Table 4.3: Common sources of abnormalities within the abdomen.
Rank
(based on how
frequently the
abnormality occurs
at each location)
Location of the
abnormality
Disease that causes
the abnormality
1 Liver
Chronic liver disease
Liver tumours
Liver cysts
2 Gall bladder Gallbladder disease
3 Spleen Splenic cystsSplenomegaly
4 Adrenal glands
Adrenal masses
Adrenal cysts
Adrenal
haemorrhage
In summary, the proposed technique exploits both anatomical and density
features to guide the segmentation process. It can be used to segment individ-
ual organs from medical data sets and can adapt to anatomical variability that
exists among different patients. This helps to reduce segmentation errors which
ultimately helps to improve the operation of the subsequent compression stage.
4.6 Conclusion
The aim of this chapter was to develop a segmentation method in the context
of medical image compression. Due to its use for data compression, only pre-
viously encoded voxels are available for the segmentation process. None of the
conventional segmentation approaches can be applied. Consequently, a custom
segmentation method that combines anatomical and density features with a series
of image processing techniques has been proposed. Most regions in the CTC data
set are initially extracted based on their density features, e.g. bone, clothing, and
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external air. However, the specific organs, e.g. the liver and the kidneys, cannot
be segmented using density-based segmentation techniques. This is due to the fact
that most of these organs have similar density values and hence it is impossible
to distinguish between them relying solely on density features. In the proposed
method, the density information is thereby complemented with the anatomical
features in the organ segmentation process. The anatomical position and size of
each organ can be used as a priori knowledge to guide the segmentation. The ex-
perimental results confirm that this method can achieve acceptable segmentation
accuracy and is appropriate for use in the context of data compression.
This anatomy-based segmentation method forms the basis of an adaptive pre-
diction model that is elaborated on in subsequent chapters.
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Adaptive Prediction Model
Data decorrelation is one of the main components of a compression scheme. This
is accomplished by subtracting the predicted pixel value from the actual pixel
value. A highly accurate prediction model can result in good compression per-
formance. This chapter presents an adaptive modelling method that exploits
anatomical features to significantly improve the accuracy of the prediction model.
The proposed method uses the segmentation technique described in Chapter 4 to
divide the original data into different regions and subsequently generates a series
of predictors that are optimised for these specific regions. There are two main
region categories within a CTC data set, which are edge and interior regions.
Both of these categories have significantly different statistical characteristics and,
consequently, separate modelling approaches are utilised to generate optimised
predictors for each of these categories. The combination of the predictors in both
categories ultimately creates the adaptive prediction model.
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Bone, air, and other segments (except PVE regions) are examples of interior re-
gions where a high degree of smoothing is present. This characteristic makes
modelling the interior regions relatively simple as the value of the pixels is typi-
cally constant. Thus, generating the optimised predictor only requires the iden-
tification of an optimum predication template.
It is a common rule that a prediction model can only use past observations.
When processing the data frame by frame and in a raster-scanned order within
a frame, the set of past observations includes all pixels in the previous frames,
the pixels in the current frame that lie above the current pixel, and the pixels in
the current scanline that lie to the left of the current pixel. However, if all the
previous pixels are used in the prediction, a multicollinearity problem is likely to
occur due to the fact that some previous pixels are not useful for prediction. On
the other hand, in order to reduce the computational complexity, the insignificant
pixels should be removed from the prediction model.
Therefore, this section discusses how to choose a series of neighbouring pixels
to create an optimised predictor. Two specific issues will be addressed, which are
the selection of the template structure and the choice of the template size. These
two factors ultimately determine the number of causal pixels to be used in the
prediction model.
5.1.1 Template Identification
As previously indicated in Section 2.2.2, there are some correlations that can be
utilised to predict current pixel values, such as spatial and temporal correlations.
These correlations mainly exist between the current pixel and its surrounding
neighbours. Thus, these neighbours are usually involved in the development of a
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prediction model. The combination of these surrounding pixels is determined by a
prediction template. The general prediction template can be classified into three
categories. These are diamond-based (Wu & Memon, 1997; Motta et al., 1999),
circle-based (Wu & Memon, 2000) and square-based templates (Weinberger et al.,
1996; Li & Orchard, 2001; Knezovic et al., 2006). Figures 5.1, 5.2 and 5.3 present
the 3D versions of these templates.
Current slice: Previous two slices:
X
Figure 5.1: The diamond template used for prediction. The size of this template
is 9 pixels.
Current slice: Previous two slices:
X
Figure 5.2: The sphere template used for prediction. The radius of this template
is 3 pixels.
In order to determine the prediction efficiency of different template structures,
a numerical evaluation was carried out using 20 training data sets. The details
of these data sets are described in Appendix A. This evaluation is designed to
test the hypothesis that, given the same number of input variables, the optimal
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Current slice: Previous two slices:
X
Figure 5.3: The cube template used for prediction. The size of this template is 5
pixels.
template strategy is the one that achieves the smallest entropy of the residual
data. The linear prediction model for each template structure is generated using
the least mean square principle. This process has been described in Section 2.2.1.
The template sizes used in this test are presented in Table 5.1. The experimental
results for the application of each template on the different regions, i.e. bone,
soft tissue, adipose tissue and air, are shown in Figures 5.4, 5.5, 5.6 and 5.7
respectively.
As shown in these figures, although all of the templates have almost the
same performance with respect to decorrelation, the diamond-based technique is
slightly more accurate than the other two techniques in all cases. In addition,
n-fold cross-validation was used to assess whether the diamond template is an op-
timal technique in practice. This was achieved by randomly dividing the training
data sets into 5 subsets of equal size. Then one of the 5 subsets was selected as
the testing data and the remaining 4 subsets were used as the training data. This
process was repeated 5 times so that every subset was used once for testing. The
results of this cross-validation are shown in Table 5.2. It is clear from this table
that the diamond-based technique achieves the lowest entropies on all of the test
data, thus confirming the validity of the proposed template.
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Figure 5.4: The average residual entropies of the bone region tested on 20 CTC
data sets.
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The number of causal pixels
Figure 5.5: The average residual entropies of the soft tissue region tested on 20
CTC data sets.
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Figure 5.6: The average residual entropies of the air region tested on 20 CTC
data sets.
E
n
tr
o
p
y
The number of causal pixels
Figure 5.7: The average residual entropies of the adipose tissue region tested on
20 CTC data sets.
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The superior performance obtained using the diamond-based technique can
be explained by the fact that the slice thickness in CTC data sets is much larger
than the intraslice resolution. In this case, the spatial correlation is strong and
the temporal correlation is relatively weak. Thus, the neighbouring pixels in the
current slice are more significant than the pixels in the previous slices. Based
on this observation, the diamond- and cube-based prediction techniques provide
better prediction performances than the sphere-based prediction technique due
to the fact that they use more pixels in the current slice than the sphere-based
technique given the same number of input causal pixels. However, the cube-
based template includes some pixels that are quite far away from the pixel being
compressed, i.e. pixels at the corners. These pixels are less significant in the
prediction model compared to those located in closer proximity to the current
pixel. Therefore, the diamond-based prediction technique achieves the best per-
formance among the three prediction techniques due to its efficient combination
of the most significant neighbours to generate the prediction model.
After the diamond-based template has been chosen, the next issue is to iden-
tify a suitable template size. This size determines the number of causal pixels in a
prediction model. It should be considered that increasing the number of variables
in a prediction model improves the fitting performance to the data. However, the
inclusion of too many causal pixels is likely to significantly increase the computa-
tional cost. Therefore, it is necessary to identify an adequate template that can
give high prediction accuracy with fewer causal pixels.
As can be seen in Figures 5.4 - 5.7, the residual entropies for all the regions
decrease dramatically when the number of causal pixels is increased in the initial
stage. After the number of causal pixels reaches a certain value, the entropy
decrease achieved by the increasing the number of causal pixels is very small.
Thus, this value can be seen as the best choice for the template size as increasing
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the number of causal pixels further leads to high computational complexity while
providing only minor gains with regard to compression.
It can be seen from Figure 5.5 that there is no significant improvement in
performance when the number of causal pixels is above 58. Therefore, the best
choice for the template size of the diamond shape for the soft tissue region is 9
pixels. The same conclusion can be drawn from Figures 5.6 and 5.7: that the
most suitable template sizes for air and adipose tissue regions are also 9 pixels.
In the case of bone regions, a template size of 11 pixels is shown to be the best
choice as indicated in Figure 5.4. This is motivated by the fact that the bone
region represents a higher level of variation comparable to the regions of soft
tissue, air and adipose tissue. In this case, more causal pixels are required in
order to accurately model this region.
5.1.2 Model Determination
Once the template is determined, the next step involves generating a prediction
model based on this template. A linear prediction model is chosen in this study
and can be expressed as follows:
p^ = 0 + 1x1 + 2x2 + :::+ NxN (5.1)
where p^ is the predictive value, x1; x2:::xN are the prediction causal pixels and
0; 1:::N are the coefficients of the prediction model. N=58 for the soft tissue,
air and adipose tissue regions, while N=96 for the bone region.
The optimised coefficients of each causal pixel can be calculated by the least
mean square principle. This process will be repeated on each segmented region,
e.g. kidneys and liver. Consequently, the optimised predictors for bone, liver,
kidneys, spleen, lean tissue, air in lungs, air in colon, subcutaneous fat, other
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adipose tissue, scanning table, clothing and the air outside the patient are gen-
erated. The adaptive model ultimately combines all these subpredictors and can
be expressed as follows:
M =

R;P

Pbone; Pliver; Pkidneys; Pspleen; Plean tissue; Pair lung; Pair colon;
Psubcutaneous tissue; Padipose tissue; Ptable; Pclothing; Pexternal air
		
(5.2)
where R is the specific region and P is the corresponding predictor.
This process is implemented only once and then the coefficients for each pre-
dictor are stored in the header of the compressed data.
5.2 Edge-based Prediction Model
Compression at the edges is more difficult than in the interior regions due to
the changing nature of the data distributions. Therefore, a number of specific
edge-based prediction methods have been designed for image compression, i.e.
GAP, EDP and MED. However, medical images have distinctive characteristics
that are different from natural images, particularly in the case of the intensity
profile of edge regions which is much smoother due to the PVE. This difference
is illustrated in Figure 5.8. Although GAP caters for several edge categories, it
performs best in areas that contain strong edges. Therefore it is more appropriate
for use with real world images. EDP is not appropriate for use with medical
images as this technique uses directly connected neighbours and, consequently,
it is only useful in images with strong edges. Extending EDP to deal with the
smooth edges found in medical images would negate the main benefit associated
with this approach, i.e. computational efficiency, as the number of pixels to be
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processed would increase significantly. MED is also limited to dealing with strong
edges and as such is not suitable for use with medical images either. In addition,
studies of GAP and EDP have shown that MED does not perform as well as these
approaches (Wu & Memon, 2000; Li & Orchard, 2001).
5 1
2
3
4
6
1
2
Figure 5.8: Edge transitions in an example CT image and a natural image. The
upper left image is a 16-bit CT image and the upper right image is the profile
plot corresponding to the lines in the CT image. The lower left image is a 16-bit
grey-scale Lena image and the lower right image is the profile plot corresponding
to the lines in the Lena image.
It is clear from the review provided above that the edge-based predictors
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that are currently available are not ideally suited for use with medical image
data. Consequently, there is a need to develop an edge-based prediction tech-
nique specifically for use with the types of edges associated with the PVE regions
commonly found in medical image data.
5.2.1 Estimation of the Normal Direction
When generating a prediction model, it is very important to consider the organi-
sation of the input variables. If the input pattern is inconsistent, the efficiency of
the prediction model is significantly decreased. Figure 5.9 shows an inconsistent
approach for generating input variables for PVE regions. If the template is simply
placed on each PVE pixel, the pattern of the input variables is inconsistent as
shown. For example, the first input variable has a high density value in case 3,
while the first input variable for case 1 has a low value. The fact that the input
pattern is inconsistent means that it is almost impossible to generate a reliable
prediction model.
These inconsistent situations can be completely avoided by rotating the tem-
plate based on the edge normal (see Figure 5.10). This ensures the template is
always aligned with the edge region.
The Zucker-Hummel edge operator (Zucker & Hummel, 1981) is commonly
used in medical imaging applications, for example Kovalev et al. (2001), Mykkäen
et al. (2005) and Chowdhury et al. (2005). The standard version of this edge
operator uses the 26 directly connected neighbours of the current voxel in order
to determine the normal direction and magnitude at that point. However, in the
context of compression, only previously encoded pixels can be used for normal
calculation. Thus, an alternative method for normal calculation is required in
this context.
Common edge detection techniques use derivatives to identify edge regions.
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Figure 5.9: An unoptimised approach for organising the input variables used by a
PVE prediction scheme. The order of input variables is indicated by the numbers
in the templates.
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Figure 5.10: An optimised approach for organising the input variables used by
a PVE prediction scheme where the template has been rotated according to the
edge normal.
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In the case of the first derivative, local minima and maxima are indicative of the
presence of edges. Let y = f(x) be a function of a density profile. The derivative
of f at point x can be expressed as follows:
f 0(x) = lim
h!0
f(x+ h)  f(x)
h
 f(x+ 1)  f(x) (h = 1) (5.3)
Therefore, the corresponding two-pixel edge detection mask is [-1, 1].
On the other hand, if a function has a derivative at a certain point, the right-
hand and left-hand derivatives are equal to the derivative at that point. Let f 0 (x)
be the left-hand derivative of f(x) at x and f 0+(x) be the right-hand derivative of
f(x) at the same point. Thus, the following equation can be obtained:
f 0(x) =
f 0 (x) + f
0
+(x)
2
=
limh!0
f(x) f(x h)
h
+ limh!0
f(x+h) f(x)
h
2
  1
2
f(x  1)  0f(x) + 1
2
f(x+ 1) (h = 1) (5.4)
This corresponds to a new edge detection mask with a combination of three
connected pixels [- 1
2
, 0, 1
2
] (centred about x ). Based on these masks, a new 3D
edge operator for use in the context of compression that only uses previously
encoded pixel data is developed. The masks for this operator are presented in
Figure 5.11.
5.2.2 Quantisation of the Angle
It is clear from the discussion in Section 5.2.1 that it is not appropriate to use a
fixed template to generate the input variables for the predictor. However, if the
template is rotated based on the edge normal, the pattern of the input variables
is consistent (see Figure 5.10). Rotation of the template in a continuous manner
is computationally intensive, as it is necessary to use 3D interpolation. Thus,
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Figure 5.11: The new 3D normal calculator for use in the context of compression
where pa = 1, pb = 0 and pc = 12 . (the centre point (in red) is the current pixel)
for the sake of simplicity, discrete orientations of the normal are used instead.
In the case of the XZ plane, a total of eight discrete orientations of the normal
are defined: 0o; 45o; 90o; 135o; 180o; 225o; 270o and 315o (see Figure 5.12). If the
actual angle is not equal to one of these eight angles, it is quantised to the nearest
one. Additionally, in order to avoid pixel scaling at 45o; 135o; 225o and 315o it is
necessary to develop an additional template for the normals in these directions.
Therefore, two template categories are defined in the XZ plane according to the
normal directions: one is along the axis and the other is at an angle of 45o to the
axis. The other templates in the top and bottom horizontal planes, illustrated in
Figure 5.12, are defined in a similar way and the full details of all the template
categories are presented in Table 5.3.
5.2.3 Model Determination
Once the normal has been determined, the predictors for each orientation are
generated based on the cube template. The cube template is chosen due to the
fact that it can give a consistent performance across different edge directions. A
template size of 5 pixels is used in the edge-based predictor so as to maximise
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Figure 5.12: A 3D representation of the full set of prediction templates used by
the proposed edge-based prediction method. The initial templates of T1, T2, T3
and T4 are at locations A, B, C and D respectively. The other templates are
generated from these initial templates using rotation and translation.
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Table 5.3: The specifications for the four template categories
Template
category
XZ plane
(x measured from positive x-axis
in the anti-clockwise direction)
Axis perpendicular to XZ plane
(y measured from positive y-axis
in the anti-clockwise direction)
T1
(x  22.5o or x  337.5o) or
(x  67.5o and x  112.5o) or
(x  157.5o and x  202.5o) or
(x  247.5o and x  292.5o)
(y  67.5o and y  112.5o) or
(y  247.5o and y  292.5o)
NA y  22.5oor y  337.5o
NA y  157.5o and y  202.5o
T2
(x > 22.5o and x < 67.5o) or
(x > 112.5o and x < 157.5o) or
(x > 202.5o and x < 247.5o) or
(x > 292.5o and x < 337.5o)
(y  67.5o and y  112.5o) or
(y  247.5o and y  292.5o)
T3
(x  22.5o or x  337.5o) or
(x  67.5o and x  112.5o) or
(x  157.5o and x  202.5o) or
(x  247.5o and x  292.5o)
(y > 22.5o and y < 67.5o) or
(y > 202.5o and y < 247.5o)
(x  22.5o or x  337.5o) or
(x  67.5o and x  112.5o) or
(x  157.5o and x  202.5o) or
(x  247.5o and x  292.5o)
(y > 112.5o and y < 157.5o) or
(y > 292.5o and y < 337.5o)
T4
(x > 22.5o and x < 67.5o) or
(x > 112.5o and x < 157.5o) or
(x > 202.5o and x < 247.5o) or
(x > 292.5o and x < 337.5o)
(y > 22.5o and y < 67.5o) or
(y > 202.5o and y < 247.5o)
(x > 22.5o and x < 67.5o) or
( x > 112.5o and x < 157.5o) or
(x > 202.5o and x < 247.5o) or
(x > 292.5o and x < 337.5o)
(y > 112.5o and y < 157.5o) or
(y > 292.5o and y < 337.5o)
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accuracy and minimise complexity. These edge predictors are generated based
on the same calculation process as described in Section 5.1.2. Consequently, the
adaptive model for the edge regions is:
M = fA;P fPT1; PT2; PT3; PT4gg (5.5)
where A is the specific angle and P is the corresponding predictor.
The process of edge predictor determination is implemented only once, and
the coefficients for each predictor are subsequently stored in the same manner as
the previous coefficients discussed in Section 5.1.2. Pre-storing these coefficients
in the compressed data can significantly improve the overall efficiency of the
technique.
The complete AAP model is developed by the combination of the interior-
based model and the edge-based model. Once this prediction model is created,
the encoding process can adaptively switch among these predictors based on the
surrounding region types. The decorrelated data is then sent for entropy coding.
5.3 Experiments and results
The initial evaluation of the proposed prediction model was conducted using
three randomly selected CTC data sets. These were the data sets 2, 3, and 10
(see Appendix A). The number of images per data set was 284, 289 and 259 and
the resolution of each slice was 512  512 pixels with 12 bits per pixel.
5.3.1 Qualitative Evaluation
To estimate the efficiency of the AAP model, this model was compared with two
of the best context-based prediction schemes that are currently available: MED
and GAP. The 3D version of JPEG-4 proposed by Ait-Aoudia et al. (2006) was
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also used in this comparison. The residual information was compared in order to
determine the performance of each prediction method.
Figure 5.13 shows the residual images produced by MED, 2D/3D GAP, 3D
JPEG-4 and the proposed prediction method. It can be clearly seen that the
proposed prediction method produces significantly less residual information than
the other prediction approaches.
5.3.2 Quantitative Evaluation
A quantitative analysis of the prediction techniques was also carried out. This
involved decorrelating the three test data sets using each of the five prediction
methods. Shannon Entropy (Shannon, 1948) is used as a measurement to quantify
the information remaining in a data set after decorrelation. A smaller residual
entropy indicates an improved level of decorrelation performance.
The resulting entropies are presented in Table 5.4. As seen in this table, the
AAP method achieves the lowest entropy with an average improvement of 15%
over MED and GAP 2D and of 7% over 3D JPEG-4 and GAP 3D. It is clear from
the experimental results that the predictor based on the 3D version significantly
outperforms the one used in 2D cases. The improvements in performance achieved
by 3D predictors can be attributed to the high level of similarity between adjacent
slices in a CTC data set. The 3D predictors have the ability to exploit the inter-
frame correlation to decorrelate the data set further. Additionally, the proposed
prediction method is not only taking advantage of this correlation to remove
the temporal redundancy but also using the segmentation technique to locally
optimise the prediction value. Thus, a better result is achieved by the proposed
prediction method compared to the other alternatives.
In addition, the compression technique proposed in this thesis is designed to
facilitate data delivery. The data is stored persistently on the server in compressed
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a) b)
c) d)
e) f)
Figure 5.13: Residue images of a CT image after different prediction methods.
a) original image, b) MED, c) 2D GAP, d) 3D GAP, e) 3D JPEG-4, and f) the
proposed prediction method (AAP).
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Table 5.4: Entropies of prediction residuals for MED, GAP, 3D JPEG-4 and AAP
models.
Data set
Entropies after prediction (bits per pixel)
MED GAP 2D 3D JPEG-4 GAP 3D AAP
2 5.89 5.86 5.36 5.35 4.85
3 6.43 6.37 5.88 5.86 5.52
10 6.47 6.47 5.97 5.94 5.56
form and has to be decompressed in a short time when the user requests to
download it. Since the compression process happens once only, there is no need
to be concerned with the encoding time. Based on this scenario, the proposed
prediction technique is asymmetric. The encoder can be slow, but the decoder has
to be fast. Most computationally intensive tasks, such as coefficient determination
using the LS method, are performed in the encoding stage. All the computed
results are stored as header information with the compressed data. Therefore,
subsequent decoding will directly generate the predictor for each region and avoid
the LS calculation. When determining the optimal template in Section 5.1.1, the
larger size of template provides a higher prediction accuracy. The complexity
of the prediction method was selected to give an efficient performance, which
maximises accuracy and minimises complexity.
5.4 Conclusion
In this chapter, a new prediction model for medical image compression is pre-
sented. This model is developed based on two modelling approaches to deal with
interior and edge regions separately. The first approach designed for interior re-
gions is based on the identification of an optimum template to generate an efficient
predictor. This predictor can achieve high prediction accuracy at a relatively low
computational cost. The second approach dealing with edge regions considers
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different edge directions. It rotates the prediction template to ensure a consistent
input pattern in the prediction model. This pattern makes the generation of an
optimised edge-based predictor feasible. The proposed prediction model contains
these two types of predictors and adaptively switches to the optimal predictor
according to the characteristics of the region being compressed. In order to il-
lustrate the validity of this prediction model, its decorrelation performance was
compared with current state-of-the-art prediction methods. The numerical re-
sults indicate that the proposed prediction model significantly outperforms the
set of alternatives that are currently available and is able to return consistent
decorrelated results when applied to medical image data. The next chapter dis-
cusses the combination of the proposed prediction model and an efficient entropy
coding technique to yield a complete compression scheme optimised for use with
abdominal CT data.
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Delivery Scheme Implementation and
Evaluation
One of the major contributions of this thesis is a novel compression scheme that
uses prior knowledge of anatomical information to improve the performance of
medical image compression. This scheme consists of an anatomy-based segmen-
tation process, an adaptive prediction model and an entropy coder. An outline
of the complete compression scheme (ALMIC) in terms of its encoding and de-
coding stages is illustrated in Figure 6.1. During the encoding stage, the original
data set is initially segmented into different anatomical regions and an optimised
predictor is subsequently generated for each region. The AAP model uses a series
of optimised predictors to decorrelate the data. The residual data is then sent
for entropy coding. The decoding process is the opposite of the encoding process.
However, due to the fact that the coefficients for each predictor have been stored
in the header within the compressed data, the prediction model can be generated
without significant computational cost. According to the type of the region asso-
ciated with the current pixel, the decoder switches to the corresponding predictor
to generate the predictive value. This value is added to the stored prediction error
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to reconstruct the original data. The anatomy-based segmentation and the adap-
tive prediction model are described in Chapters 4 and 5 respectively. This chapter
deals with the entropy coding component, with the aim of identifying an efficient
entropy coding technique to ultimately compress the residual data. Once the
complete compression scheme is generated, this technique is subsequently used
to develop an optimum solution for medical data delivery via the Internet. An
evaluation of both the compression and the delivery schemes is conducted on 20
CTC data sets.
Original
image
Anatomy-based
segmentation AAP
Entropy
coding
Entropy
decoding
Anatomy-based segmentation
& AAP
Original
image
Predicted
value
Predicted value
Prediction
error
Prediction error
Encoder
Decoder
Figure 6.1: The encoding and decoding processes of the ALMIC technique.
6.1 Lossless Compression Performance
Lossless compression is characterised by a reversible process where the decom-
pressed data is numerically identical to the original data. This type of technique
is preferred in the case of medical image compression due to the fact that the
loss of any diagnostic information in an image may lead to serious consequences,
such as misdiagnosis. Consequently, this section focuses on the evaluation of the
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lossless performance of the proposed compression method.
6.1.1 Data Description
The data sets used in this study were divided into two subsets: training data
sets and blind test data sets. The parameters for anatomical region segmentation
and the optimised template strategies for each anatomical region were identified
from the training data sets. In the final evaluation, the experiments were only
conducted on the test data sets in order to determine the true performance of the
compression scheme. Twenty CTC data sets were included in the test set. The
details of these data sets are provided in Appendix A.
6.1.2 Lossless Entropy Coding
The final stage of the compression scheme is to encode the residual data using
an entropy coder. With regard to entropy coding, the most representative loss-
less compression techniques are Huffman coding (Huffman, 1952), Lempel-Ziv-
77 (LZ77) (Lempel & Ziv, 1977) and Prediction with Partial Matching (PPM)
(Cleary & Witten, 1984). In this experiment, all of the above techniques were
evaluated using third-party implementation 1 2 3. The compression results using
these entropy coding techniques on the test data sets are shown in Table 6.1.
Note: The compression ratio = the original size / the size of the data set after
compression.
It is clear from this table that the performance of the PPM method is better
than the other three techniques in terms of the compression ratio achieved. This
achievement is mainly due to its use of an adaptive context model. The basic
1Huffman coding http://www.codeproject.com/
2LZ77 http://www.7-zip.org/
3PPM http://www.chilkatsoft.com/compression-java.asp
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Table 6.1: Compression ratio for each lossless compression method.
Data set Huffman coding LZMA PPMd
1 1.45 2.22 2.43
2 1.42 2.17 2.38
3 1.43 2.31 2.59
4 1.43 2.15 2.34
5 1.48 2.21 2.40
6 1.44 2.17 2.37
7 1.47 2.31 2.57
8 1.41 2.14 2.36
9 1.41 2.22 2.48
10 1.44 2.31 2.61
11 1.42 2.19 2.43
12 1.45 2.32 2.60
13 1.39 2.12 2.34
14 1.47 2.29 2.56
15 1.45 2.21 2.43
16 1.46 2.23 2.46
17 1.44 2.23 2.46
18 1.40 2.15 2.37
19 1.44 2.31 2.60
20 1.39 2.18 2.43
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principle of statistical data compression is that frequently occurring values are
replaced by a short code and less frequently occurring values are replaced with a
longer code. The general statistical data compression techniques, such as Huffman
coding, are based on a global distribution of probabilities for the input symbols.
The PPM technique assigns the probability of the current symbol based on the
previous context. The current symbol may have a high probability in a specific
context, but a low probability in the global distribution. Consequently, a shorter
code can be assigned to the current symbol using the PPM compression technique,
thus this technique improves the level of compression.
Based on this experimental result, the PPM technique is chosen for use as
the entropy coder in the ALMIC scheme. This is motivated by the fact that
this technique can achieve the highest compression ratio and as a result it can
maximise the entire compression performance.
6.1.3 Complete Lossless Performance
In order to illustrate the validity of the whole compression scheme, including the
data decorrelation and entropy coding stages, the compression results provided
by the proposed scheme were compared with those obtained by a number of alter-
native techniques, e.g. JPEG2000 and 3D-JPEG2000. The compression results
yielded by JPEG2000 and 3D-JPEG2000 techniques were obtained losslessly with
three levels of decomposition. The Kakadu JPEG2000 software development kit1
was used to implement the two compression techniques. The compression re-
sults obtained by the proposed compression scheme and alternative techniques
are presented in Table 6.2.
The results reported in this table show that the proposed method achieves
the highest compression ratio on all of the tested data sets with an average im-
1http://www.kakadusoftware.com/
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Table 6.2: Lossless compression results using various compression methods.
Data set
Compression method
JPEG2000 3D-JPEG2000 3D JPEG4+PPMd AAP +PPMd
Compression ratio (bits per pixel)
1 2.59 (6.18 bpp) 2.60 (6.16 bpp) 2.78 (5.76 bpp) 2.94 (5.43 bpp)
2 2.54 (6.30 bpp) 2.55 (6.28 bpp) 2.72 (5.89 bpp) 2.88 (5.55 bpp)
3 2.88 (5.55 bpp) 2.90 (5.52 bpp) 3.14 (5.09 bpp) 3.32 (4.82 bpp)
4 2.50 (6.39 bpp) 2.52 (6.35 bpp) 2.67 (6.00 bpp) 2.83 (5.65 bpp)
5 2.71 (5.90 bpp) 2.73 (5.85 bpp) 2.92 (5.48 bpp) 3.11 (5.15 bpp)
6 2.55 (6.27 bpp) 2.56 (6.24 bpp) 2.76 (5.79 bpp) 2.89 (5.53 bpp)
7 2.96 (5.40 bpp) 2.97 (5.39 bpp) 3.17 (5.05 bpp) 3.39 (4.72 bpp)
8 2.75 (5.82 bpp) 2.76 (5.79 bpp) 2.98 (5.38 bpp) 3.17 (5.05 bpp)
9 2.45 (6.52 bpp) 2.47 (6.49 bpp) 2.60 (6.16 bpp) 2.76 (5.80 bpp)
10 2.48 (6.44 bpp) 2.50 (6.41 bpp) 2.71 (5.90 bpp) 2.76 (5.80 bpp)
11 2.74 (5.85 bpp) 2.74 (5.84 bpp) 2.95 (5.43 bpp) 3.13 (5.12 bpp)
12 3.00 (5.34 bpp) 3.01 (5.31 bpp) 3.25 (4.93 bpp) 3.48 (4.60 bpp)
13 2.58 (6.21 bpp) 2.59 (6.18 bpp) 2.79 (5.73 bpp) 2.94 (5.45 bpp)
14 2.79 (5.74 bpp) 2.80 (5.72 bpp) 3.00 (5.33 bpp) 3.19 (5.03 bpp)
15 2.63 (6.07 bpp) 2.65 (6.05 bpp) 2.83 (5.65 bpp) 3.00 (5.34 bpp)
16 2.66 (6.02 bpp) 2.67 (6.00 bpp) 2.86 (5.60 bpp) 3.03 (5.29 bpp)
17 2.62 (6.10 bpp) 2.64 (6.07 bpp) 2.83 (5.65 bpp) 2.98 (5.38 bpp)
18 2.59 (6.18 bpp) 2.60 (6.15 bpp) 2.78 (5.76 bpp) 2.97 (5.40 bpp)
19 2.96 (5.40 bpp) 2.98 (5.37 bpp) 3.23 (4.95 bpp) 3.44 (4.66 bpp)
20 2.77 (5.77 bpp) 2.79 (5.72 bpp) 3.00 (5.33 bpp) 3.19 (5.03 bpp)
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provement of 12% over JPEG2000 and 3D-JPEG2000, and 6% over the stan-
dard 3D-JPEG4+PPMd method. Even though the 3D-JPEG2000 and the 3D-
JPEG4+PPMd methods exploit the correlation between slices, they cannot com-
press edge regions efficiently. These techniques perform poorly in the case of
medical images due to the fact that a high number of edges are present.
The proposed compression scheme incorporates a novel edge-based prediction
method to deal specifically with the PVE regions in the medical image data sets.
This predictor has been shown to be quite effective in reducing the amount of
residual information associated with edges (Min & Sadleir, 2012). The remaining
regions are decorrelated by a series of optimised predictors. Facilitated by the
proposed prediction model, PPMd achieves a better compression performance in
comparison to alternative techniques that were tested in the experiment.
6.2 Delivery Scheme
This section evaluates the proposed compression method used in the remote ac-
cess CTC scenario. To achieve this, the compression method has been incorpo-
rated into a CTC data delivery scheme. There are two issues which need to be
considered with regard to efficient delivery over the Internet: one is download
time, another is decompression time. In order to reduce download time, the data
set must be compressed. The compressed data set is stored permanently on the
server and, since the compression process happens only once, it is not necessary
to be concerned about the compression time. However, the decompression time
is important in a delivery scheme due to the fact that a long decompression stage
will negate the benefits of compression. The proposed compression method is de-
veloped based on a compromise between compression ratio and coding efficiency.
Therefore, it should be feasible for use in a delivery scheme. In order to test this
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hypothesis, a series of experiments were carried out to determine the performance
of the proposed compression method when used to facilitate data delivery.
6.2.1 Experimental Environment
The experimental environment is shown in Figure 6.2, and consists of: a server,
a client and an IEEE 802.11g router. A Belkin N Wireless Router is used to
provide the local network. The maximum network data transfer rate provided
by this router is 300 Mbps. This rate is sufficient for the experiments that are
carried out. The details of the machines used in the experiment are shown in
Table 6.3.
Router
Server (sending data) Client(receiving data)
192.168.2.1 192.168.2.3192.168.2.2
Figure 6.2: Overview of the experimental testbed for modelling the network en-
vironment.
Table 6.3: The details of equipment used in the experiments.
Client
CPU Intel(R) Core(TM)2 Quad Q6600 @ 2.40GHz 2.39 GHz
Memory 3.00 GB
Operating System Windows Vista 32-bit
Server
CPU Intel(R) Core(TM) i3 CPU @ 2.27GHz 2.27GHz
Memory 2.00 GB
Operating System Windows 7 32-bit
Router
Brand Belkin
Model F5D8233-4v3
Network Data Transfer Rate 300 Megabits per Second (Mbps)
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6.2.2 Description of the Experiment
All the programs in this experiment were written using Java with the exception
of the implementation of the PPMd algorithm which was written in C. The server
program is responsible for sending data at a certain rate and the client program is
used to download and decompress the data set. The downloading and decompres-
sion processes are implemented in parallel on the client side in order to provide
an optimised solution for data delivery. A Java applet is used as the Web-based
client application in this experiment as it has the required level of accessibility,
functionality and connectivity. In addition, in order to observe the performance of
the proposed delivery scheme at a certain connection rate, a bandwidth monitor
was installed on the client computer to measure the simulated connection speed
between the server and the client programs. According to the reported connection
speed, the server updated the sending rate in order to simulate different network
connections. Therefore, a quantitative evaluation of the delivery scheme when
used in conjunction with a range of connection speeds can be achieved.
6.2.3 Experiments and Results
Figure 6.3 depicts the performance of two data delivery schemes. One is the
proposed delivery scheme that transmits the precompressed data set. The other
is the general delivery scheme that transmits the uncompressed data set. These
schemes were tested using different connection speeds ranging from 1 Mbps to 48
Mbps.
As shown in Figure 6.3, the delivery time for transmitting the data set to
the client is mainly influenced by the connection speed. It is evident that the
delivery of compressed data is much faster than delivering uncompressed data at
most connection speeds. In the region between the dotted vertical lines which
represents typical connection speeds in Ireland, the proposed scheme can reduce
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Figure 6.3: Performance of the delivery time for data set 1 over a range of different
connection speeds.
delivery time by more than half of the original download time. As the connec-
tion speed increases, the benefit associated with using the proposed technique is
reduced. The explanation of these results is that increasing the connection speed
can reduce the download time, but the decompression time is constant. In the
current implementation, the decompression time is 33 seconds for data set 1 and
the download time for the uncompressed data set is less than 33 seconds when the
connection speed is above 38 Mbps. In this case, the proposed delivery scheme is
not valid as the decompression time is longer than the transmission time of the
uncompressed data set.
However, it should be noted that the current implementation of the proposed
technique is based on a low-cost PC platform. With an improvement in the
hardware, the decompression time will be reduced, thus the proposed technique
will be valid for even higher connection speeds.
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In addition, according to a report by IrelandOﬄine 1, the typical download
speed currently available in Ireland is 8.32 Mbps. As can be seen in Figure 6.3, the
proposed scheme reduces the delivery time by nearly two thirds when compared
with the original download time at this speed. These results indicate that the
proposed technique provides a significant improvement over uncompressed deliv-
ery for the transmission of medical image data over the Internet, thus confirming
that the previous hypothesis is true.
It should be noted that the experiments were carried out in a simulated en-
vironment where a router connects a client and a server to create a lossless com-
munication network. Real-world networks are much more complicated and they
introduce delays and errors due to the round-trip time across the network (la-
tency), packet loss, and jitter (Lundgren, 2002). However, this thesis focuses on
compression, and the experimental results tested on the simple network demon-
strate that the proposed compression technique can reduce transmission time,
thus confirming its validity.
6.3 Discussion
The delivery scheme, developed based on the proposed compression technique,
has been proven to be efficient in the transmission of CTC data sets. However,
there is scope for further improvement of this scheme by optimising the template
size based on the transmission speed and by using scalable compression.
6.3.1 Template Optimisation
A shorter delivery time can be achieved by optimising the template size. The
current template sizes for each region are visually selected in Chapter 5. This
1http://irelandoffline.org/2012/06/quarterly-report-q2-2012/
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selection is based on a compromise between the compression efficiency and the de-
compression speed. Consequently, the proposed compression method can achieve
a high compression ratio as well as a short decompression time. In order to
maximise the benefit of this compression method in the delivery scheme, the fac-
tor of the transmission rate should also be considered. This is due to the fact
that the delivery scheme is most efficient when the decompression rate equals
the transmission rate. The validation of this argument is provided below. Based
on the current implementation, the decompression rate is 11.92 Mbps. In the
case of the typical transmission rate in Ireland (8.32 Mbps), the decompression
rate is higher than the transmission rate, which means the final delivery time
is determined by the download time. Thus, it is possible to increase the tem-
plate size to obtain further compression gains, which, in turn, leads to a shorter
download time. When the decompression rate approaches the same level as the
current transmission rate, the delivery scheme reaches optimum performance at
that transmission rate. If the decompression rate reduces further, the decompres-
sion time will be longer than the transmission time, which negates the benefits of
a short transmission time. Therefore, optimum delivery performance is achieved
when the decompression rate equals the transmission rate. It should be noted
that the decompression rate is mainly determined by the template size: the larger
the template size, the lower the decompression rate. Consequently, the template
size should be adaptively changed according to the transmission rate so as to
achieve optimal delivery performance. In order to deduce the optimum template
sizes for a range of transmission rates, a quantitative evaluation of the delivery
time yielded by the proposed scheme in conjunction with different template sizes
has been carried out.
Table 6.4 describes the delivery performance in the case of different template
sizes. Three cases are evaluated. The first case uses the template size of 5 (low
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compression ratio, but fast decompression speed). The second case applies the
current version of the template used for compression. The third case uses the
template size of 13 (high compression ratio, but low decompression speed). As
shown in the Table, the larger template size generates a higher compression ra-
tio. However, it is clear that the high compression ratio does not provide a short
delivery time, due to the fact that a high compression ratio usually indicates high
computational complexity. This high complexity leads to a long decompression
stage, which significantly degrades the delivery performance at a high transmis-
sion rate. This can be seen in case 3, the outcome of which is poor performance at
a high transmission rate. In addition, due to the tested transmission rates being
higher than or equal to the decompression rate, case 3 has a constant delivery
time, which equals the decompression time. On the other hand, although case 1
produces the lowest compression ratio among the three cases, it still achieves the
shortest delivery time in the case of a high connection speed. This experimental
data confirms that use of the optimised template can improve the delivery per-
formance of the proposed scheme. Therefore, a further reduction of the delivery
time can be achieved by adaptively changing the size of template.
6.3.2 Scalable Compression
The evaluation of the scalable compression of the proposed method is based
on a recent study by Kim et al. (2011). The study has demonstrated that an
improvement in the compressibility of medical image data could be achieved by
removal of the area outside the body. This functionality can be incorporated into
the proposed technique in order to improve the achievable level of compression.
Figure 6.4 presents the compression results for both cases i.e. with and without
the detail outside the patient.
It is evident that the application of this enhanced version of the proposed
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method can significantly improve compression results and achieve an average im-
provement of 85% over methods which retain the area outside the body. However,
this improvement is only achievable when it is acceptable to discard the data out-
side of the patient. In the CTC training scenario, it is important to retain all
the information in the images. This is due to the fact that some novices are
not familiar with CT images. The additional information, such as the scanning
table, can provide trainees with an indication of the position of the patient in
the CT images. This makes it easier for trainees to understand the anatomical
relationships in sagittal, axial and coronal planes. This observation is supported
by the Royal Australian and New Zealand College of Radiologists that all the in-
formation in the CT images should be provided during CTC training (RANZCR,
2012).
However, this enhanced version of the proposed method may be applicable in
clinical scenarios due to the fact that radiologists proficient in CTC are sufficiently
familiar with the anatomical structure on CT images. Therefore, the removal of
data that is not of diagnostic significance is acceptable. The removal of the
information outside the patient offers a further improvement in the transmission
capacity of the proposed scheme. For example, if transmitting a 200 MB CTC
data set at the typical network speed in Ireland, the delivery times using the
uncompressed method, the optimised version of the proposed scheme and the
enhanced version of the proposed scheme which includes scalable compression are
142 seconds, 56 seconds and 35 seconds respectively. It is clear that this enhanced
version of the proposed method significantly improves the delivery performance by
reducing the original download time by nearly 75%, and the optimised delivery
time by 40%. More importantly, this level of performance has been achieved
without compromising the patient data.
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6.3.3 Transmission Optimisation
Progressive image transmission (PIT) is a potential technique to accelerate the
data delivery process. It initially sends a coarse version of the original image
and then refines the initial image by increasing the level of detail progressively.
This approach can help to reduce the latency when transmitting a large amount
of image data via a low speed connection. In order to apply this technique in
the proposed method, the predictive error needs to be quantified into different
levels. This would allow the most significant errors to be quickly transmitted to
the client for fast reconstruction of a rough approximation of the image. More
image details could then be obtained by subsequent transmission of less significant
errors and the original image could ultimately be reconstructed if all of the data
is transmitted to the client.
Although this technique is attractive, it cannot work in the training scenario.
As discussed in Chapter 1, the whole data set must be completely downloaded to
the client in order to provide a short response time for client-side operations and to
facilitate the recording of the training time for each session. Therefore, the CTC
interpretation will not be started until all the CTC data has been downloaded and
in this case, progressive image transmission cannot help to reduce the delivery
time.
6.4 Conclusion
In this chapter, a novel lossless 3D compression scheme (ALMIC) which com-
bines an adaptive prediction model and an efficient entropy coding technique is
presented. The main emphasis of this chapter was placed on the performance
evaluation of the ALMIC scheme. To achieve this, the ALMIC scheme has been
tested with 20 blind CTC data sets. The experimental data indicates that the
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ALMIC scheme significantly outperforms the standard image compression tech-
niques with an average improvement of 12% over JPEG2000 and 3D JPEG2000.
Based on this result, it is expected that similar levels of compression can be
achieved by applying ALMIC to medical images associated with other areas of
the human body.
Another objective of this chapter was to integrate the ALMIC method into
a delivery scheme in order to achieve a short transmission time. The validity
of the proposed delivery scheme is illustrated by comparing the delivery of an
uncompressed data set and precompressed data set using a range of connection
speeds. The numerical results indicate that the proposed delivery scheme reduces
the delivery time by nearly two thirds in the case of the typical connection speed
in Ireland, thus confirming the feasibility of the technique when applied to the
remote access CTC scenario.
Some potential still exists for further improvements in the current version of
the delivery scheme, which can be achieved by adaptively changing the template
size in response to the connection speed and removal of the information outside
the patient (if acceptable). Integration of these improvements into the existing
scheme permits an even higher transmission speed for CTC data set delivery.
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System integration
The main aim of this thesis is to develop a framework for remote access CTC
training in order to provide a straightforward and cost-effective training expe-
rience. Two challenges associated with the development of this framework have
been addressed using an improved volume rendering technique and a novel lossless
compression approach. Integration of the developed volume rendering technique
and compression approach into the framework can significantly minimise the la-
tency times for data visualisation and data delivery.
The purpose of this chapter is to discuss the whole framework for remote
access CTC training in terms of functionality and feasibility. The details of
each integrated component are described and an initial implementation of the
framework is also presented.
7.1 The Proposed Framework for Remote Access
CTC Training
As previously outlined in Chapter 1, there are two requirements for providing
adequate CTC training, namely a simulated clinical environment and training
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feedback. The proposed framework for remote access CTC training, which is
presented in Figure 7.1, attempts to satisfy both of these requirements. This
framework mainly focuses on the client-side components, i.e. data connection,
image analysis/interpretation functionality and training feedback.
7.1.1 Data Connection
When launching the CTC training system, the first task is to download the rel-
evant data set to the client. As shown in Chapter 6, an efficient data delivery
scheme has been developed based on the ALMIC approach which is designed
for fast decompression. However, as compression may be time-consuming, all
the data sets are precompressed and stored on the server. Once a client makes a
request to download a data set, the compressed version of the data set is transmit-
ted to the client. The downloading and decompression are performed in parallel
in order to optimise the delivery procedure. The experimental results presented
in Chapter 6 indicate that the proposed delivery scheme significantly reduces
transmission time in the case of a very slow connection.
7.1.2 Functionality Provided by the Framework
Once the download and decompression are complete, the first slice in the data
set is automatically displayed on the screen. The user can then use 2D and 3D
tools to assist in the interpretation and analysis of the downloaded data set.
The essential 2D interpretation functions include windowing and magnifica-
tion. Windowing is a useful tool for the enhanced visualisation of particular
anatomical structures in the image. A specific range of object densities can be
viewed with a window centre and a window width. Another post-processing func-
tion, image magnification, can be used to see the fine detail in the image.
Both surface rendering and volume rendering are incorporated in the proposed
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framework for 3D visualisation of the colonic surface. Surface rendering can be
used as a primary 3D interpretation tool to detect potential abnormalities, and a
further study of the detected abnormalities can be carried out using volume ren-
dering. The combination of these two 3D functions can provide some additional
information which has the potential to increase the diagnostic accuracy of CTC.
In the case of surface rendering, the extraction of the isosurface from a volumetric
data set is performed using a modified version of the Marching cubes algorithm
(Lorensen & Cline, 1987), and this process is implemented once only. Subse-
quently, the information pertaining to the vertices and the normals are stored
on the server. Therefore, the client only needs to generate a 3D model accord-
ing to the existing vertices and normals, instead of implementing the whole 3D
reconstruction algorithm. Consequently, a fast visualisation of the whole colon
can be achieved using the surface rendering technique. A useful interpretation
tool, virtual fly-through, is implemented based on this rendering technique. It
allows the camera to move along a predefined path within the colon. This path
is commonly referred to as the colon centreline. The trainee can easily observe
the inner wall of the colon with the sequential movement of the camera. This
function can facilitate the detection of potential abnormalities. Once the poten-
tial abnormalities are detected, a further study of the tissues beneath the colon
wall can be achieved using volume rendering. This technique can help trainees
to distinguish between benign and malignant lesions based on the volumetric in-
formation. However, one of the main disadvantages of this technique resides in
its high computational complexity. This problem is addressed by the efficient
volume rendering technique which is presented in Chapter 3. Inclusion of this
technique in the complete framework facilitates real-time rendering performance
on a low-cost PC platform.
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7.1.3 Feedback
One of the important components of this framework is feedback provision. This
feedback aims to help trainees to avoid repeating the same mistakes and improve
sensitivity in subsequent training sessions. Hodder et al. (1989) demonstrate
that immediate and specific feedback can improve learning outcomes for medical
students. Consequently, the developed training system is designed to support this
feedback strategy. During the training process, the trainee is initially blinded to
the training case and performs an interpretation using 2D/3D tools. Once the
interpretation of a particular CTC data set has been completed, the findings
are sent to the server. These findings are automatically evaluated based on the
relevant gold standard and feedback for this session is immediately sent back to
the trainee. In order to provide specific feedback, some explanations on false-
negative or false-positive polyps and the teaching points associated with the case
will be ultimately displayed on the client side. This specific feedback and remedial
instruction make the training more effective (Rolfe & Sanson-Fisher, 2002). This
proposed training strategy corresponds to the suggestion by most CTC experts
as discussed in Chapter 1.
7.2 Implementation
The initial implementation of the proposed framework for the remote access CTC
training system was achieved using Java. A Java applet is used as the client ap-
plication. This is motivated by the fact that, using this application, the system
can be distributed via the Internet and deployed across a range of different plat-
forms, thereby providing a high level of usability. Each of the components that
make up the proposed framework are presented in Appendix B.
This system has been evaluated by a person familiar with CTC. This person
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confirmed that the navigation, magnification and windowing functionalities were
equivalent to that on a clinical workstation. The only feature that was different
to clinical software was the custom volume rendering technique. This technique
was fully evaluated in Chapter 3 and the result of this evaluation shows that
the proposed volume rendering technique can achieve a level of polyp detection
sensitivity comparable to that achieved using the VTK. Thus, it can be concluded
that the developed system is capable of providing all necessary functionalities in
terms of CTC interpretation and its performance is comparable to the industry
standard. Combining these interpretation tools with feedback provision results
in a remote access CTC training system that is comparable to the CTC software
used in a clinical environment.
7.3 Conclusion
This chapter presents an integrated framework for remote access CTC training
and demonstrates its feasibility for providing such training. The framework in-
corporates an efficient data delivery scheme to reduce the time required for data
transmission significantly. Thus, the training is more efficient due to the fact that
the trainee does not have to wait for a long time to receive the data. The frame-
work also provides a range of 2D/3D features to facilitate image interpretation.
One of the most important features is volume rendering. This feature allows the
trainee to further analyse the detected abnormalities, which has the potential
for increasing diagnostic accuracy and reducing the number of false positives.
The final phase of training is to provide feedback related to the trainees’s per-
formance. This information has the potential to make the training more efficient
and effective.
Based on the initial implementation using Java, it can be concluded that the
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proposed framework is capable of providing CTC training in a remotely-accessible
fashion. This training system has a short delivery time and comprehensive 3D
visualisation features and more importantly, it is able to achieve a high level
of performance even in the case of low-cost PC platforms with low-speed data
connections.
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Conclusions and Future Work
The aim of this research has been to develop a new framework to facilitate remote
access CTC training. The motivation for this research is derived from the fact
that current insufficient training resources and a shortage of CTC experts sig-
nificantly restrict the clinical use of CTC. A remote access CTC training system
would offer a promising solution to this issue. Such a system could provide remote
access to the training material as well as automatic evaluation of reader perfor-
mance. Utilisation of such a training system would greatly reduce the difficulties
associated with CTC accreditation.
In order to provide CTC training in a remotely-accessible fashion, two chal-
lenges have to be addressed: the implementation of fast software-based volume
rendering and the development of an efficient data delivery scheme. The research
presented in this thesis has led to novel approaches to tackle these issues.
The first challenge is addressed by the development of a new volume ren-
dering technique. Due to the intensive computation involved, volume rendering
algorithms can be extremely slow; a lot of previous work has been directed toward
using hardware acceleration techniques to improve the efficiency of volume ren-
dering. Clearly, the hardware-based acceleration techniques are not applicable in
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the case of a standard PC platform. Chapter 3 presents a purely software-based
approach in order to increase accessibility to volume rendering. Experimental
results confirm that real-time volume rendering can be achieved on a low-cost PC
platform using the proposed technique.
The challenge associated with data delivery is addressed by a novel anatomy-
based lossless medical image compression technique (referred to as ALMIC). As
indicated in the literature review detailed in Chapter 2, most of the existing
image compression methods are designed for use with natural images. In the
vast majority of the cases, the characteristics of medical images have not been
used to improve the level of compression that can be achieved. The proposed
technique utilises anatomical features to provide better medical image compres-
sion performance. The experimental results indicate that the proposed technique
significantly outperforms general purpose methods that are designed for natu-
ral image compression. An optimum solution for medical image data delivery is
subsequently developed based on the ALMIC approach. The proposed delivery
scheme can greatly reduce the transmission time particularly in the case of a low
connection speed. Thus, a shorter delivery time is achievable using the proposed
scheme.
Addressing these challenges has led to a number of research contributions.
These contributions are summarised in Section 8.1 and potential future research
directions are outlined in Section 8.2.
8.1 Research Contributions
This thesis deals with two challenges related to remote access CTC. For each
challenge, a novel solution is proposed, evaluated through real experimentation,
and then validated by the results from these experiments. Major and minor
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contributions of this research are summarised in the following sections.
8.1.1 Major Contributions
 Real-time software-based volume rendering
The first major contribution of this research is the development of a real-time
software-based volume rendering technique. In order to improve rendering effi-
ciency, a series of acceleration techniques are proposed, such as rendering with a
subvolume and optimised trilinear interpolation. The proposed volume rendering
technique incorporates these acceleration methods to improve the performance of
the rendering process. Results show conclusively that the proposed volume ren-
dering technique can achieve real-time performance on a low-cost PC platform.
The quality of the rendering results generated by the proposed technique has
been verified by visualising a large range of polyp sizes. Even small polyps can
be easily seen in the rendered images, thus confirming the diagnostic validity of
the proposed technique. Other air-filled body parts, such as the lungs and the
stomach, have similar characteristics to the colon. Therefore, use of the proposed
technique is feasible in these scenarios and, in each case, it should be possible to
visualise the data on a low-cost PC platform.
 Anatomy-based lossless medical image compression
The second major contribution of this research is the development of an
anatomy-based lossless medical image compression method. The novelty of this
technique consists of a ‘divide and conquer’ approach to divide the original med-
ical data set into specific anatomical regions which are then compressed sepa-
rately. Therefore, the first task of this technique is to automatically identify each
region in the CTC data set. Identification of the specific anatomical regions is
a complex task since the density characteristics of these organs are similar and
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consequently a simple density-based segmentation method is not adequate. To
tackle this problem, anatomical features are employed to guide the segmentation
process in order to improve segmentation accuracy. A tailored version of this
segmentation method is then developed for use in the preprocessing stage of the
compression technique. Based on the segmentation result, a series of predictors
optimised for each anatomical region can be generated. The combination of this
prediction model and an efficient entropy coding technique ultimately creates the
ALMIC scheme. The experimental results indicate that the proposed technique
can provide an average improvement of 12% over JPEG2000 and 3D-JPEG2000
in terms of compression ratio. The proposed compression scheme is designed for
use with abdominal CT data sets. However, the segmentation model can be ex-
tended beyond the abdomen and it is expected that similar levels of compression
can be achieved by applying the proposed technique to other parts of the human
body and to medical images obtained by modalities other than CT.
In order to reduce the time for the transmission of CTC data sets, the ALMIC
technique is integrated into a delivery scheme. This scheme transmits the pre-
compressed data set and implements decompression in parallel. The proposed
delivery solution can reduce the original download time by 65% at the typical
connection speed available in Ireland. Further improvements can be achieved by
optimising the template size based on connection speeds and removing the infor-
mation associated with the scanning table and the patients’ clothing. Integration
of these improvements into the proposed scheme would result in the achievement
of an even higher transmission speed for the delivery of CTC data sets.
Considering the large size of medical image data sets, there is a clear need
for an efficient delivery scheme to provide fast access to image data. The pro-
posed scheme meets this need and has the potential to bring about significant
improvements in productivity in a teleradiology environment.
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8.1.2 Minor Contributions
A number of minor contributions have resulted from the development of the
CTC training framework documented in this thesis. They can be summarised as
follows:
 A new edge-based prediction method: This method is designed for
use with PVE regions and demonstrates a high level of prediction accuracy
in the case of CTC data sets. This method is also applicable in the case of
other body parts and other modalities.
 A new trilinear interpolation operator: This operator has a low com-
putational cost and can be used in a range of potential application areas,
including general volume rendering, surface reconstruction and 3D image
registration. Integration of the new trilinear interpolation method has the
potential to reduce the computational complexity significantly and improve
the overall efficiency of these applications.
 The incorporation of previously documented contributions into a
comprehensive framework for remote access CTC training: This
framework has a short delivery time, a comprehensive set of visualisation
tools and the ability to run on low-cost PC platforms with low-speed con-
nections. It can be expected that the utilisation of such a CTC training
system will improve the uptake of CTC in clinical settings. Increasing the
availability of CTC has the potential to increase the number of patients ben-
efitting from CTC and this in turn has the potential to reduce the mortality
rates associated with CRC.
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8.2 Future Work
There is a great deal of potential for future work in the area of remote access CTC
frameworks. Some of the main areas that warrant further research are outlined
below.
1. The proposed compression scheme only integrates two major stages: decor-
relation and entropy coding. The compression result may potentially be
improved further by introducing a context model for reducing the predic-
tion error. Some studies (Ramabadran & Chen, 1992; Wu & Memon, 1997)
have shown that the utilisation of a context model after the decorrelation
stage in combination with an arithmetic entropy coder could significantly
increase the compression ratio. However, current context models have a
high computational cost that results in a long decompression time. Clearly,
they are not applicable in the delivery scenario presented in this thesis. Fu-
ture work could involve the development of a compression technique that
combines a prediction model, an efficient context modelling method and an
arithmetic encoder.
2. In this research, the edge-based predictor is designed for use in the PVE
regions. It adaptively rotates the prediction template so that it is opti-
mally aligned with the PVE boundary. This allows the predictor to make
an accurate prediction. However, the PVE regions have a common density
profile along the normal direction which can be utilised to improve predic-
tion accuracy. Further research could involve investigation of the benefit
associated with the inclusion of a profile-based prediction method to deal
with PVE regions.
3. The validity of the ALMIC scheme is illustrated in the case of abdominal
CT images. However, it is possible to apply ALMIC to images generated by
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a range of modalities, e.g. MR and PET. In addition, it is also potentially
useful in the compression of image data associated with other body parts.
Further analysis of ALMIC when applied to these scenarios has the potential
to generate a unified compression solution for the entire human body.
4. Considerable effort has been devoted to the development of acceleration
techniques for software-based volume rendering. Hardware acceleration is
another research direction that has led to volume rendering techniques that
improve rendering performance. Kruger & Westermann (2003) have imple-
mented a ray casting algorithm on the GPU which achieved a 50% improve-
ment in efficiency over standard ray casting, thus demonstrating that there
is great potential to further improve the performance of volume render-
ing using GPU-based acceleration methods. The current implementation
of the proposed volume rendering technique, which is based on a non-GPU
approach, is able to achieve real-time performance without any loss of image
quality. Since more than 90% of machines currently in use are equipped with
GPUs (Fresse et al., 2010), further improvement of the proposed technique
in terms of increasing the frame rate and enlarging the size of the render-
ing subvolume can be achieved by taking advantage of graphics hardware
acceleration.
5. In the process of CTC interpretation, a range of tools can be used to im-
prove the accuracy and efficiency of polyp detection. These tools include
computer-aided detection (Yoshida & Nappi, 2001), fecal tagging (Thomeer
et al., 2003) and intra-patient supine-prone colon registration (Acar et al.,
2001). Therefore, these features could be integrated into the existing frame-
work in order to assist trainees in making a timely and accurate interpre-
tation, thereby enhancing their learning experience.
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6. At the time of writing, there is still no consensus on a strategy for CTC
training. Although some radiology organisations recommend that 50 to 100
cases should be used, a recent study by Liedenbaum et al. (2011) suggests
that novice readers are only able to demonstrate the same sensitivity as
experienced readers after studying an average of 164 CTC training cases.
This significant discrepancy in the number of studies required for CTC
necessitates further investigation. Utilisation of the proposed system can
provide a straightforward and cost-effective way to identify an optimum
number of cases required for CTC training.
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Appendix A: Description of the Data
Used for Development and Testing
This appendix provides a detailed description of the CTC data that was used for
the development, training and evaluation of the compression and volume render-
ing techniques outlined in this thesis. The data was obtained from the Depart-
ment of Radiology at the Mater Misericordiae University Hospital in Dublin. A
complete description of these data sets is provided in Table 2 and an explanation
of the abbreviations used in Table 2 is presented in Table 1 below.
Table 1: An explanation of the abbreviations used in Table 2.
Abbreviation Meaning
VRTe volume rendering testing
STr segmentation training
STe segmentation testing
TTr template training
PTe prediction testing
CTe compression testing
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Table 2: Details of the CTC data sets used in this thesis.
Data set Patient position 3D dimension Bit/pixel Size Used for
1 Supine 512  512  246 12 125,952 KB CTe, STe
2 Supine 512  512  284 12 145,408 KB CTe, STe, PTe
3 Supine 512  512  289 12 147,968 KB CTe, PTe, VRTe
4 Supine 512  512  295 12 151,040 KB CTe, VRTe
5 Supine 512  512  266 12 136,192 KB CTe
6 Supine 512  512  267 12 136,704 KB CTe
7 Supine 512  512  261 12 133,632 KB CTe
8 Supine 512  512  303 12 146,944 KB CTe
9 Supine 512  512  248 12 126,976 KB CTe
10 Supine 512  512  259 12 132,608 KB CTe, PTe
11 Prone 512  512  238 12 121,856 KB CTe, STe
12 Prone 512  512  245 12 125,440 KB CTe
13 Prone 512  512  303 12 155,136 KB CTe
14 Prone 512  512  233 12 119,296 KB CTe
15 Prone 512  512  282 12 144,384 KB CTe
16 Prone 512  512  273 12 139,776 KB CTe
17 Prone 512  512  303 12 155,136 KB CTe
18 Prone 512  512  279 12 142,848 KB CTe
19 Prone 512  512  266 12 136,192 KB CTe
20 Prone 512  512  284 12 145,408 KB CTe
21 Supine 512  512  249 12 127,488KB STr, TTr, VRTe
22 Supine 512  512  281 12 143,872KB STr, TTr, VRTe
23 Supine 512  512  251 12 128,512KB STr, TTr
24 Supine 512  512  252 12 129,024KB STr, TTr
25 Supine 512  512  248 12 126,976KB STr, TTr
26 Supine 512  512  220 12 112,640KB STr, TTr
27 Supine 512  512  220 12 112,640KB STr, TTr
28 Supine 512  512  266 12 136,192KB STr, TTr
29 Supine 512  512  245 12 125,440KB STr, TTr
30 Supine 512  512  287 12 146,944KB STr, TTr
31 Supine 512  512  240 12 122,880KB STr, TTr
32 Supine 512  512  317 12 162,304KB STr, TTr
33 Supine 512  512  239 12 122,368KB STr, TTr
34 Supine 512  512  267 12 136,704KB STr, TTr
35 Prone 512  512  267 12 136,704KB STr, TTr
36 Prone 512  512  302 12 154,624KB STr, TTr
37 Prone 512  512  273 12 139,776KB STr, TTr
38 Prone 512  512  275 12 140,800KB STr, TTr
39 Prone 512  512  282 12 144,385KB STr, TTr
40 Prone 512  512  266 12 136,193KB STr, TTr, VRTe
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Appendix B: Overview of the
Implemented System
Navigation
1.
2.
4.
3.
Figure 1: The four methods provided for navigating through the slices in a data
set: slider-based navigation, previous and next buttons, arrow keys and scroll
wheel.
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Magnification
Figure 2: Control over the magnification of a slice using the zoom in, zoom out
and reset buttons.
Reformatted Images (Axial, Sagittal and Coronal)
Figure 3: The three types of images provided by the system: axial, sagittal and
coronal images. In this figure, an axial image is displayed on the left and a sagittal
image is displayed on the right side.
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Windowing
Figure 4: A windowed image where the following settings have been used: window
centre, 300 HU; window width, 200 HU.
Volume rendering
Move forward
or backward
Rotate the 3-D view
_
-
+
=
Figure 5: Perspective volume rendering of a region of interest. This 3D model
can be rotated as follows: the plus key moves the viewpoint forward, the minus
key moves the viewpoint backward and the arrow keys rotate the 3D model.
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Surface rendering
Figure 6: A surface rendering of the entire colon which can be controlled by the
user via the mouse.
Fly-through
Figure 7: A single frame of fly-through within the surface rendered model of the
colon.
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Flagging a potential polyp
Figure 8: The tool for flagging a potential polyp. This tool allows a polyp size,
a polyp type and a confidence value to be specified.
Evaluation panel
Figure 9: Automatic evaluation of the submitted findings based on the gold
standard and presentation of the correct diagnosis.
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