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STRICHARTZ ESTIMATES FOR CONVEX CO-COMPACT
HYPERBOLIC SURFACES
JIAN WANG
Abstract. Using recent work of Bourgain–Dyatlov [BoDy] we show that for any
convex co-compact hyperbolic surface Strichartz estimates for the Schro¨dinger equa-
tion hold with an arbitrarily small loss of regularity.
1. introduction
In a recent paper [BoDy], Bourgain–Dyatlov showed that any convex co-compact
hyperbolic surface enjoys a resonance free strip with corresponding polynomial bounds
on the resolvent. As is well know (see Datchev [Da]) such estimates imply local smooth-
ing with logarithmic loss of regularity. Using the procedure going back to the work of
Staffilani-Tataru [StTa] we show that this implies Strichartz estimates with an arbi-
trarily small loss of regularity.
In the case of quotients for which the limit set has dimension δ satisfying δ < 1
2
,
Burq–Guillarmou–Hassel [BGH] showed that these estimates hold without any loss
and we suspect that this might be the case in general. However, until [BoDy] the only
estimate valid for surfaces with δ ≥ 1
2
was the same as that for compact surfaces, as
in the work of Burq–Ge´rard–Tzvetkov [BGT].
In this paper, we always suppose M = Γ\H is a convex co-compact surface (for the
definition see for instance [Bo, Section 2.4]). Then we have the following result:
Theorem 1. Suppose M = Γ\H, and u0 ∈ C∞0 (M), then for p, q ≥ 2 satisfying
(p, q) 6= (2,∞) and 1
p
+ 1
q
= 1
2
‖e−it∆Mu0‖Lp([0,1],Lq(M)) ≤ C‖u0‖Hǫ(M). (1.1)
We briefly outline the proof. Since M is a convex co-compact hyperbolic surface, it
can be written as a union of a compact set and finitely many half-funnels ([Bo, Section
2.4]). In the compact part, there exist a (fractal) set of trapped geodesics. From
Theorem 2 in [BoDy] we know that we can bound the cut-off resolvent by h−1| log h|
(see inequality (2.20) below), and this enables us to derive Strichartz estimates with
only ǫ-loss of derivatives for arbitrary positive ǫ. There is no trapping in the half-
funnels, hence we have Strichartz estimates for these parts (see [BGH, Lemma 2.2]).
However, since we are only concerned with Strichartz estimates with ǫ-loss for the
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whole surface, we only use Strichartz estimates with an ǫ-loss for these half-funnels.
These are obtained by a direct self-contained argument. We remark however that the
results of Bouclet [Bou2] give stronger estimates which could be used in case no-loss
estimates are obtained in the compact part.
As an application of Theorem 1 we obtain new local well-poseness results for non-
linear Schro¨dinger equations. Specifically we have the following
Theorem 2. Consider the Schro¨dinger equation
i∂tu−∆u = F (u), u(0, ·) = u0, (1.2)
where F is a nonlinear polynomial of degree β satisfying F (0) = 0. For any s >
1− 2
max {β−1,2}
, there exists p > β−1 such that for any u0 ∈ Hs(M), there exists T > 0
and a unique solution
u ∈ C([−T, T ];Hs(M)) ∩ Lp([−T, T ];L∞(M)).
Moreover,
(1) If ‖u0‖Hs(M) is bounded, then T can be bounded from below by a positive constant.
(2) If u0 ∈ Hr for some r > s, then u ∈ C([−T, T ], Hr(M)).
Burq–Ge´rard–Tzvetkov proved a similar result where the same conclusions hold for
s > 1− 1
max {β−1,2}
(see [BGT, Proposition 3.1]). Thanks to Theorem 1, regularity can
be lowered. In particular, for cubic non-linearities (β = 3) we have well-poseness in
Hǫ for any ǫ > 0.
Proof of Theorem 2. We indicate modifications needed in the proof of [BGT, Propo-
sition 3.1]. Since s > 1 − 2
max {β−1,2}
, we can find p > max {β − 1, 2} such that
s > 1 − 2
p
= 2
q
. Now we choose ǫ > 0 satisfying s > 2
q
+ ǫ. Let σ = s − ǫ > 2
q
.
We can define the space YT in the proof of [BGT, Proposition 3.1] with this new
σ. Now the rest part of the proof of [BGT, Propostion 3.1] can be applied without
change. 
This paper is organized in the following way: in Section 2, we prove Strichartz
estimates for the compact region and in Section 3 we deal with estimates in the funnel.
A combination of the two gives the estimate for the entire surface.
Acknowledgements. I would like to thank Maciej Zworski for suggesting this prob-
lem and for helpful discussions and Jin Long for comments on the first version of this
note. Partial support by the National Science Foundation grant DMS-1500852 is also
gratefully acknowledged.
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2. Strichartz estimates for the compact region
We recall from [Bo, Section 2.4] that a convex co-compact surface M can be decom-
posed as M = M0 ∪ G1 · · ·GN where ∂M0 =
⊔N
j=1Gj and Gj ≃ [0,∞)r × (R/kjR)x
with the metric g|Gj = dr2 + cosh2 rdx2. We refer to M0 as the compact part and to
Gj as half funnels. The full funnels are given by Fj = 〈z 7→ kjz〉\H
In this section we prove the Strichartz estimates for the compact region:
Proposition 2.1. (Strichartz estimates for the compact region). Suppose M = Γ\H,
χ ∈ C∞0 (M), and u0 ∈ C∞0 (M). Then for all ǫ > 0, and p, q ≥ 2 satisfying (p, q) 6=
(2,∞) and 1
p
+ 1
q
= 1
2
, we have
‖χe−it∆Mu0‖Lp([0,1],Lq(M)) ≤ C‖u0‖Hǫ(M). (2.1)
for some constant C > 0.
We first state Strichartz estimates with logarithmic loss for spectrally localized data:
Lemma 2.2. (Strichartz estimates for spectrally localized data). Suppose M = Γ\H,
ϕ ∈ C∞0 ((12 , 2),R) and χ ∈ C∞0 (M). Then for any u0 ∈ C∞0 (M) we have
‖χe−it∆Mϕ(h2∆M)u0‖Lp([0,1],Lq(M)) ≤ C| log h|‖u0‖L2(M). (2.2)
Before proving the lemma we recall the following lemma due to Bouclet (see [Bou1,
Corollary 1.6]).
Lemma 2.3. Suppose P is an elliptic self-adjoint differential operator of order m > 0
on M = Γ\H. If ϕ0 ∈ C∞0 (R) and ϕ ∈ C∞0 (R \ {0}) satisfy
ϕ0(λ) +
∞∑
k=1
ϕ(2−mkλ) = 1 (2.3)
for all λ ∈ R. Then for 2 ≤ q <∞ and f ∈ C∞(M) we have
‖f‖Lq(M) ≤ C(‖ϕ0(P )f‖Lq(M) + (
∞∑
k=1
‖ϕ(2−mkP )f‖2Lq(M))
1
2 ). (2.4)
We will also use the following result:
Lemma 2.4. If χ ∈ C∞0 (M) and ϕ ∈ C∞0 (R) then for χ1 ∈ C∞0 (M) satisfying χ1 = 1
on supp(χ) and ϕ1 ∈ C∞0 satisfying ϕ1 = 1 on supp(ϕ) we have
[χ, ϕ(−h2∆)] = hAχ1ϕ1(−h2∆) +R(h), (2.5)
where for q ≥ 2, A = OLq→Lq(1) and R(h) = OH−N→HN (h∞).
This Lemma can be deduced from results of Bouclet [Bou3], but we give a direct
argument.
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Proof of Lemma 2.4. First we show that
χϕ(−h2∆) = χϕ(−h2∆)χ1 +O(h∞)H−N→HN . (2.6)
In fact, by the Helffer-Sjo¨strand formula (see for instance [Zw, Theorem 14.9]) we have
χϕ(−h2∆)(1− χ1) = 1
π
∫
C
∂¯zϕ˜(z)χ(−h2∆− z)−1(1− χ1)dm, (2.7)
where ϕ˜ ∈ C∞0 (C) is an almost analytic extension of ϕ. Now we choose a sequence
of cut-off functions {χj}∞j=2 such that χj+1|supp(χj)∪supp(χ) = 1 and χ1|supp(χj) = 1 for
j ≥ 2. Then for any N
χ(−h2∆− z)−1(1− χ1) =χχ2 · · ·χN (−h2∆− z)−1(1− χ1)
=(−1)N−1χadχ2 · · · adχN (−h2∆− z)−1(1− χ1).
(2.8)
We note that
adχj(−h2∆− z)−1 := [(−h2∆− z)−1, χj]
=(−h2∆− z)−1[χj,−h2∆− z](−h2∆− z)−1 = OH−lh →H−l+3h (h| Im z|
−2)
for some Kl > 0. Hence by iterating we know
adχ2 · · ·adχN (−h2∆− z)−1 = OH−lh →H−l+N+1h (h
N−1| Im z|−N ), (2.9)
for some Kl,N > 0. Inserting this in (2.8) and then (2.7) gives (2.6).
Equation (2.6) allows us to define the symbol class as in [DyZw, Definition E1 -
E3] since now we can work on a compact surface without boundary M0 containing
supp(χ) ∪ suppχ1. In particular, we can use the space Ψ−∞h (M0).
Now we turn to proving (2.5). We first show that
[χ, ϕ(−h2∆)](1− ϕ1)(−h2∆) = OH−N→HN (h∞), (2.10)
that is,
ϕ(−h2∆)χ(1 − ϕ1)(−h2∆) = OH−N→HN (h∞). (2.11)
We now define ϕj in a similar way to χj in (2.8), then
ϕ(−h2∆)χ(1− ϕ1)(−h2∆) =ϕ(−h2∆)ϕ2(−h2∆) · · ·ϕN(−h2∆)χ(1− ϕ)(−h2∆)
=(−1)N−1ϕ(−h2∆)adϕ2(−h2∆) · · ·adϕN (−h2∆)χ(1− ϕ)(−h2∆).
From [Zw, Theorem 14.9] we know that ϕj(−h2∆) ∈ Ψ−∞h (M0). Hence adϕj(−h2∆)χ =
OH−l→Hl+1(h) and (2.11) follows. Now a similar argument to the proof of (2.6) gives
(2.5).
We note that A = h−1[χ, ϕ(−h2∆)] ∈ Φ−∞h (M0), therefore A = OLq→Lq(1) by [KTZ,
Lemma 2.2]. 
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Proof of Proposition 2.1 assuming Lemma 2.2. Let ϕ0 ∈ C∞0 (R), ϕ ∈ C∞0 (R \ {0})
such that
ϕ0(λ) +
∞∑
k=1
ϕ(2−2kλ) = 1 (2.12)
for all λ. Then
‖χe−it∆u0‖Lp;Lq ≤C(‖ϕ0(∆)χe−it∆u0‖Lp;Lq + ‖(
∞∑
k=1
‖ϕ(2−2k∆)χe−it∆u0‖2Lq)
1
2‖Lp)
≤C(‖ϕ0(∆)χe−it∆u0‖Lp;Lq + (
∞∑
k=1
‖ϕ(2−2k∆)χe−it∆u0‖2Lp;Lq)
1
2 )
=C(‖χϕ0(∆)e−it∆u0‖Lp;Lq + (
∞∑
k=1
‖χϕ(2−2k∆)e−it∆u0‖2Lp;Lq)
1
2 )
+ C(‖[ϕ0(∆), χ]e−it∆u0‖Lp;Lq + (
∞∑
k=1
‖[ϕ(2−2k∆), χ]e−it∆u0‖2Lp;Lq)
1
2 )
=:I + II.
(2.13)
By Lemma 2.2,
I :=C(‖χϕ0(∆)e−it∆u0‖Lp;Lq + (
∞∑
k=1
‖χϕ(2−2k∆)e−it∆u0‖2Lp;Lq)
1
2 )
≤C(‖u0‖L2 + (
∞∑
k=1
| log 2−k|2‖ϕ(2−2k∆)u0‖L2) 12 )
≤C(‖u0‖L2 + (
∞∑
k=1
22kǫ‖ϕ(2−2k∆)u0‖2L2)
1
2 )
≤C‖u0‖Hǫ.
(2.14)
For II: by (2.6) we know that
‖[ϕ(−h2∆), χ]e−it∆u0‖Lp;Lq ≤ h‖Aχ1ϕ1(−h2∆)e−it∆u0‖Lp;Lq + ‖R(h)e−it∆u0‖Lp;Lq .
(2.15)
By Lemma 2.4
‖Aχ1ϕ1(−h2∆)e−it∆u0‖Lp;Lq ≤C‖χ1ϕ1(−h2∆)e−it∆u0‖Lp;Lq
≤C| logh|‖ϕ(−h2∆)e−it∆u0‖L2.
(2.16)
For the last term in (2.15):
‖R(h)e−it∆u0‖Lp;Lq ≤C‖R(h)e−it∆u0‖Lp;H1−2/p
≤Ch‖e−it∆u0‖Lp;L2 ≤ Ch‖u0‖L2
(2.17)
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since e−it∆ preserves the L2 norm.
Finally, we have
II :=C(‖[ϕ0(∆), χ]e−it∆u0‖Lp;Lq + (
∞∑
k=1
‖[ϕ(2−2k∆), χ]e−it∆u0‖2Lp;Lq)
1
2 )
≤C(‖u0‖L2 + (
∞∑
k=1
|2−k log 2−k|2‖ϕ(2−2k∆)u0‖2L2 + 2−2k‖u0‖2L2)
1
2 )
≤C(‖u0‖L2 + (
∞∑
k=1
22kǫ‖ϕ(2−2k∆)u0‖2L2)
1
2 + (
∞∑
k=1
2−2k‖u0‖2L2)
1
2 )
≤C‖u0‖Hǫ.
(2.18)

We now turn to the proof of Lemma 2.2. We need the following lemma.
Lemma 2.5. (Local smoothing with logarithmic loss). Suppose M = Γ\H, χ ∈
C∞0 (M), ϕ ∈ C∞0 ((12 , 2),R), and u0 ∈ C∞0 (M). Then
‖χϕ(h2∆M)e−it∆Mu0‖L2([0,1],L2(M)) ≤ C(h| log h|) 12‖u0‖L2(M). (2.19)
Proof of Lemma 2.5. From Theorem 2 in [BoDy] and the proof of [DyZw, inequality
(6.3.10)], we have the following bound:
‖χ(h2∆M − (1± iǫ))−1χ‖L2(M)→L2(M) ≤ C | log h|
h
, (2.20)
for 0 < h < h0 ≪ 1 with C independent of h. We now use a modification of Kato’s
argument as presented in [DyZw, Theorem 7.2]. In the notation of that reference, we
take K(h) = log(1/h) to obtain (2.19). 
Remark. From the estimate of the resolvent (2.20), as explained in [DyZw, Section
7.1], we have the following estimate
‖χ˜eit∆Mu0‖
L2([0,1],H
1
2 (M))
≤ C‖u0‖Hǫ . (2.21)
Now we state a semiclassical dispersive estimate which together with Lemma 2.7
gives Strichartz estimates for localized solutions. For the proof of the dispersive es-
timates, we refer to the proof of Lemma 2.5 in [BGT] and [KTZ, (4.8)]. Note that
though Lemma 2.5 in [BGT] was proved for compact manifolds, the argument applies
without change since we are only concern with the compact region.
Lemma 2.6. (Semiclassical dispersion estimate). Suppose M = Γ\H, ϕ ∈ C∞0 (R),
and χ ∈ C∞0 (M). Then there exists α > 0, C > 0, such that for all u0 ∈ C∞0 (M),
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h ∈ (0, 1], we have
‖χe−it∆Mϕ(h2∆M)χu0‖L∞(M) ≤ C|t|+ h2‖u0‖L1(M) (2.22)
for every t ∈ [−αh, αh].
Lemma 2.7. (Keel-Tao [KeTa]) Let (X,S, µ) be a σ-finite measured space, and U :
R→ B(L2(X,S, µ)) be a weakly measurable map satisfying, for some C, σ > 0,
‖U(t)‖L2→L2 ≤ C, t ∈ R, (2.23)
and
‖U(t1)U(t2)∗f‖L1→L∞ ≤ A|t1 − t2|σ , t1 6= t2 ∈ R. (2.24)
Then for any p, q ∈ [1,∞] satisfying 2
p
+ 2σ
q
= σ, p ≥ 2 and (p, q) 6= (2,∞), we have
‖U‖L2→Lp;Lq ≤ C ′, (2.25)
for some constant C ′ = C ′(C, σ, p, q).
We will also use the well-known lemma of Christ and Kiselev:
Lemma 2.8 (Christ-Kiselev, [ChKi]). Suppose X and Y are Banach spaces and K ∈
C(B(X, Y )), where B(X, Y ) is the space of bounded linear mappings from X to Y .
Suppose −∞ ≤ a < b ≤ ∞. Let
Tf(t) =
∫ b
a
K(t, s)f(s)ds, Wf =
∫ t
a
K(t, s)f(s)ds.
If for 1 ≤ p < q ≤ ∞
‖T‖Lp((a,b),X)→Lq((a,b),Y ) ≤ C, (2.26)
then
‖W‖Lp((a,b),X)→Lq((a,b),Y ) ≤ C ′, (2.27)
for some C ′ = C ′(p, q, C).
Now we are in the position to prove Lemma 2.2. The proof given here is based on
the proof of Theorem 3.3 in [BGH], with some of the ideals also presented in [StTa].
Proof of Lemma 2.2. First of all, form Lemma 2.6 and Lemma 2.7, we have
‖χe−it∆Mϕ(h2∆M)u0‖Lp([0,ch],Lq(M)) ≤ C‖u0‖L2(M) (2.28)
for some c > 0. By Littlewood-Paley theory, we can assume that u0 is localized near
frequency h−1 in the sense that ϕ(h2∆M)u0 = u0. Then we have
‖χe−it∆Mu0‖Lp([0,ch],Lq(M)) ≤ C‖u0‖L2(M). (2.29)
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Now we choose a time cut-off function ψ such that ψ ∈ C∞0 [−1, 1], ψ(0) = 1, and∑
j∈Z ψ(s− j) = 1. Denote u = e−it∆Mu0, then
χu =
∑
j∈Z
ψ(s/h− j)χu =:
∑
j∈Z
uj. (2.30)
Let h = 1
N
, then u0 and uN can be estimated by (2.29). For 1 ≤ j ≤ N − 1, note
(i∂t −∆M)uj = i
h
ψ′(t/h− j)χu− ψ(t/h− j)(∆Mχu+ 2∇χ∇u) =: wj . (2.31)
By the local smoothing estimate with logarithmic loss we have
‖χ˜u‖L2([0,1],L2(M)) ≤ C(h| log h|) 12‖u0‖L2(M) (2.32)
for all χ˜ ∈ C∞0 (M). Let χ˜ ≡ 1 on the support of χ, then∑
j
‖wj‖2L2([0,1],L2(M)) ≤
1
h2
‖χ˜u‖2L2;L2 ≤ C
| log h|
h
‖u0‖2L2 . (2.33)
Using Duhamel’s formula, we get
uj = −i
∫ t
−∞
e−i(t−s)∆Mwj(s)ds. (2.34)
Let
u˜j(t) = −i
∫ (j+1)h
(j−1)h
e−i(t−s)∆Mwj(s)ds = −ie−it∆M
∫ (j+1)h
(j−1)h
eis∆Mwj(s)ds. (2.35)
Using the dual estimate of (2.32) we have
‖
∫ (j+1)h
(j−1)h
eis∆Mwj(s)ds‖L2(M) ≤ C(h| log h|) 12‖wj‖L2;L2. (2.36)
Now by (2.29) we get
‖u˜j‖Lp;Lq ≤ C(h| log h|) 12‖wj‖L2;L2. (2.37)
From Lemma 2.8 we know
‖uj‖Lp;Lq ≤ C(h| log h|) 12‖wj‖L2;L2. (2.38)
Hence
N−1∑
j=1
‖uj‖2Lp;Lq ≤ C(h| log h|)
N−1∑
j=1
‖wj‖2L2;L2 ≤ C| log h|2‖u0‖2L2. (2.39)
For p > 2, we have
(
N−1∑
j=1
‖uj‖pLp;Lq)
2
p ≤ C| logh|2‖u0‖2L2 . (2.40)
Finally we get
‖χu‖Lp;Lq ≤ C| logh|‖u0‖L2 . (2.41)
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
3. Strichartz Estimates for the Funnel
In this section we will give Strichartz estimates for the funnel. Considering the goal
of this paper, we only need the following:
Proposition 3.1. (Strichartz estimates in the funnel). Suppose M = Γ\H, and
χ ∈ C∞0 (M) such that 1−χ is supported in the half funnels. Then for p, q ≥ 2 satisfying
(p, q) 6= (2,∞) and 1
p
+ 1
q
= 1
2
and any ǫ > 0, we have
‖(1− χ)e−it∆Mu0‖Lp([0,1],Lq(M)) ≤ C‖u0‖Hǫ(M). (3.1)
The strategy we will follow here is that we will use the cut-off function to restrict
the Schro¨dinger equation to the half-funnel where there is no trapping. Since we are
dealing with surfaces, the funnel can always be assume to be F = 〈z 7→ kz〉 \ H for
some k > 1. This will make some of the computations more explicit and direct. The
main tools we will use are the following lemma and the Remark of Lemma 2.5.
Lemma 3.2. Suppose F = 〈z 7→ kz〉 \H is a funnel, then for u0 ∈ C∞0 (F ) we have
‖e−it∆F u0‖Lp([0,1],Lq(F )) ≤ C‖u0‖L2(F ). (3.2)
Proposition 3.1 and Lemma 3.2 are direct results of [Bou2, Theorem 1.2 and Theorem
1.3], but for the reader’s convenience we give a self-contained argument here.
We first prove Proposition 3.1 using Lemma 3.2 and inequality (2.21).
Proof of Proposition 3.1. Without loss of generality, we can assume that 1− χ is sup-
ported in a funnel F . Then (i∂t −∆M)u = 0 implies
(i∂t −∆F )(1− χ)u = −[∆M , χ]u. (3.3)
Denote w = (1− χ)u, then {
(i∂t −∆F )w = −[∆M , χ]u
w|t=0 = (1− χ)u0.
(3.4)
By the Duhamel’s formula,
w = e−it∆F (1− χ)u0 −
∫ t
0
e−i(t−s)∆F [∆M , χ]u(s)ds. (3.5)
Denote w˜ =
∫ 1
0
e−i(t−s)∆F [∆M , χ]u(s)ds. Then by the Christ-Kiselev lemma, we only
need to show that
‖w˜‖Lp([0,1];Lq(F )) ≤ C‖u0‖H2ǫ(M). (3.6)
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Let χ˜ be a cut-off function such that χ˜ = 1 on the support of χ, then
‖χ˜eit∆Mu0‖
L2;H
1
2
+ǫ ≤‖[χ˜, (I +∆)
ǫ
2 ]eit∆Mu0‖
L2;H
1
2
+ ‖χ˜eit∆M (I +∆) ǫ2u0‖
L2;H
1
2
≤‖u0‖H2ǫ
(3.7)
since [χ˜, (I + ∆)
ǫ
2 ] is a differential operator of order ǫ − 1. Note that [∆M , χ] is a
first-order differential operator, we find
‖[∆M , χ]u‖
L2([0,1],H
−
1
2
+ǫ
comp (F ))
≤ C‖u0‖H2ǫ(M). (3.8)
Now we define T : L2(F ) → Lp([0, 1], Lq(F )), u 7→ e−it∆Fu. From Lemma 3.2
we know T is a bounded operator. Let T ∗ : L2([0, 1], H
− 1
2
+ǫ
comp (F )) → L2(F ), w 7→∫ 1
0
eis∆Fχw(s)ds. The dual estimate of (2.21) shows that T ∗ is bounded as a map from
L2;H−
1
2 to H−ǫ. Note that if w ∈ L2([0, 1], H− 12+ǫ(F )), then
‖(I +∆F ) ǫ2
∫ 1
0
eit∆Fχw(s)ds‖L2
≤‖
∫ 1
0
eit∆F [(I +∆F )
ǫ
2 , χ]w(s)ds‖L2 + ‖
∫ 1
0
eit∆Fχ(I +∆F )
ǫ
2w(s)‖L2
≤‖[(I +∆F ) ǫ2 , χ]w‖
L2;H−
1
2
+ ‖(I +∆F ) ǫ2w‖
L2;H−
1
2
≤‖w‖
L2;H−
1
2
+ǫ.
(3.9)
This indicates T ∗ is also a bounded operator from L2([0, 1], H−
1
2
+ǫ(F )) to L2.
Combining the boundedness of these two operators and the fact that
w˜ = TT ∗([∆M , χ]u), (3.10)
we conclude that (3.6) is true. 
Lemma 3.2 is a special case of [BGH, Theorem 1.1], but for the reader’s convenience
we give a direct proof here.
Proof of Lemma 3.2. By Theorem 1.1 in [Bo], the kernel of eit∆H is
K(t, z, z′) = c|t|− 32 e− it4
∫ ∞
ρ
e
is2
4t s√
cosh s− cosh ρds (3.11)
where ρ = ρ(z, z′) is the hyperbolic distance between z and z′. For 0 < |t| ≤ 1 we have
(see [Ba, Proposition 4.2])
|K(t, z, z′)| ≤ C|t|(
ρ
sinh ρ
)
1
2 . (3.12)
Note ∆zK = ∆z′K = i∂tK, hence for 0 < |t| ≤ 1 and any l ≥ 0, we have
|∆lzK|+ |∆lz′K| ≤ |∂ltK| ≤
C
|t|1+2l (
ρ
sinh ρ
). (3.13)
STRICHARTZ ESTIMATES 11
This shows that K(t, z, z′) is smooth in z and z′ when t 6= 0. Let KF (t, z, z′) :=∑
γ∈ΓK(t, z, γz
′) =
∑
n∈ZK(t, z, k
nz′), then KF is the Schwartz kernel of e
−it∆F . If
we can show that for 0 < |t| ≤ 1
|KF (t, z, z′)| ≤ C|t| , (3.14)
then by Lemma 2.7, we can get (3.2). By (3.12), we only need to show that∑
n∈Z
(
ρn
sinh ρn
)
1
2 ≤ C (3.15)
where ρn = ρ(z, k
nz′) is the hyperbolic distance between z and knz′. Note
1 +
(y − kny′)2
2knyy′
≤ 1 + |z − k
nz′|2
knyy′
= cosh ρn ≤ eρn . (3.16)
Hence we have
e−ρn ≤ 2k
nyy′
(y + kny′)2
. (3.17)
Since ρn ≥ 0, we have ρnsinhρn ≤ 4e−
ρn
2 . Hence
∑
n∈Z
(
ρn
sinh ρn
)
1
2 ≤ C
∑
n∈Z
e−
ρn
4 ≤ C
∑
n∈Z
(
2knyy′
(y + kny′)2
)
1
4 = C
∑
n∈Z
(
2knλ
(kn + λ)2
)
1
4 , (3.18)
where λ := y
y′
. Without loss of generality, we can assume 1 ≤ λ ≤ k. Otherwise, since
y, y′ > 0, we can find an l ∈ Z such that kly′ ≤ y ≤ kl+1y′ and then we substitute y′
with y′′ := kly′. Since the sum in (3.18) is taking for all n ∈ Z, we know that this sum
will not change and we have λ′ = y
y′′
∈ [1, k]. Therefore
∑
n∈Z
(
ρn
sinh ρn
)
1
2 ≤ C
∑
n∈Z
(
2kn+1
k2n + 1
)
1
4 ≤ C. (3.19)

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