Theory establish upper bounds on the difference between descnptional complexity and the logarithm of "apriori probability". It was conjectured that these two quantities coincide to within an additive constant. Here, we disprove this conjecture and show that the known overall upper bound on the difference is exact. The proof uses a memory-allocation game between two players called User and Server. User sends incremental requests of memory space for certain structured items, Server allocates this space in a write-once memory. For each item, some of the allocated space is required to be in one piece, in order to give a short address. We also present some related results.
Introduction and the main result
In theories of inductive inference, descriptional complexity is a way to formalize "Occam's Razor"-the principle recommending the use of the simplest hypothesis among those consistent with the data. Another important principle known as ''Bayes' Rule" assumes that a certain "apriori" probability distribution is defined over the set of possible states of the world and uses the conditional probability for inference. Algorithmic Information Theory originated from the recognition that descriptional complexity, if properly defined [Solomonoff 64, Kolmogorov 65] , can be estimated by counting arguments and is a good approximation to the intuitive notion of entropy for individualobjects. (For the exact elaboration of the analogyto entropy, see [Gacs 74, Chaitin 75] .) Descriptional complexity can be successfully used for the definition of randomness Kolmogorov 68, Levin 73] . Algorithmic Information Theory has a candidate for apriori probability which, when used in Bayes' Rule, gives satisfactory inferences over a wide range of situations. A simple but central result states that descriptional complexity is asymptotically equal to the ab- CH1695-6/81/0000/0296$OO.75 © 1981 IEEE 296 solute value of the logarithm of apriori probability [Solomonoff 64, Levin 70, 73, 74] . The theory owes much of its convincing power to the fact that it established this exact relation between two induction principles (Occam's Razor and Bayes' Rule) which did not seem particularly related. The main resuit of this paper concerns the exactness of this relation.
NOTATION
Let Q denote the set of rational numbers, N the set of natural numbers, put~= {0,1}. For any set A, let A(n) = Ui'=oA' be the set of strings of length < n with elements from A. Put A· = Un>oAn. 
All logarithms and exponentials in this paper are to the base 2. Let fA denote the number of elements of the set A.
"Algorithmic entropy" or "self-information" seems
is the probability that our optimal machine produces x from a random input. In a more elementary notation, The apriori pro bability is not a probability measure over g; because on some p E~, the sequence 
of holding arbitrary natural numbers in their cells. 
The first element (A(P))r of the string A(P) is a natural number, which will be denoted by AI(P). The monotonicity condition for AI(P) reduces to the following: AI(P) = 71" P C q~AI(q) = n. This seems weaker than the "self-delimiting" requirement in [Levin 74, Chaitin 75] but leads to the same complexity. We will write At(P, x) for the part of A (;T.l, x) occurring in t steps of enumeration.
is the (monotonic) canditinnal romJiexity of y with respect to x and the interpreter A.
It is known that there is an optinwl interpreter U with respect to which complexity is minimal to within an additive constant. Thus, for any interpreter A, there is a constant CAsuch that for all x, y, Ku(Y I x) <KA(y I x) + CA' Let us fix an optimal interpreter U, write
Typical orders of magnitude: for natural numbers 71, (sequences of length 1), K(n) -< 2 log 71" moreover,
This last estimate is sharp
Let x· denote the lexicographically smallest minimal description of x.
x with (p, x) E A}. Let us imagine a "Turing machine" with a read-only tape moving in, working tapes, and a write-only tape moving out where all tapes are capable any measure Ji we have Ji(S) = Ji(S%). The following properties, expressing some restricted monotonicity and additivity properties for semimeasures, are useful: 
( 1.4) For the generation of wmputaJie semimeasures, we need a pair of sequences: approximations from below and above. If the pair T(pr1 (e), x, t), T(pr2(e) 
semimeasure then T(g(e), x, t) = T(e, x, t). It is known
that M(x) majorizes all r.e. semimeasures to within a multiplicative constant:
since onl:r K(l(x)) additional bits are needed to define the prefixfree set N/(:J:). The estimate
Notice that for functions g(n) sernicomputable from above, K -< 9 is equivalent to Ln 2-g(n) < 00.
The strings x giving the lower bound may contain very large numbers. Therefore for binary strings, the lower bound obtainable from the proof of Theorem 1.1 is only the inverse of some version of Ackermann's function. Theorem 1.1 shows that in the worst case, the difference between K and H can be large. On the other hand, Theorem 2.3-shows that for apriori almost every w, K(wn) -H(wn) has an upper bound which is smaller than any unbounded recursive function.
The proof of Theorem 1.1 uses a two-person infinite game described in Section 3.
-which is somewhat better for binary sequences-is proved analogously. These results show that only the tree-structure of N'" can cause a significant difference between H(x) and K(x). (Or course, the problem is equivalent for Z;.) We will prove THEOREM 1.1 For any function 9 : N 1--+N semicomputable from above for which for natural numbers n; the rest follows by encoding. As a consequence, one can prove Hence for sequences w random with respect to some computable measure (certainly a wide class) it is known that K(wn) -H(wn) is bounded by some additive constant depending on w. Levin raised the conjecture in 2. Information in largeness
The power of a notation for numbers can be measured by the size of the largest number describable by strings of given length. Let
A comparison with (1.1) shows that the relation of a(n) to s(n) is analogous to the relation of K(x) to H(x). In analogy to (1.7), it is shown in [Solovay 76 ] that (2.2) a(n) <s(n) +g(ls(n)J).
s(n) = s(n; M). Then 2-8(n) = Pr[n C U(1l')J is the probability of obtaining a number larger than n using a random input to U. We have 2-8(0) 
We have We will consider a natural "busy beaver" function associated with the apriori probability, which does not involve time-complexity at all. For any semimeasure v, put
We will show that the error term K(ls(n)J) is necessary in (2.1). Since we required monotonicity, log n + K(llog nJ) -< g(n) is also proved as log n+K(llog nJ) is !::::< to the least monotonic upper bound on K(n).
The proof of Theorem 2.1 uses a simple two-person game similar to the ones described in Section 3.
After looking at the probability of large numbers it is natural to ask how fast a sequence can increase if it is generated by a probabilistic Turing machine. The next two results of L.A.Levin have not been published before.
THEOREM 2.2 For apriori almost all w there is a con-
Once we are able to bound the growth of random sequences we also have an estimate of the closeness of Mt to M since the minimal times t giving Mt = Mare also "random". Combining this remark with (1.4), we get an estimate of K -H. THEOREM 2.3 For apriori almost all w, there is a con-
be the length of the shortest description of a number larger than n. Then limn-+oo a( n) = 00 since H n : K(n) < k} < 2-1c• The function a(n) grows slower than any recursive function, since there is no nonconstant recursive lower bound on K(n) ("Berry's paradox"). Its inverse is a version of the "busy beaver" function (see (Rado 62]).
These functions play an illuminating role in Algorithmic Information Theory. The following result is proved in [Barzdin' 68] . Let the infinite 0-1 sequence a be the characteristic function of a r.e. set. Let a(n) = (a2") be the standard encoding of a 2"-length prefix of a. Then K(a(n) I n) -< n and for a suitable r.e. set given by b(n) we have K(b(n) I n) !::::< n. WhClt sort of information is stored in b(n)? It is algorithmically equivalent to a description of large numbers. Indeed: let {x(l), x(2), ... } be a recursive enumeration of the set B with characteristic function b(n), Bt = {x(l), ... , x(t)} and p(n) = min{ t : bt(n) = b(n)} where bt is the characteristic function of Bt. Then, given n, knowing b(n) is the same as knowing any number larger than p(n). On the other hand,
p(n) , another "busy beaver" function, has "approximately" the same order of growth as the inverse of a(n). (We get the definition of a(n 1 x) by conditionalizing the definition of a(n). ) The length of b(n) is 2", while it contains only n bits of information. Therefore it is not the shortest description of the large numbers it encodes. What do succinct definitions of large numbers look like? Consider the binary expansion 0 of the number L:nEwl\.1(n).
It is shown in [Chaitin 75] that K(Ot!.)~n therefore
it follows from Fact 1.1 b that 0 is random. It turns out that minimal definitions of large numbers are algorithmically equivalent to prefixes of O. Let a(n) be the time needed to approximate [11] within 2-n. Given n, knowing On is the same as knowing a number larger than a(n), and On can thus be considered a compressed form of b(n) (which is 2" long). Of course, the redundancy in b(n) is not useless. The number b(n) contains, in an easily accessible form, all significant information about the the results of computations performable in time a-1(n).
It is not surprising therefore that the computational complexity of any significant compression of b(n) is nonrecursively large (see [Barzdin' 68] Server is never allowed to reallocate (e.g. the store is a write-once memory). This is expressed by requiring that
B(x, t) be non decreasing in t. Put b(x, t) = X(B(x, t)), e(x, t) = max{ X([P]) : [P] C B(x, t)}. Let a(x), B(x), b(x) and e(x) be the limits of a(x, t), B(x, t), b(x, t) and
e (x, t) as t _ 00. Server wants to maintain log~< g(l(x)) for some function g. We can suppose that he satisfies
b) says that for each k, there is a strategy ak(x, t)
of User achieving K(x) = -loge(x) > -logak(x) + yk(l(x)) for some x. We use a more constructive fact which also follows from the proof: namely that for some recursive function f(k), we also can have ak = 'I/1/(k).
Hence (1.3) is applicable, and, using
The positive part a) of Theorem 3.1 can be proved by the known techniques used for the proof of K(n)H (n), after noticing that the set N'" of all sequences of a fixed length n is prenxfree. Server sets aside a store of size O(M(n)) and handles the sets Nn separately for each n. The set G(n) = {x : l-log a(x)J = n} is though not necessarily prefixfree but is "almost" sotherefore almost the same procedure gives the bound
The proof of the negative part of Theorem 3.1 uses the idea of reservation. For any natural numbers T <8
and a set E C V put L~(E; V) = u{ [P] <;;;;; V: r < l(P) < 8, [P] nE~0}.
Put L~(E) = L~(E; [0, 1]). The set L~(E; V) is the union
of all binary intervals in V with lengths between 2-8 and 2-r having non empty intersection with E. Put 
W:(t; V) = L:(UB(x, t); V), B:(x, t; V) =L:(B(x, t); V -V'(x, t)) where V'(x, t) is the union of B(y, t) for all y incompatible with x. Put w:(t; V) = X(W~(t; V)), b:(x, t; V) = X(B:(x, t; V)). Notice that wet) is controlled by User but

W~(t;V)-which is also monotonic in t-is controlled
by Server. The set B~(x, t; V) is the union of binary intervals of certain lengths which we can consider as reserved for x at time t. It is not monotonic in t: reservations may be "cancelled". However, reservation in one stage, even if cancelled, may look like an irrevocable allocation from the point of view of subsequent stages.
To implement this idea we introduce a new game which serves as a recursion step in Game 1.
Game 2
The set of items is the set N2 of sequences of length 2. The following additional parameters are given: an infinite nonincreasing sequence TO > T1 > ...of natural numbers, T, kEN with k < T < T., and a real number j > o. Put r = max{l,j}, 0 = r-12-r-2• The rules are the same as ror Game 1 and, additionally, the following. We have a(x, t) = Eya(xy, t) for all x EN and log~«x, t)) <g(l(x)) (3.1) ex, t since otherwise User would just wait until (3.1) does not hold.
a) Server has a recursive strategy to achieve
b) For any function 9 semicomputable from above with En 2-g(n) = 00 User has a recursive strategy achieving g(l(x)) < log~for some x.
Proof of (1.6), (l.7) and Tbeorem 1.1:
First we prove (1.6) and (1.7). Put a(x, t) = Mt(x). By Theorem 3.1 a), there is a strategy B(t, x) of Server with (3.2). SinceB(t, x) depends recursively on a(t, x), the set (t, x) } is a monotonic operator.
Using (3.2) and the optimality of U,
Now we prove Theorem 1.1. het g(n) be a function semicomputable from above wit,2-g(n)
User is permitted to change a(xy, t) only in a special fashion. He chooses a pair xtYt and puts a(xy, t) for xy = XtYt, otherwise.
increases exactly by ,8(u) , hence (3.7) holds for u+ 1. Suppose now thatE =D(u+1, t)-D(u,t) '" 0. Then En G(u) = 0, therefore the left side of (3.7) increases by at least }"(E) which is a positive integer multiple of 2-r• Using ,8(u) < 20, < 2-r-l, we have
The number 8(t) E [0,20) is not chosen by User: we can suppose it is chosen by Server. Server must satisfy
B~" (xuYu, u + 1) n (C(u) UD(u, t)) = 0.
•• +1
(3.8)
Inequality (3.8) says that if the difference between space reserved (therefore in some sense spoiled) and the space "actually allocated" (reserved on some lower level) is small then a(x, t) can increase only for some x of low rank. Put hence (3.7) holds for u+ 1. This proves (3.7) and hence (3.6). The inequality (3.6) gives i ,(i, g) = 2:2-g(2j+l)-3.
j=O By the first inequality in (3.8), E(to, h) = {x: R(x, t) < m(to, tI) } is independent of t and~E E(to, tl) for all
The maximum m is achieved for some t' E [to, tl). We have w (t~E [v,2v) and
With (3.8), this completes the proof.
• Lemma 3.1 states that in the 2-level Game 2, User can force Server to devote to reservation significantly more area than the amount ,wet) required by the rules. A recursive application of the strategy of Lemma 3.1 will give this effect repeatedly. Suppose that the set V~ [0, 1] of a(x, t) , the smaller x comes first). Let R(x, t) be the rank of x in this order. For his decision, User looks up the first item Xt in this order which has no binary interval of length 2-r "reserved" for it, i.e. for which B~(x, t; V) = 0. From now on, we suppress the argument V: it serves as a parameter. Put B~:-1(xuyu, u) ' witb w(t~E [v,2v) and
Therefore by (3.5), the left side of (3.7) increases by at least b~:+JxuYUl u+ 1) > ,b '(u) while the right side
The recursive functions below are, strictly speaking, functionals: they depend on a function argument g.
where w denotes the w in substrategy S(i, Tp, g, Vp Put Ti = h(max{T -:1', OJ, i, T,g). The "sum" of moves of User in the p-th macrostep in S(i, T, g, V) is on N2 the same as his move in step p of the winning strategy in Game 2. Namely, the weight of some xpYp increases by some 8(P) E [a,2a] . The p-th macl'Ostep itself is an application of strategy S(i, Tp, g, Vp) to the tree of continuations of xpYP' where (xuYu, tu; V) u=O is the remaining store after p macrosteps. By the definition of h, Tp = f(i, Tp+1, g) for all p with W(t1'+l) < 1. In S(i, Tp, g, Vp) , the game is played until a point t' is reached with w(t~E [a, 20] ;:+l(t'; Vp) >i(i, g)w(t'), (3.10) Therefore the conditions of Lemma 3.1 b) are satisfied. Hence, for any v E [2k-r+2, 1/2] there exists a t' with w(t~E [v,2v] and w~(t'; V) > b(i, g) +2-k-3)w(t' ) = j(i + 1, g)w(t~.
I
Since TO =I(i + 1, T, g), this concludes the proof.
• I am grateful to R.Solovay whose careful reading improved the quality of the paper considerably, and to L.A.Levin for many illuminating conversations on the topic of this paper.
