A probabilistic approach to $q$-polynomial coefficients, Euler and
  Stirling numbers by Il'inskii, Alexander I.
ar
X
iv
:m
at
h/
04
07
02
9v
1 
 [m
ath
.C
O]
  2
 Ju
l 2
00
4
A probabilistic approach to q-polynomial
coefficients, Euler and Stirling numbers
Alexander I. Il’inskii
Kharkov National University, Department of Mathematics,
4 Svobody Sqr., 61077, Kharkov, Ukraine
e-mail: Alexander.I.Iljinskii@univer.kharkov.ua
Abstract
It is known that Bernoulli scheme of independent trials with two outcomes
is connected with the binomial coefficients. The aim of this paper is to indicate
stochastic processes which are connected with the q-polynomial coefficients (in
particular, with the q-binomial coefficients, or the Gaussian polynomials), Stirling
numbers of the first and the second kind, and Euler numbers in a natural way. A
probabilistic approach allows us to give very simple proofs of some identities for
these coefficients.
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1 Introduction
The connection of binomial coefficients
(
n
k
)
with Bernoulli scheme of indepen-
dent trials is well known. To be more specific, let x ∈ (0, 1), n be a positive
integer, E be a trial with two outcomes 0 and 1 with probabilities in a single trial
being equal to 1 − x and x, respectively. Let E be repeated n times under the
condition that every outcome of any trial is independent of outcomes of all other
trials. Let 1(nk) denote an event such that the outcome 1 has happened k times
in n repetitions of the trial E . Then the probability P (1(nk)) of this event equals
P (1(nk)) =
(
n
k
)
xk(1− x)n−k .
The aim of this paper is to construct random processes which are connected
with q-polynomial coefficients[
i1 + i2 + . . .+ im
i1, i2, . . . , im
]
q
:=
(q)i1+i2+...+im
(q)i1(q)i2 . . . (q)im
, (1.1)
(where (q)j := (1 − q)(1 − q
2) . . . (1 − qj) for j ∈ N, (q)0 := 1), in particular,
q-binomial coefficients (or Gaussian polynomials). The probabilistic approach
gives very simple proofs of some identities for q-polynomial coefficients.
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We apply an analogues approach to Stirling numbers of the first and the
second kind
[
n
k
]
,
{
n
k
}
and Euler numbers
〈
n
k
〉
(we follow notation used in [3],
Chapter 6).
In this paper, we introduce numbers associated with Euler and Stirling num-
bers and obtain some identities for them.
The paper is organized as follows. In Section 2, we consider q-binomial coef-
ficients. We consider this special case of q-polynomial coefficients separately for
the convenience of readers.
Section 3 is devoted to q-polynomial coefficients. We consider the case m = 3
in (1.1) only. The general case is obvious after that.
In Sections 4, 5, 6, we consider Stirling numbers of the second and the first
kind and Euler numbers, respectively.
In the beginning of each section we define a probability space or a space
equipped with a weight which is connected with corresponding coefficients in a
natural way (see Theorems 2.1, 3.1, 4.3, 5.2, 6.2). Using probabilistic arguments
we give very simple proofs of some identities for these coefficients (see Theo-
rems 2.2, 2.3, 3.2, 3.3, 4.4, 5.3, 6.3). We also introduce a notion of coefficients
associated with Stirling and Euler numbers and deduce some identities for them
(see Theorems 4.5, 5.4, 6.4).
This study has been stimulated by the paper [4].
As usual, N = {1, 2, 3, . . .} andN0 = {0, 1, 2, 3, . . .} denote the sets of positive
integers and nonnegative integers, respectively. We use the following notation (see
[1], Chapter 3):
(x; q)n := (1− x)(1− qx) · · · (1− q
n−1x) for n ∈ N , (x; q)0 := 1 ;
(q)n := (q; q)n .
The identity
(x; q)m · (q
mx; q)n = (x; q)m+n (1.2)
will be useful in the sequel.
We recall that Stirling numbers of the first and the second kind
[
n
k
]
,
{
n
k
}
,
and Euler numbers
〈
n
k
〉
may be defined for n ∈ N0 and integer k such that
0 ≤ k ≤ n as numbers which equal 1 if n = k = 0, and 0, if k < 0 or k > n, and
satisfy the following recurrence identities (see [3], Section 6.1)[
n
k
]
=
[
n− 1
k − 1
]
+ (n− 1)
[
n− 1
k
]
,{
n
k
}
=
{
n− 1
k − 1
}
+ k
{
n− 1
k
}
, (1.3)〈
n
k
〉
= (n− k)
〈
n− 1
k − 1
〉
+ (k + 1)
〈
n− 1
k
〉
,
respectively.
We remind some elementary probabilistic concepts which we use in this paper
(see, for example, [2]). A probability space is a pair (Ω, p) where Ω is a finite set (it
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is called a sample space ) and p is a function on Ω (it is called a probability ) such
that p(ω) ≥ 0 for all ω ∈ Ω and
∑
ω∈Ω p(ω) = 1. Every set A ⊂ Ω is said to be an
event . The probability of an event A is defined by P (A) =
∑
ω∈A p(ω). If A,B ⊂ Ω
and P (B) 6= 0, then P (A|B) := P (A ∩ B)/P (B) is said to be the conditional
probability of A given B. The formula P (A ∩ B) = P (B)P (A|B) is called the
multiplication theorem of probability . We say that events Al, l = 1, 2, . . . L, form
a partition of a sample space Ω if Al are mutually exclusive and ∪
L
l=1Al = Ω. In
that case, the formula of total probability is valid:
P (B) =
L∑
l=1
P (B|Al)P (Al) .
We also use the following notation: i(k) := i, i, . . . , i︸ ︷︷ ︸
k
for k ∈ N.
2 q-binomial coefficients (Gaussian polynomials)
Let x and q be arbitrary real numbers from the interval (0, 1), n be a positive
integer.
We will construct a special stochastic process. Let E be a trial with two
outcomes 0 and 1. We consider a sequence of n trials E . We take the probability
of outcomes 0 and 1 in the first trial E to be equal 1 − x and x, respectively.
Assume that the trial E is repeated m times and the outcome 0 has occurred j
times where 0 ≤ j ≤ m. Then we take the probability of 0 and 1 in the (m+1)th
repetition of E to be 1− qjx and qjx, respectively.
A mathematical model of this sequence of n trials E is the probability space
(Ωn, px,q,n) where
Ωn := {ω = (ε1, ε2, . . . , εn) : εk = 0 or 1, k = 1, 2, . . . , n} ,
the probability px,q,n(ω) of an elementary event ω = (ε1, ε2, . . . , εn) is equal to
px,q,n(ω) = px,q,n((ε1, ε2, . . . , εn)) = f1 · f2 · . . . · fn , (2.1)
where f1 = x, if ε1 = 1, f1 = 1 − x, if ε1 = 0, and for every integer m (1 ≤ m ≤
n− 1),
fm+1 =
{
qjx , if εm+1 = 1 ,
1− qjx , if εm+1 = 0 ,
(2.2)
where j = #{l : 1 ≤ l ≤ m, εl = 0}. The probability of an event A ⊂ Ωn is
defined by
Px,q,n(A) :=
∑
ω∈A
px,q,n(ω) . (2.3)
For the sake of brevity, sometimes we write P instead of Px,q,n. It is not dif-
ficult to see that Px,q,n(A) = Px,q,m(A) if m < n and the event A ⊂ Ωn does
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not depend on the repetitions of the trial E with numbers m + 1, m + 2, . . . , n,
that is A satisfies the following condition: if (ε1, . . . , εm, εm+1, . . . , εn) ∈ A, then
(ε1, . . . , εm, δm+1, . . . , δn) ∈ A for all δm+1, . . . , δn = 0 or 1.
Let us introduce some notation. For i = 0, 1 and integers m (1 ≤ m ≤ n) and
k (0 ≤ k ≤ n) we define
i(m) := {ω = (ε1, ε2, . . . εn) ∈ Ωn : εm = i} , (2.4)
i(nk) := {ω = (ε1, ε2, . . . εn) ∈ Ωn : #{l : 1 ≤ l ≤ n, εl = i} = k} . (2.5)
Using this notation we may write:
Px,q,n(0
(1)) = 1− x , Px,q,n(1
(1)) = x
for every n ≥ 1;
Px,q,m+1(1
(m+1)| 1(mk )) = q
m−kx , Px,q,m+1(0
(m+1)| 1(mk )) = 1− q
m−kx
for every m ≥ 1. It should be pointed out that the exponent of the power qm−k
is equal to the number of all trials which lead to outcome 0.
We give now the probabilities of some elementary events ω such that ω ∈ 1(nk):
p((1(k), 0(n−k))) = x
k(x; q)n−k ,
p((0(n−k), 1(k))) = x
k(x; q)n−kq
k(n−k) ,
p((0, 1, 0, 1(k−1), 0(n−k−2))) = x
k(x; q)n−kq
2k−1 .
It is not difficult to see that p(ω) = xk(x; q)n−kq
r for every ω ∈ 1(nk), where r is
an integer such that 0 ≤ r ≤ k(n − k). Therefore, we may write for all n ∈ N
and integer k such that 0 ≤ k ≤ n:
Px,q,n(1(
n
k)) = x
k(x; q)n−kγ(
n
k) , (2.6)
where γ(nk) is a polynomial in q. We define also γ(
0
0) = 1. We will prove in the
following theorem that polynomial γ(nk) coincides with the Gaussian polynomial[
n
k
]
q
.
Theorem 2.1. Let n, k ∈ N0, 0 ≤ k ≤ n and γ(
n
k) be a polynomial in q
defined by (2.6). Then
γ(nk) =
[
n
k
]
q
.
Proof. We introduce the following notation:
p(nk) := px,q(
n
k) := Px,q,n(1(
n
k)) = γ(
n
k)x
k(x; q)n−k . (2.7)
First, we prove that the following recurrence relation is valid
p(nk) = p(
n−1
k )(1− q
n−k−1x) + p(n−1k−1)q
n−kx . (2.8)
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We apply the formula of total probability. The events 1(n−1j ) (j = 0, 1, . . . , n−1)
are disjoint with union Ωn. Since P (1(
n
k)| 1(
n−1
j )) = 0 for all j but j = k− 1 and
j = k, we may write
p(nk) = P (1(
n
k)) = P (1(
n
k)| 1(
n−1
k ))P (1(
n−1
k )) + P (1(
n
k)| 1(
n−1
k−1))P (1(
n−1
k−1))
= P (0(n)| 1(n−1k ))P (1(
n−1
k )) + P (1
(n)| 1(n−1k−1))P (1(
n−1
k−1))
= (1− qn−k−1x)p(n−1k ) + q
n−kxp(n−1k−1) .
It follows from (2.8) that polynomials γ(nk) satisfy the following recurrence
identity:
γ(nk) = γ(
n−1
k ) + q
n−kγ(n−1k−1). (2.9)
Indeed, if we insert (2.7) into (2.8) and use (1.2), we obtain
γ(nk)x
k(x; q)n−k = xq
n−kγ(n−1k−1)x
k−1(x; q)(n−1)−(k−1)
+(1− qn−k−1x)γ(n−1k )x
k(x; q)n−1−k
= qn−kγ(n−1k−1)x
k(x; q)n−k + γ(
n−1
k )x
k(x; q)n−k .
Dividing by xk(x; q)n−k, we conclude that (2.9) is true.
Next, (2.6) yields that γ(n0 ) = 1 and γ(
n
n) = 1 for all n ∈ N. Therefore
polynomials γ(ij) and Gaussian polynomials satisfy the same recurrence identity
and boundary conditions. This completes the proof of Theorem 2.1. ✷
Thus, (2.6) can be written as
px,q(
n
k) = P (1(
n
k)) = x
k(x; q)n−k
[
n
k
]
q
. (2.10)
The next theorem contains new proofs of some known facts (see, for example, [1],
formulas (3.3.4), (3.3.9), (3.3.10)). Our proofs are based upon probabilistic ideas
and are very simple.
Theorem 2.2. 1) If n, k ∈ N0, 0 ≤ k ≤ n, then[
n
k
]
q
=
[
n− 1
k
]
q
qk +
[
n− 1
k − 1
]
q
. (2.11)
2) If n ∈ N, then
n∑
k=0
(−1)k
[
n
k
]
q
q(
n−k
2 ) = 0 . (2.12)
3) If a, b,m ∈ N0, then[
a+ b
m
]
q
=
1
2
∑
j,k≥0
j+k=m
[
a
j
]
q
[
b
k
]
q
q−jk
(
qak + qbj
)
. (2.13)
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4) If a, b, c,m ∈ N0, then[
a + b+ c
m
]
q
=
1
6
∑
j,k,l≥0
j+k+l=m
[
a
j
]
q
[
b
k
]
q
[
c
l
]
q
q−(jk+kl+lj)
× (qa(m−j)+bl + qa(m−j)+ck + qb(m−k)+al
+ qb(m−k)+cj + qc(m−l)+bj + qc(m−l)+ak) . (2.14)
5) If m,n ∈ N0, then[
n +m+ 1
m+ 1
]
q
=
n∑
j=0
qj
[
m+ j
m
]
q
. (2.15)
Proof. 1) First, let us prove that probabilities p(nk) satisfy the following
recurrence identity
px,q(
n
k) = pqx,q(
n−1
k )(1− x) + px,q(
n−1
k−1)x . (2.16)
(See definition of px,q(
n
k) in (2.10).) The events 0
(1) and 1(1) form a partition of
the sample space Ωn. Hence, by the formula of total probability, by (2.1), and
(2.3), we obtain
px,q(
n
k) = Px,q,n(1(
n
k))
= Px,q,n(1(
n
k)| 0
(1))Px,q,n(0
(1)) + Px,q,n(1(
n
k)| 1
(1))Px,q,n(1
(1))
= Pqx,q,n−1(1(
n−1
k ))(1− x) + Px,q,n−1(1(
n−1
k−1))x
= pqx,q(
n−1
k )(1− x) + px,q(
n−1
k−1)x .
Inserting (2.10) into (2.16), we get[
n
k
]
q
xk(x; q)n−k = (1− x)
[
n− 1
k
]
q
qkxk(qx; q)n−k−1
+x
[
n− 1
k − 1
]
q
xk−1(x; q)(n−1)−(k−1) .
Using (1.2) and dividing by xk(x; q)n−k, we obtain (2.11).
2) The events 1(nk) (k = 0, 1, 2, . . . , n) form a partition of the sample space
Ωn. Therefore
n∑
k=0
p(nk) = 1.
Inserting (2.10) into this formula and equating to zero coefficient of xn in the
left-hand side, we obtain (2.12).
Analogously, one can obtain identities for q-binomial coefficients equating to
zero coefficients of x2,. . . , xn−1.
3) The events 1(a0), 1(
a
1), 1(
a
2), . . . , 1(
a
a) form a partition of the sample space
Ωn. The formula of total probability yields
P (1(a+bm )) =
a∑
j=0
P (1(a+bm )| 1(
a
j ))P (1(
a
j )). (2.17)
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We calculate the conditional probabilities at the right-hand side of (2.17). Ob-
viously, P (1(a+bm )| 1(
a
j )) = 0, if j > m. For j ≤ m we have by (2.1), (2.2), and
(2.3):
Px,q,a+b(1(
a+b
m )| 1(
a
j )) = Pxqa−j,q,b(1(
b
m−j)) .
Thus, by (1.2), the jth term at the right-hand side of (2.17) equals[
b
m− j
]
q
xm−jq(a−j)(m−j)(xqa−j ; q)b−m+j ·
[
a
j
]
q
xj(x; q)a−j =
=
[
b
m− j
]
q
[
a
j
]
q
xmq(a−j)(m−j)(x; q)a+b−m . (2.18)
After substituting (2.18) into (2.17) and division by xm(x; q)a+b−m, we get[
a+ b
m
]
q
=
m∑
j=0
[
b
m− j
]
q
[
a
j
]
q
q(a−j)(m−j) .
Replacing m− j with k shows that[
a+ b
m
]
q
=
∑
j,k≥0
j+k=m
[
a
j
]
q
[
b
k
]
q
q(a−j)k . (2.19)
If we first replace in (2.19) a with b and b with a, and then j with k and k with
j, we get [
a + b
m
]
q
=
∑
j,k≥0
j+k=m
[
a
j
]
q
[
b
k
]
q
qj(b−k) . (2.20)
Summing (2.19) and (2.20), we get (2.13).
4) Let us define the events Ba,bj,k as follows:
Ba,bj,k := {(ε1, . . . , εa+b) ∈ Ωa+b : #{l : 1 ≤ l ≤ a , εl = 1} = j ,
#{l : a + 1 ≤ l ≤ a + b , εl = 1} = k} .
The events Ba,bj,k (0 ≤ j ≤ a, 0 ≤ k ≤ b, m − c ≤ j + k ≤ m) form a partition of
Ωa+b. Therefore, by the formula of total probability
P (1(a+b+cm )) =
∑
0≤j≤a
0≤k≤b
m−c≤j+k≤m
P (1(a+b+cm )|B
a,b
j,k)P (B
a,b
j,k) , (2.21)
where P = Px,q,a+b+c. By the definition of the probability p on Ωn (see (2.1),
(2.2), (2.3)) we have
Px,q,a+b+c(1(
a+b+c
m )|B
a,b
j,k) = Pqa+b−j−kx,q,c(1(
c
m−j−k)) =
=
[
c
m− j − k
]
q
q(a+b−j−k)(m−j−k)xm−j−k(qa+b−j−kx, q)j+k−(m−c) .
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Using the multiplication theorem of probability and (1.2), we get
Px,q,a+b+c(B
a,b
j,k) = Px,q,a+b+c(B
a,b
j,k | 1(
a
j ))Px,q,a+b+c(1(
a
j ))
= Px,q,a+b(1(
b
k)| 1(
a
j ))Px,q,a(1(
a
j )) = Pqa−jx,q,b(1(
b
k))Px,q,a(1(
a
j ))
=
[
b
k
]
q
(qa−jx)k(qa−jx, q)b−k ·
[
a
j
]
q
xj(x; q)a−j
=
[
a
j
]
q
[
b
k
]
q
qk(a−j)xj+k(x; q)a+b−j−k .
Thus, the (j, k)th term at the right-hand side of (2.21) equals[
a
j
]
q
[
b
k
]
q
[
c
m− j − k
]
q
xmq(a+b−j−k)(m−j−k)+k(a−j)(x; q)a+b+c−m . (2.22)
After substituting (2.22) into (2.21), replacing m − j − k by l, and dividing the
result by xm(x; q)a+b+c−m, we obtain[
a+ b+ c
m
]
q
=
∑
j,k,l≥0
j+k+l=m
[
a
j
]
q
[
b
k
]
q
[
c
l
]
q
q−(jk+kl+lj)qa(m−j)+bl . (2.23)
Formula (2.14) follows from (2.23) with the help of suitable permutations of a, b, c
and j, k, l and summing. (See the end of the proof of (2.13).)
5) Let us calculate the probability P (1(n+m+1m+1 )) in two ways. We have by
(2.10)
Px,q,n+m+1(1(
n+m+1
m+1 )) =
[
n +m+ 1
m+ 1
]
q
xm+1(x; q)n . (2.24)
Now we calculate this probability in a different way. For j = 0, 1, 2, . . . , n, we
introduce the following events
Cj := 1(
n+m+1
m+1 ) ∩ { (ε1, . . . , εn+m+1) ∈ Ωn+m+1 :
εm+j+1 = 1, εm+j+2 = . . . = εn+m+1 = 0} .
(We distinguished the last outcome 1 in the sequence of n+m+1 trials E .) Any
element ω of Cj can be written as ω = (ω
′, 1, 0(n−j)), where ω
′ ∈ 1(m+jm ). The
events Cj are mutually exclusive and ∪
n
j=0Cj = 1(
n+m+1
m+1 ). Therefore:
P (1(n+m+1m+1 )) =
n∑
j=0
P (Cj) . (2.25)
Using (2.10) and (1.2), we obtain:
Px,q,n+m+1(Cj) =
= Px,q,m+j(1(
m+j
m )) · (xq
j) · (1− xqj)(1− xqj+1) · · · (1− xqn−1)
=
[
m+ j
m
]
q
xm(x; q)j · xq
j · (xqj ; q)n−j
= qj
[
m+ j
m
]
q
xm+1(x; q)n . (2.26)
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Substituting (2.24) and (2.26) into (2.25) and dividing by xm+1(x; q)n, we obtain
(2.15). ✷
We may distinguish the first rather than the last - or the first and the last -
outcome 1 in the sequence of trials. This leads to the following theorem.
Theorem 2.3. If m,n ∈ N0, then[
n+m+ 1
m+ 1
]
q
=
n∑
j=0
q(m+1)j
[
n+m− j
m
]
q
, (2.27)
[
n +m+ 2
m+ 2
]
q
=
1
2
∑
j,k≥0
j+k≤n
[
n +m− j − k
m
]
q
qn−(j+k)
(
q(m+2)j + q(m+2)k
)
. (2.28)
Proof. 1) We prove (2.27). We calculate P (1(n+m+1m+1 )) in two ways. Evidently,
we have (2.24). Alternatively, for j = 0, 1, 2, . . . , n, we introduce the following
events
Dj := 1(
n+m+1
m+1 ) ∩ {(ε1, . . . , εn+m+1) ∈ Ωn+m+1 : ε1 = . . . = εj = 0, εj+1 = 1} .
Dj is formed by elements ω = (0(j), 1, ω
′) where ω′ ∈ 1(n+m+1m ). Therefore
P (Dj) = (x; q)j · (xq
j) · Pxqj ,q,n+m+−j(1(
n+m−j
m ))
= (x; q)j ·
[
n− j +m
m
]
q
· (xqj)m(xqj ; q)n−j
=
[
n− j +m
m
]
q
xm+1(x; q)nq
(m+1)j . (2.29)
The events Dj are mutually exclusive and ∪
n
j=0Dj = 1(
n+m+1
m+1 ). Therefore, by the
additive property of probability, P (1(n+m+1m+1 )) =
∑n
j=0 P (Dj). Inserting (2.24)
and (2.29) into this formula and dividing by xm+1(x; q)n, we get (2.27).
2) We prove (2.28). For j ≥ 0 i k ≥ 0 such that j+ k ≤ n, we consider events
Ej,k := 1(
n+m+2
m+2 ) ∩ { (ε1, . . . , εn+m+2) ∈ Ωn+m+2 :
ε1 = . . . εj = 0, εj+1 = 1,
εn+m+3−k = 1, εn+m+4−k = . . . = εn+m+2 = 0} .
The event Ej,k is formed by elements ω = (0(j), 1, ω
′, 1, 0(k)) where ω
′ ∈ 1(n+m−j−km ).
We calculate the probability of the events Ej,k using (2.1), (2.2), (2.3):
Px,q,n+m+2(Ej,k) =
= (x; q)j · xq
j · Pqjx,q,n+m−j−k(1(
n+m−j−k
m )) · xq
j+(n−j−k) · (xqn−k; q)k .
Since
Pqjx,q,n+m−j−k(1(
n+m−j−k
m )) =
[
n+m− j − k
m
]
q
(xqj)m(xqj , q)n−(j+k) ,
9
it follows by (1.2) that
P (Ej,k) =
[
n +m− j − k
m
]
q
qmj+j+n−kxm+2(x; q)n . (2.30)
Since Ej,k are mutually exclusive and 1(
n+m+2
m+2 ) = ∪j,kEj,k, the following equal-
ity holds: P (1(n+m+2m+2 )) =
∑
j,k
P (Ej,k). Substituting (2.30) into this equality, using
(2.10), and dividing by xm+2(x; q)n, we get
[
n +m+ 2
m+ 2
]
q
=
∑
j,k≥0
j+k≤n
[
n +m− j − k
m
]
q
qmj+n+j−k . (2.31)
Replacing j in (2.31) by k, and k by j, we obtain
[
n +m+ 2
m+ 2
]
q
=
∑
j,k≥0
j+k≤n
[
n +m− j − k
m
]
q
qmk+n+k−j . (2.32)
Summing (2.31) and (2.32) we get (2.28). ✷
3 q-polynomial coefficients
Let n ∈ N, u1 > 0, u2 > 0, U := u1 + u2 < 1, 0 < q < 1. Let E be a trial with
four outcomes 0, 1, 2, ∗. We consider the following random process. The trial E
is repeated n times. We assume that the probabilities of the outcomes 0, 1, 2 in
the first trial are equal to
1− u1 − u2 = 1− U , u1 , u2 , (3.1)
respectively. Consequently, the probability of the outcome ∗ in the first trial is
equal to zero.
Let m be a positive integer, m < n. Suppose that in the first m trials the
outcomes 0, 1, 2 have happened i0, i1, i2 times, respectively, with i0 + i1 + i2 = m
(so, there is no outcome ∗ in the first m trials). Then we assume the probabilities
of outcomes 0, 1, 2 in the (m+ 1)th trial to be equal
1− qi0U , qi0u1 , q
i0+i1u2 , (3.2)
respectively. Consequently, the outcome ∗ happens in the (m+1)th trial with the
probability
1− qi0u1 − q
i0+i1u2 − (1− q
i0u1 − q
i0u2) = q
i0u2(1− q
i1) . (3.3)
We assume also that if the outcome ∗ happens in the kth trial, then ∗ will happen
in the (k + 1)th trial with the probability 1.
10
We construct a probability space corresponding to the random process de-
scribed above. The sample space Ωn consists of all sequences ω = (ε1, ε2, . . . , εn)
of the length n, such that its elements εj are equal to 0, 1, 2, ∗, and the follow-
ing condition is valid: if εk = ∗ for some k (1 < k < n), then εl = ∗ for any
l = k + 1, k + 2, . . . , n. We define the probability pu1,u2,U,q,n(ω) of the elementary
event ω = (ε1, ε2, . . . , εn) as
pu1,u2,U,q,n((ε1, ε2, . . . , εn)) = f1 · f2 · . . . · fn , (3.4)
where, according to (3.1),
f1 =


1− U, if ε1 = 0,
u1, if ε1 = 1,
u2, if ε1 = 2,
0, if ε1 = ∗,
(3.5)
and according to (3.2) and (3.3), for any m, 1 ≤ m ≤ n− 1,
fm+1 =


1− qi0U , if εm+1 = 0 ,
qi0u1 , if εm+1 = 1 ,
qi0+i1u2 , if εm+1 = 2 ,
qi0u2(1− q
i1) , if εm+1 = ∗ ,
(3.6)
if i0 + i1 + i2 = m and
#{j : 1 ≤ j ≤ m, εj = 0} = i0 ,
#{k : 1 ≤ k ≤ m, εk = 1} = i1 ,
#{l : 1 ≤ l ≤ m, εl = 2} = i2 .
We define also
εm+1 = ∗ and fm+1 = 1, if εm = ∗ (3.7)
(see the end of the second paragraph of this section). We define the probability
of an event A ⊂ Ωn as follows
Pu1,u2,U,q,n(A) :=
∑
ω∈A
pu1,u2,U,q,n(ω) . (3.8)
Although U = u1 + u2, it is useful to write U as a subscript of the probability
sign P . Sometimes we write P instead of Pu1,u2,U,q,n. As in Section 2, we see that
Pu1,u2,U,q,m(A) = Pu1,u2,U,q,n(A) ,
if m < n and the event A ⊂ Ωn does not depend on repetitions of the trial E with
the numbers m+ 1, m+ 2, . . . , n.
Let us introduce notation for some events of the sample space Ωn. For i ∈
{0, 1, 2, ∗} and integer m, 1 ≤ m ≤ n, and k, 0 ≤ k ≤ n, we use definitions
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(2.4), (2.5) from Section 2. For m ∈ N, j ∈ {0, 1, 2}, i0, i1, i2 ∈ N0 such that
i0 + i1 + i2 = m, we define
A(mi0,i1,i2) := 0(
m
i0
) ∩ 1(mi1 ) ∩ 2(
m
i2
) .
The event A(mi0,i1,i2) can be described as follows: outcomes 0, 1, 2 happen i0, i1, i2
times, respectively, in the repetitions of the trial E with the numbers 1, 2, . . . , m.
We set A(ni0,i1,i2) = ∅ if ij < 0 or ij > m for some j ∈ {0, 1, 2}.
We may write (3.1), (3.2), (3.3) in the introduced notation as follows (P =
Pu1,u2,U,q,n):
P (0(1)) = 1− u1 − u2 , P (1
(1)) = u1 ,
P (2(1)) = u2 , P (∗
(1)) = 0 ;
(3.9)
if m ∈ N, m < n, i0 + i1 + i2 = m, then
P
(
0(m+1)|A(mi0,i1,i2)
)
= 1− qi0U ,
P
(
1(m+1)|A(mi0,i1,i2)
)
= qi0u1 ,
P
(
2(m+1)|A(mi0,i1,i2)
)
= qi0+i1u2 ,
P
(
∗(m+1)|A(mi0,i1,i2)
)
= qi0(1− qi1)u2 .
(3.10)
Formula (3.7) means that
P (j(l+1)|∗(l)) = 0 for j = 0, 1, 2 ; P (∗(l+1)|∗(l)) = 1
for all l = 1, 2, . . . , n− 1.
We give now the probabilities of some elementary events ω ∈ A(ni0,i1,i2):
p((1(i1), 2(i2), 0(i0))) = u
i1
1 u
i2
2 (U ; q)i0q
i1i2 ,
p((2(i2), 1(i1), 0(i0))) = u
i1
1 u
i2
2 (U ; q)i0 ,
p((0(i0), 1(i1), 2(i2))) = u
i1
1 u
i2
2 (U ; q)i0q
i0u1+(i0+i1)i2 ,
p((0, 1, 2, 0, 1, 2(i2−1), 0(i0−2), 1(i1−2))) = u
i1
1 u
i2
2 (U ; q)i0q
i0(i1−2)+4i2+1 .
It can be readily seen that the probability of every elementary event ω ∈ A(ni0,i1,i2)
(i0 + i1 + i2 = n) equals u
i1
1 u
i2
2 (U ; q)i0q
r, where r is an integer such that 0 ≤ r ≤
i0i1 + i0i2 + i1i2. Therefore,
p(ni0,i1,i2) := P
(
A(ni0,i1,i2)
)
= ui11 u
i2
2 (U ; q)i0 c(
n
i0,i1,i2
) , (3.11)
where c(ni0,i1,i2) = c(n, i0, i1, i2; q) is a polynomial in q. We set c(
0
0,0,0) = 1 and
c(ni0,i1,i2) = 0 if one of the numbers i0, i1, i2 is negative.
The following theorem is an analogue of Theorem 2.1. It shows that the
polynomial c(ni0,i1,i2) coincides with the q-polynomial coefficient
[
n
i0, i1, i2
]
q
. It is
a key theorem of this section.
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Theorem 3.1. Let n ∈ N0, i0, i1, i2 ∈ N0, i0 + i1 + i2 = n, and c(
n
i0,i1,i2
) be a
polynomial in q defined by (3.11). Then
c(ni0,i1,i2) =
[
n
i0, i1, i2
]
q
.
Proof. First we prove a recurrence relation for coefficients c(ni0,i1,i2). We show
that if n ≥ 1, i0, i1, i2 ≥ 0, i0 + i1 + i2 = n, then
c(ni0,i1,i2) = c(
n−1
i0−1,i1,i2)+q
i0 c(n−1i0,i1−1,i2) +q
i0+i1 c(n−1i0,i1,i2−1) . (3.12)
Since the events A(n−1j0,j1,j2) (j0, j1, j2 ≥ 0, j0 + j1 + j2 = n − 1) and Bn−1 :=
{(ε1, . . . , εn) ∈ Ωn : εk = ∗ (∃k, 1 ≤ k ≤ n − 1)} form a partition of the sample
space Ωn and since P
(
A(ni0,i1,i2) |Bn−1
)
= 0, it follows by the formula of total
probability that
p(ni0,i1,i2) = P
(
A(ni0,i1,i2)
)
=
= P
(
A(ni0,i1,i2) |A(
n−1
i0−1,i1,i2
)
)
P
(
A(n−1i0−1,i1,i2)
)
+P
(
A(ni0,i1,i2) |A(
n−1
i0,i1−1,i2
)
)
P
(
A(n−1i0,i1−1,i2)
)
+P
(
A(ni0,i1,i2) |A(
n−1
i0,i1,i2−1)
)
P
(
A(n−1i0,i1,i2−1)
)
= P
(
0(n)|A(n−1i0−1,i1,i2)
)
P
(
A(n−1i0−1,i1,i2)
)
+P
(
1(n)|A(n−1i0,i1−1,i2)
)
P
(
A(n−1i0,i1−1,i2)
)
+P
(
2(n)|A(n−1i0,i1,i2−1)
)
P
(
A(n−1i0,i1,i2−1)
)
= (1− qi0−1U) p(n−1i0−1,i1,i2) +q
i0u1 p(
n−1
i0,i1−1,i2) +q
i0+i1u2 p(
n−1
i0,i1,i2−1) .(3.13)
Substituting (3.11) into (3.13), using the formula (1−qi0−1U)(U ; q)i0−1 = (U ; q)i0 ,
and dividing by u1u2(U ; q)i0, we obtain (3.12).
Now we prove the result by induction on n. By definition c(00,0,0) =
[
0
0, 0, 0
]
q
.
We assume that the equality c(n−1j0,j1,j2) =
[
n− 1
j0, j1, j2
]
q
holds for all j0, j1, j2 ≥ 0
such that j0 + j1 + j2 = n − 1. We will show that c(
n
i0,i1,i2
) =
[
n
i0, i1, i2
]
q
for all
i0, i1, i2 ≥ 0 such that i0 + i1 + i2 = n. Applying (3.12) we get:
c(ni0,i1,i2) = c(
n−1
i0−1,i1,i2
)+qi0 c(n−1i0,i1−1,i2) +q
i0+i1 c(n−1i0,i1,i2−1)
=
(q)n−1
(q)i0(q)i1(q)i2
(
(1− qi0) + qi0(1− qi1) + qi0+i1(1− qi2)
)
=
(q)n−1
(q)i0(q)i1(q)i2
(1− qn) =
(q)n
(q)i0(q)i1(q)i2
,
and the proof of the theorem is complete. ✷
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Therefore, we may write
p(ni0,i1,i2) = P
(
A(ni0,i1,i2)
)
= ui11 u
i2
2 (U ; q)i0
[
n
i0, i1, i2
]
q
. (3.14)
The next theorem contains another recurrence relation for q-polynomial coef-
ficients and an analogue of the Vandermond formula.
Theorem 3.2. 1) If n, i0, i1, i2 ∈ N0, i0 + i1 + i2 = n, then[
n
i0, i1, i2
]
q
= qi1+i2
[
n− 1
i0 − 1, i1, i2
]
q
+ qi2
[
n− 1
i0, i1 − 1, i2
]
q
+
[
n− 1
i0, i1, i2 − 1
]
q
.(3.15)
2) If n, k ∈ N0, 0 ≤ k ≤ n, i0, i1, i2 ≥ 0, i0 + i1 + i2 = n, then[
n
i0, i1, i2
]
q
= (3.16)
=
∑
j0,j1,j2≥0
j0+j1+j2=k
[
k
j0, j1, j2
]
q
[
n− k
i0 − j0, i1 − j1, i2 − j2
]
q
qj0(i1−j1)+(j0+j1)(i2−j2) .
Proof. 1) Since the events A(11,0,0), A(
1
0,1,0), A(
1
0,0,1) and B1 := {(∗(n))} form
a partition of the sample space Ωn and since P (B1) = 0, we get by the formula
of total probability and using (3.9) (3.10) that
p(ni0,i1,i2) =
= P
(
A(ni0,i1,i2)
)
= P
(
A(ni0,i1,i2) |A(
1
1,0,0)
)
P
(
A(11,0,0)
)
+P
(
A(ni0,i1,i2) |A(
1
0,1,0)
)
P
(
A(10,1,0)
)
+ P
(
A(ni0,i1,i2) |A(
1
0,0,1)
)
P
(
A(10,0,1)
)
= Pqu1,qu2,qU,q,n−1(A(
n−1
i0−1,i1,i2
))(1− U) + Pu1,qu2,U,q,n−1(A(
n−1
i0,i1−1,i2
))u1
+ p(n−1i0,i1,i2−1) u2 . (3.17)
By the definition of the probability on Ωn (see (3.11)), it follows from (3.17) that
(U ; q)i0u
i1
1 u
i2
2
[
n
i0, i1, i2
]
q
= (1− U)(qU, q)i0−1(qu1)
i1(qu2)
i2
[
n− 1
i0 − 1, i1, i2
]
q
+u1(U ; q)i0u
i1−1
1 (qu2)
i2
[
n− 1
i0, i1 − 1, i2
]
q
+ u2(U ; q)i0u
i1
1 u
i2−1
2
[
n− 1
i0, i1, i2 − 1
]
q
.
Using the formula (1−U)(qU, q)i0−1 = (U ; q)i0 and dividing by u
i1
1 u
i2
2 (U ; q)i0, we
get (3.15).
2) The events A(kj0,j1,j2) (k is fixed, j0, j1, j2 ≥ 0, j0 + j1 + j2 = k) and
Bk := {(ε1, . . . , εn) ∈ Ωn : εl = ∗ (∃l, 1 ≤ l ≤ k)} form a partition of Ωn. By the
formula of total probability, it follows that
p(ni0,i1,i2) = P
(
A(ni0,i1,i2)
)
= P
(
A(ni0,i1,i2) |Bk
)
P (Bk)
+
∑
j0,j1,j2≥0
j0+j1+j2=k
P
(
A(ni0,i1,i2) |A(
k
j0,j1,j2
)
)
P
(
A(kj0,j1,j2)
)
. (3.18)
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Let us first find the conditional probabilities at the right-hand side of (3.18). If
the event A(kj0,j1,j2) has occurred, then the probabilities of outcomes 0, 1, 2 in the
(k + 1)th trial E are equal to 1− qj0U , qj0u1, and q
j0+j1u2, respectively. In n− k
trials with numbers k + 1, k + 2, . . . , n there must be i0 − j0 outcomes 0, i1 − j1
outcomes 1, and i2 − j2 outcomes 2. Therefore:
P
(
A(ni0,i1,i2) |A(
k
j0,j1,j2
)
)
=
= Pqj0u1,qj0+j1u2,qj0U,q,n−k
(
A(n−ki0−j0,i1−j1,i2−j2)
)
(3.19)
=
(
qj0u1
)i1−j1 (
qj0+j1u2
)i2−j2
(qj0U, q)i0−j0
[
n− k
i0 − j0, i1 − j1, i2 − j2
]
q
.
Substituting (3.14) into (3.18), using the equality P
(
A(ni0,i1,i2) |Bk
)
= 0 and
(3.19), we get
(U ; q)i0u
i1
1 u
i2
2
[
n
i0, i1, i2
]
q
=
∑
(j0,j1,j2)
(
qj0u1
)i1−j1 (
qj0+j1u2
)i2−j2
×
×(qj0U, q))i0−j0
[
n− k
i0 − j0, i1 − j1, i2 − j2
]
q
(U ; q)j0u
j1
1 u
j2
2
[
k
j0, j1, j2
]
q
.
Using (1.2) and dividing by (U ; q)i0u
i1
1 u
i2
2 , we obtain (3.16). ✷
The following theorem contains results that give analogues of Theorems 2.2
and 2.3.
Theorem 3.3. For all i0, i1, i2 ∈ N0 the following identities are valid:[
i0 + i1 + i2
i0, i1, i2
]
q
=
i0∑
k=0
[
k + i1 + i2
k, i1, i2
]
q
(
1−
1− qk
1− qk+i1+i2
)
, (3.20)
[
i0 + i1 + i2
i0, i1, i2
]
q
=
(
1− qi1+i2
) i0∑
k=0
[
k + i1 + i2
k, i1, i2
]
q
q(i1+i2)(i0−k)
1− qk+i1+i2
, (3.21)
[
i0 + i1 + i2
i0, i1, i2
]
q
=
=
(
1− qi1+i2−1
) i0∑
k=0
[
k + i1 + i2
k, i1, i2
]
q
qk
(
1− q(i1+i2)(i0−k+1)
)
(1− qk+i1+i2−1) (1− qk+i1+i2)
.(3.22)
Remark 3.1. Identities (2.15), (2.27), (2.28) follow from (3.20), (3.21),
(3.22), respectively, if we take i2 = 0.
Proof. 1) For r = 1, 2 and j = i1 + i2, i1 + i2 + 1, . . . , i0 + i1 + i2 we consider
the events
Crj := A(
i0+i1+i2
i0,i1,i2
)∩{(ε1, . . . , εi0+i1+i2) : εj = r, εj+1 = . . . = εi0+i1+i2 = 0} .
By the additive property of probability, we have
P
(
A(i0+i1+i2i0,i1,i2 )
)
=
i0+i1+i2∑
j=i1+i2
P
(
C1j
)
+
i0+i1+i2∑
j=i1+i2
P
(
C2j
)
. (3.23)
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It is readily seen that
P (C1j ) = (U ; q)i0u
i1
1 u
i2
2 q
j−i1−i2
[
j − 1
j − i1 − i2, i1 − 1, i2
]
q
,
P (C2j ) = (U ; q)i0u
i1
1 u
i2
2 q
j−i2
[
j − 1
j − i1 − i2, i1, i2 − 1
]
q
.
(3.24)
Substituting (3.14) and (3.24) into (3.23) and dividing by (U ; q)i0u
i1
1 u
i2
2 , we get[
i0 + i1 + i2
i0, i1, i2
]
q
=
i0+i1+i2∑
j=i1+i2
[
j − 1
j − i1 − i2, i1 − 1, i2
]
q
qj−i1−i2 +
+
i0+i1+i2∑
j=i1+i2
[
j − 1
j − i1 − i2, i1, i2 − 1
]
q
qj−i2 . (3.25)
Replacing j in (3.25) by k = j − i1 − i2 and using the following identities[
a+ b+ c− 1
a, b− 1, c
]
q
=
[
a + b+ c
a, b, c
]
q
1− qb
1− qa+b+c
,[
a+ b+ c− 1
a, b, c− 1
]
q
=
[
a + b+ c
a, b, c
]
q
1− qc
1− qa+b+c
,
(3.26)
we obtain (3.20) after a simple calculation.
2) For r = 1, 2 and j = 0, 1, . . . , i0, we consider the events
Drj := A(
i0+i1+i2
i0,i1,i2
)∩{(ε1, . . . , εi0+i1+i2) : ε1 = . . . = εj = 0, εj+1 = r} .
Using the additive property of probability, we write
P
(
A(i0+i1+i2i0,i1,i2 )
)
=
i0∑
j=0
(
P
(
D1j
)
+ P
(
D2j
))
. (3.27)
By (3.14) and (1.2):
P (D1j ) = (U ; q)jq
ju1 · Pqju1,qj+1u2,qjU,q,i0+i1+i2−j−1
(
A(i0+i1+i2−j−1i0−j,i1−1,i2 )
)
= (U ; q)i0u
i1
1 u
i2
2
[
i0 + i1 + i2 − j − 1
i0 − j, i1 − 1, i2
]
q
qji1+(j+1)i2 . (3.28)
Analogously,
P (D2j ) = (U ; q)jq
ju1 · Pqju1,qju2,qjU,q,i0+i1+i2−j−1
(
A(i0+i1+i2−j−1i0−j,i1,i2−1 )
)
= (U ; q)i0u
i1
1 u
i2
2
[
i0 + i1 + i2 − j − 1
i0 − j, i1, i2 − 1
]
q
qji1+ji2 . (3.29)
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Substituting (3.28), (3.29), and (3.14) into (3.27) and dividing by (U ; q)i0u
i1
1 u
i2
2 ,
we obtain [
i0 + i1 + i2
i0, i1, i2
]
q
=
i0∑
j=0
[
i0 + i1 + i2 − j − 1
i0 − j, i1 − 1, i2
]
q
q(i1+i2)j+i2 +
+
i0∑
j=0
[
i0 + i1 + i2 − j − 1
i0 − j, i1, i2 − 1
]
q
q(i1+i2)j . (3.30)
If we replace j in (3.30) by k = i0 − j and use identities (3.26), then we obtain
(3.21) after a simple calculation.
3) The proof of (3.22) is similar to those of (3.20) and (3.21). For j, k ≥ 0,
j + k ≤ i0, a, b = 1, 2 we consider the events
Eabjk = A(
i0+i1+i2
i0,i1,i2
)∩{ (ε1, . . . , εi0+i1+i2) ∈ Ωi0+i1+i2 : ε1 = . . . = εj = 0, εj+1 = a,
εi0+i1+i2−k = b, εi0+i1+i2−k+1 = . . . = εi0+i1+i2 = 0} .
It can be easily seen that the events Eabjk are disjoint with union A(
i0+i1+i2
i0,i1,i2
). Then
we can write
P
(
A(i0+i1+i2i0,i1,i2 )
)
=
∑
j,k≥0
j+k≤i0
2∑
a,b=1
P
(
Eabjk
)
. (3.31)
Calculations similar to those that are made through proving of (3.21) show
that
P (E11jk) = (U ; q)i0u
i1
1 u
i2
2
[
i0 + i1 + i2 − j − k − 2
i0 − j − k, i1 − 2, i2
]
q
qj(i1+i2)+i0+i2−j−k , (3.32)
P (E22jk) = (U ; q)i0u
i1
1 u
i2
2
[
i0 + i1 + i2 − j − k − 2
i0 − j − k, i1, i2 − 2
]
q
qj(i1+i2)+i0+i1−j−k , (3.33)
P (E21jk) = (U ; q)i0u
i1
1 u
i2
2
[
i0 + i1 + i2 − j − k − 2
i0 − j − k, i1 − 1, i2 − 1
]
q
qj(i1+i2)+i0−j−k , (3.34)
P (E12jk) = (U ; q)i0u
i1
1 u
i2
2
[
i0 + i1 + i2 − j − k − 2
i0 − j − k, i1 − 1, i2 − 1
]
q
qj(i1+i2)+i0++i1+i2−j−k−1 .
(3.35)
Substituting (3.14), (3.32) – (3.35) into (3.31) and using (3.26), we get after a
division by (U ; q)i0u
i1
1 u
i2
2[
i0 + i1 + i2
i0, i1, i2
]
q
=
(
1− qi1+i2−1
) (
1− qi1+i2
)
×
×
∑
j,k≥0
j+k≤i0
[
i0 + i1 + i2 − j − k
i0 − j − k, i1, i2
]
q
qj(i1+i2)+i0−j−k
(1− qi0+i1+i2−j−k−1) (1− qi0+i1+i2−j−k)
.
(3.36)
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We obtain (3.22) from (3.36) after a change of variables j′ = j, k′ = i0 − j − k
and a simple computation. ✷
Remark 3.2. It is clear that the arguments of Section 3 are perfectly gen-
eral. In order to generalize our arguments to the case of q-polynomial coef-
ficients
[
i0 + . . .+ ik
i0, . . . , ik
]
q
, k ≥ 3, we can take a trial E with k + 2 outcomes
0, 1, 2, . . . , k, ∗ . Analogously to (3.1), we assume that the probabilities of the
outcomes 0, 1, 2, . . . , k in the first trial are equal to
1− U , u1 , u2 , . . . , uk ,
respectively, where ui > 0 (i = 1, 2, . . . , k), U := u1+ u2+ . . .+ uk < 1. If m is a
positive integer, i0, i1, . . . , ik ≥ 0, i0 + i1 + . . . + ik = m, and if we know that in
the first m trials the outcomes 0, 1, 2, . . . , k have happened i0, i1, i2, . . . , ik times,
respectively, we assume that the probabilities of the outcomes 0, 1, 2, . . . , k in the
(m+ 1)th trial are equal to
1− qi0U , qi0u1 , q
i0+i1u2 , . . . , q
i0+i1+...+ik−1uk ,
respectively.
4 Stirling numbers of the second kind.
Let Ωn := {ω = (ε1, ε2, . . . , εn) : εj = 0 or 1, j = 1, 2, . . . , n} be a set of all
sequences of the length n with elements 0 and 1, β = {βj}
∞
j=0 be a sequence of
positive numbers. We define a weight wn on Ωn inductively. For n = 1, we set
w1((0)) = 1, w1((1)) = β0 . (4.1)
Let m > 1. We define the weight of a chain of the length m to be
wm((ε1, ε2, . . . , εm−1, 1)) = wm−1((ε1, ε2, . . . , εm−1)) · βj , (4.2)
where j = #{l : 1 ≤ l ≤ m− 1, εl = 0}, and
wm((ε1, ε2, . . . , εm−1, 0)) = wm−1((ε1, ε2, . . . , εm−1)) . (4.3)
In other words, the weight of a chain (ε1, ε2, . . . , εm−1, εm) of the length m
equals the product of the weight of the chain (ε1, ε2, . . . , εm−1) and that of the
element εm, which is equal to 1 if εm = 0 and to βj if εm = 1 and #{k : 1 ≤ k ≤
m− 1, εk = 0} = j.
For every set A ⊂ Ωn, we define the weight Wn(A) of A to be
Wn(A) :=
∑
ω∈A
wn(ω) . (4.4)
18
It is evident from (4.4) that the additive property of the weight is valid:
Wn(A ∪ B) =Wn(A) +Wn(B) , if A ∩B = ∅ . (4.5)
For n ≥ 1 and 0 ≤ k ≤ n we denote
ξnk := ξnk(β) :=Wn(0(
n
k)) , (4.6)
where 0(nk) = {(ε1, ε2, . . . , εn) ∈ Ωn : #{l : 1 ≤ l ≤ n, εl = 0} = k} (see (2.5)).
We denote also ξ00(β) = 1, ξnk(β) = 0 if k < 0 or k > n. We see that ξnk is a
polynomial in the variables βi, 0 ≤ i ≤ k, considering βj as independent variables.
Definition 4.1. Polynomials ξnk are said to be Stirling polynomials of the
second kind generated by the sequence β.
The following theorem gives a recurrence relation for polynomials ξnk.
Theorem 4.1. If n ∈ N and 0 ≤ k ≤ n, then
ξnk = ξn−1,k−1 + ξn−1,kβk . (4.7)
Proof. For j = 0, 1, we denote Aj := 0(nk) ∩ {(ε1, . . . , εn) ∈ Ωn : εn = j}.
From (4.2) and (4.3) it follows that
ξnk = Wn(0(
n
k)) =Wn(A
0) +Wn(A
1)
= Wn−1(0(
n−1
k−1)) · 1 +Wn−1(0(
n−1
k )) · βk
= ξn−1,k−1 + ξn−1,kβk ,
This proves (4.7). ✷
For every positive integer l and a sequence β := {βj}
∞
j=0, we denote β
(l) :=
{βl+j}
∞
j=0. The W
(l)
n will denote the weight on Ωn generated by the sequence β
(l).
Definition 4.2. Polynomials
ξ
(l)
nk := ξnk(β
(l)) , (n = 1, 2, . . . , 0 ≤ k ≤ n) ; ξ(l)00 := 1 ,
in the variables βl, βl+1, . . . are said to be associated of the rank l with polynomials
ξnk(β).
The following theorem gives a relation that includes ξnk and ξ
(1)
nk .
Theorem 4.2. For all n ≥ 1 and 0 ≤ k ≤ n the following recurrence relation
holds:
ξnk = ξ
(1)
n−1,k−1 + ξn−1,kβ0 . (4.8)
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Proof. For j = 0, 1 we denote Bj := 0(nk) ∩ {(ε1, . . . , εn) ∈ Ωn : ε1 = j}.
Using (4.2) and (4.3), we get
ξnk = Wn(0(
n
k)) = Wn(B
0) +Wn(B
1)
= 1 ·W
(1)
n−1(0(
n−1
k−1)) + β0 ·Wn−1(0(
n−1
k ))
= ξ
(1)
n−1,k−1 + ξn−1,kβ0 . ✷
Let us consider a particular case. We put
βj := j for all j ≥ 0 . (4.9)
(Therefore, wn(ω) = 0 for every chain ω = ( ε1, ε2, . . . , εn ) such that ε1 = 1.)
Then we get numbers ξ˜nk := ξnk({j}
∞
j=0) satisfying the following recurrence rela-
tion (see (4.7))
ξ˜nk = ξ˜n−1,k−1 + ξ˜n−1,k · k (4.10)
and conditions ξ˜00 = 1, ξ˜nk = 0 if k < 0 or k > n. The theorem below follows
directly from the definition of Stirling numbers of the second kind
{
n
k
}
(see (1.3)).
Theorem 4.3. Let n ∈ N, 0 ≤ k ≤ n. Then{
n
k
}
= Wn(0(
n
k)) , (4.11)
where Wn denotes the weight on Ωn generated by the sequence β = {j}
∞
j=0 with
the help of (4.1) — (4.4).
In the following theorem we give new proofs of some known facts (see, for
example, [3], formulas (6.20), (6.22)). Our proofs are based on Theorem 4.3.
Theorem 4.4. 1) If n ∈ N and 0 ≤ m ≤ n, then
{
n
m
}
=
n∑
l=m
{
l − 1
m− 1
}
mn−l . (4.12)
2) If n,m ∈ N0, then
{
n +m+ 1
m
}
=
m∑
k=0
k
{
n + k
k
}
. (4.13)
Proof. 1) We denote
Fl := 0(
n
m) ∩ {(ε1, . . . , εn) : εl = 0, εl+1 = εl+2 = . . . = εn = 1}
for every l = m,m + 1, . . . , n. It is evident that these sets form a partition
of 0(nm). We calculate Wn(Fl). Every chain ω from the set Fl has the form
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ω = (ω′, 0, 1(n−l)), where ω
′ ∈ 0(l−1m−1) and j(k) denotes the sequence j, j, . . . , j︸ ︷︷ ︸
k
.
Therefore, by (4.2), (4.3), (4.11), and (4.9)
Wn(Fl) = Wl−1(0(
l−1
m−1)) · 1 · β
n−l
m =
{
l − 1
m− 1
}
·mn−l . (4.14)
Inserting (4.11) and (4.14) into Wn(0(
n
m)) =
∑n
l=mWn(Fl), we obtain (4.12).
2) For every k = 0, 1, . . . , m, we introduce the sets
Hk := 0(
n+m+1
m ) ∩ {(ε1, . . . , εn+m+1) : εn+k+1 = 1, εn+k+2 = . . . = εn+m+1 = 0} .
It is evident that these sets form a partition of the set 0(n+m+1m ). We now evaluate
Wn+m+1(Hk). Every chain ω ∈ Hk has the form ω = (ω
′, 1, 0m−k), where ω
′ ∈
0(n+kk ). Therefore
Wn+m+1(Hk) =Wn+k(0(
n+k
k )) · βk =
{
n+ k
k
}
· k . (4.15)
Inserting (4.11) and (4.15) into
Wn+m+1(0(
n+m+1
m )) =
m∑
k=0
Wn+m+1(Hk) ,
we get (4.13). ✷
The following theorem gives relations between Stirling numbers of the second
kind and associated ones with them.
Theorem 4.5. 1) If n,m ∈ N and 1 ≤ m ≤ n, then
{
n
m
}
=
m∑
j=1
j
{
n− j − 1
m− j
}(j)
. (4.16)
2) If n, ν ∈ N, 1 ≤ ν ≤ n− 1, 0 ≤ m ≤ n, then
{
n
m
}
=
ν∑
k=0
{
ν
k
}{
n− ν
m− k
}(k)
. (4.17)
Proof. 1) For j = 0, 1, 2, . . . , m, we consider the sets
Gj := 0(
n
m) ∩ {(ε1, . . . , εn) ∈ Ωn : ε1 = . . . = εj = 0, εj+1 = 1}.
Evidently, Gj form a partition of 0(
n
m). We evaluateWn(Gj). Every chain ω ∈ Gj
has the form ω = (0(j), 1, ω
′), where ω′ ∈ 0(n−j−1m−j ). Therefore, by the definition
of the weight Wn, we have
Wn(Gj) = βj ·W
(j)
n−j−1(0(
n−j−1
m−j )) = j ·
{
n− j − 1
m− j
}(j)
. (4.18)
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We recall thatW (j) is a weight generated by the sequence {j+i}∞i=0 and
{
a
b
}(j)
:=
W (j)n (0(
a
b )) are numbers associated with Stirling ones of the rank j. Inserting
(4.11) and (4.18) into Wn(0(
n
m)) =
∑m
j=0Wn(Gj), we get (4.16).
2) For k = 0, 1, 2, . . . , ν, we consider the sets Rk := 0(
n
m) ∩ 0(
ν
k). Evidently,
Rk form a partition of 0(
n
m). We evaluate Wn(Rk). Every chain ω ∈ Rk has the
form ω = (ω′, ω′′), where ω′ ∈ 0(νk), ω
′′ ∈ 0(n−νm−k). By the definition of the weight
Wn, we have
Wn(Rk) =Wν(0(
ν
k))W
(k)
n−ν(0(
n−ν
m−k)) =
{
ν
k
}{
n− ν
m− k
}(k)
. (4.19)
Inserting (4.11) and (4.19) into Wn(0(
n
m)) =
∑ν
k=0Wn(Rk), we obtain (4.17). ✷
Remark 4.1. It is easy to generalize Theorems 4.4 and 4.5 to the case of an
arbitrary sequence {βj}.
5 Stirling numbers of the first kind.
As in Section 4, let Ωn = {(ε1, ε2, . . . , εn) : εj = 0, 1; 1 ≤ j ≤ n}, γ = {γj}
∞
j=1
be a sequence of positive numbers. We introduce a weight wn on the set Ωn
inductively. We put for n = 1,
w1((0)) = 1, w1((1)) = γ1 , (5.1)
and for m > 1,
wm((ε1, ε2, . . . , εm−1, 0)) = wm−1((ε1, ε2, . . . , εm−1)) ,
wm((ε1, ε2, . . . , εm−1, 1)) = wm−1((ε1, ε2, . . . , εm−1)) · γm .
(5.2)
We define Wn(A) for all A ⊂ Ωn as in (4.4).
For every sequence γ = {γj}
∞
j=1, for all n ∈ N and integer k, 0 ≤ k ≤ n, we
define polynomials ηnk in variables γj as follows
ηnk := ηnk(γ) := Wn(0(
n
k)) . (5.3)
For every sequence γ we define also η00(γ) = 1, ηnk(γ) = 0 if k < 0 or k > n. For
each nonnegative integer n and 0 ≤ k ≤ n, ηnk is a polynomial in the variables
γi, 1 ≤ i ≤ n.
Definition 5.1. We say that polynomials ηnk are Stirling polynomials of the
first kind generated by the sequence γ.
Polynomials ηnk(γ) satisfy the following recurrence relation.
Theorem 5.1. Let n ∈ N, 0 ≤ k ≤ n, and ηnk(γ) be polynomials in γ1, . . . , γn
defined by (5.3). Then
ηnk(γ) = ηn−1,k−1(γ) + ηn−1,k(γ) · γn . (5.4)
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This is an analogue of Theorem 4.1 and the proof is the same. ✷
As in the previous section, we write γ(l) := {γl+j}
∞
j=1 for every l ∈ N.
Definition 5.2. Polynomials η
(l)
nk := ηnk(γ
(l)) in the variables γl+1, γl+2, . . .
are said to be associated ones of the rank l with polynomials ηnk(γ).
We consider now a particular case:
γj := j − 1 for all j ≥ 1 . (5.5)
(Therefore, wn(ω) = 0 for every chain ω = ( ε1, ε2, . . . , εn ) such that ε1 = 1.) We
get a set of numbers η˜nk := ηnk({j − 1}
∞
j=1), which satisfy the recurrence relation
η˜nk = η˜n−1,k−1 + η˜n−1,k · (n− 1)
and conditions η˜00 = 1, η˜nk = 0 if k < 0 or k > n. These numbers are called as
Stirling numbers of the first kind and are denoted by
[
n
k
]
(see (1.3)).
As a result, we can derive the following statement.
Theorem 5.2. Let n ∈ N, 0 ≤ k ≤ n. Then[
n
k
]
=Wn(0(
n
k)) , (5.6)
where Wn is the weight on Ωn generated by the sequence γ = {j − 1}
∞
j=1 with the
help of (5.1), (5.2), (4.4)
Using (5.6), we will give very simple proofs of two known facts (see, for ex-
ample, [3], formulas (6.21), (6.23)).
Theorem 5.3. 1) If n ∈ N and m is an integer such that 0 ≤ m ≤ n, then[
n
m
]
=
n∑
l=m
[
l − 1
m− 1
]
l(l + 1)(l + 2) . . . (n− 1) . (5.7)
2) If n,m ∈ N, then [
n+m+ 1
m
]
=
m∑
k=0
(n + k)
[
n+ k
k
]
. (5.8)
Proof. The proof is very similar to that of Theorem 4.4. To prove (5.7) and
(5.8), we consider the sets Fl, l = m,m+1, . . . , n, and Hk, k = 0, 1, . . . , m, intro-
duced in the proof of the first and the second parts of Theorem 4.4, respectively.
We find from (5.1) and (5.2) that
Wn(Fl) = Wl−1(0(
l−1
m−1))γl+1γl+2 · . . . · γn
=
[
l − 1
m− 1
]
l(l + 1)(l + 2) . . . (n− 1) ,
Wn+m+1(Hk) = Wn+k(0(
n+k
k )) · γn+k+1 =
[
n+ k
k
]
· (n + k) .
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Repeating the reasoning from the proof of Theorem 4.4, we obtain (5.7), (5.8).
✷
The following theorem is an analogue of Theorem 4.5.
Theorem 5.4. 1) If n,m ∈ N, 1 ≤ m ≤ n, then
[
n
m
]
=
m∑
j=1
j
[
n− j − 1
m− j
](j)
. (5.9)
2) If n, ν,m ∈ N, 1 ≤ ν,m ≤ n, then
[
n
m
]
=
ν∑
k=0
[
ν
k
] [
n− ν
m− k
](ν)
. (5.10)
Proof. The proof is similar to that of Theorem 4.5. We consider the sets
Gj (1, 2, . . . , m), Rk (k = 0, 1, . . . , ν)introduced there. In our case the weights of
these sets are equal to
Wn+m+1(Gj) = γj+1 ·
[
n− j − 1
m− j
](j)
= j ·
[
n− j − 1
m− j
](j)
,
Wn+m+1(Rk) = Wν(0(
ν
k))W
(ν)
n−ν(0(
n−ν
m−k)) =
[
ν
k
] [
n− ν
m− k
](ν)
.
The theorem is now immediate. ✷
Remark 5.1. It is easy to generalize Theorems 5.3 and 5.4 to the case of an
arbitrary sequence {γj}.
6 Euler numbers.
As before, let Ωn be the set of all sequences of the length n with elements 0 and
1, {αj}
∞
j=1 and {βj}
∞
j=0 be two sequences of positive numbers. Let us introduce a
weight on Ωn by induction on n. For n = 1, we set
w1((0)) = α1 , w1((1)) = β0 . (6.1)
Let m > 1. We define the weight of a chain of the length m as follows
wm((ε1, ε2, . . . , εm−1, 0)) = wm−1((ε1, ε2, . . . , εm−1)) · αm−k ,
wm((ε1, ε2, . . . , εm−1, 1)) = wm−1((ε1, ε2, . . . , εm−1)) · βk ,
(6.2)
where k = #{j : 1 ≤ j ≤ m − 1, εj = 0}. In other words, the weight of a
chain of the length m equals the product of the weight of the chain consisting of
the first m − 1 terms of a given one and of the weight of the mth term which is
equal to αm−k, if this term is 0, and βk, if it is 1 and if k terms are 0 among the
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first m − 1 ones of a given chain. Evidently, definition (6.1) is consistent with
definition (6.2), that is (6.1) follows from (6.2) if we take m = 1 and if we assume
that the first term at the right-hand side of both equalities (6.2) equals 1. As
before, we define the weight Wn(A) of a set A ⊂ Ωn by the formula (4.4).
For every n ∈ N and integer k such that 0 ≤ k ≤ n, we define
ζnk := ζnk(α, β) := Wn(0(
n
k)) . (6.3)
By definition we put ζ00(α, β) = 1 and ζnk(α, β) = 0 whenever k < 0 or k > n. It
is evident that ζnk are polynomials in the variables αi, βj (if we consider αi, βj
as independent variables).
Definition 6.1. Polynomials ζnk(α, β) are said to be Euler polynomials, gen-
erated by sequences α and β.
The following theorem gives a recurrence relation for the polynomials ζnk.
Theorem 6.1. Let n ∈ N, 0 ≤ k ≤ n, and ζnk(α, β) be polynomials defined
by (6.3). Then
ζnk(α, β) = ζn−1,k−1(α, β)αn−k+1 + ζn−1,k(α, β)βk . (6.4)
Proof. The proof is analogous to that of Theorems 4.1 and 5.1. We only note
that if A0 and A1 are defined as in the proof of Theorem 4.1, then
Wn(A0) = Wn−1(0(
n−1
k−1)) · αn−(k−1) , Wn(A1) = Wn−1(0(
n−1
k )) · βk .✷
Definition 6.2. For every ν ∈ N and integer µ such that 0 ≤ µ ≤ ν, we
define the polynomials
ζ
(ν,µ)
nk (α, β) := ζnk(α
(ν−µ), β(µ))
and call them polynomials associated with the polynomials ζnk(α, β) of rank (ν, µ).
They are polynomials in variables αν−µ+1, αν−µ+2, . . ., βµ, βµ+1, . . . (We recall that
if δ = {δj}
∞
j=j0
is a sequence and l is a nonnegative integer, then we denote
δ(l) := {δl+j}
∞
j=j0
.)
We consider a particular case. Let
αl = l − 1 for all l ≥ 1 , βk = k + 1 for all k ≥ 0 .
We obtain a set of numbers ζ˜nk := ζnk({l−1}
∞
l=1, {k+1}
∞
k=0), (n ∈ N0, 0 ≤ k ≤ n)
such that
ζ˜nk = ζ˜n−1,k−1 · (n− k) + ζ˜n−1,k · (k + 1) , (6.5)
and ζ˜00 = 1, ζ˜nk = 0 whenever k < 0 or k > n. These numbers are called Euler
numbers and are denoted by
〈
n
k
〉
(see (1.3)). By (1.3) and (6.5), the following
theorem holds.
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Theorem 6.2. Let n ∈ N and 0 ≤ k ≤ n. Then〈
n
k
〉
= Wn(0(
n
k)) , (6.6)
where the weight Wn on Ωn is generated by the sequences α = {l − 1}
∞
l=1, β =
{k + 1}∞k=0 by means of (6.1), (6.2), and (4.4).
The following theorem is an analogue of Theorems 4.4 and 5.3.
Theorem 6.3. 1) If n,m ∈ N0, 0 ≤ m ≤ n, then
〈
n
m
〉
=
n∑
l=m+1
〈
l − 1
m− 1
〉
(l −m)(m+ 1)n−l . (6.7)
2) If n,m ∈ N0, then
〈
n+m+ 1
m
〉
=
m∑
k=0
〈
n+ k
k
〉
(k + 1)(n+ 1)m−k . (6.8)
Proof. For all l = m,m+ 1, . . . , n and k = 0, 1, . . . , m we introduce the sets
Fl and Hk in the same way as in the proof of Theorem 4.4. By Theorem 6.2 we
have
Wn(Fl) = Wl−1(0(
l−1
m−1))αl−(m−1)β
n−l
m =
〈
l − 1
m− 1
〉
(l −m)(m+ 1)n−l ,
Wn+m+1(Hk) =Wn+k(0(
n+k
k ))βkα
m−k
n+2 =
〈
n + k
k
〉
(k + 1)(n+ 1)m−k .
The theorem is now immediate. ✷
Remark 6.1. For all n ∈ N and m such that 0 ≤ m ≤ n − 1, the following
identity is valid: 〈
n
m
〉
=
〈
n− 1
m
〉(1,0)
. (6.9)
For every j = 0, 1, 2, . . . , m, we set
Qj := 0(
n
m) ∩ {ω = (0(j), 1, ω
′) : ω′ ∈ 0(n−j−1m−j )} .
Therefore
Wn(Qj) = α1−0 · α2−1 · . . . · αj−(j−1)︸ ︷︷ ︸
j
·βj ·W
(j+1,j)
n−j−1 (0(
n−j−1
m−j ))
= αj1βj ·
〈
n− j − 1
m− j
〉(j+1,j)
=
{
0, if j ≥ 1;〈
n−1
m
〉(1,0)
, if j = 0 .
(6.10)
Inserting (6.6) and (6.10) into Wn(0(
n
m)) =
∑m
j=0Wn(Qj), we obtain (6.9).
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Theorem 6.4. 1) If n,m ∈ N, 1 ≤ m ≤ n, then
〈
n
m
〉
=
n−m∑
j=1
j
〈
n− j − 1
m− j
〉(j+1,1)
. (6.11)
2) If n,m, ν ∈ N0, 0 ≤ m ≤ n, 1 ≤ ν ≤ n− 1, then
〈
n
m
〉
=
ν∑
k=0
〈
ν
k
〉〈
n− ν
m− k
〉(ν,k)
. (6.12)
Proof. 1) Just as in the proof of Theorem 4.5, we consider the sets Gj
(j = 0, 1, . . . , m). We have in our case
Wn(Gj) = β
j
0αj+1W
(j+1,1)
n−j−1 (0(
n−j−1
m−1 )) = j ·
〈
n− j − 1
m− 1
〉(j+1,1)
. (6.13)
2) For k = 0, 1, 2, . . . , ν, we set Rk := 0(
n
m)∩ 0(
ν
k). Every element ω of Rk has
the form ω = (ω′, ω′′), where ω′ ∈ 0(νk), ω
′′ ∈ 0(n−νm−k). Therefore
Wn(0(
n
m)) =
ν∑
k=0
Wn(Rk) =
ν∑
k=0
Wν(0(
ν
k))W
(ν,k)
n−ν (0(
n−ν
m−k)) =
ν∑
k=0
〈
ν
k
〉〈
n− ν
m− k
〉(ν,k)
.
Remark 6.2. It is easy to generalize Theorems 6.3 and 6.4 to the case of
arbitrary sequences {αj} and {βj}.
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