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This dissertation investigates Near-Field Thermal Radiation (NFTR) applied to
MEMS-based concentrated solar thermophotovoltaics (STPV) energy conversion and
thermal memory and logics. NFTR is the exchange of thermal radiation energy at
nano/microscale; when separation between the hot and cold objects is less than dominant
radiation wavelength (~1 μm). NFTR is particularly of interest to the above applications
due to its high rate of energy transfer, exceeding the blackbody limit by orders of
magnitude, and its strong dependence on separation gap size, surface nano/microstructure
and material properties.
Concentrated STPV system converts solar radiation to electricity using heat as an
intermediary through a thermally coupled absorber/emitter, which causes STPV to have
one of the highest solar-to-electricity conversion efficiency limits (85.4%). Modeling of a
near-field concentrated STPV microsystem is carried out to investigate the use of STPV
based solid-state energy conversion as high power density MEMS power generator.
Numerical results for In0.18Ga0.82Sb PV cell illuminated with tungsten emitter showed
significant enhancement in energy transfer, resulting in output power densities as high as
60 W/cm2; 30 times higher than the equivalent far-field power density.

On thermal computing, this dissertation demonstrates near-field heat transfer
enabled high temperature NanoThermoMechanical memory and logics. Unlike
electronics, NanoThermoMechanical memory and logic devices use heat instead of
electricity to record and process data; hence they can operate in harsh environments
where electronics typically fail. NanoThermoMechanical devices achieve memory and
thermal rectification functions through the coupling of near-field thermal radiation and
thermal expansion in microstructures, resulting in nonlinear heat transfer between two
temperature terminals. Numerical modeling of a conceptual NanoThermoMechanical is
carried out; results include the dynamic response under write/read cycles for a practical
silicon-based device. NanoThermoMechanical rectification is achieved experimentally—
for the first time—with measurements at a high temperature of 600 K, demonstrating the
feasibility of NanoThermoMechanical to operate in harsh environments. The proof-ofconcept device has shown a maximum rectification of 10.9%. This dissertation proposes
using meshed photonic crystal structures to enhance NFTR between surfaces. Numerical
results show thermal rectification as high as 2500%. Incorporating these structures in
thermal memory and rectification devices will significantly enhance their functionality
and performance.
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Chapter 1:
Introduction
1.1.

An overview on near-field thermal radiation

Heat (i.e., thermal energy) is defined as the energy that is transferred spontaneously
between two bodies due to difference in their temperature; heat flows from high to low
temperature. There are three main well-known mechanisms for heat transfer: conduction
through solid and fluids, convection through fluid, and radiation through solid, fluid or
even vacuum.
The fact that thermal radiation can flow in vacuum can be understood when we know that
thermal radiation is basically electromagnetic radiation. Therefore, the exchange of heat
between bodies takes the form of exchange in electromagnetic energy. According to the
laws of physics, electromagnetic radiation can only be generated by accelerating charge;
either electric or conceptually magnetic charges. In the case of thermal radiation, the
source of charge can be found is any kind of materials; since they are all comprised of
electrons and nuclei with negative and positive charges, respectively. Even if the material
is neutral on average, the charges can still emit radiation. These charges are accelerated
while they vibrate randomly (in amplitude and direction) due to the internal energy they
possess. These mechanical vibrations are the result of thermal fluctuations, customarily
termed thermal motion. This fluctuation is one of the essences of statistical mechanics; at
a finite temperature above zero kelvin, the value of each microscopic property of the

2

Figure 1-1: Mechanism of thermal radiation

system fluctuates around its macroscopic average; and velocity of particles comprising
the material is not an exception.
Therefore, any matter at a temperature above zero kelvin is a source of electromagnetic
radiation. Since the driving force for this radiation is the temperature of the matter, this
kind of spontaneous electromagnetic radiation is called thermal electromagnetic
radiation, or thermal radiation for short. The thermal fluctuation of charges is a
mechanism to exchange energy (via thermal radiative heat transfer), and momentum as
well (i.e., Casimir forces) [1].
It is known from classical physics that the maximum possible intensity of thermal
radiation can be emitted by a blackbody; a body that absorbs and emits electromagnetic
radiation perfectly at all wavelengths and all angles. The blackbody radiation concept

3
was cleverly theorized by Max Planck in 1901 [2] by calculating theoretically the
maximum possible electromagnetic energy density (energy per unit volume) that can
reside inside a cavity with opaque walls, which are kept at a certain temperature 𝑇𝑇;
𝜔𝜔2
𝑢𝑢𝑣𝑣 = 2 3
𝜋𝜋�
𝑐𝑐
𝐷𝐷𝐷𝐷𝐷𝐷

1

ℏ𝜔𝜔 =

ℏ𝜔𝜔
��
𝑒𝑒 𝑘𝑘𝐵𝐵�𝑇𝑇���
− 1���
Θ(𝜔𝜔,𝑇𝑇)

ℏ𝜔𝜔3

(1-1)

ℏ𝜔𝜔

𝜋𝜋 2 𝑐𝑐 3 �𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇 − 1�

Where 𝑢𝑢𝑣𝑣 is the spectral electromagnetic energy density (energy per unit volume per unit
frequency), 𝑐𝑐 is the speed of electromagnetic radiation propagation (i.e., the speed of
light), 𝑘𝑘𝐵𝐵 is Boltzmann constant, and ℏ is circular Planck’s constant (i.e., Planck’s
𝜔𝜔 2

constant over 2𝜋𝜋). The first term on the right-hand side of equation (1-1), 𝜋𝜋2 𝑐𝑐 3, is the
density of electromagnetic states (DOS), which represents the number of possible
propagating electromagnetic states/waves that can fill a unit volume at a certain
frequency. The second term,

1

, is Bose–Einstein distribution, which is a probability

ℏ𝜔𝜔
𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇 −1

distribution function that tells how many photons can exist at a certain frequency 𝜔𝜔 for a
certain temperature 𝑇𝑇. The third term, ℏ𝜔𝜔, represents the energy of a single photon.

It is noticed that the energy density is calculated by multiplying the density of states
𝜔𝜔 2

�𝜋𝜋2 𝑐𝑐 3� by statistical distribution of photons with respect to frequency following Bose–

Einstein statistics, multiplied by the photon energy ℏ𝜔𝜔. The bracketed term �

1

ℏ𝜔𝜔
𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇 −1

is referred to as the mean energy of Planck’s oscillator, and it will be used later in

ℏ𝜔𝜔�

fluctuation-dissipation theorem, and for thermal radiation calculation. In Max Planck’s
derivation, propagating waves were only considered, and surface evanescent waves (i.e.,
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waves that has high intensity near the emitter’s surface, and their intensity decay
exponentially away from surface) were ignored since they have no access to the whole
vicinity inside the enclosure, away from the surface. This assumption is valid if we are
interested in calculating the energy density away from the vicinity of the surface, where
near-field effects are not present. This vicinity has a size around the wavelength of the
electromagnetic radiation, so it is a valid assumption to ignore the near-fields for a
geometry with larger dimension than radiation wavelength.
From this maximum electromagnetic energy density, maximum possible thermal
radiation emitted by a surface can be calculated with some mathematical manipulations
through the relationship:

𝑞𝑞 = 𝑢𝑢𝑣𝑣

𝑐𝑐
=
4

ℏ𝜔𝜔3

ℏ𝜔𝜔

4𝜋𝜋 2 𝑐𝑐 2 �𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇 − 1�

(1-2)

Where 𝑞𝑞 is the energy flux leaving the surface inside the enclosure (energy per unit area
per unit time per unit frequency), which is the blackbody radiation.

The blackbody radiation calculations are based on counting all the possible
electromagnetic states (i.e., modes) that can fill the cavity, regardless of its size. These
modes that extend in space for several wavelengths are named propagating modes (i.e.,
propagating waves). Therefore, the blackbody radiation formula is valid if the
characteristic dimensions are much larger than the wavelength of radiation. For thermal
radiation problem, dominant wavelength of thermal radiation can be obtained by finding
the wavelength where the spectral heat flux has a peak;

5
𝜆𝜆 𝑇𝑇 =

ℏ𝑐𝑐
300 [𝐾𝐾]
≅ 7.6 [𝜇𝜇𝜇𝜇] �
�.
𝑘𝑘𝐵𝐵 𝑇𝑇
𝑇𝑇

(1-3)

Therefore, engineering application at scale above millimeter involving temperature from
ambient (300 𝐾𝐾  7.6 𝜇𝜇𝜇𝜇) to flame temperature (3000 K  0.76 𝜇𝜇𝜇𝜇) can be analyzed
based on blackbody radiation, considering only propagating waves. However, the

blackbody law becomes in question in two applications; at cryogenic low temperatures
vacuum insulation (2 𝐾𝐾  1140 𝜇𝜇𝜇𝜇), where radiation wavelength is long (order of a

millimeter), and for radiation between microstructures where dimensions are in microns.
In these two problems, we can’t only claim that propagating waves are the only channels
for transferring thermal radiation, we have to consider the other types of waves that can’t
sustain in vacuum away from the emitter; evanescent surface waves. The category of
radiation problems that incorporate evanescent surface waves with propagating waves are
termed near-field thermal radiation.
Near-field thermal radiation gained scientific interest in the late 1960s [3,4], and more
recently the attention of engineers due to the advances and availability of
microfabrication techniques. The interest in near-field thermal radiation was not only

driven by increasing accuracy of predicting thermal radiation at the aforementioned
special cases, but for interesting characteristics it possesses beyond that of far-field
thermal radiation. There are three main attractive characteristics for near-field thermal
radiation: (1) the increased radiation intensity is one of the obvious advantages over farfield thermal radiation, which is mediated by the extra evanescent waves that participate
in transferring the heat. (2) spectral selectivity (i.e., high intensity emission within
selected frequencies), which is achieved by the resonant surface waves such as surface
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phonon/plasmon polaritons (explained in section 2.2). And (3) the exponential increase in
the radiation intensity with the decrease in the separation distance, which permits
localized heating and manipulation of heat flow. Due to these qualities, near-field thermal
radiation finds application in a number of fields such as energy conversion, microscopy,
spectroscopy and thermal computing [5,6], as covered in the next section.

1.2.

Applications of near-field thermal radiation

The spectral selectivity and high intensity of near-field thermal radiation can increase
conversion efficiency and output power density of thermophotovoltaics systems,
respectively [7,8]. Both of these qualities are lacked in current thermophotovoltaic
systems [9]. Thermophotovoltaics utilize semiconductor pn-junction (i.e., photovoltaic
cell) to produce electrical energy. The photovoltaic cell is illuminated by thermal
radiation emitted by an emitter connected to a heat source [10,11]. The efficiency of
thermophotovoltaic can be pumped by near-field thermal radiation up to ~60% and power
density of 24 𝑊𝑊/𝑐𝑐𝑚𝑚2 for an emitter kept at 2100 K [12]. For thermoelectric generators,

near-field thermal radiation has the potential to increase their conversion efficiency to 9%
by separating the heat source from the thermoelectric generator by a small vacuum gap
[13].
The quality of near-field to achieve localized heating can result in new applications in the
field of magnetic recording, microscopy, spectroscopy and lithography. Near-field
thermal radiation can increase the resolution of heat-assisted magnetic storage [14]; by
localizing the heat emitted from a laser heated tip (i.e., plasmonic antenna) to a small area
of 50 nm (beyond the diffraction limit). For microscopy, near-field thermal radiation has
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been utilized to realize a new category of scanning probe microscope; thermal radiation
scanning tunneling microscope (TRSTM) [15]. In this microscope, the sample is heated,
and spontaneously emit thermal radiation. The scanning probe helps sensing this nearfield thermal radiation; it emits in the far-field radiation proportionally to the intensity of
near-field thermal radiation. The scattered near-field radiation is absorbed by an HgCdTe
infrared detector. Since near-field thermal radiation is mediated by surface waves, which
has unique configurations for different materials, this microscopy method can be used to
distinguish between different materials. Similar to TRSTM configuration can be used to
perform spectroscopy very close to the surface by analyzing the scattered field via
interferometric Fourier transform infrared spectroscopy (FTIR) detection [16]. This
technique can measure the local density of states corresponding to near-field thermal
radiation emitted by a heated sample, which can identify surface resonant modes. The
resonance frequency of these modes can characterize different materials. In lithography,
near-field thermal radiation can stamp features on a temperature-sensitive photoresist via
a heated mask placed in close proximity to the photoresist [17]. This technique is
expected to achieve higher resolution than conventional methods.
The strong dependence of near-field thermal radiation intensity with both the separation
distance and temperature-dependent material properties proposes near-field thermal
radiation for heat modulation applications, such as radiative cooling of microstructures
[18], thermal rectification[19–26], thermal logic and memory operations [27].
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1.3.

Organization of the dissertation

This dissertation aims to introduce near-field thermal radiation to energy and thermal
computing applications. The dissertation has the following structure:
•

Chapter 2 presents theoretical background required to cover the topics presented
in the dissertation. The chapter describes the near-field thermal radiation
physically, and available techniques for enhancement. The chapter include two
methods for calculating near-field thermal radiation; analytical method using
dyadic Green’s function and numerical method using finite-difference timedomain.

•

Chapter 3 illustrates our proposed application of near-field thermal radiation to
solar energy conversion system; solar thermophotovoltaic. The numerical model
of near-field solar thermophotovoltaic is presented, which analyses the
semiconductor pn junction coupled with near-field thermal radiation. The chapter
present the impact of near-field thermal radiation on solar thermophotovoltaic,
especially its potential to significantly increase its output power density, along
with the challenges of cooling and concentrating the solar illumination.

•

Chapter 4 presents the utilization of near-field thermal radiation to realize bistable thermal system; which is a thermal system that has two equilibrium stable
points, the very definition of thermal memory. The concept of
NanoThermoMechanical memory is illustrated numerically for 1D model, and
shown also to be feasible for 3D model as well. The calculations show the
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feasibility of presented thermal memory in high temperatures, where other
conventional electronic methods of data storage systematically fail.
•

Chapter 5 contributes towards incorporating near-field thermal radiation in
developing thermal logic devices; by proposing near-field thermal radiation to
achieve thermal rectification, which is the required quality to build thermal diode.
A thermal rectifier prototype is exhibited in this chapter, along with experimental
measurements that show the rectification function of the prototype, at elevated
temperatures as high as 600 K.

•

Chapter 6 concludes the dissertation, and it represent a trial to achieve more nearfield radiative heat transfer contrast with the change in the separation distance
between hot and cold terminals; a quality that will indeed make
NanoThermoMechanical memory and logic devices more achievable, as well as
thermal switches to control heat flow (i.e., similar to electrical power switches).
The chapter presents numerical analysis of two meshed photonic crystals made of
doped silicon intended to control the rate of heat transfer by near-field thermal
radiation.

•

Chapter 7 summarizes the outcomes of the dissertation, and points to future
research directions based on achievements outlined in the dissertation.
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Chapter 2:
Theoretical Background
In this chapter, the theoretical background required for this dissertation is covered. The
chapter begins with the fundamentals of thermal radiation and its origin, and the
difference between far-field and near-field thermal radiation. Then techniques to enhance
near-field thermal radiation are presented; the last section describes two methods for
solving near-field thermal radiation; an analytical method using dyadic Green’s function
and a numerical method using finite-difference time-domain.

2.1.

Fundamentals of thermal radiation: near-field and far-field

Since thermal radiation is basically an electromagnetic radiation, then its generation,
propagation and absorption can be analyzed using basic laws of electromagnetism;
Faraday’s law, Ampère’s law and Gauss’s law. These laws were gathered by James Clerk

Table 2-1: Maxwell's equations
Time domain
𝛁𝛁 × 𝐄𝐄(𝐫𝐫, 𝑡𝑡) = −𝜕𝜕𝐁𝐁(𝐫𝐫, 𝑡𝑡)/𝜕𝜕𝜕𝜕

= −𝜇𝜇 𝜕𝜕𝐇𝐇(𝐫𝐫, 𝑡𝑡)/𝜕𝜕𝜕𝜕

𝛁𝛁 × 𝐇𝐇(𝐫𝐫, 𝑡𝑡) = 𝐉𝐉(𝐫𝐫, 𝑡𝑡) + 𝜕𝜕𝐃𝐃(𝐫𝐫, 𝑡𝑡)/𝜕𝜕𝜕𝜕
= 𝐉𝐉(𝐫𝐫, 𝑡𝑡)

+ 𝜀𝜀 ̅ 𝜕𝜕𝐄𝐄(𝐫𝐫, 𝑡𝑡)/𝜕𝜕𝜕𝜕

𝛁𝛁 ∙ 𝐃𝐃(𝐫𝐫, 𝑡𝑡) = 𝜌𝜌𝑒𝑒

Frequency domain
𝛁𝛁 × 𝐄𝐄(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝐁𝐁(𝐫𝐫, 𝜔𝜔)

= 𝑖𝑖𝑖𝑖𝑖𝑖𝐇𝐇(𝐫𝐫, 𝜔𝜔)

𝛁𝛁 × 𝐇𝐇(𝐫𝐫, 𝜔𝜔) = 𝐉𝐉(𝐫𝐫, 𝜔𝜔) − 𝑖𝑖𝑖𝑖𝐃𝐃(𝐫𝐫, 𝜔𝜔)

= 𝜎𝜎𝐄𝐄(𝐫𝐫, 𝜔𝜔) − 𝑖𝑖𝑖𝑖𝑖𝑖 ̅𝐄𝐄(𝐫𝐫, 𝜔𝜔)

= −𝑖𝑖𝑖𝑖(𝜀𝜀 ̅ + 𝑖𝑖𝑖𝑖/𝜔𝜔)𝐄𝐄(𝐫𝐫, 𝜔𝜔)
= −𝑖𝑖𝑖𝑖𝑖𝑖𝐄𝐄(𝐫𝐫, 𝜔𝜔)

law
Ampère’s
law

𝛁𝛁. 𝐃𝐃(𝐫𝐫, 𝜔𝜔) = 𝜌𝜌𝑒𝑒

Gauss’s

𝛁𝛁 ∙ 𝐁𝐁(𝐫𝐫, 𝜔𝜔) = 0

Gauss’s

𝛁𝛁 ∙ �𝜀𝜀̅𝐄𝐄(𝐫𝐫, 𝑡𝑡)� = 𝜌𝜌𝑒𝑒

𝛁𝛁. �𝜀𝜀̅𝐄𝐄(𝐫𝐫, 𝜔𝜔)� = 𝜌𝜌𝑒𝑒

𝛁𝛁 ∙ �𝜇𝜇𝐇𝐇(𝐫𝐫, 𝑡𝑡)� = 0

𝛁𝛁 ∙ �𝜇𝜇𝐇𝐇(𝐫𝐫, 𝜔𝜔)� = 0

𝛁𝛁 ∙ 𝐁𝐁(𝐫𝐫, 𝑡𝑡) = 0

Faraday’s

law
law

(2-1)

(2-2)

(2-3)
(2-4)
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Maxwell into a set of four equations bearing his name; Maxwell’s equations [28]
(displayed in Table 2-1), with current continuity relation;
𝛁𝛁 ∙ 𝐉𝐉(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝜌𝜌𝑒𝑒

(2-5)

And constitutive relations that define the relationship between the electric/magnetic flux
densities (𝐃𝐃, 𝐁𝐁) and electric/magnetic field intensities (𝐄𝐄, 𝐇𝐇), respectively;
𝐃𝐃 = 𝜀𝜀𝐄𝐄

𝐁𝐁 = 𝜇𝜇𝐇𝐇

(2-6)
(2-7)

Note that the constitutive relations have been incorporated in some forms of Maxwell’s
equations above.
To convert between time domain to frequency domain, Fourier transform is applied to
either of them. It is automatically assumed that the time-dependence of the all
components of the fields (i.e., different frequencies components that from the total field)
are harmonic [28];
𝐀𝐀(𝐫𝐫, 𝑡𝑡) = 𝐀𝐀(𝐫𝐫) 𝑅𝑅𝑅𝑅�𝑒𝑒 −𝑖𝑖𝑖𝑖𝑖𝑖 �

(2-8)

Where 𝐀𝐀 can be 𝐃𝐃, 𝐁𝐁, 𝐄𝐄, or 𝐇𝐇.

Material properties in Maxwell’s equations
In Maxwell’s equations, there are two parameters defining the material’s electromagnetic
properties, or in other words defining the response of the generated flux densities in
response to field intensity through the constitutive relations. These parameters are electric
permittivity 𝜀𝜀 and magnetic permeability 𝜇𝜇.
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𝜎𝜎

Electric permittivity for isotropic media is generally a complex number (𝜀𝜀 = 𝜀𝜀̅ + 𝑖𝑖 𝜔𝜔).

The imaginary part is the ratio between the electric conductivity of the material to the

circular frequency of the applied electric field intensity, and it represents the losses to the
propagating electromagnetic fields in the material. The imaginary part represents the
delay in the polarization response to applied electric field due to both electric
conductivity and frequency. The origin of the complex permittivity can be explained
from the format of Ampère’s law in frequency domain, shown in (2-2). It is common to
use relative electric permittivity, which is the ratio between electric permittivity of the
𝜀𝜀

material and the vacuum; 𝜀𝜀𝑟𝑟 = 𝜀𝜀 = 𝜀𝜀𝑟𝑟′ + 𝑖𝑖𝜀𝜀𝑟𝑟′′ . The relative electric permittivity is also
known as dielectric constant.

𝑣𝑣

The second property that determine the material response to electromagnetic waves is
magnetic permeability 𝜇𝜇. Since the majority of materials have no magnetic response, the
value of magnetic permeability will be set to that of the vacuum; 𝜇𝜇 = 𝜇𝜇𝑣𝑣 = 4𝜋𝜋 ×
10−7 𝑇𝑇𝑇𝑇/𝐴𝐴.

There are some parameters that can be inferred from these two material properties such as
the speed of propagation of electromagnetic waves and the refractive index. The speed of
propagation of electromagnetic radiation (i.e., speed of light) can be inferred from
electric permittivity and magnetic permeability of the material through:
𝑐𝑐 =

1
√ 𝜇𝜇𝜇𝜇

(2-9)

The refractive index of the material can be related to its relative electric permittivity and
relative magnetic permeability through:
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𝑛𝑛 = � 𝜇𝜇𝑟𝑟 𝜀𝜀𝑟𝑟

(2-10)

Since relative magnetic permeability is unity for nonmagnetic materials (such as
discussed here), the refractive index can be represented only in terms of relative electric
permittivity from:
𝑛𝑛 = � 𝜀𝜀𝑟𝑟

(2-11)

Sources of electromagnetic radiation in Maxwell’s equations
In Maxwell’s equations, there are two sources of electromagnetic radiation; electric
current density 𝐉𝐉 and electric charge density 𝜌𝜌. Electric charge density is usually zero,

since neutral bodies are considered in thermal radiation problems. Therefore, the only
source for electromagnetic radiation is the electric current density 𝐉𝐉. The electric current
density in the case of thermal radiation is randomly fluctuating, with some correlation
with emitter temperature. This relationship is governed by fluctuation-dissipation
theorem.
The above-mentioned Maxwell’s equations are for deterministic problem (i.e., a problem
without any randomness). Since the problem of thermal radiation incorporates
randomness in the current density, Maxwell’s equations need minor modification to
account for the random current density. This can be achieved by adding random current
density term (𝐉𝐉 𝐫𝐫 ) to the current density that already appears in Ampère’s law. This

approach was invented by Rytov [29]. The random current density term (𝐉𝐉 𝐫𝐫 ) represents

the force that raise the fluctuations in electromagnetic fields, which is the origination of
thermal radiation. The inclusion of random current term to Maxwell’s equation converts

14
them to stochastic Maxwell’s equations, which form the basis of fluctuational
electrodynamics. The correlation of (𝐉𝐉 𝐫𝐫 ) with temperature is established by fluctuationdissipation theorem, explained later in section 2.1.1.

Calculation of heat flux from electromagnetic fields values
In thermal radiation problem, fluxes densities and field intensities are not as important as
the power they carry from the emitter to the receiver (i.e., the rate of heat transfer by
thermal radiation). This power in electromagnetic view can be calculated with the help of
time-averaged Poynting vector [28]:
〈𝐏𝐏(𝐫𝐫, 𝜔𝜔)〉 =

1
𝑅𝑅𝑅𝑅[〈𝐄𝐄(𝐫𝐫, 𝜔𝜔) × 𝐇𝐇 ∗ (𝐫𝐫, 𝜔𝜔)〉]
2

(2-12)

We use time-averaged values here since they are the measured values, and they are more
relevant than instantaneous ones, especially if the oscillation frequencies of fields are
above terahertz (i.e., much faster than the sampling rate of the measuring instruments).
The rate of radiative heat transfer in a certain direction is the amplitude of the Poynting
vector in that direction.
The expression in equation (2-12) is based on the assumption that the time-dependent
fields are decomposed in frequency domain considering both positive and negative
frequencies, such as below:
∞

𝐀𝐀(𝐫𝐫, 𝑡𝑡) = � 𝐀𝐀(𝐫𝐫, 𝜔𝜔)𝑒𝑒 −𝑖𝑖𝑖𝑖𝑖𝑖
−∞

𝑑𝑑𝑑𝑑
2𝜋𝜋

(2-13)

In radiative transfer problems, it is preferred to consider only the positive frequencies.
Therefore, the frequency domain decomposition takes the form:

15
∞

𝐀𝐀(𝐫𝐫, 𝑡𝑡) = 2 � 𝐀𝐀(𝐫𝐫, 𝜔𝜔)𝑒𝑒 −𝑖𝑖𝑖𝑖𝑖𝑖
0

𝑑𝑑𝑑𝑑
2𝜋𝜋

(2-14)

And accordingly, the time-averaged Poynting vector will take the form:
1
〈𝐏𝐏(𝐫𝐫, 𝜔𝜔)〉 = 4 × 𝑅𝑅𝑅𝑅[〈𝐄𝐄(𝐫𝐫, 𝜔𝜔) × 𝐇𝐇 ∗ (𝐫𝐫, 𝜔𝜔)〉]
2

(2-15)

Now after introducing the Maxwell’s equations which govern origination, absorption and
scattering of electromagnetic thermal radiation, we are left out with the method to
estimate the random current density (𝐉𝐉 𝐫𝐫 ) responsible for thermal emission, and the
available methods used to calculate the corresponding electromagnetic fields to
eventually estimate the rate of radiative heat transfer.
2.1.1. Fluctuation-dissipation theorem: correlating random current density to
temperature
All kinds of electromagnetic waves carry energy. This energy can be transformed to heat
by introducing a resistance to these waves, in other words by dissipating these waves.
Therefore, wave dissipation is the mechanism to convert electromagnetic wave’s energy
into thermal energy (i.e., heat). Can this mechanism be reversed to convert the heat to
electromagnetic waves, radiating the heat away from the hot source? The question can be
answered by fluctuation-dissipation theorem [30].
Fluctuation-dissipation theorem can be applied to linear systems, where the
impedance/resistance is linear in the applied force. For example, consider a system
consists of an electric conductor, the relationship between the voltage (i.e., the force) and
current can be modelled by (V = R × I). The fluctuation-dissipation theorem establishes a
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relation between thermal fluctuation in a certain variable (e.g., V) at thermal equilibrium,
and the impedance of the system to the same variable (e.g., R), which dissipates the
energy into heat [30]. The theory is based on a generalization of Johnson–Nyquist noise
phenomenon; which incorporates fluctuations in voltage measured across electrical
conductor, in the absence of applied current [31]. The mean-square voltage (corresponds
to fluctuations in forces) is found to be proportional to the electrical resistance
(corresponds to dissipation of energy), and to the absolute temperature of the conductor
[31].
One instance of the fluctuation-dissipation theory is the fact that for any process which
incorporates energy dissipation into heat, there is a reverse process that convert the
internal thermal energy into random fluctuations in the variable that gives rise to this
energy. For our case of thermal radiation, the electromagnetic waves can be absorbed by
a certain material, and dissipated into heat. There is a reverse mechanism that convert this
internal thermal energy into fluctuations that emit electromagnetic thermal radiation. This
can be related somehow to Kirchhoff's law of thermal radiation; material absorption and
emissivity are identical.
To further illustrate the fluctuation-dissipation theorem and its relationship to basic laws
of thermodynamics, consider the following example. Imagine a laser beam that has a
single frequency (perfect temporal coherence) and perfectly collimated in a single
direction (perfect spatial coherence) that is absorbed by a body, which is perfectly
thermally insulated. The beam will be absorbed by the body and its temperature in turn
will rise. The finite temperature will cause the body to emit thermal radiation, but over
broader frequency range (less temporal coherence) and in all directions (no spatial
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coherence). This process has preserved the energy (satisfying the 1st law of
thermodynamics), while some entropy has been created by destroying/degrading
temporal and spatial coherence (satisfying the 2nd law of thermodynamics).
Fluctuation-dissipation theorem establishes the relationship between the ensemble
average of the spatial correlation function of the fluctuating electric current density (𝐉𝐉 𝐫𝐫 ),
and emitter’s temperature through:
〈𝐉𝐉𝜶𝜶𝒓𝒓 (𝐫𝐫 ′ , 𝜔𝜔)𝐉𝐉𝜷𝜷𝒓𝒓 ∗ (𝐫𝐫 ′′ , 𝝎𝝎′ )〉 =

1
�𝜔𝜔𝜀𝜀𝜈𝜈 𝜀𝜀𝑟𝑟′′ (𝜔𝜔)�Θ(𝜔𝜔, 𝑇𝑇)𝛿𝛿(𝑟𝑟 ′ − 𝑟𝑟 ′′ )𝛿𝛿(𝜔𝜔 − 𝜔𝜔′ )𝛿𝛿𝛼𝛼𝛼𝛼 ,
𝜋𝜋

(2-16)

Where 𝑱𝑱𝑟𝑟𝛼𝛼 is the current density in direction 𝛼𝛼 (x, y, or z), Θ(𝜔𝜔, 𝑇𝑇) is the mean energy of
Planck’s oscillator (defined in equation (1-1) in the introduction);

Θ=

ℏ𝜔𝜔

ℏ𝜔𝜔
𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇

−1

(2-17)

𝛿𝛿(𝑟𝑟 ′ − 𝑟𝑟 ′′ ) and 𝛿𝛿(𝜔𝜔 − 𝜔𝜔′ ) are Dirac delta functions, indicating that currents are

uncorrelated in spatial space, and uncorrelated in frequency domain. 𝛿𝛿𝛼𝛼𝛼𝛼 is the Kronecker

delta which equal 1 for 𝛼𝛼 = 𝛽𝛽, and zero otherwise, which indicate that the media is
isotropic. Fluctuation-dissipation theorem also indicates that the mean value of the

current is zero (i.e., 〈𝐉𝐉𝜶𝜶𝒓𝒓 〉), which means there is no current density can be generated

within a material with a temperature above zero kelvin. It also indicates that the radiated
fields from a hot surface will have average zero values.
It can be noted that the correlation of fluctuating current density is proportional to
𝜔𝜔𝜀𝜀𝜈𝜈 𝜀𝜀𝑟𝑟′′ (𝜔𝜔), which is the material conductivity 𝜎𝜎. The material conductivity determines

the attenuation of electromagnetic field travelling within the material; the higher the
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material’s conductivity, the more dissipation to electromagnetic wave travelling within
the material. This translates to the more dissipative the material is, the higher the
amplitudes of fluctuating current densities will be generated at a certain temperature. The
correlation of fluctuating current density is also proportional to the mean energy of
Planck’s oscillator, which in turn proportional to temperature. Therefore, we should
expect higher magnitudes of fluctuating current for conductive materials and at higher
temperatures. However, this doesn’t automatically translate to higher thermal emission,
since thermal emission is still restricted by the interface transmissivity between the
material and the vacuum. This is verified by our experience with metals, which has high
conductivity but it is known that they are good reflectors (i.e., mirrors), and accordingly
poor thermal emitters.
2.1.2. Eigen-Solutions to Maxwell’s equation.
Since we have uncorrelated randomly vibrating electromagnetic radiation sources within
the material, we should expect all the possible temporal and spatial frequencies to exist
(i.e., frequency in rad/s and wavevector in 1/m, respectively). The existence of this wide
range of both frequencies and wavevectors make the thermal radiative transfer problem to
include/consider all possible solutions to Maxwell’s equations in a given configuration of
materials. However, there are some solutions that are more favorable than the others, or
in other words can sustain in certain structure and in turn can transfer electromagnetic
power in higher rates than the others. These modes can be calculated and classified by
solving the Helmholtz equation.
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The possible or allowed solutions of Maxwell’s equation can be predicted by solving a
source-free version of Maxwell’s equations, which after some mathematical manipulation
reduces to Helmholtz equation:
1
𝛁𝛁 × � 𝛁𝛁 × 𝐇𝐇(𝐫𝐫, ω)� = 𝜔𝜔2 𝜇𝜇𝐇𝐇(𝐫𝐫, ω)
𝜀𝜀

(2-18)

Assuming dependence on time to be harmonic for all modes; 𝐻𝐻𝑖𝑖 (𝑥𝑥, 𝑡𝑡, 𝑧𝑧, 𝑡𝑡) =

𝐻𝐻𝑖𝑖 (𝑥𝑥, 𝑡𝑡, 𝑧𝑧)𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖 (𝑖𝑖 can be replaced with spatial directions x, y and z), a simplified version

for isotropic media in Cartesian coordinates will take the form:
𝛁𝛁 𝟐𝟐 𝐻𝐻𝑖𝑖 = −𝜔𝜔2 𝜀𝜀𝜀𝜀𝐻𝐻𝑖𝑖 ↔ 𝛁𝛁 𝟐𝟐 𝐻𝐻𝑖𝑖 = −

𝜔𝜔2
𝐻𝐻
𝑐𝑐 2 𝑖𝑖

(2-19)

where 𝐻𝐻𝑖𝑖 is any component (𝐻𝐻𝑥𝑥 , 𝐻𝐻𝑦𝑦 𝑜𝑜𝑜𝑜 𝐻𝐻𝑧𝑧 ) of the magnetic field. This simplified equation

can be proven to have plane wave solutions on the form [28]:
𝐻𝐻𝑖𝑖 = 𝐴𝐴𝑖𝑖 𝑒𝑒 𝐤𝐤.𝐫𝐫

(2-20)

Where 𝐫𝐫 is the position vector and 𝐤𝐤 is the wavevector which is a representation of the

wave’s frequency in space, similar to temporal frequency (i.e., 𝜔𝜔) which represent the

wave’s frequency in time. |𝐤𝐤| = 2𝜋𝜋/𝜆𝜆, and 𝜔𝜔 = 2𝜋𝜋/𝑇𝑇, where 𝜆𝜆 is the wavelength (i.e.,
period in space), and 𝑇𝑇 is the period (i.e., period in time). We note that unlike the

temporal frequency, the wavevector is a vector quantity that has a magnitude in each of
the spatial direction (x, y, and z), since space has three directions while time has only
one.
This Helmholtz equation is basically an eigenmode problem; which indicates that for a
media with a given properties (manifested in the electromagnetic wave speed 𝑐𝑐 = 1/√𝜀𝜀𝜀𝜀)
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and at a given temporal frequency 𝜔𝜔, there are certain allowed field solutions 𝐻𝐻𝑖𝑖
(eigenfunction), and each solution is characterized by an a wavevector value 𝑘𝑘
(eigenvalue).

Since waves are the heat carriers in thermal radiation problem, then the more the allowed
modes of waves, the more channels will be available to transfer the energy, and the
higher rate radiative heat transfer will be. Therefore, we are interested in identifying these
modes. Based on the eigenvalue problem of Helmholtz equation, each mode can be
determined by temporal frequency 𝜔𝜔, spatial frequency (wavevector) 𝐤𝐤, and field

solution profile 𝐇𝐇(𝑥𝑥, 𝑦𝑦, 𝑧𝑧), which can be uniquely identified by wave’s polarization for
plan waves in homogenous media; either transverse electric TE or transverse magnetic

TM. For now, we will define the mode with its temporal and spatial frequency, 𝜔𝜔 and 𝑘𝑘,
respectively, and later the field solution profile (e. g., polarization) will be taken into
account.
As illustration, consider an infinite slab in x and y directions, which radiating heat to
vacuum as shown in Figure 2-1. Although wavevector has three components, in case of
waves propagating in 1D homogenous media, it convenient to define to wavevectors; 𝑘𝑘𝑧𝑧 𝐳𝐳�

and 𝐤𝐤 𝛒𝛒 = 𝑘𝑘𝑥𝑥 𝐱𝐱� + 𝑘𝑘𝑦𝑦 𝐲𝐲�. For this problem, it is enough to define only 𝐤𝐤 𝛒𝛒 as an independent

value, and 𝑘𝑘𝑧𝑧 can be determined from

|𝐤𝐤| = �𝑘𝑘𝑥𝑥2 + 𝑘𝑘𝑦𝑦2 + 𝑘𝑘𝑧𝑧2 = �𝑘𝑘𝜌𝜌2 + 𝑘𝑘𝑧𝑧2 =

𝑛𝑛𝑛𝑛
𝑐𝑐

(2-21)

where 𝑛𝑛 is the refractive index of the material through which the wave propagates. We
have chosen 𝑘𝑘𝜌𝜌 as the independent wave vector since it is parallel to the interface and

21
invariant in both media (a result of the electromagnetic boundary conditions). For our
thermal radiation problem, we indicated that there is no limitation for the values of
wavevectors incorporated. Therefore, 𝑘𝑘𝜌𝜌 can assume any value. However, according to

the condition of Helmholtz equation for propagating waves, there is some limitation for
𝑘𝑘𝜌𝜌 to sustain a propagating wave, in other words to achieve a wavevector that has a real

number in z direction. Based on the condition of being propagating or evanescent, we can
categorize the allowed solutions (i.e., modes) based on their temporal and spatial
frequency into four regions, one of them is not applicable to most of materials:
-

propagating modes in both vacuum and slab (0 < 𝑘𝑘𝜌𝜌 < 𝜔𝜔/𝑐𝑐)

propagating modes in the slab, and evanescent in vacuum (𝜔𝜔/𝑐𝑐 < 𝑘𝑘𝜌𝜌 < 𝑛𝑛𝑛𝑛/𝑐𝑐)

evanescent modes in both the slab and vacuum (𝑘𝑘𝜌𝜌 > 𝜔𝜔/𝑐𝑐 and 𝑘𝑘𝜌𝜌 > 𝑛𝑛𝑛𝑛/𝑐𝑐)

propagating modes in the vacuum, and evanescent in the slab (not applicable for
most of materials, since this requires index of refraction less than 1, which
happens at very narrow frequency ranges)

These solutions (i.e., modes) are schematically represented in Figure 2-1, and we will
reflect on the first three categories in the following paragraphs.
propagating modes in both vacuum and slab
These modes can be excited (i.e., generated) by every vibrating charge within the slab.
We represent in Figure 2-1 a radiating dipole inside the bulk of one structure, which
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Figure 2-1: Modes of thermal radiation

radiates in all directions. Based on the basic laws of physics, only the radiation with
incident angle less than the critical angle of incidence can penetrate the slab-vacuum
interface and propagate in vacuum. The collection of all radiation with incident angles
lower than the critical angle of incidence can be propagating modes in the structure and
the vacuum as well. These modes can participate in both near and far-field thermal
radiation, and the Blackbody radiation limit considers only this type of propagating
modes. In fact, blackbody radiation energy density can be calculated by counting the
number of the propagating modes per unit volume per unit frequency bounded by the
light line (the line defined by 𝜔𝜔 = 𝑘𝑘𝜌𝜌 𝑐𝑐), multiplied by the mean energy of Planck’s

oscillator, as shown in the introduction section.
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propagating modes in the slab, and evanescent in vacuum
If the angle of incidence is larger than the critical angle of incidence, then the waves are
allowed to propagate in the slab, but not in vacuum (based on the dispersion relation).
This mode represents the total internal reflection that is illustrated in Figure 1-1. These
modes can only participate in near-field thermal radiation, but not in far-field thermal
radiation since they can’t propagate to long distances in vacuum; that’s why they are
called evanescent modes. These modes can be created in all kinds of structures, and
usually doesn’t cause resonance in heat transfer, since they are available to all
frequencies.
Evanescent modes in the slab and vacuum (surface modes):
Since these modes are evanescent in the slab and vacuum, then they are confined to the
slab-vacuum interface, as shown in Figure 1-1. Therefore, this category of modes can’t be
excited by oscillating charges deep in the bulk of the structures (as in the two previouslymentioned categories). This category can only be excited by waves that have parallel
component of wavevectors 𝑘𝑘𝜌𝜌 that are larger than both 𝜔𝜔/𝑐𝑐 and 𝑛𝑛𝑛𝑛/𝑐𝑐, which can be

generated at the vicinity very close to oscillating charges near the interface (knowing that
any radiation source has evanescent fields in its vicinity and propagating fields supported
by the media around it). These modes are responsible for spectral selectivity, and for the
spikes in the spectral heat transfer.
Based on this discussion, evanescent waves can originate from total internal reflection or
surface waves at the interface. These evanescent waves can participate in thermal
radiation only if the receiver brought close to the emitter, where the evanescent waves are
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non-zero. When this happen, they can participate in thermal radiation with one of the
following mechanisms:
-

Coupling to another evanescent mode on the receiver’s surface such as:
o Surface plasmon/phonon polariton
o Coupling to surface modes supported by photonic crystal (i.e., surface
microstructures)

-

Coupling to propagating modes inside the receiver’s material
o Happens for all kinds of materials if tangential wavevector of the
evanescent wave is less than 𝑛𝑛𝑛𝑛/𝑐𝑐 at the receiver’s material.

o Coupling to propagating mode inside hyperbolic metamaterial (for very
large values of tangential wavevector)
The upcoming section summarizes the techniques employed to enhance near-field
thermal radiation, based on our understanding to the radiative heat transfer so far.

2.2.

Enhancement of near-field thermal radiation

Enhancement of near-field thermal radiation can only be achieved by increasing the
number of participating modes; which in turn is possible by choosing materials or
configurations which increase the allowed evanescent modes (either in vacuum or the
emitter/receiver structure). Research efforts has been directed toward two broad
approaches (corresponding to the second and third categories):
-

Increasing the modes that are evanescent in vacuum and structures
o Surface phonon/plasmon polaritons
o Surface microstructures (photonic crystals)
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-

Increasing the modes that are evanescent in vacuum and propagating in structures
o Using hyperbolic metamaterials that have much higher available
wavevectors than isotropic media.

In the rest of this section, an overview on these methods is presented.
Surface phonon and plasmon polaritons are waves that can propagate along the interface
but evanescent in both media around the interface (i.e., surface waves), therefore the
wave’s energy is confined to the interface. The confined field is a result of coupling
between the electromagnetic radiation and waves of charge oscillations at the interface,
this hybrid nature gave them the name polariton. If this charge is formed by the sea of
free electrons (which can be in metals and doped semiconductors), the surface wave is
called surface plasmon polariton (SPP). However, if the charges are the ions of a
dielectric and the electromagnetic waves couple to high frequency phonon waves (i.e.,
optical phonons) the surface wave is named surface phonon polariton (SPhP). Both of
surface plasmon and phonon polaritons can be expressed and predicted mathematically in
the same manner, although the mechanism supporting the surface wave is different.
Based on this definition of surface wave (evanescent in both media), and the boundary
conditions of electromagnetic waves, the following equations can represent the required
conditions to support surface phonon/polariton waves on flat interface [32]:
𝑘𝑘𝑧𝑧1 𝑘𝑘𝑧𝑧2
+
= 0,
𝜀𝜀1
𝜀𝜀2
𝑘𝑘𝑧𝑧1 𝑘𝑘𝑧𝑧2
+
= 0,
𝜇𝜇1
𝜇𝜇2

𝑇𝑇𝑇𝑇 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

(2-22)

𝑇𝑇𝑇𝑇 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

(2-23)
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Where 𝑘𝑘𝑧𝑧1 and 𝑘𝑘𝑧𝑧2 is the wavevector perpendicular to the interface in media 1 and 2,

respectively. Since the wave is travelling in the positive z direction, then 𝑘𝑘𝑧𝑧1 and 𝑘𝑘𝑧𝑧1,2

should both be positive. This requires the dielectric constant in both media to have

opposite sign (i.e., 𝜀𝜀1 𝜀𝜀2 < 0) for transverse magnetic waves (TM waves), and relative

permeability of both media to have opposite sign (𝜇𝜇1 𝜇𝜇2 < 0) for transverse electric waves
(TE waves). Transverse electric/magnetic waves are the waves which has one

electric/magnetic field component that is normal to the plane of propagation. Since the
majority of materials involved in heat transfer don’t have magnetic response (i.e., their
permeability is the same as vacuum’s permeability), then this kind of surface waves can’t
be supported for TE waves for nonmagnetic materials. However, Francoeur et. al. [33]
has shown that using metamaterial composed of potassium bromide host medium
comprised of silicon carbide (SiC) spheres can enhance near-field thermal radiation due
to the magnetic surface polaritons that can be excited. For nonmagnetic materials,
negative permittivity can exist for metals and polar dielectrics, and hence they can
support SPP or SPhP for TM waves. Illustration for SPP at the interface between p-doped
silicon and vacuum is illustrated in Figure 2-2. Dispersion relation of SPP is illustrated in
Figure 2-2-a, which was calculated analytically by solving (2-22) with the Drude model
2
𝜔𝜔𝑝𝑝

equation (𝜀𝜀 = 𝜀𝜀∞ − 𝜔𝜔(𝜔𝜔+𝑖𝑖𝑖𝑖)) that represent the dielectric constant of p-doped silicon. The
Drude model parameters are 𝜀𝜀∞ = 11.7, 𝜔𝜔𝑝𝑝 = 3.3006 × 1014 𝐻𝐻𝐻𝐻, and 𝛾𝛾 = 2.1576 ×
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Figure 2-2: Surface Plasmon Polariton at a surface of p-doped silicon slab

1013 𝐻𝐻𝐻𝐻. The plot of magnetic component normal to the displayed surface is shown in

Figure 2-2-a, and shows the locality of the fields close to the surface (around 3 𝜇𝜇𝜇𝜇 in the
air). Note that the field can’t penetrate in doped silicon as deep as in vacuum due to its

conductivity. SPhP should show similar behavior to SPP, but SPhP generally occurs at
lower frequencies than SPP, therefore they show more impact on enhancing heat transfer
than SPP. Mulet et. al. were the first to propose SPhP for enhancing near-field thermal
radiation in 2002 [34], and later it was proven experimentally by Narayanaswamy et. al.
that SPhP can enhance heat transfer three orders of magnitude higher than the blackbody
radiation [35].
Introducing microstructures to the interface of vacuum with slab can generate extra
surface modes. These microstructures can create resonant surface modes at lower tailored
frequencies, which can increase spectral selectivity or rate of heat transfer by thermal
radiation. Figure 2-3 shows surface plasmon polariton supported by toothed structure
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Figure 2-3: Surface Plasmon Polaritons supported by doped-silicon toothed structure

made out of doped silicon, same material used to illustrate SPP at flat surface. The
geometry of the toothed structure is shown in the inset of Figure 2-3-a. The dispersion
relation of toothed structure shows evanescent surface modes at lower frequency than the
dispersion of the flat surface, and also shows multiple branches; each branch corresponds
to a certain frequency range that is determined mostly by the tooth height; the higher the
frequency, the more wave nodes can be accommodated in the slots, as shown in
Figure 2-3- b and c. Microstructures have been recently investigated numerically to
enhance near-field thermal radiation. Examples of the surface microstructures are toothed
structures [36][37][38], trapezoidal teeth [39], and nanoparticles [40]. Nanometric thin
films can support SPP or SPhP polaritons at both sides, leading to strong enhancement in
heat transfer, as shown experimentally by Song et. al. [41].
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Another method for enhancing radiative near-field radiative heat transfer is to utilize
hyperbolic metamaterials, which can support propagating waves with unbounded
magnitudes of wavevectors. Hyperbolic metamaterial is a category of metamaterials,
which dispersion relation has unique characteristics than isotropic materials.
Metamaterials are artificial materials composed of periodic structure in one or two
dimensions setup, where metal and dielectric materials are used in composing each unit
cell. The unit cell size is much smaller than the dominant wavelength of radiation. The
reduced size of the unit cell in comparison with the wavelength allow the use of effective
medium theory to treat this material as a homogenous medium [42].
Hyperbolic metamaterials are different from isotropic materials. An isotropic material has
a dispersion relation (i.e., the relationship between frequency and wavevector) that is
determined by the equation 𝜔𝜔 = |𝐤𝐤|𝑐𝑐, and the contour of the surface of constant
frequency can be represented as a circle; meaning that at a certain frequency the

magnitude wavevector is a constant value (regardless of its direction) determined by the
relation |𝐤𝐤| = 𝜔𝜔/𝑐𝑐. A hyperbolic metamaterial on the other hand allows multiple

wavevectors at extremely large magnitudes to propagate in the material. This is due to the
hyperbolic shape of the constant frequency contour in the dispersion relation. With care
in designing metamaterials, we can yield anisotropic effective permittivity; which has
different response for electric field oriented parallel or normal to the metamaterial
surface. When the two components of the effective permittivity tensor satisfy the
relationship 𝜖𝜖∥ 𝜖𝜖⊥ < 0, the dispersion relation (i.e., relationship between frequency and
wavevector) becomes hyperbolic, and propagating modes can exist inside the material

with wavevector values much larger than that of the vacuum [43]. Although hyperbolic
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metamaterials can support propagating waves inside their bulk with infinite values of
wavevectors, not all of these states can be coupled to external radiation from a closely
spaced thermal source. Therefore, not all states can participate in near-field thermal
radiation. Based in this fact, Miller et. al. [44] proposed analytically that thin metal films
can yield local density of states as high as metamaterials. At nanometric gaps, hyperbolic
metamaterials have shown enhancement in radiative heat transfer with mostly numerical
studies [45–50], and there is a lack for experimental investigations.

2.3.

Near-field thermal radiation calculation techniques

There are several numerical and analytical techniques proposed to solve stochastic
Maxwell’s equations and calculate the associated Poynting vector. An overview of those
techniques can be found in these references [1,4–6], and most of techniques used in
literature are included in Table 2-2. This dissertation uses two techniques: dyadic Green’s
function technique for 1D structure and finite-difference time-domain (FDTD) for 2D
periodic meshed structures, as illustrated in the following two sections.

Table 2-2: Overview on near-field thermal radiation calculation techniques
Method

hint

General

1D and 2D
Periodic
structures

Advantages

Disadvantages

References

Closed-form
expression for heat
flux, which
requires the least
computation to
solve.
Less computation
time than full
numerical
approaches

Challenging for 2D
and 3D geometries

[51–53]

Poor accuracy for
arbitrary
structures,
especially with
sharp corners
It fails for very
large wavevectors
and extremely
small nanometer
gap distance [42]

[54]

Periodic
structures

Simplify
complicated
periodic structures
into planar ones,
which can be
solved analytically.

[42,55,56]

General

Low programming
time
High flexibility

High computation
power

[57,58]

General

Simulation times
are shorter than
FDTD [46]

Accuracy depends
on the number of
modes used in
representing the
fluctuating thermal
current.

[46]
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Analytical: Scattering matrix method
Dyadic Green’s
Formulate the Poynting vector equation in terms of the
function
fluctuating current correlation function, and dyadic Green’s
function which include the scattering information of the problem
set up. The challenge is to find the dyadic Green’s function for
the problem of interest. Analytical solutions are available for 1D
problems.
Rigorous
Semi-analytic method used to obtain the transmission and
Coupled-Wave
reflection coefficients required for scattering approach technique
Analysis
to solve Maxwell’s equations. Solution is numerical for only one
cell in 2D, and the fields in third direction can be obtained
analytically.
Effective
Applied for structures with periodicity much smaller than the
medium theory
wavelength of radiation, then structured material appears to be
uniform in the wave’s perspectives. In this case, the structure
can be represented with one homogenous dielectric constant,
which can be estimated using The Maxwell Garnett (MG) theory
and the Bruggeman (BR) approximation. The problem then can
be solved with any 1D analytical techniques.
Numerical
Finite difference Solve Maxwell’s equations numerically using FDTD, with the
time domain
fluctuating current introduced at each time step as a random
(FDTD)
variable. The returned solution of Poynting vector is in time
domain, and can be converted to frequency domain by Fourier
transform (i.e., single run in time domain returns solution at
numerous frequency points).
Wiener Chaos
Uses Wiener chaos expansion to represent fluctuating thermal
Expansion
current into a sum of independent orthogonal basis function
Method
multiplied by a set of independent random Gaussian functions.
Each of these components can be substituted in Maxwell’s
equations, turning them into deterministic and solvable with any
other numerical technique for electromagnetism (e.g., FDTD).

Application

Thermal
Discrete Dipole
Approximation
(TDDA)
Boundary
Element Method
(BEM)

Derjaguin
approximation

Thermal emitter and receiver are discretized into sub-volumes,
each is treated as an electric point dipole that has an effective
moment. Effective moment obtained using the ClausiusMossotti model [59] based on the emitter and receiver
temperatures.
Calculates the scattering T-matrices numerically using boundary
element methods [61–63] based on surface integral equation
formalism of classical electromagnetism, instead the other
numerical methods for solving electromagnetic radiation (e.g.,
FDTD and TDDA) that consider the whole volume, and
consume more computation power.
Estimate near-field thermal radiation for complex geometries
using known solutions for simpler geometries (e.g., parallel
surfaces). It is useful as a rough guess for near-field thermal
radiation, but not accurate if structures curvatures are much
smaller than radiation wavelength.

3D arbitrary
particles

3D arbitrary
particles,
and meshed
bodies [64]

Less computation
power than FDTD
and TDDA

General

Simple

Accuracy depends
on sub-volume
size.
Can’t be applied to
periodic structures.
Has not been
shown to be
applicable for
infinite and
periodic
geometries.
Not quite accurate

[60]

[61–63]

[65]
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2.3.1. Radiative heat flux using Dyadic Green’s Function
One of the most convenient approaches to solve stochastic Maxwell’s equations is to
express the fields in terms of Dyadic Green’s function using the method of potentials
[53,66]. This method will result in an expression of the fields and energy flux in terms of
current source and scattering properties of the structures, making it easy to average the
quantities based on averaging the fluctuating thermal current density.
According to Gauss’s law (𝛁𝛁 ∙ 𝐁𝐁(𝐫𝐫, 𝜔𝜔) = 0), which mathematically indicate that the

magnetic flux density is a conservative vector field, which in turn can be represented as:
𝐁𝐁(𝐫𝐫, 𝜔𝜔) = 𝛁𝛁 × 𝐀𝐀(𝐫𝐫, 𝜔𝜔)

(2-24)

where 𝐀𝐀 is referred to as the vector potential, or magnetic vector potential. Substituting
with the vector potential in Faraday’s law results in:
∇ × �𝐄𝐄(𝐫𝐫, 𝜔𝜔) − 𝑖𝑖𝑖𝑖𝐀𝐀(𝐫𝐫, 𝜔𝜔)� = 0

(2-25)

From the vector identity that the curl of a gradient of a scalar function results in zero (i.e.,
𝛁𝛁 × (𝛁𝛁. 𝜙𝜙) = 𝟎𝟎), then the bracket in equation (2-25) can be represented as gradient of a
scalar field:

𝐄𝐄(𝐫𝐫, 𝜔𝜔) − 𝑖𝑖𝑖𝑖𝐀𝐀(𝐫𝐫, 𝜔𝜔) = −𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒

(2-26)

Where 𝜙𝜙𝑒𝑒 is the electric scalar potential. A relationship between electric scalar potential

and magnetic vector potential (without the electric field intensity 𝐄𝐄) can be established by
substituting in Ampère’s law:
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𝛁𝛁 × 𝐇𝐇(𝐫𝐫, 𝜔𝜔) = −𝑖𝑖𝑖𝑖𝑖𝑖𝐄𝐄(𝐫𝐫, 𝜔𝜔) + 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔)

𝛁𝛁 × �𝛁𝛁 × 𝐀𝐀(𝐫𝐫, 𝜔𝜔)� = −𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�−𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒 + 𝑖𝑖𝑖𝑖𝐀𝐀(𝐫𝐫, 𝜔𝜔)� + 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔)

(2-27)

𝛁𝛁 × 𝛁𝛁 × 𝐀𝐀(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒 + 𝜔𝜔2 𝜀𝜀𝜀𝜀𝐀𝐀(𝐫𝐫, 𝜔𝜔) + 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔)

Simplifying the equation above using the vector identity 𝛁𝛁 𝟐𝟐 𝐀𝐀 = −𝛁𝛁 × 𝛁𝛁 × 𝐀𝐀 + 𝛁𝛁𝛁𝛁 ∙ 𝐀𝐀,

and substitute by the wavevector relation 𝑘𝑘 2 = 𝜔𝜔2 𝜀𝜀𝜀𝜀, we get:

𝛁𝛁𝛁𝛁 ∙ 𝐀𝐀(𝐫𝐫, 𝜔𝜔) − 𝛁𝛁 𝟐𝟐 𝐀𝐀(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒 + 𝑘𝑘 2 𝐀𝐀(𝐫𝐫, 𝜔𝜔) + 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔)

(−𝛁𝛁 𝟐𝟐 − 𝑘𝑘 𝟐𝟐 )𝐀𝐀(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒 + 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔) − 𝛁𝛁𝛁𝛁 ∙ 𝐀𝐀(𝐫𝐫, 𝜔𝜔)

(2-28)

(𝛁𝛁 𝟐𝟐 + 𝑘𝑘 𝟐𝟐 )𝐀𝐀(𝐫𝐫, 𝜔𝜔) = 𝛁𝛁𝛁𝛁 ∙ 𝐀𝐀(𝐫𝐫, 𝜔𝜔) − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒 − 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔)

Although the value of 𝐀𝐀 is unique and solely determined by 𝐁𝐁, the value of 𝛁𝛁 ∙ 𝐀𝐀 is not
unique, and can be set to any value to simplify the problem [67]. Based on Lorentz
gauge, a choice that will simplify the equations can be represented as [66,67]:
𝛁𝛁 ∙ 𝐀𝐀 = 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝜙𝜙𝑒𝑒

(2-29)

Therefore, the value of 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝛁𝛁 ∙ 𝜙𝜙𝑒𝑒 can be represented in terms of magnetic vector
potential by 𝛁𝛁𝛁𝛁 ∙ 𝐀𝐀. Substituting in (2-28);
(𝛁𝛁 𝟐𝟐 + 𝑘𝑘 𝟐𝟐 )𝐀𝐀(𝐫𝐫, 𝜔𝜔) = −𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫, 𝜔𝜔)

(2-30)

Which is an inhomogeneous Helmholtz equation. An expression for 𝐀𝐀(𝐫𝐫, 𝜔𝜔) can be
formulated using Green’s function representation:

𝐀𝐀(𝐫𝐫, 𝜔𝜔) = � 𝜇𝜇𝐉𝐉 𝐫𝐫 (𝐫𝐫 ′ , 𝜔𝜔)𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔)𝑑𝑑𝑉𝑉 ′
𝑉𝑉

(2-31)
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The integral is over the volume 𝑉𝑉 where current source is located. The term 𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) is
the Green’s function; which represent the response in 𝐀𝐀(𝐫𝐫, 𝜔𝜔) at location 𝐫𝐫 due to an
impulse unit current localized at a certain location 𝐫𝐫 ′ (represented by Dirac delta

function). The Green’s function can be calculated independently from the current through
the Helmholtz equation (2-30):
(𝛁𝛁 𝟐𝟐 + 𝑘𝑘 𝟐𝟐 )𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) = −𝛿𝛿(|𝐫𝐫 − 𝐫𝐫 ′ |)

(2-32)

Note that Green’s function can be determined by electromagnetic field scattering using
any technique. Now, we can represent the electric field at location 𝐫𝐫 in terms of a current
source at location 𝐫𝐫 ′ by substituting in equation (2-26):
𝐄𝐄(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝑖𝑖 �1 +

1
𝛁𝛁𝛁𝛁 ∙� � 𝐉𝐉 𝐫𝐫 (𝐫𝐫 ′ , 𝜔𝜔)𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔)𝑑𝑑𝑉𝑉 ′
𝑘𝑘 2

(2-33)

𝑉𝑉

And magnetic field can be evaluated from the magnetic vector potential definition in
equation (2-24):

𝐇𝐇(𝐫𝐫, 𝜔𝜔) = � 𝛁𝛁 × 𝐉𝐉 𝐫𝐫 (𝐫𝐫 ′ , 𝜔𝜔)𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔)𝑑𝑑𝑉𝑉 ′

(2-34)

𝑉𝑉

Note that the scalar Helmholtz equation consider only one direction of the amplitude of
𝐀𝐀(𝐫𝐫, 𝜔𝜔) (note that Helmholtz equation is a scalar one). The Green’s function value

obtained from equation (2-32) is based on impulse current source has a polarization in a
certain direction. Same equations can be used to get the Green’s function for the other
two directions. By grouping the solutions in the three directions, we get the vector format
of fields in terms of Green’s function:
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𝐄𝐄(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝑖𝑖 � 𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) �𝐈𝐈̿ +
𝑉𝑉

1
𝛁𝛁𝛁𝛁� ∙ 𝐉𝐉 𝐫𝐫 (𝐫𝐫 ′ , 𝜔𝜔) 𝑑𝑑𝑉𝑉 ′
𝑘𝑘 2

𝐇𝐇(𝐫𝐫, 𝜔𝜔) = 𝛁𝛁 × � 𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔)𝐈𝐈̿ ∙ 𝐉𝐉 𝐫𝐫 (𝐫𝐫 ′ , 𝜔𝜔) 𝑑𝑑𝑉𝑉 ′

(2-35)

(2-36)

𝑉𝑉

where 𝐈𝐈̿ is the dyadic idem factor (𝐈𝐈̿ = 𝐱𝐱�𝐱𝐱� + 𝐲𝐲�𝐲𝐲� + 𝐳𝐳�𝐳𝐳�), which results in 3 × 3 identity

matrix for Cartesian coordinates. We can now define electric and magnetic dyadic
Green’s functions:
�𝐞𝐞 (𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) = 𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) �𝐈𝐈̿ +
𝐆𝐆

1
𝛁𝛁𝛁𝛁�
𝑘𝑘 2

�𝐦𝐦 (𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) = 𝛁𝛁 × �𝑔𝑔(𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔)𝐈𝐈̿�
𝐆𝐆

(2-37)
(2-38)

Which represent the spatial transfer function thought which we can infer the response in
fields (with components in x, y and z) at location 𝐫𝐫 due to current at location 𝐫𝐫 ′ (which

has components in x, y and z). Note that the dyadic Green’s function is a 3 × 3 matrix,

each column represents the response to a component of the electric current in a certain

direction. The matric of Green’s functions are turning now to tensors, and they are named
Green’s tensors.
Our ultimate goal of previous derivation is to represent the Poynting vector (i.e., the heat
flux vector) in terms of current source. This goal can be achieved by replacing
electric/magnetic field’s intensity with its representation in terms of the electric/magnetic
dyadic Green’s functions. The Poynting vector can be expanded on the form:
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1
〈𝐏𝐏(𝐫𝐫, 𝜔𝜔)〉 = 4 × 𝑅𝑅𝑅𝑅[〈𝐄𝐄(𝐫𝐫, 𝜔𝜔) × 𝐇𝐇 ∗ (𝐫𝐫, 𝜔𝜔)〉]
2

(2-39)

= 2 𝑅𝑅𝑅𝑅�〈𝐱𝐱��𝐸𝐸𝑦𝑦 𝐻𝐻𝑧𝑧∗ − 𝐸𝐸𝑧𝑧 𝐻𝐻𝑦𝑦∗ � + 𝐲𝐲�(𝐸𝐸𝑧𝑧 𝐻𝐻𝑥𝑥∗ − 𝐸𝐸𝑥𝑥 𝐻𝐻𝑧𝑧∗ ) + 𝐳𝐳��𝐸𝐸𝑥𝑥 𝐻𝐻𝑦𝑦∗ − 𝐸𝐸𝑦𝑦 𝐻𝐻𝑥𝑥∗ �〉�

Each component of electric field (𝐸𝐸𝑥𝑥 , 𝐸𝐸𝑦𝑦 , or 𝐸𝐸𝑧𝑧 ) or magnetic field can be represented in

terms of dyadic Green’s function from:

𝑒𝑒
𝑒𝑒
𝑒𝑒
𝐸𝐸𝑚𝑚 = 𝑖𝑖𝑖𝑖𝑖𝑖 � �𝐺𝐺𝑚𝑚𝑚𝑚
𝐱𝐱� + 𝐺𝐺𝑚𝑚𝑚𝑚
𝐲𝐲� + 𝐺𝐺𝑚𝑚𝑚𝑚
𝐳𝐳�� ∙ �𝐽𝐽𝑥𝑥𝑟𝑟 𝐱𝐱� + 𝐽𝐽𝑦𝑦𝑟𝑟 𝐲𝐲� + 𝐽𝐽𝑧𝑧𝑟𝑟 𝐳𝐳��𝑑𝑑𝑉𝑉 ′
𝑉𝑉

𝑒𝑒 𝑟𝑟
𝑒𝑒
𝑒𝑒 𝑟𝑟
= 𝑖𝑖𝑖𝑖𝑖𝑖 � �𝐺𝐺𝑚𝑚𝑚𝑚
J𝑥𝑥 + 𝐺𝐺𝑚𝑚𝑚𝑚
𝐽𝐽𝑦𝑦𝑟𝑟 + 𝐺𝐺𝑚𝑚𝑚𝑚
𝐽𝐽𝑧𝑧 �𝑑𝑑𝑉𝑉 ′

(2-40)

𝑉𝑉

𝑒𝑒 𝑟𝑟
= 𝑖𝑖𝑖𝑖𝑖𝑖 � 𝐺𝐺𝑚𝑚𝑚𝑚
J𝑝𝑝 𝑑𝑑𝑉𝑉 ′ ,
𝑉𝑉

(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓)

Substituting with the electric and magnetic fields’ components in the expression of the
Poynting vector in equation (2-39), we can get a general expression for the Poynting
vector that represent the radiative heat flux due to thermal fluctuating current source [53]:
〈𝐏𝐏(𝐫𝐫, 𝜔𝜔)〉

𝑚𝑚∗
𝑚𝑚∗
𝑒𝑒
𝑒𝑒
𝐱𝐱��𝐺𝐺𝑦𝑦𝑦𝑦
𝐺𝐺𝑧𝑧𝑧𝑧
− 𝐺𝐺𝑧𝑧𝑧𝑧
𝐺𝐺𝑦𝑦𝑦𝑦
�

(2-41

𝑚𝑚∗
𝑚𝑚∗
𝑒𝑒
𝑒𝑒
𝐺𝐺𝑥𝑥𝑥𝑥
− 𝐺𝐺𝑥𝑥𝑥𝑥
𝐺𝐺𝑧𝑧𝑧𝑧
� � 〈𝐽𝐽𝑛𝑛𝑟𝑟 (𝐫𝐫 ′ , 𝜔𝜔)𝐽𝐽𝑗𝑗𝑟𝑟∗ (𝐫𝐫 ′′ , 𝜔𝜔)〉� 𝑑𝑑𝑉𝑉 ′′ � 𝑑𝑑𝑉𝑉 )
= 2 𝑅𝑅𝑅𝑅 �𝑖𝑖𝑖𝑖𝑖𝑖 � �� �� +𝐲𝐲��𝐺𝐺𝑧𝑧𝑧𝑧
𝑉𝑉

𝑉𝑉

𝑚𝑚∗
𝑚𝑚∗
𝑒𝑒
𝑒𝑒
+𝐳𝐳��𝐺𝐺𝑥𝑥𝑥𝑥
𝐺𝐺𝑦𝑦𝑦𝑦
− 𝐺𝐺𝑦𝑦𝑦𝑦
𝐺𝐺𝑥𝑥𝑥𝑥
�

With equation 35, we can calculate the heat flux for any radiative heat transfer problem
by calculating:
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-

Correlation for fluctuating random current 〈𝐽𝐽𝑛𝑛𝑟𝑟 (𝐫𝐫 ′ , 𝜔𝜔)𝐽𝐽𝑗𝑗𝑟𝑟∗ (𝐫𝐫 ′′ , 𝜔𝜔)〉 from fluctuation-

dissipation theorem, which is a function of temperature and electrical conductivity
of the emitter.
-

Dyadic electric and magnetic Green’s function which depends on the geometry of
structures and their material properties.

Substituting by the formula of the fluctuating electric current density via fluctuation
dissipation theorem, the Poynting vector take the final form:
𝑒𝑒 𝐺𝐺 𝒎𝒎∗ − 𝐺𝐺 𝑒𝑒 𝐺𝐺 𝑚𝑚∗ �
𝐱𝐱��𝐺𝐺𝑦𝑦𝑦𝑦
𝑧𝑧𝑧𝑧 𝑦𝑦𝑦𝑦
𝑧𝑧𝑧𝑧
2𝜔𝜔2 𝜀𝜀𝜈𝜈 𝜇𝜇
𝑒𝑒 𝐺𝐺 𝒎𝒎∗ − 𝐺𝐺 𝑒𝑒 𝐺𝐺 𝑚𝑚∗ �
′′
′
′′
′′
′
〈𝐏𝐏(𝐫𝐫, 𝜔𝜔)〉 =
𝑅𝑅𝑅𝑅 �𝑖𝑖 � �� �� +𝐲𝐲��𝐺𝐺𝑧𝑧𝑧𝑧
𝑥𝑥𝑥𝑥 𝑧𝑧𝑧𝑧 � 𝜀𝜀𝑟𝑟 (𝜔𝜔)Θ(𝜔𝜔, 𝑇𝑇)𝛿𝛿(𝑟𝑟 − 𝑟𝑟 )𝛿𝛿𝑛𝑛𝑛𝑛 � 𝑑𝑑𝑉𝑉 � 𝑑𝑑𝑉𝑉 �
𝑥𝑥𝑥𝑥
𝜋𝜋
𝑉𝑉
𝒎𝒎∗
𝑚𝑚∗
𝑒𝑒
𝑒𝑒
𝑉𝑉
+𝐳𝐳��𝐺𝐺𝑥𝑥𝑥𝑥 𝐺𝐺𝑦𝑦𝑦𝑦 − 𝐺𝐺𝑦𝑦𝑦𝑦 𝐺𝐺𝑥𝑥𝑥𝑥 �

=

𝑒𝑒
𝒎𝒎∗
𝑒𝑒
𝑚𝑚∗
𝐱𝐱��𝐺𝐺𝑦𝑦𝑦𝑦
𝐺𝐺𝑧𝑧𝑧𝑧
− 𝐺𝐺𝑧𝑧𝑧𝑧
𝐺𝐺𝑦𝑦𝑦𝑦
�
2𝑘𝑘𝑣𝑣2
𝑒𝑒
𝒎𝒎∗
𝑒𝑒
𝑚𝑚∗
𝑅𝑅𝑅𝑅 �𝑖𝑖 � �� �� +𝐲𝐲�(𝐺𝐺𝑧𝑧𝑧𝑧 𝐺𝐺𝑥𝑥𝑥𝑥 − 𝐺𝐺𝑥𝑥𝑥𝑥 𝐺𝐺𝑧𝑧𝑧𝑧 ) � 𝜀𝜀𝑟𝑟′′ (𝜔𝜔)Θ(𝜔𝜔, 𝑇𝑇)𝛿𝛿(𝑟𝑟 ′
𝜋𝜋
𝑉𝑉
𝑒𝑒
𝒎𝒎∗
𝑒𝑒
𝑚𝑚∗
𝑉𝑉
+𝐳𝐳��𝐺𝐺𝑥𝑥𝑥𝑥
𝐺𝐺𝑦𝑦𝑦𝑦
− 𝐺𝐺𝑦𝑦𝑦𝑦
𝐺𝐺𝑥𝑥𝑥𝑥
�

(2-42)

− 𝑟𝑟 ′′ )� 𝑑𝑑𝑉𝑉 ′′ � 𝑑𝑑𝑉𝑉 ′ �

Note that we set Kronecker delta to 1 and changed the dummy variables 𝑛𝑛 and 𝑗𝑗 into

another third dummy variable 𝛼𝛼 (remembering that 𝛿𝛿𝑛𝑛𝑛𝑛 = 1 if 𝑛𝑛 = 𝑗𝑗 and 0 otherwise).

Note that we need to sum over the three values of 𝛼𝛼 (i.e., x, y and z). We replaced the
𝜔𝜔2 𝜀𝜀𝜈𝜈 𝜇𝜇 with 𝑘𝑘𝑣𝑣2 , which is square of the wavevector magnitude in vacuum.

With the formula for Poynting vector (i.e., the radiative heat flux) presented in equation
(2-42), the only problematic part of calculating radiative heat flux is the electric and
magnetic Dyadic Green’s function. For 1D layered media, these functions can be
estimated analytically, and hence the corresponding heat flux [52].

In the next section, we will present the formulae for calculating radiative heat flux for 1D
problems of interest in this dissertation.
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2.3.2. Radiative heat transfer in 1D setting
The approach of Francoeur et. al. [52] will be utilized to reduce equation (2-42) to 1D
setting. Assuming that the problem setting is infinite in both x and y directions, the
radiative heat transfer will occur along z direction, turning the problem to be 1D problem
is z direction. By considering the z component of Poynting vector displayed in equation
(2-42), the formula for radiative heat flux at location 𝑧𝑧𝑐𝑐 can be reduced to:
𝑞𝑞(𝑧𝑧𝑐𝑐 , 𝜔𝜔) =

2𝑘𝑘𝑣𝑣2 Θ(𝜔𝜔, 𝑇𝑇)𝜀𝜀𝑟𝑟′′ (𝜔𝜔)
𝑒𝑒
𝑚𝑚∗
𝑒𝑒
𝑚𝑚∗
𝑅𝑅𝑅𝑅 �𝑖𝑖 � �G𝑥𝑥𝑥𝑥
𝐺𝐺𝑦𝑦𝑦𝑦
− 𝐺𝐺𝑦𝑦𝑦𝑦
𝐺𝐺𝑥𝑥𝑥𝑥
�𝑑𝑑𝑉𝑉 ′ �
𝜋𝜋

(2-43)

𝑉𝑉

Note that the index 𝛼𝛼 indicates the summation over the three orthogonal directions (x, y
and z). Assuming that the emitting layer has a uniform temperature and composed of

homogenous material, Θ and 𝜀𝜀𝑟𝑟′′ will be uniform over the emitter, and can be taken out of

the integration.

Since the calculations are in a single dimension, the dimensions of the dyadic Green’s
function need be reduced, and to be a function of only z, instead of being a function of x,
y and z. One way of achieving this goal is to represent the dyadic Green’s function as the
sum of plan waves that are periodic in xy plan that has an amplitude depends on z. Plan
waves are chosen since they are the natural solutions for Helmholtz wave equation in
� into its plan wave
homogenous medium. To decompose the dyadic Green function 𝐆𝐆
components, spatial Fourier transform is used as follows [52,68]:
∞

′

�(𝐫𝐫, 𝐫𝐫 , 𝜔𝜔) = � 𝐠𝐠��𝐤𝐤𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔�𝑒𝑒 𝑖𝑖𝐤𝐤𝜌𝜌 ∙(𝐑𝐑−𝐑𝐑 )
𝐆𝐆
′

−∞

𝑑𝑑𝐤𝐤𝜌𝜌
(2𝜋𝜋)

(2-44)
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where 𝐑𝐑 = 𝑥𝑥𝐱𝐱� + 𝑦𝑦𝐲𝐲�. Since x and y directions are redundant in 1D setting, the

wavevectors 𝑘𝑘𝑥𝑥 and 𝑘𝑘𝑦𝑦 were grouped in 𝐤𝐤𝜌𝜌 ; 𝐤𝐤𝜌𝜌 = 𝑘𝑘𝑥𝑥 𝐱𝐱� + 𝑘𝑘𝑦𝑦 𝐲𝐲�, and accordingly 𝑑𝑑𝐤𝐤𝜌𝜌 =

𝑑𝑑𝑘𝑘𝑥𝑥 𝑑𝑑𝑘𝑘𝑦𝑦 . 𝐠𝐠� is the Weyl component of dyadic Green’s function, and it is a matrix similar

�; which predict the electric/magnetic field response to an impulse current localized at
to 𝐆𝐆
𝑧𝑧 ′ . The difference between them is that 𝐠𝐠� predicts the response for only one value for the

� returns the response for the resultant of all the components of the
wavevector 𝐤𝐤𝜌𝜌 , while 𝐆𝐆
wave (i.e., integrated over all values of 𝐤𝐤𝜌𝜌 ). It worth mentioning that spatial Fourier

transform is similar to the temporal Fourier transform (i.e., conventional Fourier

transform); spatial Fourier transform decomposes the function into a sum of waves in
space distinguished by their spatial frequency (represented in terms of wavevector 𝑘𝑘 =
2𝜋𝜋

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

=

2𝜋𝜋
𝜆𝜆

), while the temporal Fourier transform decomposes the function as a

sum of waves in time distinguished by temporal frequency (represented in terms of
2𝜋𝜋

angular frequency 𝜔𝜔 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =

2𝜋𝜋
𝑇𝑇

= 2𝜋𝜋𝜋𝜋).

Substituting by the expanded dyadic Green’s function in the heat flux in 1D setting
(equation (2-43)), the integral along the volume will be converted to an integral over the
distance in z direction as follows;

𝑒𝑒
𝑚𝑚∗
𝑒𝑒
𝑚𝑚∗
� �𝐺𝐺𝑥𝑥𝑥𝑥
𝐺𝐺𝑦𝑦𝑦𝑦
− 𝐺𝐺𝑦𝑦𝑦𝑦
𝐺𝐺𝑥𝑥𝑥𝑥
�𝑑𝑑𝑉𝑉 ′

𝑉𝑉

=

𝑧𝑧2′

𝑒𝑒
ℎ∗
𝑔𝑔𝑥𝑥𝑥𝑥
�𝐤𝐤𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔�𝑔𝑔𝑦𝑦𝑦𝑦
�𝐤𝐤𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔� 𝑑𝑑𝐤𝐤𝜌𝜌 ′
� �
� 𝑒𝑒
�
𝑑𝑑𝑧𝑧
ℎ∗
′
′
𝐤𝐤 𝜌𝜌 =−∞ −𝑔𝑔𝑦𝑦𝑦𝑦 �𝐤𝐤𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 , 𝜔𝜔�𝑔𝑔𝑥𝑥𝑥𝑥 �𝐤𝐤𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 , 𝜔𝜔� (2𝜋𝜋)

𝑧𝑧 ′ =𝑧𝑧1′

∞

(2-45)
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Since the 1D problem has azimuthal symmetry, it is convenient to transform the
Cartesian coordinates to polar coordinates. The expression in equation (2-45) can be
converted to polar coordinates by the following substitution for the wavevector 𝐤𝐤𝜌𝜌 :
�

∞

𝑑𝑑𝐤𝐤𝜌𝜌 =

𝐤𝐤 𝜌𝜌 =−∞

∞

�

∞

∞

2𝜋𝜋

∞

� 𝑑𝑑𝑘𝑘𝑥𝑥 𝑑𝑑𝑘𝑘𝑦𝑦 = � � 𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌 𝑑𝑑𝑑𝑑 = 2𝜋𝜋 � 𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌

𝑘𝑘𝑥𝑥 =−∞ 𝑘𝑘𝑦𝑦 =−∞

𝑘𝑘𝜌𝜌 =0 𝜃𝜃=0

(2-46)

𝑘𝑘𝜌𝜌 =0

The Poynting vector in z direction in polar coordinates can be realized by substituting
equation (2-46) into equation (2-45), and then in the Poynting vector expression in
equation (2-43) [52]:
𝑧𝑧2′

ℎ∗
𝑒𝑒
∞
𝑔𝑔𝜌𝜌𝜌𝜌
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔�𝑔𝑔𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔�
𝑘𝑘𝑣𝑣2 Θ(𝜔𝜔, 𝑇𝑇)𝜀𝜀𝑟𝑟′′ (𝜔𝜔)
𝑞𝑞(𝑧𝑧𝑐𝑐 , 𝜔𝜔) =
𝑅𝑅𝑅𝑅 �𝑖𝑖 � �
� 𝑒𝑒
� 𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌 𝑑𝑑𝑧𝑧 ′ �
2
ℎ∗
′
′
𝜋𝜋
𝑘𝑘𝜌𝜌 =0 −𝑔𝑔𝜃𝜃𝜃𝜃 �𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 , 𝜔𝜔�𝑔𝑔𝜌𝜌𝜌𝜌 �𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 , 𝜔𝜔�

(2-47)

𝑧𝑧 ′ =𝑧𝑧1′

The expression in equation (2-47) represents the Poynting vector component in z
direction (i.e., radiative energy flux in z direction) at location 𝑧𝑧 = 𝑧𝑧𝑐𝑐 due to a fluctuating
current source distributed over the emitter (which spans from coordinate 𝑧𝑧 = 𝑧𝑧1′ to 𝑧𝑧 =

𝑧𝑧2′ ), and kept at temperature 𝑇𝑇.

One step is remaining to evaluate the value of the heat flux in z direction, which is
computing Weyl component of dyadic Green’s function 𝑔𝑔. The computation is

straightforward however lengthy. The procedure incorporates plane wave scattering
calculations in 1D layered media, and the detailed steps can be found in [51,52]. Through
the upcoming sections, we will include the heat flux (i.e., Poynting vector) representation
for the relevant cases that will be used in this dissertation.
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Figure 2-4: Near-field thermal radiation problem set up between a semi-infinite body and
a slab

2.3.3. Radiative heat flux inside a slab due to emitting semi-infinite body
The problem setup of radiative heat flux at a certain location within a slab separated from
an emitting semi-infinite body by a gap is displayed in Figure 2-4. This problem is
relevant to the calculation of near-field thermal radiation absorbed locally by a
semiconductor material to generate photocurrent. The representation of heat flux can be
derived from equation (2-47), after performing the the integration along 𝑧𝑧 ′ analytically.
This is possible since the 𝑧𝑧 ′ -dependence of the Weyl component of dyadic Green’s

function can be separated in an exponential term, and can be expressed on the form [51]:
′′ ′

𝑒𝑒
ℎ∗
𝑒𝑒
ℎ∗
𝑔𝑔𝑗𝑗𝑗𝑗
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔�𝑔𝑔𝑗𝑗𝑗𝑗
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝑧𝑧 ′ , 𝜔𝜔� = 𝑔𝑔𝑗𝑗𝑗𝑗
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔𝑗𝑗𝑗𝑗
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑒𝑒 2𝑘𝑘𝑧𝑧 𝑧𝑧

(2-48)

where 𝑗𝑗 and 𝛼𝛼 can take any of the three directions 𝜌𝜌, 𝜃𝜃 and 𝑧𝑧. Performing the integration
along 𝑧𝑧 ′ analytically, equation (2-47) will take the form:
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∞

ℎ∗
𝑒𝑒
′′ (𝜔𝜔)
𝑔𝑔1→3,𝜌𝜌𝜌𝜌
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→3,𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔� 𝑘𝑘𝜌𝜌
𝑘𝑘𝑣𝑣2 Θ(𝜔𝜔, 𝑇𝑇1 )𝜀𝜀𝑟𝑟1
𝑞𝑞1→3 (𝑧𝑧𝑐𝑐 , 𝜔𝜔) =
𝑅𝑅𝑅𝑅 �𝑖𝑖 � � 𝑒𝑒
� ′′ 𝑑𝑑𝑘𝑘𝜌𝜌 �
2
ℎ∗
2𝜋𝜋
−𝑔𝑔1→3,𝜃𝜃𝜃𝜃 �𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→3,𝜌𝜌𝜌𝜌 �𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔� 𝑘𝑘𝑧𝑧1

(2-49)

𝑘𝑘𝜌𝜌 =0

′′
where 𝑘𝑘𝑧𝑧1
is the imaginary part of the z component of wavevector in media # 1 (i.e., the

emitter).

2.3.4. Radiative heat flux between two slabs separated by vacuum
The expression for the heat flux absorbed by a slab (media #3) due to an emitting slab
(media #1), such as shown in Figure 2-5, can be derived from the equation (2-47) by
substitution with appropriate Green’s function components, and integrate analytically
over 𝑧𝑧 ′ . The integration over 𝑘𝑘𝜌𝜌 is separated into two intervals. The first interval is 𝑘𝑘𝜌𝜌 ≤

𝑘𝑘𝑣𝑣 , which represents the contribution of propagating waves in heat transfer (since

propagating waves required 𝑘𝑘𝜌𝜌 ≤ 𝑘𝑘𝑣𝑣 to result in a normal component of wavevector 𝑘𝑘𝑧𝑧

that has a real value). The second interval is 𝑘𝑘𝑣𝑣 < 𝑘𝑘𝜌𝜌 < ∞, which represents the

contribution from evanescent waves. The total radiative heat flux absorbed is the sum of
𝑝𝑝𝑝𝑝𝑜𝑜𝑜𝑜

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
heat flux due to propagating waves 𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎 and evanescent waves 𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎
[51];
𝑘𝑘𝑣𝑣

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎

Θ(𝜔𝜔, 𝑇𝑇1 )
=
�
4𝜋𝜋 2

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎

Θ(𝜔𝜔, 𝑇𝑇1 )
=
�
𝜋𝜋 2

�

𝑘𝑘𝜌𝜌 =0 𝛾𝛾=𝑇𝑇𝑇𝑇,𝑇𝑇𝑇𝑇
∞

�

𝛾𝛾 2

𝛾𝛾 2

𝛾𝛾

𝛾𝛾

𝛾𝛾 2

𝛾𝛾 2

�1 − �𝑅𝑅1 � − �𝑇𝑇1 � � �1 − �𝑅𝑅3 � − �𝑇𝑇3 � �

�1
𝑘𝑘𝜌𝜌 =0 𝛾𝛾=𝑇𝑇𝑇𝑇,𝑇𝑇𝑇𝑇

𝛾𝛾

𝛾𝛾

�1 − 𝑅𝑅1 𝑅𝑅3 𝑒𝑒 2𝑖𝑖𝑘𝑘𝑧𝑧2 𝑑𝑑𝑐𝑐 �

Im�𝑅𝑅1 �Im�𝑅𝑅3 �
−

2
𝛾𝛾 𝛾𝛾
𝑅𝑅1 𝑅𝑅3 𝑒𝑒 2𝑖𝑖𝑘𝑘𝑧𝑧2 𝑑𝑑𝑐𝑐 �

2

𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌

′′

𝑒𝑒 −2𝑘𝑘𝑧𝑧2 𝑑𝑑𝑐𝑐 𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌

where 𝛾𝛾 represents the polarization (TE or TM), and the summation sign indicates

summing the contribution from both TE and TM waves. 𝑘𝑘𝑧𝑧2 is the z component of

wavevector in media #2 (i.e., vacuum), and can be calculated from the relation:

(2-50)

(2-51)
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Figure 2-5: near-field thermal radiation problem set up between two slabs submerged in
vacuum

(2-52)

𝑘𝑘𝑧𝑧2 = �𝑘𝑘𝑣𝑣2 − 𝑘𝑘𝜌𝜌2

′′
𝑘𝑘𝑧𝑧2
is the imaginary part of 𝑘𝑘𝑧𝑧2 , and 𝑑𝑑𝑐𝑐 is the thickness of the gap separating the two

films. 𝑅𝑅1 , 𝑅𝑅3 , 𝑇𝑇1 and 𝑇𝑇3 represent reflectance (i.e., reflection coefficient) and

transmittance (i.e., transmission coefficient) of slab 1 and 3, respectively. They can be
evaluated from the following relations:
𝛾𝛾
𝑅𝑅𝑗𝑗
𝛾𝛾
𝑇𝑇𝑗𝑗

=
=

𝛾𝛾

𝛾𝛾

𝑟𝑟𝑗𝑗−1,𝑗𝑗 + 𝑟𝑟𝑗𝑗,𝑗𝑗+1 𝑒𝑒 2𝑖𝑖𝑘𝑘𝑧𝑧𝑧𝑧𝑡𝑡𝑗𝑗
𝛾𝛾

(2-53)

𝛾𝛾

1 + 𝑟𝑟𝑗𝑗−1,𝑗𝑗 𝑟𝑟𝑗𝑗,𝑗𝑗+1 𝑒𝑒 2𝑖𝑖𝑘𝑘𝑧𝑧𝑧𝑧 𝑡𝑡𝑗𝑗
𝛾𝛾

𝛾𝛾

𝑡𝑡𝑗𝑗−1,𝑗𝑗 𝑡𝑡𝑗𝑗,𝑗𝑗+1 𝑒𝑒 𝑖𝑖𝑘𝑘𝑧𝑧𝑧𝑧𝑡𝑡𝑗𝑗
𝛾𝛾

(2-54)

𝛾𝛾

1 + 𝑟𝑟𝑗𝑗−1,𝑗𝑗 𝑟𝑟𝑗𝑗,𝑗𝑗+1 𝑒𝑒 2𝑖𝑖𝑘𝑘𝑧𝑧𝑧𝑧𝑡𝑡𝑗𝑗

Where 𝑗𝑗 is the media index (i.e., media # 0, 1, 2, 3 or 4) for which reflectance and
𝛾𝛾

𝛾𝛾

transmittance is calculated, and 𝑡𝑡𝑗𝑗 is the media thickness. 𝑟𝑟1,2 and 𝑡𝑡1,2are Fresnel
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reflection and transmission coefficients, respectively, from media # 1 to media # 2, and
they can be calculated from:
𝑘𝑘𝑧𝑧1 − 𝑘𝑘𝑧𝑧2
𝑘𝑘𝑧𝑧1 + 𝑘𝑘𝑧𝑧2

𝑇𝑇𝑇𝑇
𝑟𝑟1,2
=
𝑇𝑇𝑇𝑇
𝑟𝑟1,2
=
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𝜀𝜀𝑟𝑟2 𝑘𝑘𝑧𝑧1 − 𝜀𝜀𝑟𝑟1 𝑘𝑘𝑧𝑧2
𝜀𝜀𝑟𝑟2 𝑘𝑘𝑧𝑧1 + 𝜀𝜀𝑟𝑟1 𝑘𝑘𝑧𝑧2

(2-56)

2𝑘𝑘𝑧𝑧1
𝑘𝑘𝑧𝑧1 + 𝑘𝑘𝑧𝑧2

𝑇𝑇𝑇𝑇
𝑡𝑡1,2
=
𝑇𝑇𝑇𝑇
𝑟𝑟1,2
=
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2𝑛𝑛1 𝑛𝑛2 𝑘𝑘𝑧𝑧1
𝜀𝜀𝑟𝑟2 𝑘𝑘𝑧𝑧1 + 𝜀𝜀𝑟𝑟1 𝑘𝑘𝑧𝑧2

(2-58)

Where 𝑛𝑛 is the complex index of refraction, which the square root of the complex
dielectric constant from 𝑛𝑛 = √𝜀𝜀𝑟𝑟 .

2.3.5. Radiative heat flux between two semi-infinite bodies
The radiative heat flux between two semi-infinite bodies, such as shown in Figure 2-6,
can be deduced from the relation for radiative heat flux between two slabs; by finding the
limit where 𝑡𝑡1 → ∞ and 𝑡𝑡3 → ∞. This will cause the transmissivity of both slabs to be
zero (𝑇𝑇1𝑇𝑇𝑇𝑇 , 𝑇𝑇1𝑇𝑇𝑇𝑇 , 𝑇𝑇3𝑇𝑇𝑇𝑇 , and 𝑇𝑇3𝑇𝑇𝑇𝑇 ), and Fresnel reflection coefficients of the interfaces at

𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇
, 𝑟𝑟0,1
, 𝑟𝑟3,4
and 𝑟𝑟3,4
). The heat transfer coefficient will be the
±∞ will also be zero (𝑟𝑟0,1
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
sum of contribution from propagating waves 𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎 and evanescent waves 𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎
[51];
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑞𝑞𝑎𝑎𝑎𝑎𝑎𝑎

𝑘𝑘𝑣𝑣

Θ(𝜔𝜔, 𝑇𝑇1 )
=
�
4𝜋𝜋 2

�

𝑘𝑘𝜌𝜌 =0 𝛾𝛾=𝑇𝑇𝑇𝑇,𝑇𝑇𝑇𝑇

𝛾𝛾 2

𝛾𝛾 2

�1 − �𝑟𝑟2,1 � � �1 − �𝑟𝑟2,3 � �
𝛾𝛾

𝛾𝛾

′

�1 − 𝑟𝑟2,1 𝑟𝑟2,3 𝑒𝑒 2𝑖𝑖𝑘𝑘𝑧𝑧2 𝑑𝑑𝑐𝑐 �

2

𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌
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Figure 2-6: Near-field thermal radiation problem set up between two semi-infinite bodies

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
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𝑘𝑘𝜌𝜌

�

𝛾𝛾

𝛾𝛾
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𝛾𝛾

𝛾𝛾

′′

�1 − 𝑟𝑟2,1 𝑟𝑟2,3 𝑒𝑒 −2𝑘𝑘𝑧𝑧2 𝑑𝑑𝑐𝑐 �
=0 𝛾𝛾=𝑇𝑇𝑇𝑇,𝑇𝑇𝑇𝑇

2 𝑒𝑒

′′ 𝑑𝑑
−2𝑘𝑘𝑧𝑧2
𝑐𝑐

𝑘𝑘𝜌𝜌 𝑑𝑑𝑘𝑘𝜌𝜌
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2.3.6. Solution of arbitrary shapes using FDTD

Finite-difference time-domain (FDTD) is a numerical technique utilized to solve
Maxwell’s equations in time domain. FDTD employ central-difference approximations to
partial derivatives in space and time that appear in Maxwell’s equations, converting the
differential equations into algebraic ones, which can be solved with iterative techniques.
The most prominent advantage time-domain methods have over frequency-domain
methods (e.g., using Green’s function) is that time-domain methods return the results for
multiple frequency points at a single run; by applying Fourier transform to the timedependent results. This advantage is valuable for problems that require solutions at
numerous frequency points, such as thermal radiation problem (~ 1000 frequency points).
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Any FDTD algorithm can be employed to solve electromagnetic radiative problem.
However, there is a key modification for the FDTD algorithm to account for the
randomly fluctuating current in the thermal source. Different approaches proposed to
account for the fluctuating current which give rise to thermal radiation [57,69,70]. This
dissertation uses the method developed by Luo et. al. [57].
Luo et. al. [57] method is considered a first-principle method for solving thermal
electromagnetic radiation problems, that is one of the reasons this method is used in this
dissertation. To simulate thermal emission, a single variation is introduced to the FDTD
algorithm [71]; which is the introduction of a randomly fluctuating current source
distributed all over the thermal emitter. One way of adding this current numerically is by
following the Langevian approach [72,73]. In this approach, the addition of randomly
fluctuating and distributed current source is equivalent to adding a random term (𝐊𝐊(𝑡𝑡)) to
the equation defining material’s polarization response (i.e., material’s electric response)
due to local electric field, which is also used to update the value of the electric field in
time stepping through the FDTD algorithm [57];
𝜔𝜔𝑝𝑝2
𝑑𝑑2 𝐏𝐏
𝑑𝑑𝐏𝐏
2
+
𝛾𝛾
+
𝜔𝜔
𝐏𝐏
=
𝐄𝐄 + 𝐊𝐊(𝑡𝑡)
0
𝑑𝑑𝑡𝑡 2
𝑑𝑑𝑑𝑑
𝜀𝜀𝑣𝑣

(2-61)

Where 𝛾𝛾 is frictional coefficient or scattering rate that represents material’s damping to
polarization, 𝜔𝜔0 represent the polarization resonant frequency, and 𝜔𝜔𝑝𝑝 is the plasma

frequency. These parameters determine the material’s electrical properties, and from
which the relative permittivity can be calculated through the relationship:
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𝜔𝜔𝑝𝑝2
𝜀𝜀𝑟𝑟 = 𝜀𝜀∞ + 2
𝜔𝜔0 − 𝜔𝜔 2 + 𝑖𝑖𝑖𝑖𝑖𝑖

(2-62)

where 𝜀𝜀∞ is the material’s relative permittivity at high frequencies. Knowing that the
definition of the relative permittivity is defined by the following equations:
𝜀𝜀(𝜔𝜔) =
=

𝐃𝐃(𝐫𝐫, 𝜔𝜔)
𝐄𝐄(𝐫𝐫, 𝜔𝜔)

𝜀𝜀𝑣𝑣 𝐄𝐄(𝐫𝐫, 𝜔𝜔) + 𝐏𝐏(𝐫𝐫, 𝜔𝜔)
𝐄𝐄(𝐫𝐫, 𝜔𝜔)

= 𝜀𝜀𝑣𝑣 +

(2-63)

𝐏𝐏(𝐫𝐫, 𝜔𝜔)
𝐄𝐄(𝐫𝐫, 𝜔𝜔)

These terms can be further understood in the light of Lorentz model for material’s
response to electromagnetic fields [28].
To simulate current fluctuations that simulate a thermal radiation source, the random term
𝐊𝐊(𝑡𝑡) should fluctuate in a fashion that generates a displacement current with a correlation
defined by the fluctuation-dissipation theorem (equation (2-16)). Note that the
fluctuations required in current has a frequency dependent terms on the form
𝜔𝜔𝜀𝜀𝑟𝑟′′ (𝜔𝜔)Θ(𝜔𝜔, 𝑇𝑇), which need the fluctuations in 𝐊𝐊 to have a frequency dependence on the
form Θ(𝜔𝜔, 𝑇𝑇) (adopted from Luo et. al. [57] with little mathematical manipulation). This
correlation of 𝐊𝐊 is termed colored noise, which is a random term that has a dependence
on frequency. Generating this colored noise is viable. However, it has two drawbacks.
The first drawback is that our calculations will be only valid for a certain temperature
(which used to calculate the spectrum of the thermal and quantum fluctuations). The
second drawback is that generating a non-flat spectrum noise (i.e., colored noise) with
dependence in frequency on the form Θ(𝜔𝜔, 𝑇𝑇) requires substantial additional storage or
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computation, or both [74]. Therefore, we will avoid using this complicated colored noise
by exploiting the linearity of Maxwell’s equations for linear materials, and we will add a
random term 𝐊𝐊 that has a noise with flat spectrum (i.e., white noise) which is easy to

generate within the FDTD algorithm. After the simulation is over, we find the Fourier
transform of the quantities of interest, and we multiply these Fourier-transformed
quantities by Θ(𝜔𝜔, 𝑇𝑇) to account for the effect of temperature [75].

This dissertation apply FDTD to thermal radiation problem using an open-source
software named Meep (an acronym for MIT Electromagnetic Equation Propagation) [71].
The algorithm used by Meep for solving Maxwell’s equations has the following
sequence:
-

E is computed from 𝐃𝐃 through the constitutive relation (𝐃𝐃 = 𝜀𝜀𝐄𝐄), which is
embodied in the polarization response equation (equation (2-61)).

-

𝐁𝐁 is calculated from E through Faraday’s law (𝛁𝛁 × 𝐄𝐄(𝐫𝐫, 𝑡𝑡) = −𝜕𝜕𝐁𝐁(𝐫𝐫, 𝑡𝑡)/𝜕𝜕𝜕𝜕).
𝐇𝐇 is calculated from 𝐁𝐁 through the constitutive relation (𝐁𝐁 = 𝜇𝜇𝐇𝐇).

𝐃𝐃 is calculated from 𝐇𝐇 through Ampère’s law (𝛁𝛁 × 𝐇𝐇(𝐫𝐫, 𝑡𝑡) = 𝜕𝜕𝐃𝐃(𝐫𝐫, 𝑡𝑡)/𝜕𝜕𝜕𝜕)
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Chapter 3:
Near-field Solar Thermophotovoltaic Cell
Portions of this chapter have previously appeared in the following publications:

-

Elzouka, M., and Ndao, S., 2015, “Towards a near-Field Concentrated Solar
Thermophotovoltaic Microsystem: Part I – Modeling,” Sol. Energy.

-

Elzouka, M., Kulsreshath, M., and Ndao, S., 2014, “Modeling of near-Field
Concentrated Solar Thermophotovoltaic Microsystem,” ASME International
Mechanical Engineering Congress and Exposition, Proceedings (IMECE).

3.1.

Abstract

Modeling of a near-field concentrated solar thermophotovoltaic (STPV) microsystem is
carried out to investigate the use of STPV-based solid-state energy conversion as high
power density MEMS power generator. Near-field radiation can be realized between two
closely separated surfaces (order of radiation characteristic wavelength), resulting in the
enhancement of the heat radiation flux orders of magnitudes higher than the blackbody
limit, consequently increasing cell output power density. The Near-field STPV model
incorporates a photonic crystal absorber which transfers absorbed concentrated solar
radiation to a tungsten emitter. Thermal radiation from the emitter illuminates an
𝐼𝐼𝑛𝑛0.18 𝐺𝐺𝑎𝑎0.82 𝑆𝑆𝑆𝑆 photovoltaic (PV) cell generating electrical power; waste heat is rejected
from the backside of the PV cell via a microcooler. Based on the model, the Near-field

STPV performance is estimated for different emitter-to-PV cell separation distances 𝑑𝑑𝑐𝑐 ,

emitter temperatures 𝑇𝑇𝑒𝑒 , and emitter/absorber area ratios 𝐴𝐴𝑅𝑅 . Results from the numerical

study showed significant enhancement of the heat fluxes due to tunneling of the near-
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field radiation, resulting in power densities as high as 60 𝑊𝑊/𝑐𝑐𝑚𝑚2 which is 30 times

higher than the equivalent far-field power density for 𝑑𝑑𝑐𝑐 = 20 𝑛𝑛𝑛𝑛, 𝑇𝑇𝑒𝑒 = 2000 𝐾𝐾 and
solar concentration of × 4350. For a emitter/absorber area ratio of 𝐴𝐴𝑅𝑅 = 1, the

emitter/absorber thermal efficiency and the overall solar to electrical conversion
efficiency were 73% and 15.5%, respectively. Higher power densities are achievable (up
to 50 times that of far-field values) however cooling requirements and solar concentration
could be a concern.

3.2.

Introduction

The world market for products incorporating micro and nanosystems is expected to
exceed $1 trillion dollars by 2020. This trend, along with global efforts to reduce our
carbon footprint in favor of using renewable energy sources such as the sun, points to the
need for research in small-scale, solid-state, and clean energy-based portable power
generation for integrated micro/nanosystem devices such as consumer portable
electronics, remote sensing devices, unmanned aerial vehicles, autonomous robots, and
BioMEMS devices. One of the most promising portable power generation alternative to
batteries and microengines is near-field radiation transfer enabled concentrated solar
thermophotovoltaic (STPV) microsystem. Unlike conventional solar photovoltaics
(SPV), a concentrated STPV system converts solar radiation to electricity using heat as
an intermediary through a thermally coupled absorber/emitter (Figure 3-1) and has one of
the highest solar-to-electricity conversion efficiency limits (~85.4%) while presenting
opportunities for thermal storage.
While conventional SPV systems only utilize a portion of the solar spectrum efficiently,
STPVs can overcome the Shockley-Queisser single-junction PV limit [76,77]. This can
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be illustrated by investigating the photovoltaic (PV) cell quantum efficiency (Figure 3-1d), which is at its maximum for incident photons having energy just above the band-gap
energy; hence it is beneficial to illuminate the PV cell with radiation within that range.
Wide solar spectrum can be converted to a narrower one by introducing an intermediate
surface between the solar radiation and PV cell to modify the spectrum (Figure 3-1-d),
hence the concept of thermophotovoltaics. STPV is also considered more flexible than
conventional SPV as it can be operated with external heat source (i.e., combustion) in the
absence of solar irradiance.
STPV has been investigated theoretically and experimentally; a comprehensive review of
the literature can be found in [78]. Most recent efforts to improve the performance of
STPVs aim to develop selective absorbers and emitters either by selecting materials with
a favorable inherent selective emission [79] or through surface nanoengineering (e.g.,
photonic crystals) [80–82]. In the present research, we investigate the effect of near-field
thermal radiation on the performance of an STPV; it is important to note that such study
has not been performed yet in the open literature. Near-field thermal radiation transfer
becomes important when the spacing (optical cavity spacing) between the emitter and the
PV cells is reduced to below the characteristic wavelength of thermal radiation (unlike
conventional STPV systems that generally have optical cavity spacing in the order of a
few millimeters, thus limited by Plank’s blackbody radiation). Thermally excited
electromagnetic waves are of two types, namely, propagating waves and evanescent
waves. Plank’s law of blackbody radiation only accounts for propagating electromagnetic
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Figure 3-1: Near-field STPV system layout
a) planar arrangement and b) Cylindrical arrangement. Energy flux components are
explained in nomenclature. c) Near-field STPV system enclosure with qualitative
illustration of propagating and evanescent waves’ intensity as a function of distance
from emitting surface. d) Solar spectrum (AM 1.5D) and near-field radiation spectrum
with the same total integrated power, both compared to the cell quantum efficiency. e)
Tantalum photonic crystal emissivity as a function of radiation wavelength [104].
waves. On the other hand, evanescent waves are non-propagating waves that decay away
from a radiating surface. However, when two objects are brought close enough within a
distance proportional to the nominal wavelength of thermal radiation, near-field effects
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due to the tunneling of evanescent waves become important, resulting in the enhancement
of radiative heat transfer above Plank’s blackbody limit.
Near-field radiative heat transfer has been extensively studied theoretically and recently a
few experimental methods for measuring the near-field heat transfer have been proposed.
[83] performed measurements of the near-field heat transfer between the tip of a thermal
profiler and planar material surfaces; their results agree with theoretical calculations
above 10 nm. Hu et al. [84] reported measurements of radiative heat transfer between
parallel glass surfaces separated by nanoparticles. The measured heat transfer exceeded
what’s predicted by Planck’s blackbody law. Shen et al. [85] measured the heat flux
between a microsphere and a flat surface separated by a 30 nm gap. The corresponding
heat transfer coefficients at such distance were three orders of magnitude larger than that
of the blackbody radiation limit.
Near-field thermophotovoltaic (TPV) has been also investigated in the literature
theoretically and experimentally [86]. [87] provided a thorough review of the applications
of near-field TPV devices to energy conversion, including their advantages over current
technologies. A recent near-field TPV numerical model is presented in [88,89].
Experimental work has demonstrated the feasibility of near-field TPV with reported 10x
increase in power density and 30-35% fractional increase in conversion efficiency based
on a 0.55 eV 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 diode [86].

In the present study, numerical modeling of a near-field concentrated solar
thermophotovoltaic (STPV) system is presented. Model layout is illustrated in
Figure 3-1-c, solar radiation is concentrated via Fresnel lens and collected by a 2D
tantalum photonic crystal absorber. From the absorber, heat is conducted to a tungsten
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emitter which reradiates the absorbed solar radiation as thermal radiation with a spectrum
matching closely the PV cell’s quantum efficiency (illustrated in Figure 3-1-d). To
eliminate convection losses and prevent oxidation of the high temperature emitter and
absorber, the STPV system is placed in an enclosure under vacuum. The emitter and PV
cell are brought very close to each other (separation distance is in the same order as the
radiation characteristic wavelength) to explore the effects of near-field radiation. The
numerical model consists of three interdependent parts: modeling of near-field thermal
radiation to estimate the power transfer from the emitter to the PV cell; modeling of the
absorber/emitter to estimate the net energy absorbed from the incident solar irradiance;
and modeling of the PV cell to determine the photocurrent generated and cooling
requirement corresponding to absorbed near-field thermal radiation from the emitter.

3.3.

Theory

3.3.1. Near-field thermal radiation
Thermal radiation is customarily treated as a surface phenomenon which is analyzed
using surface emissivity [90]. This approach is quite acceptable when the problem
characteristic dimension is much larger than radiation dominating wavelength. But when
this condition is violated, the origin of radiation as a bulk phenomenon should be
considered. Thermal radiation is inherent in bulk of all kind of materials; it results from
the field generated due to the chaotic motion of charges within a material. This can be
considered as small dipoles with random amplitudes and directions [87]. The spacing
effect on the net heat transfer arises from two effects that are interrelated [87]. The first is
wave interference due to multiple reflections inside the separation distance 𝑑𝑑𝑐𝑐 that is

important when it is close to but greater than 𝜆𝜆 𝑇𝑇 . The second is due to photon tunneling
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that contributes significantly to near-field energy transfer when 𝑑𝑑𝑐𝑐 < 𝜆𝜆 𝑇𝑇 , which results

from total internal reflection [91]. To investigate radiation as a bulk phenomenon,

radiation should be dealt with as electromagnetic wave via the fluctuation-dissipation
theorem. According to the fluctuation–dissipation theorem, thermal emission is
originated from the fluctuating currents induced by the random thermal motion of
charges, known as thermally induced dipoles [92]. This current induces electromagnetic
waves which can be estimated via stochastic Maxwell equations. The fluctuation
electrodynamics combines the fluctuation–dissipation theorem with stochastic Maxwell’s
equations to fully describe the emission, propagation, and absorption of thermal radiation
in both the near and far field [92]. The random thermal fluctuations produce a spatial- and
time-dependent electric current density 𝑱𝑱(𝑥𝑥, 𝑡𝑡) inside the medium whose time average is
zero (otherwise any hot body will experience net electric current).

The most common technique adopted in near-field thermal radiation calculations is to
express the fields in terms of dyadic Green’s functions (DGFs). Using the method of
potentials [53,93], the electric and magnetic fields can be expressed as
�E (𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) ∙ 𝐉𝐉 r (𝐫𝐫 ′ , 𝜔𝜔),
𝐄𝐄(𝐫𝐫, 𝜔𝜔) = 𝑖𝑖𝑖𝑖𝜇𝜇𝜈𝜈 � 𝑑𝑑𝑉𝑉 ′ 𝐆𝐆

(3-1)

�H (𝐫𝐫, 𝐫𝐫 ′ , 𝜔𝜔) ∙ 𝐉𝐉 r (𝐫𝐫 ′ , 𝜔𝜔) .
𝐇𝐇(𝐫𝐫, 𝜔𝜔) = � 𝑑𝑑𝑉𝑉 ′ 𝐆𝐆

(3-2)

𝑉𝑉

𝑉𝑉

The ensemble average of the fluctuating current densities corresponding to emitter
temperature 𝑇𝑇 can be estimated by fluctuation-dissipation theorem [92]
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〈𝐉𝐉𝛼𝛼𝑟𝑟 (𝒓𝒓′ , 𝜔𝜔)𝐉𝐉𝛽𝛽𝒓𝒓 ∗ (𝐫𝐫 ′′ , 𝜔𝜔′ )〉 =

𝜔𝜔𝜀𝜀𝜈𝜈 𝜀𝜀𝑟𝑟′′ (𝜔𝜔)
Θ(𝜔𝜔, 𝑇𝑇)𝛿𝛿(𝐫𝐫 ′ − 𝒓𝒓′′ )𝛿𝛿(𝜔𝜔 − 𝜔𝜔′ )𝛿𝛿𝛼𝛼𝛼𝛼 ,
𝜋𝜋

(3-3)

where Θ(𝜔𝜔, 𝑇𝑇) is the mean energy of Planck’s oscillator
Θ(𝜔𝜔, 𝑇𝑇) =

ℏ𝜔𝜔
,
exp(ℏ𝜔𝜔/𝑘𝑘𝐵𝐵 𝑇𝑇) − 1

(3-4)

subscripts 𝛼𝛼 and 𝛽𝛽 indicate the two different directions of thermally induced current,
𝛿𝛿(𝑟𝑟 ′ − 𝑟𝑟") represents the assumption that fluctuations at two different points are

correlated in the limit 𝑟𝑟" → 𝑟𝑟′, 𝛿𝛿(𝜔𝜔 − 𝜔𝜔′ ) indicates that spectral components of

fluctuation currents are uncorrelated, and 𝛿𝛿𝛼𝛼𝛼𝛼 accounts for the assumption of isotropic
media. Energy flux associated with the electromagnetic wave propagation can be
estimated from the Poynting vector [94]
1
〈𝐒𝐒(𝐫𝐫, 𝜔𝜔)〉 = 4 ∗ ∗ 𝑅𝑅𝑅𝑅{〈𝐄𝐄(𝐫𝐫, 𝜔𝜔) × 𝐇𝐇 ∗ (𝐫𝐫, 𝜔𝜔)〉}.
2

(3-5)

This expression of the Poynting vector is four times larger than its customary definition
since only the positive frequencies are considered in the Fourier decomposition of the
time-dependent fields into frequency-dependent quantities [91]. Substitution of equations
(3-1), (3-2) and (2-16) into equation (3-5), carrying out the analytic integration along the
source volume, and considering the z-component of Poynting vector (due to azimuthal
symmetry), we get an expression for the near-field radiation flux from a semi-infinite
body [51]
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𝑞𝑞1→2 (𝑧𝑧𝑐𝑐 , 𝜔𝜔)
=

𝐻𝐻∗
𝐸𝐸
𝑔𝑔1→2,𝜌𝜌𝜌𝜌
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→2,𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�
∞ 𝑘𝑘
2
𝑘𝑘𝜈𝜈 Θ(𝜔𝜔, 𝑇𝑇)
𝜌𝜌
𝐻𝐻∗
𝐸𝐸
′′ (𝜔𝜔)
𝑅𝑅𝑅𝑅 �𝑖𝑖𝜀𝜀𝑟𝑟,1
� ′′ � +𝑔𝑔1→2,𝜌𝜌𝜌𝜌 �𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→2,𝜃𝜃𝜃𝜃 �𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔� � 𝑑𝑑𝑘𝑘𝜌𝜌 �,
2𝜋𝜋 2
0 𝑘𝑘𝑧𝑧,1
𝐸𝐸
𝐻𝐻∗
−𝑔𝑔1→2,𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→2,𝜌𝜌𝜌𝜌
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�

(3-6)

where 𝑞𝑞1→2 (𝑧𝑧𝑐𝑐 , 𝜔𝜔) is the monochromatic radiative heat flux calculated at location 𝑧𝑧 =

𝑧𝑧𝑐𝑐 and measured from the emitting surface along the z-direction in the receiver (body 2)

and 𝑔𝑔 are the components of dyadic green function.

In the present near-field STPV model, near-field thermal radiation was estimated

between the emitter (Tungsten) and the PV cell (𝐼𝐼𝑛𝑛1−𝑥𝑥 𝐺𝐺𝑎𝑎𝑥𝑥 𝑆𝑆𝑆𝑆). Tungsten dielectric constant

is adopted from [95], while 𝐼𝐼𝑛𝑛1−𝑥𝑥 𝐺𝐺𝑎𝑎𝑥𝑥 𝑆𝑆𝑆𝑆 is used for the PV cell. The dielectric constant of

𝐼𝐼𝑛𝑛1−𝑥𝑥 𝐺𝐺𝑎𝑎𝑥𝑥 𝑆𝑆𝑆𝑆 was calculated using the dielectric constant for 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 and 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 combined
with Vegard’s law,

𝜀𝜀𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 (𝑥𝑥) = 𝑥𝑥𝜀𝜀𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + (1 – 𝑥𝑥)𝜀𝜀𝐼𝐼𝐼𝐼𝑆𝑆𝑆𝑆 – 𝑥𝑥(1 – 𝑥𝑥)𝐶𝐶𝐵𝐵 ,

(3-7)

where 𝐶𝐶𝐵𝐵 is the Bowing constant that accounts for deviations from the linear interpolation

due to lattice disorders [96]. For the present study, the Bowing constant is omitted.
Dielectric constants of 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 and 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 are taken from [97].
3.3.2. Photovoltaic cell

The purpose of modeling PV cell is to find out the output photocurrent corresponding to
the local thermal radiation absorption. It is found from theoretical and semi-empirical
modeling that for an STPV illuminated with black body at temperatures 1500 – 1800 0C,
the optimum range for PV cell band-gap energy is 0.4 – 0.6 eV [98]. For this study,
𝐼𝐼𝑛𝑛0.18 𝐺𝐺𝑎𝑎0.82 𝑆𝑆𝑆𝑆 composition is used and has a band-gap energy of 0.56 eV [99].

Current generated as a response of cell illumination can be estimated once the minority
carrier concentration distribution is known, this is done by solving the excess minority
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carrier steady state diffusion equation (i.e., electrons in p-doped sides and holes in the ndoped side) [100]

De

∂2 Δn(z, ω)
Δn(z, ω)
+
G(z,
ω)
−
= 0,
∂z 2
τn

𝜕𝜕 2 Δ𝑝𝑝(𝑧𝑧, 𝜔𝜔)
Δ𝑝𝑝(𝑧𝑧, 𝜔𝜔)
𝐷𝐷ℎ
+
𝐺𝐺(𝑧𝑧,
𝜔𝜔)
−
= 0,
𝜕𝜕𝑧𝑧 2
𝜏𝜏ℎ

(3-8)

(3-9)
𝜕𝜕2 Δ

which is valid for low injection conditions and no external voltage. The term 𝐷𝐷 𝜕𝜕𝑧𝑧 2 is the

carrier conservation term, 𝐺𝐺(𝑧𝑧, 𝜔𝜔) is the local generation rate of carriers (i.e., source
term) and

Δ
𝜏𝜏

is the recombination rate of excess minority carriers (i.e., sink term).

Estimation of minority carrier diffusion coefficients 𝐷𝐷𝑒𝑒,ℎ is done by relating them to the

carrier mobility 𝜇𝜇𝑒𝑒,ℎ via Einstein’s relation
𝐷𝐷𝑒𝑒,ℎ =

𝜇𝜇𝑒𝑒,ℎ 𝑘𝑘𝑏𝑏 𝑇𝑇𝑐𝑐
.
𝑒𝑒

(3-10)

The mobility of 𝐼𝐼𝑛𝑛1−𝑥𝑥 𝐺𝐺𝑎𝑎𝑥𝑥 𝑆𝑆𝑆𝑆 was calculated from Vegard’s law (equation (3-7)) with the

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 and 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 mobility values calculated from [100]. The diffusion coefficient for
minority holes is estimated at 𝐷𝐷ℎ = 18.3 𝑐𝑐𝑚𝑚2 /𝑠𝑠 and for minority electrons at 𝐷𝐷𝑒𝑒 =

35.18 𝑐𝑐𝑚𝑚2 /𝑠𝑠. The generation rate of electron hole pairs is given by [89]:
𝐺𝐺(𝑧𝑧, 𝜔𝜔) = −

1 𝜕𝜕q(𝑧𝑧, 𝜔𝜔)
,
ℏ𝜔𝜔 𝜕𝜕𝜕𝜕

(3-11)

60

Figure 3-2: Near-field TPV cell schematic
a) near-field thermal radiation flux through the PV cell depth, dotted horizontal line
represents radiation penetration depth. b) TPV cell composed of thermal emitter
illuminating a PV cell. The p-doped region of the PV cell (the upper half) has thickness
𝐿𝐿𝑝𝑝 = 0.4 𝜇𝜇𝜇𝜇 and dopant concentration 1019 𝑐𝑐𝑚𝑚−3, while the n-doped region has
thickness 𝐿𝐿𝑛𝑛 = 10 𝜇𝜇𝜇𝜇 and dopant concentration 1017 𝑐𝑐𝑚𝑚−3. The emitter is the solid
body above the PV cell at distance 𝑑𝑑𝑐𝑐 from the cell. The PV cell graphic shows
electron-hole generation in the n-doped region, the hole (minority carrier) generated
moves towards the depletion layer by diffusion and has two possibilities; to reach the
depletion region and cross to the p-doped region where it becomes a majority carrier
and experience negligible recombination while contributing in electric current, or to
recombine before reaching the depletion region with an electron in the n-doped region.
where

𝜕𝜕q(𝑧𝑧,𝜔𝜔)
𝜕𝜕𝜕𝜕

represents radiation power absorbed per unit volume surrounding an

element sliced at depth 𝑧𝑧. The minority carrier lifetime, 𝜏𝜏, has three components

corresponding to the recombination mechanisms: non-radiative SRH recombination, nonradiative Auger recombination, and radiative recombination. For 𝐼𝐼𝑛𝑛0.18 𝐺𝐺𝑎𝑎0.82 𝑆𝑆𝑆𝑆 at 300

K, the total minority carrier lifetimes of electrons and holes are 5.5 ns and 30.3 ns
respectively [51].
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The minority carrier diffusion equation is solved outside of the depletion region for pdoped and n-doped regions separately with the following boundary conditions for pdoped and n-doped regions [51] (refer to Figure 3-2):
𝛥𝛥𝛥𝛥�𝑧𝑧𝑑𝑑𝑑𝑑,𝑝𝑝 , 𝜔𝜔� = 0,

𝐷𝐷𝑒𝑒

𝛥𝛥𝛥𝛥�𝑧𝑧𝑑𝑑𝑑𝑑,𝑛𝑛 , 𝜔𝜔� = 0,

𝐷𝐷ℎ

𝜕𝜕𝜕𝜕𝜕𝜕(𝑧𝑧, 𝜔𝜔)
�
= 𝑆𝑆𝑒𝑒 𝛥𝛥𝛥𝛥,
𝜕𝜕𝜕𝜕
𝑧𝑧=𝑧𝑧

(3-12)

1

𝜕𝜕𝜕𝜕𝜕𝜕(𝑧𝑧, 𝜔𝜔)
�
= −𝑆𝑆ℎ 𝛥𝛥𝛥𝛥,
𝜕𝜕𝜕𝜕
𝑧𝑧=𝑧𝑧

(3-13)

2

where 𝑆𝑆𝑒𝑒 and 𝑆𝑆ℎ are surface recombination velocities for the minority electron and hole

respectively. For this simulation, it is assumed that 𝑆𝑆𝑒𝑒 = 2 × 104 𝑚𝑚/𝑠𝑠 and 𝑆𝑆ℎ = 0 [51].

The depletion region thickness for the p-doped and n-doped regions are calculated from
[101]:
0.5

𝐿𝐿𝑑𝑑𝑑𝑑,𝑝𝑝

2𝜀𝜀𝑠𝑠 𝑉𝑉0
𝑁𝑁𝑑𝑑
=�
�
��
𝑒𝑒
𝑁𝑁𝑎𝑎 (𝑁𝑁𝑎𝑎 + 𝑁𝑁𝑑𝑑 )

𝐿𝐿𝑑𝑑𝑑𝑑,𝑝𝑝

2𝜀𝜀𝑠𝑠 𝑉𝑉0
𝑁𝑁𝑎𝑎
=�
�
��
𝑒𝑒
𝑁𝑁𝑑𝑑 (𝑁𝑁𝑎𝑎 + 𝑁𝑁𝑑𝑑 )

0.5

,

(3-14)

,

(3-15)

where 𝑉𝑉0 is the p-n junction equilibrium built-in voltage and can be estimated from
𝑉𝑉0 =

𝑘𝑘𝑏𝑏 𝑇𝑇𝑐𝑐
𝑁𝑁𝑎𝑎 𝑁𝑁𝑑𝑑
ln � 2 �,
𝑒𝑒
𝑁𝑁𝑖𝑖

(3-16)

where 𝑇𝑇𝑐𝑐 is the PV cell temperature (assumed to be constant at 300 K) and 𝜀𝜀𝑠𝑠 is the static

relative permittivity calculated by [100]
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(3-17)

𝜀𝜀𝑠𝑠 = (16.8 − 1.1𝑥𝑥)𝜀𝜀𝜈𝜈 .

Solving the excess minority carriers diffusion equation results in the generated
photocurrent which has three components: the current from minority electrons in p-doped
region, the current from minority holes in n-doped region, and the current from electron
hole pairs generated within the depletion region (where recombination is neglected).
These currents can be calculated respectively using [51]
𝐽𝐽𝑝𝑝ℎ,𝑒𝑒 (𝜔𝜔) = −𝑒𝑒𝐷𝐷𝑒𝑒
𝐽𝐽𝑝𝑝ℎ,ℎ (𝜔𝜔) = 𝑒𝑒𝐷𝐷ℎ

𝜕𝜕𝜕𝜕𝜕𝜕
�
,
𝜕𝜕𝜕𝜕 𝑧𝑧𝑑𝑑𝑑𝑑,𝑝𝑝

𝜕𝜕𝜕𝜕𝜕𝜕
�
,
𝜕𝜕𝜕𝜕 𝑧𝑧𝑑𝑑𝑑𝑑,𝑛𝑛

𝐽𝐽𝑝𝑝ℎ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (𝜔𝜔) = �

𝑧𝑧𝑑𝑑𝑑𝑑,𝑛𝑛

𝑧𝑧𝑑𝑑𝑑𝑑,𝑝𝑝

𝑒𝑒𝑒𝑒(𝑧𝑧, 𝜔𝜔)𝑑𝑑𝑑𝑑.

(3-18)

(3-19)

(3-20)

The total photocurrent generated can be therefore determined by adding the individual
photocurrents
∞

𝐽𝐽𝑝𝑝ℎ = � �𝐽𝐽𝑝𝑝ℎ,𝑒𝑒 (𝜔𝜔) + 𝐽𝐽𝑝𝑝ℎ,ℎ (𝜔𝜔) + 𝐽𝐽𝑝𝑝ℎ,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (𝜔𝜔)�𝑑𝑑𝑑𝑑,
𝜔𝜔𝑔𝑔

(3-21)

where 𝜔𝜔𝑔𝑔 is the photon frequency corresponding to the PV cell band-gap energy 𝐸𝐸𝑔𝑔 . The
actual output current is the difference between the photogenerated current and the dark
current (current generated when the cell is in dark condition - no electron-hole
generation). The dark current can be calculated by solving the minority carrier diffusion
equation in dark conditions (no electron-hole generation) [102]. Boundary conditions are
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the same as in the illuminated conditions except for the concentration of minority carriers
on edges of depletion region which are given by:
𝑝𝑝�𝑧𝑧𝑑𝑑𝑑𝑑,𝑛𝑛 � = 𝑝𝑝0 𝑒𝑒𝑒𝑒𝑒𝑒(𝑒𝑒𝑉𝑉𝑓𝑓 /𝑘𝑘𝑏𝑏 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ),

𝑛𝑛�𝑧𝑧𝑑𝑑𝑑𝑑,𝑝𝑝 � = 𝑛𝑛0 𝑒𝑒𝑒𝑒𝑒𝑒(𝑒𝑒𝑉𝑉𝑓𝑓 /𝑘𝑘𝑏𝑏 𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ),

(3-22)
(3-23)

where 𝑝𝑝0 and 𝑛𝑛0 are the equilibrium hole and electron concentrations respectively. The
calculated dark current is a function of voltage only and therefore independent of

radiation frequency [102]. Actual output current with respect to forward bias voltage is:
𝐽𝐽�𝑉𝑉𝑓𝑓 � = 𝐽𝐽𝑝𝑝ℎ − 𝐽𝐽0 �𝑉𝑉𝑓𝑓 �.

(3-24)

The cell performance is assessed by the photocurrent generated, the maximum power
density (𝑃𝑃𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚 �𝑉𝑉𝑓𝑓 ∗ 𝐽𝐽�𝑉𝑉𝑓𝑓 ��), and the cell conversion efficiency:
𝜂𝜂𝑇𝑇𝑇𝑇𝑇𝑇 =

𝑃𝑃𝑚𝑚

𝑄𝑄𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸→𝑃𝑃𝑃𝑃

.

(3-25)

The rest of radiation power absorbed by the PV cell which is not converted to electric
power is converted to heat generation within the cell that should be rejected by a cooling
system to keep the PV cell at room temperature (otherwise cell performance will
deteriorate due to increased recombination rate by the elevated temperature). The heat
rejected depends on the absorbed thermal radiation below band-gap energy (that can’t
excite an electron from valence to conduction band, but causes lattice vibration) and heat
rejected as a result of non-radiative recombination of minority carriers. Heat rejected can
be estimated from energy balance of the PV cell (Figure 3-1-a,b)
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𝑄𝑄𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸→𝑃𝑃𝑃𝑃 = 𝑄𝑄𝑃𝑃𝑃𝑃→𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 .
3.3.3.

(3-26)

Absorber/Emitter

The absorber/emitter is the intermediate body between the solar irradiance and the PV
cell; it absorbs the concentrated solar power from one side via a photonics crystal
absorber and emits thermal radiation towards the PV cells from the other side with
tailored spectrum. The purpose of the absorber/emitter is to convert the broad solar
spectrum to a narrower thermal spectrum, which can match better the peak of the PV cell
quantum efficiency curve.
Assuming that the STPV system is enclosed in a perfect vacuum, we only consider
radiative heat transfer in solving the energy conservation equation in the absorber/emitter.
The absorber absorbs portion of incident solar radiation
∞

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,inc − 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,ref = 𝐴𝐴𝑎𝑎 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 � �1 − 𝜌𝜌𝑎𝑎 (𝜆𝜆)�𝑞𝑞𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖 (𝜆𝜆)𝑑𝑑𝑑𝑑,
0

(3-27)

where 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the solar concentration and 𝜌𝜌𝑎𝑎 (𝜆𝜆) is the photonic crystal spectral

reflectivity. For opaque bodies, spectral emissivity is related to spectral reflectivity by

1 = 𝜖𝜖𝑎𝑎 (𝜆𝜆) + 𝜌𝜌𝑎𝑎 (𝜆𝜆). The absorber also loses heat to the surrounding at ambient
temperature via thermal radiation, this can be calculated as
∞

𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝐸𝐸𝐸𝐸𝐸𝐸,𝑎𝑎 = Aa � 𝜖𝜖𝑎𝑎 (𝜆𝜆)�𝐸𝐸𝑏𝑏 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 , 𝜆𝜆) − 𝐸𝐸𝑏𝑏 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 , 𝜆𝜆)�𝑑𝑑𝑑𝑑,
0

(3-28)

where the temperature of the absorber/emitter is considered uniform. To decrease losses
to the environment, absorber area should be decreased relative to the emitter area. The
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heat losses from the emitter area exposed to environment can be calculated for the planar
arrangement (Figure 3-1-a) using the following equation:
∞

𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝐸𝐸𝐸𝐸𝐸𝐸,𝑒𝑒 = (A𝑒𝑒 − 𝐴𝐴𝑎𝑎 ) � 𝜖𝜖𝑒𝑒 (𝜆𝜆)�𝐸𝐸𝑏𝑏 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 , 𝜆𝜆) − 𝐸𝐸𝑏𝑏 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 , 𝜆𝜆)�𝑑𝑑𝑑𝑑,
0

(3-29)

and for the cylindrical arrangement (Figure 3-1-b) using
∞

𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝐸𝐸𝐸𝐸𝐸𝐸,𝑒𝑒 = A𝑎𝑎 � 𝜖𝜖𝑒𝑒 (𝜆𝜆)�𝐸𝐸𝑏𝑏 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 , 𝜆𝜆) − 𝐸𝐸𝑏𝑏 (𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 , 𝜆𝜆)�𝑑𝑑𝑑𝑑.
0

(3-30)

Using energy balance on the absorber and emitter together (refer to Figure 3-1-a,b) we
get
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑄𝑄𝑃𝑃𝑃𝑃→𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝐸𝐸𝐸𝐸𝐸𝐸,𝑎𝑎 + 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝐸𝐸𝐸𝐸𝐸𝐸,𝑒𝑒 + 𝑄𝑄𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸→𝑃𝑃𝑃𝑃 ,

(3-31)

where 𝑄𝑄𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸→𝑃𝑃𝑃𝑃 is the net emitted power from the emitter to the PV cell (after

considering reflection) and 𝑄𝑄𝑃𝑃𝑃𝑃→𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 is the net emitted power from the PV cell to the
emitter. Both can be calculated from near-field radiation transfer (equation (3-6)) taking
into account the emitter area 𝐴𝐴𝑒𝑒 . The only unknown in the heat balance equation

(equation (3-31)) is 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ; which is the solar concentration. The thermal efficiency of the

absorber/emitter is given by
𝜂𝜂𝑎𝑎𝑎𝑎 =

𝑄𝑄𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸→𝑃𝑃𝑃𝑃
,
𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖

(3-32)

where 𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖 is defined as
∞

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖 = 𝐴𝐴𝑎𝑎 𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∗ � 𝑞𝑞𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑛𝑛𝑛𝑛 (𝜆𝜆)𝑑𝑑𝑑𝑑.
0

(3-33)
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Tungsten is used for emitter and its temperature dependent spectral emissivity is adopted
from [103], while the absorber is made of tantalum which surface is covered by 2D
photonic crystal to maximize solar energy absorption, its emissivity is adopted from [81].
Solving the minority carrier diffusion equation for absorbed spectral near-field thermal
radiation corresponding to a given emitter temperature and separation distance, we get
the near-field STPV output power density, cooling requirement, and TPV cell conversion
efficiency. Upon determining near-field thermal radiation exchange between the PV cell
and the emitter, required absorbed solar radiation can be determined by applying
conservation of energy for the absorber/emitter. Solar concentration can be estimated
from the required absorbed solar radiation for a given area ratio, 𝐴𝐴𝑅𝑅 = 𝐴𝐴𝑒𝑒 /𝐴𝐴𝑎𝑎 .

3.4.

Results and discussion

The Near-field STPV system performance is evaluated using parameters listed in
Table 3-1 for different emitter temperatures, separation distances, area ratios, and
arrangements. In this research, the separation distance ranges from 5 𝜇𝜇𝜇𝜇 (corresponding
to far-field) down to 1 𝑛𝑛𝑛𝑛, which is very small distance corresponding to extreme nearfield. The separation distances of few nanometers are not quite practical to achieve

between flat surfaces with current microfabrication technology, however, the purpose of
the study to explore the full range of separation distances. Figure 3-3-a illustrates the
effect of area ratio and separation distance on the absorber/emitter thermal efficiency. For
both planar and cylindrical arrangements, decreasing separation distance increases the
absorber/emitter thermal efficiency due to the effect of near-field radiation. This can be
explained by considering a constant absorber/emitter temperature with variable
separation distances. Radiation losses to the environment depend on the absorber/emitter
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a)

b)

Figure 3-3: Absorber/emitter performance
a) Absorber/emitter thermal efficiency versus area ratio for different separation
distances and planar and cylindrical arrangements at emitter temperature = 2000 K. b)
Absorber/emitter performance at optimum area ratio for planar and cylindrical
arrangements.
temperature so they will stay constant, but decreasing the separation distance increases
thermal radiation transfer to the PV cell, resulting in increased absorbed power from the
sun. Increased solar absorption, while keeping the losses to the environment constant,
increases the thermal efficiency. The thermal efficiency also increases with increasing
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area ratio for both the planar and the cylindrical arrangements; the result of decreasing
the absorber area (which has higher radiation losses due to its high emissivity). For the
planar arrangement, the maximum achievable thermal efficiency increases with
decreasing separation distance, while for the cylindrical arrangement, the maximum
achievable thermal efficiency is the same for all separation distances. The maximum
thermal efficiency for the cylindrical arrangement occurs when the absorbed solar
irradiance is equal to the thermal power transferred to the PV cell; this is because
increasing the area ratio doesn’t affect losses to environment unlike in planar
arrangement. The optimum area ratio, which achieves around 95% of the thermal
efficiency for an infinite area ratio, is plotted with corresponding thermal efficiency in
Figure 3-3-b. Although increasing the area ratio increases the thermal efficiency, it has
two drawbacks: the increased solar concentration which may not be practical, and the
non-uniformity of the emitter temperature.
The solar concentration (shown in Figure 3-5) generally increases with decrease in
separation distance and increase in absorber/emitter temperature; this is due to the
increased power flux from emitter to the PV cell. For an area ratio of one as shown in
Figure 3-5-a, the cylindrical arrangement requires more solar concentration than the
planar because the former’s emitter bottom area is exposed to the environment and
therefore loses more heat. A similar trend can be also seen on Figure 3-5-b for the
optimum area ratio results
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Table 3-1: Parameters used for simulating the near-field solar thermophotovoltaic
system
Absorber (tantalum photonic crystal)
[104] (Figure 3-1-e)

Emissivity 𝜖𝜖𝑎𝑎

Emitter (tungsten)
[103]

Emissivity 𝜖𝜖𝑒𝑒

Dielectric constant

Band-gap energy 𝐸𝐸𝑔𝑔

[95]
Photovoltaic cell (𝑰𝑰𝒏𝒏𝟎𝟎.𝟏𝟏𝟏𝟏 𝑮𝑮𝒂𝒂𝟎𝟎.𝟖𝟖𝟖𝟖 𝑺𝑺𝑺𝑺)

Donors concentration on the n-doped region 𝑁𝑁𝐷𝐷

Acceptors concentration on the p-doped region 𝑁𝑁𝐴𝐴
n-doped region thickness 𝐿𝐿𝑛𝑛

0.56 𝑒𝑒𝑒𝑒

1017 𝑐𝑐𝑚𝑚−3
1019 𝑐𝑐𝑐𝑐−1
10 𝜇𝜇𝜇𝜇

p-doped region thickness 𝐿𝐿𝑝𝑝

0.4 𝜇𝜇𝜇𝜇

Dielectric constant of 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺

[97]

Dielectric constant of 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼

Minority electrons diffusion coefficient 𝐷𝐷𝑒𝑒
Minority holes diffusion coefficient 𝐷𝐷ℎ
Minority electrons lifetime 𝜏𝜏𝑛𝑛
Minority holes lifetime 𝜏𝜏ℎ

Surface recombination velocities for the minority electrons
𝑆𝑆𝑒𝑒

Surface recombination velocities for the minority holes 𝑆𝑆ℎ

[97]

35.18 𝑐𝑐𝑚𝑚2 /𝑠𝑠
18.3 𝑐𝑐𝑚𝑚2 /𝑠𝑠
5.5 𝑛𝑛𝑛𝑛

30.3 𝑛𝑛𝑛𝑛

2 × 104 𝑚𝑚/𝑠𝑠
0 𝑚𝑚/𝑠𝑠
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Figure 3-4: Output electrical power density and rejected heat per cm2 of the PV cell
Output power density and cooling requirements of the near-field STPV system are shown
on Figure 3-4 as a function of separation distance and absorber/emitter temperature. As
predicted, the lower the separation distance and the higher the emitter temperature, the
higher the power density due to the near-field radiation effects. Near-field radiation
increases the power density up to 50 times higher than the far field-field value for
separation distances less than 5 nm. Unfortunately this increase in power density is
accompanied by increased solar concentration and increased heat rejection (i.e., cooling
requirements) both of which may be design limitations. Typical solar concentration for
single Fresnel lens is approximately 4600 [98], higher concentration may be realized by
complex optical system which will lead to more losses. Cooling requirements may be a
design limiting factor, however significant progress has been recently realized in the
thermal management of high heat-flux microsystems [105,106]. Increased cell
temperature is typical and its implications on system performance has be studied by [88].
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a)

b)

Figure 3-5: Solar concentration at different absorber/emitter temperatures and planar
and cylindrical arrangements
a) for unit area ratio, b) for optimum area ratio

Conversion efficiency of near-field TPV is defined as
𝜂𝜂𝑇𝑇𝑇𝑇𝑇𝑇 =

𝑃𝑃𝑚𝑚

𝑄𝑄𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸→𝑃𝑃𝑃𝑃

,

(3-34)
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and depends on the separation distance and emitter temperature (Figure 3-6). As can be
seen on the figure, the efficiency plot features two peaks (21.5% at 10 nm and 18% at
1000 nm), both of which are above the far-field efficiency (16.5%). Total efficiency of
near-field STPV system is defined as
𝜂𝜂𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =

𝑃𝑃𝑚𝑚

𝑄𝑄𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑖𝑖𝑖𝑖𝑖𝑖

= 𝜂𝜂𝑇𝑇𝑇𝑇𝑇𝑇 𝜂𝜂𝑎𝑎𝑒𝑒 ,

(3-35)

which depends on 𝜂𝜂𝑇𝑇𝑇𝑇𝑇𝑇 , system arrangement (planar or cylindrical) and area ratio.

Difference in efficiencies among different area ratios is more evident for larger separation
distances (>10 nm). The highest STPV system conversion efficiencies achieved, using
the cylindrical arrangement with optimum area ratio, are 16.8% at 10 nm and 14.2% at
1000 nm.
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a)

b)

c)

d)

e)

Figure 3-6: TPV and STPV efficiencies at different absorber/emitter temperature and
planar and cylindrical arrangements
a) Planar arrangement, unit area ratio. b) Cylindrical arrangement, unit area ratio. c)
Planar arrangement, optimum area ratio. d) Cylindrical arrangement, optimum area
ratio. e) Comparison between all arrangements at absorber/emitter temperature = 2000
K.
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3.5.

Potential platform for near-field solar thermophotovoltaic cell

We fabricated a monolithic microdevice that can be employed as a platform for solar
thermophotovoltaic cell. The fabrication was performed mainly by Dr. Mukesh
Kulsreshath, with some assistance from my side. The microdevice consists of concentric
cylindrical core (emitter) and shell (receiver) structures etched on the device layer of a
silicon on insulator (SOI) wafer of thickness 10 μm. Two different gaps, 20 µm and 800
nm, between the emitter and receiver are fabricated to estimate the near-field thermal
radiation enhancement. The emitter is heated to various temperatures using a platinum
thin film heater, which also acts as a resistance temperature detector (RTD). The receiver
is assumed to be at constant temperature since it is in a good contact with the silicon
substrate, which is comparatively larger than the emitter, and it is in equilibrium with
room temperature.
The monolithic microdevice was fabricated using standard microfabrication technologies
and bulk micromachining inside a cleanroom environment. A schematic drawing of the
microdevice is shown in Figure 3-7. As can be seen on the figure, the microdevice is
comprised of a suspended thermal emitter (i.e., heat source) heated with a platinum thin
film heater; a thermal receiver (i.e., heat sink) made of the device layer surrounding the
emitter periphery; and two long supports to thermally isolate the emitter from the
receiver. The supports are also used as bridges for the electrical connections. To
investigate the effect of separation gap between the hot emitter and the cold receiver, we
fabricated two versions of the microdevice, one with a large gap of 20 μm (microgap) and
another with a smaller gap of 800 nm (nanogap). The smaller gap dimension was limited
by the maximum aspect ratio of the deep reactive ion etching process available to us,
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Figure 3-7: Device schematic with demensions
which results in parallel, straight sidewalls. Four-inches-diameter <100> SOI wafers
were used for the fabrication of the microdevices. The SOI wafers consist of a 525-μm
thick handle substrate, a 2-μm thick buried oxide layer, and a 10-μm thick Boron doped
device layer. The thin film microheater is made of a 200-nm thick platinum layer with a
total length and width of 2.7 mm and 10 μm, respectively. Two thin film platinum RTDs
(i.e., sensing coils) are deposited on the receiver near the gap to monitor the average
temperature of the receiver during heat transfer experiments.
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Figure 3-8: Fabrication steps of the device
a) Plain SOI wafer with a 10-μm thick device layer, and 2-μm buried oxide layer; b)
deposition of oxide and nitride layers; c) platinum micro heater patterning with
tantalum adhesion layer; d) microheater pads patterning; e) etching of the oxide and
nitride layers; f) DRIE of the silicon device layer to create the separation gaps; g)
application of GKR thick DUV photoresist on the frontside to protect it while etching
the backside; h) backside etching; and i) removal of the protective photoresist.
The process flow adopted for the fabrication of the microdevices is shown on Figure 3-8.
Initially, the SOI wafer was cleaned with a standard RCA semiconductor cleaning
process [107]. Post wafer cleaning, a 500-nm thick layer of thermal oxide was grown at
1100 ℃ (Figure 3-8-b) on both sides of the wafer. This layer acts as a dielectric insulation
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Figure 3-9: SEM images of the microdevice
a) 20um gap microdevice, b) 800 nm gap microdevice, c) zoomed-in view for the
emitter of a device with 800 nm gap, and d) view from the backside for the backside
window opening.
between the highly conductive silicon device layer and the subsequent metallic layers
which the heater is made out of. A low stress silicon nitride layer (Si3N4) with a thickness
of 100 nm was also deposited on top of the oxide layer. Next, the thin film platinum
microheater was formed following steps of photolithography on a DUV Stepper, 20 nm
of tantalum adhesion layer and 200 nm of platinum deposition using e-beam thermal
evaporation, and lift-off. Metal pads and electric vias were then constructed through the
deposition of an additional 200-nm thick platinum layer followed by lift-off. After the
heater and pads were formed, the separation gap between the emitter and the rest of the
device layer was etched following steps of plasma etching of the oxide and nitride layers
and deep reactive ion etching (DRIE) of the 10-µm thick device layer, stopping at the

78

Figure 3-10: SEM images a cleaved microdevice
a) emitter with support, b) zoon-in view of microgap (20 µm device), c) emitter with
support, and d) zoon-in view of nanogap (800 nm device). A low laser ablation power
of a few milliwatts was used for cleaving the microdevices.
buried oxide. SEM images for the microdevices following this step are shown on
Figure 3-9-a and b. The last step of the fabrication consisted of releasing the device by
removing the bulk silicon from the backside of the emitter and the supports using DRIE,
then removing the thin film of the buried oxide layer. The opening from the backside was
large enough, 1200 μm × 600 μm, to ensure that emitter and the supports are completely
hanging as shown in Figure 3-9-d . SEM images of the final microdevices are shown in
Figure 3-10.
Although the fabrication of the microdevice was successful, the design has a problem of
increased thermal conduction losses from the emitter compared with the heat transferred
from the emitter to the receiver via near-field thermal radiation. This design mistake was

79
due to overestimation of heat transfer by near-field thermal radiation. The lessons learned
from this microdevice helped us achieving another microdevice that measured near-field
thermal radiation successfully at variable separation gap size, which will be illustrated in
Chapter 5Chapter 5:.

3.6.

Conclusions

This work investigates the performance of a near-field Concentrated Solar
Thermophotovoltaics (STPV) microsystem. The results revealed an increase in
absorber/emitter thermal efficiency with decreasing emitter-to-PV cell separation
distance. Emitter/absorber area ratio effects are found to be negligible for small
separation distances (around 10 nm) however significant at relatively larger separation
distances. Decreasing the separation distance increases PV cell output power density but
also increases both solar concentration and cooling requirements; therefore, the minimum
separation distance can be limited by solar concentration of a single Fresnel lens (×
4600) or overall heat transfer coefficients of available PV cell cooling solutions. The

highest achievable power density and corresponding near-field STPV conversion

efficiency based on solar concentration criteria are 60 𝑊𝑊/𝑐𝑐𝑚𝑚2 and 15.5%, respectively.
These were achieved at 𝑑𝑑𝑐𝑐 = 20 𝑛𝑛𝑛𝑛 and 𝑇𝑇𝑒𝑒 = 2000 𝐾𝐾 using a planar arrangement. The

achieved Near-field STPV power density is exceptionally higher than those of high

efficiency solar cells which have been reported to have maximum power densities in the
order of 0.338 𝑊𝑊/𝑐𝑐𝑚𝑚2 [108].
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Chapter 4:
Near-field NanoThermoMechanical Memory
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Elzouka, M., and Ndao, S., 2014, “Near-Field NanoThermoMechanical Memory,”
Appl. Phys. Lett., 105(24), p. 243510.
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Elzouka, M., and Ndao, S., 2016, “NanoThermoMechanical Memory: Near-Field
Heat Transfer Enabled Negative Differential Thermal Resistance and Thermal
Latching,” The Intersociety Conference on Thermal and Thermomechanical
Phenomena in Electronic Systems, IEEE, Las Vegas, NV, pp. 1126–1132.

4.1.

Abstract

In this research, we introduce the concept of NanoThermoMechanical Memory. Unlike
electronic memory, a NanoThermoMechanical memory device uses heat instead of
electricity to record, store, and recover data. Memory function is achieved through the
coupling of near-field thermal radiation and thermal expansion resulting in negative
differential thermal resistance and thermal latching. Here, we demonstrate theoretically
via numerical modeling the concept of near-field thermal radiation enabled negative
differential thermal resistance that achieves bistable states. Design and implementation of
a practical silicon based NanoThermoMechanical memory device is proposed along with
a study of its dynamic response under write/read cycles. With more than 50% of the
world’s energy losses being in the form of heat along with the ever-increasing need to
develop computer technologies which can operate in harsh environments (e.g., very high
temperatures), NanoThermoMechanical memory and logic devices may hold the answer.
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4.2.

Introduction

Limited performance of electronic memory devices at extreme temperatures, external
electric fields and radiation found in space exploration missions and earth based
applications such as deep-well drilling and combustion engines [109–111] requires the
development of alternative computing technologies [112]. Performance degradation of
electronic devices at extreme temperatures is due to thermally generated carriers,
resulting in intrinsic electrical properties of the P/N doped regions [113]. In the pursuit of
alternative technologies, research has been focused on two main approaches, namely
material research [109,110] (e.g., alternative wide bandgap semiconductor materials such
silicon carbide) and NanoElectroMechanical memory and switches [112,114,115], both
of which still dependent on semiconductor properties and/or electricity. Recently,
memories and logic devices which operate on the principle of thermal rectification and
heat flow, as opposed electric current, have been proposed [116–119]. Thermal logic and
memory are very attractive technologies as information storage, reading, writing, and
processing are all thermal, hence the field of phononics – a science and engineering of
processing information with heat – the counterpart of electronics [120]. The practicality
and feasibility of thus far proposed thermal devices however remains questionable. In this
work, we propose and demonstrate a different category of thermal devices that we have
named NanoThermoMechanical logic and memory devices. The example we will present
here is of a NanoThermoMechanical memory, achieved through near-field heat transfer
enabled negative differential thermal resistance and thermal latching.
Bistable thermal system – the heart of thermal memory – requires nonlinear thermal
resistance. Nonlinear thermal resistance, also called negative differential thermal
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resistance (NDTR), can be achieved as previously reported in the literature through metal
insulator transition of a single crystalline VO2 nanobeam [116] and two nonlinear
Frenkel-Kontorova lattice segments [117]. The phenomenon of negative differential
thermal resistance can be thought of as increase in heat transfer from a hot to a cold body
with decreasing temperature difference between the two (which seems to be
counterintuitive). Unlike previous NDTR studies [121–124], the proposed
NanoThermoMechanical memory uses the coupling between thermal expansion and nearfield radiative heat transfer to achieve NDTR. The memory device, as shown in
Figure 4-1-a, consists of two terminals: a top terminal and a bottom terminal (base, stem,
and head). The top terminal is kept at a high temperature (the hot terminal). For the
bottom terminal, temperature is allowed to vary along its length with the base kept at a
relatively low temperature (the cold terminal). The base is fixed while the head is free to
move up and down as a result of thermal expansion. Data writing is done by slightly
heating (to write ONE) or cooling (to write ZERO) the head about a threshold
temperature, 𝑇𝑇𝑡𝑡ℎ , using a probe. Data reading is accomplished by measuring the

temperature of the head. During memory function, heat is transferred from the hot
terminal to the head by radiation; from the head to the cold base, heat is transferred by
conduction through the stem. An equivalent thermal circuit diagram of the
NanoThermoMechanical memory is shown in Figure 4-1-a.

The working principle of the NanoThermoMechanical memory can be understood by the
following scenario. Given Figure 4-1-a, the head is initially separated from the hot
terminal by a distance 𝑑𝑑𝑐𝑐 such that far-field thermal radiation is the dominant mode of

heat transfer between it and the hot terminal. By increasing the temperature of the head,
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the stem elongates, decreasing the separation distance between the hot terminal and the
head. If the separation distance becomes small enough compared to the thermal radiation
dominant wavelength, near-field radiative heat transfer becomes important, causing the
heat transfer to increase exponentially beyond that of the far-field with decreasing
separation distance. In other words, the higher the temperature of the head is, the smaller
the separation distance will be between the head and the hot terminal, and therefore
higher near-field radiative heat transfer. With careful engineering, the device can be
designed such that the increase in heat transfer due to near-field radiation exceeds the
decrease in heat transfer from reduced temperature difference between the head and the
hot terminal, hence achieving negative differential thermal resistance. If we plot the heat
conduction through the stem and the near-field radiative heat flux versus head
temperature on the same graph, we get the curves shown in Figure 4-1-b. 𝑄𝑄0 is the net

heat transfer from the head for a given head temperature (energy conservation requires:
𝑄𝑄0 = 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 ). Referring to Figure 4-1-b, three intersection points between
the 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑜𝑜 and 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 curves divide the plot into four regions. The first and third

regions from the left feature 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 > 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑡𝑡 . If the temperature of the head falls on

either of these two regions, it will instantaneously increase or move right to the nearest
equilibrium state. On the other hand, the second and fourth regions from the left feature
𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 < 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑢𝑢𝑢𝑢 . If the temperature of the head falls on either of these two regions, it

will instantaneously decrease or move left. This behavior indicates the existence of more
than one stable state. A stable state must have two characteristics: 1) the head must have
zero net heat flux in (i.e., 𝑄𝑄0 = 0), 2) a stable state must retain its stability when

perturbed. If a stable state is perturbed to the left (i.e., experiences temperature decrease),
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it should return automatically back to its stable state. This requires that the region to the
left of the stable state to feature net heat input (i.e., 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 > 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑜𝑜 ) to increase the
temperature of head back to the stable temperature. In contrast, if a stable state is
perturbed to the right (i.e., experiences temperature increase), it should return
automatically to its stable state requiring net heat loss (i.e., 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 < 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑜𝑜 ) to

decrease the temperature of the head. This can be mathematically interpreted by the
condition 𝑑𝑑𝑄𝑄0 /𝑑𝑑𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 > 0.

Applying the above-mentioned stable state criteria, two stable states can be identified at
two intersection points marked with stars on Figure 4-1-b for given device dimensions
and boundary conditions. These two stable states correspond to temperatures 𝑇𝑇𝑠𝑠𝑠𝑠,𝐿𝐿 and

𝑇𝑇𝑠𝑠𝑠𝑠,𝐻𝐻 . The third intersection point has zero net heat flux however has a slope

𝑑𝑑𝑄𝑄0 /𝑑𝑑𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 < 0, making it only a critically stable state (at a threshold temperature 𝑇𝑇𝑡𝑡ℎ )

and not a stable state. If perturbed to the left, a critically stable point will move to the left
until it reaches the nearest stable point, vice versa if perturbed to the right. The
instantaneous temperature of the head relative to the threshold temperature dictates
whether a memory state will settle to the high or low temperature stable state. If the
temperature of the head is higher than 𝑇𝑇𝑡𝑡ℎ , it will eventually settle at 𝑇𝑇𝑠𝑠𝑠𝑠,𝐻𝐻 ; whereas if

lower, it will settle at 𝑇𝑇𝑠𝑠𝑠𝑠,𝐿𝐿 . Change in temperature of the head corresponds to motion of

the head relative to the base; increasing head temperature translates to smaller separation
distance between the head and the hot terminal. Therefore, the two stable states
correspond to stable positions of the head, hence thermal latching. These two thermal
latching states are the essence of the memory function, each one corresponds to a binary
ONE or ZERO and can tolerate perturbation such as during memory state reading.
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Figure 4-1. The concept of NanoThermoMechanical memory
a) Memory device layout on the left and equivalent thermal circuit on the right. b) plot
of near-field radiative heat supplied to the head, 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 , heat conduction lost from the
head, 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑜𝑜 , and net heat transferred from the head (𝑄𝑄0 = 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑄𝑄𝑁𝑁𝑁𝑁,𝑖𝑖𝑖𝑖 ).
Note the four distinct regions created by three intersection points between the nearfield thermal radiation and heat conduction curves.
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4.3.

Theory

The enabling physics of the NDTR is near-field thermal radiation, which is the thermal
radiation between two closely spaced bodies when their separation distance is in the order
of the characteristic wavelength of thermal radiation. Near-field thermal radiation
accounts for the tunneling of evanescent waves (which carry energy with them) when two
bodies are brought close enough to each other [87]. Unlike far-field radiation, Near-field
thermal radiation intensity increases monotonically with the decrease in separation
distance and may exceed the blackbody radiation limit [84,85].
Near-field radiation is estimated by calculation of the Poynting vector corresponding to
the electric and magnetic fields representing thermal radiation. The propagation of
electric and magnetic fields is governed by stochastic Maxwell equations and can be
estimated with the fluctuation-dissipation theorem. The net spectral near-field thermal
radiation emitted by body 1 and which reaches body 2 (considering reflections) can be
expressed as [53]:
𝑞𝑞1→2 (𝑧𝑧𝑐𝑐 , 𝜔𝜔, 𝑇𝑇)
=

𝐻𝐻∗
𝐸𝐸
𝑔𝑔1→2,𝜌𝜌𝜌𝜌
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→2,𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�
∞ 𝑘𝑘
2
𝑘𝑘𝜈𝜈 Θ(𝜔𝜔, 𝑇𝑇)
𝜌𝜌
𝐻𝐻∗
𝐸𝐸
′′ (𝜔𝜔)
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→2,𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔� � 𝑑𝑑𝑘𝑘𝜌𝜌 �
𝑅𝑅𝑅𝑅 �𝑖𝑖𝜀𝜀𝑟𝑟,1
� ′′ � +𝑔𝑔1→2,𝜌𝜌𝜌𝜌
2𝜋𝜋 2
𝑘𝑘
𝑧𝑧,1
0
𝐸𝐸
𝐻𝐻∗
−𝑔𝑔1→2,𝜃𝜃𝜃𝜃
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�𝑔𝑔1→2,𝜌𝜌𝜌𝜌
�𝑘𝑘𝜌𝜌 , 𝑧𝑧𝑐𝑐 , 𝜔𝜔�

(4-1)

where 𝑞𝑞1→2 (𝑧𝑧𝑐𝑐 , 𝜔𝜔, 𝑇𝑇) is the monochromatic radiative heat flux calculated in the receiver
(body 2) at distance 𝑧𝑧 = 𝑧𝑧𝑐𝑐 measured from the emitting surface due to a semi-infinite

radiation source (body 1), and 𝑔𝑔 are components of electric and magnetic dyadic green

functions. Integrating over angular frequency from zero to infinity, we get the total nearfield radiation flux emitted by body 1 and received by body 2.
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∞

𝑞𝑞𝑁𝑁𝑁𝑁,1→2 (𝑧𝑧𝑐𝑐 , 𝑇𝑇) = � 𝑞𝑞1→2 (𝑧𝑧𝑐𝑐 , 𝜔𝜔, 𝑇𝑇)𝑑𝑑𝑑𝑑
0

(4-2)

To show device performance as a memory, device dynamics should be considered. Since
heat transferred by radiation is faster than conduction – as the first incorporates photons
that propagate with the speed of light, while the later consists of phonons or lattice
vibrations – device dynamics are dominated by unsteady heat conduction through the
stem. This can be represented by a 1D heat diffusion equation:
1 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)
𝜕𝜕 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)
=
�
�
𝛼𝛼 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

(4-3)

where 𝑥𝑥 is measured from the stem base (refer to Figure 4-1). The initial and boundary
conditions are given by:
𝑡𝑡 = 0,

𝑇𝑇(𝑥𝑥, 0) = 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

𝑥𝑥 = 0,

𝑇𝑇(0, 𝑡𝑡) = 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

𝑥𝑥 = 𝐿𝐿,

𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)
𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒
(𝑑𝑑 − 𝑣𝑣, 𝑇𝑇ℎ ) − 𝑞𝑞𝑁𝑁𝑁𝑁,ℎ𝑒𝑒𝑒𝑒𝑒𝑒→ℎ𝑜𝑜𝑜𝑜 �𝑑𝑑𝑐𝑐 − 𝑣𝑣, 𝑇𝑇(𝐿𝐿, 𝑡𝑡)� + 𝑞𝑞𝑝𝑝 �
𝑘𝑘
�
=
�𝑞𝑞
𝜕𝜕𝜕𝜕 𝑥𝑥=𝐿𝐿 𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑁𝑁𝑁𝑁,ℎ𝑜𝑜𝑜𝑜→ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑐𝑐

where 𝑣𝑣 is the head displacement due to beam thermal expansion:
𝐿𝐿

𝑣𝑣 = � 𝛼𝛼𝑡𝑡 (𝑇𝑇(𝑥𝑥, 𝑡𝑡) − 𝑇𝑇𝑎𝑎𝑚𝑚𝑚𝑚 ) 𝑑𝑑𝑑𝑑

(4-4)
(4-5)

(4-6)

(4-7)

𝑥𝑥=0

where 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 = 300 𝐾𝐾, and 𝑞𝑞𝑝𝑝 is the heat input to the head from an external source (i.e.,

probe) per 𝑚𝑚2 of head. For writing mode, 𝑞𝑞𝑝𝑝 is set by controlling the probe temperature
(𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ):
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(4-8)

𝑞𝑞𝑝𝑝 = ℎ �𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑇𝑇(𝐿𝐿, 𝑡𝑡)�

, while in reading mode, 𝑞𝑞𝑝𝑝 represents thermal disturbance caused by measurement –

which is neglected in this study. ℎ is a prescribed heat transfer coefficient. According to
the definition of 𝑞𝑞𝑝𝑝 , 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 should always have a temperature difference ∆𝑇𝑇

based on the amount of heat flow 𝑞𝑞𝑝𝑝 for a given thermal resistance between the probe and
the head. Setting 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 to a certain temperature (in the case of memory writing) will
cause the temperature of the head to change to 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ± ∆𝑇𝑇. Similarly in the case of

memory reading, the temperature of the probe, 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 , will change and reach 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 ± ∆𝑇𝑇.
Radiation and convection losses to the environment are neglected.

Table 4-1: Thermal memory design parameters
Si thermal conductivity 𝑘𝑘 (𝑊𝑊/𝑚𝑚 ∙ 𝐾𝐾)
Si density 𝜌𝜌 (𝑘𝑘𝑘𝑘/𝑚𝑚3 )

Si specific heat 𝑐𝑐 (𝑘𝑘𝑘𝑘/𝑘𝑘𝑘𝑘 ∙ 𝐾𝐾)

Si coefficient of thermal expansion 𝛼𝛼𝑡𝑡 (1/𝐾𝐾)
Stem length 𝐿𝐿 (𝜇𝜇𝜇𝜇)

Stem width to head width (𝑤𝑤𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 /𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 )
Initial separation distance 𝑑𝑑𝑐𝑐 (𝜇𝜇𝜇𝜇)
Base temperature 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 (𝐾𝐾)

Hot terminal temperature 𝑇𝑇ℎ𝑜𝑜𝑜𝑜 (𝐾𝐾)
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Figure 4-2. Simulation results for NanoThermoMechanical memory
a) Near-field thermal radiation, heat conduction to the base, net heat transfer from the
head, and separation distance plotted with head temperature. b) write/read cycle. The
frequency of the write/read cycle was purposely chosen to be low for this simulation
(read and write time is 0.05 𝑠𝑠) to clearly show system dynamics.
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4.4.

Results and discussion

We carried out the design and dynamic simulation of a NanoThermoMechanical memory
using the parameters shown in Table 4-1. The base temperature of the
NanoThermoMechanical memory is set to 600 K to demonstrate device feasibility at high
temperatures. Steady state solutions for the near-field radiative heat flux, conduction heat
flux, net heat transfer from the head, and separation distance are plotted as a function of
head temperature in Figure 4-2-a – all heat flux quantities are per 𝑚𝑚2 of the head cross

sectional area normal to heat flow direction. Nonlinear behavior of near-field radiation
curve causes intersections with the linear conduction heat flux curve in three points
corresponding to three states; two stable states at temperatures 𝑇𝑇𝑠𝑠𝑠𝑠,𝐿𝐿 = 1038 𝐾𝐾 and

𝑇𝑇𝑠𝑠𝑠𝑠,𝐻𝐻 = 1341 𝐾𝐾, and one critically stable state at 𝑇𝑇𝑡𝑡ℎ = 1223 𝐾𝐾. Complete write/read
cycle process of the thermal memory is investigated via solving the unsteady heat

conduction in the stem coupled with near-field heat transfer and corresponding thermal
expansion. The results are plotted in Figure 4-2-b and can be categorized into five stages
corresponding to the five regions highlighted in the figure. The first stage is device
initialization as the beam is initially at the base temperature. At 𝑡𝑡 = 0 𝑠𝑠, the head is

exposed to thermal radiation emitted by the hot terminal, causing the temperature of the
head to increase until thermal equilibrium is reached (𝑄𝑄𝑁𝑁𝑁𝑁 = 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ) at the lower stable
state 𝑇𝑇𝑠𝑠𝑠𝑠,𝐿𝐿 = 1038 𝐾𝐾. The second stage comprises writing a state of ONE (1) to the

device (i.e., head temperature at 𝑇𝑇𝑠𝑠𝑠𝑠,𝐻𝐻 ) by setting the probe temperature to 1270 𝐾𝐾 > 𝑇𝑇𝑡𝑡ℎ ,

causing at first the temperature of the head to increase till thermal equilibrium with the
probe is reached at 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 1286 𝐾𝐾. It is counterintuitive that thermal equilibrium is

reached at 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 1286 𝐾𝐾 which is higher than the probe set temperature. This indicates
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that the head is being pulled closer to the hot terminal – note that 𝑄𝑄𝑁𝑁𝑁𝑁 > 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑑𝑑 at the end

of the second stage, so a net positive heat is transferred from the head to the probe,

translating to the head temperature being higher than the probe temperature. Once the
effect of the probe is removed (i.e., stop writing) in the third stage, the temperature of the
head jumps till equilibrium is reached at the higher stable state, 𝑇𝑇𝑠𝑠𝑠𝑠,𝐻𝐻 = 1341 𝐾𝐾, where

𝑄𝑄𝑁𝑁𝑁𝑁 = 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 . Memory data reading can be as well accomplished in the third stage with
an insulated probe (𝑄𝑄𝑝𝑝 = 0), and therefore 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 . By measuring the probe

temperature, memory state can be determined. The fourth stage comprises writing a state
of ZERO (0) to the memory device by setting the probe temperature to 1170 𝐾𝐾 < 𝑇𝑇𝑡𝑡ℎ ,

causing the temperature of the head to decrease until thermal equilibrium is reached with
the probe at 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 1161 𝐾𝐾. Similar to the writing of the ONE (1) state in stage two,

𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 < 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 in thermal equilibrium, indicating that the head is pulled away from the
hot terminal. In the fifth and last stage, 𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 > 𝑄𝑄𝑁𝑁𝑁𝑁 and the temperature of the head

decreases smoothly from 𝑇𝑇ℎ𝑒𝑒𝑒𝑒𝑒𝑒 = 1161 𝐾𝐾 to the lower stable state 𝑇𝑇𝑠𝑠𝑠𝑠,𝐿𝐿 = 1038 𝐾𝐾. In a

similar way as in the third stage, data reading can be also accomplished in the fifth stage.
Figure 2-b shows also the heat fluxes and separation distances during the simulated
write/read cycle. The latching or position of the head in the binary ONE (1) and ZERO
(0) states correspond to separation distances at the end of the third and fifth stages
respectively. The frequency of the write/read cycle was purposely chosen to be low for
this simulation (read and write times are 0.05 𝑠𝑠) to clearly show system dynamics

(Figure 4-2-b). Faster write/read cycle can be achieved by increasing the heat transfer
coefficient between the head and probe, and/or increasing the temperature difference
between head and probe while writing. It is important to note that the
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NanoThermoMechanical memory device can operate in high temperature environments;
with cold terminal temperatures as high as 600 K.

4.5.

Practical implementation

The three-dimensional design and modeling of a practical and implementable
NanoThermoMechanical memory device is presented in this section. The proposed
design uses two serpentine-like support structures as shown in Figure 4-3. Using the
serpentine-like support structure aims to increase the structural stability (i.e., less out-ofplane deflection in addition to keeping the head and hot terminal perfectly parallel to each
other) while reducing conduction heat loss which will eventually lead to a more uniform
temperature of the head. The NanoThermoMechanical memory device as shown in
Figure 4-3 can be easily fabricated using standard microfabrication technologies and
readily available materials such as single crystalline silicon. A commercial finite element
analysis software, COMSOL, and in-house Matlab codes were employed for modeling
the heat transfer through and from the support structure along with associated thermal
expansions. The effect of elongation on temperature stems from the change in the microgap between head and the hot terminal, which incorporates near-field thermal radiation.
Boundary conditions used are defined as follows (refer to Figure 4-3):
•
•

Support base (face #3) is kept at a constant temperature of 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

Head side (face #1) is exposed to a near-field thermal radiative heat
flux, 𝑄𝑄𝑁𝑁𝑁𝑁,𝑛𝑛𝑛𝑛𝑛𝑛,1→2 , which is computed using an in-house MATLAB code with
inputs such as separation distance, hot terminal temperature, and local head
temperature.

•

Rest of device’s faces are exposed to surface-to-ambient radiation losses.
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Figure 4-3. 3D NanoThermoMechanical memory with the serpentine-like support
structure
•

Head side (face #2) is exposed to probe effect, we assumed the interaction with
the probe to be by convection heat transfer;
𝑄𝑄𝑝𝑝 = 𝐴𝐴2 ℎ𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 �𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑇𝑇�.

ℎ𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 is assumed to be 5000 𝑊𝑊/𝑚𝑚2 𝐾𝐾

(4-9)
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Figure 4-4. Thermal conductivity and coefficient of thermal expansion of crystalline
silicon with temperature
The effects of size and the geometry of the probe are incorporated in the parameter
ℎ𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 .

The model uses silicon as the base material and takes into account the temperature
dependency of the thermal conductivity [125] and coefficient of thermal expansion [126]
of silicon as shown in Figure 4-4. To reduce radiation losses to the environment, a low
thermal emissivity material, gold, with a thermal emissivity of 0.1 [27] was deposited on
top of the device’s surfaces exposed to radiation losses (not in the gap between the hot
terminal and the head). Boundary conditions used to calculate the thermal expansion are
as follows:
•

Support base (Face #3) is fixed

•

Rest of device faces are free to move

•

Gravity forces are applied to all device components in the negative z direction
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To simulate the 3 dimensional device, we used the same silicon properties listed in
Table 4-1, and assumed a device thickness of 20 𝜇𝜇𝜇𝜇, 𝑇𝑇ℎ𝑜𝑜𝑜𝑜 = 1400 𝐾𝐾, 𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 600 𝐾𝐾

and ambient temperature of 600 𝐾𝐾. The simulation results for quasi-steady sweep over

head temperature is displayed in Figure 4-5, and the transient response during read/write
cycles is displayed in Figure 4-7. Both of the results are very similar to the ones
displayed for the 1D model in Figure 4-2, suggesting that the concept of thermal memory
is still valid under actual operating conditions of radiative losses and temperaturedependent silicon properties.

4.6.

Conclusions

Numerical simulation of a NanoThermoMechanical memory is presented. A
NanoThermoMechanical memory device uses heat instead of electricity to record, store,
and recover data. The working principle of the device lies in the coupling between nearfield thermal radiation and thermal expansion of a microbeam. This coupling results in a
bistable thermal system with two stable states at two different temperatures – two
memory states. A dynamic simulation of the write/read cycle shows that the device can
be used as a memory as it has two stable temperatures (𝑇𝑇𝑠𝑠𝑠𝑠,𝐿𝐿 = 1038 𝐾𝐾, 𝑇𝑇𝑠𝑠𝑠𝑠,𝐻𝐻 = 1341 𝐾𝐾)
corresponding to the two binary memory states of ZERO and ONE. Switching between

memory states is done by setting the probe temperature below or above a threshold value;
while reading of states can be done by measuring the temperature of an insulated probe.
Memory frequency strongly depends on the actual heat transfer coefficient and
temperature difference between the probe and the head. The NanoThermoMechanical
memory represents a very important step towards the realization of harsh environment
and high temperature memory and logic technologies.
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Figure 4-5. Simulation results for 3D NanoThermoMechanical memory at steady state
The curves were obtained by a quasi-steady sweep over head temperature, plot
includes near-field thermal radiative heat input to the head, heat loss from the head,
difference between the two heat fluxes, and separation distance between the head and
the hot terminal. Data is plotted versus average head temperature

Figure 4-6. Temperature distribution for 3D NanoThermoMechanical memory at the
higher stable state
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Figure 4-7. Transient response of a 3D NanoThermoMechanical memory.
a) plot of average head temperature, probe temperature, and heat transfer coefficient
from probe to head. b) near-field radiative input heat to the head, and conduction and
radiative heat losses from the head. c) Separation distance between the head and the
hot terminal

100

Chapter 5:
High Temperature Near-Field NanoThermoMechanical Rectification
This chapter have previously appeared in the following publications:
Elzouka, M., and Ndao, S., 2017, “High Temperature Near-Field
NanoThermoMechanical Rectification,” Sci. Rep., 7, p. 44901.

5.1.

Abstract

Limited performance and reliability of electronic devices at extreme temperatures,
intensive electromagnetic fields, and radiation found in space exploration missions (i.e.,
Venus & Jupiter planetary exploration, and heliophysics missions) and earth-based
applications requires the development of alternative computing technologies. In the
pursuit of alternative technologies, research efforts have looked into developing thermal
memory and logic devices that use heat instead of electricity to perform computations.
However, most of the proposed technologies operate at room or cryogenic temperatures,
due to their dependence on material’s temperature-dependent properties. Here in this
research, we show experimentally—for the first time—the use of near-field thermal
radiation (NFTR) to achieve thermal rectification at high temperatures, which can be
used to build high-temperature thermal diodes for performing logic operations in harsh
environments. We achieved rectification through the coupling between NFTR and the
size of a micro/nano gap separating two terminals, engineered to be a function of heat
flow direction. We fabricated and tested a proof-of-concept NanoThermoMechanical
device that has shown a maximum rectification of 10.9% at terminals’ temperatures of
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375 and 530 K. Experimentally, we operated the microdevice in temperatures as high as
about 600 K, demonstrating this technology’s suitability to operate at high temperatures.

5.2.

Introduction

Thermal logic devices [120] can be alternatives to electronic ones, which typically fail in
special applications that require high temperatures and ionizing radiation tolerance (e.g.,
deep-Earth exploration for petroleum and geothermal energies, and the exploration of
other planets such as Venus [127–129]). Thermal logic devices exclusively employ heat
(instead of electricity) to perform logic operations (i.e., calculations), hence they can be
potentially powered by waste heat (~60% of the US energy consumption [130]). Thermal
rectification-based logic devices (e.g., thermal diodes [24,131–133], transistors
[121,134,135], memories [27,116,117], and logic gates [136,137]) have been proposed
theoretically and experimentally. Thermal diodes (i.e., rectifiers) received the most
attention among the other thermal logic devices. This may be understood if we compare
them to their electronic counterparts, which had a great impact on electronic logic
systems (i.e., computers). Thermal diodes are devices that allow heat flow rates in a
certain direction to be higher than in the opposite direction. Thermal rectification has
been achieved using various techniques [138], such as asymmetric nanostructures
[139,140], non-uniform mass loading [118], and recently near-field thermal radiation
(NFTR) [19–26]. However, the technologies proposed so far operate at cryogenic or
room temperatures. In addition, the operation of these thermal rectifiers depends on
temperature-dependent material properties, which limit their operating temperature range.
Here we show experimentally—for the first time—the use of near-field thermal radiation
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(NFTR) to achieve thermal rectification at high temperatures, which can be used to build
high temperature thermal diodes.
NFTR is a mode of transferring heat via thermal radiation between two surfaces, which
occurs when the vacuum gap separating them becomes very small (i.e., comparable to the
radiation wavelength) [5]. NFTR’s intensity has been shown to increase exponentially
with decreasing separation gap [141]. The increased NFTR intensity results from the
tunneling of the evanescent surface waves between the two surfaces as they are brought
close enough to each other. In comparison to far-field thermal radiation, NFTR is
therefore more suitable for heat transfer tailoring applications [6] since its intensity can
be controlled by carefully manipulating the separation gap. However, almost all proposed
NFTR-based thermal rectification studies ignored this feature, rather utilized different
techniques such as phase change in vanadium dioxide [20,24,26], or temperaturedependent radiative properties [19,21–23]. This might be owing to the technical
challenges to manipulate at the nanoscale vacuum gaps separating relatively large surface
areas. Here in this research, we achieve thermal rectification between two temperature
terminals by coupling their separation vacuum gap to their respective temperatures. This
coupling allows for the radiative heat transfer rate between the two terminals (which
depends on the gap size) to be a function of heat flow direction; this is the essence of
thermal rectification. We have named this technique NanoThermoMechanical
Rectification (NTMR).
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Figure 5-1: Near-field NanoThermoMechanical rectifier
a, Near-field NanoThermoMechanical rectification concept. The rectifier is composed
of a fixed terminal (at the top), a moving terminal (at the bottom), and a thermallyexpandable structure (i.e., the v-shaped bent beam). The reverse and forward bias
cases are represented in the left and the right halves of the sketch, respectively. The
variable thickness arrow represents the decrease in thermal radiation intensity as
radiation travels away from the heated surface. b, False-color scanning electron
micrograph of a quarter of the proof-of-concept microdevice, symmetric about the two
perpendicular drawn symmetry lines. The microdevice incorporates 24 pairs of fixed
and moving terminals in total, only 6 pairs are shown in b. c, scanning electron
micrograph of the proof-of-concept microdevice. d and e are zoomed-in views
showing the connection of the moving terminal to the folded-beam spring and the bent
beam, respectively.

104

5.3.

Results and discussion

The NanoThermoMechanical rectifier is conceptually composed of a fixed terminal (the
upper part), a moving terminal (the lower part), and a thermally-expandable structure
connected to the moving terminal, as shown in Figure 5-1-a. The principle of operation is
illustrated in Figure 5-1a: when the fixed terminal’s temperature is set high and the
moving terminal’s temperature is set low (left half of Figure 5-1-a), then the expansion
mechanism (the v-shaped bent-beam actuator) is not activated and the separation gap
between the two terminals is unchanged (i.e., large). Since the NFTR decreases
exponentially with the increase in the separation gap (as represented by the variablethickness arrow), the larger gap corresponds to lower heat transfer rate. This case is
referred to as reverse bias. Once the temperatures are switched, the moving terminal,
which is now set to a higher temperature (right half of Figure 5-1-a), moves towards the
fixed one. Consequently, the separation gap is decreased, which in turn increases the heat
transfer rate by NFTR. This case is referred to as forward bias. The fabrication of a
NanoThermoMechanical diode, such as the one sketched in Figure 5-1-a, can be achieved
using conventional microfabrication techniques. However, measuring the heat transfer
between the two terminals can pose a formidable challenge. This is due to the relatively
low thermal radiation heat transfer rates in comparison to conduction heat transfer
through the terminals’ supports, which has an effect on increasing the uncertainties in the
heat transfer measurement.
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Figure 5-2 Thermal rectifier measured performance
a, Thermal rectification (R=Qfor/Qrev – 1) versus Thigh for a thermal rectifier device with
initial separation gap (dc) of 3 μm. The thermal rectification is displayed for three different
values of Tlow (375, 491 and 569 K). The first data set was collected while chuck temperature
was set to 350 K, and the other two data sets were collected at a chuck temperature of 450 K. b,
The heat transfer rate across rectifier terminals in forward and reverse directions used to
calculate the thermal rectification in a. The inset in b shows the assignment of Tlow and Thigh
in forward and reverse directions, and the initial separation gap dc. Uncertainties in the
measured heat transfer rates are represented by the shading around measurement points. c
shows thermal rectification versus Thigh for three thermal rectifier devices with different initial
separation gaps (3, 4 and 5 μm), at Tlow of 375, 301 and 416 K, respectively. Chuck
temperature was set to 350, 296, and 400 K, respectively. d represents the heat transfer rates
across rectifier terminals in forward and reverse directions used to calculate the thermal
rectification in c.

To increase the accuracy of heat transfer measurements, we have designed and fabricated
a proof-of-concept microdevice that employs 24 pairs of moving and fixed terminals
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sharing the same slim-isolating-supporting structure as shown in Figure 5-1-b, c, d and e.
The microdevice was made out of a 20-μm-thick silicon substrate using standard
microfabrication techniques. The microdevice’s main components are shown in
Figure 5-1-b. In addition to the basic components of NanoThermoMechanical rectifier,
we have included two thin-film platinum microheaters to manipulate and measure the
temperatures of the two terminals independently, and to measure the heat transfer
between them. The microdevice is symmetric about two perpendicular axes, as shown in
Figure 5-1-b, causing the pairs of moving and fixed terminals to be divided into two
groups. Each group of moving terminals is connected to a thermally-expandable structure
(i.e., bent beam) from one side. Both groups are connected to a folded-beam spring from
the remaining side to allow them to move freely in opposite directions. This arrangement
was specifically employed to achieve parallelism among the fixed and moving terminals
and to reduce thermal losses. Video recordings of the motion of the moving terminal are
included in the Supplementary Information in ref. [142]. We have measured thermal
rectification for three microdevices, all of them have the same bent-beam angle of
inclination 3° to the horizontal, but they differ in the initial separation gap between the
moving and the fixed terminals (3, 4 and 5 μm). In order to measure thermal rectification
for a pair of low and high temperatures (Tlow, Thigh), we measured the heat transfer rate
between the two terminals in forward (Qfor) and reverse (Qrev) bias, and rectification can
be estimated from the relationship R = (Qfor – Qrev) / Qrev. The forward bias scenario is
achieved when Tlow and Thigh are assigned to fixed and moving terminals, respectively,
while the reverse bias scenario is the opposite (as shown in the inset in Figure 5-2-b).
Heat transfer measurements in the forward and reverse bias are plotted in Figure 5-2-b
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and d, and corresponding rectifications are shown in Figure 5-2-a and c for three different
initial separation gaps. As shown in these plots, heat transfer rates in the forward bias are
always higher than in the reverse one. As expected, measured thermal rectifications are
shown to increase with the increasing Thigh, since the change in the separation gap is
higher between the reverse and forward bias cases. The maximum thermal rectification
achieved is 10.9% for Tlow=375 K and Thigh=530 K for the microdevice with a 3 μm
initial separation gap. The microdevice has also shown thermal rectification at Tlow as
high as 596 K, with a value of 5.3%. This suggests that our technology can operate at
elevated ambient temperatures as high as 600 K without cooling. In the current
experiments, the maximum operating temperatures for the microdevice was limited by
the stability of the platinum microheater, which showed unstable temperature-resistance
relationship when heated above 800 K. Therefore, we believe that the microdevice can
operate at higher temperatures with even higher thermal rectifications. Figure 5-2-c and d
compare the rectification for the three different gap size microdevices; it is evident that
all microdevices show similar trends for heat transfer rate and thermal rectification, with
thermal rectification increasing with decreasing initial separation gap, suggesting that the
thermal rectification can be further augmented through design optimization.

5.4.

Conclusions

In summary, we have demonstrated experimentally–for the first time in the literature–
near-field NanoThermoMechanical rectification at high temperatures. Thermal
rectification was achieved through the coupling between near-field heat transfer and the
terminals’ separation gap, engineered to be a function of heat flow direction. Thermal
rectifications were measured in a wide range of temperatures. Thermal rectification as
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high as 10.9% was achieved with Tlow and Thigh set at 375 and 530 K, respectively.
Higher thermal rectifications can be achieved through further enhancement of the Nearfield heat transfer using materials that supports stronger surface phonon or plasmon
polaritons and by reducing the unrectified heat transfer between terminals. Thermal
rectifications at temperatures as high as 600 K were measured, demonstrating for the first
time thermal rectifications at such high temperatures. This invention opens the prospect
for the development of thermal logic and thermal energy storage technologies of the
future.

5.5.

Methods

5.5.1. Device design
To assess the feasibility (i.e., reduced conduction heat losses, heater temperature
uniformity, and structural integrity) of the proposed design, we analyzed the proof-ofconcept microdevice using finite element analysis via COMSOL Multiphysics®
(COMSOL, Inc., Burlington, MA, USA). The results of the numerical analysis are
displayed in Figure 5-3. In the simulation, heaters on fixed and moving terminals were
powered using constant heat flux boundary conditions while the microdevice’s base
temperature was set to 350 K. Temperature-dependent silicon properties were utilized in
this analysis with the coefficient of thermal expansion and thermal conductivity adopted
from ref. [126] and ref. [143], respectively. Figures 3a and b shows the microdevice’s
out-of-plane displacements resulting from thermal stresses. It can be noted that the
displacement of the top surface is positive (i.e., upwards); this is caused by the thermal
expansion of the 20-μm-thick silicon device layer in the out of plane direction. This
indicates that the out-of-plane deflection of the terminals is small and comparable to the
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a

b

c

Figure 5-3 Results of finite element analysis for the proof-of-concept microdevice
a and b out-of-plane displacement for the bottom and top surfaces, respectively, unit
on the scale is nanometers. c temperature distribution of the microdevice, unit on the
scale is Kelvins.
thermal expansion of the silicon device layer. Figure 5-3-c shows the temperature
distribution of the microdevice. As can be seen from the figure, the temperatures of both
terminals are relatively uniform with temperature range less than 6 K. The use of the slim
supporting structures turned out to play a vital role in both reducing parasitic conduction
losses and ensuring temperature uniformity of the terminals.
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5.5.2. Device fabrication
The proof-of-concept microdevice was fabricated using in-cleanroom standard
microfabrication techniques starting with a four-inches-diameter <100> silicon over
insulator (SOI) wafer. The SOI wafer consists of a 380-μm thick handle silicon substrate,
a 500-nm thick buried silicon dioxide layer, and a 20-μm thick boron-doped silicon
device layer. Figure 5-4 shows the microfabrication process flow adopted to fabricate the
current microdevices. Following a cleaning step of the wafers, a 0.5-μm thick silicon
dioxide film was thermally grown by wet oxidation in a furnace at 1100 C° (Figure 5-4b) on both sides of the wafer. This layer of silicon dioxide on the top side acts as an
electrical insulator between the conductive silicon device layer and the subsequent
electric heater. On the substrate’s backside, an additional 1.5 μm thick film of silicon
dioxide was deposited via plasma enhanced chemical vapor deposition (PECVD) to serve
as an etching mask in subsequent backside etch steps. After thermal oxidation, the
microheater was formed on top of the device layer using lift-off as shown in Figure 5-4-c.
In this step, a 10-nm thick tantalum (i.e., adhesion layer) and a 200-nm thick platinum
(i.e., the electric heater) layers were sequentially deposited on top of a patterned LOR 5A
photoresist using electron beam evaporation. Following the formation of the
microheaters, the suspended structures of the NanoThermoMechanical rectifier
(Figure 5-4-d) were formed through steps of reactive ion etching (to remove the 0.5-μm
thick thermal silicon dioxide layer) and deep reactive ion etching of the silicon device
layer. To release the final structures, backside etching (Figure 5-4-e) on the silicon
dioxide, silicon handle wafer, and buried oxide were performed. All photolithography
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a SOI wafer

20 μm Si
0.5 μm SiO2
380 μm Si

0.5 μm SiO2

b Thermal SiO2 growth, then
PECVD SiO2

d RIE thermal oxide, then DRIE
silicon device layer

1.5 μm SiO2

200 nm Pt

e RIE SiO2 mask, DRIE Si
substrate, then RIE buried SiO2

10 nm Ta
c Lift off for Ta adhesion and
Pt heater

Si of device layer

Ta

Si of substrate

Pt

SiO2

Figure 5-4 Fabrication steps of the Near-field NanoThermoMechanical rectifier
a, Plain SOI wafer with a 20-μm thick device layer, and 0.5-μm buried silicon
dioxide layer. b, Thermal growth of 0.5-μm silicon dioxide layer, and plasma
enhanced chemical vapor deposition of 1.5 μm of silicon dioxide. c, Platinum
microheater patterning with tantalum adhesion layer. d, Reactive ion etching the
(RIE) thermal silicon dioxide layer and then deep reactive ion etching (DRIE) of the
silicon device layer to form the microdevice structure. e, Etching of the backside of
the substrate to release the microdevice structure.
steps were done using projection lithography with 4:1 reduction and λ = 248 nm light
source.

5.5.3. Electrical characterization
Microdevice characterization and heat transfer measurements were performed inside a
vacuum probe station at vacuum levels below 10-5 mbar, this eliminates convection and
conduction heat transfer between terminals[144]. The two microheaters patterned on the
fixed and the moving terminals were powered simultaneously and independently via two
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source-meter units (Keithley 2602 B) with a maximum voltage and current of 25 V / 0.86
mA and 12 V / 1.1 mA, respectively. The terminals’ temperatures were determined from
knowing the electrical resistance of the microheaters through a careful temperature
coefficient of resistance (TCR) calibration. TCR calibration was carried out by varying
the temperature of the chuck (which holds the microdevice inside the vacuum chamber)
from room temperature to 600 K and measuring the corresponding microheaters’
electrical resistances. Then, the resistance of each microheater was fitted to the
corresponding temperature using a quadratic relationship[145]. To acquire stable TCR
relationship, we annealed the heaters before the TCR calibration. The annealing was
performed by setting the chuck temperature to 600 K, and supplying the maximum
allowable current to the heaters while measuring their resistance. We cycled the current
on and off ten times or more until the resistances became invariant, which indicates a
stable TCR relationship. To decrease the errors associated with the two-probe measuring
technique, the microheaters were designed to have high electrical resistances: 16000 and
6000 Ω at ambient temperatures for the fixed and moving terminal, respectively. The
high resistance of the heaters relative to the electrical via (which was printed over the
supports) ensured that over 95% of the energy supplied was dissipated at the terminals
(i.e., heaters).
5.5.4. Heat transfer measurement
Heat transfer measurements were conducted for each microdevice by keeping the fixed
terminal’s microheater resistance constant (and accordingly its temperature), while
sweeping the moving terminal’s temperature over the entire possible temperature range.
Measured power dissipation from the fixed and the moving terminals’ microheaters are
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shown in Figure 5-5-a and b, respectively, with the chuck temperature set to 350 K. The
device employed in this measurement has an initial separation gap of 3 μm and chevron
angle of inclination of 3° degrees. The data sets shown here correspond to two
temperature values for the fixed terminal: 375 and 530 K, however the same procedure
applies to any variation of temperature set. The relationships among heat flow
components are represented in the inset of Figure 5-3-a, and can be summarized with the
following energy conservation equations:
𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 �𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 , 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 � = 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓 �𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 � + 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 �𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 , 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 �

𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 �𝑇𝑇𝑓𝑓𝑓𝑓𝑥𝑥 , 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 � = 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 (𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 ) + 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 �𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 , 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 �

(5-1)
(5-2)

where terminals’ temperatures were assumed to be uniform (refer to Figure 5-3-c for
temperature distribution calculated using finite element analysis). According to energybalance and the second law of thermodynamics, heat transfer between the terminals
ceases (i.e., Qfix-mov = 0) when their temperatures are equal, and all power dissipated in
the microheater of the fixed terminal must be lost to the surrounding environment by
radiation and conduction through the supports (i.e., Qloss,fix = Qfix). Using this knowledge,
heat losses from the fixed terminal can be determined; they are graphically represented
by the black dashed lines in Figure 5-3-a. Since the temperature of the fixed terminal was
kept constant throughout each set of experiments, the term Qloss,fix remained the same for
the whole data set. Therefore, the heat transfer rate from the fixed to the moving
terminals can be calculated from equation (1), the result of which is shown in Figure 5-3c. The uncertainty in measuring the heat transfer rate is represented in Figure 5-3-c as a
shading around the trend of the measurement points. The uncertainty was estimated based
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on the technique introduced by Robert J. Moffat [146]. The details of uncertainty analysis
of our experimental procedure are listed in the Appendix A:. Knowing Qfix-mov, heat
losses from the moving terminal can be calculated from equation (2) and are displayed in
Figure 5-3-d. As expected, heat losses from the moving terminal are independent of the
fixed terminal’s temperature. Once the heat transfer rate for the two sets of fixed
terminal’s temperatures (i.e., 375 and 530 K) are known for a range of moving terminal
temperatures, the thermal rectification can be calculated as illustrated by the black dashed
lines in Figure 5-3-c. More measurements are available in Appendix B. We believe that
no contact occurred between the fixed and moving terminals, since the heat transfer trend
monotonically increase with the increase in the temperature of the moving terminal,
without any kinks. We have tested the fabricated microdevice at higher values of current
(corresponding to elevated terminal temperatures) to experience the contact between the
fixed and moving terminals, and we were able to identify the contact visually as unusual
movements of the terminals which drives them away from being parallel. We couldn’t
measure either temperatures or heat transfer rates since the temperature-resistance
relationship turn to be unstable at these elevated currents. We weren’t able to track and
measure the separation distance between the fixed and moving terminals while
performing the experiments for two reasons. The first reason is the heating caused by the
microscope light, which interferes with the calculation of the heat transfer rate. The
second reason is the limited resolution of the optical microscope attached to the vacuum
probe station in our lab (~ 2 μm), which will indeed introduce large errors in estimating
the separation distance.
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Figure 5-5 Measurement of heat transfer rate across terminals
a, Measured heat dissipated in the fixed terminal (Qfix) versus temperature of the moving
terminal (Tmov). Each set of Qfix and all other related measurements were conducted while
the fixed terminal temperature (Tfix) was kept at a constant value. The two data sets
correspond to two temperature values for Tfix: 375 and 530 K. b, Measured heat dissipated in
the moving terminal (Qmov) versus Tmov, for two different Tfix values of 375 and 530 K.
Uncertainties were not plotted in a and b since they were low, less than 0.16% and 0.29% for
Qfix and Qmov, respectively. c, heat transfer from the fixed to the moving terminal (Qfix-mov)
versus Tmov for the two different Tfix values. The dashed lines illustrate the heat transfer
across terminals in forward and reverse directions for the set of temperature of 375 and 530
K. Uncertainties in the heat transfer rates are represented by the shaded area around the data
points, with a maximum value of 2.74×10-5 W. d, Heat losses from the moving terminal
(Qloss,mov) versus Tmov, for the two different Tfix values. Uncertainties were not plotted here as
they were low, less than 3.89×10-5 W. Uncertainty was calculated based on the technique
reported in ref. [146], more details in Appendix A.
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Chapter 6:
Meshed Dope Silicon Photonic Crystals for Manipulating Near-Field
Thermal Radiation
The contents of this chapter will be submitted for publication in Applied Physics B.

6.1.

Abstract

The ability to control and manipulate heat flow is of great interest to thermal management
and thermal logic and memory devices. Particularly, near-field thermal radiation presents
a unique opportunity to enhance heat transfer while being able to tailor its characteristics.
However, achieving nanometric gaps, necessary for near-field, has been and remains a
formidable challenge. Here, we demonstrate significant enhancement of the near-field
heat transfer through meshed photonic crystals with separation gaps above 0.5 μm. Using
a First Principle method, we investigate the meshed photonic structures numerically via
finite-difference time-domain technique (FDTD) along with the Langevin approach.
Results for doped-silicon meshed structures show significant enhancement in heat
transfer, 25 times over the non-meshed corrugated structures; this is especially important
for thermal management and thermal rectification applications. The ratio in heat transfer
rate between the meshed photonic structures and flat surfaces was found to be 8.2, less
than the surface area ratio, 9, between them. This supports the premise that thermal
radiation at micro scale is a bulk rather than a surface phenomenon. Results were further
validated through very good agreements between the resonant modes, predicted from the
dispersion relation (calculated using a finite-element method), and transmission factors
(calculated from FDTD).
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6.2.

Introduction

Manipulating heat transfer is of engineering interest for its potential applications in
thermal storage, thermal management and thermal logic [120] and memory [27,116,117]
devices. However, controlling heat transfer is a challenge due to the lack of perfect
thermal insulators, unlike in the case of electricity. Vacuum is an efficient thermal
insulator, however not perfect since radiative heat transfer can still flow through vacuum.
Nevertheless, using near-field effects, thermal radiation enhancement and/or suppression
through vacuum can result in desired tailoring of heat transfer.
It has been demonstrated that near-field thermal radiation can enhance the radiative heat
transfer dramatically, even beyond the classical theoretical limit of the blackbody
radiation [35,84]. The transfer of thermal energy by near-field radiation occurs when a
thermal emitter and receiver are brought very close to each other, at distances near or
below the characteristic wavelength of thermal radiation. At this close proximity, in
addition to propagating harmonic electromagnetic waves (as in the case of blackbody
radiation), evanescent (i.e., non-propagating) waves which are confined to the thermal
emitter’s surface participate in the thermal energy transfer. The extra channels for heat
flow created by these evanescent waves increase the rate of heat transfer exchange
exponentially with decreasing separation gap (i.e., the smaller the gap, the stronger the
evanescent fields are and the higher the thermal radiation exchange) [5,141]. These
particularities of near-field thermal radiation make it ideal for thermal modulation
applications, such as with thermal memory, thermal diode [24,131–133,142] and thermal
switches [20,147].
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Near-field thermal radiation has been of interest to scientists since the 1960s [3,4], and it
has become increasingly an engineering research topic for the past two decades with
advances in nano/microfabrication techniques. Research efforts to enhance near-field
thermal radiation range from the use of nano/microstructures [36–38,148–150], thin
layers of polar dielectrics [151,152], patterned layers of graphene [153,154], extremelythin photonic crystals [58] and metal-dielectric structures that have hyperbolic dispersion
[49,56,155]. Despite the numerous approaches, very few are practical from the
engineering standpoint; thin films of polar dielectrics [41] would be an example. Most
significant engineering barriers include the fabrication of nanometric separation gaps and
the implementation of exotic materials such as graphene.
In this paper, we are introducing a practical method for enhancing near-field thermal
radiation, without necessarily using extremely small nanometer gaps. We propose using
meshed photonic crystals with variable separation gaps as shown in Figure 6-1. The
meshing increases the area available for heat transfer by thermal radiation and introduce
new resonant electromagnetic modes. Both effects are expected to enhance the rate of
radiative heat transfer. The meshed photonic crystals have a minimum separation gap of
0.5 μm, achievable with standard microfabrication techniques. We used gratings since
they are one of the simplest structures and have commonly been used in optics
applications. The photonic crystals are made out of doped-silicon which is fully
compatible with most standard microfabrication techniques, well characterized, and most
importantly, its optical properties can be controlled by varying its doping level [156]; it
can be engineered to act as an opaque metal or transparent dielectric. We investigated the
meshed photonic crystal numerically using a first principle finite-difference time-domain
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technique (FDTD). The technique solves Maxwell’s equations with added fluctuating
current source (to simulate thermal radiation source). We investigate the effect of tooth
depth and meshing on the heat transfer and discuss the resonant modes leading to the
observed enhancement in heat transfer. In parallel, we calculated the dispersion relation
using finite-element method to verify the resonance frequencies in heat transfer from the
FDTD results.

6.3.

Methods

The geometry of the meshed photonic crystal investigated in this study is shown in
Figure 6-1. It is defined by its period 𝑎𝑎, tooth height ℎ𝑡𝑡, spacing between meshed teeth

𝑑𝑑𝑑𝑑, separation distance 𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑 − ℎ𝑡𝑡, and base thickness ℎ𝑏𝑏. We model the near-field

thermal radiation using a first-principle technique that simulate the source, scattering and
absorption of thermal electromagnetic waves. We use finite-difference time-domain
(FDTD) method to solve Maxwell’s equations with random fluctuating current density
source to represent the origin of thermal radiation. We adopted the same method
introduced by Luo et. al. [57] to simulate the fluctuating current based on the Langevin
approach. With this method, a simple variation is made to the FDTD algorithm [71] by
introducing a randomly fluctuating component (in both magnitude and direction) to the
polarization equation. The polarization equation defines the material’s polarization
response due to local electric field, and it is used to update the value of the electric field
in time stepping through the FDTD algorithm [57]
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Figure 6-1: Meshed photonic crystal layout and computational domain
where 𝜀𝜀𝑣𝑣 is the vacuum permittivity. 𝛾𝛾, 𝜔𝜔𝑝𝑝 and 𝜔𝜔0 are the parameters of the Lorentz

damped-harmonic oscillator model that describes the polarization response to electric
field. 𝛾𝛾 is the frictional coefficient or scattering rate, 𝜔𝜔𝑝𝑝 is the plasma frequency, and 𝜔𝜔0

is the polarization resonant frequency. In this work, we use doped-silicon which optical
properties in the infrared regime (λ > 2 μm) can be modeled using the Drude model
[156]. The photonic crystal structures are modeled using heavily doped-silicon (p-type
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5 × 1020 [𝑐𝑐𝑚𝑚−3 ]) with the following Drude model parameters: 𝜖𝜖∞ = 11.7, 𝜔𝜔𝑝𝑝 =

2.0738 × 1015 [𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠], and 𝛾𝛾 = 1.3557 × 1014 [𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠].

To simulate the source of thermal radiation, the random fluctuations in the current density
need to follow the fluctuation-dissipation theorem:
〈𝐉𝐉𝜶𝜶𝒓𝒓 (𝐫𝐫 ′ , 𝜔𝜔)𝐉𝐉𝜷𝜷𝒓𝒓 ∗ (𝐫𝐫 ′′ , 𝝎𝝎′ )〉 =

1
�𝜔𝜔𝜀𝜀𝜈𝜈 𝜀𝜀𝑟𝑟′′ (𝜔𝜔)�Θ(𝜔𝜔, 𝑇𝑇)𝛿𝛿(𝑟𝑟 ′ − 𝑟𝑟 ′′ )𝛿𝛿(𝜔𝜔 − 𝜔𝜔′ )𝛿𝛿𝛼𝛼𝛼𝛼 ,
𝜋𝜋

(6-2)

Where 𝐉𝐉𝛼𝛼𝑟𝑟 is the current density in direction 𝛼𝛼 (x, y, or z), Θ(𝜔𝜔, 𝑇𝑇) is the mean energy of

Planck’s oscillator;
Θ=

ℏ𝜔𝜔

ℏ𝜔𝜔
𝑒𝑒 𝑘𝑘𝐵𝐵 𝑇𝑇
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(6-3)

𝛿𝛿(𝑟𝑟 ′ − 𝑟𝑟 ′′ ) and 𝛿𝛿(𝜔𝜔 − 𝜔𝜔′ ) are Dirac delta functions, indicating that currents are

uncorrelated in both spatial space and frequency domain. 𝛿𝛿𝛼𝛼𝛼𝛼 is the Kronecker delta

which equal 1 for 𝛼𝛼 = 𝛽𝛽, and zero otherwise, for an isotropic medium. 𝜀𝜀𝑟𝑟′′ is the

imaginary part of the relative permittivity, and 𝜀𝜀𝜈𝜈 is the permittivity of free space.

To achieve fluctuations in current density that satisfies equation (6-2), 𝐊𝐊(𝑡𝑡) needs to have
a frequency profile of the form [57]:

〈𝐊𝐊 𝒓𝒓𝜶𝜶 (𝐫𝐫 ′ , 𝜔𝜔)𝐊𝐊 𝒓𝒓𝜷𝜷 ∗ (𝐫𝐫 ′′ , 𝝎𝝎′ )〉 = 𝐶𝐶 Θ(𝜔𝜔, 𝑇𝑇)

(6-4)

where 𝐶𝐶 is a constant comprising material’s parameters and volume of discretization
elements used in FDTD. The correlation in equation (6-4) is colored noise and it is

possible to incorporate it in the FDTD algorithm. However, there are two inconveniences:
the simulation will be only valid for a fixed temperature (used to calculate Θ(𝜔𝜔, 𝑇𝑇)), and
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the generating colored noise needs more computation power and memory than the simple
Gaussian white-noise [74]. Therefore here, we exploit the linearity of Maxwell’s
equations and assume fluctuations in 𝐊𝐊 as a white-noise with flat spectral density (i.e.,

constant amplitude in frequency domain). The resulted solutions are scaled with respect
to Θ(𝜔𝜔, 𝑇𝑇) to account for the temperature-dependent current fluctuations.

Since the simulated structures have a discrete periodicity in x-direction and continuous
periodicity in z-direction, we simulate only one unit cell of the structure (as shown in
Figure 6-1), and infer the solution of the infinitely periodic structure using Bloch’s
theorem [157]. Bloch’s theorem dictates Bloch periodic boundary condition at the
boundaries normal to directions of periodicity (i.e., x and z directions), which describes
the relationship between the fields (e.g., electric field 𝐄𝐄) at the two adjacent sides as;
𝐄𝐄(𝑥𝑥) = 𝐄𝐄(𝑥𝑥 + Λ 𝑥𝑥 ) 𝑒𝑒 𝑖𝑖𝑘𝑘𝑥𝑥 Λ𝑥𝑥

(6-5)

where Λ 𝑥𝑥 is the period or the length of the unit cell in x-direction, and 𝑘𝑘𝑥𝑥 is the Bloch
wavevector that dictates the phase shift between the two sides of the unit cell. The

solution of the electromagnetic problem of the infinitely periodic structure in x direction
is the superposition of all the solutions of a unit cell with Bloch periodic boundary
condition, with all the values of 𝑘𝑘𝑥𝑥 that satisfy unique solutions (note that 𝑘𝑘𝑥𝑥 and 𝑘𝑘𝑥𝑥 +
2𝜋𝜋/Λ 𝑥𝑥 gives the same solution). The range of 𝑘𝑘𝑥𝑥 which satisfies unique solutions is

termed as Brillouin zone [157]. We can choose any range of 𝑘𝑘𝑥𝑥 on condition that we have

a span of 2𝜋𝜋/Λ 𝑥𝑥 , so we have chosen 𝑘𝑘𝑥𝑥 range to be −𝜋𝜋/Λ 𝑥𝑥 < 𝑘𝑘𝑥𝑥 < 𝜋𝜋/Λ 𝑥𝑥 . Since our unit
cell is symmetric about x axis, we expect that solutions with 𝑘𝑘𝑥𝑥 to be identical to

solutions with −𝑘𝑘𝑥𝑥 . Therefore, we can solve our problem only for the range 0 < 𝑘𝑘𝑥𝑥 <
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𝜋𝜋/Λ 𝑥𝑥 . Here, we assumed a constant value of 𝑘𝑘𝑧𝑧 = 0, and we didn’t solve for different

values of 𝑘𝑘𝑧𝑧 since they have a minimal effect on the spectral shape of the flux [36,58].
The boundaries of the unit cell normal to the y-direction are open boundaries with no

reflection to electromagnetic waves. To simulate an open boundary, we use an artificial
perfectly matched layer (PML) [158] with thickness 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 8𝑎𝑎 and padding distance
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 8a, see Figure 6-1.

To calculate the net thermal radiative energy transfer from the emitter to the receiver, or
the energy absorbed by the receiver, we calculate the difference between electromagnetic
energy crossing the two boundaries denoted by the dashed lines in Figure 6-1 b-d. The
energy flux can be calculated by integrating the Poynting vector over the surface. The
energy flux absorbed by the receiver (the bottom structure), due to randomly-fluctuating
current distributed over the emitter (the upper structure) at a particular Bloch wavevector
is denoted by 𝜙𝜙(𝜔𝜔, 𝑘𝑘𝑥𝑥 ). Since the current fluctuations in the simulation are generated

from a white-noise 𝐊𝐊(𝑡𝑡) term, the actual heat flux corresponding to a certain Bloch

wavevector should be represented by Θ(𝜔𝜔, 𝑇𝑇)𝜙𝜙(𝜔𝜔, 𝑘𝑘𝑥𝑥 ), and the total heat flux is obtained
by integrating over the 𝑘𝑘𝑥𝑥 spanning over one Brillouin zone (i.e., −𝜋𝜋/𝑎𝑎 < 𝑘𝑘𝑥𝑥 < 𝜋𝜋/𝑎𝑎);

𝑞𝑞(𝜔𝜔) =

𝜋𝜋/𝑎𝑎

�

𝑘𝑘𝑥𝑥 =−𝜋𝜋/𝑎𝑎

Θ(𝜔𝜔, 𝑇𝑇)𝜙𝜙(𝜔𝜔, 𝑘𝑘𝑥𝑥 )𝑑𝑑𝑘𝑘𝑥𝑥

(6-6)

In this study, we run the simulation with 𝑘𝑘𝑥𝑥 step of 0.05 [2𝜋𝜋/𝑎𝑎]. We scaled the 𝜙𝜙(𝜔𝜔, 𝑘𝑘𝑥𝑥 )
to be equal to the surface emissivity (or absorptivity) at far-field at 𝑘𝑘𝑥𝑥 = 0 (i.e., for a

blackbody, 𝜙𝜙(𝜔𝜔, 0) = 1), and we named 𝜙𝜙(𝜔𝜔, 𝑘𝑘𝑥𝑥 ) the spectral transmission factor. Since
we incorporate random values in our simulation, the results include noise which can be
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cancelled out by repeating the simulation over a number of times (~ 30) and averaging
the results from all the runs. The number of averaged simulation runs depends on the
running time for each individual run. In this work, we utilized a free open-source
implementation of the FDTD algorithm called Meep (an acronym for MIT
Electromagnetic Equation Propagation) [71].
We used finite-element method to investigate the dispersion relation of resonant modes
created between the toothed structures and to compare them to resonant frequencies and
wavevectors from FDTD simulations. The method is based on converting the Helmholtz
eigenvalue equation to a weak form, which can be solved using any finite-element
technique. The details are explained by Parisi et. al. [159]. This method incorporates the
material dispersion and losses, which resulted in accurate prediction of resonant
frequencies.

6.4.

Results and discussion

6.4.1. Effect of tooth height
We investigate the effect of tooth height on the near-field thermal radiation. For
transverse magnetic (TM) waves, Figure 6-2 shows TM waves transmission factors
𝜙𝜙(𝜔𝜔, 𝑘𝑘𝑥𝑥 ) for flat slabs and two photonic crystals designs with tooth heights of 3 and

8 𝜇𝜇𝜇𝜇 and tooth spacing 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇. The transmission factor is calculated between two
structures with spacing 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇. Unlike with the flat slab, resonance peaks appear

on the corrugated structures for all values of the Bloch wavevector as seen on Figure 6-2.

The corrugated structures add new resonant modes which act as additional channels to
tunnel photons from the emitter to the receiver. The 8-𝜇𝜇𝜇𝜇-height toothed structure results

126
in higher number of resonant modes in comparison to the 3-𝜇𝜇𝜇𝜇-height one at lower
frequencies. This can be explained by taking a closer look at the magnetic field of

resonant modes in Figure 6-2-b. The first three magnetic field profiles (A1, A2 and A3)
and the second three profiles (B1, B2 and B3) are corresponding to 3 and 8-𝜇𝜇𝜇𝜇-height

toothed structures, respectively. The magnetic field profiles show waveguide-like modes
of first, second and third orders, which can be distinguished by counting the number of
nodes inside the cavity. Note that the fields don’t look uniform due to the losses
incorporated in predicting the field profiles, an advantage of using the weak form
formulation in solving the Helmholtz eigenvalue equation [159]. The waveguide-like
modes are known to have a lower cut-off frequency (i.e., the frequency of the lowest
order mode) for a larger cavity height. Therefore, the 8-𝜇𝜇𝜇𝜇-height toothed structure

shows resonant modes at lower frequencies than the 3-𝜇𝜇𝜇𝜇-deep ones. It is also important
to note from the plots the high transmission factors with the toothed structures at high

Bloch wavevectors (0.4 [2𝜋𝜋/𝑎𝑎] and above) in comparison to the nearly zero flat surface
transmission factors.

The additional resonant modes introduced by the corrugated structures and their
prevalence at large Bloch wavevectors result in enhancement of the radiative heat transfer
over the flat slab as shown in the integrated transmission factor 𝜙𝜙(𝜔𝜔) at the bottom of
Figure 6-2-a and explicitly supported by the total heat transfer plots in Figure 6-5-b.

However, the enhancement in transmission factors from these resonant modes applies
only to TM waves. For transverse electric (TE) waves, there are no resonant modes since
the doped-silicon has no magnetic response, and the photon tunneling due to total internal
reflection is dominant. The larger the surface area through which the frustrated total
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Figure 6-2: Effect of tooth height on the transmission factor for TM waves
a) spectral transmission factor for different tooth height at different Bloch wavevectors.
b) Plot of the magnetic field component in z direction for resonant modes at locations
marked in (a) and marked in the dispersion relation in Figure 6-4-b. Mean energy of
Planck’s oscillator Θ is scaled to fit the plot.

internal reflection occurs, the higher the expected heat transfer. Therefore, for TE waves,
the flat slab shows higher rate of heat transfer than the corrugated structures separated by
0.5 𝜇𝜇𝜇𝜇 gap, as shown in Figure 6-5-a. This is because the flat slabs have higher surface

area at small gaps than the corrugated surfaces. The case is different when meshing
occurs, as will be discussed in the next section.

128
6.4.2. Effect of tooth meshing
It is intuitive from the experience with heat transfer at macro scale to expect the rate of
heat transfer to be proportional to the surface area. This picture is valid as long as the heat
transfer is a surface phenomenon. The case is different at microscale when we need to
consider the thermal radiation absorbed by and emitted from points across the entire
material (i.e., bulk), such as in the case of the present meshed photonic structures.
Figure 6-3-a shows the transmission factors for two corrugated structures with tooth
height of 8 μm as a function of separation gap, dc, as shown in the schematic in
Figure 6-3-b. Negative values of dc correspond to cases where meshing occurs.
Figure 6-3-a shows a decrease in the number of resonant modes at low 𝑘𝑘𝑥𝑥 values with
decreasing separation gap. This is due to the reduction in the volume available for the

resonant waveguide-like modes. However, the smaller the separation gap, the higher the
transmission factor of the resonant modes at higher 𝑘𝑘𝑥𝑥 values, and the stronger the

resonant modes are; note the absence of resonant modes for structures with a separation
distance of 10 𝜇𝜇𝜇𝜇 at 𝑘𝑘𝑥𝑥 = 0.4. Decreasing the separation gap results in enhancement of

the integrated transmission factor 𝜙𝜙(𝜔𝜔), as shown at the bottom plot of Figure 6-3-a.

Here, the most important effect of meshing is the enhancement in transmission factors
from non-resonant modes (i.e., total internal reflection) in comparison to the non-meshed
cases; this enhancement is clearly observable at frequencies away from the resonance
frequencies. This contribution from non-resonant modes increases with decreasing
separation gap. As can be seen on the integrated transmission factors plot, the fully
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Figure 6-3: Effect of structures meshing on transmission factor.
(a) spectral transmission factor for different separation gaps 𝑑𝑑𝑑𝑑 at different Bloch
wavevectors for TM waves. (b) schematic shows the toothed structures at four different
separation gaps of -7.5, -2.5, 0.5 and 10 𝜇𝜇𝜇𝜇. (c) magnetic field profiles for the first
three modes of fully meshed structures with 𝑑𝑑𝑑𝑑 = −7.5 𝜇𝜇𝜇𝜇. The eigenmodes locations
are indicated in (a) and in Figure 6-4-c.
meshed photonic crystal (𝑑𝑑𝑑𝑑 = −7.5 𝜇𝜇𝜇𝜇) has almost no resonance, while the resonance
is more noticed for the case of 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇. Dispersion relation for the fully-meshed

structures (Figure 6-4-c) shows a continuum of states without any gap for all frequencies
of interest. The dispersion relation is similar to case of wave propagating in isotropic
medium, or a layered medium with low contrast in refractive index. This case is known to
have no band gaps and can support waves with all frequencies. The case is different from

130

Figure 6-4: Dispersion relation for resonant modes between two toothed structures
All structures have the same period 𝑎𝑎 = 2 𝜇𝜇𝜇𝜇 and tooth separation 𝑑𝑑𝑥𝑥 = 0.5 𝜇𝜇𝜇𝜇. a)
dispersion relation for ℎ𝑡𝑡 = 3 𝜇𝜇𝜇𝜇, ℎ𝑏𝑏 = 6 𝜇𝜇𝜇𝜇 and 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇. b) and c) are
dispersion relations for ℎ𝑡𝑡 = 8 𝜇𝜇𝜇𝜇, ℎ𝑏𝑏 = 1 𝜇𝜇𝜇𝜇 and 𝑑𝑑𝑑𝑑 = 0.5 and −7.5 𝜇𝜇𝜇𝜇,
respectively. The grayscale intensity of each point represents the field ratio across one
unit cell.
the wave guide-like dispersion shown in Figure 6-4-b for two separated structure, which
has a couple of pseudo band gaps.
6.4.3. Effect of separation distance on total heat transfer
We calculate the total heat transfer 𝑄𝑄 = ∫ 𝑞𝑞(𝜔𝜔)𝑑𝑑𝑑𝑑 between the toothed structures for

different designs and multiple separation distances; results are shown in Figure 6-5 for
TE, TM and TE+TM waves. In the figure, the heat transfer 𝑄𝑄 is scaled to the total heat
transfer between two flat surfaces 7 𝜇𝜇𝜇𝜇 aparts. Since there are no TE surface resonant

modes for non-magnetic material structures [160], such being the case here, the radiative
heat transfer for TE modes is mediated by propagating modes or evanescent modes from
frustrated total internal reflection. Therefore, the radiative heat transfer is dependent on
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Figure 6-5: Total heat transfer scaled to heat transfer of flat slabs separated by 7-μm gap
Heat transfer is calculated for a) TE, b) TM and c)TE+TM contributions.
surface area. This can be seen on Figure 6-5-a at the separation gap of 0.5 𝜇𝜇𝜇𝜇, where the

flat surfaces outperform corrugated structures due to the higher surface area available for
frustrated total internal reflection to occur. Note also the similar heat transfer values for
the two structures, tooth height of 3 and 8 𝜇𝜇𝜇𝜇, but same 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇 at the separation
gap of −2.5 𝜇𝜇𝜇𝜇. This similarity is the result of the two surfaces having the same

overlapped surface area. The heat transfer rates for structures with 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇 are

higher than the ones with 𝑑𝑑𝑑𝑑 = 0.8 𝜇𝜇𝜇𝜇, further supporting that heat transfer from TE

modes depend heavily on the surface area available for total internal reflection and the
separation between those surfaces.
With TM modes (Figure 6-5-b) however; the structured surfaces outperform the flat

surfaces at all separation gaps, by over an order of magnitude for the case of ℎ𝑡𝑡 = 8 𝜇𝜇𝜇𝜇

and 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇. Comparing the heat transfer for the two structures having the same

ℎ𝑡𝑡 = 8 𝜇𝜇𝜇𝜇 but different 𝑑𝑑𝑑𝑑 of 0.5 and 0.8 𝜇𝜇𝜇𝜇, we find that the values of heat transfer are
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almost identical when the structures are meshed, although the separation gap between the
two surfaces is different. This shows that the effect of resonant modes on the heat transfer
is much stronger than the effects of frustrated total internal reflection.
It is worth noting that the heat transfer from TE (TM) modes at the fully meshed case for
ℎ𝑡𝑡 = 8 𝜇𝜇𝜇𝜇 and 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇 is higher than the case of heat transfer between two flat

surfaces with separation gap 𝑑𝑑𝑑𝑑 = 0.5 𝜇𝜇𝜇𝜇 by a factor of 8.7 (7.3), however less than the
augmented surface are ratio, 9, from the corrugated structures. This has two reasons; the

heat flux per unit surface area between parallel infinite surfaces should be higher than the
heat flux between surfaces with a finite length of 8 𝜇𝜇𝜇𝜇 (i.e., the structure’s teeth). The
second reason is that tooth width, 0.5 𝜇𝜇𝜇𝜇, is thinner than the penetration depth of

radiation. Overall, fully meshed structures achieved enhancement in radiative heat
transfer 26 times higher than the non-meshed structures separated 10 𝜇𝜇𝜇𝜇 apart. This
𝑄𝑄ℎ𝑖𝑖𝑔𝑔ℎ

enhancement could result in thermal rectifications ( 𝑄𝑄

𝑙𝑙𝑙𝑙𝑙𝑙

− 1) as high as 2500% making

meshed photonic crystals ideal for thermal management applications such as thermal
memory and thermal diodes.

6.5.

Conclusions

We have investigated meshed photonic crystals to enhance near-field radiative heat
transfer between two structures at a minimum separation gap of 0.5 𝜇𝜇𝜇𝜇. The goal is to

achieve enhancement in radiative heat transfer at practical separation gaps other than the
nanometric gaps suggested in the literature. We have solved for the radiative heat transfer
using a first-principle method; FDTD with the Langevin approach to simulate the thermal
fluctuating currents. The enhancement in the heat transfer from non-meshed corrugated
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structures relative to a flat slab has been mainly attributed to TM resonant modes. In the
case of meshed photonic crystals, further enhancement in heat transfer resulted from the
contribution of non-resonant modes (i.e., frustrated total internal reflection), which
increases proportionally with surface area. We calculated the dispersion relation for the
meshed and non-meshed cases using finite-element method; calculated resonant
frequencies were in agreement with the results from the FDTD simulations. The
dispersion relations for the non-meshed structures were similar to wave-guide resonant
modes. In the case of meshed structures, the dispersion relation was similar to that of a
homogenous media or layered media with low contrast in dielectric constant, which
shows a continuum of states at all frequencies of interest to thermal radiation. Using
meshed structures with a minimum separation gap of 0.5 𝜇𝜇𝜇𝜇, we were able to

demonstrate enhancement in radiative heat transfer as high as 26 times when compared to
non-meshed structures. This enhancement could result in thermal rectifications as high as
2500%, making meshed photonic crystals ideal for thermal management applications
such as thermal memory and thermal diodes.
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Chapter 7:
Conclusions and Recommendations
This dissertation has introduced near-field thermal radiation to increase the output power
density of solar thermophotovoltaic and to invent new category of thermal logic and
memory devices: NanoThermoMechanical devices. In addition, the dissertation
investigates the use of meshed photonic crystals to enhance and manipulate near-field
thermal radiation.
Incorporating near-field thermal radiation into solar thermophotovoltaic cells stem from
the need to realize high power density renewable power generator, which can fill the gap
of the need for solid-state and clean energy-based portable power generation for
integrated microsystems such as remote sensing devices and autonomous robots. The
increased output power density dictates increased thermal radiative power flow from the
emitter to the PV cell, which can be mediated by decreasing the separation gap between
them, resulting in the exchange of thermal radiation with both far- and near-field thermal
radiation. The numerical simulation has shown that the maximum output power density
predicted numerically was 60 𝑊𝑊/𝑐𝑐𝑚𝑚2 , 30 times higher than the state-of-the-art solar

generators. In addition, near-field thermal radiation increased absorber/emitter efficiency
(i.e., ratio between incident solar power and delivered thermal radiation to PV cell) to
above 80%, owing to the enhanced radiative heat flow in comparison with the radiative
thermal losses to the ambient environment, which is a function of temperature. The

results have shown that the smaller the separation gap, the higher output power density
that can be achieved, which accordingly requires higher solar concentration and higher
cooling load (i.e., to remove the unconverted portion of absorbed heat). Solar
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concertation is limited by the concentration of a single Fresnel lens (× 4600), and the
cooling flux of modern electronics (~300 𝑊𝑊/𝑐𝑐𝑚𝑚2). For the design studied here, the

restrictions imposed by the solar concentration and cooling requirement can only limit the
increase in power density only at high emitter temperatures (2500 𝐾𝐾). To improve the

solar-to-electricity conversion efficiency, we need to pattern the emitter or use materials
that support strong surface waves (i.e., surface phonon/plasmon polariton) to tailor
radiation spectrum emitted by the emitter to have most of its energy around the frequency
where the PV cell’s quantum conversion efficiency has a peak. This will turn in lower
required emitter’s temperature for the same output power density, reducing the thermal
radiative losses to the ambient, and accordingly increasing the absorber/emitter
efficiency.
The thesis has introduced the concept of NanoThermoMechanical devices, which is
intended to develop thermal memory and logic devices that uses heat to store and process
data instead of electricity. The goal is to ultimately build a thermal computer, which can
operate in harsh environment featuring high temperature and external radiation, where
electronics typically fail (e.g., space exploration, deep-well drilling and combustion).
We have demonstrated the concept of NanoThermoMechanical memory and rectification
numerically and experimentally, respectively. The numerical simulation for
NanoThermoMechanical memory considered 1D and 3D models, and has shown for both
the possibility of a thermal memory that can operate at ambient temperature of 600 𝐾𝐾,

and can achieve two stable states at 1038 𝐾𝐾 and 1341 𝐾𝐾. The stable states have enough

temperature difference to be identifiable.
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The concept of NanoThermoMechanical rectification has been shown experimentally by
fabricating a proof-of-concept microdevice via standard microfabrication techniques out
of crystalline silicon. The device has proven the feasibility of NanoThermoMechanical
concept to operate at high temperature by achieving thermal rectification at temperatures
as high as 600 𝐾𝐾. The NanoThermoMechanical device has shown a maximum

rectification of 10.9% (i.e., (𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 )/𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ), which has a great potential
for improvement by surface micro structuring, as the investigation of meshed photonic
crystals revealed. The meshed photonic crystals structures have been investigated for
their potential to enhance/manipulate near-field thermal radiation without the use of
nanometric gaps, such as most of proposals in literature that can’t be achieved with
available technology. The study has limited the minimum feature size and the minimum
gap width to 0.5 𝜇𝜇𝜇𝜇, and the resulted thermal rectification achieved by the contrast in
heat transfer between meshed and non-meshed structures was 2500%, with a travel

distance of 17 𝜇𝜇𝜇𝜇. The huge difference in heat transfer between the meshed and nonmeshed case was found to be due to both resonant electromagnetic modes generated

between the toothed structures and the non-resonant modes associated with frustrated
total internal reflection. The meshed structures have shown a dispersion relation (i.e.,
relation between wave’s spatial and temporal frequency) similar to the dispersion relation
for waves propagating in isotropic media, which features a continuum of states at all
frequencies. On the other hand, the dispersion relation for the non-meshed case was
similar to that of the waveguide resonant modes, which has pseudo gaps.
Through the quest to realize this dissertation, I can list the following areas that need the
scientific and engineering community attentions:
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-

Dynamic interaction between near-field thermal radiation and expansion in
microstructure has resulted in the concept of NanoThermoMechanical memory
and rectification. Yet, no published research has addressed the dynamic
interaction between near-field thermal radiation and Casimir forces (which can be
repulsive or attractive), with the inertia of terminals. This system may result in
interesting microengines that can be used for nano/micro positioning or for energy
harvesting.

-

Interaction between repulsive Casimir forces and near-field thermal radiation
between two surfaces horizontally oriented is an unexplored phenomenon. This
system may result in a floating body in vacuum kept at a nanometric distance
from another substrate, while exchanging near-field thermal radiation. This
system will eliminate conduction losses between the two surfaces, which is
desired for solar thermophotovoltaic platforms.

-

We need to develop structures/materials that can achieve the enhancement of
near-field thermal radiation at micrometric distance, rather than nanometric.

-

We need to develop mechanisms and structures to support terminals exchanging
near-field thermal radiation that are robust, compact and feature low thermal
conductivity. These mechanisms and structures will help realizing thermal
computers and near-field thermophotovoltaics.

-

We need to develop an easy-to-fabricate and practical experimental platform to
characterize near-field thermal radiation between arbitrary surfaces.

-

We need to develop user-friendly tools available to engineers to predict near-field
thermal radiative exchange.
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Appendix A:
Uncertainty Analysis for Near-Field NanoThermoMechanical
Rectification Measurements
In our experiment for measuring thermal rectification, we have the following
uncertainties:
1- Uncertainty in electrical measurements for current, voltage, resistance and
dissipated power (denoted by 𝐼𝐼, 𝑉𝑉, 𝑅𝑅, and 𝑃𝑃, respectively) for both fixed and
moving terminals.
2- Uncertainty in chuck temperature measurement (denoted by 𝑇𝑇𝑐𝑐ℎ )
3- Uncertainty in the correlation between the coil resistance and its temperature
(denoted by 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿)
4- Uncertainty in estimating terminal temperature (denoted by 𝛿𝛿𝛿𝛿)
5- Uncertainty in the correlation between Δ𝑇𝑇 = 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑄𝑄ℎ (to get the
𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓 )
6- Uncertainty in Correlation between 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 (to estimate uncertainty in
𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 )
7- Uncertainty in Correlation between 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 (to estimate uncertainty in
𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 )

The analysis of the aforementioned uncertainties is explained in the following sections:

A.1.

Uncertainty in electrical measurements for current, voltage,

resistance and dissipated power in terminals
Electrical measurements were performed using Keithley SourceMeter2602 B. The
uncertainty in measured voltage and measured current was adopted from the
datasheet document ‘Model 2601A/2602A System SourceMeter® Specifications’
[161]
A.1.1.

Error in measured current 𝛿𝛿𝛿𝛿

Current range

Uncertainty 𝛿𝛿𝛿𝛿
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≤ 100 𝑢𝑢𝑢𝑢

0.02% × 𝐼𝐼 + 25 𝑛𝑛𝑛𝑛

≤ 10 𝑚𝑚𝑚𝑚

0.02% × 𝐼𝐼 + 2.5 𝜇𝜇𝜇𝜇

≤ 1 𝑚𝑚𝑚𝑚
A.1.2.

0.02% × 𝐼𝐼 + 200 𝑛𝑛𝑛𝑛

Error in measured voltage

Voltage range
≤ 1 𝑉𝑉

Uncertainty 𝛿𝛿𝛿𝛿

0.015% × 𝑉𝑉 + 200 𝜇𝜇𝜇𝜇

≤ 6 𝑉𝑉

≤ 40 𝑉𝑉

0.015% × 𝑉𝑉 + 1 𝑚𝑚𝑚𝑚
0.015% × 𝑉𝑉 + 8 𝑚𝑚𝑚𝑚

The uncertainty in the calculated resistance and power were calculated using the
technique published in [146]:
A.1.3.

Uncertainty in calculated electrical resistance
𝑉𝑉 𝜕𝜕𝜕𝜕

1 𝜕𝜕𝜕𝜕

𝑉𝑉

From the resistance formula 𝑅𝑅 = 𝐼𝐼 , 𝜕𝜕𝜕𝜕 = 𝐼𝐼 , 𝜕𝜕𝜕𝜕 = − 𝐼𝐼2, we can estimate the
uncertainty in resistance 𝛿𝛿𝛿𝛿;
𝛿𝛿𝛿𝛿 = ��

2
2
2
2
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
1
𝑉𝑉
𝛿𝛿𝛿𝛿� + � 𝛿𝛿𝛿𝛿� = �� 𝛿𝛿𝛿𝛿� + �− 2 𝛿𝛿𝛿𝛿�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝐼𝐼
𝐼𝐼
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A.1.4.

Uncertainty in calculated electrical power dissipation
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕

From the electrical power dissipation 𝑃𝑃 = 𝐼𝐼𝐼𝐼, 𝜕𝜕𝜕𝜕 = 𝐼𝐼, 𝜕𝜕𝜕𝜕 = 𝑉𝑉, the power
dissipated can be estimated from;

A.2.

2
2
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝛿𝛿𝛿𝛿 = ��
𝛿𝛿𝛿𝛿� + � 𝛿𝛿𝛿𝛿� = �(𝐼𝐼𝐼𝐼𝐼𝐼)2 + (𝑉𝑉𝑉𝑉𝑉𝑉)2
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

Uncertainty in chuck temperature measurement (denoted

by 𝜹𝜹𝑻𝑻𝒄𝒄𝒄𝒄 )

Chuck temperature measurement were performed using Lake Shore temperature
controller (335 series). We have used a resistance temperature detector (RTD)
made of platinum, with a positive temperature coefficient (PTC). The temperature
measurement error was adopted from the user’s manual[162], which was 62 mK
for a temperature range below 300 K, and 106 mK otherwise.

A.3.

Uncertainty in the correlation between the coil resistance

and its temperature (denoted by 𝜹𝜹𝜹𝜹𝜹𝜹𝜹𝜹)

The temperature coefficient of resistance (TCR) is calculated from the
experimental relationship between the terminal resistance and its corresponding
temperature (i.e., chuck temperature). The TCR relation is found by regression
analysis; by fitting the experimental data points corresponding to terminal
resistance and its corresponding temperature (i.e., chuck temperature) to a
quadratic relationship. The uncertainty in the TCR at each point (𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿) is
assumed to be the maximum of the two values; 𝛿𝛿𝛿𝛿, and 𝛿𝛿𝛿𝛿 × 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑, as

illustrated in Figure A-1 (assuming that 𝑥𝑥 and 𝑦𝑦 are corresponding to 𝑅𝑅 and 𝑇𝑇,
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respectively). 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 is determined by the TCR relationship (i.e., the slope of the
fitting curve).

Figure A-1

A.4.

Uncertainty in estimating terminal temperature (denoted by

𝜹𝜹𝜹𝜹)

During heat transfer experiments, the terminal temperature is estimated from
resistance measurement. The uncertainty of estimated temperature can be
𝑑𝑑𝑑𝑑

evaluated from the relationship 𝛿𝛿𝛿𝛿 = 𝛿𝛿𝛿𝛿 × 𝑑𝑑𝑑𝑑 + 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿, which can be inferred
𝑑𝑑𝑑𝑑

geometrically from Figure A-2. 𝑑𝑑𝑑𝑑 is evaluated from the TCR relationship. For
𝑑𝑑𝑑𝑑

example, if the fitting has the form 𝑇𝑇 = 𝑎𝑎𝑅𝑅 2 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐, then 𝑑𝑑𝑑𝑑 = 2𝑎𝑎𝑎𝑎 + 𝑏𝑏.
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Figure A-2

A.5.

Uncertainty in the correlation between 𝚫𝚫𝑻𝑻 = 𝑻𝑻𝒇𝒇𝒊𝒊𝒙𝒙 − 𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎

and 𝑸𝑸𝒉𝒉 (to get the 𝑸𝑸𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒇𝒇𝒇𝒇𝒇𝒇 )

A.5.1.

Uncertainty in 𝛥𝛥𝛥𝛥 = 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚

The uncertainty in the temperature difference 𝛿𝛿𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 is evaluated with
the method listed in [146];
𝛿𝛿𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚

2

𝜕𝜕𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚
𝜕𝜕𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚
= ��
𝛿𝛿𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 � + �
𝛿𝛿𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 �
𝜕𝜕𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓
𝜕𝜕𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚
2

2

= ��𝛿𝛿𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 � + (−𝛿𝛿𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 )2 = �𝛿𝛿𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓 2 + 𝛿𝛿𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 2

A.5.2.

Uncertainty in fitting the relation between 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓

155
The uncertainty in the fitting relationship between 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 can

be evaluated using Figure A-1; and it is the maximum of 𝛿𝛿𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 and
𝑑𝑑𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚

𝛿𝛿𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 × 𝑑𝑑𝑇𝑇

A.5.3.

𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚

Uncertainty in 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0

It is the uncertainty in fitting the relation between 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 , but

A.6.

evaluated at 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 = 0.

Uncertainty in Correlation between 𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎 and 𝑸𝑸𝒇𝒇𝒇𝒇𝒇𝒇−𝒎𝒎𝒎𝒎𝒗𝒗 (to

estimate uncertainty in 𝑸𝑸𝒇𝒇𝒇𝒇𝒇𝒇−𝒎𝒎𝒎𝒎𝒎𝒎 )

𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 is calculated from 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 − 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0 . Accordingly, the
uncertainty in the heat transfer value 𝛿𝛿𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚 is evaluated from;
𝛿𝛿𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚

2

2

𝜕𝜕𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑚𝑚𝑚𝑚
𝜕𝜕𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓−𝑚𝑚𝑜𝑜𝑣𝑣
= ��
𝛿𝛿𝑄𝑄ℎ � + �
𝛿𝛿𝑄𝑄
�
𝜕𝜕𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓
𝜕𝜕𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0
2

= ��𝛿𝛿𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 � + �−𝛿𝛿𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0 �

2

= �𝛿𝛿𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 2 + 𝛿𝛿𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0 2

A.7.

Uncertainty in Correlation between 𝑻𝑻𝒎𝒎𝒎𝒎𝒎𝒎 and 𝑸𝑸𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒎𝒎𝒎𝒎𝒎𝒎 (to

estimate uncertainty in 𝑸𝑸𝒍𝒍𝒍𝒍𝒍𝒍𝒍𝒍,𝒎𝒎𝒎𝒎𝒎𝒎 )

𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 is calculated from 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑄𝑄𝑓𝑓𝑓𝑓𝑓𝑓 + 𝑄𝑄𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑓𝑓𝑓𝑓𝑓𝑓,0 . Accordingly,
the uncertainty in the heat losses from the moving terminal 𝛿𝛿𝑄𝑄𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 is

evaluated from;
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𝛿𝛿𝑄𝑄𝑙𝑙𝑙𝑙 = ��

2
2
2
𝜕𝜕𝑄𝑄𝑙𝑙𝑙𝑙
𝜕𝜕𝑄𝑄𝑙𝑙𝑙𝑙
𝜕𝜕𝑄𝑄𝑙𝑙𝑙𝑙
𝛿𝛿𝑄𝑄ℎ � + �
𝛿𝛿𝑄𝑄𝑐𝑐 � + �
𝛿𝛿𝑄𝑄𝑙𝑙ℎ0 �
𝜕𝜕𝑄𝑄ℎ
𝜕𝜕𝑄𝑄𝑐𝑐
𝜕𝜕𝑄𝑄𝑙𝑙ℎ0

= �𝛿𝛿𝑄𝑄ℎ 2 + 𝛿𝛿𝑄𝑄𝑐𝑐 2 + 𝛿𝛿𝑄𝑄𝑙𝑙ℎ0 2
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Appendix B:
Extra Measurements Data for Near-Field NanoThermoMechanical
Rectification
Extra measurements for Near-Field NanoThermoMechanical Rectification are included
here. The measurements include temperature coefficient of resistance (TCR) and heat
transfer (HT). The readings are extension to the data displayed in Figure 5-5.
Measurements are displayed for three microdevices (such as shown in Figure 5-1) with
initial separation gap of 3, 4 and 5 𝜇𝜇𝜇𝜇, which are entitled m-1-3d-3u-12-1-6, m-1-3d-4u-

12-2-6 and m-1-3d-5u-12-2-8, respectively, which is included in title of each figure. For
each device, the measurements were conducted at a certain chuck temperature Tchuck
(296, 350, 400, 450, 500 and 550 K), as indicated in the title of each figure. The
measurements were performed while the moving terminal temperature was kept at a
certain temperature Th, as indicated in the figure legend, while the we sweep over the
temperature of the moving terminal Tc (i.e., the x axis). Here, we name the fixed and

moving terminal hot and cold terminal, respectively. In all the figures, shading represents
measurement uncertainty.
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Figure B-1
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Figure B-2
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Figure B-3
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Figure B-4
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Figure B-5
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Figure B-6
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Figure B-7
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Figure B-8
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Figure B-9
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Figure B-10
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Figure B-11
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Figure B-12
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Figure B-13
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Figure B-14
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Figure B-15

173

Figure B-16
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Figure B-17
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Figure B-18
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Figure B-19
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Figure B-20

