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Abstract
Using a three critical points theorem for nondifferentiable functionals, we investigate a class of second
order difference equation with discontinuous nonlinearities. A new multiplicity result is obtained.
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1. Introduction
Consider the following discrete eigenvalue problem:
(P )
{
2y(k − 1)+ λf (y(k))= 0, k ∈ [1, T ],
y(0) = y(T + 1) = 0, (1.1)
where λ > 0 is a parameter, T is a positive integer, [1, T ] is the discrete interval {1,2, . . . , T }, and
y(k) = y(k + 1)− y(k) is the forward difference operator, 2y(k) = (y(k)), f :R → R is
a discontinuous function.
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problem via variational methods. Guo and Yu [5] consider the following second order superlinear
difference equation:
2y(k − 1)+ f (k, y(k))= 0, k ∈ Z, (1.2)
where f ∈ C(R × R,R), and f (k + T , z) = f (k, z) for all (k, z) ∈ Z × R, and obtain the exis-
tence of periodic solutions and subharmonic solutions. Agarwal, Perera and O’Regan [1] employ
the critical points theory to establish the existence of multiple solutions for discrete boundary
value problem{
2y(k − 1)+ f (k, y(k))= 0, k ∈ [1, T ],
y(0) = y(T + 1) = 0. (1.3)
In the case when the nonlinear term f is discontinuous, there have been many approaches to
study nonlinear eigenvalue differential equation because it arises in physical problems, as non-
linear elasticity theory or mechanics, and engineering topics. Chang [4] established the critical
points theory for nondifferentiable functionals and presented some applications to partial dif-
ferential equations. Hu, Kourogenis and Papageorgiou [6] proved the existence of two solutions
for eigenvalue Dirichlet problems involving the p-Laplacian operator. In particular, Ricceri [8]
elaborated a three critical points theory for Gateaux differentiable functionals which was suc-
cessfully applied in paper [2]. Marano and Motreanu [7] extended Ricceri’s results to a large
class of nondifferentiable functionals, and treated a variational–hemivariational inequality and
semilinear elliptic eigenvalue problems. However, to the best of our knowledge, the existence of
multiple solutions for discrete eigenvalue problem with discontinuous nonlinear terms has not
been considered. The aim of this paper is to establish a three solutions theorem for problem (P )
with highly discontinuous nonlinearities. Our proof is based on a three critical points theorem
for nondifferentiable functionals.
It is worth pointing out that, the set of discontinuity point of the nonlinear term f may be also
uncountable. In additional, an upper bounded of the interval of the eigenvalues is obtained.
The paper is arranged as follows. In Section 2, we recall some basic definitions and prelimi-
nary results. In Section 3, we obtain multiply solutions for problem (P ).
2. An abstract framework
Let X be a real Banach space with norm ‖ ‖, we denote by X∗ the dual space of X. Let
I :X → R is a locally Lipschitz functional, i.e. for each u ∈ X, there is a neighborhood N of u
and a constant L 0 depending on N such that∣∣I (v)− I (w)∣∣ L‖v −w‖, for each v,w ∈ N. (2.1)
Given u,h ∈ X,we call the following limit, the generalized directional derivative of the func-
tional I at u in the direction of h
I 0(u;h) = lim
w→u sup
t→0+
1
t
[
I (w + th)− I (w)]. (2.2)
The generalized gradient of the functional I at u, denoted by ∂I (u), is the set
∂I (u) = {u∗ ∈ X∗: 〈u∗, v〉 I 0(u;v), ∀v ∈ X}. (2.3)
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I is said to satisfy (PS) condition, if any sequence (un) such that
I (un) → c0, c0 ∈ R,
I 0(un;v − un)−εn‖v − un‖, for all v ∈ X, where εn → 0+, (2.4)
possesses a strongly convergent subsequence.
Now, we want to point out that our results are based on the following three critical points
theorem for nondifferentiable functionals.
Theorem 2.1. [3,7] Let X be a separable and reflexive real Banach space, and let Φ,J :X → R
be two locally Lipschitz functionals. Assume that there exists u0 ∈ X such that Φ(u0) =
J (u0) = 0 and Φ(u) 0 for every u ∈ X, and that there exist u1 ∈ X and r > 0 such that
(i) r < Φ(u1),
(ii) supΦ(u)<r J (u) < r J(u1)Φ(u1) .
Further, assume that the functional Φ−λJ is sequentially weakly lower semicontinuous satisfies
(PS) condition and
(iii) lim‖u‖→+∞(Φ(u)− λJ (u)) = +∞ for every λ ∈ [0, a¯], where
a¯ = hr
r
J (u1)
Φ(u1)
− supΦ(u)<r J (u)
, with h > r.
Then, there exists an open interval Λ ⊆ [0, a¯] and a positive real number σ such that, for every
λ ∈ Λ, the functional Φ − λJ admits at least three critical points where whose norms are less
than σ .
3. Multiple solutions for problem (P )
Now, let the class H of the functions y : [0, T + 1] → R such that y(0) = y(T + 1) = 0 be a
T -dimensional Hilbert space with inner product
(y, z) =
T∑
k=1
(
y(k)z(k)
)
, ∀y, z ∈ H, (3.1)
and we denote the induced norm by
‖y‖2 =
(
T∑
k=1
y2(k)
)1/2
, ∀y ∈ H. (3.2)
Define the functional
Φ(y) = 1
2
T+1∑(
y(k − 1))2 = 1
2
yT Ay, (3.3)k=1
G. Zhang et al. / J. Math. Anal. Appl. 328 (2007) 1068–1074 1071where y = (y(1), y(2), . . . , y(T ))T , and
A =
⎛
⎜⎜⎜⎜⎜⎝
−2 −1 0 · · · 0 0
−1 2 −1 · · · 0 0
0 −1 2 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 2 −1
0 0 0 · · · −1 2
⎞
⎟⎟⎟⎟⎟⎠
T×T
. (3.4)
It is obvious that A is positive-definite symmetric matrix, and the eigenvalues of matrix A are
λk = 4 sin2 kπ2(T + 1) , k = 1,2, . . . , T . (3.5)
Assume that f :R → R is a continuous almost everywhere function namely m(Df ) = 0,
where Df = {z ∈ R: f is discontinuous at z}.
Now, we formulate our main result in this section.
Theorem 3.1. Let f :R → R be a nonnegative continuous almost everywhere function, put
F(s) = ∫ s0 f (t) dt and assume
(1) there exist two positive constants a, η with η < 2, such that
F(z) a
(
1 + |z|η), ∀z ∈ R,
(2) there exist two positive constants c, d with c < T d , such that
F(c)
c2
<
λ1
λT
F (d)
(T d)2
,
(3) for all z ∈ Df , the condition f−(z)  0  f+(z) implies f (z) = 0, where f−(z) =
limδ→0+ essinf|z−t |<δ f (t), f+(z) = limδ→0+ esssup|z−t |<δ f (t).
Then, for each h > 12T (T−1) there is an open interval Λh ⊆ [0, λh], where
λh = hλ1
λT
F (d)
(T d)2
− F(c)
c2
,
and a positive real number σ such that, for every λ ∈ Λh, problem (P ) has at least three solutions
in H whose norms are less than σ .
Now, consider the energy functional
I (y) = 1
2
T+1∑
k=1
(
y(k − 1))2 − λ T∑
k=1
F
(
y(k)
)= Φ(y)− λJ (y), (3.6)
where J (y) = ∑Tk=1 F(y(k)). Clearly, the functional Φ(y) is a locally Lipschitz and weakly
sequentially lower semicontinuous. Since H is a finite-dimensional Hilbert space and f satisfies
condition (1), the assertion remains true regarding J too. By a simple computation, we obtain
∂Φ(y) = 2y(k) − y(k + 1)− y(k − 1) = −2y(k − 1).
∂y(k)
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∂J (s) = [f−(s), f+(s)].
So the critical point of the energy functional I is solution of the differential inclusion
−2y(k − 1) ∈ λ[f−(y(k)), f+(y(k))], k ∈ [1, T ] \ y−1(k)(Df ), (3.7)
where y−1(k)(Df ) = {k | k ∈ [1, T ], f is discontinuous at y(k)}.
Now, since m(Df ) = 0, we can obtain −2y(k − 1) = 0 for almost all k ∈ y−1(k)(Df ), on
the other hand, from condition (3), we obtain f (y(k)) = 0 for almost all k ∈ y−1(k)(Df ), i.e.
−2y(k − 1) = λf (y(k)), for almost all k ∈ y−1(k)(Df ). (3.8)
Combining (3.7) and (3.8), we can obtain, the weak solutions of problem (P ) are exactly the
critical points of the energy functional I .
Proof of Theorem 3.1. Let y0(k) = 0, k ∈ [1, T ], we have Φ(y0) = J (y0) = 0. Put y∗(k) = d ,
k ∈ [1, T ], we have ‖y∗‖22 = T d2. Let r = λ12T c2 > 0, we obtain
Φ
(
y∗
)= 1
2
T+1∑
k=1
(
y∗(k − 1))2 = 1
2
y∗T Ay∗  1
2
λ1
∥∥y∗∥∥22,
where y∗ = (y∗(1), y∗(2), . . . , y∗(T ))T . By inequality c < T d , one has
Φ
(
y∗
)
 1
2
λ1
∥∥y∗∥∥22 = 12λ1T d2 > r,
that is condition (i) of Theorem 2.1.
Since the function f (s) is a nonnegative continuous function, we have
max|y(k)|
√
2rT
λ1
F(y(k))
r
= F(c)
λ1
2T c
2
.
On the other hand, Φ(y) = 12yT Ay  12λT ‖y‖22 and
J (y∗)
Φ(y∗)
= T F(d)1
2y
∗T Ay∗
 T F(d)1
2λT ‖y∗‖22
= T F(d)1
2λT T d
2
= F(d)1
2λT d
2
.
From condition (2), we have
T 2
F(c)
λ1c2
<
F(d)
λT d2
.
Then,
T
F(c)
λ1
2T c
2
<
F(d)
1
2λT d
2
.
Hence
T max
|y(k)|
√
2rT
λ
F
(
y(k)
)= rT F (c)
λ1
2T c
2
< r
F(d)
1
2λT d
2
 r J (y
∗)
Φ(y∗)
.1
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T
max
k=1
{
y(k)
}

√
T ‖y‖2. (3.9)
By Φ(y) r , we have
1
2
λ1‖y‖22 
1
2
yT Ay = Φ(y) r. (3.10)
Combining (3.9) and (3.10), we have
T
max
k=1
{
y(k)
}

√
2rT
λ1
.
It follows that
sup
Φ(y)<r
[
J (y)
]
 T max
|y(k)|
√
2rT
λ1
F
(
y(k)
)
< r
J (y∗)
Φ(y∗)
.
Therefore, condition (ii) of Theorem 2.1 is satisfied.
Thanks to condition (3), for every λ > 0, one has
lim‖y‖2→∞
(
Φ(y)− λJ (y))= +∞, (3.11)
and so assumption (iii) of Theorem 2.1 holds.
Now, fixed λ > 0, we claim that the functional Φ − λJ satisfies (PS) condition. Indeed, let
{yn} be a sequence in H such that
Φ(yn)− λJ (yn) → c0 ∈ R,
(Φ − λJ )0(yn, z − yn)−εn‖z − yn‖2, for all z ∈ H, where εn → 0+.
By (3.11), we can obtain {yn} is bounded. Hence, taking a subsequence, if necessary, yn → y
weakly in H . Since H is a T -dimensional Hilbert space, we infer that yn strongly converges
to y.
Hence, taking into account that
a¯  λh = hλ1
λT
F (d)
(T d)2
− F(c)
c2
, with h >
1
2T (T − 1) .
Owing to Theorem 2.1, there is an open interval Λh ⊆ [0, λh] and a positive real number σ
such that, for every λ ∈ Λh, problem (P ) has at least three solutions in H whose norms are less
than σ . 
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