Bayesian Ridge Algorithm for Brix Prediction in  Industrial Tomato by KASIMATIS, Christoforos Nikitas et al.
 
102| VOLUME 78 ISSUE 2 | NOVEMBER 
Bayesian Ridge Algorithm for Brix Prediction in  
Industrial Tomato 
 
Christoforos-Nikitas KASIMATIS1,2, Evangelos PSOMAKELIS3,4, Nikolaos KATSENIOS2, Eleni 
PAPATHEODOROU5, Ioanna KAKABOUKI6, Ioannis ROUSSIS6, Antonios MAVROEIDIS6, 
Dimitris APOSTOLOU1 and Aspasia EFTHIMIADOU2* 
 
1 Department of Informatics, University of Piraeus, Karaoli & Dimitriou 80, Piraeus, 18534, Greece  
2 Department of Soil Science of Athens, Institute of Soil and Water Resources, Hellenic Agricultural Organization-
Demeter, Sofokli Venizelou 1, Lycovrissi, 14123 Attica, Greece 
3 School of Electrical and Computer Engineering, National Technical University of Athens, 15780 Athens, Greece   
4 Department of Informatics and Telematics, Harokopio University of Athens, 17778 Athens, Greece 
5 KYKNOS S.A. Greek Canning Company, Pyrgos, Savalia, 27200, Greece 
6 Department of Crop Science, Laboratory of Agronomy, 75 Iera Odos Street, 118 55 Athens,  Greece 
*Corresponding author: A. Efthimiadou email: sissyefthimiadou@gmail.com 
 
RESEARCH ARTICLE  
 
Abstract 
Tomato is one of the most significant vegetables in the world. Specifically, for the industrial tomato cultivation, 
the product is harvested when °Brix are at their peak. Technological advancements nowadays have made 
Decision Support Systems, based on Machine Learning Algorithms more applicable in a daily basis. Sustainable 
agriculture is evolving since farmers could be advised by this technology in order to take the best decision for 
their crops. Farmers who adopt this kind of technology will be able to know the quality of tomatoes. The 
implementation of a Decision Support System capable to predict the °Brix was conducted, based on various data 
from previous years, such as quality characteristics, the tomato hybrid used, weather conditions and soil data 
from the selected fields. Data came from fields from 6 different regions in Peloponnese, Greece over 3 cultivation 
periods. 12 different algorithms were tested in order to find which is the best one in terms of efficiency. Results 
of this research showed that the predicted °Brix were following the same pattern as the actual °Brix. This means 
that the DSS could advise the farmer about the ideal harvesting period where the °Brix will be maximized. The 
use of this DSS using real time weather data as an input will be a valuable tool for the farmers.  
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INTRODUCTION 
Tomato (Solanum lycopersicum L.) is one of the most important vegetables around 
the world, having a variety of benefits (Kakabouki et al. 2021). Improvements in 
technology have made Machine Learning algorithms used in different scientific 
fields as they can extract of features from the given data (You et al., 2017). The 
main purpose of the agricultural production is to decline the cost of crops, keeping 
yield and quality in the same value (Chlingaryan et al., 2018). Advancements in 
the field of Computer Science have made Decision Support Systems (DSSs) 
accepted since they are cheaper and more efficient than ever.  As a result, DSSs 
can advise the farmers in order to decide taking into consideration a wide range 
of data creating relationships that no human could make. In the past, data 
collected from tomato crops seemed to have non-linear behaviour taking into 
account weather data, as well as the present and former crop yields (Qaddoum et 
al., 2013). Moreover, results from research in which a DSS based on Dynamic 
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Artificial Neural Networks (DANN) was developed, was able to predict yield of industrial tomato, made predictions 
almost identical to the actual yield (Salazar et al., 2015). Since the yield prediction is not new in the agriculture, as 
farmer were predicting yield based on weather for many years in the past, attempts have been made to solve this 
problem. Different kind of model, based on different algorithms, such as Fuzzy Logic Algorithms, Genetic Algorithms, 
Neural Networks showed promising results, aiming to find a solution to the yield prediction problem (Koller and 
Upadhyaya, 2005).  Moreover, DSS to predict the yield of crops was developed. The model was based on the 
Artificial Neural Networks (ANNs) and had environmental data, as well as soil data as an input (Kausar, 2020). In 
addition, a DSS was developed, which could predict successfully the values of four parameters (Depth Temperature, 
pH, Rainfall and Nitrogen) for 9 different types of crops. One of the crops was tomato and the DSS was aiming at 
maximizing the yield (Dahikar and Rode, 2014). Neural Networks (NN) are also an important part of DSSs, since 
many of them are using NNs. As a result, a NN based DSS predicted yield, using as an input soil data, weather data 
and data concerning cultivation practices (Liu et al., 2001). Furthermore, NN models seemed to perform better than 
linear regression models in research done regarding prediction of crop yield (Drummond et al., 2003). In a different 
way for accurate prediction is being able to handle abnormal weather data and try different machine learning 
models. Weather data such as temperature and precipitation in addition to crop type were used so as to predict 
yield. Four algorithms were used. The results were not satisfying and the best model was Random Forest Classifier 
(Nigam et al., 2019). 
 The aim of this study was to implement a DSS aiming at predicting °Brix of industrial tomato based on a various 
data, using Days After Planting metric as the time interval.  
This problem can be considered as a predictive analytics problem, using machine learning models on time series 
datasets, with the target variable being a quality feature and the features being a variety of different aspects of the 
field, the plants and their environments, at different points of time. 
 
MATERIALS AND METHODS 
 The development of the Decision Support System for tomato quality features prediction was based on 4 different 
input types. 
 Firstly, weather data were used. Weather data extracted from 2 different sources. The first one is the National 
Observatory of Athens (Lagouvardos et al., 2017). The second weather data source is Hellenic National 
Meteorological Service. The reason for having two different sources is for us to use the nearest meteorological 
station for each field.  
 Secondly, a large number of tomato hybrids were used over the 3 years of measurements. The total number of 
different tomato hybrids is 100. The most popular tomato hybrid in our dataset appears to be HEINZ1015 which 
appears 400 times.  
Moreover, soil texture of the fields was measured using the method of Bouyoucos (1962) and the soil taxonomy of 
USDA (1999). 
 For the total soluble solids (°Brix) calculation, KERN Digital Refractometer, KERN & SOHN GmbH, Germany was 
used. For the pH measure a pH-meter equipped with a glass electrode was used. The consistency of the tomato juice 
was measured by using bostwick consistometer, following the method of Hayes et al., (1998). According to the 
specific method, the distance covered by the sample was measured in a 30 second interval. The colour of the tomato 
was measured by the Minolta Colorimeter (CR-300, Minolta Company, Chuo-Ku, Osaka, Japan). L value indicates the 
brightness of the product where 0–100 represents dark to light. A value represents the redness and greenness of 
the product. A positive value represents redder colour. The b value is representing the yellow-blue colour. A positive 
b value shows more yellow colour. In total 35 different variables were used in order to train the model. To further 
explain, the average, the maximum, the minimum temperature and the precipitation of each month from April to 
September comprise the weather data, creating a dataset of 24 different weather features. Two parameters were 
used to determine the colour of the tomato (L and a/b). Four parameters were used for the chemical analysis of 
tomato (Bostwick, pH, °Brix and Mean Weight). The soil dataset consisted of four values (Silt, Clay, Sand Percentage 
and field type). Lastly, the Days After Planting (DAP) metric was used as a time interval. 
 In order to choose the best algorithm for our dataset, we extracted some statistical values. First of all, we tried 
to understand the dataset. In order to find the anticipating value of our dataset, Python 3.8 and the Scikit Learn 
library (Violos et al., 2019; Psomakelis et al., 2020) were used, testing 12 different algorithms in 10-fold cross 
validation. In total almost 30.000 different models were trained and tested. A comparative study with soil data used 
can be found in Figure 1. 
 Figure 1 shows the different metrics that have been estimated for each model, normalized in the 0-10 range 
based on how good results of the models are individually. As we can see, the Bayesian Ridge model is better than 
any other algorithm, as it has the highest total bar as well as the highest metric individually. So, we selected the 
Bayesian Ridge algorithm. Moreover, each algorithm extracts the importance of each feature in the model. The Bayes 
104| VOLUME 78 ISSUE 2 | NOVEMBER 
Ridge algorithm extracted the correlation between all the parameters of the model, resulting to the variety as the 
most important value. Not far behind there are the precipitation of July and August as well as the Silt Percentage of 
the field and the Bostwick.  It is clear that the selected algorithm is extracting the correlation between the features, 




Figure 1. Comparison of error metrics for all algorithms 
 
RESULTS AND DISCUSSIONS    
The results depict the prediction of total soluble solids for all the varieties in our dataset based the expected 
weather conditions as well as on historical data. The prediction of the expected total soluble soils of industrial 
tomato will be based on the new data inserted and the model will find similarities between the given data and 
predict the exact day that the farmer should harvest the production. In Figure 2, we can see a diagram predicting 
the total soluble solids for the most used hybrid in our dataset in 4 different fields (Field_A, Field_B, Field_C, Field_D). 
All of those fields used the same tomato hybrid. 
 
Figure 2. Prediction diagrams for 4 different experimental fields. Heinz1015: the hybrid used 
 In Figure 2 we can see how the same variety performs in different conditions. As it is shown, the total soluble 
solids are at their peak between 140-160 Days After Planting. It is clear that, the predicted °Brix are not identical 
with the actual °Brix but they both follow the same motif. This means that total soluble solids will be at their peak 
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in the predicted day, but their value may be different beacause of the weather data given. The ability to predict the 
expected °Brix at tomato is important. Previous models were mostly based on image analysis. The quality features 
of industrial tomatoes were extracted by a Machine Learning model resulting to a prediction of 92-93%. Moreover, 
the R^2 score was 0.9266 and the error std 0.0754 (Srivastava et al., 2014; 18. Kumar et al., 2020). In an 
implementation of a DSS using Neural Networks the prediction of the maturity index was 94% and for °Brix were 
perfect (Borba et al., 2021). A model Multiple Linear Regression was implemented to predict °Brix in tomato 
predicting more than 72% of the times (Peiris et al., 1998). Lastly, a DSS using Bayes Ridge algorithm was 
implemented for yield prediction. This is not so distinct from our model, because total soluble solids are considered 
to be a yield metric. Moreover, in earlier implementations of different DSSs for yield prediction, results ranged from 
78% to 100% (Barradas et al., 2014; Sharma et al., 2018).  
 In another study, partial least squares had been used in order to make predictions of total soluble solids in 
industrial tomato, achieving a mean error score of 0.33 (Rahman et al., 2017). Nevertheless, tomatoes are not the 
only fruit that have been used for prediction of total soluble solids. Past attempts were made to predict total soluble 
solids in mango. A DSS based on the Bayes Ridge algorithm resulted in an error std score close to 0.313, in addition 
to achieving 88.2% in predicting how mature the mangoes are (Shah et al., 2021). Another tool of Computer Science, 
namely image analysis was used for the prediction of total soluble solids in watermelons.  This experiment resulted 
in 85.5% successful prediction (Chawgien and Kiattisin, 2021). 
None of above-mentioned models can be compared with our model since the prediction of total soluble solids in 
tomatoes without using images as input data is not common. In terms of a trained DSS and the exact day prediction 
our Bayesian Ridge model has better results as the R^2 score of our model is equal to 10. All of the above make our 
DSS important for producers in order to increase the quality of the tomatoes as well as their income.   
 
CONCLUSIONS 
The total soluble solids prediction of industrial tomato throughout the period of cultivation will be important 
for both farmers as well as industries. The chemical quality characteristics measurements of industrial tomato in a 
lab is an expensive and time-consuming procedure. This means that not all tomato samples will be measured. Data 
that come from previous years (weather data, soil data etc.) are used and combined with quality data from the past. 
The extracted data are then used as input to the DSS which is based on the Bayesian Ridge algorithm in order to 
make the advice. The Bayesian Ridge algorithm selection was based in terms of the score in different metrics. All 
data should be changed in order to be in the same form, since they came from different sources. Moreover, we were 
able to correlations between variables and find those that are not important in our model. Last but not least, the 
implemented DSS could make predictions even when some data are not in the dataset. This is could be very 
important as we can predict the best period to harvest during the current cultivation period. Moreover, this feature 
allows us to update the prediction when new data are inserted. This in terms means that many predictions could be 
made in the same cultivation period in order to find the exact date. 
 In future work, we believe that it would be of high importance to gather data from different locations in Greece 
aiming at improving the current DSS. Lastly, the implemented DSS can be evaluated at various experimental fields. 
This could be achieved by the use of the proper experimental design so as to test the application of the DSS as a 
treatment in addition to harvesting the tomatoes according to the common agricultural ways as a control. 
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