We present a new, simple and computationally efficient iterative method for low rank matrix completion. Our method is inspired by the class of factorization-type iterative algorithms, but substantially differs from them in the way the problem is cast. Precisely, given a target rank r, instead of optimizing on the manifold of rank r matrices, we allow our interim estimated matrix to have a specific over-parametrized rank 2r structure. Our algorithm, denoted R2RILS, for rank 2r iterative least squares, thus has low memory requirements, and at each iteration it solves a computationally cheap sparse least-squares problem. We motivate our algorithm by its theoretical analysis for the simplified case of a rank-1 matrix. Empirically, R2RILS is able to recover, with machine precision, ill conditioned low rank matrices from very few observations -near the information limit. Finally, R2RILS is stable to corruption of the observed entries by additive zero mean Gaussian noise.
Introduction
Consider the following matrix completion problem, whereby the goal is to estimate an unknown m × n matrix X 0 given only few of its entries, possibly corrupted by noise. For this problem to be well posed, following many previous works, we assume that the underlying matrix X 0 is exactly of rank r, with r min(m, n) and that it satisfies incoherence conditions as detailed below. For simplicity we further assume that the rank r is a-priori known. Formally, let Ω ⊂ [m] × [n] be the subset of observed indices, and X the matrix with observed entries in Ω and zero in its complement Ω c . For any matrix A, denote A 2 F (Ω) = (i,j)∈Ω A 2 ij , with a similar definition for A F (Ω c ) . Then, the problem is min Z Z − X F (Ω) subject to rank(Z) ≤ r.
A related problem, not studied in this work, known as low rank matrix recovery considers the matrix sensing case where the observations are dense linear combinations of the entries of X 0 . The above low rank matrix completion problem and related variants appear in a variety of applications, including collaborative filtering, global positioning in wireless sensor networks, system identification and structure from motion, see [Candes and Plan, 2010, Davenport and Romberg, 2016] and references therein. In some applications, such as global positioning and structure from motion, the underlying matrix is exactly low rank, though the measurements may be corrupted by noise. In other applications, such as collaborative filtering, the underlying matrix is only approximately low rank. Over the past two decades, low rank matrix completion has been a topic of intensive research, see the reviews [Candes and Plan, 2010 , Chi and Li, 2019 , Davenport and Romberg, 2016 and references therein.
On the theoretical front, several works studied the possibility to recover a rank r matrix X 0 from only few entries. Clearly, this task is ill-posed without further assumptions on X 0 and on the set Ω of sampled entries. To this end, we write the SVD decomposition of X 0 ,
where σ 1 ≥ σ 2 ≥ . . . ≥ σ r > 0 are its non-zero singular values and u i ∈ R m , v i ∈ R n are its left and right singular vectors, respectively. For future use, we define the condition number of X 0 as σ 1 /σ r . A key property allowing the recovery of X 0 from few entries is incoherence of its row and column subspaces [Candès and Recht, 2009 , Candès and Tao, 2010 , Gross, 2011 . The ability to recover a low rank matrix is also related to rigidity theory [Singer and Cucuringu, 2010] . Regarding the set Ω, a necessary condition for well-posedness of the matrix completion problem (1), is that |Ω| ≥ r · (m + n − r) which is the number of parameters in the SVD decomposition (2). In addition, the set Ω has to be sufficiently spread out and in particular must contain at least r entries in each row and column [Pimentel-Alarcón et al., 2016] . When the entries of Ω are chosen uniformly at random, as few as O(r(m + n)polylog(m + n)) entries suffice to exactly recover an incoherent rank r matrix X 0 . For a given set Ω, we denote the corresponding oversampling ratio by ρ = |Ω| r(m+n−r) . The closer ρ is to the value one, the harder the matrix completion task is.
On the algorithmic side, most methods for low rank matrix completion can be assigned to one of two classes. One class consists of algorithms which optimize over the full m × n matrix, whereas the second class consists of methods that explicitly enforce the rank r constraint in (1). Several methods in the first class replace the rank constraint by a low-rank inducing penalty g(Z). In the absence of noise, this leads to the following optimization problem,
When the observed entries are noisy a popular objective is
where the parameter λ is often tuned via some cross-validation procedure. Perhaps the most popular penalty is the nuclear norm, also known as the trace norm, and given by g(Z) = σ i (Z), where σ i (Z) are the singular values of Z [Fazel et al., 2001] . As this penalty is convex, both (3) and (4) lead to convex semi-definite programs, which may be solved in polynomial time. However, even for modest-sized matrices with hundreds of rows and columns, standard solvers have prohibitively long runtimes. Hence, several works proposed fast optimization methods for the above and related objectives, see for example [Avron et al., 2012 , Cai et al., 2010 , Fornasier et al., 2011 , Ji and Ye, 2009 , Ma et al., 2011 , Mazumder et al., 2010 , Rennie and Srebro, 2005 , Toh and Yun, 2010 and references therein. On the theoretical side, under suitable conditions and with a sufficient number of observed entries, nuclear norm minimization provably recovers, with high probability, the underlying low rank matrix and is also stable to additive noise in the observed entries [Candès and Recht, 2009 , Candès and Tao, 2010 , Recht, 2011 , Gross, 2011 , Candes and Plan, 2010 .
As noted by Tanner and Wei [2013] , the nuclear norm penalty fails to recover low rank matrices at low oversampling ratios. Recovery in such data-poor settings is possible using non-convex matrix penalties such as the Schatten p-norm with p < 1 [Marjanovic and Solo, 2012, Kümmerle and Sigl, 2018] . However, optimizing the Schatten p-norm may be computationally challenging. To illustrate this, Figure 1 compares the runtime and recovery error of HM-IRLS optimizing the Schatten p-norm with p = 1/2 [Kümmerle and Sigl, 2018] and of our proposed method R2RILS, as a function of matrix size m with n = m + 100. For example, for a rank-10 matrix of size 600 × 700, HM-IRLS required about 6000 seconds, whereas our method (implemented in Python with the SciPy linear algebra package) took less than 6 seconds.
The second class consists of iterative methods that strictly enforce the rank r constraint of Eq. (1). This includes hard thresholding methods that keep at each iteration only the top r singular values and vectors of the matrix [Tanner and Wei, 2013 , Blanchard et al., 2015 , Kyrillidis and Cevher, 2014 . More related to our work are methods based on a rank r factorization
Whereas Eq. (4) involves mn optimization variables, problem (5) involves only r(m + n) variables, making it scalable to large matrices. One approach to optimize Eq. (5) is by alternating minimization. Each iteration first keeps the current estimate of the column space U fixed, and optimizes over V , which yields a least squares problem. Next, given this estimate of V , it optimizes over U . Examples of this approach include Haldar and Hernando [2009] , Keshavan et al. [2010] , Wen et al. [2012] , Tanner and Wei [2016] . With a sufficient number of samples, alternating minimization and related variants provably recover the low rank matrix, with high probability [Jain et al., 2013 , Hardt, 2014 , Keshavan et al., 2010 , Jain and Netrapalli, 2015 , Sun and Luo, 2016 .
A different approach to minimize Eq. (5) is via Riemannian manifold optimization [Vandereycken, 2013 , Boumal and Absil, 2015 , Mishra et al., 2014 , Ngo and Saad, 2012 . For recovery guarantees of such methods, see . For scalability to large matrices, [Balzano et al., 2010] devised a stochastic gradient descent approach, called GROUSE, whereas Recht and Ré [2013] devised a parallel scheme called JELLYFISH. Finally, uncertainty quantification in noisy matrix completion was addressed in .
While factorization-based methods are computationally fast and scale to large problems, they have two limitations: (i) several of them fail to recover even mildly ill-conditioned low rank matrices and (ii) they require relatively large oversampling ratios to succeed. In applications, the underlying matrices may have a significant spread in their singular values, and clearly the ability to recover a low rank matrix from even a factor of two fewer observations may be of great importance.
We illustrate these two issues in Figures 2 and 3 . With a detailed description in Section 3, Figure  2 shows that with a condition number of 1, several popular algorithms successfully recover the low rank matrix. However, as shown in Figure 3 , once the condition number is 10, many algorithms either require a high oversampling ratio, or fail to recover the matrix to high accuracy. In contrast, our proposed method R2RILS recovers the underlying low rank matrices from fewer entries and is not sensitive to the ill conditioning. Our Contributions In this paper, we present R2RILS, a novel iterative method for matrix completion that is simple to implement, computationally efficient, scalable to large problems and performs well both with few observations, ill conditioned matrices and noise. Our method, described in Section 2, is inspired by the class of factorization-type iterative algorithms, but substantially differs from them. In particular we do not directly optimize Eq. (5). Instead, given a target rank r, we allow our interim matrix to have a specific over-parametrized rank 2r structure. Optimizing over this rank 2r matrix yields a least squares problem. At each iteration, our method thus simultaneously finds new estimates for the column and row subspaces. A crucial ingredient in our algorithm is a suitable averaging of these new and current estimates. As we illustrate via simulations in Section 3, compared to several popular completion methods, R2RILS is able to complete matrices from fewer entries and is highly robust to ill-conditioning of the underlying matrix and to additive noise.
As we illustrate in the empirical evaluation in Section 3, in noise-free settings, R2RILS is able to exactly complete matrices from fewer entries than several popular other low rank completion methods, and is highly robust to ill-conditioning of the underlying matrix and to additive noise. To provide insight and motivation for our approach, in Section 4 we study some of its theoretical properties, under the simplified setting of a rank-1 matrix.
The R2RILS Algorithm
As mentioned in the introduction, our iterative algorithm R2RILS is motivated by the class of factorization methods. However, a key difference is that we do not directly optimize the objective of Eq. (5). Instead, R2RILS utilizes a specific lifting to the space of rank 2r matrices. Let (U t , V t ) be the estimates of the column and row spaces of the rank r matrix X 0 , at the start of iteration t. In our approach, we consider the subspace of all rank 2r matrices of the following specific form
where A ∈ R m×r , B ∈ R n×r . Starting at iteration t = 1, R2RILS iterates the following two steps, until convergence or until a maximal number of iterations t max .
Step I. Solve the following least squares problem
Step II. Update the row and column subspace estimates,
where ColNorm(A) normalizes all r columns of the matrix A to have unit norm. The output of R2RILS is the best rank r approximation of (U tṼ t +Ũ t V t ) at the last iteration. A pseudo-code of R2RILS appears in Algorithm 1. In it, we initialize (U 1 , V 1 ) by the rank r SVD of the matrix X, denoted by SVD r (X). As we prove in Lemma 2 below, if R2RILS converges, then the limiting solution is of rank r. Hence, in practice the last step in the Algorithm, which returns the rank r SVD ofX may be omitted. Next, we provide intuition for R2RILS and discuss some of its differences from other factorization-based methods.
Rank Deficiency. As discussed in Lemma 1 below, Eq. (6) is a rank deficient least squares problem and therefore does not have a unique solution. R2RILS takes the least norm solution, which is unique. As discussed in Section 4, taking this minimal norm solution is a critical component in the success of our approach.
Simultaneous Row and Column Optimization. In Eq. (6) of Step I, R2RILS finds the best approximation of X by a linear combination of the current row and column subspace estimates (U t , V t ), using weight matrices (A, B). Once the optimal weights (Ũ t ,Ṽ t ) have been found, one may reverse the roles, and view (U t , V t ) as the weights for the column and row spaces spanned by (Ũ t ,Ṽ t ). Thus, the least squares formulation of Eq. (6) simultaneously optimizes both the column and row subpaces, generating new estimates for them (Ũ t ,Ṽ t ). This optimization scheme is significantly different from alternating minimization methods. In these methods, the row and column subpsaces are strongly coupled, with the optimization performed only on one of them at each time, keeping the other fixed. In contrast, R2RILS decouples the estimates, at the expense of lifting to a rank 2r intermediate solution,X Tangent Space. Another prism to look at Eq. (6) is through its connection to the tangent space of the manifold of rank r matrices. Consider a rank r matrix with column and row subspaces spanned
Then the rank 2r matrix of Eq. (8) is the best approximation of X in the tangent space of Z, in least squares sense.
Averaging Current and New Estimates. As discussed above, (Ũ t ,Ṽ t ) can be thought of as new estimates for the column and row spaces. It is thus tempting to consider the update U t+1 =Ũ t , V t+1 =Ṽ t . While this update may seem attractive, leading to a non increasing sequence of losses for the objective of Eq. (6), it unfortunately performs very poorly. Empirically, with this update, the objective of Eq. (6) decreases extremely slowly, taking thousands of iterations to converge, with the resulting sequence {(U t , V t )} t alternating between two sets of poor estimates. The proof of Theorem 1 explains this behavior, at least in the rank-one case.
Nonetheless thinking of (Ũ t ,Ṽ t ) as new estimates provides a useful perspective. In particular, if
Algorithm 1: R2RILS Input : Ω -the set of observed entries. X -an m × n matrix with the observed values in Ω and zeros in Ω c , r -the target rank t max -maximal number of iterations Output:X -rank r approximation of
the error in (Ũ t ,Ṽ t ) is in a different direction than the error in the initial estimate (U t , V t ) or better yet, is approximately in the opposite direction to the initial error, then the sensible operation to perform is to average these two estimates. This is indeed what R2RILS does in its second step. In section 4 we show that in the rank-1 case, when the entire matrix is observed, the errors in (Ũ t ,Ṽ t ) are indeed such that averaging leads to contraction. In addition we prove that asymptotically, averaging these estimates cancels the leading order terms of the errors, and leads to quadratic convergence.
Non-Local Updates. Several Riemannian optimization methods, such as LRGeomCG [Vandereycken, 2013] and RTRMC Boumal and Absil [2015] , perform local optimization on the manifold of rank r matrices, based on the gradient at the current solution. Our update rule is significantly different from these methods, since in Step I, we find the global minimizer of Eq. (6) in a specific rank 2r subspace. Given the averaging operation in the second step of R2RILS, its next estimate (U t+1 , V t+1 ) may be far from the current one (U t , V t ), in particular in the first few iterations.
Invariant Alternatives. As we illustrate via simulations in section 3, R2RILS is able to perfectly recover a rank r matrix from few observed entries. However, it is important to note that the final quantities (U t , V t ) are not the left and right singular vectors of X 0 . In fact, while they span the relevant subspaces, they are not orthogonal. An intriguing property of R2RILS is that it is dependent on the representation of its iterates. Specifically, the next estimate (U t+1 , V t+1 ) depends on the r specific columns of (U t , V t ) and not only on the subspace which they span. That is, R2RILS is not invariant to the representation of the current subspace, and in particular it does not treat (U t , V t ) as elements on the Grassmannian. It is possible to devise variants of R2RILS that are invariant to the subspace representation. One way to achieve invariance is to update (U t+1 , V t+1 ) as the average subspace between (U t , V t ) and (Ũ t ,Ṽ t ), with respect to some geometry on the Grassmannian, for example the standard Stiefel geometry. While such manifold-induced averaging works well at high oversampling ratios, the simple averaging of the column wise normalized vectors of Eq. (7) outperforms it at low oversampling ratios. Another invariant alternative is to compute at each iteration the best rank r approximation of our rank 2r estimate (8). Namely, replace step II of R2RILS by the following rank r SVD,
However, again the simple column wise normalized averaging empirically showed superior performance. A theoretical understanding why the simple averaging performs better than these invariant modifications is an interesting topic for future research.
Initialization. In Algorithm 1, (U 1 , V 1 ) are initialized as the top r left and right singular vectors of X. Empirically, R2RILS performs well also from a random initialization, say with i.i.d. N (0, I) Gaussian vectors, though it may require more iterations to converge. This suggests that the sequence (U t , V t ) computed by R2RILS is not attracted to poor local minima. This finding is in accordance with recent work that has rigorously proven lack of poor local minima for the matrix completion problem under suitable assumptions [Ge et al., 2016] . We remark that initialization free methods for various non convex optimization problems related to matrix completion have gained much attention recently, see the review and references therein.
Early Stopping. In the pseudo-code of Algorithm 1, the number of iterations is fixed at t max . In practice, the algorithm often converges in few iterations. Hence we implemented the following early stopping criterion, which is relevant only to the noise-free case
taking for instance ≤ 10 −15 . A different possible stopping criterion, valid also in the noisy case is
whereX t is the rank 2r estimate at iteration t of Eq. (8).
Computational complexity. Our Python implementation of R2RILS, available at the author's website, uses standard linear algebra packages. Specifically, Eq. (6) is solved by the standard scipy sparse linear algebra module, which in turn calls the LSQR algorithm of Paige and Saunders [1982] . LSQR is an iterative algorithm and each of its iterations requires O(r(m + n)) operations. LSQR is mathematically equivalent to conjugate gradient applied to the normal equations. As studied in [Hayami, 2018, Section 4] , the residual error after k iterations decays like
where σ max and σ min are the largest and smallest non-zero singular values of the rank-deficient matrix corresponding to the least squares problem (6). Empirically, at an oversampling ratio ρ = 2, and matrices of size 300 × 300, the above quotient was often smaller than 0.9. Thus, LSQR often requires at most a few hundreds of inner iterations to converge.
Numerical Results
We present simulation results that demonstrate the performance of R2RILS. In the following experiments random matrices were generated according to the uniform model. Specifically,
were constructed by drawing r vectors uniformly at random from the unit spheres in R m , R n respectively and then orthonormalizing them. For every simulation we specify {σ i } and construct the rank r matrix X 0 as
Under this generative model, the matrix X 0 is incoherent with high probability [Candès and Recht, 2009] . At each oversampling ratio ρ, we generate a random set Ω of observed entries by flipping a coin with probability p = ρ · r(m+n−r)
of observing each of the mn matrix entries. The size of Ω is thus variable and distributed as Binom(m · n, p). We then verify that each column and row have at least r visible entries and repeat this process until this necessary condition for unique recovery is satisfied. This verification step is similar to the one performed in [Kümmerle and Sigl, 2018] , and is important at low oversampling ratios.
We compare R2RILS with maximal number of iterations t max = 100, to the following algorithms, using the implementations supplied by the respective authors. As detailed below, for some of them we slightly tuned their parameters to improve their performance.
• OptSpace [Keshavan et al., 2010] : Maximal number of iterations increased to 100. Tolerance parameter set to 10 −10 .
• FPCA [Ma et al., 2011] : Forced the implementation to use a configuration for "hard" problem where several parameters are tightened. The two tolerance parameters were set to 10 −16 .
• LRGeomCG [Vandereycken, 2013] : Executed with its default parameters.
• RTRMC [Boumal and Absil, 2015] : Maximal number of iterations 300, maximal number of inner iterations set to 500. The gradient tolerance was set to 10 −10 .
• ScaledASD [Tanner and Wei, 2016] : Executed with its default parameters.
• HM-ILS [Kümmerle and Sigl, 2018] : Executed with its default parameters.
We considered two performance measures. The first is the relative reconstruction RMSE perentry, over the unobserved entries. Given an estimated matrixX computed from a set Ω of observed entries, this quantity is defined as
The second measure is the success probability of an algorithm, in the ideal setting of noise-free observations. We define success as rel-RMSE < 10 −4 . This is similar to [Tanner and Wei, 2016] , who computed a relative RMSE on all matrix entries, and considered a recovery successful with a slightly looser threshold of 10 −3 . We compare R2RILS to all the above algorithms except for HM-ILS which will be discussed separately.
Well conditioned setting. In our first experiment, we considered a relatively easy setting with well conditioned matrices of size 1000 × 1000 and rank r = 5, whose non zero singular values were all set to 1. Fig. 2 shows the reconstruction ability of various algorithms as a function of the oversampling ratio ρ. In this scenario all algorithms successfully recover the matrix, once enough entries are observed. Even in this relatively easy setting, R2RILS shows favorable performance at low oversampling ratios, reaching a relative RMSE less than 10 −16 .
Mild Ill-Conditioning. Next, we considered a similar setting but with mild ill-conditioning. Now the rank r = 5 matrices have a condition number 10, and non-zero singular values 10, 8, 4, 2, 1. As seen in Fig. 3 , R2RILS is barely affected by this ill-conditioning and continues to successfully recover the underlying matrix with error 10 −16 at oversampling ratios larger than 1.5. In contrast, FPCA, which performs nuclear norm minimization, successfully recovers the matrix at higher oversampling ratios ρ > 3.4. This is in accordance to similar observations by previous works Wei, 2013, Kümmerle and Sigl, 2018] . The other compared algorithms, all of which solve a non-convex factorization based optimization problem also require higher oversampling ratios than R2RILS, and even then, occasionally fail to achieve a relative RMSE less than 10 −4 .
Comparison to HM-ILS. In the simulations described above, we did not include the HM-ILS algorithm of Kümmerle and Sigl [2018] . The reason, as illustrated in Fig. 1 , is its execution time, of over 20 minutes to recover a 1000 × 1000 rank-5 matrix. However, from a limited evaluation with smaller sized matrices HM-ILS with Schatten p-norm parameter p = 1/2 has excellent performance, comparable to R2RILS, also under ill-conditioning. Figure 1b demonstrates that at a relatively small oversampling ratio ρ = 2.5, both algorithms perfectly reconstruct matrices of various dimensions. Figure 1a compares the execution time of HM-ILS and R2RILS. Each point on this graph is the average of only 2 realizations, as creating this figure took several days of runtime. As seen, R2RILS is faster by orders of magnitude even for modestly sized matrices.
Stability to Noise. Figure 4 illustrates the performance of several matrix completion algorithms when i.i.d. zero mean Gaussian noise is added to every observed entry of X 0 . Panel 4b shows that most algorithms are robust to noise when oversampling is large enough for successful recovery without noise. As seen in panel 4a, R2RILS is robust to noise even at lower oversampling ratios. Other algorithms are not included in this graph since at this oversampling ratio even without noise they fail to reconstruct X 0 with high probability.
Convergence Rate. As discussed in section 4, for a simplified rank-1 case, R2RILS has local quadratic convergence. Figure 5 illustrates the relative RMSE of R2RILS per observed entry, Eq. (9), as a function of the iteration number, on two rank-5 matrices of dimension 1000 × 1000, oversampling ratio 2.5 and condition numbers 1 and 10. The corresponding non-zero singular values are either all 1, or are set to 10, 8, 4, 2, 1. It can be observed that R2RILS's convergence is very quick once it reaches a small enough error. It is also interesting to note that R2RILS does not monotonically decrease the objective in Eq. (6) at every iteration.
Theoretical Analysis
In this section we present a preliminary theoretical analysis, which provides both motivation and insight into the two steps of R2RILS. First, in Lemma 1 we show that the least squares problem (6) has rank defficiency of dimension at least r 2 . Next we show in Lemma 2 that even though R2RILS lifts to rank 2r matrices, if it converges, the limiting solution is a local extremum of the objective Z − X 0 2 on the manifold of rank r matrices, and is thus in fact a rank r matrix. Finally, we study the convergence of R2RILS in the simple rank-1 case. Assuming that the entire matrix is observed, we prove in Theorem 1 that starting from a sufficiently accurate initial guess, R2RILS converges linearly to the underlying matrix. The proof of this theorem motivates the averaging step of R2RILS, as it shows that in the rank-1 case, the errors of (Ũ t ,Ṽ t ) relative to the true singular vectors, are approximately in the opposite direction compared to the errors in (U t , V t ). Using this property, we show in Theorem 2 that locally, the convergence of R2RILS is quadratic.
Lemma 1. Suppose that the r columns of U t and of V t are both linearly independent. Then, the solution space of Eq. (6) has dimension at least r 2 . In addition, in the rank-1 case, when Ω = [m] × [n] the solution space has dimension exactly 1.
Proof. The solution of the least squares problem (6) is unique, up to the kernel of the linear map
where (U t ) i denotes the i-th column of U and Vec Ω (B) ∈ R |Ω| is a vector with entries B i,j for (i, j) ∈ Ω. Choosing a i = r j=1 λ i,j (U t ) j and b j = − r j=1 λ i,j (V t ) j with r 2 free parameters λ i,j , yields an element of the kernel. Hence, the dimension of the kernel is at least r 2 .
As for the second part of the lemma, suppose that
is a non trivial solution. Then ∃i such that b i = 0 and by Eq. (10)
A similar argument shows that b ∈ Span{v t }. Hence Eq. (10) can be written as
which implies that λ 1 = −λ 2 . Thus any non trivial solution is of the form (λu t , −λv t ) which proves the claim.
Lemma 2. Let M r be the manifold of m × n rank r matrices. Denote by L : M r → R the MSE loss on the observed entries,
If (U t , V t ) is a fixed point for R2RILS then the rank 2r matrixX t is in fact of rank r and moreover, it is a local extremum of L.
Proof. Suppose (U t , V t ) is a fixed point of R2RILS. Then the solution (Ũ t ,Ṽ t ) of Eq. (6) can be written as
If the rank r matrixX t is a local extremum of the function L on the manifold M r , then its gradient ∇L must be orthogonal to the tangent space atX t , denoted TX t M r . Suppose by contradiction thatX t is not a local extremum of L on M r . Equivalently,
The gradient of the loss L at a point Z is given by
where P Ω is the projection operator onto the observed entries in the set Ω,
The tangent space at a point Z = U ΣV ∈ M r , where Σ is an invertible r × r matrix, is given by [Vandereycken, 2013, Proposition 2 .1]
Eq. (11) means that projection of ∇L(X t ) onto the tangent space TX t M is non trivial. Let U t B + AV t be this projection. Then,
where the second term of the RHS is zero. Therefore,
This contradicts the assumption that (Ũ t ,Ṽ t ) is a minimizer of Eq. (6) since the above precisely shows there is a solution with a strictly lower objective.
Next, we study the convergence properties of R2RILS. For simplicity, we focus on the case where X 0 = σuv is of rank-1, and assume that we have observed all entries of X 0 without noise. As we point out later in the proof, these two assumptions are critical for our proof analysis. It may be possible to extend our proof to higher rank settings and to partially observed matrices at the expense of a significantly more complicated proof. We leave this for future work.
Suppose we start the iterations of R2RILS with an initial guess (u 1 , v 1 ). In the rank-1 case u 1 and v 1 are vectors and we may decompose each of them into two components. The first is their projection to the true (u, v), and the second is the orthogonal complement which is their error,
For any , δ ∈ [0, 1), define A = A( , δ) ∈ R |Ω|×(m+n) to be the matrix corresponding to the following linear operator,
Recall that Vec Ω (B) ∈ R |Ω| is a vector with entries B i,j for (i, j) ∈ Ω.
The next two theorems show that in this simplified rank-1 case averaging is a natural and meaningful way to combine the two estimates (u t , v t ) and (ũ t ,ṽ t ). The first theorem shows that in this simplified case R2RILS converges linearly to the true matrix X 0 if initialized close enough to it. The second theorem demonstrates that locally the convergence is quadratic.
Theorem 1. Suppose the initial guess (u 1 , v 1 ) is close to (u, v) such that , δ ≤ 1 4 and further assume that Ω = [m] × [n]. Then the sequence of estimates (u t , v t ) generated by R2RILS converges to (u, v) linearly with a factor of 4 7 .
Theorem 2. Assume that
Then, as , δ → 0,
To prove the theorems, we first introduce some notation. Next we derive an expansion of the solution to Eq. (6) and finally we analyze the terms appearing in it. DefineÃ to be the matrix corresponding to the following linear operator
Note that in the rank-1 case, the least squares problem of Eq. (6) can be rewritten as
It follows from Eq. (12) that
Let A † ,Ã † be the Moore-Penrose pseudo inverses of A,Ã respectively. Set P to be the orthogonal projection operator onto A's m + n columns and similarly, setP as the orthogonal projection ontõ A's columns. Note that by definition P = AA † . Analogously define R,R as the projections to the row spaces of A,Ã. Again, by definition R = A † A. For an orthogonal projection operator T we denote by T ⊥ the projection onto the space orthogonal to Im(T ). Define x = Vec Ω (X 0 ) and note that the least norm solutionũ 1 ,ṽ 1 is given by
To analyze (ũ 1 ,ṽ 1 ) we start by deriving a simple expansion forÃ † x.
Lemma 3. For any matrixÃ = A + E the following expansion ofÃ † holds
Proof. Our starting point is the following identity [Stewart and Sun, 1990, page 142, lemma 3.7 ]
Inserting this expression forÃ † into the first occurence ofÃ † on the RHS of Eq. (18) gives
Opening the brackets yields Eq. (17).
Inserting Eq. (17) into Eq. (16) gives that
where x = Vec Ω (X 0 ) and X 0 = σuv is rank-1. We will now separately analyze each of the terms on the right hand side of Eq. (19) . For most of the terms we will provide explicit expressions. As we show below some of the terms conveniently vanish. For the most complicated term,Ã † EA † EA † x, we will show it is small, being third order in ( + δ), and we will explicitly bound it for , δ < 1/4. For future use, define the following two constants,
Proof. Since by assumption , δ < 1
The second inequality follows from the fact that 2 − 2 − δ 2 ≤ 2, and
A † x: The following lemma characterizes the first term A † x in Eq. (19).
Lemma 5. Let A be the operator defined in Eq. (13). Then,
Proof. Recall that A † is the linear operator which for a vector Vec Ω (M ) evaluates to the minimal norm solution of argmin
Clearly, the expression in Eq. (21) is a feasible solution as it attains zero error in this least squares problem. We only need to verify that it is indeed the solution with minimal norm. By the second part of Lemma 1, ker(A) is spanned by the vector
The suggested solution is minimal as the vector in (21) is orthogonal to this kernel vector.
A † EA † x: We now consider the second term in (19) . First we compute EA † x. Combining Lemma 5 and Eq. (15) gives
where C 1 is the constant in Eq. (20). Thus we obtain
This is a feasible solution as it attains zero error in the corresponding least squares problem. Since e u ⊥u and e v ⊥v, this solution is orthogonal to A's kernel. Hence it is the minimal norm solution.
A † P ⊥ EA † x: By Eq. (22), EA † x ∈ Im(A). Therefore
We have already computed A † EA † x so now we only need to compute its projection onto ker(Ã) which, by the second part of Lemma 1, is spanned by the unit vector 1
First, using Eq. (23),
As in the previous step, first calculate the inner product. Combining Eq. (21), the definitions of u 1 and v 1 in Eq. (12), and the fact that e u ⊥u and e v ⊥v, 
Inserting the definition of C 1 in Eq. (20) and some algebraic manipulation yield
Thus, by the definition of A † , the termÃ † (EA † EA † )x is the minimal norm solution to argmin a,b
As described earlier, we will now show that this term is small, namely that the solution to this least squares problem has small norm. To this end, we first present the following auxiliary lemma that the minimal norm solution must lie in a specific subspace. We emphasize that the following two lemmas hold as stated only when Ω = [m] × [n], namely when all matrix entries have been observed. If only some of the entries have been observed we conjure that this term, with high probability, is still small. Lemma 6. Suppose (a, b) is a solution to the least squares problem (24). Decompose a and b as a = a 1 e u + a 2 u + w a , such that w a ⊥{e u , u}
Then w a = 0 and w b = 0.
Proof. Inserting the decomposition of a, b in (25, 26) into Eq. (24) yields
where the last equality follows by selecting a convenient summation order for the mixed summands. Indeed, by definition, the Frobenius norm equals the Euclidean norm of a matrix vectorization. As w b ⊥{e v , v} and since one of these vectors appear in every summand, by vectorizing over the rows the dot product of the matrix containing w b with the other terms is zero. Thus by the Pythagorean identity, this term can be separated. A similar argument holds for the matrix containing the vector w a , now vectorizing the matrices with respect to the columns. From the last equation, a necessary condition for the objective to attain a minimum is that w a = 0 and w b = 0. 1 − 2 b 1 ue v + 1 − 2 b 2 uv + b 1 e u e v + b 2 e u v + 1 − δ 2 a 1 e u v + 1 − δ 2 a 2 uv + δa 1 e u e v + δa 2 ue v − C 2 δe u e v 2 F (Ω) = argmin a1,a2,b1,b2 ( 1 − 2 b 2 + 1 − δ 2 a 2 ) 2 + ( 1 − 2 b 1 + δa 2 ) 2
where we use the same order of summation argument as in Lemma 6 for the first equality. Denote
then the values of a 1 , a 2 , b 1 , b 2 for which f attains a minima correspond to minimas of the least squares problem (24). The linear space on which f 's gradient vanishes therefore defines the space of solutions to (24). A simple computation yields that solutions are given by
where ξ is a free parameter. By definition, the norm of the minimal norm solution is not larger that the norm of any other feasible solution for some choice of the parameter ξ. In particular, choosing ξ = C 2 2 yields the following coefficients, a 1 = C 2 δ 2 (1 − 2 ) a 2 = −C 2 2 δ 2 √ 1 − 2 b 1 = C 2 2 δ b 2 = 0.
Given the decompositions (25) and (26),
from which the lemma directly follows.
Proof of Theorem 1. We now use the above results to obtain bounds on the distance between the updated vectors and the true vectors. To this end, we show that
Inserting the expressions we have derived into Eq. (19),
Following the steps of R2RILS we first compute ColNorm(ũ 1 ). For future use, set C 3 = 1 2 √ 1 − 2 2 − 1−δ 2 √ 1− 2 δ 2 and note that
To analyze the norm ofũ 1 it will be convenient to multiply Eq. (27) by
Then ColNorm(ũ 1 ) = 1 η 1 (1 − δ 2 )u − 1 − 2 e u − C 3 u 1 + 1 C 1 1 − δ 2 s a . 
Step II of R2RILS computes u 2 = ColNorm (u 1 + ColNorm(ũ 1 )) .
which yields
This proof provides theoretical motivation for the averaging step taken by R2RILS. In it we see that when estimates are asymptotically close to the true vectors, the error in the solution to the least squares problem (6) is, up-to leading order, in the exact opposite direction and with the same magnitude as the error in the current estimate. This makes averaging both natural and meaningful in this context.
