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a b s t r a c t
We give a proof of the Poincaré–Birkhoff–Witt theorem for univer-
sal enveloping algebras of finite dimensional Leibniz algebras using
Gröbner bases in a free associative algebra.
We also construct Gröbner bases for two-sided ideals in
universal enveloping algebras using the concept of Factor-Gröbner
basis introduced byNordbeck [Nordbeck, P., 2001. On the finiteness
of Gröbner bases computation in quotients of the free algebra.
Appl. Algebra Engrg. Comm. Comput. 11, 157–180]. Our approach
differs from the one applied to PBW algebras or G-algebras since
our algebras have zero divisors. We use this technique to obtain an
algorithm to solve the ideal membership problem.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Leibniz algebras, introduced by Loday (1993) in various papers about periodicity in algebraic K-
theory, are a non-anti-symmetric generalization of Lie algebras. The concept of universal enveloping
algebra of a Leibniz algebra plays a fundamental role in the theory of representations of Leibniz
algebras, in a similar way to the role played by the universal enveloping algebra of a Lie algebra. The
Poincaré–Birkhoff–Witt theorem, which was first proved for universal enveloping algebras of finite
dimensional Lie algebras, allows us to make calculations in some non-commutative algebras as if we
were working in the ring of polynomials K [x1, . . . , xn]. The proof of the PBW theorem for Lie algebras
using Gröbner bases was given by Bergman (1978).
The construction of the universal enveloping algebra UL(g) of a Leibniz algebra g was given by
Loday and Pirashvili (1993), where they show that the category of representations of a Leibniz algebra
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g is equivalent to the category of rightmodules over UL(g) and they also give a PBW theorem for these
kinds of algebras. In the present paper we give a different proof of this theorem using Gröbner bases.
Gröbner bases for left ideals in universal enveloping algebras of a Lie algebra were introduced by
Apel and Lassner (1988), and for two-sided ideals by Kandri-Rody and Weispfenning (1990). This
leads us in a natural way to study Gröbner bases for two-sided ideals in the universal enveloping
algebra of a Leibniz algebra. Apel (1988) introduces Gröbner bases in G-algebras, in Kandri-Rody and
Weispfenning (1990) Gröbner bases for algebras of solvable type are described, and in Bueso et al.
(1998) and Li (2002) the authors study Gröbner bases in PBW algebras; all these algebras include,
as a particular case, the universal enveloping algebras of a finite dimensional Lie algebra. Recently,
Gröbner bases have also been addressed in the framework of G-algebras by Levandovskyy (2005).
There exist rings in which admissible orders on the monomials cannot be introduced. However,
other concepts have been developed to characterize Gröbner bases in rings in which this reduction
process exists. For instance, if the ring contains zero divisors, an admissible order would not be
compatible with the multiplication of the ring. This feature has been studied in general by Green
(1994) and Li (2002) and by Weispfenning (1989) in the special case of regular rings.
The universal enveloping algebra of a Leibniz algebra have zero divisors, and therefore they are
not PBW algebras; this forces us to use different methods from the one used for universal enveloping
algebras of a Lie algebra. Wewill introduce Gröbner bases for two-sided ideals in these algebras using
the concept of Factor-Gröbner basis introduced by Nordbeck (2001). As an application we give an
algorithm to know whether a given element belongs to an ideal for these kinds of algebras.
The paper is structured as follows. In Section 2 we recall basic results on Leibniz algebras. In
Section 3 we give a proof of the Poincaré–Birkhoff–Witt theorem for universal enveloping algebras of
finite dimensional Leibniz algebras using Gröbner bases in the free associative algebra. In Section 4we
construct a Gröbner basis theory for two-sided ideals of universal enveloping algebras using the ideas
of Nordbeck (2001) for factor algebras of the free associative algebra and we prove that every ideal
admits a finite Factor-Gröbner basis thanks to the noetherianity property of the universal enveloping
algebras of finite dimensional Leibniz algebras. In the last section we write a program in NCAlgebra
(a package running under Mathematica) which calculates Gröbner bases of the ideal that determines
UL(g), for low dimensions of g.
2. Leibniz algebras
Definition 1. A Leibniz algebra (Loday, 1993) g over K is a K -vector space equipped with a bilinear
map, called bracket, [−,−] : g× g −→ g satisfying the Leibniz identity
[x, [y, z]] = [[x, y], z] − [[x, z], y].
Note that [a, [x, x]] = 0 for any a, x ∈ g.
A morphism of Leibniz algebras g→ g′ is a K -linear map that respects the bracket.
A Leibniz algebra is a Lie algebra if the condition [x, x] = 0 for all x ∈ g is satisfied.
Example 2. (a) Any Lie algebra is obviously a Leibniz algebra.
(b) Let A be an associative K -algebra equipped with a square-zero derivation d. If d 6= 0, then A with
the bracket [x, y] := xd(y)− d(y)x is a Leibniz algebra which is not a Lie algebra.
(c) Let g be a differential Lie algebra, then (g, [−,−]d) with [x, y]d := [x, dy] is a Leibniz algebra
which is not a Lie algebra.
Associated with any Leibniz algebra g there is a Lie algebra gLie = ggann , where gann is the two-sided
ideal generated by {[x, x]| x ∈ g}. The quotient map g→ gLie is universal for the maps from g to any
Lie algebra that respect the bracket, that is, the functor (−)Lie : Leib −→ Lie is the left adjoint to the
forgetful functor Lie −→ Leib.
To any Leibniz algebra g a unitary associative algebra UL(g) can be associated in such a way that
the category of g-representations is equivalent to the category of right modules over UL(g).
A representation of a Leibniz algebra g is a K -vector space M equipped with two actions (left and
right) of g,
M ⊗ g→ M, (m, x) 7→ m · x, and g⊗M → M, (x,m) 7→ x ·m,
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which satisfy the following three axioms,
R1. m · [x, y] = (m · x) · y− (m · y) · x,
R2. x · (m · y) = (x ·m) · y− [x, y] ·m,
R3. x · (y ·m) = [x, y] ·m− (x ·m) · y,
for anym ∈ M and x, y ∈ g.
In the presence of axiom R2, axiom R3 is equivalent to
x · (m · y)+ x · (y ·m) = 0.
Let gl and gr be two copies of the Leibniz algebra g. We denote by lx and rx the elements of gl and
gr corresponding to x ∈ g. Consider the unitary associative tensor K -algebra T (gl ⊕ gr) and I the
two-sided ideal corresponding to the relations
U1. r[x,y] − (rxry − ryrx),
U2. l[x,y] − (lxry − rylx),
U3. (ry + ly)lx,
for any x, y ∈ g.
Definition 3. The universal enveloping algebra (Loday and Pirashvili, 1993) of the Leibniz algebra g is
the unitary associative algebra




Proposition 4 (Loday and Pirashvili, 1993, (2.3) Theorem). The category of representations of the Leibniz
algebra g is equivalent to the category of right modules over UL(g).
3. Poincaré–Birkhoff–Witt theorem
Loday and Pirashvili (1993) show the following PBW theorem for any Leibniz algebra g. There is
an isomorphism of graded associative K -algebras grUL(g) ∼= SL(g→ gLie) where SL(g→ gLie) is the
quotient of S(gLie)⊗ T (g) by the two-sided ideal generated by 1⊗ xy+ x¯⊗ y, for x, y ∈ g and where
x¯ denotes the image of x ∈ g in gLie and S(gLie) is the symmetric algebra over gLie.
Here,we give another proof of this theorem for finite dimensional Leibniz algebras using the theory
of Gröbner bases.
Let g be a Leibniz algebra of finite dimension with basis {a1, . . . , an}. Consider the isomorphism of
K -algebras Φ : T (gl ⊕ gr) −→ K〈y1, . . . , yn, x1, . . . , xn〉 such that Φ(lai) = yi and Φ(rai) = xi. Φ
induces an isomorphism of K -algebras
UL(g) ∼= K〈y1, . . . , yn, x1, . . . , xn〉
Φ(I)
,
whereΦ(I) is generated by
B1. Φ(r[ai,aj])− (xi · xj − xj · xi),
B2. Φ(l[ai,aj])− (yi · xj − xj · yi),
B3. (xi + yi) · yj .
Thus, we can use the theory of Gröbner bases on K〈y1, . . . , yn, x1, . . . , xn〉 (Mora, 1994) to obtain
results in the universal enveloping algebra UL(g) and to give a novel proof of the PBW theorem.
Let≺ be a given monomial order on the non-commutative polynomial ring K〈X〉. For an arbitrary
polynomial p ∈ K〈X〉, we will use lm(p) to denote the leading monomial of p.
Definition 5. Let I be a two-sided ideal of K〈X〉. A subset {0} ( G ⊂ I is called a Gröbner basis for I if
for every 0 6= f ∈ I , there exists g ∈ G, such that lm(g) is a factor of lm(f ).
Lemma 6 (Diamond Lemma, (Bergman, 1978)). Let ≺ be a monomial order on K〈X〉 and let G =
{g1, . . . , gm} be a set of generators of an ideal I in K〈X〉. If all the overlap relations involving members
of G reduce to zero modulo G, then G is a Gröbner basis for I.
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We note that the overlap relations are the non-commutative version of the S-polynomials.
Theorem 7 (Poincaré–Birkhoff–Witt Theorem). A K-basis of the universal enveloping algebra UL(g) of a
finite dimensional Leibniz algebra g is formed by the monomials of the form
xα11 · . . . · xαmm ,
xα11 · . . . · xαmm · y1,
. . .
xα11 · . . . · xαmm · yn
where n = dimK g and m = dimK gLie.
Proof. The proof of this theorem is divided into three parts. In the first one, we proceed to identifying
the ideal gann, since this ideal plays an outstanding role in the demonstration. Secondly, we obtain a
minimal set G from the generators of Φ(I); and, in the third part, we verify that G is a Gröbner basis
of Φ(I) using the Diamond Lemma (Bergman, 1978). We fix the degree lexicographical ordering on
K〈y1, . . . , yn, x1, . . . , xn〉with yn > · · · > y1 > xn > · · · > x1.
First step. Let J be the two-sided ideal generated by
{[ai, ai]}ni=1 ∪ {[ai, aj] + [aj, ai]}i,j=1,...,n;i<j.
gann ⊆ J . Moreover, fixed i, j ∈ {1, . . . , n} it is verified that [ai + aj, ai + aj] = [ai, ai] + [ai, aj] +
[aj, ai] + [aj, aj], and since [ai + aj, ai + aj], [ai, ai], [aj, aj] ∈ gann then [ai, aj] + [aj, ai] ∈ gann; i.e,
gann = J .
Consider p = n − m and {g1, . . . , gp} a K -basis of gann. Moreover we can suppose (to simplify the
notation) that it has the form
g1 = am+1 + u11a1 + · · · + u1mam
· · ·
gp = an + up1a1 + · · · + upmam.
The ideal gann plays a relevant role in the proof, since its vision within K〈y1, . . . , yn, x1, . . . , xn〉 is
very important. We will denote the two copies of those elements by Φ(lgi(a1,...,an)) = gi(y1, . . . , yn)
andΦ(rgi(a1,...,an)) = gi(x1, . . . , xn).
Second step. Obtaining a minimal set ofΦ(I).
If we replace the set
{Φ(r[ai,aj])− (xi · xj − xj · xi)}i,j∈{1,...,n}
by
C = {Φ(r[ai,aj])− (xi · xj − xj · xi)}i,j∈{1,...,n};i<j ∪ {g1(x1, . . . , xn), . . . , gp(x1, . . . , xn)}
in the set of the generators ofΦ(I), then the ideal does not change,whenwe substitute {Φ(r[ai,ai])}ni=1∪{Φ(r[ai,aj])+ Φ(r[aj,ai])}i,j∈{1,...,n};i<j by {g1(x1, . . . , xn), . . . , gp(x1, . . . , xn)}.
Let G = {Φ(r[ai,aj])− (xi · xj− xj · xi)}i,j∈{1,...,m};i<j ∪ {g1(x1, . . . , xn), . . . , gp(x1, . . . , xn)}. We prove
next that G and C generate the same ideal.
Let i < j be with j ∈ {m+ 1, . . . , n}, t > 0 such that j = m+ t . Then
Φ(r[ai,aj])− xixj + xjxi →{−gt xi} Φ(r[ai,aj])− xixj − ut1x1xi − · · · − utmxmxi →{xigt } Φ(r[ai,aj])
− ut1x1xi − · · · − utmxmxi + ut1xix1
+ · · · + utmxixm = Φ(r[ai,aj])+ ut1(xix1 − x1xi)+ · · · + utm(xixm − xmxi).
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Case 1. i > m. Letw > 0 be such that i = m+ w and k ∈ {1, . . . ,m}.
xixk − xkxi →{−gwxk} −xkxi − uw1 x1xk − · · · − uwmxmxk →{xkgw} −uw1 x1xk − · · · − uwmxmxk
+ uw1 xkx1 + · · · + uwmxkxm = uw1 (xkx1 − x1xk)+ · · · + uwm(xkxm − xmxk)→G
− uw1 Φ(r[a1,ak])− · · · − uwmΦ(r[am,ak])→G uw1 Φ(r[ak,a1])+ · · · + uwmΦ(r[ak,am])
= Φ(r[ak,gw−ai]) = Φ(r[ak,gw ])− Φ(r[ak,ai])→ Φ(r[ai,ak])
since [a, x] = 0 for any a ∈ g and x ∈ gann.
Hence
Φ(r[ai,aj])− xixj + xjxi → Φ(r[ai,aj])+ ut1Φ(r[ai,a1])+ · · · + utmΦ(r[ai,am]) = Φ(r[ai,gt ]) = 0.
Case 2. i ≤ m.
Φ(r[ai,aj])+ ut1(xix1 − x1xi)+ · · · + uti−1(xixi−1 − xi−1xi)+ uti (xixi − xixi)
+ uti+1(xixi+1 − xi+1xi)+ · · · + utm(xixm − xmxi)→G Φ(r[ai,aj])− ut1Φ(r[a1,ai])
− · · · − uti−1Φ(r[ai−1,ai])+ uti+1Φ(r[ai,ai+1])+ · · · + utmΦ(r[ai,am])→G Φ(r[ai,aj])
+ ut1Φ(r[ai,a1])+ · · · + uti−1Φ(r[ai,ai−1])+ uti+1Φ(r[ai,ai+1])+ · · · + utmΦ(r[ai,am])
= Φ(r[ai,gt−uti ai]) = Φ(r[ai,gt ])− utiΦ(r[ai,ai])→G 0.
If we redefine G = {Φ(r[ai,aj]) − (xixj − xjxi)}i,j∈{1,...,m};i<j ∪ {g1, . . . , gp} ∪ {Φ(l[ai,aj]) − yixj +
xjyi}i∈{1,...,n};j∈{1,...,m}, then {Φ(l[ai,aj])− yixj + xjyi}i∈{1,...,n};j∈{1,...,n} reduces to 0 modulo G.
Let i ∈ {1, . . . , n}, j > m, t > 0 be such that j = m+ t .
Φ(l[ai,aj])− yixj + xjyi →{yigt } Φ(l[ai,aj])+ xjyi + ut1yix1 + · · · + utmyixm →{−gt yi} Φ(l[ai,aj])
+ ut1yix1 + · · · + utmyixm − ut1x1yi − · · · − utmxmyi = Φ(l[ai,aj])+ ut1(yix1 − x1yi)
+ · · · + utm(yixm − xmyi)→G Φ(l[ai,aj])+ ut1Φ(l[ai,a1])+ · · · + utmΦ(l[ai,am])
= Φ(l[ai,gt ]) = 0.
So, the set
G = {gi,j = Φ(r[ai,aj])− (xixj − xjxi)}i,j∈{1,...,m};i<j ∪ {g1(x1, . . . , xn), . . . , gp(x1, . . . , xn)}
∪ {hi,j = −Φ(l[ai,aj])+ yixj − xjyi}i∈{1,...,n};j∈{1,...,m} ∪ {ti,j = xiyj + yiyj}i,j∈{1,...,n}
generates the idealΦ(I) and it is minimal.
Third step. G is a minimal Gröbner basis ofΦ(I).
Wewill prove that all overlap relations of elements ofG reduce to 0moduloG. The possible overlap
relations are the following:
(OR1) gi,jxk − xjgk,i ;
(OR2) hijxk − yigkj ;
(OR3) tijyk − yihjk ;
(OR4) tijyk − yitjk .
(OR1) If j > i > k, then
gi,jxk − xjgk,i = Φ(r[ai,aj])xk − xixjxk − xjΦ(r[ak,ai])+ xjxkxi →{−gk,jxi} Φ(r[ai,aj])xk
− xixjxk − xjΦ(r[ak,ai])− Φ(r[ak,aj])xi + xkxjxi →{xigk,j} Φ(r[ai,aj])xk
− xjΦ(r[ak,ai])− Φ(r[ak,aj])xi + xkxjxi + xiΦ(r[ak,aj])− xixkxj →{gk,ixj}
×Φ(r[ai,aj])xk − xjΦ(r[ak,ai])− Φ(r[ak,aj])xi + xkxjxi + xiΦ(r[ak,aj])
+Φ(r[ak,ai])xj − xkxixj = Φ(r[ai,aj])xk + xk(xjxi − xixj)+ Φ(r[ak,ai])xj
− xjΦ(r[ak,ai])− Φ(r[ak,aj])xi + xiΦ(r[ak,aj])→G Φ(r[ai,aj])xk − xkΦ(r[ai,aj])
+Φ(r[ak,ai])xj − xjΦ(r[ak,ai])− Φ(r[ak,aj])xi + xiΦ(r[ak,aj]).
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If [ai, aj] = αij1a1 + · · · + αijnan, then
Φ(r[ai,aj])xk − xkΦ(r[ai,aj]) = (αij1x1 + · · · + αijnxn)xk − xk(αij1x1 + · · · + αijnxn)
= αij1(x1xk − xkx1)+ · · · + αijk−1(xk−1xk − xkxk−1)+ αijk · 0
+αijk+1(xk+1xk − xkxk+1)+ · · · + αijn(xnxk − xkxn)
→G αij1Φ(r[a1,ak])+ · · · + αijk−1Φ(r[ak−1,ak])− αijk+1Φ(r[ak,ak+1])
− · · · − αijnΦ(r[ak,an])→G αij1Φ(r[a1,ak])+ · · · + αijk−1
×Φ(r[ak−1,ak])+ αijk+1Φ(r[ak+1,ak])− · · · − αijnΦ(r[an,ak])
= Φ(r[[ai,aj],ak])− αijkΦ(r[ak,ak])
→G (Φ(r[[ai,aj],ak]) or − Φ(r[ak,[ai,aj]])).
So, gi,jxk − xjgk,i reduces to −Φ(r[ak,[ai,aj]]) + Φ(r[[ak,ai],aj]) − Φ(r[[ak,aj],ai]) = 0 modulo G by the
Leibniz identity.
(OR2) If j ∈ {1, . . . ,m}, i ∈ {1, . . . , n} and k < j, then
hijxk − yigkj = (−Φ(l[ai,aj])+ yixj − xjyi)xk − yi(Φ(r[ak,aj])− xkxj + xjxk)
= −Φ(l[ai,aj])xk − xjyixk − yiΦ(r[ak,aj])+ yixkxj →{−hikxj} −Φ(l[ai,aj])xk
− xjyixk − yiΦ(r[ak,aj])+ Φ(l[ai,ak])xj + xkyixj →{xjhik} −Φ(l[ai,aj])xk
− yiΦ(r[ak,aj])+ Φ(l[ai,ak])xj + xkyixj − xjΦ(l[ai,ak])− xjxkyi →{gkjyi}
−Φ(l[ai,aj])xk − yiΦ(r[ak,aj])+ Φ(l[ai,ak])xj + xkyixj − xjΦ(l[ai,ak])
+Φ(r[ak,aj])yi − xkxjyi = −Φ(l[ai,aj])xk − yiΦ(r[ak,aj])+ Φ(l[ai,ak])xj
− xjΦ(l[ai,ak])+ Φ(r[ak,aj])yi + xk(yixj − xjyi)→G −Φ(l[ai,aj])xk − yiΦ(r[ak,aj])
+Φ(l[ai,ak])xj − xjΦ(l[ai,ak])+ Φ(r[ak,aj])yi + xkΦ(l[ai,aj]).
If [ak, aj] = αkj1 a1 + · · · + αkjn an, then
Φ(r[ak,aj])yi − yiΦ(r[ak,aj]) = (αkj1 x1 + · · · + αkjn xn)yi − yi(αkj1 x1 + · · · + αkjn xn)
= αkj1 (x1yi − yix1)+ · · · + αkjn (xnyi − yixn)→G
−αkj1 Φ(l[ai,a1])− · · · − αkjn Φ(l[ai,an]) = −Φ(l[ai,[ak,aj]]).
Φ(l[ai,aj])xk − xkΦ(l[ai,aj]) = (αij1y1 + · · · + αijnyn)xk − xk(αij1y1 + · · · + αijnyn)
= αij1(y1xk − xky1)+ · · · + αijn(ynxk − xkyn)→G αij1Φ(l[a1,ak])
+ · · · + αijnΦ(l[an,ak]) = Φ(l[[ai,aj],ak]).
So, hijxk−yigkj reduces to−Φ(l[[ai,aj],ak])−Φ(l[ai,[ak,aj]])+Φ(l[[ai,ak],aj]) = 0moduloG by the Leibniz
identity.
(OR3) Let i, j ∈ {1, . . . , n}, k ∈ {1, . . . ,m}. The third possible overlap relation is
tijyk − yihjk = (xiyj + yiyj)xk − yi(−Φ(l[aj,ak])+ yjxk − xkyj) = xiyjxk + yiΦ(l[aj,ak])
+ yixkyj →{−hikyj} xiyjxk + yiΦ(l[aj,ak])+ Φ(l[ai,ak])yj + xkyiyj →{−xktij} xiyjxk
+ yiΦ(l[aj,ak])+ Φ(l[ai,ak])yj − xkxiyj →{−xihjk} yiΦ(l[aj,ak])+ Φ(l[ai,ak])yj
− xkxiyj + xiΦ(l[aj,ak])+ xixkyj = yiΦ(l[aj,ak])+ Φ(l[ai,ak])yj + xiΦ(l[aj,ak])
+ (xixk − xkxi)yj →G yiΦ(l[aj,ak])+ Φ(l[ai,ak])yj + xiΦ(l[aj,ak])+ Φ(r[ai,ak])yj
= (yi + xi)Φ(l[aj,ak])+ (Φ(l[ai,ak])+ Φ(r[ai,ak]))yj.
(yi + xi)Φ(l[aj,ak]) = (yi + xi)(αjk1 y1 + · · · + αjkn yn)
= αjk1 (yi + xi)y1 + · · · + αjkn (yi + xi)yn →G 0.
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(Φ(l[ai,ak])+ Φ(r[ai,ak]))yj = (αik1 y1 + · · · + αikn yn + αik1 x1 + · · · + αikn xn)yj
= αik1 (y1 + x1)yj + · · · + αikn (yn + xn)yj →G 0.
So, tijyk − yihjk reduces to 0 modulo G.
(OR4) Let i, j, k ∈ {1, . . . , n}. The last overlap relation is
tijyk − yitjk = (yi + xi)yjyk − yi(xj + yj)yk = xiyjyk
− yixjyk →{hijyk} xiyjyk − Φ(l[ai,aj])yk − xjyiyk →{−xitjk} −Φ(l[ai,aj])yk
− xjyiyk − xixjyk →{xjtik} −Φ(l[ai,aj])yk − xixjyk + xjxiyk
= −Φ(l[ai,aj])yk + (xjxi − xixj)yk →G −Φ(l[ai,aj])yk − Φ(r[ai,aj])yk
= −(Φ(l[ai,aj])+ Φ(r[ai,aj]))yk →G 0.
Therefore G is a Gröbner basis of the ideal Φ(I) and thus 〈lm(Φ(I))〉 = 〈{xjxi}i,j∈{1,...,m};i<j ∪
{xm+1, . . . , xn} ∪ {yixj}i∈{1,...,n},j∈{1,...,m} ∪ {yiyj}i,j∈{1,...,n}〉, which completes the proof. 
Example 8. Let (g = 〈a1, a2〉K , [−,−]) be the Leibniz algebra such that
[a1, a1] = a2, [a1, a2] = [a2, a1] = [a2, a2] = 0.
Then gLie = g〈a2〉 ∼= 〈a1〉 and G = {x2,−y2 + y1x1 − x1y1, y2x1 − x1y2, (x1 + y1)y2, (x2 + y2)y1, (x2 +
y2)y2, (x1 + y1)y1} is a Gröbner basis of the ideal Φ(I) ⊂ K〈y1, y2, x1, x2〉, with respect to degree
lexicographical ordering with y2 > y1 > x2 > x1 and thus a K -basis of UL(g) ∼= K〈y1,y2,x1,x2〉Φ(I) is
{xα01 , xα11 y1, xα21 y2}{α0,α1,α2≥0}. Note that G is minimal but not reduced since there are polynomials in G
which are not in the normal form, e.g., (x2 + y2)y1, (x2 + y2)y2.
4. Gröbner bases in UL(g)
Nordbeck (2001) introduces the concept of Factor-Gröbner basis (FG-basis) for ideals in K〈x1,...,xn〉
I
which agreeswith the one introduced byMora (1994) for two-sided ideals.We study two-sided ideals
althoughwe couldworkwith one-sided ideals of K〈x1,...,xn〉
I
by using only two-sided ideal Gröbner basis
techniques and a dummy variable attached to the one-sided generators.
Definition 9. Let J be a two-sided ideal of K〈y1,...,yn,x1,...,xn〉
Φ(I) , i.e., J is an ideal of K〈y1, . . . , yn, x1, . . . , xn〉
such that J ⊇ Φ(I). A set of elements F ⊂ J reduced moduleΦ(I) is called a Factor-Gröbner basis (FG-
basis) for J , if for every f ∈ J such that f 6= 0 (i.e., f /∈ Φ(I)) there exists g ∈ F such that lm(g) | lm(f ).
In the caseΦ(I) = 0 this is the usual definition of Gröbner basis. The following proposition shows
that the definition of FG-basis is really nothing more than an extension of the Gröbner basis forΦ(I).
Proposition 10 (Nordbeck, 2001, Proposition 6). Let F = {f1, . . . , fs} be a set of elements reduced
moduleΦ(I) and let G be a Gröbner basis of the idealΦ(I). Then F is a FG-basis for J in K〈y1,...,yn,x1,...,xn〉
Φ(I) if
and only if F ∪ G is a Gröbner basis of the ideal J in K〈y1, . . . , yn, x1, . . . , xn〉.
Our aim is to construct finite Factor-Gröbner basis for an ideal in UL(g).
Proposition 11. UL(g) is a noetherian ring for every Leibniz algebra g of finite dimension.
Proof. Let g → gLie be the canonical projection. Then SL(g → gLie) ∼= S(gLie) ⊕ S(gLie) ⊗ g as K -
vector spaces (Loday and Pirashvili, 1993). We have UL(g) ∼= K [x1, . . . , xm]n+1 where n = dimK g and
m = dimK gLie, and since SL(g→ gLie) contains S(gLie) as a central subalgebra, we get SL(g→ gLie) ∼=
S(gLie)⊕ S(gLie)⊗ g as S(gLie)-modules. Thus, SL(g→ gLie) is finitely generated as an S(gLie)-module,
and therefore SL(g→ gLie) is noetherian. UL(g) has a filtration such that the associated graded object
is of the form SL(g→ gLie) and so UL(g) is also a noetherian ring. 
The FG-bases in UL(g) can have infinite elements. Since UL(g) is a noetherian ring for any finite
dimensional Leibniz algebra g, a finite FG-basis can be obtained. Starting from a FG-basis G of an ideal
J , it is possible to construct the set lm(G) formed by the leading monomials of the polynomials of G.
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Lemma 12. The isomorphismψ : UL(g) −→ K [x1, . . . , xm]⊕K [x1, . . . , xm]y1⊕· · ·⊕K [x1, . . . , xm]yn,
ψ(f0 + f1y1 + · · · + fnyn) = (f0, . . . , fn), induces a partition on lm(G), so that lm(G) = D0⊔ · · ·⊔Dn,
where Di is the subset of lm(G) formed by the monomials that are in the ith component of K [x1, . . . , xm]⊕
K [x1, . . . , xm]y1 ⊕ · · · ⊕ K [x1, . . . , xm]yn, i ∈ {0, . . . , n}.
Proof. Straightforward. 
Lemma 13. For each Di, a finite subset of monomials Ei ⊆ Di such that for every d ∈ Di there exist e ∈ Ei
and p ∈ ψ−1(K [x1, . . . , xm]) such that d = lm(p · e), i ∈ {0, . . . , n} can be extracted.
Proof. Let i ∈ {0, . . . , n}.
If Di has a finite number of elements, we will take Ei = Di. Otherwise, we consider the ideal
generated by ψ(Di), 〈ψ(Di)〉 ⊆ K [x1, . . . , xm], the component labeled by yi, K [x1, . . . , xm]yi. Since
K [x1, . . . , xm] is a noetherian ring, we can find a finite subset ofψ(Di),ψ(Ei), such that every element
of ψ(Di) is divided by an element of ψ(Ei), that is, for every ψ(d) ∈ ψ(Di) there exist ψ(e) ∈ ψ(Ei)
and ψ(p) ∈ K [x1, . . . , xn] such that ψ(d) = ψ(p) · ψ(e). Therefore, considering the multiplication
in both sides, we have that for every d ∈ Di there exist e ∈ Ei and p ∈ ψ−1(K [x1, . . . , xm]) such that
d = lm(p · e) 
Proposition 14. Let Hi be the subset of G formed by the polynomials whose leading monomials are in Ei,
i ∈ {0, . . . , n}, and let B be the K-basis of UL(g) that is obtained from a Gröbner basis of the ideal Φ(I).
Then the set H = ∪ni=0Hi is a finite FG-basis satisfying:
(i) 〈H〉 = 〈G〉 = J;
(ii) For any f ∈ J , there exist p, q ∈ B and g ∈ H such that lm(f ) = lm(p · lm(g) · q).
Proof. (i) It follows from the construction of H .
(ii) For every f in J we can find g ∈ G and monomials a, b ∈ B such that lm(f ) = a · lm(g) · b.
The claim is clear if g ∈ H . In another case, we can find polynomials t ∈ H and r ∈
ψ−1(K [x1, . . . , xm]) such that lm(g) = lm(r · lm(t)).
lm(f ) = a · lm(r · lm(t)) · b = lm(a · r · lm(t) · b) = lm(lm(a · r) · lm(t) · b). 
Example 15. Let (g = 〈a1, a2〉Q, [−,−]) be the Leibniz algebra such that [ai, aj] = 0, i, j = 1, 2, and
the ideal J = 〈{x1y1 + x21, x21y21 + x41}〉 ⊆ UL(g).
A Gröbner basis of the ideal J = 〈{x2x1−x1x2, y1x1−x1y1, y1x2−x2y1, y2x1−x1y2, y2x2−x2y2, (x1+
y1)y1, (x1 + y1)y2, (x2 + y2)y1, (x2 + y2)y2, x1y1 + x21, x21y21 + x41}〉 ⊂ K〈y1, y2, x1, x2〉with respect to
degree lexicographical ordering with y2 > y1 > x2 > x1 calculated with the package NCAlgebra is
G = {x1y1 + x21, x2x1 − x1x2, y1x1 + x21, y1x2 − x2y1, y21 − x21, y1y2 + x1y2, y2x1 − x1y2,
y2x2 − x2y2, y22 + x2y2, y2y1 + x2y1} ∪ {x41} ∪ {−x21xn−12 y2 − x21xn2, x1xn2y1 + x21xn2}n∈N.
A FG-basis of the ideal J is G = {x1y1 + x21, x41} ∪ {−x21xn−12 y2 − x21xn2, x1xn2y1 + x21xn2}n∈N.
We have D0 = {x41}, D1 = {x1} ∪ {x1xn2}, D2 = {−x21xn−12 } and E0 = {x41}, E1 = {x1}, E2 = {x21}.
So, a finite FG-basis of the ideal J is H = {x41, x1y1 + x21,−x21y2 − x21x2}.
Note that the polynomials y1x1−x1y1, y21+x1y1 which are in the reduced Gröbner basis ofΦ(I) do
not appear among the terms of the Gröbner basis of J ⊃ Φ(I) since they reduce to y1x1 + x21, y21 − x21
using x1y1 + x21.
We could present some of the most basic applications of Gröbner bases, called ‘‘Gröbner basics’’.
Here, we give the algorithm of the ideal membership problem.
Corollary 16 (Ideal Membership Problem). Let J be a two-sided ideal of K〈y1,...,yn,x1,...,xn〉
Φ(I) . If H is a finite
FG-basis, then an element f is in J if and only if f reduces to 0modulo H.
Proof. It follows from Proposition 14. 
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Example 17. In a recent conversation, V. Levandovskyy asked us whether the universal enveloping
algebra UL(g) of a Leibniz algebra g was an example of a GR-algebra (Gröbner-ready algebra), i.e.,
a quotient of a G-algebra. These are algebras with generators {x1, . . . , xn} for which products xjxi
with j > i may be rewritten as (xixj+ other terms) and satisfy the non-degeneracy condition for
all 1 ≤ i < j < k ≤ n, NDC ijk = cijcjk · dijxk − xkdij + cjk · xjdik − cij · dikxj + djkxi − cijcik · xidjk = 0
with cij ∈ K and dij ∈ K〈x1, . . . , xn〉. The last versions of Singular::Plural (Greuel et al., 2003) allow
the computation of Gröbner bases for G-algebras.
Let (g = 〈a1, a2, a3〉K , [−,−]) be the Leibniz algebra such that
[a1, a1] = a3, [a3, a1] = a2, [a2, a1] = a2 + a3, and 0 in the other case.
Renaming y1 by x4, y2 by x5 and y3 by x6, the reduced Gröbner basis of the ideal Φ(I) ⊂
K〈x1, x2, x3, x4, x5, x6〉 is {x2, x3, x4 · x1 − x1 · x4 − x6, x5 · x1 − x1 · x5 − (x5 + x6), x6 · x1 − x1 · x6 − x5,
x1 · x4 + x24, x1 · x5 + x4 · x5, x1 · x6 + x4 · x6, x5 · x4, x25, x5 · x6, x6 · x4, x6 · x5, x26}.
Hence K〈x1, x2, x3, x4, x5, x6〉/Φ(I) ∼= K〈x1, x4, x5, x6〉/J , where J is generated by x4 · x1− x1 · x4−
x6, x5 · x1 − x1 · x5 − (x5 + x6), x6 · x1 − x1 · x6 − x5, x1 · x4 + x24, x1 · x5 + x4 · x5, x1 · x6 + x4 · x6, x5 ·
x4, x25, x5 · x6, x6 · x4, x6 · x5, x26.
Renaming x1 by z1, x4 by z2, x5 by z3 and x6 by z4, these relations do not define a G-algebra since
NDC2,3,4 reduces to−z23 + z3 · z4 + z24 in the quotient.
5. Implementation of calculations
In this section we describe a program in NCAlgebra (Helton et al., 1996) (a package running under
Mathematica) for implementing the algorithms discussed in this paper. The program will calculate
the reduced Gröbner basis of the ideal Φ(I) that determines UL(g) for low dimensions of g. The
Mathematica code, together with some examples, is also available in http://web.usc.es/∼mladra/
research.html.More computations for Leibniz algebras of dimension≤ 3 using the packageNCAlgebra
can be seen in Insua (2005).
####################################################################################
(* This program computes the reduced Gröbner Basis of the ideal Φ(I). To run properly
this code it is necessary to load the NCGB package *)
####################################################################################
(* Let be g a Leibniz algebra of dimension d *)
d= (* Write here the value of d *)
(* Insert the Bracket represented by Bracket[{i1, i2}] := {a1, . . . , ad} where [ei1 , ei2 ] =
a1e1 + · · · + aded. In Example 17, e.g., Bracket[{2, 1}] :={0,1,1} *)
(* Relations are generated *)
(* Type (B1) relations *)
RelationsOne[IndexSet_List] :=
Bracket[IndexSet].Table[x[i], {i, 1, d}] -
(x[IndexSet[[1]]] ** x[IndexSet[[2]]] - x[IndexSet[[2]]] ** x[IndexSet[[1]]])
(* Type (B2) relations *)
RelationsTwo[IndexSet_List] :=
Bracket[IndexSet].Table[ y[i], {i, 1, d}] -
(y[IndexSet[[1]]] ** x[IndexSet[[2]]] - x[IndexSet[[2]]] ** y[IndexSet[[1]]])
(* Type (B3) relations *)
RelationsThree[IndexSet_List] :=
x[IndexSet[[1]]] ** y[IndexSet[[2]]] + y[IndexSet[[1]]] ** y[IndexSet[[2]]]
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(* Generators of the ideal Φ(I) *)
G = {}
A = Tuples[Table[i, {i, 1, d}], 2]
lengA = Length[A]
(* All type (B1) relations are generated *)
Do[ G = Join[G, {RelationsOne[A[[i]]]}] , {i, 1, lengA}]
(* All type (B2) relations are generated *)
Do[ G = Join[G, {RelationsTwo[A[[i]]]}] , {i, 1, lengA}]
(* All type (B3) relations are generated *)
Do[ G = Join[G, {RelationsThree[A[[i]]]}] , {i, 1, lengA}]
(* Noncommutative variables are defined *)




(* This output gives the normal forms of the polynomials
which appear in the proof of Theorem 7 *)
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