Abstract-The time complexity of supervisory control design for a general class of problems is studied. It is shown to be very unlikely that a polynomial-time algorithm can be found when either 1) the plant is composed of components running concurrently or 2) the set of legal behaviors is given by the intersection of legal specifications. That is to say, in general, there is no way to avoid constructing a state space which has size exponential in + .
I. INTRODUCTION
A DISCRETE-EVENT system (DES) is a dynamic system in which state changes occur in response to the occurrence of certain events. At any state of the system, a number of possibilities are offered for the next move, which is taken nondeterministically and the state updated accordingly. Examples of discrete-event systems can be found in manufacturing systems, communication networks, and traffic systems. In general, discrete-event systems are suitable for modeling the logical (high-level) aspects of any dynamic system. Supervisory control of DES was introduced by Ramadge and Wonham [1] . The behavior of a plant is modeled by a language , and the set of legal event sequences, or behaviors, is specified by a language . In general, it does not have to be the case that , i.e., the plant has the potential to generate illegal event sequences. The goal of supervisory control is to eliminate such behavior. The possibility of control is provided by partitioning the set of events into controllable and uncontrollable events. Controllable events can be turned on and off by a supervisor which actively monitors the system and can intervene at any point in time in order to prevent unwanted behavior. In [1] , a design procedure is presented which produces a min-imally restrictive supervisory control, i.e., one that intervenes only when illegal sequences are inevitable otherwise.
In order to make our design amenable to computation, and must have finite representations. Assuming that they are regular, each can be generated by a finite deterministic automaton. It is shown in [2] that in this case a minimally restrictive supervisor can be computed in time polynomial in the size of the plant and specification automata.
In this paper, we continue to use the finite deterministic automaton as our basic model. The plant is composed of modules running concurrently, whereas the specification has components, each rejecting certain event sequences as illegal (namely, those they do not accept). Note that the previous problem is a special case where . Moreover, while we did not gain in the expressive power, we have now a more concise representation for and : a problem with arbitrary and can be converted into the standard RW supervisory control problem (single plant, single specification), where the state sizes of the plant and specification are exponential in and , respectively.
We study the time complexity of supervisory control design for this generalized class of problems. We will show that there is no free lunch: although we have a more concise representation of the input (plant and specification), the computation time of any algorithm solving the problem seems unlikely to be polynomial in the size of the input. Therefore, as one might suspect, there is a price to be exacted for conciseness. The contribution of this paper is to confirm this suspicion by applying the techniques of complexity theory. In a rigorous sense, we prove that the problem at hand is "no easier" to solve than the -complete problems, whose hardness is generally accepted, namely, they do not seem to be solvable in polynomial-time.
The rest of this paper is organized as follows. Section II lays the groundwork for this study. It starts with an overview of some basic concepts from complexity theory (as we do not assume any background on this topic), followed by a formal statement of the supervisory control problem. Section III proves the hardness of the general problem where and now contribute to the problem parameters. The problem is specialized slightly in Section IV by fixing , but it is shown that it is still too general to be solvable in polynomial-time. Section V contains a result which states that for this specialized case, the existence of a memoryless supervisor is -complete. In Section VI, we first briefly explain our point of view, and then we review some related work on the complexity of supervisory control design. Section VII concludes the paper.
II. PRELIMINARIES

A. Decision Problems and Complexity Classes
A problem is a parametrized question to be answered. An instance of a problem is obtained by specifying particular values for all the problem parameters. For instance, the problem SATISFIABILITY asks whether is satisfiable, where is a Boolean formula in conjunctive normal form (CNF). For our problem statements we use the format adopted in [3] A decision problem is one whose answer, depending on the instance, is either "yes" or "no." For example, SATISFIABILITY is a decision problem, which has and among its "yes" and "no" instances, respectively. Note that the truth assignment satisfies , while does not have any satisfying truth assignment.
We say an algorithm solves a problem if it produces a correct answer (solution) when applied to any instance of the problem. For decision problems, one might alternatively say that the algorithm decides the problem.
For instance, one might propose the following algorithm for deciding SATISFIABILITY: main for ;
define truth assignment the -bit binary encoding of ; if is a satisfying truth assignment for return "yes;" return "no,"
Note that this algorithm is not particularly smart, as it tries out all candidates for the truth assignment one after the other, until it either finds a satisfying one, in which case it reports that the formula is satisfiable, or exhausts all possibilities without success, in which case it returns "no." As we shall see later, for SATISFIABILITY and many other interesting problems, one cannot, unfortunately, seem to improve much on the exhaustive search that was employed by this algorithm. But what exactly are we trying to improve here?
The theory of complexity is concerned with the usage of computational resources required by a computation. Time is arguably the most important of all such resources. Probably no one will find terribly useful a computer program that takes longer than his lifetime to perform its task. Thus, it is important to study the time that an algorithm requires to compute a solution (or to halt on an instance of the problem for which the algorithm is designed). This will enable us to categorize a problem based on the time the fastest known algorithm for it needs to compute a solution.
We measure the computation time of an algorithm in terms of the number of steps that it takes before it terminates. This way we have a measure which is technology-independent and does not change with the introduction of faster computing devices. Note that the computation time of an algorithm depends on the input (or the problem instance) to which it is applied. Intuitively, a computation takes longer to run on "larger" inputs. To capture this intuition, we encode all instances of a problem using a fixed, "reasonable" encoding scheme. A reasonable encoding of number 6 could be 6 or 110, or any other representation of that number in a nonunary basis. Directed graphs can be represented concisely by their adjacency matrices. Denote by the set of all instances of a problem thus encoded, and let denote the size of instance . If is an algorithm for , define the time complexity function of to be time required by on As desired, is a nondecreasing function which gives, for each natural number , the largest 1 amount of time required by to solve a problem instance of size at most . Of course, this function is not well-defined unless one fixes an encoding scheme and a model of computation over which the algorithm is implemented (e.g., Turing machine, random access machine, or any realistic model of a computer). But as it happens, changing either of the two can only affect the computation time polynomially, and therefore the class of polynomial-time algorithms is robust under changes to the encoding scheme and the model of computation.
We classify decision problems as follows. For a nondecreasing function , define the complexity class to be the class of all problems 2 for which an algorithm with time complexity is known to exist. Let be the set of all functions such that Thus, a function in grows at a rate bounded by . Now we are ready to define the class of polynomial-time problems Thus, the membership of a problem in is established upon finding an algorithm for that runs in polynomial-time.
The complexity class is of paramount importance in complexity theory. As pointed out earlier, it is robust under changes to the model of computation and the encoding scheme. Thus, for an algorithm that decides the primeness of a natural number, regardless of whether the algorithm is implemented on a Turing machine or a random access machine, and regardless of whether the number is encoded in binary or decimal, the computation time would be the same within the order of a polynomial.
From a practical point of view, the time required by an exponential-time algorithm grows so explosively fast with the size of the problem instance that the algorithm is rendered useless for all but relatively small inputs. Thus, we consider a problem well-solved only when a polynomial-time algorithm is found for it. This is made possible only by gaining deeper insight into the structure of the problem [3] .
Unfortunately, the current state of knowledge does not provide polynomial-time algorithms for many interesting problems. That of course does not mean that they do not belong to . As a matter of fact, it seems equally difficult to prove that they are intractable (a problem is intractable if it is so hard that no polynomial-time algorithm can possibly solve it). In order to study the complexity of problems that are neither known to be intractable nor known to be in , we introduce the class of problems. Here we give only an informal description of this class, and refer the interested reader to [3] and [4] for a formal treatment of the subject.
Class consists of problems that are verifiable in polynomial-time. By that we mean that for any "yes" instance of the problem-and for "yes" instances only-if one is presented with proper evidence, he can be convinced without too much effort that the instance does indeed satisfy the properties asked for by the problem. For example, COMPOSITE asks whether a natural number is a composite number. The number 1073 happens to be a "yes" instance of COMPOSITE. Given the set of nonelementary factors {29, 37}, one can convince himself that 1073 is composite by verifying . Notice that no matter how hard it could be to factorize a natural number, it is easy (i.e., do-able in polynomial-time) to verify that a given set of nonelementary factors multiply to that number.
The exact nature of the relationship between and is not clear. It follows from the formal definition of that . Yet it is not known whether , and in fact this is the most outstanding question in complexity theory. SATISFIA-BILITY, for example, belongs to , as one is easily convinced that a Boolean formula is satisfiable upon being presented with a satisfying truth assignment. (Note that it is verifiable in polynomial-time whether a truth assignment satisfies a formula.) But the membership or nonmembership of SATISFIABILITY in is not known. No one has yet been able to find a polynomial-time algorithm for SATISFIABILITY, nor to show that no such an algorithm could possibly exist.
We conclude this section by defining the class of -complete and -hard problems. A problem is said to be complete for a complexity class if it epitomizes the hardness of that class. In , a problem is complete if it is at least as hard as any problem in , in the sense that a polynomial-time algorithm for can be converted into one for any problem in (see Fig. 1 ). Thus, if one succeeded in finding a polyno- mial-time algorithm for any one -complete problem, the entire class would collapse to . Since it is generally believed that -complete problems are least likely to be solvable in polynomial-time. SATISFIABILITY was the first problem shown to have this property, by Stephen Cook in 1971 [5] . Since then, numerous interesting problems have been shown to fall into this category. For a list of such problems the reader is referred to [3] .
The -hard complexity class is defined similarly, the only difference being that the condition of membership in is dropped. In other words, a problem is -hard if it is at least as hard to solve as any problem in , yet the problem itself does not have to belong to .
B. RW Control of Discrete-Event Systems
We investigate the time complexity of designing a supervisory control for a plant so that the supervised system behaves in agreement with some prescribed behavior (specification). In its simplest form, both plant and specification are modeled by finite deterministic automata.
Let be an alphabet, i.e., a finite set of symbols (system events). Denote by the set of all finite words over , including the empty string . A language is a subset of . A finite deterministic automaton (FDA) is a tuple , where is the set of states, is the subset of marker or accepting states, is the initial state, and is the (partial) transition function. We extend recursively to as follows, where and are arbitrary and are defined.
For and , let stand for " is defined". The set of words such that is the closed behavior of , denoted by , while the subset of words such that is the marked behavior of (also called the language accepted by ), denoted by . We model a discrete-event system by an FDA . The alphabet of events is partitioned into the set of controllable and uncontrollable events:
. The controllable events are at the disposal of a supervisor in charge of controlling the system. The supervisor monitors the event sequences generated by the system as they evolve, and can restrict the system behavior by disabling a subset of controllable events at any point in the sequence. Formally, this is represented by a map such that for all , we have that . We denote the supervised system by . Its closed behavior is the smallest set satisfying 1)
2)
The marked behavior is . The objective of supervisory control is to remove illegal event sequences from the supervised system. If the set of legal behaviors is given by the language accepted by an FDA -called (requirement) specification-then the decision version of supervisory control problem [1] , denoted by SUP11, asks whether there exists a supervisor for such that SUP11 INSTANCE: A pair of FDA and . QUESTION: Does there exist a supervisor such that
In [2] , an algorithm is given that decides 3 SUP11 in time polynomial in the size of and . Thus SUP11 . But more often than not, both plant and specification are composite structures, given by two sets of FDA and , respectively. The plant dynamics is governed by the concurrent (interleaving) operation of the individual components, with the possibility of synchronization on shared events. The set of legal behaviors, on the other hand, is given by the intersection of , i.e., the supervised system must meet all the (possibly local) requirements . Formally, the concurrent behavior of the components is described by their synchronous product, while all the components can be replaced by their meet, defined below. consists of the interleavings of those event sequences of the components that can synchronize on the shared events. In the special case where for all , the product is also called meet, and is denoted by . In this case, the closed and marked behavior is the intersection of the closed and marked behaviors of the components, respectively.
III. MULTIPLE PLANT, MULTIPLE SPECIFICATION
We consider the problem of synthesizing an RW supervisor for the general case where the plant consists of parallel components, while the requirement on the plant behavior is specified by independent automata, each requiring that the plant behavior be restricted in a certain way. We show that this problem is -hard. Intuitively, this means that the problem is so general that forming the product structure of all 's and 's is probably all one could do in order to compute a supervisor.
We We would like to systematically construct an instance of SUPMM, that is, a tuple , such that 1) length of (defined appropriately, e.g., as the sum of the state sizes of the constituent automata) is polynomial in the size of the formula; 2) is satisfiable if and only if there exists a supervisor such that Thus, we "efficiently" encode every instance of SATISFIA-BILITY (that is, a Boolean formula in CNF) into an instance of SUPMM (that is, a tuple ), and moreover, is a "yes" instance of SATISFIABILITY if and only if is a "yes" instance of SUPMM. When such an encoding exists, SATISFIABILITY is said to be reducible in polynomial-time to SUPMM. Note that in this case, if one has a polynomial-time algorithm for deciding SUPMM at his disposal, he can run that algorithm on the encoding of Boolean formulas to decide SATISFIABILITY in polynomial-time (see Fig. 1 ). In other words, if SUPMM is decidable in polynomial-time, so is SATISFIABILITY, justifying the informal statement that "SUPMM is at least as hard to decide as SAT-ISFIABILITY", i.e., SUPMM is -hard. Since no one has yet been able to come up with a polynomial-time algorithm for deciding SATISFIABILITY, the existence of a polynomial-time reduction from SATISFIABILITY to a given problem is strong evidence of the unlikelihood that a polynomial-time algorithm can be found for the problem at hand (for otherwise one of the most outstanding problems of modern times had been solved). The reduction proceeds as follows. Given a formula in variables and clauses (in the example, and ), we choose and . Corresponding to each variable we have a two state automaton which is in its final (accepting, or marker) state when either of 1 (true) or 0 (false) is assigned to . This is shown in Fig. 2 . Here, the transition labeled by represents assigning 1 (0) to the variable . Thus, a string over the alphabet is accepted by if and only if it encodes a truth assignment to the variables. Note that there are such strings.
We assume that all events are controllable, so there exists a supervisor such that if and only if . Next we define so that a string is accepted if and only if it satisfies the th clause,
. Consider the first clause. This clause is satisfied if either 1 is assigned to , or 0 is assigned to , or 0 is assigned to . We represent this using a two-state automaton, where a string is accepted when it contains either (i.e., 1 is assigned to ), or (i.e., 0 is assigned to ), or (i.e., 0 is assigned to ). This is depicted in Fig. 3 .
Similarly, , and are defined in Fig. 4 . Thus, a string is accepted by and (i.e., ) iff it represents a truth assignment to the variables (it is accepted by ) which satisfies all clauses (it is accepted by ), i.e., iff it represents a satisfying truth assignment.
In the example, observe that is one such string, and that is a satisfying truth assignment for . In contrast, let us drop the last literal of the first clause (i.e., ) to obtain a new formula , given below Applying the reduction technique described above would yield the same set of automata with the exception of , which has to be replaced by , shown in Fig. 5 .
It can be verified that no string of can take both and to their accepting states 4 and thus, as will be formally proven shortly, is not satisfiable.
Q.E.D. Proof: By reduction from SATISFIABILITY. Let be a CNF Boolean formula in variables and consisting of clauses or for some 4 As mentioned earlier, one needs to verify the validity of this claim only for 2 2 3! strings accepted by M. From , we construct an instance of SUPMM whose length is polynomial in the length of and for which a supervisory map exists if and only if is satisfiable.
Let and , and define . We assume that all events are controllable, i.e., for all , and thus a supervisory map exists if and only if . For , let be the machine in Fig. 6 , and for , let be shown in Fig. 7 . We prove that is satisfiable if and only if ( and are defined as before). Suppose that is satisfiable. Denote by the set of all Boolean variables . Let be a satisfying truth assignment for . Define: We argue that the string is accepted by both and , and thus . Obviously is accepted by since its th symbol drives to its accepting state. As for , we observe that since is a satisfying truth assignment, it must set at least one literal of the th clause (that is, for some We show that is a satisfying truth assignment. Consider the th clause of . Since takes to its accepting state, it must be the case that implying (note that ). Thus satisfies the th clause for all , and that completes the proof.
IV. SINGLE PLANT, MULTIPLE SPECIFICATION
In this section, we focus our attention on the problem of supervisory control design for the case where the system (plant) is modeled by a single automaton , but just as before, the requirement on the system behavior can be specified by a set of automata . Denoting this new problem by SUP1M, we observe that an instance of SUP1M-that is, a tuple , where and , are FDA over some fixed alphabet -is also an instance of SUPMM, where the parameter of the latter happens to be fixed at one. In complexity theory, SUP1M is said to be a specialization of SUPMM, or equivalently, SUPMM is said to be a generalization of SUP1M. Now suppose one claims to have found a polynomial-time algorithm for deciding SUPMM. It is immediately seen that the same algorithm will decide SUP1M in polynomial-time as well. Thus, we have established that SUP1M is "easier" to decide than SUPMM, and one can hope for a more efficient algorithm for deciding this problem. But as the next theorem suggests, SUP1M is still too general to allow efficient computation of a solution for all instances of the problem. Before stating this result, we define SUP1M in the style of [3] . SUP1M INSTANCE: An FDA (plant) and a set of FDA (specification), all defined over an alphabet . Denote (meet of 's) and let and denote the language accepted by and , respectively. QUESTION: Does there exist an RW supervisor such that
Theorem 2: SUP1M is -hard. Proof: The idea is very simple. Let be a CNF Boolean formula in variables and consisting of clauses. In the reduction of Theorem 1, observe that each truth assignment of variables is represented by different strings in . For example, the string encodes the truth assignment , as do all other permutations of . But the order in which the variables are assigned their truth values does not affect the evaluation of a Boolean formula, and therefore one can choose a fixed order on the variables and keep only those strings of conforming to that order. The resulting language is accepted by a simple -state automaton shown in Fig. 8 , where we have chosen the order induced by that on the indices (i.e., ). Note how imposing this order turned the parallel machine in the proof of Theorem 1 into a sequential one.
We specify the requirements exactly as before, i.e., we set and corresponding to each clause we define one component. The rest of the proof mimics that of Theorem 1 and is omitted. 
V. TWO MORE RESULTS
A. Memoryless Supervisors
We open this section by stating a corollary of Theorem 2 which concerns a special class of supervisors.
Let be an FDA. We call a supervisor memoryless iff Intuitively, a supervisor is memoryless if and only if it can base its decisions solely on the states of the plant. Thus, one need not buy "extra memory" to implement a memoryless supervisor; the state of the plant is all the supervisor needs to know about the system's past. In our future references, we might as well take a memoryless supervisor to be a map from the state set of the plant to the power set of events, in other words, we may freely think of the map of the above definition in our references to . Then it follows from that . Next we have to show that SUP 1M belongs to the class . The way we do this is by presenting a polynomially succinct witness of membership for each "yes" instance of SUP 1M. Given that is a "yes" instance of SUP 1M, a witness is a mathematical object which validates as a "yes" instance of the problem. This witness cannot be unreasonably long (hence it has to be polynomially succinct, i.e., its length has to be polynomial in ), and using as a witness, it must be verifiable in polynomial-time that is a "yes" instance of the problem. Given a "yes" instance of SUP 1M, let be a memoryless supervisor such that . Define , where undefined otherwise Intuitively, models the plant under 's control, i.e., . Observe that is polynomially succinct, and that one can verify in polynomial-time that by verifying instead that , for all .
B. Safety Requirements
In this section, we further restrict the instances of SUP1M by requiring that the specification represent only safety requirements, that is to say, all states of are accepting . Our last result states that this specialization of SUP1M is still -hard. Theorem 4: The variant of SUP1M in which only safety specifications are considered is -hard. Proof: Note that none of the 's in the reduction of Theorem 2 asks for disabling any of the events and thus they cannot be reused here. We shall try to specify the desirable (i.e., satisfying) truth assignments indirectly by disabling the undesirable ones. This is in contrast to the proof of Theorem 2, where the satisfying truth assignments were specified directly. Referring to the example of Page 3, observe that the first clause is not satisfied iff . Therefore, taking the sequential model used in Theorem 2 as our "truth assignment generator," we specify by means of that "if (event ) and (event ), then must be 0 (i.e., event must happen; in other words, event or the assignment must be disabled). This is shown in Fig. 9 . Similarly, the safety specifications and below state the satisfiability conditions of the 2nd, 3rd, and 4th clauses, respectively, as shown in Fig. 10 .
It is straightforward to verify that with this reduction a formula is satisfiable if and only if , and that completes the proof. 
VI. DISCUSSION AND RELATED WORK
A. Life After -Completeness
The revelation that a problem is -complete or even harder opens up new lines of approach to the researcher in the field. First of all, he may conclude that the problem that he has formulated is too general to admit an efficient algorithm that solves all instances of the problem. But maybe not all these instances are of interest, something that he may find out later by examining the real-world problem more carefully and discovering that only instances that possess certain structural properties (e.g., planarity when the domain of discourse is graph theory) are of practical importance. If so, he only needs to solve a special case of the problem that he started with, something that is computationally easier and therefore chances are that a polynomial-time algorithm can be found.
After that, if the problem remains intractable, one can cope with -completeness in a variety of ways. One might look for algorithms that do well on "average cases," despite having an exponential-time worst case performance. Or if the problem under investigation is an optimization problem, one might relax the problem somewhat and aim for a solution that is guaranteed to be within an acceptable neighborhood of the optimum, defined by means of an appropriate distance function over the solution domain. An algorithm with such a performance guarantee can compute a near-optimal solution which is for our purposes close enough to the optimum, yet does not need the enormous amount of effort involved in computing the optimal solution.
A more detailed coverage of these topics can be found in [3] and [4] .
B. Related Work
We begin by contrasting our results with those in [6] , where the modular supervision of discrete-event systems is studied. Specifically, we note the similarity of our SUP1M with SP1 in Fig. 11 . Unsatisfiable formula and conflicting supervisors. [6] : in both, the requirement is specified modularly as the intersection of closed behaviors. In SP1, one wishes to find a supervisor so that the controlled closed behavior complies with the requirement. This is shown to be do-able in a modular fashion, i.e., one can solve the problem for the individual specifications one at a time, and then combine the local control functions by taking their intersection to obtain a global, modular control. The computation time is thus polynomial in the state sizes of the input automata.
In contrast, in SUP1M we seek to restrict the marked behavior of the plant to a (nonempty) subset of the requirement, which as before is specified by the intersection of closed languages. Although the modular design outlined above guarantees that the requirement will indeed be satisfied, it could yield an empty controlled marked behavior, which is unacceptable. Note that in the modular scheme the controlled closed behavior is empty if and only if the closed behavior is empty under some local controls. The controlled marked behavior, on the other hand, can be empty even when all marked behaviors under the local controls are nonempty, i.e., when the local supervisors come into conflict at the global level and cause the system to block. Thus, a supervisor for an instance of SUP1M does not exist when either one of the local specifications cannot be met, or the local supervisors come into conflict in the global setting. It is this feature of SUP1M that makes a solution hard to compute.
For example, is an unsatisfiable Boolean formula, which is translated by our reduction scheme to a "no" instance of SUP1M shown in Fig. 11 . Although and are "yes" instances of SUP11 (recall that SUP11 is decidable in polynomial time), every supervisor for conflicts with every one for , and as a result no supervisor for exists. A number of -and -hard results have been stated and proved in [7] for the basic supervisory control problem (single plant, single specification) under partial observation. The supervisor can monitor the system only through a "mask" which hides certain events. If the hidden events are critical in deciding the control action, the supervisor will try to recover them by analyzing the observed behavior of the plant, an operation that might require additional "memory". By use of a neat construct, it is shown that the state size required for this analysis can be exponential in the size of the plant.
A good illustration of how dealing with special cases can reduce the complexity of a problem can be found in [8] . Certain problems involving product systems, including Mutual Exclusion, can be decoupled and analyzed in terms of the system components, and as a result the supervisor-really a coordinator since it only controls the relative order of events among different processes-can be synthesized in a modular fashion. Borrowing the notation of Section III, this means roughly that has a realization , where are local supervisors, and can be computed from without too much effort. The problem is solvable in polynomial-time if for all can be computed in time polynomial in the size of . Antoniotti and Mishra prove the -completeness of the Unrestricted CTL Supervisor Synthesis problem [9] . The plant is modeled by a labeled finite state machine, while the specification of the desired behavior is given by a CTL formula (see Appendix). The objective is to find a memoryless supervisor so that the supervised system becomes a "model" for the formula, i.e., it satisfies the specification.
If is a CTL formula for all , then by the CTL syntax so is , and moreover, has size polynomial in . Let us for a moment assume that each can be translated into an automaton in polynomial-time. Then if we were to represent by a single automaton, that automaton would be , which in worst case has size exponential in . Thus, one can expect the algorithm for Unrestricted CTL Supervisor Synthesis to have an exponential worst case performance 5 . In fact, we believe that the problem in [9] would remain -complete even if one excludes the ill-behaved disjunctive formulas discussed in that paper. For this we propose the reduction outlined in the Appendix.
VII. CONCLUSION
We have shown that it is unlikely that the supervisory control problem in an automaton setting can be solved efficiently when either the plant or specification is described modularly. In other words, the infamous "state-space explosion" problem is unavoidable in general. We pointed out that one should therefore direct his efforts to special cases of the problem, where smarter algorithms may emerge if the plant or specification possess certain structural properties. One such instance is when the specification is modular and only the closed behavior is of concern (or equivalently, when all states are marked) [6] . In passing, we showed that the more concise a specification formalism, the harder it becomes to decide a problem specified in that formalism.
APPENDIX I THE COMPLEXITY OF CTL SUPERVISOR DESIGN
Let be a finite deterministic automaton whose states are labeled with symbols from a set . A member is 5 Another illustration that conciseness does not come for free. holds true of the next state of the computation holds true of all states of the computation holds true of some states of the computation (Remember that is a CTL formula, and by saying " is true of a state" we really mean " is true of the computation tree rooted at that state".)
For path quantifiers, we have the option of choosing between the universal or existential quantifiers. If is a path formula, states that is true of all (some) computations of the tree.
As an example, if is a CTL formula, so is , which states that "at all states of all computations ( ; thus at all reachable states) holds true". Thus, the formula states that is an invariant of the system; it is true everywhere.
We use the following notation in the sequel. We denote by the fact that the CTL formula is true of the computation tree rooted at state of . In particular, when , the initial state of , one might drop from the notation and simply write , read " is a model for ". In logic, this means that is an interpretation in which is true. In general, it need not be the case that . The question then is whether there exists a memoryless supervisor such that . A slightly different version of this problem is proved to be -complete in [9] . Here we propose a different reduction than that in [9] , which exploits the fact that with CTL as the specification formalism, one can state a lot of requirements using a very short formula, and thus the problem becomes -complete even in the single plant, single specification (that is, a CTL formula) case.
We illustrate the idea on a simple example. Let the Boolean formula be given. We would like to construct an instance of the problem just described such that a memoryless supervisor with the 6 is taken to be fa ; a g. property exists if and only if is satisfiable. The proposed and are shown in Fig. 12 . As before, is a serial truth assignment generator. Note that implicitly all states of are accepting (marked) and so they are indistinguishable in this respect. Nonetheless, we introduce our own marker ' ' to distinguish the final state from the rest. This state is special because every truth assignment to the variables corresponds to a computation of that terminates at this state. The formula is the conjunction of subformulas. We have a subformula of for each clause of , and then we have , which requires that all computations of the supervised system terminate at the final state, so that each represents a truth assignment to the variables. The subformulas , make such a truth assignment a satisfying one. They all are invariant properties stating exactly the satisfiability condition of the th clause.
For instance, states that either all next states of any state labeled with (note that there is only one such state) are labeled with "0" (i.e., the transition to the state labeled with "1" must be disabled, which is to say that is assigned "0"), or all next states of any state labeled with are labeled with "1." Note that if we were to express the same set of properties using the language accepted by an automaton, we would have to intersect all the component automata, which in general requires a state space with size exponential in . As the size of is polynomial in , evidently CTL provides a more succinct specification of the properties that we wish to verify. Yet, the -completeness result suggests that there is no gain in the computation time (see Fig. 13 ).
