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JANTZEN SUM FORMULA FOR RESTRICTED VERMA
MODULES OVER AFFINE KAC-MOODY ALGEBRAS AT
THE CRITICAL LEVEL
JOHANNES KU¨BEL*
Abstract. For a restricted Verma module of an affine Kac-Moody al-
gebra at the critical level we describe the Jantzen filtration and calculate
its character. This corresponds to the Jantzen sum formula of a baby
Verma module over a modular Lie algebra. This also implies a new
proof of the linkage principle which was already derived by Arakawa
and Fiebig.
1. Introduction
To a simple Lie algebra g with Cartan subalgebra h one associates an
affine Lie algebra ĝ with Cartan subalgebra ĥ. The root system R of g can
be embedded into the root system R̂ of ĝ. In [3] the authors introduce the
category Oc of restricted representations of ĝ at the critical level. Denote
by Oc the direct summand of the usual highest weight category O over ĝ
which consists of modules with critical level. Then Oc is the subcategory of
Oc on which those elements of the Feigin-Frenkel center act by zero which
are homogeneous of degree unequal to zero.
Conjecturally, the restricted category Oc should have the same structure
as the representation category over a small quantum group or a modular
Lie algebra described in [1]. The standard modules in Oc, which should
correspond to baby Verma modules in the representation categories of [1],
are the so called restricted Verma modules. They are the maximal restricted
quotients of the ordinary Verma modules.
Towards the description of Oc, Arakawa and Fiebig confirmed the above
conjecture in the subgeneric (cf. [2]) and Frenkel and Gaitsgory in the
generic case. In [1], chapter 6, and also in [9] the authors compute a Jantzen
sum formula for a baby Verma module Z(λ) which describes the characters
of the Jantzen filtration as an alternating sum formula of certain characters
of baby Verma modules of weight ”lower” than λ.
We deduce the analogous formula for restricted Verma modules at the critical
level. To be more precise, let λ ∈ ĥ∗ be a weight of critical level. We
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introduce the Jantzen filtration
∆(λ) = ∆(λ)0 ⊃ ∆(λ)1 ⊃ ∆(λ)2 ⊃ ...
and deduce the formula∑
i>0
ch∆(λ)i =
∑
α∈R(λ)+
(∑
i>0
(
ch∆(α ↓2i−1 λ)− ch∆(α ↓2i λ)
))
Here R(λ)+ ⊂ R denotes the positive integral roots of the finite root system
R. The notation α ↓i λ for i ≤ 0 is defined inductively by α ↓ (α ↓i−1 λ)
where α ↓ λ = sα · λ if sα · λ ≤ λ and α ↓ λ = s−α+δ · λ if sα · λ > λ. Here
δ ∈ R̂ denotes the smallest positive imaginary root and sα, s−α+δ are the
reflections corresponding to the real roots α,−α+δ of the affine Weyl group
Ŵ with its dot-action on ĥ∗.
The strategy to proof the Jantzen sum formula is to deduce the subgeneric
cases first and then put these together to get the general result in a very
similar manner as in [6], chapters 5.6 and 5.7. To deduce the subgeneric case
we use a result of [2] which states that for λ ∈ ĥ∗ critical and subgeneric the
maximal submodule of ∆(λ) is isomorphic to the simple module L(α ↓ λ)
with highest weight α ↓ λ.
In [3] the authors introduce projective objects in the restricted category
Oc and a BGGH-reciprocity to deduce the linkage principle for restricted
Verma modules conjectured by Feigin and Frenkel. It states that if the
simple module with highest weight µ ∈ ĥ∗ appears as a subquotient in a
Jordan-Ho¨lder series of ∆(λ), where λ ∈ ĥ∗ is critical, then µ ∈ Ŵ(λ) · λ.
Here Ŵ(λ) denotes the integral affine Weyl group of the root system R(λ)
corresponding to λ with its dot-action on ĥ∗.
The linkage principle immediately follows from the Jantzen sum formula and
thus gives an independent proof.
2. Preliminaries
In this chapter we shortly introduce the construction of an (untwisted)
affine Kac-Moody algebra starting with a simple Lie algebra. We collect
some facts about the root data, the Weyl group and the invariant bilinear
form.
2.1. Affine Kac-Moody algebras. Let g be a simple Lie algebra with a
Borel subalgebra b and a Cartan subalgebra h. We denote by R the root
system with positive roots R+ and by Π the simple roots. Moreover, denote
by W the finite Weyl group and by κ : g× g→ C the Killing form.
We take a non-split central extension g˜ of the loop algebra g⊗CC[t, t−1]. As
a vector space g˜ is the direct sum (g⊗C C[t, t−1])⊕Cc, where c is a central
element.
Adding a derivation operator d with the property [d, ·] = t ∂
∂t
, we get the
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affine Kac-Moody algebra ĝ associated to g. As a vector space we have
ĝ = (g⊗C C[t, t−1])⊕ Cc⊕ Cd and the Lie bracket is given by
[c, ĝ] = {0}
[d, x⊗ tn] = nx⊗ tn
[x⊗ tn, y ⊗ tm] = [x, y]⊗ tm+n + nδm,−nκ(x, y)c
where x, y ∈ g and n ∈ Z. The Borel subalgebra of ĝ corresponding to b ⊂ g
is given by
b̂ = (g⊗C tC[t] + b⊗C C[t])⊕ Cc⊕ Cd
while the corresponding Cartan subalgebra of ĝ is given by
ĥ = h⊕ Cc⊕Cd.
2.2. Affine roots, Weyl groups and bilinear forms. For a vector space
V we denote by 〈·, ·〉 : V ∗ × V → C the natural pairing with its dual space.
Denote by ≤ the usual ordering on ĥ∗. The projection ĥ = h⊕Cc⊕Cd→ h
induces an embedding h∗ ⊂ ĥ∗. By this embedding we can consider all finite
roots as elements of ĥ∗. We define two weights Λ◦, δ ∈ ĥ
∗ by the relations
〈δ, h ⊕ Cc〉 = {0}
〈δ, d〉 = 1
〈Λ◦, h⊕Cd〉 = {0}
〈Λ◦, c〉 = 1
Then the roots of ĝ with respect to ĥ are given by R̂ = R̂re ∪ R̂im where
R̂re := {α+ nδ |α ∈ R ⊂ R̂, n ∈ Z}
are the real roots, and
R̂im := {nδ |n ∈ Z, n 6= 0}
the imaginary roots. The positive roots R̂+, i.e., the roots of b̂ with respect
to ĥ, are then given by
R̂+ = R+ ∪ {α+ nδ |α ∈ R,n > 0} ∪ {nδ|n > 0}
Denote by θ the highest root of R. Then the set of simple affine roots is
given by
Π̂ = Π ∪ {−θ + δ} ⊂ R̂+
For a real root α ∈ R̂re we denote by α∨ ∈ ĥ its coroot which is uniquely
defined by the properties α∨ ∈ [ĝα, ĝ−α] and 〈α,α
∨〉 = 2.
We denote by Ŵ ⊂ Gl(ĥ∗) the affine Weyl group of the root system R̂, which
is the subgroup generated by the reflections sα : ĥ
∗ → ĥ∗, λ 7→ λ− 〈λ, α∨〉α
where α ∈ R̂re is a real root. We can identify the finite Weyl group W with
the subgroup of Ŵ generated by the reflections sα corresponding to finite
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roots α ∈ R. Then W stabilizes the subspace h∗ ⊂ ĥ∗.
Let ρ := 12
∑
α∈R+ α be the halfsum of positive finite roots. We then set
ρ := ρ+ h∨Λ◦
where h∨ is the dual Coxeter number of g. Then 〈ρ, α∨〉 6= 0 for all α ∈ R̂re
and 〈ρ, c〉 6= 0 as well. We can now define the ρ-shifted dot-action of Ŵ on
ĥ∗ by
w · λ := w(λ+ ρ)− ρ
where w ∈ Ŵ and λ ∈ ĥ∗.
The Killing form κ on the simple Lie algebra g extends to a bilinear form
(·|·) : ĝ× ĝ→ C which is given by the following equations
(x⊗ tn|y ⊗ tm) = δn,−mκ(x, y),
(c|g ⊗C C[t, t
−1]⊕ Cc) = {0},
(d|g ⊗C C[t, t
−1]⊕ Cd) = {0},
(c|d) = 1,
for x, y ∈ g, m,n ∈ Z. It is non-degenerate, symmetric and invariant, i.e.,
([x, y]|z) = (x|[y, z]) for all x, y, z ∈ ĝ. Furthermore, it induces a non-
degenerate bilinear form on the affine Cartan subalgebra and thus an iso-
morphism ν : ĥ
∼
→ ĥ∗ which coincides with the isomorphism h
∼
→ h∗ induced
by the Killing form, when restricted to the finite Cartan subalgebra, and
which sends c to δ and d to Λ◦. So the induced form on ĥ
∗ is given by
(α|β) = κ(α, β)
(Λ◦|h
∗ ⊕ CΛ◦) = {0},
(δ|h∗ ⊕ Cδ) = {0},
(Λ◦|δ) = 1,
for α, β ∈ h∗ and κ the induced Killing form on h∗. The induced form is
invariant under the linear action of the affine Weyl group, i.e.,
(w(λ)|w(µ)) = (λ|µ)
for λ, µ ∈ ĥ∗, w ∈ Ŵ.
3. Verma modules
For a Lie algebra a we denote by U(a) its universal enveloping algebra.
For λ ∈ ĥ∗ let Cλ be the one dimensional representation of U(b̂) on which
ĥ acts by the character λ and [b̂, b̂] by zero. Then the Verma module with
highest weight λ is defined by
∆(λ) := U(ĝ)⊗
U(b̂)
Cλ
It has a unique simple subquotient which we denote by L(λ) and both mod-
ules are highest weight modules with highest weight λ.
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3.1. Deformed Verma modules. Denote by Ŝ := S(ĥ) = U(ĥ) the sym-
metric algebra over the vector space ĥ and by S = S(h) the symmetric
algebra over the vector space h. Then the projection ĥ→ h induces a homo-
morphism Ŝ → S and equips S with an Ŝ-algebra structure. We call a com-
mutative, unital, noetherian Ŝ-algebra with structure morphism τ : Ŝ → A
a deformation algebra.
For a Lie algebra a we set aA := a ⊗C A. Then we can identify (ĥA)
∗ =
HomA(ĥA, A) with ĥ
∗⊗CA and any weight λ ∈ ĥ
∗ induces a weight λ⊗1 ∈ ĥ∗A
which we simply denote by λ again. In this way, the composition ĥ →֒ Ŝ
τ
→ A
induces the canonical weight τ ∈ ĥ∗A.
For λ ∈ ĥ∗ let Aλ be the b̂A-module that is A as an A-module and on which
ĥ acts via the character λ+τ and [b̂, b̂] by zero. We then define the deformed
Verma module with highest weight λ by
∆A(λ+ τ) := U(ĝA)⊗U(b̂A) Aλ
For an ĥA-module M and λ ∈ ĥ
∗ we define the deformed weight space of λ
by
Mλ := {m ∈M |Hm = (λ+ τ)(H)m for allH ∈ ĥA}
Then the deformed Verma module ∆A(λ + τ) decomposes into the direct
sum of its weight spaces ∆A(λ+ τ)µ with µ ∈ ĥ
∗, such that ∆A(λ+ τ)µ 6= 0
implies µ ≤ λ.
If A→ A′ is a homomorphism of deformation algebras with structure maps
τ : Ŝ → A and τ ′ : Ŝ → A→ A′, then
∆A(λ+ τ)⊗A A
′ ∼= ∆A′(λ+ τ
′).
Note that for τ : Ŝ → C the surjection on the quotient C ∼= Ŝ/ĥŜ we have
∆C(λ+ τ) ∼= ∆(λ).
3.2. Characters. Let Z[ĥ∗] =
⊕
λ∈ĥ∗
Zeλ be the group algebra of ĥ∗. We
define a certain completion by Ẑ[ĥ∗] ⊂
∏
λ∈ĥ∗
Zeλ to be the subgroup of
elements (cλ) with the property that there exists a finite subset {µ1, ..., µn} ⊂
ĥ∗ such that cλ 6= 0 implies λ ≤ µi for at least one i. Let M ∈ ĝ-mod be
semi-simple over ĥ with the properties that each weight space Mλ is finite
dimensional and that there exists µ1, ..., µn ∈ ĥ
∗ such that Mλ 6= 0 implies
λ ≤ µi for at least one i. Then we define the character of M as an element
in Ẑ[ĥ∗] which is given by the formal sum
chM :=
∑
λ∈ĥ∗
(dimCMλ)e
λ
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We define the generalized Kostant partition function P : ZR̂+ → N by
P(ν) :=
{
dimC∆(0)ν , if ν ∈ NR̂+
0, otherwise
The name partition function comes from the combinatorial description of
the formula
ch∆(λ) =
∏
α∈R̂+
(1 + e−α + e−2α + ...)dimĝα
4. Restricted Verma modules
4.1. An equivalence relation. For a deformation algebra A with canoni-
cal weight τ : ĥA → A, we extend the bilinear form (·|·) : ĥ
∗ × ĥ∗ → C to an
A-linear continuation (·|·)A : ĥ
∗
A × ĥ
∗
A → A.
If A = K is a field, we denote by K the partial ordering on ĥ∗ which is
generated by ν K µ if there exists an n ∈ N and an α ∈ R̂+, such that
2(λ + ρ + τ |α)K = n(α|α)K and ν = λ − nα. Then K is a refinement of
the usual ordering ≤ on ĥ∗. We denote by ∼K the equivalence relation on
ĥ∗ which is generated by K.
Let LK(λ + τ) be the unique simple quotient of ∆K(λ + τ) and denote by
[∆K(λ+τ) : LK(µ+τ)] the number of subquotients of a Jordan-Ho¨lder series
of ∆K(λ+ τ) which are isomorphic to LK(µ+ τ).
Theorem 4.1 ([7], Theorem 2). We have [∆K(λ + τ) : LK(µ + τ)] 6= 0 if
and only if µ K λ.
For λ ∈ ĥ∗ we define the integral roots (with respect to λ and A) by
R̂A(λ) := {α ∈ R̂ | 2(λ+ ρ+ τ |α)A ∈ Z(α|α)A}
and the corresponding integral Weyl group by
ŴA(λ) :=
〈
sα |α ∈ R̂A(λ) ∩ R̂
re
〉
⊂ Ŵ
We write R̂A(λ)
+ = R̂+∩ R̂A(λ) and R̂(λ) = R̂C(λ) in case τ : Ŝ → Ŝ/ĥŜ ∼=
C is the quotient map and similarly Ŵ(λ) = ŴC(λ).
4.2. The critical level. For λ ∈ ĥ∗ we define the level of λ to be the
complex number λ(c) ∈ C. If λ ∼K µ, we have λ(c) = µ(c). Therefore, the
equivalence class Λ of λ has a well-defined level and we have ν(c) = (ν|δ)
for all ν ∈ ĥ∗.
Lemma 4.2 ([2], Lemma 4.2). For Λ ∈ ĥ∗/ ∼K the following are equivalent.
(1) We have λ(c) = −ρ(c) for some λ ∈ Λ.
(2) We have λ(c) = −ρ(c) for all λ ∈ Λ.
(3) We have λ+ δ ∈ Λ for all λ ∈ Λ.
(4) We have nδ ∈ R̂K(λ) for all n 6= 0 and λ ∈ Λ.
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We call crit := −ρ(c) the critical level.
Denote by ĥ∗crit the hyper plane which consists of all λ ∈ ĥ
∗ with λ(c) = crit.
Then for each λ ∈ ĥ∗crit we have (λ+ ρ|δ) = 0.
4.3. Restricted Verma modules. Let λ ∈ ĥ∗ and τ : Ŝ → A be a de-
formation algebra with a structure map that factors through the restriction
map Ŝ → S. This implies that τ(c) = τ(d) = 0. We define ∆−A(λ + τ)
to be the submodule of ∆A(λ + τ) which is generated by the images of
all homomorphisms ∆A(λ − nδ + τ) → ∆A(λ + τ) for n ∈ N>0. Since
τ(c) = τ(d) = 0, we have (τ |δ) = 0 and by Theorem 4.1 there is a map
∆A(λ−nδ+τ)→ ∆A(λ+τ) for every n > 0, which is unequal to zero if and
only if the level of λ is critical. If λ is non-critical, we get ∆−A(λ+ τ) = {0}.
We now define the restricted Verma module as the quotient
∆A(λ+ τ) = ∆A(λ+ τ)/∆
−
A(λ+ τ)
Remark 4.3. Denote by V crit(g) the universal affine vertex algebra at the
critical level and denote by z its center. Then each smooth [ĝ, ĝ]-module M
carries the structure of a graded z-module. By a theorem of Feigin-Frenkel
(cf. [4]) z yields an action on M by the graded polynomial ring generated
by infinitely many homogeneous elements
Z = C[p(i)s | i = 1, ..., l, s ∈ Z] =
⊕
n∈Z
Zn
Now a theorem of Frenkel and Gaitsgory (cf. [5]) shows that for any critical
weight λ ∈ ĥ∗ and n < 0 there is a surjective map Zn → Homĝ(∆(λ +
nδ),∆(λ)). Thus, the restricted Verma module ∆(λ) coincides with the
quotient
∆(λ)res := ∆(λ)/
∑
n<0
Zn∆(λ).
Let · : ĥ∗ ։ h∗ be the map induced by h →֒ ĥ. For any subset Λ ⊂ ĥ∗ we
denote by Λ ⊂ h∗ its image under ·.
Definition 4.4. Let Λ ∈ ĥ∗crit/ ∼K be a critical equivalence class. We call
Λ
(1) generic if Λ ⊂ h∗ contains exactly one element.
(2) subgeneric if Λ ⊂ h∗ contains exactly two elements.
We call any weight contained in a generic (subgeneric, resp.) equivalence
class a generic (subgeneric, resp.) weight. If Λ is subgeneric, there is a
weight λ ∈ h∗ and a finite root α ∈ R such that Λ = {λ, sα · λ}.
Let λ ∈ ĥ∗crit be a critical weight. Similarly to the integral roots of λ we now
define the finite integral root system (with respect to λ and the deformation
algebra A) by
RA(λ) := R̂A(λ) ∩R = {α ∈ R | 2(λ+ ρ+ τ |α)A ∈ Z(α|α)A}
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and the finite integral Weyl group by
WA(λ) = ŴA(λ) ∩W
Again we write RA(λ)
+ = R+∩RA(λ) and R(λ) = RC(λ) if the deformation
algebra is C. For λ ∈ ĥ∗crit and α ∈ RA(λ), such that sα · λ 6= λ, we have
either sα · λ < λ or s−α+δ · λ < λ. We define α ↓ λ to be the element in
the set {sα · λ, s−α+δ · λ} which is smaller than λ. Furthermore, we define
inductively α ↓n λ := α ↓ (α ↓n−1 λ). In case sα · λ = λ we have α ↓ λ = λ.
Theorem 4.5. ([2], Corollary 4.10) Let λ ∈ ĥ∗crit and τ : Ŝ → K be a
deformation algebra that is a field with structure map τ , which factors over
S.
(1) If λ is generic, ∆K(λ+ τ) is simple.
(2) If λ is subgeneric with RK(λ) = {±α}, we have a short exact se-
quence
LK(α ↓ λ) →֒ ∆K(λ)։ LK(λ).
Note that the term subgeneric implies λ 6= α ↓ λ.
5. The restricted Jantzen sum formula
In [1], chapter 6, the authors establish a Jantzen sum formula for baby
Verma modules. It relates the sum of the characters of the Jantzen filtra-
tion to an alternating sum of characters of baby Verma modules with smaller
highest weights. We deduce a similar formula for the restricted Verma mod-
ules at the critical level. We state the main result in
Theorem 5.1. Let λ ∈ ĥ∗crit. There is a filtration
∆(λ) = ∆(λ)0 ⊃ ∆(λ)1 ⊃ ∆(λ)2 ⊃ ...
with the properties
(1) ∆(λ)1 is the maximal submodule of ∆(λ)
(2)∑
i>0
ch∆(λ)i =
∑
α∈R(λ)+
(∑
i>0
(
ch∆(α ↓2i−1 λ)− ch∆(α ↓2i λ)
))
Note that the sum is taken over all finite, positive, integral roots α ∈
R(λ)+.
5.1. The Shapovalov determinant. Let σ : ĝ → ĝ be a Chevalley-
involution and define n̂+ :=
⊕
α>0 ĝα and n̂− :=
⊕
α<0 ĝα where ĝα is the
root space of ĝ corresponding to the root α ∈ R̂. Then we have a decompo-
sition U(ĝ) = U(ĥ)⊕ (n̂−U(ĝ)+U(ĝ)n̂+) and we denote by β : U(ĝ)→ S(ĥ)
the projection to the first summand of this decomposition.
The Shapovalov form is now defined as the bilinear pairing F : U(ĝ)×U(ĝ)→
S(ĥ) with F (x, y) = β(σ(x), y). It is symmetric and contravariant, i.e., for
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u, x, y ∈ U(ĝ) we have F (σ(u)x, y) = F (x, uy). For η ∈ NR̂+ we denote by
Fη the restriction of F to the weight space U(n̂−)−η . Recall the isomorphism
ν : ĥ
∼
→ ĥ∗ induced by the bilinear form (·|·) on ĥ and define hα := ν
−1(α)
for any root α ∈ R̂.
Theorem 5.2 ([7], Theorem 1). The determinant of
Fη : U(n̂−)−η × U(n̂−)−η → S(ĥ)
is, up to multiplication with a non-zero complex number, given by the formula
detFη =
∏
α∈R̂+
∞∏
n=1
(
hα + ρ(hα)− n
(α|α)
2
)mult(α)·P(η−nα)
where P is Kostant’s partition function and mult(α) := dimC(ĝα).
We equip the polynomial ring C[t] in one variable with two different
structures of a deformation algebra. The first one is given by the map
τ1 : Ŝ ։ C[t], where τ1 is induced by the inclusion of the line Cρ ⊂ ĥ∗.
The second Ŝ-module structure τ2 : Ŝ ։ C[t] is given by the inclusion
Cρ ⊂ ĥ∗. Recall that ρ ∈ h∗ which implies that τ2 factors through the
restriction map Ŝ ։ S. For a more intuitional notation, we follow [6] and
define ∆C[t](λ+ tρ) := ∆C[t](λ+ τ1) and ∆C[t](λ+ tρ) := ∆C[t](λ+ τ2).
Note that for λ ∈ ĥ∗crit critical and since τ2(c) = τ2(d) = tρ(c) = 0, we
can construct the restricted Verma module ∆C[t](λ + tρ). Let C(t) be the
quotient field of C[t].
Lemma 5.3. Let λ ∈ ĥ∗crit. Then ∆C(t)(λ+ tρ) = ∆C[t](λ+ tρ)⊗C[t] C(t) is
simple.
Proof. If we proof that RC(t)(λ) = ∅, the lemma follows from Theorem 4.5.
But since (ρ|α) 6= 0 for all α ∈ R+ we get 2(λ+ ρ+ tρ|α)C(t) /∈ Z(α|α)C(t) ⊂
C(t) for all α ∈ R+. 
The Shapovalov form induces symmetric, contravariant bilinear forms on
∆
Ŝ
(λ+ ǫ′) and ∆S(λ+ ǫ) where we denote by ǫ
′ ∈ ĥ∗
Ŝ
the canonical weight
induced by ĥ →֒ Ŝ and by ǫ ∈ ĥ∗S its composition with Ŝ ։ S. Moreover, it
induces contravariant forms on all Verma modules ∆C[t](λ+tρ), ∆C[t](λ+tρ),
∆C[t](λ+ tρ), ∆(λ) and ∆(λ) we have to deal with in the rest of this paper.
The contravariance of the forms implies for ∆(λ) and ∆(λ) that the radicals
of the forms coincide with the maximal submodules of ∆(λ) and ∆(λ).
5.2. Restricted Jantzen filtration. Denote by (·, ·) the contravariant
form on ∆C[t](λ + tρ) induced by the Shapovalov form. We first define a
filtration on ∆C[t](λ+ tρ) by
∆C[t](λ+ tρ)
i := {m ∈ ∆C[t](λ+ tρ) | (m,∆C[t](λ+ tρ)) ⊂ t
iC[t]}
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The Jantzen filtration on ∆(λ) is then defined by
∆(λ)i := im(∆C[t](λ+ tρ)
i →֒ ∆C[t](λ+ tρ)։ ∆(λ))
where the second map is specialization t 7→ 0. In the same way we get the
Jantzen filtration on ∆(λ) as it is defined in [7] using the deformed Verma
module ∆C[t](λ+ tρ).
Notation 5.4. Let µ ≤ λ. We denote the determinants of the contravariant
bilinear forms on the µ-weight spaces ∆C[t](λ + tρ)µ, ∆C[t](λ + tρ)µ and
∆C[t](λ+ tρ)µ by Dλ+tρ(µ+ tρ), Dλ+tρ(µ + tρ) and Dλ+tρ(µ+ tρ).
For a polynomial P ∈ C[t] denote by ordt(P ) the natural number n ∈ N
with tn | P but tn+1 ∤ P .
Lemma 5.5 ([6], Lemma 5.1). For the Jantzen filtrations of the µ-weight
spaces of the non-restricted and restricted Verma modules we have the for-
mulas ∑
i>0
dimC∆(λ)
i
µ = ordt(Dλ+tρ(µ+ tρ))
and ∑
i>0
dimC∆(λ)
i
µ = ordt(Dλ+tρ(µ+ tρ))
We first want to describe the Jantzen filtration of a restricted Verma
module with a highest weight, which is critical and subgeneric.
Proposition 5.6. Let λ ∈ ĥ∗crit be subgeneric, i.e., R(λ) = {±α} for a finite
positive root α ∈ R+ and α ↓ λ 6= λ. Then the Jantzen filtration of ∆(λ) is
∆(λ) ⊃ L(α ↓ λ) ⊃ 0
and we have the alternating sum formula∑
i>0
ch∆(λ)i = chL(α ↓ λ) = ch∆(α ↓ λ)− ch∆(α ↓2 λ) + ch∆(α ↓3 λ)− ...
Proof. From Theorem 4.5 we see that L(α ↓ λ) is the maximal submodule
of ∆(λ). By the definition of the Jantzen filtration we conclude that ∆(λ)1
coincides with the radical of the contravariant form on ∆(λ) induced by the
Shapovalov form. Thus, ∆(λ)1 ∼= L(α ↓ λ). Thus, we are left to proof
∆(λ)2 = {0}.
For β ∈ R̂+ and n ∈ N set µβ,n := λ − α ↓ λ − nβ. Then, by Theorem
5.2, the polynomial Dλ+tρ(α ↓ λ+ tρ) ∈ C[t] is, up to multiplication with a
non-zero complex number, given by the product∏
β∈R̂+
∞∏
n=1
(
(α ↓ λ)(hβ) + tρ(hβ) + ρ(hβ)− n
(β|β)
2
)mult(β)·P(µβ,n)
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and similarliy Dλ+tρ(α ↓ λ+ tρ) ∈ C[t] is given by∏
β∈R̂+
∞∏
n=1
(
(α ↓ λ)(hβ) + tρ(hβ) + ρ(hβ)− n
(β|β)
2
)mult(β)·P(µβ,n)
Note that ρ(hβ) = 0 for β ∈ R̂
+ if and only if β = mδ for m ∈ N\{0}. But
for β = mδ with m ∈ N\{0} we have P(λ−α ↓ λ−nβ) = 0 and we conclude
ordt(Dλ+tρ(α ↓ λ+ tρ)) = ordt(Dλ+tρ(α ↓ λ+ tρ)).
But since α ↓ λ does not appear as a weight in the submodule ∆(λ)− ⊂ ∆(λ),
we have
Dλ+tρ(α ↓ λ+ tρ) = Dλ+tρ(α ↓ λ+ tρ)
Thus, by Lemma 5.5, we have∑
i>0
dimC∆(λ)
i
α↓λ =
∑
i>0
dimC∆(λ)
i
α↓λ
From the non-restricted Jantzen filtration of [7], one knows that the charac-
ter of the simple module L(α ↓ λ) only appears once in the sum
∑
i>0 ch∆(λ)
i.
Since α ↓ λ is a maximal weight of ∆(λ)1 the character of L(α ↓ λ) can also
only appear once in the sum
∑
i>0 ch∆(λ)
i which implies ∆(λ)2 6= L(α ↓ λ)
and thus ∆(λ)2 = 0.
The second part of the proposition follows inductively from Theorem 4.5
since chL(α ↓ λ) = ch∆(α ↓ λ)− chL(α ↓2 λ). 
Remark 5.7. One can find a slightly different proof of Proposition 5.6 in [8],
Lemma 4.9.
Now, recall the canonical weight ǫ : ĥS → S and for µ ≤ 0 denote by
Dǫ(µ + ǫ) the determinant of the contravariant form on ∆S(ǫ)µ. Let φ :
S ։ C[t] be the map induced by the restriction to λ+Cρ ⊂ ĥ∗.
If p ∈ S is a prime element and a ∈ S, we denote by ordp(a) the integer
n ∈ N such that pn | a but pn+1 ∤ a. By [6], chapter 5.6, we get for a ∈ A
(5.1) ordt(φ(a)) =
∑
p
ordp(a)ordt(φ(p))
where p runs over all classes of associated prime elements of S.
As in Lemma 5.3 we see that, for Q = Q(S) the quotient field of S, the
restricted Verma module ∆Q(ǫ) ∼= ∆S(ǫ)⊗S Q is simple. We conclude that
Dǫ(−ν + ǫ) 6= 0 for all ν ∈ NR̂+ and φ(Dǫ(−ν + ǫ)) 6= 0 as well. Combining
equation (5.1) with Lemma 5.5, we get∑
n>0
ch∆(λ)n = eλ
∑
p
ordt(φ(p))
∑
ν∈NR̂+
ordp(Dǫ(−ν + ǫ))e
−ν
We are now able to proof the general case. For any finite root α ∈ R,
〈λ+ρ, α∨〉−n differs from hα+ρ(hα)−n
(α|α)
2 by multiplication with a non-
zero complex number. For convenience, we work with the first polynomial
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in the following proof since we are only dealing with finite roots. We follow
[6], chapter 5.7.
Proof of Theorem 5.1. If λ ∈ ĥ∗crit and 〈λ + ρ, α
∨〉 /∈ Z\{0} for all α ∈ R+,
then ∆(λ) is simple, by Theorem 4.5. Thus, the evaluation of the polynomial
Dǫ(ǫ−ν) ∈ S at λ is unequal to zero. But this implies that all prime divisors
of Dǫ(ǫ− ν) are of the form α
∨ + ρ(α∨)− r where α ∈ R+ and r ∈ Z\{0}.
We define να,r ∈ Ẑ[ĥ∗] by
να,r =
∑
η∈NR̂+
ordα∨+ρ(α∨)−r(Dǫ(ǫ− η))e
−η .
For any λ ∈ ĥ∗ we have
φ(α∨ + ρ(α∨)− r) = 〈λ+ ρ, α∨〉 − r + t〈ρ, α∨〉 6= 0
If r 6= 〈λ + ρ, α∨〉, then ordt(〈λ + ρ, α
∨〉 − r + t〈ρ, α∨〉) = 0, but for
r = 〈λ + ρ, α∨〉 we have ordt(〈λ + ρ, α
∨〉 − r + t〈ρ, α∨〉) = 1. Thus, α∨ +
ρ(α∨)− 〈λ + ρ, α∨〉 can only be a prime divisor of Dǫ(ǫ − η) if α ∈ R(λ)
+.
But then we conclude
(5.2)
∑
i>0
ch∆(λ)i =
∑
α∈R(λ)+
να,〈λ+ρ,α∨〉e
λ
To calculate the character να,〈λ+ρ,α∨〉 we find µ ∈ ĥ
∗
crit, such that 〈µ +
ρ, α∨〉 = n = 〈λ+ ρ, α∨〉 and 〈µ + ρ, β∨〉 /∈ Z for all β ∈ R(λ)+\{α}. Then
we have that µ is subgeneric, since R(µ) = {±α}. In this case we already
calculated the Jantzen filtration in Proposition 5.6:
∆(µ) ⊃ L(α ↓ µ) ⊃ 0
We conclude
να,ne
µ = chL(α ↓ µ) =
∑
i>0
(
ch∆(α ↓2i−1 µ)− ch∆(α ↓2i µ)
)
and because of the choice of µ we get
να,ne
λ =
∑
i>0
(
ch∆(α ↓2i−1 λ)− ch∆(α ↓2i λ)
)
Thus, using equation (5.2) we get the result of Theorem 5.1. 
As a consequence of Theorem 5.1 we get the linkage principle for restricted
Verma modules at the critical level in the same way as in [1], chapter 6, or
[9], Theorem 10.3. The linkage principle was already proved in [3] introduc-
ing restricted projective objects in the restricted category O over the Lie
algebra ĝ. Our proof, however, avoids the rather complicated construction
of restricted projective objects.
Corollary 5.8 ([3], Theorem 5.1). Let λ ∈ ĥ∗crit and µ ∈ ĥ
∗. Then [∆(λ) :
L(µ)] 6= 0 implies µ ∈ Ŵ(λ) · λ and µ ≤ λ.
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Proof. The statement is obvious for λ = µ and it is also clear that [∆(λ) :
L(µ)] 6= 0 implies µ ≤ λ. We use induction on λ − µ and assume µ < λ.
If [∆(λ) : L(µ)] 6= 0, then also [∆(λ)1 : L(µ)] 6= 0 since ∆(λ)1 ⊂ ∆(λ)
is the maximal submodule. But then the restricted Jantzen sum formula
implies that L(µ) has to appear as a subquotient in some ∆(α ↓n λ) where
α ∈ R(λ)+ and n > 0. Our induction assumption then implies µ ∈ Ŵ(α ↓n
λ) · (α ↓n λ). But the definition of α ↓ λ implies Ŵ(α ↓n λ) · (α ↓n λ) =
Ŵ(λ) · (λ). 
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