Contemporary neuroscience has embraced network science to study the complex and self-organized structure of the human brain. One of the main outstanding issues is that of inferring, from functional magnetic resonance imaging (fMRI) data, the so-called effective connectivity in brain networks, which models the causal interactions among neuronal populations. This inverse problem is complicated by the fact that the BOLD (Blood Oxygenation Level Dependent) signal measured by fMRI is a dynamic and nonlinear function (the hemodynamic response) of neuronal activity. In this paper, we consider resting-state (rs) fMRI data: building upon a linear population model of the hemodynamic response and a stochastic linear DCM model, the model parameters are estimated through an EM-type iterative procedure, which alternately estimates the neuronal activity by means of the Rauch-Tung-Striebel (RTS) smoother, updates the connections among neuronal states and refines the parameters of the hemodynamic model. A state-of-the-art iteratively reweighted scheme is adapted to the problem to favour sparsity in the interconnection structure.
I. INTRODUCTION
Recent research in the field of computational neuroscience has shown a growing interest in the estimation of the effective connectivity among brain regions, i.e. the existing interactions between neuronal populations located in different brain areas [1] , [2] . This problem is especially challenging since neuroimaging techniques (such as EEG, MEG and fMRI) only provide an indirect measurement of neural activity. In particular we shall be concerned with fMRI data, which provide noisy measurements of the BOLD (Blood Oxygenation Level Dependent) signal. The dependency between this quantity and neuronal activity is described by the so-called hemodynamic response. In brief, an increment of the synaptic activity in a certain brain region causes an increase in the ratio of oxygenated haemoglobin w.r.t. the deoxygenated one. Exploiting the different magnetic properties of these two types of hemoglobin, fMRI is able to measure their relative local concentration, thus highlighting synaptic activations. Existing methods tackle the problem of effective connectivity estimation by postulating a parametric generative model of the observed fMRI data, accounting for both the coupling among neuronal populations and the hemodynamic response. Most approaches adopt nonlinear dynamical models, referred to as Dynamic Causal Models (DCMs): deterministic [3] , [4] , [5] and stochastic [6] , [7] formulations exist, with the latter This work has been partially supported by the project BIRD162411/16 and the FIRB project RBFR12M3AC funded by MIUR. † Dept. of Information Engineering, University of Padova (e-mail: {prandogi,zorzimat,bertoldo,chiuso}@dei.unipd.it) being more suited to describe resting-state fMRI data. Having postulated a DCM, effective connectivity inference is reduced to a parameter estimation problem, which is typically accomplished using Variational Bayes techniques [8] , [9] . However, existing approaches are computationally intensive, mostly due to the need to estimate the network structure; this is accomplished comparing several candidate structures, making the problem combinatorial [10] . This makes state-of-the-art approaches only suitable form small brain networks. In addition, the inversion of stochastic DCMs appears more involved since it also requires the estimation of the hidden random neuronal activity [6] . While DCMs have been originally proposed to model fMRI signals in the presence of external stimuli (task-evoked effective connectivity), they can also be used to study the directed connections among brain areas when only endogenous brain fluctuations are present (resting-state (rs) effective connectivity). Our study will focus on this latter problem. We develop a linear DCM, and adapt filtering techniques to estimate the hidden neuronal activity as well as the DCM parameters. Differently from existing methodologies, which require the comparison of a set of candidate patterns of effective connectivity, our approach directly infers the connectivity pattern, by using an iteratively 1 reweighed algorithm which induces sparsity in the estimated connectivity matrix, thus automatically detecting the structure of the brain network. The paper is organized as follows. We review classical DCMs and parameters inference techniques in Sec. II, while in Sec. III we propose an approximated linear stochastic DCM, which is suited for rs fMRI data. In Sec. IV we introduce an algorithm which jointly estimates the DCM parameters and the hidden neuronal activity. Using simulated fMRI data, we evaluate the effectiveness of the proposed method in Sec. V, while we provide some concluding remarks in Sec. VI.
II. PROBLEM FORMULATION

A. Generative model
A DCM is a nonlinear multi input-multi output (MIMO) dynamical system, with one output for each monitored brain region. A DCM basically consists of two components: one describes the dynamic coupling among neuronal populations, while the second maps the neuronal activity to the measured BOLD signal, through the hemodynamic response. Accordingly, the system states are grouped into two classes: one contains the n neuronal states (one for each monitored brain region), while the other refers to the biophysical quantities involved in the hemodynamic model. In the seminal paper [3] , the coupling among the neuronal states x ∈ R n is modelled through a bilinear interaction:
where u(t) = [u 1 (t) · · · u m (t)] T , and u j (t) denotes the jth designed external stimulus. Effective connectivity in the absence of external excitation is encoded by the matrix A ∈ R n×n , while the bilinear term B j ∈ R n×n accounts for the change in the neuronal coupling due to the j-th input; finally, C ∈ R n×m modules the direct influence of external inputs on the neuronal activity. The system matrices θ c = {A, B 1 , B 2 , ..., B m ,C} are unknown parameters which need to be estimated in order to retrieve the effective connectivity among the considered brain areas. Extensions of the bilinear model (1) can be found in the literature, see e.g. [4] and [5] .
In this paper we consider the resting-state (rs) activity, which can be modelled as [7] x
where w(t) is a stochastic process accounting for the unmeasurable random fluctuations that drive the rs activity. Even if in this situation the exogenous inputs u(t) are typically set to zero, model (2) can still accommodate the presence of external (non-modulatory) signals. In this paper we assume u(t) = 0. The hemodynamic response is generally characterized through an extension of the so-called Balloon-Windkessel model, [11] , a SISO dynamical system with the neural activity x i (t), i.e. the i-th component of x(t), as input and the corresponding BOLD signal b i (t) as output. The model is described by a 4-th order nonlinear state space model depending upon the biophysical parameters θ h = {κ, γ, τ, ξ , ρ}; specifically:
The hemodynamic states {r i , f i , v i , q i } are biophysical quantities which are affected by the neuronal activity: r i denotes the vasodilatatory signal, f i is the blood inflow, v i and q i are respectively the blood volume and the deoxyhemoglobin content. The output equation (7) depends on the resting blood volume fraction V 0 (typically V 0 = 0.4) and on the constants k 1 , k 2 and k 3 . These have found different characterizations in the literature, as reviewed by [12] .
Collecting the neuronal and the hemodynamic states into the vector z ∈ R 5n and the two parameters sets in θ , i.e. θ = {θ c , θ h }, a stochastic DCM can be compactly described as the following nonlinear dynamical system:
However, fMRI data are acquired with a sampling time T R , which varies with the imaging modality (typically T R = 2s). Hence, the measured BOLD signal is described by
where e(kT R ) ∈ R n denotes the measurement error, which may arise from thermal and physiological causes during data acquisition.
B. Effective connectivity estimation
When considering the resting-state condition, the effective connectivity estimation problem consists in estimating θ c , i.e. matrix A (and possibly C), using the measured BOLD signal y(kT R ), k = 1 . . .N. Notice that the inference of θ c requires to estimate also the parameters θ h of the Balloon model, as well as the random states z. Previous works have tackled this problem following two different routes. A first approach, called spectral DCM, [7] , estimates the second-order statistics (i.e. cross-spectra) of the hidden states z (assumed to be stationary), thus avoiding the inference of the time-series z. Furthermore, by parametrizing the spectral density of both process and measurement noise, the DCM is made deterministic and its parameters are estimated through Variational Bayesian approaches, postulating Gaussian priors on the parameters θ , [3] , [9] , [8] . A second family of methods operates in the time-domain and, through the use of generalized coordinates, estimates not only the parameters θ but also the hidden neuronal states z. The most common algorithms are Dynamic Expectation Maximization (DEM) [9] and Generalized Filtering (GF) [13] , [6] , both adopting the Variational Bayes procedure. Despite these techniques represent the state-of-the-art for the estimation of brain effective connectivity, computational feasibility limits their application to small networks (typically, no more than 10 regions). In particular, this drawback severely affects DEM and GF [14] . In this paper we reformulate the nonlinear stochastic DCM (8) as a linear stochastic dynamical model according to the procedure detailed in Sec. III. In this way we will be able to jointly estimate the hidden states z and the parameters θ . A similar approach is taken by [15] , where the parameters are inferred using either the Expectation-Maximization (EM) algorithm or the Variational Bayes method. Along this direction, a recent contribution focuses on deterministic DCMs and transforms the neuronal state equation (2) (with w(t) = 0) into the frequency domain; then, using a fixed hemodynamic response, the DCM inversion is formulated as a Bayesian linear regression problem [16] .
III. STATISTICAL LINEARIZATION OF DCMS
This section details the proposed linearization and discretization of the standard DCM (8) . Notice that, in the rs condition, the state equation for the neuronal dynamics (2) is linear. Since imaging techniques indirectly measure the neuronal activity at time intervals of length T R , we adopt a discretized version of Eq. (2),
Notice that we have used the simplified notation
The hemodynamic response is here described through a Finite Impulse Response (FIR) model which takes as input only a neuronal state x i (k) and as output the BOLD signal
The length s of the impulse response h := [h 0 · · · h s−1 ] T is chosen large enough to retain the relevant dynamics components. Using statistical linearisation techniques, a prior on the impulse response h is derived from the Baloon model (3)- (7) , whose parameters θ h are described by prior distributions typically used in the literature [3] . This will lead to a linear model of the form h = Hα where α has to be estimated using fMRI data. To do so, we first compute a population of typical responses generated by the Balloon model (3)- (7), then we define h as the linear combination of their empirical mean and of the first p principal components of their sample covariance matrix. Namely:
.., N s from the empirical Gaussian distributions given in Table 1 of the seminal work [3] . 2) For each θ 
5) Compute the eigenvalue decomposition ofΣ h ,Σ h = USU T , where S := diag(s 1 , ..., s s ) and U := [u 1 · · · u s ]. 6) Shape h as h := Hα = [h u 1 u 2 · · · u p ]α, α ∈ R p+1 . Fig. 1 illustrates the empirical meanh of the sampled population of hemodynamic responses and the singular values of their sample covariance matrixΣ h , showing that there is limited variability in the generated responses. By introducing the extended state x(k) ∈ R ns
the matrices
and in view of (10), we reformulate the DCM in Eq. (8) as
Here, w(k) := [w T (k) 0] T ∈ R ns and we assume
where blkdiag(·) is the block-diagonal operator and the covariance matrix Q has been defined in (11) ; ς is a scalar positive constant chosen in order to guarantee that Q is invertible. Notice that model (16) only depends on the neuronal states x ∈ R n and on the parameters η = {A, α, σ , λ }. Next sections will describe how these are estimated.
IV. PARAMETERS ESTIMATION
We assume that we are given N measures of the BOLD signal y, {y(k)} N k=1 . Postulating that these are modelled according to the linear dynamical model (16) , we aim at estimating its parameters η. Adopting the Bayesian perspective, we would like to determine the value of η which maximizes the marginal posterior p(η|Y ) = p(X, η|Y ) dX (19) where Y := [y T (1) · · · y T (N)] T and X := [x T (0) · · · x T (N)] T , respectively playing the role of measured and latent variables. However, the computation of such a high-dimensional integral is typically avoided by exploiting the decomposition p(η|Y ) ∝ p(Y |η)p(η) and resorting to an iterative algorithm to compute the likelihood
Here we use the EM algorithm [17] , as detailed in Sec. IV-B. Next section clarifies how the prior p(η) is shaped.
A. Prior specification
We assume p(η) ∝ p(A)p(α)p(σ )p(λ ), with p(σ ) and p(λ ) being uninformative priors. A sparsity inducing prior is specified for the connectivity matrix A, since we expect that each neuronal signal x i (t) is influenced by the activities of few other areas x j (t). Precisely, we adopt the Sparse Bayesian Learning perspective [18] , thus modelling p(vec(A T )) ∼ N (0, Γ) with Γ := diag(γ 1 ...γ n 2 ). To enforce further sparsity, we will update the hyperparameters γ i , i = 1,...,n 2 , at each EM iteration, according to the reweighted 1 approach proposed in [19] . Further details on such updates will be provided in Remark 1.
Following the discussion in Sec. III, we exploit the empirical statisticsh andΣ h to specify a prior for the hemodynamic response h. Accordingly, we postulate p(α) ∼ N (μ α , Σ α ), where μ α := [1 0 · · · 0] T and Σ α := diag(ε, s 1 , ..., s p ), with s i , i = 1, ..., p, being the first p singular values ofΣ h in Eq. (13) and ε being a constant chosen small enough to guarantee the invertibility of Σ α .
B. EM Algorithm
The EM algorithm maximizes ln p(Y |η) by iteratively maximizing its lower bound L (q(X), η) = q(X)(ln p(X,Y |η) − ln q(X)) dX (21) w.r.t. an arbitrary distribution q(X) and η. In the statistical learning literature L (q(X), η) is also known as (negative) free-energy. At the l-th iteration of the algorithm, L (q(X), η (l) ) is maximized by q (l+1) (X) = p(X|Y, η (l) ). Plugging this into (21) , one obtains
which now needs to be maximized w.r.t. η. Noticing that the second term of L (q (l+1) (X), η) does not depend on η, this coincides with optimizing
w.r.t. η. Using the Markovian property of system (16) , Q(η, η (l) ) can be rewritten as ( [20] , Ch.12)
where the smoothing distributions
,
can be computed by means of the Rauch-Tung-Striebel smoother (RTSS) [21] . Its implementation is summarized in Alg. 1. Plugging (24) and (25) into (23) we get
The complete routine to estimate the parameters η using the EM method is reported in Alg. 2. The procedure is initialized with N (0, Γ) , according to the reweighted procedure proposed by [19] for linear regression models. Here, such model is obtained after linearising the original non-linear model (10) . Namely, defining the matrices
we rewrite (10) in the non-linear regression form
which can be linearised exploiting e A T T R I + A T T R :
where ΔX = X + − X. Using the vectorization operator, we can rewrite (29) in linear regression form, Compute Q(η, η (l) ) using Eq. (26) 4 :
where x := vec(ΔX), Φ = [φ 1 · · · φ n 2 ] := (I ⊗ X)T R , a := vec(A T ), w := vec(W ) and exploit the equation at Step 6 of Alg. 2 to update the hyperparameters of the prior for a. Remark 2: It is worth to stress that the proposed reweighted scheme automatically selects a sparsity pattern for the matrix A. This represents a significant computational savings w.r.t. the Variational Bayes methods mentioned in Sec. II-B. These indeed have to be provided with several candidate sparsity patterns, among which the best is selected resorting to model selection techniques, e.g. using the freeenergy [10] ; this gives rise to a combinatorial explosion of candidates making practical inference infeasible.
V. NUMERICAL SIMULATIONS
The algorithm illustrated in Sec. IV to infer the brain effective connectivity from rs-fMRI data is experimentally evaluated and compared with the Variational Bayes routines implemented in the SPM12 toolbox (http://www.fil.ion.ucl.ac.uk/spm/).
A. Experimental Setup
The rs fMRI data used in these experiments are generated through the SPM12 routines spm_int_J, spm_fx_fmri and spm_gx_fmri. Specifically, we consider a brain network with n = 7 neuronal nodes, whose activity is modulated according to Eq. (2), where w(t) is a Gaussian white noise process with variance σ 2 = 0.01 and
The self-connections in (31) are a-priori fixed to −0.5 to prevent instability issues. 20 Monte-Carlo (MC) datasets, each containing N = 600 data, are generated using different realizations of the noises w(k) and e(k) (the variance λ 2 of the latter is set such that SNR=10).
B. Performance Indexes
LetÂ be an estimate of the effective connectivity matrix: we define the Root-Mean-Squared-Error (RMSE)
where the notation A denotes the matrix A with its diagonal set to 0. Indeed, the diagonal elements of A (i.e. the selfconnections) do not give any information on the effective connectivity.
A second performance index measures the number of errors committed by a certain method in the recovery of the true sparsity pattern of matrix (31). Namely,
C. Results
The performance of Alg. 2 are here compared with those returned by the SPM12 routines spm_dcm_fmri_csd and spm_dcm_estimate, both provided with null exogenous inputs. spm_dcm_fmri_csd implements the spectral DCM (sDCM) [7] , while spm_dcm_estimate is invoked activating the stochastic option in order to run the Generalized Filtering (GF) procedure [13] (see Sec. II-B). To guarantee a fair comparison between our methods and the SPM12 routines, the latter should perform model selection among all the possible sparsity patterns of matrix A. However, this would require the estimation of a combinatorial number of matrices, making this approach computationally infeasible. Attempting to conduct a fair comparison, we pass 12 candidate sparsity patterns m i , i = 1,...,12, to the SPM12 routines, including the true one (denoted by (a)). These are illustrated in Fig. 2 . For each of them, Table I reports the value of index (33), as well as the mean and the standard deviation of index (32) corresponding to the matrices estimated by the routines spm_dcm_fmri_csd and spm_dcm_estimate. In addition, the columns denoted with #Chosen report the number of times each model is chosen according to the free-energy metric. The most frequently selected structures are very different from the true one (as indicated by the value of ERR(Â)). According to our experimental experience, the SPM12 routines tend to choose structures with a low sparsity degree. Table II reports the performance of Alg.2: over 20 MC runs, 18 times ERR(Â) is lower than 12. In terms of RMSE(Â), our approach typically achieves superior performances w.r.t. sDCM and GF; RMSE(Â) is comparable only when sDCM is provided with the true sparsity pattern. On the conducted study, Alg. 2 takes an average computational time equal to 579s, while spm_dcm_fmri_csd and spm_dcm_estimate respectively take on average 1010s and 4574s to process all the 12 patterns. 
VI. CONCLUSIONS AND FUTURE WORK
We propose a new approach for the estimation of the effective connectivity in brain networks using resting-state fMRI data. Existing methods tackle the problem by formulating a parametric generative model (DCM) of the observed data and by inverting it using Variational Bayes approaches. Due to the nonlinear and stochastic nature of the standard DCMs, such techniques are highly computationally intensive. In addition, when no a-priori knowledge is available on the structure of the underlying brain network, these approaches require the comparison of several candidate interaction patterns in order to choose the most plausible one. Our technique is based on a linear stochastic generative model (DCM), obtained by linearly approximating the Balloon model of the hemodynamic response. Exploiting the linearity of the derived DCM we apply classical smoothing techniques to estimate both the hidden neuronal activity and the model parameters starting from the measured BOLD signal. A key feature of our algorithm is the ability to automatically detect the structure of the underlying brain network, thanks to the use of a sparsity inducing method, thus avoiding a combinatorial search over candidate structures. Future work include an extended experimental study of the proposed method and its application to real fMRI data. 
