Test Item Authors
The teachers were selected on recommendation of supervisors, SDPI consultants, or teacher educators. All were recognized as leaders among their peers and most had been nominated for teacher of the year or program of the year commendation. They were all active in the North Carolina Technology Education Association and supported the transition to the new curriculum. Table 1 displays demographic data concerning the test item authors. 
Training of Authors
Teachers came to the university campus for a workshop on April 23, 1988. Project directors oriented teachers to the computerized test bank, reviewed the revised technology education curriculum, and explained how to develop good test items. A 13 page instructional packet was also given to each author. It should be noted that the training session and instructional packet may confound attempts to generalize these findings.
The authors were required to develop and properly code six items which were submitted for approval and corrective feedback before they were allowed to proceed. The teachers who authored the items were paid an honorarium for their services.
Editing and Coding of Items
Each item was prepared on a separate sheet of paper with a coding sheet attached and completed by the teacher. The coding sheet identified the author, the specific objective tested, the taxonometric level, and information for the computerized system. The project directors edited the items with contrasting colored felt tip pens on the teachers' original forms.
Design of this Study
The data for this investigation were the editing markings on the original test items submitted by the teachers. Scores for 9 scales of information were recorded for analysis. Each of the scales was established so that a low score would be optimal. The scales were Spelling Errors (SE), Punctuation Errors (PE), Distractors (D), Key (K), Usability (U), Validity (V), Stem Clarity (SC), Taxonomy (TX), and an overall Quality (Q) rating. After all of the ratings were completed, the General Linear Models (GLM) procedure was used for F testing and the LSD procedure was used when t-tests were appropriate.
Findings

Spelling Errors (SE)
The frequency and percentage of scores for the 993 items on the nine ratings, and mean scores of each factor, are shown in Table 2 . An item's SE rating indicates how many words were misspelled in the item. There were 98 items (10%) which had one or more spelling errors. Spelling errors are detrimental to good teaching and testing. However the literature shows that this problem is common to other disciplines. Note. There were 993 items.
The authors were compared on each of the scales to determine whether they differed significantly and to see if similar or dissimilar errors were made by different authors. On the spelling errors factor authors were found to differ significantly: F(14, 978) = 11.99, p<.0001. Follow-up analysis with the LSD procedure showed that 5 authors had significantly fewer spelling errors and 3 authors had more than the average number of errors in spelling (Table 3) . Two of the authors with numerous spelling errors also had other defects and were rated significantly worse in the overall Quality (Q) rating (authors 1 and 9). However, only 1 of the authors with a significantly low rate of spelling errors was rated favorably in the Quality rating, so spelling accuracy alone is insufficient to identify good test item writing ability. Years of teaching experience and other demographic data were presented in Table 1 . Teachers were divided into two groups of experience level: fewer than 8 years experience (8 teachers who authored 557 items), and more than 8 years experience (7 authors, 436 items). On the Spelling Errors factor these groups were compared and there was a significant finding of F(1, 991) = 10.48, p<.0012. Follow-up analysis by the LSD procedure showed that the less experienced teachers had significantly fewer spelling errors. None of the other demographic variables were found to differ significantly on the rate of spelling errors.
Punctuation Errors (PE)
The PE rating (Table 2 ) was the total number of punctuation errors. The most frequent errors were omission of punctuation at the end of the stem or use of the wrong punctuation there. Frequently statements were ended with question marks or stems which should have ended with a colon were left with no punctuation. This score may be inflated spuriously by those unique errors which may not have been made in normal prose writing by the same teachers. Among the 15 authors, a significant difference was found in the PE category: F(14, 978) = 8.12, p<.0001 (Table 3) . No significant differences were found among any demographic variables on the rate of punctuation errors.
Distractors (D)
Errors in distractors other than spelling or punctuation were summed in the Distractors (D) category (Table 2) . Frequently these errors either eliminated distractors or targeted the correct answer due to incompatibility between the stem and the alternatives because of lack of agreement in: singular-plural, introductory article, tense, or in one case even gender.
A significant finding of F(14, 978) = 13.37, p<.0001 was attained and follow-up by LSD showed that 3 authors (10, 13, and 14) had significantly lower error rates. Two of those 3 authors who had superior distractors were also among the best in the overall Quality rating. All three of the authors who rated poorest in the overall Quality rating, also rated significantly worse in this Distractors category. Apparently this is one aspect of test writing which needs to be stressed to teachers.
All 4 of the demographic variables studied were found to be significantly related to errors in distractors: Years of experience, F(1, 991) = 10.55, p<.0012, the less experienced teachers authored superior distractors; Highest degree held, F(1, 991) = 23.21, p<.0001, those with graduate degrees wrote better distractors; Undergraduate courses, F(1, 991) = 11.46, p<.0007, those who had taken an undergraduate testing and measurement course prepared better distractors; and Graduate courses, F(1, 991) = 13.23, p<.0003, graduate courses also appeared beneficial.
Key (K)
The Key (K) rating simply indicates whether the answer marked in the teacher's original version of the item was indeed correct. Since incorrect keying was considered a more damaging error than a misspelled word or other common error, a rating of 2 was given for incorrectly keyed items. This resulted in greater increase of the summation categories (Usability and Quality) due to incorrect keying than for other types of errors. Regrettably, 10.5% of the items were keyed incorrectly ( Table 2) .
The authors differed significantly in the Key rating: F(14, 978) = 8.01, p<.0001. Table 3 shows the teachers' means and the results of LSD comparisons. Six authors keyed their items more accurately than others and one teacher was very inaccurate in keying. Teachers with less than eight years of experience keyed more accurately than more experienced teachers, F(1, 991) = 19.82, p<.0001; and teachers with graduate degrees also more accurately keyed their items, F(1, 991) = 12.90, p<.0003.
Usability (U)
The Usability (U) rating was found by counting all proofreading and editing marks of all types on the teachers' original forms--thus it included the sum of all the above categories plus other errors and defects not included in them. An example of an error which would not be counted in the first four ratings but would be included here is an item which begins with a blank. Such an item would have a U rating which equalled the sum of all SE, PE, D, and K ratings plus 1.
The teachers did differ significantly when compared on the Usability of their items: F(14, 978) = 11.99, p<.0001. Comparisons via LSD found that three teachers developed items with superior usability and five teachers authored significantly less usable items (Table 3 ). The teachers with fewer than eight years of experience developed more usable test items according to this rating: F(1, 991) = 7.47, p<.0064. Teachers with graduate degrees wrote more useful items, F(1, 991) = 16.42, p<.0001, and both undergraduate and graduate testing and measurement courses appeared to be effective in helping teachers develop usable items: Undergraduate courses, F(1, 991) = 26.68, p<.0001; and Graduate courses, F(1, 991) = 12.05, p<.0005.
Validity (V)
Items were carefully read and compared to the objectives they were intended to test. A Validity (V) rating of 0 indicated the item clearly possessed face validity. An item which was obviously off the subject was rated 2 and items which tested information immediately adjacent to the intended information were rated 1 to indicate that validity was questionable.
The authors differed significantly in how valid their items appeared to be: F(14, 978) = 3.99, p<.0001. It is noteworthy that the Validity rating did not necessarily correspond to others in the study. One of the authors (number 1) who rated significantly better in terms of validity was one of the worst rated authors in five other categories. Likewise, one other author (number 13) who rated superior in eight other categories (including Q) was significantly worse in the Validity category.
The findings related to the demographic variables were: Less experienced teachers wrote more valid items, F(1, 991) = 4.32, p<.038; teachers with only Bachelor's degrees wrote more valid items than those with graduate degrees, F(1, 991) = 11.47, p<0007; teachers who had experienced undergraduate test and measurement courses submitted more valid items, F(1, 991) = 9.29, p<.0024; and graduate courses also helped teachers write more valid items, F(1, 991) = 10.01. p<.0018.
Stem Clarity (SC)
Stem Clarity (SC) was a subjective rating indicating how clearly understandable the stem appeared. If the item's stem seemed clear enough to lead knowledgeable students to the correct response, regardless of other types of errors (SE, PE, D, K, U, or V ratings), then that item was rated 0 in the SC category. Items which were confusing to read with no clear purpose set forth in the stem were rated 2. Items which would likely work but had some element of confusion were rated 1. Table 2 shows that most items were judged to be reasonably clear in intention.
The finding of F(14, 978) = 4.57, p<.0001 documents that teachers did vary in their ability to write clear item stems. It would seem reasonable to assume that authors who made many spelling and punctuation errors would also have difficulty wording their stems clearly. This, however, was not true in these findings. Of the demographic factors investigated, only highest degree held was related to the ability to prepare clearly worded stems: F(1, 991) = 6.34, p<.0120, teachers with graduate degrees developed superior items in terms of stem clarity.
Taxonomy (TX)
The Taxonomy (TX) rating indicates the extent to which teachers accurately identified the taxonometric level of the cognitive domain for each item. Teachers prepared items to match specific objectives and then coded them. The codes used were derived from the first three levels of Bloom's Taxonomy: 1 indicated simple knowledge, 2 indicated comprehension, and 3 indicated application or higher levels of learning.
Of the 993 items prepared for the test item bank, the authors indicated that they felt 559 (56%) operated at level 1 (knowledge), 379 (38%) operated at level 2 (comprehension), and only 55 (5.5%) operated at level 3 (application or above). The rating in the TX category assigned for this study indicates how well, in the researcher's judgement, the item authors had accurately identified the proper taxonometric level. This was done after reading the objective to be tested by each item and then carefully reading the item to see if it operated at the level indicated by the teacher. A rating of 0 in the TX category indicates that the item appeared to be accurately coded by the teacher. A rating of 2 indicated that there was a clear mismatch between the level at which the teacher desired the item to function and the level at which the researcher judged the item would actually operate. Ratings of 1 in the TX category indicate that the researcher felt the author's coding was questionable. Table 2 shows that 84% (835) of the items had been correctly coded for taxonometric level. Teachers did vary significantly in their ability to code items according to taxonomy: F(14, 978) = 5.20, p<.0001. All teachers who rated poor in this rating also had poor ratings in at least one other category, most rated poor in at least two others. Teachers who rated superior in the TX rating also rated superior in at least two other ratings. Teachers with less than 8 years of experience were significantly more accurate in coding by taxonomy than the more experienced teachers, F(1, 991) = 21.08, p<.0001. Undergraduate test and measurement courses, F(1, 991) = 9.29, p<.0024, appeared to be helpful in enabling teachers to identify the correct taxonometric level of test items, however, graduate courses were not found to be a significant factor here, F(1, 991) = 2.65, p<.0711.
Quality (Q)
The overall Quality of the test items was summarized in the Q rating. The Q rating was found by summing all of the other ratings except Usability (U), which was already a partial summation. The Q ratings (Table 2) range from 0 (an item judged to need no editing of any sort and believed to operate exactly as the submitting author had intended) to a high value of 17.
A finding of F(14, 978) = 14.79, p<.0001, shows that teachers differed in Q ratings (see Table 3 ). All of the teachers who differed significantly in the Q rating had also differed in several other categories. Experienced teachers prepared items with poorer overall quality than inexperienced teachers: F(1. 991) = 20.67, p<.0001. Teachers with graduate degrees produced items identified to have better quality: F(1, 991) = 13.44, p<.0003. Undergraduate test and measurement courses helped teachers develop higher quality items, F(1, 991) = 35.45, p<.0001, and so did graduate courses, F(1, 991) = 11.14, p<.0009.
Discussion
Though the sample included only 15 teachers, the findings presented in this study suggest that technology education teachers have some of the same difficulties in developing useful test items that teachers in other disciplines face. Despite the fact that these carefully selected teachers were given special training to improve their items, less than 21% of the items they prepared were flawless. Earlier works identified spelling, punctuation, grammar, clarity, validity, reliability, taxonometric level, problems in distractors, and other mechanical factors to be problem areas in teacher-made tests. Six of these problems were investigated in this study. Additionally, errors in keying items, a general overall quality assessment, and preparation of technology education teachers to write test items were factors considered by this study.
It was demonstrated that teachers differed significantly in their ability to prepare good test items, and that undergraduate and graduate courses in testing and measurement, though they appear to be helpful in many ways, are not taken by all teachers. These courses improved teachers' ability in developing distractors, and preparing valid and useful items. Undergraduate courses were also shown to help teachers identify the proper taxonometric level of their items.
Teachers with graduate degrees developed items which were superior in 5 of the ratings in this study: distractors, keying of items, usability, stem clarity, and overall quality. However, teachers who had only Bachelor's degrees were significantly better in developing items judged to have good face validity.
Teachers with fewer than 8 years of experience developed items with better overall quality (Q rating) than those who had more experience. The less experienced teachers significantly outperformed their more experienced peers on 7 of the quality factors studied: spelling, distractors, key accuracy, usability, validity, taxonomy, and overall quality. These findings were unanticipated and could possibly be explained by any of several competing theories. Perhaps teachers who have been in the profession longer than 8 years have begun to burn out and have less time or patience to devote to extra assignments such as the test item development projects in which they participated. Alternatively, it could simply be true that teachers who earned their degrees in recent years had received better preparation to develop test items. Still another possibility is that this could be a spurious finding due to the small sample size (15 teachers) or some other unknown error in sampling.
This investigation did not examine the validity of teachers' total tests. It was limited to study of individual items. Often, when an item was judged to lack face validity, another item for an adjacent objective was better suited and the pair of items together was valid to test the two objectives. This informal finding would be difficult to quantify and demonstrate. However, since 85% of the items were judged to have good face validity and only 4% were judged to be invalid, if any sizeable portion of the remaining 10% (judged marginally valid) were in fact usefully valid or could become valid when switched with neighboring items on the same test, then it would be safe to conclude that these technology teachers can develop reasonably valid tests.
Previous research has shown tests to be time on-task activities which promote learning of the subject matter tested. One criticism of teacher-made tests has been that they waste time. If the tests are good ones then much of the time devoted to them may be well spent. However, poorly developed tests would still be a waste of time for learning and evaluation purposes. This study identified several weaknesses in test items developed by teachers. Other factors, such as selection of different types of items for differing objectives, total test validity, problems in scoring and grading, instructions to students about tests, and others could not be addressed in this particular study--but they remain as important research problems. These questions need to be answered before meaningful conclusions can be drawn about the learning value of time students spend taking teacher-made tests.
It is concluded that technology teachers could be better prepared to develop tests if more of them were required to take a testing and measurements course. It is also concluded that the teachers in this sample are generally capable of developing valid test items, but that the items teachers prepare vary in the 9 aspects of overall quality as predicted by previous research.
