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L'exposé qui suit vise à décrire mes travaux passés (et futurs) de manière compréhensible, mais sans
se noyer dans les détails. Le plus souvent, on notera les variables aléatoires par des majuscules, et les
ensembles par des majuscules calligraphiques. Toutefois, la diversité des thématiques abordées rendrait
dicile l'usage de notations et d'un formalisme complètement homogène de bout en bout, d'où parfois
un certain manque de rigueur.
L'inégalité de traitement entre les sujets dépend de diérents biais tels que leurs utilités relatives dans
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Préambule
Ce premier chapitre vise à situer mes travaux de recherche et introduire le plan de ce document. Il
me permettra aussi de mettre en avant quelques éléments qui expliquent en partie ma motivation pour
les thématiques abordées. J'ai toutefois bien conscience que, pour expliquer ma motivation et justier le
chemin parcouru, il faudrait entre autres tenir compte de bien des hasards et faire un travail de l'ordre
de la psychanalyse.
Un certain nombre de termes vont être ici dénis. Bien souvent ces dénitions sont des choix qui
pourraient prêter à des discussions sur lesquelles je préfère ne pas m'attarder.
1.1 Intelligence et science
 Intelligence  vient du latin intellegentia (la faculté de comprendre), de intellegere (comprendre),
lui-même décomposable en (i) inter (entre) et (ii) legere (choisir, cueillir). 1 L'intelligence serait donc à
l'origine la faculté de faire un choix entre des choses, à distinguer une chose d'une autre, par exemple
le vrai du faux. On retrouve assez bien ici l'idée que l'intelligence est la faculté de comprendre, de faire
le lien entre les choses, de résoudre des problèmes. On notera que la mise en ÷uvre de cette faculté à
souvent comme nalité d'agir, par exemple dans la résolution de problème.
La science, elle, peut être dénie comme l'activité consistant à chercher à comprendre le monde qui
nous entoure (plus que des situations particulières). Il s'agit donc de faire appel à l'intelligence pour
aborder des sujets universels plus que pour répondre à des besoins propres, même si l'un n'empêche
pas l'autre. Le lien entre intelligence et action est comparable au lien entre science et technique. On le
retrouve dans le Discours de la méthode de Descartes (1637) quand ce dernier écrit que la science doit
nous permettre de  nous rendre comme maîtres et possesseurs de la nature . En outre, non seulement la
science a un objet universel, mais elle est aussi souvent une activité collective, les scientiques partageant
leurs avancées entre eux.
1. https://fr.wiktionary.org/wiki/intelligence / http://www.cnrtl.fr/etymologie/intelligence
1
2 Chapitre 1. Introduction
1.2 Sciences cognitives et intelligence articielle
Au sein de la classication courante des sciences, les sciences cognitives ont une place particulière puis-
qu'elles ont pour objet les mécanismes de la pensée humaine, animale ou articielle, donc l'intelligence
elle-même. Il y a une évidente mise en abîme puisqu'on a là des activités consistant à faire ÷uvre d'in-
telligence pour comprendre l'intelligence (comme illustré de manière abstraite par la gure 1.1, page 4).
À titre informatif, Miller (2003) cite les six disciplines suivantes comme clairement identiées au sein des
sciences cognitives en 1978 : la psychologie, la philosophie, la linguistique, l'anthropologie, les neuros-
ciences, et l'intelligence articielle. C'est à cette dernière, l'intelligence articielle (IA), que nous allons
désormais nous intéresser plus particulièrement.
Ici, on restreindra l'intelligence articielle au problème de concevoir des systèmes capables le mieux
possible de comprendre des choses (de construire des connaissances) ou de résoudre des problèmes. En
un sens, il s'agit de mettre la question de l'intelligence en équations, sous la forme d'un problème mathé-
matique. On met ainsi sciemment de côté  sans nier leur pertinence  les travaux visant
 à reproduire le fonctionnement de l'intelligence naturelle (laquelle peut toutefois être source d'ins-
piration) ; ou
 à accomplir des tâches comparables à celles rencontrées dans la nature ; idéalement on voudrait
accomplir tout type de tâches, et peut-être un jour voir un éléphant articiel jouer aux échecs
(Brooks, 1990).
Ce choix nous éloigne de l'intelligence articielle telle qu'évaluée par exemple dans le test de Turing
(1950). Ce point de vue soulève évidemment des interrogations. Est-ce que toute activité intelligente peut
être ainsi abordée ? Toute intelligence naturelle est-elle le produit d'une machine ? 2 Sinon, quelles sont
les limites de cette mise en équation ? Qu'y a-t-il de propre à l'intelligence naturelle qui ne peut être
retrouvé dans l'intelligence articielle ?
Le plus souvent, plutôt que de travailler sur des machines en général (des combinaisons de composants
mécaniques, électroniques ou optiques), on préfère travailler avec des algorithmes, ce qui permet de consi-
dérer tout calcul possible à l'aide de machines de Turing universelles (Turing, 1936). Mais ces algorithmes
vont être exécutés sur des supports physiques et donc subir les contraintes inhérentes à ceux-ci : par
exemple, vitesse d'exécution, mémoire et capacités perceptives d'une machine, comme d'un être vivant,
sont limitées. L'intelligence articielle va donc avoir un soucis de réalisme par rapport à ces contraintes,
entrant alors dans le domaine de la rationalité limitée (Russell, 1997; Russell et Norvig, 2010).
En aparté, on notera qu'un algorithme n'est jamais qu'une procédure, une méthode à appliquer de
manière automatique/systématique. Or, si l'on peut dire qu'une méthode est intelligente ou astucieuse,
son application  bête  n'est pas ce que l'on appellerait couramment un signe d'intelligence. Peut-être
se trompe-t-on donc en parlant d'intelligence articielle dans ce cas. 3 Ce paradoxe est connu sous le nom
d' eet IA , 4 et est parfois aussi formulé en disant que, dès lors qu'un algorithme résout un problème,
celui-ci n'est plus un problème d'intelligence articielle. À titre de comparaison, on pourrait dire qu'un
tour de magie n'en est plus un dès lors que l'on connaît son  truc . Mais l'intelligence et la magie
disparaissent-ils quand on sait les expliquer ? 5
It's still magic even if you know how it's done.  Terry Pratchett, A Hat Full of Sky
Mais revenons à ce que cherche l'intelligence articielle. Pour concevoir un système réalisant des tâches
intelligentes, nous allons avoir besoin de spécier ces tâches. S'il s'agit d'apprendre quelque chose sur la
base d'exemples, il va falloir fournir en entrée les exemples, et préciser ce que l'on entend par  apprendre .
Apprendre peut signier approcher au mieux (au sens d'un critère particulier) une fonction f à l'aide
d'exemples de la forme (x, f(x)). S'il s'agit de trouver une solution satisfaisante à un problème, il peut
être question d'un problème dont les solutions sont exprimées à l'aide d'un vecteur de nombres entiers ou
réels, et qui s'exprime par des égalités et inégalités qui doivent être satisfaites par les vecteurs solutions.
2. Cela rejoindrait le mécanisme en philosophie, c'est-à-dire la perception de la plupart des phénomènes comme suivant
le modèle des liens de cause à eet.
3. Peut-être devrait-on réserver le terme d'intelligence articielle à un système automatique capable d'analyser une
situation nouvelle, un problème nouveau, pour proposer une méthode de résolution adaptée. Mais n'est-ce pas déplacer
(inutilement) le problème que de raisonner ainsi ?
4. https://en.wikipedia.org/wiki/AI_effect
5. Et un phénomène naturel est-il moins admirable parce que la science sait l'expliquer ?
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On notera qu'on est ici déjà en train de restreindre l'intelligence à des tâches particulières. On ne cherchera
pas ici à concevoir un algorithme capable de tout faire. Par contre on cherchera à concevoir un algorithme
capable d'eectuer un type de tâche en général (de résoudre une famille de problèmes). Concevoir un
algorithme capable de trouver une trajectoire pour un robot mobile (quand il en existe une), quels que
soient l'environnement et les points de départ et d'arrivée, n'est pas trouver une trajectoire pour un unique
environnement et d'uniques points de départ et d'arrivée (auquel cas on peut pré-calculer la solution).
Pour concevoir un algorithme intelligent, on va donc dénir (formellement) une famille de problèmes,
l'analyser, et chercher un algorithme dont on est capable de montrer qu'il résout ce problème. On va aussi
analyser cet algorithme pour identier ses propriétés utiles : sa complexité (besoins de mémoire et de
temps en fonction des caractéristiques du problème), son comportement au cours du temps s'il converge
progressivement vers une solution, ... On va pouvoir se demander par ailleurs s'il peut être transformé
pour modier ses propriétés, en faisant par exemple en sorte que sa complexité computationnelle soit
globalement meilleure ou simplement diérente (c'est-à-dire de manière à ce que l'algorithme soit meilleur
dans diérentes parties de l'espace des problèmes considérés). 6 Dans certains cas, la recherche d'un
algorithme satisfaisant amènera à établir le meilleur compromis entre les bonnes propriétés souhaitées
d'une part, et l'acceptabilité des hypothèses faites sur le problème d'autre part. De manière réciproque,
on peut se demander ce qui pourrait se passer si un algorithme est appliqué alors que certaines de ses
hypothèses ne sont pas vériées (une tentation naturelle dans bien des cas). Quelles propriétés sont
perdues ou préservées ?
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1.3.1 De quoi s'agit-il ?
Comme on l'a évoqué, quand l'intelligence n'est pas spéculative, elle agit. Mes travaux s'intéressent
ainsi à la conception d'intelligences agissantes, aux prises avec leur monde extérieur. On parle alors
d'agent rationnel en interaction avec son environnement, c'est-à-dire capable de le percevoir et d'agir
sur celui-ci. Plus précisément, mes travaux considèrent des cadres dynamiques, dans lesquels l'agent doit
prendre une séquence de décisions pour contrôler l'état du système qu'il constitue avec l'environnement.
On parle alors de prise de décision séquentielle. Cela recouvre à la fois la planication d'actions dans un
environnement dont on connaît la dynamique (les règles de fonctionnement), mais aussi l'apprentissage
par renforcement, c'est-à-dire l'apprentissage du comportement à adopter par essai-erreur.
Souvent, il faut tenir compte d'incertitudes pour traiter de tels problèmes. Il peut s'agir d'incertitudes
inhérentes à la dynamique du système (à supposer qu'elle est par nature stochastique et non déterministe).
Il peut s'agir d'incertitudes liées aux capacités perceptives limitées, l'agent n'ayant à chaque instant qu'une
vue partielle et bruitée de l'état réel de l'environnement. Il peut s'agir d'incertitudes introduites dans le
modèle pour en réduire la complexité.
Mes travaux s'intéressent ainsi principalement à la prise de décision séquentielle dans l'incertain,
problématique rencontrée dès le DEA et à laquelle je reste attaché. Elle est à mon sens assez large et
permet d'aborder de nombreux problèmes scientiques et pratiques. En outre, une autre raison de mon
intérêt pour la prise de décision dans l'incertain est la diculté que j'éprouve moi-même à prendre des
décisions dans l'incertain. 7
1.3.2 Orientation de mes travaux de recherche
Comme on va le voir dans la présentation des fondements scientiques de mes travaux (chapitre 2),
un formalisme, celui des processus de décision markoviens (MDP), permet assez simplement (en théorie
6. À ce sujet, le  no free lunch theorem  (selon lequel il n'existe pas, pour une classe de problème, un algorithme qui
soit meilleur que les autres pour toutes sous-classes) nous garantit en un sens qu'il y a toujours moyen de spécialiser un
algorithme en s'intéressant plus particulièrement à une sous-classe restreinte.
7. En cela je rejoins la logique du corsaire Robert Surcouf, auquel un capitaine d'un bâtiment de la Royale Navy s'adressa
ainsi :  Vous, Français, vous vous battez pour l'argent. Tandis que nous, Anglais, nous nous battons pour l'honneur ! ,
Surcouf lui répliquant :  Chacun se bat pour ce qui lui manque. 
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Figure 1.1   Exposition d'estampes , lithographie de M.C. Escher, 1956. La position de la signature
répond astucieusement à la question de ce qui se passe en ce point particulier de l'image. Une réponse
plus convaincante a été apportée par de Smit et Lenstra Jr. (2003).
au moins) de modéliser et résoudre un grand nombre de problèmes de prise de décision séquentielle dans
l'incertain. Comme on le verra ensuite, des dicultés apparaissent
1. parce que nombre de problèmes intéressants, s'ils entrent dans le cadre des MDP, requièrent trop
de ressources computationnelles pour être résolus à l'aide des algorithmes  élémentaires , et
2. parce que nombre de problèmes intéressants sortent du cadre des MDP, posant a priori de nouvelles
questions.
S'il y a une certaine diversité dans mes travaux, on peut y voir une grande tendance, celle de chercher
(1) si le problème à résoudre a des caractéristiques (/une structure) particulière, et (2), le cas échéant,
si on peut exploiter ces caractéristiques pour résoudre ce problème plus ecacement. Je me suis d'abord
intéressé à cette problématique générale dans le cadre de  simples  MDP.
Plus récemment, j'ai étudié des situations sortant du cadre des MDP, mais qui peuvent y être re-
plongées (comme illustré de manière abstraite par la gure 1.1). Dans ce cas, on cherche typiquement un
plongement accompagné de propriétés facilitant (encore une fois) la résolution.
Ces travaux conduisent à proposer une vision généralisée des MDP et de leurs extensions. Une dé-
marche pour résoudre une variété de problèmes sortant a priori du cadre des MDP simples apparaît tout
en exploitant leurs caractéristiques propres.
1.4 Organisation du mémoire
Comme déjà annoncé plus haut, ce mémoire va d'abord présenter au chapitre 2 les fondements scien-
tiques sur lesquels reposent la majeure partie de mes travaux : le formalisme des processus de décision
markoviens et certaines de ses extensions. Mes propres contributions sont ensuite organisées en trois
ensembles :
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 le chapitre 3, sur la recherche et l'exploitation de structure dans les MDP, mais aussi sur la
résolution de MDP par optimisation directe d'un contrôleur (par opposition à l'emploi de la pro-
grammation dynamique) ;
 le chapitre 4, sur la résolution de POMDP par optimisation directe d'un contrôleur, sur la résolu-
tion d'extensions de POMDP en se ramenant à un POMDP, et sur une approche optimiste pour
l'apprentissage par renforcement bayésien ; et
 le chapitre 5, sur des travaux s'éloignant des MDP, mais mettant en jeu des systèmes dynamiques,
des algorithmes de recherche, ou la théorie de l'utilité, c'est-à-dire trois sujets récurrents dans mes
travaux.
Vient ensuite le chapitre 6, dans lequel je présente des directions pour mes futures recherches.
Aparté : Dans l'inventaire à la Prévert (1946) de travaux qui suit, je me permets d'attirer l'attention
en particulier vers les sections 3.3, 4.3.2 et 4.3.3.
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Ce chapitre présente les fondements scientiques de la majeure partie de mes travaux de recherche,
c'est-à-dire le cadre des processus de décision markoviens (MDP) et ses extensions. Il aborde les bases
théoriques des MDP simples en section 2.1, des approches possibles quand les MDP grossissent trop en
section 2.2, et enn des travaux portant sur des modèles étendant les MDP en section 2.3.
2.1 Les  petits  MDP
Nous allons voir ici brièvement ce que sont les MDP, et quelles principales approches exactes de
résolution existent.
2.1.1 Qu'est-ce qu'un MDP?
On souhaite contrôler des systèmes (à temps discret) dont la dynamique est incertaine, mais sur
laquelle on a une inuence (un moyen de contrôle), ce qui amène naturellement à voir ce système comme
une chaîne de Markov dont la dynamique dépend du choix d'une action. En outre, pour spécier un
objectif, on va associer une utilité aux états visités et aux actions eectuées.
Tout cela conduit à employer le cadre des processus de décision markoviens (MDP) (Bellman, 1957;
Puterman, 1994; Bertsekas et Tsitsiklis, 1996). Un MDP se formalise comme un tuple 〈S,A, P,R〉 où
 S est un ensemble (ni) d'états du système ;
 A est un ensemble (ni) d'actions possibles ;
 P·,· est la fonction de transition du système ; Ps,s′(a) = Pr(s′|s, a) est la probabilité que le système
transite vers l'état s′ ∈ S quand l'action a ∈ A est eectuée depuis l'état s ∈ S ; et
 R : S ×A×S → R est une fonction de récompense, laquelle associe à toute transition un scalaire
représentant l'utilité immédiate de cette transition.










Figure 2.1  Modèle graphique d'un MDP
Le plus souvent, et sans perte de généralité, on considère que la fonction de récompense ne dépend
pas de l'état d'arrivée. En outre, une récompense peut être négative pour représenter un coût.
L'incertitude des transitions peut être liée à la nature du système considéré, mais aussi à la simpli-
cation de son modèle (par manque de connaissances ou pour le rendre accessible). Dans tous les cas,
on suppose que la dynamique est markovienne, c'est-à-dire que la connaissance de l'état courant et de
l'action courante sont susants pour prédire au mieux le prochain état :
∀s0, a0, . . . , st, at, st+1, P r(st+1|st, at) = Pr(st+1|st, at, st−1, at−1, . . . , s0, a0).
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Par ailleurs, la dénition fournie ici ne décrit pas un problème à résoudre. On n'a spécié ni l'objectif,
ni la forme des solutions. Il y a en fait une variété de problèmes de décision markoviens. 8 Les sections
suivantes présentent les instances les plus usuelles et leur résolution.
2.1.2 Le principe d'optimalité de Bellman
et son application à horizon temporel ni
Considérons d'abord un MDP auquel on ajoute la contrainte que seul un horizon temporel ni T est
considéré. L'objectif est alors de contrôler ce système entre les instants t = 0 et t = T , quel que soit l'état
de départ s0, typiquement de manière à maximiser l'espérance de la somme des récompenses cumulées :
E[R0 +R1 + · · ·+RT−1|s0],
où les Rt sont les variables aléatoires associées à la fonction de récompense.
On a là un problème d'optimisation bien posé. La solution cherchée doit indiquer comment choisir une
action a à eectuer quel que soit non seulement l'état atteint s, mais aussi le pas de temps t (parce que les
possibilités de récompenses à long terme ne sont pas les mêmes selon le temps restant). On peut prouver
que, sans perte d'optimalité, ce choix peut être eectué de manière déterministe, sans échantillonner une
action. Une solution, appelée politique π0:T−1, est alors la donnée d'une fonction πt : S → A pour chaque
t ∈ {0, . . . , T − 1}.
La fonction donnant l'espérance des récompenses futures cumulées à partir d'un état s à un instant
t et en suivant une politique π0:T−1 est appelée valeur de la politique. Pour l'instant t, on la notera ici
Vπt:T−1(s) parce qu'elle ne dépend que des décisions prises à partir de cet instant. Pour t ∈ {0, . . . , T −1},
et en dénissant VπT :T−1(s)
def
= 0, on a en eet :
Vπt:T−1(s)
def
= Eπ0:T−1 [Rt +Rt+1 + . . .+RT−1|St = s]
= Eπt:T−1 [Rt +Rt+1 + . . .+RT−1|St = s]
= Eπt:T−1 [Rt|St = s] + Eπt:T−1 [Rt+1 + . . .+RT−1|St = s]
= Eπt:t [Rt|St = s] +
∑
s′∈S
Ps,s′(πt(s))Eπt:T−1 [Rt+1 + . . .+RT−1|St+1 = s′]





On pourra écrire ce calcul récursif sous une forme vectorielle en introduisant l'opérateur Lπ :
Vπt:T−1 = ~rπt + PπtVπt+1:T−1
= LπtVπt+1:T−1 ,
où ~rπt est le vecteur des récompenses pour chaque état quand la politique instantanée πt est appliquée,
et Pπt est la matrice des probabilités de transition pour cette même politique.
Chercher une politique optimale pour un état de départ s en particulier consiste à trouver une politique
8. On confondra souvent les notions de processus de décision markovien et de problème de décision markovien.
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On a ainsi naturellement déni la fonction de valeur commune à toutes les politiques optimales, et
cette dénition fournit un algorithme récursif pour la calculer. Ce calcul, identique quel que soit l'état
initial choisi et quel que soit le pas de temps, repose sur le principe d'optimalité de Bellman :
An optimal policy has the property that whatever the initial state and initial decisions are, the
remaining decisions must constitute an optimal policy with regard to the state resulting from
the rst decisions. (Bellman, 1954)
Une fois ce calcul fait, il ne reste, pour obtenir une politique optimale π∗, qu'à suivre des actions gour-
mandes par rapport à la fonction de valeur calculée, c'est-à-dire permettant d'atteindre chaque maximum.
Implémenté de manière récursive, ce calcul aura l'inconvénient de passer de nombreuses fois par les
mêmes états si plusieurs chemins sont possibles entre deux états à deux instants diérents. La program-
mation dynamique est une procédure plus ecace consistant à appliquer ces formules du futur vers le
passé, calculant la fonction V ∗t en fonction de la fonction V
∗
t+1.
L'algorithme 1 détaille ce mécanisme en introduisant la fonction d'action-valeur





et surtout sa version optimale Q∗t .
Algorithme 1 : Programmation dynamique à horizon temporel ni
1 pour chaque s ∈ S faire
2 V ∗T (s)← 0
3 pour chaque t ∈ T − 1, . . . , 0 faire
4 pour chaque s ∈ S faire
5 pour chaque a ∈ A faire






7 π∗t (s) ∈ argmaxa∈AQ∗t (s, a)
8 V ∗t (s)← maxa∈AQ∗t (s, a)
9 retourner π∗
2.1.3 Passage à l'horizon temporel inni
Des dicultés apparaissent dans le cas d'un horizon temporel inni.
La première diculté est que le critère total (somme des récompenses cumulées) employé précédem-
ment risque de conduire à des sommes divergentes. Un autre critère possible est le critère moyen, lequel
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vise à maximiser la récompense moyenne par pas de temps. On va toutefois ici, comme souvent, lui
préférer le critère pondéré, lequel modie le critère total en pondérant les récompenses futures par un
terme décroissant exponentiellement. Plus formellement, pour un facteur d'atténuation γ ∈ [0, 1[ donné,
on cherche à optimiser, pour tout s, Eπ [
∑∞
τ=0 γ
τRτ |St = s].
La seconde diculté est qu'on ne peut pas exécuter l'algorithme 1 (même en y ajoutant le facteur γ)
pour un horizon temporel inni, parce que cela demanderait un temps de calcul et une mémoire innis.
Utilisons désormais l'indice k (au lieu de t), numéroté de 0 à l'inni (au lieu de T = ∞ à 0), et
notons que la programmation dynamique consiste à appliquer de manière répétée l'opérateur d'optimalité
de Bellman L déni, en notation vectorielle, par :
L :
R|S| → R|S|
V 7→ maxπ [rπ + γPπV ] ,
où rπ est le vecteur des récompenses pour chaque état quand la politique instantanée (pour un seul pas
de temps) π est appliquée, et Pπ est la matrice des probabilités de transition pour cette même politique.
Or, parce que γ ∈ [0, 1[, l'opérateur L est contractant, donc la séquence des Vk obtenue par application
récursive de L converge vers l'unique point xe V ∗ solution de V = LV . On en déduit qu'une politique
optimale stationnaire existe, laquelle agit de manière gourmande par rapport à V ∗.
Ce résultat amène directement à l'algorithme d'itération sur la valeur, qui consiste à appliquer L de
manière répétée jusqu'à ce que l'erreur résiduelle soit inférieure à un seuil ε > 0 :




Alors, la politique πk gourmande par rapport à Vk garantit (Williams et Baird, 1993) :
‖Vπk − V ∗‖∞ <
2γ
1− γ ε.
En pratique, on emploie plutôt l'algorithme 2, une variante plus rapide qui utilise une nouvelle valeur dès
qu'elle est calculée.
Algorithme 2 : Algorithme d'itération sur la valeur  Gauss-Seidel
1 pour chaque s ∈ S faire
2 V0(s)← 0
3 k ← 0
4 répéter
5 pour chaque i← 1 à |S| faire
6 Vk+1(si) = maxa∈A
{
r(s, a) + γ
∑
1≤j<i p(sj | s, a)Vk+1(sj) +
γ
∑
i≤j≤|S| p(sj | s, a)Vk(sj)
}
7 k ← k + 1
8 jusqu'à ‖Vk+1 − Vk‖ < ε
9 pour chaque s ∈ S faire




11 retourner Vk, π
On citera brièvement deux autres types d'approches reposant sur le calcul de la fonction de valeur
optimale :
la programmation linéaire, avec l'objectif de minimiser
∑
s∈S V (s) sous la contrainte que, pour
tout (s, a) ∈ S ×A, V (s) ≥ r(s, a) + γ∑s′∈S Ps,s′(a)V (s′) ; et
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l'algorithme d'itération sur la politique, lequel consiste à alternativement (1) calculer la fonc-
tion de valeur Vk de la politique courante πk, et (2) en déduire la prochaine politique πk+1 gour-
mande par rapport à Vk, comme illustré par l'algorithme 3.
La fonction de valeur Vπ d'une politique stationnaire π s'obtient en résolvant Vπ = LπVπ, où Lπ, l'opé-
rateur de Bellman associé à π, est déni par :
Lπ :
R|S| → R|S|
V 7→ rπ + γPπV.
Cette résolution peut par exemple se faire par convergence vers un point xe, ou en calculant (I−γPπ)−1rπ
(ce qui requiert une coûteuse inversion de matrice).
Algorithme 3 : Algorithme d'itération sur la politique
1 Initialiser π0 aléatoirement




Vk(s) = r(s, πk(s)) + γ
∑
s′∈S
p(s′ | s, πk(s))Vk(s′), ∀s ∈ S
6 pour chaque s ∈ S faire
7 πk+1(s) ∈ argmaxa∈A
{
r(s, a) + γ
∑
s′∈S p(s
′ | s, a)Vk(s′)
}
8 k ← k + 1
9 jusqu'à πk = πk+1
10 retourner Vk, πk+1
Nous ne nous attarderons pas plus ici sur ces trois approches traitant le cas de l'horizon temporel
inni et sur leurs propriétés respectives. On précisera seulement (1) que leurs complexités respectives sont
polynomiales en le nombre d'états et d'actions (entre autres paramètres usuels), et (2) que des variantes
de chacune existent, entre autres conçues pour traiter plus ecacement certaines classes de MDP.
2.2 Les MDP  trop gros 
Les algorithmes vus dans la section précédente permettent de traiter des problèmes de décision mar-
koviens simples. Toutefois la taille des problèmes rencontrés peut croître très rapidement. Si on décrit les
états possibles du système par plusieurs variables d'état multi-valuées (par exemple les angles des articu-
lations d'un robot), la taille de S est exponentielle en le nombre de ces variables. Et la même croissance
exponentielle s'observe sur A si les actions possibles s'écrivent comme la combinaison d'actions élémen-
taires (par exemple les forces appliquées sur les actionneurs d'un robot). On peut aussi faire face à des
problèmes dans lesquels l'ensemble des états ou des actions est continu ou nécessiterait une discrétisation
très ne.
Les problèmes posés par ces MDP de grande taille sont de plusieurs ordres. Le temps de convergence
devient prohibitif. Il peut ne plus être possible de mémoriser la fonction de valeur calculée ou la politique,
voire ne même plus être envisageable de seulement énumérer tous les couples états-actions.
Une grande partie des travaux de recherche sur les MDP s'attache ainsi à résoudre ecacement de
tels MDP de grande taille. En réponse au  no free lunch theorem , 9 nombre d'entre eux s'attachent
à exploiter des hypothèses particulières. La présente section décrit trois grandes classes d'approches :
la programmation dynamique approchée (sec. 2.2.1), l'optimisation directe d'un contrôleur (sec. 2.2.2),
et les recherches heuristiques ou arborescentes (sec. 2.2.3). En complément sont brièvement évoqués
9. Comme déjà dit en note en bas de la page 3, selon celui-ci, il n'existe pas, pour une classe de problème, un algorithme
qui soit meilleur que les autres pour toutes sous-classe.
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des travaux visant à exploiter la structure inhérente aux problèmes considérés pour les résoudre plus
ecacement (sec. 2.2.4).
2.2.1 La programmation dynamique approchée
Une première idée assez naturelle est de tenter d'adapter les algorithmes de référence pour la résolu-
tion de MDP de  petite taille , et en particulier le principe de la programmation dynamique. On cherche
donc encore à s'approcher au mieux d'une fonction de valeur optimale, pour ensuite pouvoir agir de ma-
nière gourmande par rapport à celle-ci (Munos, 2008). Se posent alors deux questions interdépendantes :
Comment calculer cette fonction de valeur ? Et comment la représenter de manière compacte ?
2.2.1.1 Approximation de la fonction de valeur
En l'absence de propriétés particulières des fonctions de valeur rencontrées, on va devoir se restreindre
à un sous-ensemble F des fonctions possibles en recourant à un approximateur de fonction A qui, à toute
fonction de valeur (non-approchée), associe un élément de F .
Un cas courant est celui de l'approximation linéaire dans laquelle, étant donné un ensemble de fonctions
caractéristiques (features) associé à l'état :
φ1 : S → R
...
φm : S → R,
une fonction de valeur est spéciée par un vecteur ~w ∈ Rm et calculée comme une combinaison linéaire
de ces caractéristiques avec ce vecteur :
Vw(s) = ~φ(s) · ~w, ∀s ∈ S.
L'image d'une fonction f par A se trouve en eectuant une projection sur F , c'est-à-dire en cherchant
une fonction g de F qui minimise une distance ‖g − f‖.
2.2.1.2 Itération sur la valeur approché
Dans ce cadre, l'algorithme d'itération sur la valeur approché (AVI) consiste à calculer une séquence
de fonctions de valeur en appliquant itérativement l'opérateur d'optimalité de Bellman L et l'opérateur
d'approximation A :
Vk+1 = A LVk. (2.1)
On a ainsi une réponse possible à la question de la représentation de la fonction de valeur, même si les
résultats obtenus dépendent de choix importants tels que celui de l'approximateur. Mais la question du
calcul de la fonction de valeur eectué dans l'équation 2.1 est encore ouverte. Comment eectuer celui-ci
en pratique quand il y a trop d'états ou d'actions pour pouvoir se permettre des calculs exacts ?
Une solution est, à l'étape k :
1. d'échantillonner un ensemble de N états (sn)1≤n≤N selon une distribution µ ;
2. de calculer la valeur vn
def
= LVk(sn) de chacun d'entre eux ; et
3. d'employer un algorithme d'apprentissage supervisé avec les données d'apprentissage {(sn, vn)1≤n≤N}
qui retournera une fonction Vk+1 de F minimisant l'erreur empirique.
Un problème est que, en utilisant AVI, on perd la garantie de convergence vers un point xe. La
suite générée peut osciller, voire diverger. Même si la fonction de valeur optimale était dans F , on ne la
trouverait pas nécessairement. Les résultats les plus généraux pour l'analyse d'AVI dépendent de l'erreur
d'approximation ‖LV −A LV ‖∞, c'est à dire de la pire erreur sur S, laquelle est généralement dicile à
contrôler.
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2.2.1.3 Itération sur la politique approché
En très bref, l'algorithme d'itération sur la politique approché (API) remplace, dans PI, l'évaluation
exacte d'une politique par une évaluation approchée. Diérentes méthodes existent pour cela, telles que :
 les méthodes itératives (analogues à l'algorithme AVI),
 les méthodes par résolution d'un système linéaire,
 les méthodes de Monte-Carlo,
 les méthodes par diérences temporelles (TD), et
 les méthodes par moindres carrés.
Bilan
Comme le montre cette rapide introduction, la programmation dynamique approchée fournit une
variété de solutions pour traiter des MDP de grande taille, et a des liens forts avec la théorie de l'approxi-
mation de fonctions. En pratique, un certain nombre de succès ont été obtenus avec ces outils, même sans
avoir toujours les garanties théoriques fortes que l'on pourrait souhaiter.
2.2.2 L'optimisation directe d'un contrôleur
Une limitation importante de la programmation dynamique approchée est le besoin de trouver, pour
un MDP donné, un ensemble de fonctions F proche de la fonction de valeur optimale visée, et même
des diérentes fonctions de valeur calculées au cours de l'exécution d'AVI ou API. D'ailleurs, une faible
erreur d'approximation peut amener à un changement important de politique.
Il est a priori plus simple (1) de trouver quelle est la meilleure action dans chaque état que (2) de
connaître la Q-valeur optimale pour chaque couple état-action. En eet traiter ce deuxième problème
fournit une solution au premier (alors que l'inverse est faux). Cette observation pourrait expliquer, par
exemple, que les meilleurs algorithmes joueurs de Tetris ne reposent pas sur la programmation dynamique
approchée (Thiéry, 2010). Aussi, il est parfois plus facile de trouver un espace de contrôleurs (politiques)
dans lequel la recherche d'une bonne politique se fera ecacement.
Travailler ainsi directement dans un sous-ensemble de politiques revient à se ramener à un problème
d'optimisation où l'on doit typiquement trouver un vecteur de paramètres θ maximisant un critère de
performance f lié au contrôleur. On peut donc potentiellement appliquer de nombreuses méthodes issues
de la théorie de l'optimisation.
Dans le cas mentionné précédemment du jeu de Tetris, un algorithme d'optimisation évolutionnaire
(une stratégie évolutionnaire), la méthode de l'entropie croisée (CEM) (de Boer et al., 2005; Mannor
et al., 2003; Szita et Lörincz, 2006), a été employée avec succès. D'autres algorithmes de ce type ont été
employés, tels que CMA-ES (Hansen, 2011; Heidrich-Meisner et Igel, 2008), PI2 (Theodorou et al., 2010)
ou PoWER (Kober et Peters, 2011), qui vont des algorithmes d'optimisation boîte noire à des algorithmes
exploitant le caractère séquentiel du problème considéré. Stulp et Sigaud (2013b,a) mettent en avant un
certain nombre de liens, similarités et diérences, qui existent entre plusieurs de ces algorithmes.
2.2.2.1 Montées de gradient
Cette section va présenter de manière plus détaillée une famille importante d'approches pour l'opti-
misation directe d'un contrôleur, celle des montées de gradient (policy gradient), dont il sera plus souvent
question dans la suite de ce mémoire.
Appliquer une montée de gradient suppose d'abord que le gradient de la fonction f(θ) considérée soit
bien déni. Ce n'est pas évident si (1) l'espace d'états est discret ou (2) l'espace d'états est continu, mais
il y a des discontinuités dans la dynamique (par exemple à cause de la présence d'un obstacle dans un
environnement). La solution courante adoptée ici est, dans le cas d'un espace d'états discret, de considérer
une politique paramétrée stochastique, ce qui permettra la bonne dénition du gradient.
Optimiser une politique paramétrée avec une montée de gradient Historiquement, l'algorithme
de référence pour la recherche directe de politique par montée de gradient est l'algorithme REINFORCE
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(Williams, 1987, 1992). Ce travail a été ensuite généralisé et amélioré, entre autres, par Baird (1999);
Baird et Moore (1999), puis par Baxter et Bartlett (2001); Baxter et al. (2001).
Dans le cas d'un MDP, l'objectif de la montée de gradient est de maximiser un critère de performance
dépendant de la politique (stochastique) π appliquée. Notons par exemple g(π) un critère de performance.
Pour pouvoir employer une montée de gradient, la politique est écrite comme une fonction d'un vecteur
paramètre ~θ : π = h(~θ), de sorte que la mesure de performance est une fonction f(~θ) = g ◦ h(~θ). Si
cette fonction composée est dérivable, les conditions requises pour eectuer une montée de gradient sont
satisfaites.
Le choix d'une forme paramétrée π = h(~θ) dénit un sous-espace de l'espace des politiques sto-
chastiques. Idéalement, ce sous-espace devrait être aussi petit que possible, mais tout en contenant les
meilleures politiques. Dans ce sous-espace, la politique optimale peut ne plus être déterministe, et une
recherche peut mener à un optimum local. Supposons par exemple que, comme dans le cas de la pro-
grammation dynamique approchée, l'état courant est connu à travers un vecteur caractéristique ~φs (par
exemple des variables observables). Alors le vecteur paramètre du contrôleur ~θ peut être décomposé en
un vecteur ~θa par action, et on peut choisir d'écrire la probabilité d'eectuer a avec le softmax suivant :







Le nombre de paramètres à optimiser est ici |A| · nφ où nφ est le nombre de caractéristiques.
Le gradient de f au point ~θ représente la sensibilité de la mesure de performance aux changements
des paramètres de contrôle. Avec un modèle connu du MDP, on peut envisager de calculer le gradient de
manière exacte, comme dans l'algorithme GAMP d'Aberdeen (2003). Mais ce gradient est le plus souvent
estimé à travers des simulations, soit parce qu'aucun modèle n'est disponible, soit parce qu'une méthode
exacte serait trop coûteuse (nécessitant de développer l'espace d'état-action complet). On appelle une
telle approche une méthode de gradient stochastique.
Méthode des diérences nies Une première approche possible pour estimer le gradient est la
méthode classique des diérences nies. Dans le cas mono-dimensionnel  pour une fonction dérivable
f : R→ R  cela revient à écrire la dérivée de f en x comme :
f ′(x) = lim
ε→0
f(x+ ε)− f(x− ε)
2ε
.
Dans notre cas où l'on n'accède à f qu'à travers des simulations, il faut choisir une petite valeur ε > 0 et
eectuer deux séries de simulations pour estimer f(x+ ε) et f(x− ε).
L'emploi des diérences nies requiert d'eectuer 2n simulations pour obtenir une estimation du gra-
dient (n étant le nombre de paramètres dans ~θ). Le reste de cette section montre comment des estimations
du gradient de f peuvent être calculées plus ecacement dans un cadre MDP.
Estimation du gradient ∇f  Cas de l'horizon temporal ni
Horizon temporel 1 Considérons d'abord un MDP dont l'horizon temporel est de longueur 1 (une
seule décision doit être prise) et dont l'état initial est échantillonné aléatoirement selon une distribution
de probabilité d. L'objectif est d'optimiser
J(π) = Eπ[r] =
∑
(s,a,s′)∈S×A×S
d(s)qπ(a|s)p(s′|s, a)︸ ︷︷ ︸
Pr(s,a,s′)
r(s, a, s′).




d(s)q(a|s; ~θ)p(s′|s, a)r(s, a, s′).
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Eectuer une montée de gradient suppose, pour tout couple (s, a), que la fonction associant ~θ à q(a|s; ~θ)
soit diérentiable. Supposant que les rapports de vraisemblance ∇q(a|s;
~θ)
q(a|s;~θ) existent (et sont bornés), le
gradient de f s'écrit alors : 10
∇E [r(s, a, s′)] = ∇
∑
s,a,s′




































Avec ce résultat, et avec N échantillons (si, ai, s′i) indépendants et identiquement distribués (iid) selon










Utiliser ce résultat requiert d'abord de calculer ∇q(a|s;
~θ)
q(a|s;~θ) (parfois appelé le log-gradient de la politique
parce qu'il peut s'écrire ∇ ln q(a|s; ~θ)). Dans le cas de la formulation (2.2) par exemple, nous avons, selon





































= φs,i(0− q(b|s; θ)),
de sorte qu'on peut écrire :
∇q(a|s; ~θ)
q(a|s; ~θ)
= ~φs(~U(a)− q(·|s; θ))T , (2.4)
où ~U(a) est un vecteur unitaire avec un 1 à la position a.
Mettre en ÷uvre l'équation (2.3) dans une montée de gradient requiert aussi d'ajouter à l'algorithme
une boucle générant ces N échantillons pour estimer le gradient du vecteur paramètre courant.
10. Les gradients sont toujours pris par rapport au vecteur ~θ.
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Horizon temporel T Passons maintenant au cas d'un horizon temporel ni T ≥ 1. La mesure de
performance considérée est la somme des récompenses pondérées avec γ ∈ [0, 1]. Soit Vt(s) la somme
pondérée des récompenses de t à T si l'on part de l'état s. Alors,








q(a|s; ~θ)p(s′|s, a) (r(s, a, s′) + γVt+1(s′)) et
VT (s) = 0 (∀s ∈ S).










q(a|s; ~θ)p(s′|s, a) (r(s, a, s′) + γVt+1(s′))
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(rt + γVt+1(st+1)) + γ∇Vt+1(st+1)
∣∣∣∣∣st = s
]
et (où rt = r(st, at, st+1))
∇VT (s) = ~0 (∀s ∈ S).








∇q(at′ |st′ ; ~θ)
q(at′ |st′ ; ~θ)
]
.
Comme avec l'horizon de longueur 1, le gradient peut être estimé par échantillonnage. Après acquisi-
tion d'un échantillon s0, a0, . . . , sT , on calcule une estimation non-biaisée ~g de ∇f(~θ) en itérant :




~gt+1 = ~gt + γ
trt~zt,
où ~z est une trace d'éligibilité (une estimation locale du log-gradient de la politique) et les deux suites
sont initialisées avec le vecteur nul. Comme précédemment pour T = 1, une meilleure estimation (avec
une plus faible variance) est obtenue comme la moyenne de N estimations ~g calculées indépendamment.
L'algorithme 4 résume les opérations à eectuer pour réaliser une montée de gradient dans un MDP
à horizon temporel ni. La récompense instantanée r et le prochain état s′ sont obtenus par interaction
avec l'environnement réel ou un simulateur.
Horizon temporel inni Sur la base de cette approche, on peut passer à un horizon temporel inni
(sans états absorbants) en eectuant une montée de gradient  en ligne . Dans l'algorithme  On-Line
POMDP  11 de Baxter et Bartlett (2001); Baxter et al. (2001) (OLpomdp) par exemple, le gradient est
estimé continuellement. Comme on le voit dans l'algorithme 5, l'estimation du gradient, r~z, repose sur la
trace d'éligibilité ~z. Or, du fait de l'horizon temporel inni, le calcul de cette trace requiert l'introduction
d'un biais favorable aux transitions récentes (biais sans lequel cette trace peut diverger) à l'aide d'un
facteur β ∈ [0, 1). Le choix du facteur β permet donc de faire un compromis biais-variance.
11. On notera qu'on peut traiter le cas d'un POMDP comme un MDP avec accès à de simples features.
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Algorithme 4 : Montée de gradient pour MDP à horizon temporel ni (~θ, α,N)
1 Initialisation :
2 ~θ0 ← ~θ
3 i← 0
/* Boucle de la montée de gradient. */
4 pour toujours faire
5 i← i+ 1
6 ∇̃f ← ~0
/* Boucle d'acquisition de N échantillons pour estimation du gradient. */
7 pour n = 1, . . . , N faire
8 ~z ← ~0
9 ~g ← ~0
10 ObtientÉtatInitial(s) /* Échantillonne état initial selon d(·). */
/* Boucle simulant le MDP pour obtention d'un échantillon. */
11 pour t = 0, . . . , T − 1 faire
12 Échantillonne(a, q(·|s; ~θ))
13 Exécute(a)
14 Obtient(s′, r)
15 ~z ← ~z + ∇q(a|s;~θ)
q(a|s;~θ)
16 ~g ← ~g + γtr~z
17 s← s′
18 ∇̃f ← ∇̃f + 1N ~g
19 ~θi ← ~θi−1 + α∇̃f
20 retourner xn
Algorithme 5 : OLpomdp(~θ, α, β)
Montée de gradient en-ligne pour (po)mdps
1 Initialisation :
2 ~θ0 ← ~θ ; ~z ← ~0 ; ~g ← ~0
3 ObtientEtatInitial(s)
4 pour toujours faire
5 Échantillonne(a, q(·|s; ~θ))
6 Exécute(a)
7 Obtient(s′, r)
8 ~z ← β~z + ∇q(a|s;~θ)
q(a|s;~θ)
9 ~θ ← ~θ + αr~z
10 s← s′
11 retourner ~θ
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Utilisation d'un critique On peut aussi voir dans l'algorithme 5 que l'on n'obtiendra pas le même
comportement si la fonction de récompense r est remplacée par r + 1000, alors que le problème posé est
identique. Intuitivement, on voudrait que le vecteur ~θ suive la direction de ~z non pas quand r est positif,
mais quand le gain futur espéré avec la transition observée (r + V ~θ(s′)) est meilleur que le gain futur
espéré a priori (V ~θ(s)). Plus généralement, on souhaiterait remplacer r par (r+ V ~θ(s′))− V ~θ(s) dans la
mise à jour de ~θ, à supposer que la fonction de valeur V ~θ de la politique courante soit connue.
Une telle approche est appelée descente de gradient acteur-critique. Le calcul de la fonction de valeur
exacte n'étant typiquement pas possible (sinon on emploierait la programmation dynamique), le critique
repose sur une approximation. Chaque itération d'une telle montée de gradient sera plus coûteuse cal-
culatoirement, mais la vitesse de convergence (en prenant le nombre d'itérations, donc de transitions
échantillonnées, comme unité de temps) sera plus grande parce que l'estimation du gradient est de plus
faible variance.
2.2.3 Recherche heuristique / Recherche arborescente
Une dernière classe d'approches pour traiter les MDP de grande taille consiste à exploiter, le cas
échéant, l'existence d'un état initial pour ne considérer que les états atteignables (sur lesquels on pourra
calculer la fonction de valeur à l'aide du principe d'optimalité de Bellman), lesquels forment un graphe
orienté (parfois acyclique, parfois même restreint à un arbre), comme illustré gure 2.2. Ce graphe est
constitué de deux types de n÷uds, les n÷uds états et les n÷uds actions, et souvent appelé graphe ET-
OU (action→ET / état→OU) ou graphe max-espérance (état→max / action→espérance) du fait des
évolutions ou calculs associés à ces deux types de n÷uds.
Figure 2.2  Graphe expectimax (max-espérance / ET-OU) partiel du jeu de Tetris vu comme un MDP
pour un état initial donné (gure largement inspirée par (Dutech et al., 2008))
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Mais, dans bien des cas, développer tous les futurs possibles reste trop onéreux. Cet arbre/espace
de recherche est souvent élagué/restreint en exploitant le principe de l'optimisme face à l'incertain. Il
s'agit, à supposer que l'on sait initialiser et mettre à jour une estimation optimiste de la fonction de
valeur en chaque état, de ne développer que les branches les plus prometteuses, ce qui permet d'éviter,
donc d'élaguer, un certain nombre de branches inutiles. Un autre moyen de restreindre l'espace exploré
est de faire des approximations, soit en limitant l'horizon temporel, soit en échantillonnant seulement un
sous-ensemble de branches.
On distinguera principalement les approches rencontrées selon qu'elles reposent sur des calculs exacts
ou sur des estimations. On verra aussi qu'elles peuvent être employées de manière hors-ligne, en séparant
une phase de planication de la phase d'exécution, ou en-ligne, protant du temps de calcul disponible
avant chaque action pour approfondir la planication.
2.2.3.1 Approches avec calculs exacts
Dans les approches avec calculs exacts apparaît clairement une aliation avec les algorithmes de
recherche heuristique classiques (c'est-à-dire dans un cadre déterministe). Pour être applicables, elles
requièrent :
 la connaissance explicite du modèle, en particulier l'accès aux probabilités de transition, et
 souvent l'accès à des heuristiques admissibles (donc optimistes).
Ainsi, AO* (Nilsson, 1980) et LAO* (Loopy AO*) (Hansen et Zilberstein, 1998, 2001) généralisent
A* (Hart et al., 1968). Pour observer cela, notons d'abord que A* peut être vu 12 comme
1. maintenant une liste de chemins partiels depuis l'état initial (ce qui prend la forme d'un graphe
incomplet), et
2. remplaçant à chaque itération le chemin partiel le plus prometteur de la liste  celui dont le coût
total estimé de manière optimiste est le meilleur  par ses successeurs immédiats (c'est-à-dire que
l'on développe une des feuilles du graphe incomplet), jusqu'à ce que le  plus prometteur  soit un
chemin reliant un état but.
Or LAO* (pour aborder directement le cas le plus général) fait de même en maintenant une liste de
politiques partielles et en développant, à chaque itération, l'un des états feuilles d'une des politiques les
plus prometteuses, jusqu'à ce que la  plus prometteuse  soit une politique sans feuilles à développer.
De la même manière, (L)RTDP (Labeled Real-Time Dynamic Programming) (Barto et al., 1995;
Bonet et Gener, 2003a) généralise LRTA* (Korf, 1990). En eet, il s'agit dans les deux cas de générer
des trajectoires en agissant de manière gourmande, et en mettant à jour l'estimation (optimiste) actuelle
de la fonction de valeur en chaque état rencontré. Dans LRTA*, le processus peut s'arrêter quand la même
trajectoire est répétée sans modications, ce que ne permet pas RTDP tel quel du fait du hasard des
transitions. LRTDP ajoute à RTDP un mécanisme d'arrêt par analyse du graphe des états accessibles.
L'algorithme 6 présente le détail des instructions suivies par RTDP, en notant ici la fonction de valeur U
(pour upper bound) parce qu'elle surestime toujours la fonction optimale, ce qui requiert une initialisation
avec une heuristique admissible (c'est-à-dire  surestimante  elle aussi). On notera que RTDP n'est
applicable qu'aux problèmes de type  chemin le plus court , dont toute boucle a une récompense
négative (/un coût positif), et dans lesquels un état terminal est toujours atteignable.
Fonctions heuristiques L'ecacité de ces algorithmes dépend de l'existence d'une fonction heuris-
tique admissible (sur-estimante, autrement dit une fonction majorant la fonction de valeur optimale) (1)
susamment informative et (2) calculable ecacement (c'est-à-dire dont le calcul est d'une complexité
algorithmique moindre que la recherche heuristique elle-même). Certains algorithmes font aussi usage
d'une fonction heuristique qui, à l'inverse, minore la fonction de valeur optimale.
Il existe de nombreux travaux en particulier sur la dérivation automatique d'heuristiques admissibles,
majoritairement dans le cadre de la planication classique (déterministe). On rappellera simplement ici
le principe général que
12. Cette vision n'est pas la plus classique, mais facilite l'analogie.
2.2. Les MDP  trop gros  21
Algorithme 6 : Real-Time Dynamic Programming (RTDP)
Entrées : A,p,c, état initial s0, heuristique admissible h
1 début
2 tant que condition d'arrêt non satisfaite faire
3 s← s0
4 répéter
5 S′ ← étatsAccessibles(s)
6 pour a ∈ A(s) faire




8 a← argmaxa∈A(s)QU (s, a)
9 U(s)← QU (s, a)
10 s←échantillon(p(·|s, a))
11 jusqu'à s état terminal
12 retourner fonction de valeur U
13 Fct Évalue(s′)
14 si s′ rencontré pour la première fois alors
15 retourner h(s′)
16 sinon retourner U(s′)
 enlever des contraintes à un problème d'optimisation induit un problème (relâché) dont la meilleure
solution sera de valeur supérieure ou égale (parce qu'on ne fait qu'augmenter l'espace des solutions
admises), et
 ajouter des contraintes à un problème d'optimisation induit, à l'inverse, un problème dont la
meilleure solution sera de valeur inférieure ou égale.
Toutefois, dans le cas général, ajouter ou enlever des contraintes ne garantit pas que le nouveau problème
obtenu sera d'une complexité calculatoire plus faible.
On notera que, pour un MDP dont le modèle est connu (hypothèse requise ici), on peut généralement
majorer la fonction de valeur par :
 Rmax/(1− γ) dans le cas d'un problème avec facteur d'atténuation,
 RmaxH dans le cas d'un problème à horizon temporel ni, ou
 Rmax|S|/(1 − pmax) dans le cas d'un problème à horizon temporel indéni propre, 13 où pmax est
la plus grande probabilité de transition inférieure à 1.
Toutefois, de tels majorants sont très lâches, et permettront rarement de guider une recherche heuristique
ecacement.
2.2.3.2 Approches avec simulations et estimations
Les approches précédentes ne sont pas envisageables si le modèle du système ne fournit pas les pro-
babilités de transition ou si l'on ne dispose pas d'une heuristique admissible susamment informative.
Par contre, si le modèle permet au moins d'échantillonner des transitions, on peut remplacer les calculs
exacts par des estimations. Ne connaissant (sauf cas particuliers) les états accessibles depuis un état donné
qu'à travers des échantillonnages, il n'est pas garanti que tous les états pertinents seront couverts. C'est
pourquoi il sera nécessaire de pouvoir faire ces calculs en ligne, avant chaque nouvelle prise de décision.
L'algorithme Sparse Sampling de Kearns et al. (2002) propose une première approche consistant
1. à construire un arbre des futurs possibles depuis l'état courant 14 (i) en négligeant le fait que le
même état puisse être atteint de diérentes manières, (ii) en échantillonnant les états accessibles
depuis un n÷ud action donné, et (iii) en limitant l'horizon de recherche ; puis
13. Il s'agit des  chemins le plus court stochastiques  traités par RTDP.
14. Il s'agit bien d'un arbre et non d'un graphe parce que deux états identiques atteints par deux chemins diérents
donneront deux n÷uds distincts.
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2. à estimer la fonction de valeur optimale sur cet arbre en partant des feuilles.
Comme l'illustre l'algorithme 7, une formulation récursive permet d'éviter la construction explicite de
l'arbre échantillonné en question. Comme démontré par Kearns et al. (2002, théorème 1), pour un ε > 0
donné, l'horizonH et la largeurW peuvent être choisis de manière à garantir les propriétés (1) d'ecacité,
c'est-à-dire que le temps de calcul est en O((kW )H), et (2) de quasi-optimalité, c'est-à-dire que, pour
tout état s, |V SS(s)−V ∗(s)| ≤ ε. 15 On notera en particulier que ces paramètres, ainsi que la complexité
computationnelle, sont indépendants de la taille de l'espace d'états.
Algorithme 7 : SparseSampling(s0, H,W ) (SS)








← EstimeQ(s0, a,H,W )
3 retourner argmaxa∈{a1,...,a|A|} Q̂
∗
H(s0, a)
4 Fct EstimeQ(st, h,W )




0 si h = 0




i=1EstimeV(échantillon(p(.|st, a)), h− 1,W ) sinon
7 retourner
(




8 Fct EstimeV(st, h,W )
9
(




← EstimeQ(st, h,W )
10 retourner maxa∈{a1,...,a|A|} Q̂
∗
h(st, a)
L'algorithme que nous venons de voir a l'inconvénient d'explorer les futurs possibles de manière
uniforme, d'où un gâchis de ressources de calcul. Une première idée pour contourner ce problème est
de construire de manière itérative un arbre des futurs possibles de plus en plus étoé là où vont les
meilleurs politiques. C'est ce que font par exemple les algorithmes de type Monte Carlo Tree Search
(MCTS) ou Monte Carlo Planning  initialement développés pour des jeux à deux joueurs tels que le
Go (Coulom, 2006)  en répétant, itération après itération, les étapes suivantes (en omettant les n÷uds
action) (Chaslot et al., 2008) :
1. sélection : à l'aide d'une stratégie faisant un compromis entre exploration (branches les moins
bien connues) et exploitation (branches les plus prometteuses), une trajectoire est générée jusqu'à
atteindre un n÷ud état absent de l'arbre courant ;
2. expansion : ce nouveau n÷ud état est ajouté à l'arbre ;
3. simulation : une stratégie aléatoire permet de continuer la génération de la trajectoire jusqu'à
terminaison ;
4. rétro-propagation : en remontant la trajectoire obtenue, les estimations de la fonction de valeur
sont mises à jour, ainsi que les comptes des visites de chaque n÷ud.
Les algorithmes MCTS se distinguent les uns des autres par diérents détails. Par exemple, l'action
retournée au nal peut être celle dont l'estimation actuelle (à la racine) est la meilleure, ou bien celle qui
a été le plus souvent sélectionnée. Pour choisir une action dans la phase de sélection, on peut s'inspirer des
stratégies pour bandits manchots, comme cela a été fait en utilisant la stratégie Upper Condence Bounds
(UCB) dans l'algorithme UCT (UCB applied to Trees) de Kocsis et Szepesvari (2006). L'algorithme 8
(inspiré de (Couetoux, 2013)) donne le détail d'UCT en confondant d'une part les n÷uds états avec les
états associés, et d'autre part les n÷uds actions avec les couples états-actions associés.
15. V SS est la valeur de la politique stochastique induite par l'algorithme.
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On notera (1) que les algorithmes MCTS sont le plus souvent bien meilleurs que Sparse Sampling et
(2) que leur estimation des actions disponibles à la racine tend vers les valeurs optimales. Toutefois, les
comportements au pire cas peuvent être désastreux, comme démontré par Coquelin et Munos (2007). On
notera aussi, entre autres choses, que :
 la stratégie d'exploration, qui est importante, peut être apprise ; et
 une fonction de valeur approchée apprise peut soit remplacer la phase de simulation pour évaluer
les feuilles, soit servir à initialiser les valeurs des n÷uds.
De telles méthodes ont fait le récent succès d'un algorithme MCTS dans le cadre du jeu de go face à un
grand maître (sans handicap) (Silver et al., 2016; Teytaud et Liu, 2016).
Algorithme 8 : MCTS, version UCT (s0)




4 jusqu'à délai dépassé
5 retourner MeilleureAction(s0))
6 Fct FairePousserArbre(s)
/* Descendre dans l'arbre. */
7 répéter
8 a← Sélectionner(s,K)
9 enfants(s)← enfants(s) ∪ (s, a)
10 s′ ← p(·|s, a)
11 s← s′
12 jusqu'à n(s) = 0 ou terminal(s)
/* Évaluer la feuille atteinte. */
13 R← Évaluer(s, φ)
/* Rétro-propager les récompenses. */
14 tant que ¬racine(s) faire
15 n(s)← n(s) + 1
16 (s, a)← pere(s)
17 R← R+ r(s, a)
18 T (s, a)← T (s, a) +R
19 n(s, a)← n(s, a) + 1
20 Fct Sélectionner(s)
/* Les actions non-visitées sont









n(s,a) si n(s, a) > 0
+∞ sinon
22 retourner as
23 Fct Évaluer(s, φ)
/* On cumule dans R les récompenses
reçues en simulant la politique φ.
*/
24 R← 0
25 tant que ¬terminal(s) faire
26 a← φ(s)
27 R← R+ r(s, a)
28 s← p(·|s, a)
29 retourner R
30 Fct MeilleureAction(s)
31 retourner argmaxa∈enfants(s) n(s, a)
Hors-ligne vs en-ligne Les algorithmes vus ici partent d'un état initial connu. Certains, comme SS
ou MCTS, sont faits pour être exécutés en ligne, en exploitant le temps de calcul disponible à chaque pas
de décision. Pour SS, il faudra prévoir les paramètres (profondeur et largeur) compatibles avec le temps
disponible. Pour MCTS, il sut de l'interrompre quand c'est nécessaire puisque celui-ci est anytime
((interruptible) à tout moment ). Par ailleurs, s'ils n'ont pas été particulièrement conçus dans ce but,
des algorithmes comme LAO* ou (L)RTDP peuvent aussi être employés en ligne du fait aussi de leurs
bons comportements anytime. Dans ce cas, le compromis entre qualité et coût de calcul des heuristiques
reste critique, comme dans le cas hors-ligne.
La prise de décision en ligne est aussi souvent vue comme se faisant entre l'instant où le nouvel état
courant est connu et celui où la prochaine action doit être exécutée. Or on peut anticiper la connaissance
du prochain état courant pour exploiter plus de temps de calcul, comme expliqué par Chanel et al. (2014).
À titre illustratif, dans un jeu comme le go ou les échecs, un joueur peut se mettre à la place de son
adversaire et rééchir en même temps que lui pendant qu'il choisit son prochain mouvement.
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2.2.4 Complément : Exploitation de la structure
De nombreux travaux proposent par ailleurs d'exploiter la structure particulière de certains MDP.
Ainsi, une façon de résoudre de manière approchée certains problèmes est de résoudre une version
approchée (simpliée) de ces problèmes, obtenue en négligeant des détails. Agréger des états considérés
comme proches permet par exemple de dénir un MDP abstrait de diérentes manières, typiquement selon
qu'on est optimiste ou pessimiste dans la dérivation des probabilités de transition et des récompenses
(Givan et al., 2000). On notera sur ce sujet (i) qu'une question clef est de savoir comment obtenir
ces agrégations à moindre coût ; et (ii) que raner progressivement une abstraction n'implique pas un
ranement progressif de la fonction de valeur obtenue (Tagorti et al., 2013a).
Des travaux apparentés sont ceux exploitant la factorisation du MDP, les fonctions de transition et de
récompense s'écrivant de manière structurée (comme un réseau bayésien dynamique pour ce qui est de la
fonction de transition) à l'aide de plusieurs variables d'état, voire d'action. Ces variables peuvent évidem-
ment fournir des fonctions caractéristiques (features) telles qu'employées en programmation dynamique
approchée. Mais cette structure factorisée permet aussi de ré-écrire la fonction de valeur, l'opérateur de
Bellman et la politique sous des formes plus ecaces, par exemple à l'aide d'arbres de décision (Bou-
tilier et al., 2000) ou de diagrammes de décision (Hoey et al., 1999). Cette même idée a été exploitée
non seulement avec des représentations propositionnelles, mais aussi du premier ordre, par exemple par
Sanner et Boutilier (2006, 2007). Aussi, si les références précédentes concernent essentiellement des va-
riantes (exactes ou approchées) des algorithmes d'itération sur la valeur ou d'itération sur la politique,
des algorithmes reposant sur la programmation linéaire ont aussi été développés pour résoudre les MDP
factorisés (Guestrin et al., 2003b).
2.3 Quand on sort des MDP
Il y existe de nombreuses et diverses façons de  sortir des MDP , souvent en remettant en cause une
composante du modèle original (le critère, les informations disponibles, le nombre d'entités agissantes...).
La première question qui se pose quand on sort du cadre des MDP est de savoir comment traiter ce
nouveau problème. A-t-on besoin d'outils radicalement nouveaux ? Peut-on adapter les outils connus ?
Quelle est la complexité de ces nouveaux problèmes ? On va se contenter ici de présenter divers cas sur
lesquels nous allons revenir dans la suite de ce mémoire.
2.3.1 Quand l'observabilité est partielle (POMDP (et PSR))
Un premier cas important est celui des MDP partiellement observables (Sondik, 1971; Smallwood et
Sondik, 1973), cas dans lequel, à l'exécution, l'état courant n'est plus connu de façon certaine, mais des
observations reçues à chaque pas de temps  souvent bruitées  fournissent des informations quant à
cet état caché. On rencontre cette situation en robotique mobile, où les capteurs (caméras, odomètres, ...)
ne donnent qu'une vue partielle de la situation, mais aussi en diagnostic médical, où l'état (à améliorer)
du patient n'est connu qu'à travers les résultats d'analyses ou les eets de médicaments, et dans de
nombreuses autres applications (Cassandra, 1998).
Formellement, à la dénition d'un MDP est ajouté (1) un ensemble (souvent ni) d'observations Z
et (2) une fonction d'observation Oa,s′(z) = Pr(z|a, s′) qui donne, pour chaque action a, chaque état
s′, et chaque observation z, la probabilité d'observer z quand l'action a conduit à l'état s′. Souvent, on
précise aussi une distribution de probabilité sur l'état de départ (appelée état de croyance initial) b0, et on
considère, comme on le fera ici sauf précision contraire, un problème à horizon temporel inni. On obtient
ainsi un tuple 〈S,A,Z, P,O,R, b0, T 〉, avec T ∈ N∗ ∪ {∞}. La gure 2.3 montre un modèle graphique
représentant un POMDP.
2.3.1.1 Se ramener à la programmation dynamique à horizon ni
Supposant d'abord donnés un état de croyance initial et un horizon temporel ni, on peut raisonner sur
l'arbre des futurs possibles, arbre expectimax (cf. section 2.2.3) dans lequel alternent des n÷uds actions
et des n÷uds observations, en plus de la racine. Chaque n÷ud observation correspond à une situation



















Figure 2.3  Modèle graphique d'un POMDP
unique associée à l'historique des actions et observations passées. On peut, par ltrage bayésien, calculer
l'état de croyance courant 16 b et, pour chaque n÷ud action ls, les probabilités de transition vers les
n÷uds observations suivants. De même, on peut calculer l'espérance de récompense associée à chaque
transition : r(b, a) =
∑
s∈S b(s)r(s, a). Comme dans le cas complètement observable, on peut mettre en
÷uvre la programmation dynamique sur cet arbre expectimax.
Comme dans le cas complètement observable toujours, on peut lutter en partie contre l'explosion
combinatoire de l'arbre construit avec des algorithmes de la famille MCTS qui permettront de concentrer
les eorts sur les parties les plus prometteuses de l'arbre, y compris avec un horizon temporel inni,
comme le permet l'algorithme POMCP de Silver et Veness (2010).
2.3.1.2 Calculer la fonction de valeur sur les états de croyance
On peut aussi remarquer qu'une information clef est celle contenue dans les états de croyance. Deux
historiques d'actions-observations associées au même état de croyance vont être suivies des mêmes futurs
possibles (avec les mêmes probabilités de transition), ce qui permet de fusionner les n÷uds correspondant
dans l'arbre, lequel devient ainsi un graphe. On obtient en fait ainsi un  méta-MDP , appelé belief MDP
(bMDP), dont les  méta-états  sont les états de croyance du POMDP. Malheureusement, le nombre
d'états de croyance atteignables peut croître indéniment avec l'horizon temporel. Calculer de manière
exacte la fonction de valeur optimale semble donc exclu.
Toutefois, cette fonction de valeur a la particularité, dans le cas d'un horizon ni, d'être linéaire
par morceaux et convexe (PWLC) sur l'espace des états de croyance. En eet elle s'obtient, en partant
d'une fonction nulle au dernier pas de temps, par application répétée de l'opérateur d'optimalité de
Bellman, lequel est constitué uniquement d'opérateurs préservant la linéarité par morceaux et la convexité.
Graphiquement (voir gure 2.4), elle prend donc la forme, à chaque pas de temps, de l'enveloppe supérieure
d'un ensemble d'hyperplans, à chacun étant associé au moins une action optimale.
La fonction de valeur peut ainsi être calculée non seulement de manière exacte à horizon ni, mais aussi
de manière approchée à horizon inni (à la manière de l'algorithme d'itération sur la valeur). Du fait du
nombre exponentiellement croissant d'hyperplans, il est indispensable d'élaguer au fur et à mesure ceux
qui s'avèrent inutiles parce que dominés. On obtient ainsi des algorithmes tels que Batch Enumeration
(Monahan, 1982) ou Incremental Pruning (Cassandra et al., 1997).
16. L'état de croyance courant est la distribution de probabilité sur les états possibles étant donnés b0 et l'historique des
actions et observations passées.






























(c) V ∗H−1(b) = maxa∈A (ρ(b, a) + 0)
Figure 2.4  Dans un POMDP à horizon ni, la fonction de valeur est PWLC pour tout t parce que
(i) elle est nulle, donc PWLC, pour t = H (cf. 2.4a), (ii) la fonction de récompense est linéaire en b (cf.
2.4b), et, (iii) les opérateurs arithmétiques impliqués préservent la linéarité et la convexité (cf. 2.4c).
2.3.1.3 Approches à base de points
Pour approcher de manière ecace l'enveloppe optimale d'hyperplans décrite ci-dessus, une idée pro-
posée par Lovejoy (1991) est de choisir un ensemble ni d'états de croyance (distribués selon une grille),
et de ne calculer des hyperplans qu'en ces points. Cette approche  à base de points  a été ensuite
améliorée en considérant que, étant donné un état de croyance initial, il valait mieux sélectionner des
points accessibles depuis celui-ci, en particulier par de bonnes politiques. C'est ce qui a conduit à des
algorithmes tels que PBVI (Pineau et al., 2003, 2006), PERSEUS (Spaan et Vlassis, 2005), HSVI(1&2)
(Smith et Simmons, 2005; Smith, 2007), SARSOP (Kurniawati et al., 2008) ou GapMin (Poupart et al.,
2011), lesquels dièrent entre autres par leur stratégie de sélection des points.
Nous nous attardons ici sur HSVI (Heuristic Search Value Iteration). Cet algorithme de recherche
heuristique ressemble à LRTA* et RTDP en ce qu'il génère répétitivement des trajectoires de manière
gourmande par rapport à une majoration (continuellement mise à jour) de la fonction de valeur optimale.
Sur ses prédécesseurs, HSVI a toutefois l'avantage que la mise à jour eectuée en un quelconque état
de croyance b (l'hyperplan calculé localement) apporte de l'information pour tout un voisinage de b.
Par ailleurs, en plus d'une fonction U majorant la valeur optimale, il maintient aussi une fonction L
minorante (sous la forme de l'enveloppe inférieure d'un ensemble de points). Cela permet, en générant
une trajectoire,
 de sélectionner la prochaine observation dont l'exploration semblerait la plus utile, et
 de s'arrêter quand un écart susamment faible entre minorant et majorant est observé.
L'algorithme 9 décrit le processus résultant où :
 la fonction principale HSVI lance la génération de trajectoires (fonction EssayerRécursivement)
tant que l'excès au point b0, lequel dépend du seuil ε choisi, est positif ;
 la fonction EssayerRécursivement est responsable de la génération d'une trajectoire par une
procédure récursive ; elle choisit la prochaine action et le prochain état de croyance comme décrit
précédemment, et demande la mise-à-jour de U et L en b avant et après récursion en appelant la
fonction MettreAJour.
2.3.1.4 Autres approches
Comme pour les MDP, le calcul d'une fonction de valeur n'est pas la seule approche de résolution pos-
sible. On citera ici simplement l'utilisation d'une montée de gradient (Aberdeen, 2003) ou d'un algorithme
génétique (Wells et al., 1999). Dans de telles approches explorant directement l'espace des politiques
(/contrôleurs), ces dernières peuvent prendre des formes diverses telles qu'un perceptron multi-couche
(prenant un état de croyance en entrée, et retournant une distribution de probabilités sur les actions pos-
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Algorithme 9 : Heuristic Search Value Iteration (HSVI) (Smith, 2007)
1 Fct HSVI (ε)
2 Initialiser L et U
3 tant que excès (b0, 0) > 0 faire
4 EssayerRécursivement (b0, d = 0)
5 retourner L
6 Fct EssayerRécursivement (b, d)
7 si excès (b, d) > 0 alors
8 MettreAJour (b)
9 a∗ ∈ argmaxa∈AQU (b, a)
10 b∗ ∈ argmaxb′∈Suivants(b,a∗) Pr(b, a∗, b′)excès(b′, d+ 1)
11 EssayerRécursivement (b∗, d+ 1)
12 MettreAJour (b)
13 retourner
14 Fct MettreAJour (b)
15 L← miseAJour(L, b)
16 U ← miseAJour(U, b)
17 Fct excès (b, d)
18 retourner (U(b)− L(b))− εγ−d
sibles en sortie), ou un automate à états ni (dont les transitions dépendent des actions et observations).
2.3.2 Quand plusieurs agents collaborent (Dec-POMDP)
Une autre extension naturelle des MDP vise à chercher non pas une politique pour un seul agent,
mais un ensemble de politiques à répartir entre plusieurs agents partageant un même objectif.
Un premier modèle simple de cette situation est celui des MMDP (Multiagent MDP) (Boutilier, 1996),
dans lequel tout agent a une observabilité complète de l'état courant. Cette connaissance commune fait
que les agents peuvent raisonner de la même manière et donc agir  comme un seul homme . Une solution
simple est de résoudre un MDP dans lequel l'espace d'action joint les actions des diérents agents. La
politique jointe obtenue peut ensuite être séparée en une politique par agent, chacun avec son rôle propre.
On notera que le formalisme MMDP a été introduit pour étudier le problème de la coordination en général,
y compris dans le cas où, parce qu'il n'y a pas eu de planication a priori, les agents apprennent à agir
ensemble (Boutilier, 1996; Claus et Boutilier, 1998).
Une situation plus complexe est celle où chaque agent n'a accès qu'à ses propres observations, ne
pouvant prendre une décision qu'en fonction de l'historique de ses propres actions et observations passées.
On entre ainsi dans le cadre des POMDP décentralisés (Dec-POMDP) (Bernstein et al., 2000; Amato
et al., 2013). Un Dec-POMDP est déni formellement par un tuple 〈I,S,A,Z, P,O,R, b0, T 〉, qui se
distingue de la dénition d'un POMDP en ceci que :
 I = {1, . . . , N} est un ensemble d'agents ;
 A = ×i∈IAi, l'ensemble des actions jointes des agents, est la composition des ensembles d'actions
Ai de chaque agent i ∈ I ;
 Z = ×i∈IZi, l'ensemble des observations jointes des agents, est la composition des ensembles
d'observations Zi de chaque agent i ∈ I.
On notera par ailleurs que (i) la transition de l'état du système dépend de l'action jointe ; (ii) les ob-
servations des diérents agents ne sont pas nécessairement indépendantes ; (iii) les agents partagent la
même fonction de récompense et la même croyance quant à l'état initial. La gure 2.5 montre un modèle
graphique représentant un Dec-POMDP. Sauf mention contraire, on considérera ici un horizon temporel
ni.
S'il y a une grande ressemblance entre les formalismes POMDP et Dec-POMDP, on ne peut pas
































Figure 2.5  Modèle graphique d'un Dec-POMDP
reprendre directement les mêmes solutions. En eet, on ne peut se ramener à un bMDP puisqu'il faut
maintenant considérer la croyance de N agents et non plus 1 seul. Une politique (individuelle) sera donc
une application de l'ensemble des historiques action-observation (individuelles) possibles vers celui des
actions (individuelles), ce que l'on représentera souvent par un arbre (appelé arbre-politique). Par ailleurs,
si l'on considère la situation courante pour deux agents après t pas de temps, ce que doit faire l'agent 1 face
à une historique h1 dépend de ce que doit faire l'agent 2 face à toute historique h2 compatible (cohérente)
avec h1, 17 et réciproquement. Cette interdépendance fait qu'on ne peut se contenter de raisonner sur un
agent à la fois.
Dans le cadre d'un horizon temporel ni, l'ensemble des arbres possibles pour chaque agent est ni,
donc l'ensemble des solutions pour le groupe d'agents est ni et, par conséquent, théoriquement explorable
de manière systèmatique. En pratique, du fait d'une complexité doublement exponentielle (Bernstein
et al., 2000, 2002), 18 une telle approche est impraticable. Nous présentons ci-après quelques solutions
exactes plus adaptées (pour problèmes à horizons temporels nis), même si leurs capacités de passage à
l'échelle restent très limitées.
2.3.2.1 Programmation dynamique
Notons d'abord qu'un début d'exécution d'une politique jointe π conduit à un situation à l'instant t
décrite par l'état courant s et les historiques h1, . . . , hN des diérents agents. Dans une telle situation, les




branches correspondant à leurs historiques actuelles h1, . . . , hN . En notant πh le vecteur des sous-arbres,
on peut alors calculer la valeur de cette situation comme :





Ps,s′(π̂h)Oπ̂h,s′(z) [R(s, π̂h) + γV πh,z (s′)] ,
17. Les agents 1 et 2 connaissent leurs propres historiques, mais pas leurs historiques réciproques.
18. On pourra observer cette explosion dans les algorithmes décrits ci-dessous.
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où π̂h est l'action jointe tirée des racines des arbres de πh, et πh,z le vecteur de sous-arbres obtenu après
réception de l'observation jointe z.
Comme proposé par Bellman pour les MDP, cette équation permet d'évaluer, à tout instant t, toute
sous-politique jointe (de t à l'horizon) en tout état s. Ces valeurs permettent même d'évaluer une sous-
politique jointe en n'importe quel état de croyance (en faisant une moyenne pondérée)  la fonction
de valeur d'une sous-politique jointe étant un hyperplan  donc en particulier en b0 pour une politique
complète. De là se pose la question de dériver un principe d'optimalité comparable et donc une approche
par programmation dynamique. C'est ce qu'ont proposé Hansen et al. (2004), 19 lesquels décrivent ainsi
deux étapes : (1) la génération de sous-arbres pour l'instant t à partir de ceux obtenus pour t+ 1, et (2)
l'élimination des sous-arbres dominés. Plus précisément, si on suppose donné (i) un ensemble d'arbres
Θt+1i pour chaque agent i, et (ii) une table des valeurs de chaque politique jointe (obtenue par combinaison
d'arbres de chaque agent) pour chaque état, 20 alors les deux étapes fonctionnent comme suit :
1. Les sous-arbres de l'agent i à l'étape t peuvent être obtenus en plaçant une action à la racine, et en
associant un sous-arbre de Θt+1i à chacune des |Z| branches (une par observation possible). Une
fois tous les sous-arbres possibles à l'étape t construits pour tous les agents, on calcule la table des
valeurs associées, ce qui clôt l'étape de génération des sous-arbres.
2. Ensuite, pour chaque agent i, on peut éliminer tout sous-arbre θti dominé, c'est-à-dire tout sous-
arbre tel que, quels que soient les sous-arbres associés des autres agents, il existe un sous-arbre
θ̃ti de i de plus haute valeur en au moins un état de croyance. Cette élimination est eectuée par
programmation linéaire.
2.3.2.2 Recherche heuristique
L'approche précédente permet d'obtenir une politique jointe optimale quel que soit l'état de croyance
initial, au prix d'une grande complexité computationnelle. Étant donné un état de croyance initial et une
fonction heuristique admissible, on peut envisager de développer des algorithmes plus ecaces, comme
proposé par Szer et al. (2005). Leur approche, Multi-Agent A* (MAA*), repose sur l'algorithme A*
(Hart et al., 1968). Chaque n÷ud de profondeur t correspond à une politique jointe partielle θt (de
l'instant initial 0 à un instant t) et, depuis un n÷ud donné (non terminal : t < T ), les n÷uds accessibles
correspondent à toutes les politiques jointes qui sont des extensions de θt (c'est-à-dire dont les sous-arbres
pour chaque agent sont des extensions des sous-arbres de départ). L'évaluation f(θt) = g(θt)+h(θt) d'un
n÷ud se fait en utilisant :
pour le passé (g) : l'espérance des récompenses reçues en appliquant θt depuis l'état de croyance
initial, ce qui peut être calculé de manière itérative ;
pour le futur (h) : une fonction heuristique admissible, obtenue par exemple en résolvant le POMDP
correspondant, c'est-à-dire en supposant qu'une seule entité reçoit les perceptions de tous les agents
et contrôle toutes leurs actions, voire en supposant le système complètement observable.
2.3.2.3 Autres approches
Les deux approches exactes décrites ci-dessus ont été à l'origine de nombreux travaux. Des améliora-
tions ont par exemple été faites en observant que certaines historiques étaient équivalentes, donc pouvaient
être confondues, ce qui permet de réduire l'espace de recherche (Oliehoek et al., 2013). D'autres travaux
introduisent des heuristiques et approximations pour obtenir de bonnes politiques en des temps plus rai-
sonnables, par exemple avec Memory Bounded Dynamic Programming (MBDP) de Seuken et Zilberstein
(2007). D'autres méthodes exactes sont évidemment envisageables, telles que la programmation mathéma-
tique proposée par (Aras et Dutech, 2010). On notera aussi qu'un problème particulier est de s'attaquer
aux horizons temporels innis ou indénis, pour lesquels des politiques individuelles sous formes d'arbres
ne sont plus appropriées.
19. Cette approche a été initialement développée dans le cadre plus général des jeux stochastiques partiellement observables
(POSG), cadre dans lequel chaque agent a son propre objectif.
20. La table est donc de taille |S| × |Θt+11 | × · · · × |Θ
t+1
N |.
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2.3.3 Quand le modèle est mal connu
Outre la capacité à percevoir l'état courant du système à contrôler, on peut aussi remettre en cause
la connaissance que l'on a de ce système, à commencer par la validité des probabilités de transition, mais
aussi éventuellement des récompenses. Dans les deux cas, il peut s'agir de données issues d'un modèle
discutable ou d'estimations statistiques.
Face à un modèle mal connu, on peut principalement adopter deux stratégies :
 lors d'interactions avec le système réel, agir de manière à optimiser les récompenses reçues tout en
en améliorant la connaissance du système, ce qui nous amène à l'apprentissage par renforcement
(A/R ou RL) ; et
 chercher une meilleure politique alors que l'on fait des hypothèses pessimistes sur le modèle, ce
qui nous amène par exemple à la planication robuste ou à la planication possibiliste.
Combiner ces deux stratégies est aussi envisageable.
2.3.3.1 Apprentissage par renforcement
L'apprentissage par renforcement est un problème des plus importants et étudiés dans le cadre des
processus de décision markoviens. Ce sujet n'étant toutefois pas prépondérant dans mes travaux, nous ne
ferons ici qu'en esquisser les grandes lignes.
Pour commencer, on peut reformuler la description précédente en disant simplement qu'il s'agit, pour
un agent interagissant avec un système, d'optimiser les récompenses reçues (typiquement avec un des
critères classiques des MDP). 21 En eet, cet objectif implique naturellement d'améliorer sa connaissance
du système pour recueillir plus de récompenses. Il pose le problème de faire un compromis entre exploiter
ses connaissances actuelles et explorer la dynamique du système pour améliorer ses connaissances.
Nous ferons ici en premier lieu la distinction entre les approches sans modèle (ou directes) d'une
part, dans lesquelles un algorithme cherche à directement optimiser (/apprendre) une politique par essai-
erreur, sans estimer le modèle du système, et les approches avec modèle (ou indirectes) d'autre part,
dans lesquelles un algorithme cherche simultanément à estimer le modèle du système et à optimiser une
politique.
Premières approches, sans contrôle de la vitesse de convergence Les premières approches d'ap-
prentissage par renforcement sans modèle, telles que le Q-learning (Watkins, 1989; Watkins et Dayan,
1992) ou SARSA (Rummery et Niranjan, 1994; Sutton et Barto, 1998), reposent sur l'idée de transfor-
mer l'opérateur d'optimalité de Bellman en un estimateur de la fonction de valeur optimale. Pour une
transition s, a 7→ s′, r et avec un pas d'apprentissage α ∈ ]0, 1[, la mise à jour utilisée dans le Q-learning
est ainsi :
Q(s, a)← (1− α)Q(s, a) + α[r + γV (s′)].
Sous certaines hypothèses, dont l'utilisation d'une stratégie d'exploration, la convergence de cette ap-
proche vers la fonction de valeur optimale est garantie. Par contre, on ne sait pas à quelle vitesse se
fait cette convergence, et on contrôle mal le compromis exploration-exploitation. On peut aussi faire
entrer dans cette catégorie certains algorithmes de planication reposant sur un modèle génératif (un
simulateur). C'est le cas par exemple d'algorithmes de montée de gradient, en particulier s'ils essayent
d'exploiter au mieux chaque nouvelle expérience.
Les premières approches d'apprentissage par renforcement avec modèle, telles que Dyna-Q (Sutton,
1990), à chaque pas de temps, (i) mettent à jour leur modèle, et (ii) calculent une décision optimale étant
donné ce modèle (à moins qu'une action d'exploration soit choisie). Comme précédemment, il est souvent
aisé de prouver la convergence vers une fonction de valeur (et donc une politique) optimale, mais pas de
caractériser la vitesse de cette convergence.
21. On notera par ailleurs que la programmation dynamique approchée est aussi appelée  apprentissage par renforcement
batch  parce qu'elle repose souvent sur l'estimation d'une fonction de valeur sur la base d'un ensemble d'échantillons de
transitions (obtenues à l'aide d'un simulateur ou d'un système réel).
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Un problème d'optimisation bien posé ? Une question que soulève en fait l'apprentissage par
renforcement est de savoir s'il s'agit bien d'un problème d'optimisation  bien posé  (au sens large, pas
au sens précis d'Hadamard). 22
L'optimalité ne peut consister en la prise de décisions toutes MDP-optimales  c'est-à-dire optimales
par rapport au MDP sous-jacent  ni dès le départ, ni au bout d'un certain temps. On n'est en eet
jamais sûr que les expériences faites jusqu'à un instant donné n'ont pas été trompeuses.
Mais considérons plutôt un algorithme qui ne serait pas contraint à une exploration perpétuelle aussi
contraignante que dans les algorithmes précédemment mentionnés, et s'autoriserait donc l'abandon au
moins de certaines actions dans certains états. Parce que le hasard peut mal faire les choses, on ne peut
garantir que cet algorithme convergera vers une politique MDP-optimale, ni-même vers une politique
ε-MDP-optimale (ε > 0). En outre, on voudrait des garanties sur la vitesse de convergence. Comme pro-
posé par Kakade (2003), certains algorithmes peuvent être PAC-MDP (probablement approximativement
correct par rapport au MDP sous-jacent), ce qui se traduit par le fait que, avec une probabilité 1 − δ,
ils prennent toujours des décisions ε-MDP-optimales, sauf pour un nombre de pas de temps polynomial
en les paramètres du problèmes. 23 Toutefois, si la propriété énoncée par Kakade fournit une information
quantitative intéressante pour les algorithmes d'apprentissage par renforcement qui la vérient, elle ne
donne pas encore la dénition d'un problème d'optimisation.
Une diculté qui nous poursuit jusqu'ici est de toujours se référer au MDP sous-jacent, lequel n'est
pas connu. Si l'on prend simplement comme critère l'espérance de la somme des récompenses futures
décomptées, existe-t-il un algorithme (même idéal) qui peut garantir qu'il prendra les décisions maximi-
sant ce critère malgré la méconnaissance initiale du modèle ? Un problème dans cette question est que le
critère fait appel à une espérance mathématique. En eet, pour calculer une telle espérance, il faut que
l'incertitude sur le modèle soit quantiée (par une distribution de probabilités). Si, par exemple, seuls
deux modèles sont possibles, cette espérance ne sera pas la même selon la probabilité associée à chacun
de ces deux modèles.
A/R avec modèle bayésien En réponse aux dernières remarques, nous nous plaçons dans le cadre
de l'apprentissage par renforcement avec modèle bayésien, c'est-à-dire dans lequel une telle distribution
initiale sur les modèles possibles est donnée (Bellman, 1961; Martin, 1967). Chaque nouvelle transition
eectuée permet  à l'aide de la formule de Bayes  de mettre à jour cette distribution comme, dans
un POMDP, chaque transition permet de mettre à jour la croyance sur l'état caché. On peut en fait
transformer ce problème d'apprentissage par renforcement en un POMDP, les paramètres inconnus du
modèle devenant une partie xe et cachée de l'état (Du, 2002). Souvent, cette reformulation est dénom-
mée Bayes-Adaptive (ou Belief-Augmented) MDP (BA-MDP). L'équivalence entre les deux problèmes
montre que l'apprentissage par renforcement (avec modèle) bayésien est un problème bien posé (comme
la résolution des POMDP). Par contre, l'espace d'états du POMDP en question est continu, donc l'espace
des états de croyance est de dimension innie. Ce problème est, en conséquence, très dicile à aborder.
Parmi les quelques travaux qui se sont attaqués à l'apprentissage par renforcement bayésien sous cet
angle, on citera ici BEETLE, un algorithme à base de points, (Poupart et al., 2006), et deux approches
par échantillonnage : Bayesian Sparse Sampling (Wang et al., 2005) (inspiré de Sparse Sampling) et
Bayes-Adaptive Monte-Carlo Planning (BAMCP) (Guez et al., 2013) (inspiré de POMCP).
Propriétés liées à l'optimalité D'abord, pour bien les distinguer, nous continuerons à noter par la
lettre V les fonctions de valeur calculées par rapport au MDP sous-jacent, et noterons par la lettre V
les fonctions de valeurs calculées dans le BA-MDP. Avec ces notations, nous introduisons maintenant (de
manière plus ou moins formelle) diérents concepts liés à l'évaluation de la qualité d'un algorithme A
d'apprentissage par renforcement avec modèle bayésien :
 Un algorithme est Bayes optimal s'il résout de manière optimale le problème d'apprentissage par
renforcement avec modèle bayésien, c'est-à-dire que VA(b, s) = V∗(b, s) pour tout b (tout croyance
sur le modèle) et tout s (Du, 2002).
22. Pour Hadamard, un problème est bien posé si (1) il existe une solution ; (2) la solution est unique ; et (3) le compor-
tement de la solution change continûment avec les conditions initiales.
23. Cette dernière partie de la phrase est une forme de garantie sur la vitesse de convergence, même si l'on ne sait pas
quand ces  erreurs  sont faites.
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 Un algorithme est presque (near) Bayes optimal (ou PAC-BAMDP) (Kolter et Ng, 2009) si, pour
ε > 0, à chaque instant de décision t, et avec une probabilité au moins 1− δ, la valeur associée à
l'algorithme est ε-optimale :
VA(bt, st) ≥ V∗(bt, st)− ε,
sauf pour un nombre de pas de temps polynomial en les paramètres du problème.
On notera que, s'il y a un parallèle fort entre les propriétés PAC-MDP et PAC-BAMDP, un algorithme
peut être PAC-BAMDP sans être PAC-MDP, comme démontré par Kolter et Ng (2009).
Nous ne nous attarderons pas ici sur le choix d'un a priori pour le modèle, et reviendrons en section 4.4
sur le sujet de l'apprentissage par renforcement avec modèle bayésien. Toutefois, pour conclure temporai-
rement, on notera qu'il existe aussi des algorithmes sans modèles qui sont dit bayésiens (Ghavamzadeh
et al., 2015, section 5), par exemple parce qu'une distribution sur les fonctions de valeur possibles est
maintenue à l'aide d'un processus gaussien.
2.3.3.2 Planication robuste
L'apprentissage par renforcement, même avec une dénition claire de ses objectifs, n'est pas nécessai-
rement une solution adaptée quand le modèle du MDP est mal connu. C'est par exemple le cas si l'on
veut concevoir hors ligne un contrôleur en partant d'un modèle, même incertain, pour ne plus le remettre
en cause après. Ci-dessous, sauf précision contraire, on abordera le cas de la dynamique incertaine.
Dans ce cas, au lieu de chercher une politique optimale pour un modèle moyen, on peut vouloir être
prudent et chercher une politique la meilleure possible face au pire modèle envisageable (application
du principe de Wald (1945)). Cette forme de planication robuste requiert la donnée d'un ensemble de
modèles possibles, 24 et la résolution d'un jeu à deux joueurs et à somme nulle. La plupart des approches
font l'hypothèse que la dynamique du système est indépendante d'un couple état-action à l'autre, le jeu
devenant un jeu alterné dans lequel, dans chaque état rencontré s :
1. le  contrôleur  choisit une action a ;
2. son adversaire choisit le pire modèle de transition depuis s pour l'action a ; et
3. le prochain état s′ est échantillonné selon le modèle choisi.
En outre, on considère aussi généralement que l'ensemble des modèles est convexe. Les modèles locaux
étant indépendants les uns des autres, cela implique que chaque ensemble de modèles locaux possibles pour
un couple état-action est convexe. Dans ce cas, Bagnell et al. (2001) (Bagnell, 2003) montrent qu'il existe
pour chaque joueur une politique optimale qui est à la fois markovienne, stationnaire et déterministe, et
proposent l'algorithme d'itération sur la valeur robuste (robust value iteration).
Si la plupart des travaux ont abordé le sujet des dynamiques incertaines, il est aussi pertinent en
pratique de traiter les fonctions de récompense incertaines. En eet, il peut par exemple être fastidieux
de spécier une fonction de récompense complète, auquel cas une spécication incomplète on parle
d'élicitation de préférences amènera à une fonction de récompense incertaine. À ce sujet, voir par exemple
les travaux de Regan et Boutilier (2011).
On notera, parmi les problématiques de la planication robuste,
 celle de la représentation ecace  en temps et en espace  du modèle incertain, comme abordée
par exemple par Delgado et al. (2011) à l'aide de représentations factorisées, et
 les solutions très prudentes (pessimistes) obtenues, ce qui semble inhérent à cette approche.
2.3.4 Quand on optimise un critère non classique
Les sections précédentes ont déjà remis en cause, dans le formalisme original des MDP, l'observabilité
complète de l'état du système, l'unicité de l'agent contrôleur, et la connaissance de modèle. Si plusieurs
critères  classiques  existent, ils reposent tous sur une moyenne de récompenses cumulées, ce que nous
allons remettre en cause ici à travers quelques exemples.
24. Ici aussi on restreindra la discussion à la dynamique du système, le pire modèle de récompense étant trivial à dériver.
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2.3.4.1 Aversion au risque
Les approches robustes que nous avons rencontrées en section 2.3.3.2 raisonnaient déjà sur le pire
modèle (parmi ceux possibles). On pourrait aussi adopter un point de vue pessimiste (ou, inversement,
optimiste), même s'il n'y a pas d'incertitude sur le modèle, en fuyant le risque. Une première façon de
faire est de maximiser la pire récompense cumulée envisageable lors d'une exécution. On notera qu'une
telle approche (i) est on-ne-peut-plus pessimiste (respectivement optimiste), (ii) ne repose plus sur des
incertitudes quantiées (voir à ce sujet la planication non-déterministe (Cimatti et al., 2003)), et (iii)
ne requiert en fait que d'associer chaque politique à l'une de ses exécutions possibles.
Mais on peut aussi intégrer des mesures de risque. Supposons par exemple que l'on veuille pondérer
l'espérance du retour par un terme proportionnel à l'écart-type sur ce retour, c'est-à-dire trouver une
politique maximisant, pour un état initial s0 donné :













avec β < 0 pour un critère averse au risque (β > 0 pour une recherche de risque). Malheureusement, on ne
sait pas calculer ce nouveau critère de manière récursive, ce qui autorisait la programmation dynamique.
Il faut donc (i) soit trouver une autre méthode d'optimisation de la politique qui soit compatible avec
ce critère (au risque de ne plus pouvoir exploiter le caractère séquentiel des MDP), (ii) soit utiliser
un critère temporellement cohérent (time-consistent / dynamically consistent), c'est-à-dire compatible
avec la propriété de Bellman, et donc une forme de programmation dynamique (Machina, 1989). On




























et Wu et Lin (1999) proposent de maximiser la probabilité que le retour dépasse une certaine valeur seuil.
Une référence plus récente (parmi d'autres) sur cette thématique de recherche est l'article de Baeuerle et
Rieder (2014).
2.3.4.2 Modèles non probabilistes
Le cas de la planication robuste sus-cité peut aussi être vu comme une situation type où l'on change
de critère parce que l'on sort de la dynamique stochastique usuellement connue. Dubois et Prade (1995)
considèrent un problème à un seul pas de temps dans lequel on n'a accès qu'à un modèle possibiliste de
la dynamique et des préférences. Ces premiers travaux ont ensuite été étendus à plusieurs pas de temps,
à commencer pour l'horizon temporel ni par Fargier et al. (1998) avec un algorithme de programmation
dynamique, puis pour l'horizon indéni par Sabbadin (2001) avec un algorithme d'itération sur la valeur.
Parce que le modèle est ici qualitatif et non quantitatif, il est naturel de ne plus considérer un calcul
d'espérance (une utilité espérée), et la fonction de récompense n'a besoin que de spécier une relation
de préférence qualitative entre diérentes situations. Divers critères peuvent être dénis, par exemple
(comme précédemment) selon qu'on adopte un point de vue pessimiste ou optimiste. En l'occurrence, ces
critères sont temporellement cohérents, ce qui permet de dériver des algorithmes de type programmation
dynamique ou itération sur la valeur.
Ce cadre possibiliste crée par contre certaines dicultés. Une première diculté est de traiter des
scénarios à horizon temporel inni : il n'y a pas d'équivalent du facteur d'atténuation γ. Par ailleurs,
ne considérer que la pire ou la meilleure exécution d'une politique donnée est très réducteur. Plusieurs
politiques peuvent partager une même meilleure exécution (si l'on adopte un point de vue optimiste),
mais diérer grandement sur les autres exécutions. Ce problème a été abordé dans le cas d'un seul pas
de temps par Fargier et Sabbadin (2005), lesquels ont proposé des méthodes optimisant des critères plus
décisifs (distinguant mieux les conséquences de deux politiques de décision).
Parmi les travaux plus récents sur ce sujet, on pourra citer ceux de Drougard et al. (2013); Drougard
(2015), lesquels proposent en particulier une extension aux POMDP possibilistes.
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2.3.4.3 Critères multiples
Les situations décrites précédemment sont souvent dues à une incertitude, soit liée à la stochasticité de
la dynamique, soit liée à une méconnaissance du modèle. Une situation diérente, mais aussi courante, est
celle dans laquelle plusieurs critères existent, de natures diverses (donc incomparables) et potentiellement
conictuels (optimiser l'un n'optimise pas l'autre).
On entre ainsi dans le cadre de la prise de décision séquentielle multi-critère (/multi-objectif) (Roijers
et al., 2013). Dans ce cadre, étant donnée une fonction ~f à valeur dans Rn, on va distinguer ici deux
types de problèmes selon qu'on recherche :
 un front de Pareto, c'est-à-dire un ensemble maximal de solutions non dominées les unes par les
autres, 25 ou
 un meilleur compromis, c'est-à-dire une solution maximisant une fonction g  dite d'agrégation
ou de scalarisation  croissante sur l'espace des critères.
Pour les MDP multi-objectifs (moMDP), il ne faudra pas se limiter à considérer les politiques sta-
tionnaires déterministes. Sauf cas particulier (tel que celui d'une fonction d'agrégation linéaire), on relève
généralement l'hypothèse de stationnarité. Cela peut se comprendre avec un moMDP à un seul état, dans
lequel choisir des actions diérentes selon le pas de temps (ou selon les récompenses déjà accumulées)
permet de régler l'équilibre entre les diérents objectifs. Ensuite, s'il est acceptable par l'utilisateur d'in-
corporer le hasard dans la prise de décision, on peut obtenir un meilleur espace de solutions en autorisant
des politiques stochastiques ou, avec le même bénéce, les mélanges de politiques déterministes. Dans ce
cas, les valeurs atteignables couvrent l'enveloppe convexe des valeurs du front de Pareto.
Dans le cas non-séquentiel, de nombreuses approches reposent sur des algorithmes évolutionnaires
(Ehrgott, 2005; Coello Coello et al., 2007). Dans le cas des MDP multi-objectifs (Roijers et al., 2013), on
trouve des approches telles que, pour la recherche du front de Pareto :
 appliquer la programmation dynamique, en remplaçant l'opérateur de maximisation par un opé-
rateur de dominance (lequel retiendra un ensemble de valeurs et non une seule) ; et
 à supposer qu'un état initial est connu, appliquer une recherche heuristique telle que MO-LAO*
(Bryce et al., 2007), elle-même apparentée à des recherches heuristiques multicritères pour le cas
déterministe (Stewart et White, 1991).
La taille du front de Pareto pouvant croître très rapidement, on peut dans certains algorithmes se contenter
de l'approcher à ε > 0 près (c'est-à-dire en acceptant d'éliminer une solution si, à ε près, elle est dominée
par une autre).
Supposons maintenant qu'une fonction d'agrégation est xée, mais pas ses poids. Si elle est linéaire,
on peut remplacer la recherche d'un front de Pareto par la recherche de son enveloppe convexe, laquelle
correspond aux solutions optimales pour les diérents poids possibles. En l'occurrence, le problème s'ap-
parente à la résolution d'un POMDP dont l'état de croyance correspondrait au vecteur des poids (vu
comme une distribution de probabilité sur les critères possibles), d'où un certain nombre d'approches
particulières.
Des solutions existent pour trouver des solutions optimales pour (i) des fonctions d'agrégation par-
ticulières avec des approches telles que la programmation linéaire (Perny et Weng, 2010), ou (ii) des
fonctions d'agrégation quelconques par recherche heuristique dans le cas déterministe (Galand et Perny,
2006).
La généralisation des MDP algébriques Perny et al. (2005); Weng (2006) ont introduit la classe
abstraite des MDP algébriques, et montré que les MDP à critères non-classiques (et à horizon temporel
ni) entrant dans cette classe pouvaient être résolus par le même schéma de programmation dynamique.
Ceci facilite l'identication des classes de problèmes pouvant être résolus de cette manière, mais sans
apporter de réponse dans un certain nombre de cas n'entrant pas dans ce cadre.
2.3.4.4 Jeux de Markov
Une extension naturelle à plusieurs joueurs des MDP est le jeu de Markov (ou jeu stochastique), dans
lequel chaque agent a une observation complète et non bruitée, et son propre critère de performance. De
25. x est sur le front ssi, pour tout x′ 6= x, (1) soit il existe i ∈ {1, . . . , n} tel que fi(x) > fi(x′), (2) soit ~f(x) = ~f(x′).
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tels cas multi-joueurs peuvent être vus comme combinant
 les problématiques multi-agents, en particulier si l'observabilité est partielle, cas où la factorisation
des politiques prend tout son sens ;
 et les critères multiples, chaque agent-joueur ayant son propre critère à maximiser.
Les jeux de Markov à deux joueurs et à somme nulle sont des cas assez simples à traiter, un algorithme
de type itération sur la valeur ou Q-learning pouvant être appliqué (Littman, 1994; Littman et Szepesvári,
1996). Littman et Szepesvári (1996); Littman (1996) introduisent même le modèle abstrait des MDP
généralisés, lequel permet d'étendre leurs résultats à d'autres problèmes satisfaisant certaines propriétés.
En comparaison avec les MDP algébriques vus en section 2.3.4.3.0, ici les modèles de transition restent
probabilistes (ce qui permet l'apprentissage par renforcement), et une récompense scalaire est employée
(ce qui interdit un certain nombre de critères).
Les choses deviennent plus compliquées dans les jeux à somme générale. Comme démontré par Zinke-
vich et al. sur une classe de problèmes simples (à 2 joueurs, 2 états, 2 actions, transitions déterministes
et à critère inni pondéré), calculer la fonction de valeur (vectorielle) n'est pas nécessairement susant
pour trouver un équilibre, même si celui-ci est unique. Une diculté particulière est déjà présente dans les
jeux répétés, tels que le dilemme du prisonnier itéré, puisqu'on peut faire mieux que répéter un équilibre
de Nash en s'accordant sur une solution dont l'application est garantie par l'existence d'une menace de
punition (voir le théorème de folk (Osborne et Rubinstein, 1994)). Une telle punition est une réponse
(coûteuse pour le joueur menacé) qui sera appliquée si un joueur ne respecte pas sa partie du contrat,
c'est-à-dire s'il dévie de la politique commune choisie. Littman et Stone (2003) montrent comment ré-
soudre ainsi des jeux répétés, et Murray et Gordon (2007); MacDermed et Isbell (2013) étendent cette
approche aux jeux stochastiques.
On notera que, pour pouvoir appliquer une menace en cas de violation d'un contrat, il faut pouvoir
détecter cette violation, ce qui est bien plus dicile en cas d'observabilité partielle, ou si seulement les
actions des autres agents ne sont pas directement observables. Il n'existe pas à notre connaissance de
solution pour les jeux stochastiques partiellement observables, à moins que la récompense soit commune
(donc en se ramenant aux Dec-POMDP). Évidemment, le cas à horizon ni serait probablement plus
simple à traiter puisqu'il n'y aurait pas de menace à mettre en ÷uvre.
2.3.5 Une vue d'ensemble
La gure 2.6 dévoile le tableau qui vient d'être dépeint touche par touche de diérents modèles
markoviens pour la prise de décision séquentielle (en incluant à cette photo de famille les deux proches
parents que sont les chaînes de Markov et les HMM). Ces modèles sont organisés en un graphe que l'on
peut voir comme un diagramme de classes ou comme un réseau phylogénétique. On notera que diérents
types de modèles comme de relations sont distingués (voir légende). La relation de reformulation d'un
Dec-POMDP en oMDP n'est bien entendue valable que pour les problèmes à horizon ni (ou approchés
de la sorte). Seuls les principaux modèles sont présentés, bien d'autres pouvant être obtenus en combinant
des extensions, autrement dit par hybridation, comme par exemple les mo-pos-f-Dec-POMDP. On a aussi
omis par exemple les problèmes liés à l'apprentissage par renforcement et les MDP généralisés de Littman
et Szepesvári (1996); Szepesvári et Littman (1996) mentionnés en section 2.3.4.4.
Une première remarque est que les diérents types de relations identiés ici peuvent prêter à discussion.
Nous ne chercherons pas à dénir de façon précise les diérents termes utilisés. Il semblait toutefois
intéressant de montrer par ces distinctions que les relations rencontrées paraissent être de diverses natures,
et donc mériter des traitements diérents. Étendre un modèle (par exemple en ajoutant l'observabilité
partielle) n'est pas la même chose qu'abstraire un modèle ou le reformuler. En outre :
 étendre un modèle en un autre risque de rendre les méthodes de résolution habituelles invalides ;
 abstraire un modèle ne change pas les schémas algorithmiques applicables ; mais constater que
deux modèles partagent une même abstraction permet d'envisager l'adaptation des solutions de
l'un à l'autre (par analogie) ;
 reformuler un modèle sert typiquement à trouver des solutions (en se ramenant à un modèle connu).
On voit par ailleurs que, parmi les modèles représentant des problèmes de décision séquentielle, plu-
sieurs ne se prêtent pas (du moins directement) à l'emploi du principe d'optimalité de Bellman, et donc
à certains schémas algorithmiques usuels (essentiellement la programmation dynamique et la recherche









(a) Des modèles markoviens et leurs relations
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(b) Les acronymes utilisés ci-contre
modèle non décisionnel
modèle incompatible avec Bellman
modèle pour la décision séquentielle
modèle abstrait/de reformulation
 étendu par  abstrait en  reformulé en 
(c) Légende du diagramme ci-dessus (les 4 types de modèles et 3 types de relations rencontrés)
Figure 2.6  Divers modèles markoviens présentés avec leurs relations. 4 types principaux de modèles
et 4 types de relations sont distingués par des encadrements et des extrémités de èches diérents.
heuristique). Comme on l'a déjà évoqué, dans le cas de certains critères non classiques, on parle de
problèmes non dynamiquement (/temporellement) cohérents (Machina, 1989).
Une question sur laquelle nous reviendrons est de savoir dans quels cas on peut, en reformulant le
problème considéré, se ramener à un modèle dans lequel le principe d'optimalité de Bellman est à nouveau
applicable. On peut même chercher quelles généralisations des MDP permettent d'employer les mêmes
types de solution, comme cela a été fait avec les MDP algébriques (Weng, 2006).
2.4 Discussion
En guise de discussion, cette section cherche à prendre du recul par rapport aux travaux évoqués dans
cet état de l'art selon trois dimensions qui, à mon sens, illustrent la richesse du domaine de la prise de
décision séquentielle dans l'incertain.
2.4.1 Comment résoudre un *MDP en pratique ?
L'état de l'art eectué jusqu'ici a permis d'évoquer une assez grande variété de situations, dont une
assez grande variété d'extensions du cadre des MDP, laquelle nous désignerons ici par l'acronyme *MDP. 26
Cela montre non seulement la richesse de ce domaine de recherche, mais aussi la diculté qu'on pourra
avoir à trouver la bonne façon de résoudre un problème donné. En eet, automatiser par un algorithme
la résolution d'un problème ou d'une famille de problèmes (pas nécessairement un *MDP) requiert à la
fois de
 modéliser le système considéré (pour un *MDP, souvent à travers une dynamique et une fonction
d'observation) en fonction des données disponibles,
 spécier un critère à optimiser (pour un *MDP, à travers une fonction de récompense et une
fonction objectif en dépendant),
26. On emploiera l'acronyme générique *MDP même si certains acronymes ne contiennent pas ces trois lettres, par exemple
pour les jeux stochastiques (SG).
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 identier les contraintes computationnelles (puissance de calcul et espace mémoire disponibles hors
ligne (avant exécution) et en ligne (pendant l'exécution) le cas échéant), et
 choisir/concevoir un algorithme de résolution.
Cette tâche est d'autant plus délicate que ces diérents aspects sont interdépendants, comme l'illus-
trent les quelques exemples suivants pris dans le cadre qui nous intéresse ici :
modèle → algorithme Si l'on ne peut énumérer les actions ou les transitions, on devra a priori se
contenter d'un modèle génératif (un simulateur du système) et employer des algorithmes adéquats.
CPU → algorithme S'il n'est pas possible de calculer une politique optimale complète hors ligne,
mais que du temps est disponible en ligne entre deux décisions, alors celui-ci peut être exploité
par des algorithmes spéciques pour prendre une décision pour la situation courante.
modèle → critère → algorithme Si le modèle de la dynamique est mal connu, on peut (1) mo-
déliser cette incertitude sur les probabilités de transition et (2) choisir (par exemple) un critère
optimisant la politique face au pire modèle possible, ce qui requiert des algorithmes dédiés.
Toutefois, on listerait essentiellement les mêmes questions dans le cadre plus général de l'optimisation.
2.4.2 Questions scientiques
Les diérents travaux évoqués jusqu'ici illustrent les divers types de questions auxquels l'étude des
*MDP peut conduire. On peut citer, à titre d'exemples, les questions suivantes :
 Quel algorithme utiliser pour résoudre un problème donné ?
 Le problème A se ramène-t-il à un problème B mieux connu ?
 L'algorithme X converge-t-il ?
 L'algorithme X s'arrête-t-il ?
 Quelles sont les complexités (en temps et en espace) de l'algorithme X?
 Quel compromis entre temps, espace et qualité ?
 Quand passer de l'algorithme X à l'algorithme Y? (selon les paramètres du problème)
 L'algorithme X se généralise-t-il ?
 Comment dériver de bonnes heuristiques ?
 Comment exploiter de la connaissance experte (donnée a priori) ?
 Comment exploiter la structure du problème ? (dans un algorithme de résolution ou dans une
heuristique)
 Étant donnés des contrôleurs (/politiques), quelles sont les propriétés du système dynamique ob-
tenu ?
Toutefois, on listerait essentiellement les mêmes questions dans le cadre plus général de l'optimisation.
2.4.3 De nombreux sujets abordés
Par ailleurs, les sujets abordés sont nombreux.
L'optimisation est présente sous diérentes formes : programmation dynamique, optimisation linéaire,
recherche heuristique, optimisation sous contraintes, descentes/montées de gradient, ... L'approximation
de fonction est elle-même un problème d'optimisation puisqu'il s'agit de trouver les paramètres minimisant
la distance entre une fonction paramétrée et une fonction de référence.
L'incertain est de même très présent. C'est d'abord le cas parce que la nature du problème amène à
considérer des modèles probabilistes (ou autres formes d'incertitudes) et, par exemple, le raisonnement
bayésien. C'est aussi le cas quand les algorithmes utilisés sont randomisés, reposant par exemple sur des
méthodes de Monte-Carlo, d'où des analyses employant des inégalités de concentration.
Enn (mais sans clore cette liste), on citera les sujets de la théorie de la décision et de la théorie des
jeux, voire la théorie du choix social (pour aider à prendre une décision équitable quand plusieurs critères,
éventuellement liés chacun à un agent, sont en conit).
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3.1 Introduction
Ce chapitre présente un premier ensemble de mes contributions, lesquelles ont en commun de rester
pour l'essentiel dans le cadre des MDP (i) à modèle connu et factorisé, et (ii) à observation complète.
3.1.1 La planication probabiliste
On s'intéresse ici souvent à la planication probabiliste, c'est-à-dire la résolution de MDP de type
 chemin le plus court  27 formulé à l'aide d'un modèle factorisé de type STRIPS probabiliste (même si
encodé en PPDDL). 28
Un problème STRIPS probabiliste est décrit par un tuple 〈P,O, I,G〉, où :
 P = {p1, . . . , p|P|} est un ensemble (ni) de prédicats  assimilés à des variables binaires  qui
permettent de décrire l'état du monde ;
 O est un ensemble d'opérateurs (voir plus bas) qui permettent de faire évoluer l'état du monde ;
 I est l'état initial ; et
 G est une description des états terminaux (/buts) à travers une conjonction de prédicats.
Un opérateur o ∈ O est décrit par un tule 〈pre(o), c(o), out(o)〉, où :
 pre(o), la pré-condition de o, est une conjonction de prédicats devant être vériée pour que l'action
soit possible ;
 c(o) ∈ R+ est le coût de o ; et
 out(o) est une distribution sur un ensemble d'eets possibles {out1, . . . , out|out(o)|}, où un eet
(outcome) est donné par
 add, une liste de prédicats à ajouter (mettre à vrai), et
 del, une liste de prédicats à eacer (mettre à faux).
Cette description conduit naturellement à un MDP (i) en transformant les coûts en récompenses et
(ii) en décidant de la manière de traiter les trajectoires ne pouvant pas atteindre un état but. Elle permet
d'abord de décrire une variété de grands problèmes d'une manière compacte, mais aussi, en particulier
dans le cadre déterministe, de calculer des heuristiques admissibles de manière ecace.
Les problèmes de planication décrits en STRIPS, qu'ils soient déterministes ou probabilistes, sont
souvent abordés à l'aide de recherches heuristiques, retournant des plans d'action (conditionnels si besoin).
Le calcul ecace d'heuristiques admissibles se fait typiquement en relâchant des contraintes, par exemple :
 dans le cas déterministe, en faisant  des eacements de prédicats, et
 dans le cas probabiliste, en supposant qu'on peut contrôler le hasard.
Cette dernière relaxation, qui consiste à se ramener au cas déterministe, illustre la nature diérente des
heuristiques selon que la dynamique est certaine ou pas.
Quand la dynamique est stochastique, non seulement plusieurs exécutions sont possibles pour une
politique donnée, mais en plus ces exécutions peuvent rester dans des graphes récurrents pendant des
durées indéterminées. Ces phénomènes rendent diciles non seulement les recherches heuristiques elles-
mêmes, mais aussi le calcul d'heuristiques admissibles non triviales.
3.1.2 Plan du chapitre
Les travaux présentés ici cherchent le plus souvent, dans le cas de MDP factorisés tels que rencontrés
en planication probabiliste, donc  contenant  souvent une certaine structure, le moyen de trouver ou
exploiter celle-ci. Ce chapitre décrit ainsi :
 en section 3.2, des travaux abordant des sujets relativement classiques en planication (classique
et probabiliste) puisqu'ils visent à exploiter des abstractions et les heuristiques associées ;
 en section 3.3, un planicateur probabiliste innovant en ce que, au lieu d'utiliser une recherche
heuristique, il repose sur l'optimisation des paramètres d'un contrôleur par montée de gradient,
puis son adaptation au cas où la dynamique est mal connue ;
27. On cherche à atteindre un but en minimisant des coûts.
28. STRIPS est l'acronyme désignant un algorithme de planication classique (Fikes et Nilsson, 1971) et, par extension,
son langage de représentation. PDDL est l'acronyme de Planning Domain Denition Language (langage de dénition
de domaines de planication) (McDermott et al., 1998), et PPDDL (Probabilistic PDDL) son extension avec transitions
stochastiques (Younes et Littman, 2004).
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 en section 3.4, des travaux qui essayent non de résoudre un problème donné, mais d'apprendre des
règles génériques utiles pour une famille de problèmes ; et
 en section 3.5, des projets auxquels ces travaux ont contribué.
3.2 Exploiter abstractions et heuristiques
Dans cette section, nous considérons des problèmes de planication formalisés de manière structu-
rée, mais en nous intéressant à des approches qui abstraient les états pour relâcher les problèmes et,
typiquement, obtenir des estimations heuristiques optimistes.
3.2.1 Agrégation d'états
Note : Des tableaux comme le suivant listent, pour chaque travail de recherche décrit dans ce mémoire, les publications associées.
HSDIP'13 (Tagorti et al., 2013a)
Un point de départ du travail de thèse de Manel Tagorti  co-encadrée par Bruno Scherrer et Joerg
Homann  était d'explorer les liens entre des techniques de la planication classique (déterministe)
et la planication dans le cadre des MDP. Or la planication classique s'appuie souvent sur l'utilisation
d'abstractions par agrégation d'états, par exemple pour calculer des fonctions heuristiques admissibles.
Nous nous sommes donc demandé dans quelle mesure cette approche pouvait s'étendre aux MDP.
Une abstraction par agrégation consiste à dénir une partition des états, chaque élément de la parti-
tion dénissant un état abstrait. Dans le cas d'une dynamique déterministe, (i) une transition (/action)
abstraite existe entre deux états abstraits σ et σ′ s'il existe une action (concrète) a menant d'un état s ∈ σ
à un état s′ ∈ σ′, (ii) le coût d'une transition est le coût de la moins chère action associée, et (iii) un état
abstrait est un état but s'il contient un état but du problème original. Le problème ainsi obtenu est une
relaxation du problème de départ, et sa résolution permet donc d'estimer de manière optimiste la valeur
d'une solution optimale de ce problème de départ. Par ailleurs, plus une abstraction est ne (c'est-à-dire
proche du problème original), plus les heuristiques obtenus ont des valeurs proches des valeurs optimales
des états.
Dans le cas d'une dynamique stochastique, il faut non seulement dénir les actions et transitions
possibles, mais aussi dériver les probabilités associées, ainsi que les récompenses. Plusieurs méthodes
sont en fait possibles pour complétement dénir un MDP abstrait. Nous avons distingué deux méthodes
principales : le MDP moyen qui utilise la probabilité de transition moyenne et la récompense moyenne,
et le MDP encadrant (bounded), qui considère les intervalles encadrant les probabilités de transition
et les récompenses possibles. Dans ce dernier cas, on peut calculer des fonctions de valeurs optimistes
(majorantes) et pessimistes (minorantes) en se ramenant à un jeu à deux joueurs dans lequel le second
joueur choisi le meilleur (ou le pire) modèle possible parmi les modèles autorisés. 29
Nos travaux ont montré que :
 pour l'abstraction par MDP moyen, la fonction de valeur calculée ne minore ni ne majore la
fonction de valeur optimale du problème de départ ;
 pour l'abstraction par MDP encadrant, si on obtient bien des minorations et majorations de
la fonction de valeur, il ne sut pas de raner une abstraction pour resserrer l'encadrement ;
une condition supplémentaire (non détaillée ici) est nécessaire pour garantir un resserrement,
laquelle n'est pas trivialement vériée, sauf dans le cas de MDP déterministes ; par ailleurs, on
sait construire un MDP et une abstraction associée tels que, quel que soit le ranement de cette
abstraction, l'erreur d'approximation augmente.
Concernant les résultats obtenus avec l'abstraction par MDP encadrant, on notera qu'on peut tomber
dans des cas particuliers quand le choix des agrégations est tel que l'abstraction est une bisimulation
du MDP original : la simulation est  parfaite , le MDP encadrant ayant des intervalles (probabilités
et récompenses) réduits à des singletons. On comprend bien que raner une telle abstraction parfaite
risque de nuire. Un problème ouvert est celui de la recherche, à coût raisonnable, d'une telle abstraction
bisimilaire de taille minimale. À défaut, il serait déjà très utile de trouver un critère facilement vériable
29. Il y a donc un lien fort avec la planication robuste discutée en sections 2.3.3.2 et 3.3.2.
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(voire approximativement vériable) qui permette de choisir comment raner une abstraction de manière
à réduire l'erreur.
3.2.2 Maximiser les chances de succès
JAIR (16) (Steinmetz et al., 2016a)
ICAPS'16 (Steinmetz et al., 2016b)
Problématique
La planication probabiliste introduite en section 3.1.1 a idéalement un double objectif : (1) d'abord
maximiser la probabilité de succès (c'est-à-dire d'atteindre un but), et (2) secondairement maximiser une
récompense cumulée (/minimiser un coût total). La plupart des travaux abordent seulement l'un des deux
problèmes, souvent avec des algorithmes de recherche heuristique comme LAO* ou (L)RTDP.
La recherche d'un chemin le plus court (stochastique) aborde le second critère en supposant qu'on
peut atteindre le but avec probabilité 1. On notera qu'elle peut aisément bénécier d'heuristiques, par
exemples issues de la planication classique, pour estimer de manière optimiste la distance au but.
La recherche d'une politique maximisant la probabilité de succès, bien qu'objectif premier, s'avère
moins étudiée, peut-être parce que plus dicile. En eet, il est actuellement bien moins aisé d'estimer la
probabilité d'atteindre le but depuis un état donné. Étant dépourvues de guide, on s'attend donc à ce
que les recherches heuristiques soient inecaces.
Travaux
Dans le cadre de la thèse de Marcel Steinmetz, encadrée par Joerg Homann, nous avons décidé
d'étudier plus avant les possibilités oertes par les recherches heuristiques. Nous avons ainsi (Steinmetz
et al., 2016b,a) :
 eectué une analyse des algorithmes considérés : topological VI (Dai et al., 2011) 30, AO*, LRTDP
(section 2.2.3.1), ILAO* (Hansen et Zilberstein, 2001), HDP (Bonet et Gener, 2003b), et le cadre
FRET (Kolobov et al., 2011) (lequel permet d'appliquer LRTDP même en présence de culs-de-sac) ;
 déni, à l'aide de cette analyse, des familles d'algorithmes partageant une structure commune et se
distinguant par certaines caractéristiques (telles que le calcul d'un minorant et/ou d'un majorant,
les mises à jour en descendant ou en remontant, le test de terminaison par labelisation ou par
seuil) ; les trois principales familles sont celles de AO*, LRTDP, et DFHS (Depth-First Heuristic
Search, laquelle regoupe ILAO* et HDP) ;
 proposé une méthode d'abstraction par bisimulation déterminée (création d'un problème équivalent
de plus petite taille) ;
 adjoint des heuristiques  issues de la planication classique, et mises en ÷uvre en déterminisant
nos problèmes  qui permettent de détecter certains culs-de-sac ; et
 considéré diérentes stratégies de sélection des n÷uds action (et des n÷uds états quand le choix
est possible).
Sur cette base, nous avons mené une étude expérimentale assez large sur des bancs d'essais issus de
l'état de l'art (avec des modications pour certains problèmes de type  chemin le plus court ), mais
aussi inspirés du problème des tests de pénétration en sécurité informatique (voir section 4.5.2), et avec
trois objectifs :
MaxProb : maximiser la probabilité d'atteindre le but ;
AtLeastProb : trouver une solution de probabilité supérieure à un seuil θ ∈ [0; 1] (ou prouver qu'il
n'en existe pas) ; et
ApproxProb : trouver une solution optimale à ε ∈ [0; 1] près.
30. TVI n'eectue pas une recherche heuristique, et requiert une énumération de l'espace d'état pour proposer un ordre
de mise à jour ecace.
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Dans l'ensemble, cette étude montre que l'emploi de ces heuristiques, en particulier hmax, permet
d'améliorer nettement le taux de couverture 31 par rapport à une recherche non guidée. En eet, tout
cul-de-sac détecté (ou tout but atteint) est une information utile que les algorithmes vont remonter et qui
va leur permettre de ré-orienter leur exploration. Comme il faut aller assez loin dans les trajectoires pour
trouver une information nouvelle à remonter, les recherches en profondeur (familles LRTDP et DFHS)
s'avèrent globalement plus ecaces que les autres.
Par ailleurs, l'observation des comportements anytime (l'évolution de la valeur de l'état initial pendant
la planication) montre qu'il y a un compromis à faire en vitesse de résolution et consommation mémoire :
dans les problèmes acycliques, l'algorithme le plus rapide pour trouver une politique optimale, AO*|L, 32
développe une grande partie de l'espace d'état, et est donc aussi le premier à consommer les ressources
mémoire. On note aussi que les critères AtLeastProb et ApproxProb permettent une terminaison bien
plus tôt, ce qui devrait encourager leur emploi quand il répond aux besoins.
Les travaux futurs incluent (i) l'utilisation d'abstractions pour dériver des heuristiques permettant
d'encadrer plus nement la probabilité d'atteindre le but (voir section 3.2.1) ; (ii) la combinaison avec
des recherches arborescentes Monte Carlo (MCTS) (voir section 2.2.3.2) ; et (iii), dans le cas par exemple
des problèmes avec ressources limitées, la généralisation des encadrements en exploitant les relations de
dominance (de manière analogue à la généralisation permise par la propriété PWLC dans les POMDP).
3.2.3 [dét] Planication factorisée (projet SuperCom)
IJCAI'07 (Kelareva et al., 2007)
Le projet SuperCom visait à proposer des méthodes de supervision (diagnostic et planication) de
systèmes composites, c'est-à-dire formés de multiples composants organisés en réseaux, tels que des réseaux
de capteurs ou des services web. Du fait de ce contexte, et au cours d'un stage d'Elena Kelareva co-encadré
par Jinbo Huang et Sylvie Thiébaux, nous avons abordé des problèmes de planication déterministes
factorisés au sens que leurs domaines (les variables et actions sur lesquelles ils reposent) peuvent être
décomposés en sous-domaines peu dépendant les uns des autres. Un sous-domaine est déni par
 les actions, dites réelles, propres à ce sous-domaine,
 les variables apparaissant dans la dénition de ces actions, et
 des actions abstraites, lesquelles permettent de remplacer des actions propres à d'autres sous-
domaines.
Typiquement, dans un système composite, chaque composant sera associé à un tel sous-domaine. Nous
illustrerons notre approche à l'aide du problème de la fenêtre décrit gure 3.1, dans lequel une personne
veut lancer une balle à travers une fenêtre sans la casser, et où chaque groupe d'actions est réduit à un
singleton.
Une telle forme de factorisation peut être exploitée diéremment de ce qu'un planicateur STRIPS
commun ferait. À l'époque de ce travail, les deux planicateurs factorisés de référence étaient PartPlan
(Amir et Engelhardt, 2003) et LID-GF (Brafman et Domshlak, 2006), et reposaient tous deux sur la pro-
grammation dynamique, avec des besoins en mémoire potentiellement énormes. Nous avons au contraire
proposé une approche par recherche arborescente dont voici les principaux ingrédients :
 les sous-domaines sont d'abord organisés selon un decomposition Tree (dTree) (Darwiche, 2001;
Darwiche et Hopkins, 2001) dont les feuilles sont les groupes d'actions (voir gure 3.2-b) ;
 ce dTree permet ensuite d'ordonner les sous-domaines de sorte que (i) deux sous-domaines consé-
cutifs partagent le plus de variables possible, et (ii) le premier sous-domaine contienne le plus de
variables apparaissant dans le but (voir gure 3.2-a) ;
 notre recherche arborescente a un niveau de profondeur par sous-domaine (dans l'ordre précédem-
ment déni), et à chaque n÷ud correspond un problème de planication local au sous-domaine,
spécié par des conditions de départ et d'arrivée sur ses variables partagées avec les sous-domaines
qui le précède ;
31. Le taux de couverture est la proportion de problèmes résolus sur l'ensemble des problèmes testés. Un temps et une
mémoire limites étaient xés.
32. Variante de AO* n'utilisant qu'une minoration de la fonction de valeur.
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Variables :
open ? {true, false}
broken ? {true, false}





(open=true & broken=false) -> Set(open=false)
Throw:
(open=true & ball=outside) -> Set(ball=inside)
(open=true & ball=outside) -> Set(ball=inside
& broken=true & open=true)
Init state : ball=outside & open=false & broken=false
Goal state : ball=inside & open=false & broken=false
Figure 3.1  Le problème de la fenêtre
 dans un n÷ud, un planicateur énumère les solutions possibles et, pour chacune d'elles, trans-
forme les séquences d'actions abstraites qu'elle contient (dénommées  trous ) en un problème de




















a) Vue ordonnée b) Vue arborescente
Figure 3.2  Deux vues des sous-domaines de notre exemple
L'algorithme obtenu, dTreePlan, bénécie en plus de quelques détails d'implémentation tels que (i)
l'expansion progressive de la taille de plan maximale autorisée, (ii) l'utilisation, dans chaque n÷ud, d'un
planicateur SAT (Kautz et Selman, 1992) (utilisant le solveur zCha de Moskewicz et al. (2001)), et
(iii) l'emploi d'une mémoire cache se souvenant des sous-problèmes déjà rencontrés, qu'ils aient pu être
résolus ou pas.
Des expériences ont été menées sur une famille de problèmes en faisant varier certains paramètres
de l'algorithme. Les résultats ont montré la validité de l'approche, mais le problème de la planication
factorisée reste dicile et mal compris, comme expliqué par Fabre et al. (2010). On pourra citer, parmi
divers travaux ultérieurs apparentés, ceux sur la planication multi-agent distribuée de Nissim et Brafman
(2014), lesquels sont allés plus loin dans l'utilisation d'un algorithme de recherche arborescente.
3.3 Recherche directe d'un contrôleur et robustesse
Comme expliqué en section 3.1.1, la planication probabiliste est souvent abordée à l'aide de recherches
heuristiques. Dans le cadre du projet DPOLP (cf. section 3.5.1), avant mon arrivée, Aberdeen et al.
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(2004) ont ainsi employé LRTDP pour résoudre des problèmes assez génériques Après mon arrivée, nous
avons proposé avec Douglas Aberdeen de résoudre ces mêmes problèmes non pas en cherchant un plan
conditionnel (une politique) mais en optimisant un contrôleur paramétré, comme détaillé en section 3.3.1.
Nous avons aussi abordé la question de la planication robuste (introduite en section 2.3.3.2) à la fois dans
le cadre d'une recherche heuristique (sections 3.3.2.1 et 3.3.2.2) et dans celui d'une montée de gradient
(section 3.3.2.3). La table 3.1 donne une vue d'ensemble de ces diérents travaux.
Table 3.1  Grille de lecture des travaux de cette section
planication normale robuste
avec (L)RTDP (Aberdeen et al., 2004) sec. 3.3.2.1 et 3.3.2.2
par montée de gradient sec. 3.3.1 sec. 3.3.2.3
3.3.1 Planication probabiliste par montée de gradient (FPG)
PLAPUDD'05 (Aberdeen et Buet, 2005)
IPC'06 (Buet et Aberdeen, 2006b)
IPC'06 ? (Buet et Aberdeen)
ICAPS'07 a (Buet et Aberdeen, 2007a)
ICAPS'07 b (Aberdeen et Buet, 2007)
AIJ (Buet et Aberdeen, 2009)
PSUWS'10 (Buet et Homann, 2010)
3.3.1.1 Planication par montée de gradient
Optimiser un contrôleur  en l'occurrence par montée de gradient  est une approche très inhabi-
tuelle pour un problème de planication probabiliste, entre autres parce qu'elle implique une résolution
approchée. En eet, à moins que les contrôleurs soient très expressifs, donc réglés par un grand nombre
de paramètres, il n'est pas garanti qu'ils permettent d'encoder une politique optimale.
Forme des contrôleurs Le contrôleur doit prendre en entrée les prédicats décrivant l'état du monde
et retourner une action. Ici, l'entrée est un vecteur binaire (plutôt qu'une liste de prédicats) ~st =
(p1,t, . . . , pn,t), ce qui lui permet d'être de taille xe. Par ailleurs, la sortie est une distribution de probabi-
lité sur les actions possibles dont on pourra échantillonner une action à un instant donné, les contrôleurs
stochastiques étant préférables dans le contexte d'une telle montée de gradient à espace d'action discret.
En pratique, nous utilisons un approximateur ane (un perceptron sans couche cachée) suivi d'une
fonction de régression logistique restreinte aux actions dont les préconditions sont satisfaites dans l'état ~st
(ensemble A(~st)). En notant ~θ = (~θ1, . . . , ~θ|A|) le vecteur paramètre (décomposé en |A| vecteurs, chacun
de dimension |P|) du contrôleur, la probabilité d'exécuter une action i ∈ A(~st) est donnée par :








Algorithme En planication probabiliste, une exécution (une trajectoire dans l'espace des états partant
de l'état initial) peut conduire (i) à un état de succès (où la condition but G est satisfaite), (ii) à un état
d'échec (parce qu'aucune action n'est exécutable), ou (iii) dans un sous-graphe absorbant dénué d'états
de succès ou d'échec. Nous ne sommes pas confrontés à un problème de plus court chemin stochastique
 simple , tel que considéré par Barto et al. (1995), dans lequel toute trajectoire suivie par l'algorithme
(donc en s'adaptant si besoin) conduit nécessairement au but. Comme expliqué par Bryce et al. (2007),
une façon naturelle de bien poser le problème de la planication probabiliste est de prendre en compte
deux critères : d'abord en maximisant la probabilité d'atteindre le but et, ensuite (si plusieurs politiques
sont optimales du point de vue de ce premier critère), en minimisant l'espérance du coût d'une trajectoire.
Une descente de gradient ne pouvant traiter une telle combinaison de deux critères, nous nous rame-
nons au seul critère de maximiser la probabilité de succès (en ignorant les coûts des actions). En outre,
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comme il est dicile de détecter les sous-graphes absorbants (voir la section 3.2.2), une trajectoire sera
considérée comme un échec si et seulement si soit elle atteint un état sans action possible, soit elle dépasse
une certaine durée Tmax.
Parce que toute trajectoire se termine, nous pourrions utiliser une descente de gradient pour processus
régénératifs (Buet, 2008). En pratique, nous employons toutefois l'algorithme OLpomdp (algorithme 5,
page 18) pour son caractère en-ligne : à chaque pas de temps, le vecteur de paramètres est mis à jour. En
comparaison avec des algorithmes tels que Natural Actor-Critic, on préfère ici un algorithme qui prote de
la génération rapide de nombreuses trajectoires, quitte à moins bien exploiter chaque nouvelle expérience.
En théorie, parce que les trajectoires ont des durées variables, OLpomdp optimise non pas la probabi-
lité de succès, mais la fréquence à laquelle un état de succès (associé à une récompense rs > 0) est atteint.
Cela pourrait être corrigé en ajoutant des pas de temps ctifs, mais au prix d'une moins grande ecacité
en pratique. Par ailleurs, en guise d'heuristique, la fonction de récompense est, à chaque instant, pro-
portionnelle au nombre de prédicats appartenant au but ajoutés ou retirés de l'état courant. De manière
plus formelle, on peut l'écrire λ ∗ [n⊕(s, s′) − n	(s, s′)] où λ > 0, et n⊕(s, s′) (respectivement n	(s, s′))
est le nombre de prédicats du but apparaissant (resp. disparaissant) lors de la transition s→ s′. Ce choix
permet d'encourager les rapprochements vers un état but et de décourager les éloignements.
L'algorithme résultant (et le planicateur développé) est appelé FPG pour  Factored Policy Gra-
dient .
Implémentation Le planicateur FPG repose essentiellement sur l'interfaçage entre
 MDPSim, un simulateur de MDP originellement développé par Younes et al. (2005) pour permettre
d'évaluer les compétiteurs de l'IPPC (International Probabilistic Planning Competition), et
 libPG, une bibliothèque d'apprentissage par renforcement principalement orientée vers les montées
de gradient, initiée par Douglas Aberdeen.
Les problèmes traités sont formalisés en PPDDL (Probabilistic Planning Domain Description Lan-
guage) (Younes, 2003; Younes et Littman, 2004), sans uents, 33 donc en logique du premier ordre. Une
première diculté est alors d'identier les prédicats et actions réellement envisageables, pour éviter de
multiplier les entrées et sorties inutiles, ce qui se fait à l'aide d'une analyse d'accessibilité partant de l'état
initial.
Résultats Nous présentons ici des résultats expérimentaux obtenus sur les problèmes de la 5e compé-
tition internationale de planication (IPC), catégorie probabiliste, à laquelle FPG a participé en 2006, et
qui propose divers bancs d'essais reconnus par la communauté.
La compétition évaluait les planicateurs concurrents sur 9 domaines spéciés en PPDDL, avec 15
problèmes par domaine, et 30 simulations d'exécutions pour chaque problème. Ce nombre de simulations
est insusant pour une mesure de performances able, mais des contraintes de temps nécessitaient une
telle limitation. La compétition imposait une limite de 40 minutes pour chaque problème, incluant l'op-
timisation (calculs hors- et en-ligne) et les 30 simulations. Plusieurs de ces domaines, tels que le monde
des blocs (Blocksworld (BW)), sont des domaines déterministes classiques auxquels du bruit a été ajouté
aux eets.
La table 3.3 montre le résumé des résultats, par domaine et par planicateur. Ces planicateurs
incluent, en plus des concurrents, FF-replan (Yoon et al., 2007) (précédent gagnant de la compétition,
lequel repose sur la déterminisation du problème et l'utilisation du planicateur classique FF (Homann
et Nebel, 2001)) et FQL (Factored Q(λ)-Learning, un algorithme de Q(λ)-learning qui reprend le même
type d'approximateur factorisé que dans FPG, et proposé en sus de celui-ci). Les paramètres de FPG et
FQL (table 3.2) ont été réglés manuellement sur diérents domaines d'IPC-4 et sur des bancs d'essais
préliminaires d'IPC-5, mais pas sur les problèmes d'IPC-5.
FPG et FF-replan s'avèrent bien plus robuste à une variété de domaines que les autres planicateurs.
Cela s'explique en partie par la maturité logicielle : FPG et FF-replan reposent en majeure partie sur des
logiciels stables (FPG←(MDPSim+LibPG), FF-replan←(FF)), alors que deux des trois autres planica-
teurs n'étaient pas exempts de bugs au moment de la compétition. Dans certains domaines, Paragraph
33. Les seules fonctions des objets du monde sont des prédicats, donc à valeurs booléenne, et non à valeurs sur de plus
grands ensembles.
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Table 3.2  Principaux réglages des paramètres de FPG lors d'IPC-5 et de FQL. D'autres facteurs
d'atténuation de diérences temporelles ont été expérimentés (λ = 0.8 et λ = 1) avec des résultats
quasi-identiques.
pas size facteur d'atténuation λ récompense pour succès récompense pour progrès
FPG α = 0.00005 β = 0.85 N/A rs = 1000 rprogrs = 100
FQL α = 0.001 γ = 0.85 λ = 0 rs = 1000 rprogrs = 100
Table 3.3  Résumé des résultats sur les bancs d'essai d'IPC-5. Les valeurs sont des pourcentages de
simulations de plans ayant atteint l'objectif (sur 30 essais). Un tiret indique que le planicateur n'a pas
été exécuté, ou a échoué à fournir des résultats.
Domaine FOALP sfDP FPG Paragraph FF-replan FQL
BW 100 29 63  86 0
Exploding BW 24 31 43 31 52 7
Tire 82  75 91 82 11
Zeno  7 27 7 100 7
Drive   63 9 71 11
Elevator 100  76  93 1
Pitchcatch   23  54 0
Schedule   54 1 51 54
Random   65 5 100 10
et FOALP  qui, à la diérence de FPG et FF-replan, sont optimaux  ont les meilleurs résultats sur
la plupart des problèmes, comme décrit plus en détails par Buet et Aberdeen (2006b).
FQL s'avère compétitif seulement sur quelques problèmes des domaines Drive, Random, Schedule et
Tireworld. Nous présumons que FPG réussit mieux que FQL parce que FQL cherche à approcher une
Q-valeur optimale pour chaque couple état-action alors qu'il sut à FPG de retourner une bonne action
dans chaque état. C'est cohérent avec des observations faites dans le jeu Tetris (Thiéry et Scherrer, 2009).
Dans le domaine Schedule, FQL et FPG ont des performances comparables pour chaque problème. On
notera par ailleurs que FQL est plus dicile à régler que FPG. De meilleurs réglages pourraient avoir
donné de meilleurs résultats pour FQL ou pour FPG.
Extension aux problèmes temporels à actions concurrentes FPG désigne aussi un algorithme
analogue qui permet de traiter des problèmes plus complexes. Ces problèmes se distinguent de la plani-
cation probabiliste considérée jusqu'ici en ce que :
 des ressources (donc des variables numériques) doivent être gérées ;
 les actions consistent à lancer un ou plusieurs opérateurs en parallèle ;
 les opérateurs ont des durées propres et incertaines, décrites par des distributions de probabilités ;
des nouveaux opérateurs peuvent être lancés alors que d'autres sont en cours d'exécution.
Ces trois dimensions amènent des dicultés parce qu'elles impliquent des entrées continues, une multipli-
cation des instants de décision possibles (qui ne correspondent pas qu'aux instants où des événements ont
lieu (Cushing et al., 2007; Mausam et Weld, 2008)), et à une explosion du nombre des actions possibles.
En résumé, la variante de FPG conçue pour de tels problèmes repose sur les choix suivants :
 les instants de décisions correspondent à des occurrences d'événements ;
 les ressources ne servent pas d'entrées aux contrôleurs, mais leur insusance permet d'interdire
des actions ;
 pour chaque opérateur, un approximateur ane et une fonction de régression logistique sont em-
ployés pour calculer une probabilité d'exécution ;
 tant que des opérateurs incompatibles (mutuellement exclusifs) sont parmi les opérateurs échan-
tillonnés, l'un d'eux est éliminé.
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FPG (y compris dans une variante remplaçant l'approximateur ane par un arbre de décision) a
été comparé expérimentalement avec Prottle (Little et al., 2005), et un planicateur basé sur LRTDP
(Aberdeen et al., 2004). Les résultats décrits par Buet et Aberdeen (2009) montrent la capacité de
l'algorithme à fournir des politiques satisfaisantes sur des problèmes de grande taille.
Conclusion Ces travaux nous ont permis de montrer que, en planication probabiliste, l'optimisation
directe de contrôleur était une solution souvent viable, et parfois plus adaptée que des approches plus
classiques telles que les recherches heuristiques, en particulier quand les espaces d'états et d'actions sont
très grands.
3.3.2 Planication robuste (LRTDP, FPG)
IJAIT (Buet, 2007a)
IJCAI'05 (Buet et Aberdeen, 2005a)
ICTAI'05 (Buet, 2005a)
PLAPUDD'05 (Buet, 2005b)
RLNSE'05 (Buet et Aberdeen, 2005c)
PLMUDW'06 (Buet et Aberdeen, 2006c)
3.3.2.1 (L)RTDP robuste
Nous avons déjà vu en section 2.3.3.2 que, dans le cas où le modèle (de la dynamique) est incertain,
la planication robuste cherche une meilleure politique face au pire modèle envisageable. On fait alors
couramment l'hypothèse que le modèle associé à un couple état-action est indépendant des autres couples
état-action. Sous cette condition, chercher une politique maximisant le gain face au pire modèle revient
à transformer le problème de prise de décision séquentielle de départ en un jeu alterné à deux joueurs, le
second joueur choisissant le pire modèle pour le couple (s, a) après que le premier a choisi l'action a dans
l'état s.
Les premiers travaux de la littérature sur le sujet ont montré comment des algorithmes tels que l'ité-
ration sur la valeur pouvaient être adaptés à ce cas. Avec Douglas Aberdeen, nous avons montré comment
RTDP (et LRTDP, décrits en section 2.2.3.1) peut aussi être rendu robuste, par une adaptation similaire,
tout en préservant ses propriétés de convergence (malgré un schéma algorithmique moins symétrique
qu'itération sur la valeur) (Buet et Aberdeen, 2005a). L'approche ressemble à celle qui permet d'adap-
ter RTDP aux jeux stochastiques, mais avec la contrainte de devoir considérer tous les états atteignables
sous un quelconque modèle possible, et non en se limitant aux états atteignables sous un pire modèle.
3.3.2.2 Analyse d'accessibilité pour (L)RTDP robuste
(L)RTDP (normal) ne fonctionne que sur des problèmes tels que (i) les récompenses sont toutes
négatives (donc représentent des coûts) et (ii) toute trajectoire suivie par l'algorithme atteint un état
terminal avec probabilité 1. La plupart du temps, il est aisé de vérier ces deux hypothèses, ou du
moins de détecter si l'état courant peut encore conduire à un état terminal (en utilisant une planication
déterministe).
Dans le cas de la variante robuste, le graphe représentant l'accessibilité entre états (selon les actions)
n'est pas xe. Vérier qu'un état terminal est toujours accessible, quel que soit le modèle, est une tâche
plus complexe. Nous avons donc développé des algorithmes spéciques d'analyse d'accessibilité tenant
compte de la forme variable du graphe (Buet, 2005a,b, 2007a).
Pour ce faire, on va caractériser les états selon qu'ils sont :
atteignants (reaching) : il existe une politique telle que, quel que soit le modèle, la probabilité
d'atteindre un état but est non nulle ;
cul-de-sac (dead-end) : quels que soient le modèle et la politique, la probabilité d'atteindre un état
but est nulle ; et
dangereux (dangerous) : quels que soient le modèle et la politique, la probabilité d'atteindre un
cul de sac est non nulle.
3.3. Recherche directe d'un contrôleur et robustesse 49
On notera qu'un état ne peut être atteignant et cul-de-sac simultanément, mais que les autres combinai-
sons sont possibles. Pour caractériser ainsi les états atteignables on va raisonner, pour chaque état s et
chaque couple (s, a), sur les listes (minimales) d'états qui ne peuvent pas être interdits simultanément par
l'adversaire (en choisissant le modèle local). À l'aide de ces listes, on va d'abord déterminer, en partant
des états buts, quels sont les états atteignants, puis quels sont les états dangereux. Les états dangereux et




















s1 s2 s3 s4
a0 a1
a2
Figure 3.3  Deux des problèmes tests employés. s3 et s4 sont des états buts. Les récompenses ne sont
pas représentées. Dans les deux cas, la meilleure politique en s0 consiste à choisir a0, ce qui donne (au
pire) une probabilité 0, 1 d'atteindre l'état but s3 (et une probabilité 0, 9 d'atteindre l'état cul-de-sac s2).
On peut comparer les processus mis en jeu à la recherche d'un plan fort pour un problème de plani-
cation non-déterministe particulier (Cimatti et al., 2003). Notre cadre est toutefois plus complexe puisque
l'adversaire ne peut choisir précisément le résultat d'une transition, mais restreint les résultats possibles.
Cette analyse d'accessibilité nécessite le développement du graphe des états accessibles, lequel peut
être de très grande taille. Des approches exploitant la factorisation d'un modèle pourraient faciliter une
telle analyse.
3.3.2.3 FPG robuste
Comme on l'a vu, il est courant que le modèle de la dynamique d'un système soit factorisé (cf.
Probabilistic STRIPS ou PPDDL), donc que le même schéma d'action soit applicable en diérents états
décrits par des variables d'états.
En revanche, les approches robustes font l'hypothèse que les modèles d'action sont indépendants d'un
couple état-action à l'autre, hypothèse qui n'est donc plus valide dans un cadre factorisé. Les approches
de planication robuste courantes ne fonctionnent donc plus : on ne peut pas se ramener à un jeu à deux
joueurs (et à somme nulle) alterné. La gure 3.4 illustre le problème rencontré sur une chaîne de Markov
(un MDP à une seule action) incertaine dans laquelle le modèle de transition depuis les états s1 et s2
dépend du même paramètre θ ∈ [0, 1]. Si l'objectif est de minimiser le temps moyen pour atteindre s3
(mais que le  temps  est deux fois plus coûteux en s2 qu'en s1), il faut régler θ ' 0, 58.
Par contre, globalement, le principe de chercher une politique la meilleure possible face au pire modèle
reste valide. C'est donc ce que nous avons cherché à faire dans nos travaux (Buet et Aberdeen, 2005c,
2006c). Notre objectif étant avant tout de trouver une telle politique (et non un pire modèle), il est naturel
de prendre un point de vue proche des jeux de Stackelberg (Fudenberg et Tirole, 1991; von Stackelberg,
2011), le second joueur choisissant sa stratégie (son modèle) en connaissance de la stratégie (la politique
stochastique) du premier. Au lieu de chercher un équilibre, donc une paire de stratégies pour chaque
joueur, on peut se contenter de chercher une meilleure politique sachant que l'adversaire y donnera sa
meilleure réponse possible. On a ainsi un double problème d'optimisation (hiérarchisé).
En l'occurrence, il peut ne pas exister de politique déterministe qui soit optimale. On doit donc
chercher dans l'espace des politiques stochastiques. Ici, on décide d'employer deux descentes de gradient
simultanées : l'une (lente) pour l'optimisation de la politique, l'autre (rapide) pour l'optimisation du























2 ∗ (1− θ)/θ
θ/(1− θ) + 2 ∗ (1− θ)/θ
θ
a- Une chaîne de Markov incertaine à 2 boucles
successives (sur s1, puis s2) avec des probabilités
de boucler complémentaires
b- Temps moyen avant d'arriver dans l'état but s3
Figure 3.4  Une chaîne de Markov incertaine avec un compromis optimal
modèle. Une diculté est alors de régler les pas d'apprentissage de manière à ce que la seconde converge
(la première n'ayant pas nécessairement le même besoin de pouvoir se stabiliser). La gure 3.5 illustre le
comportement de l'algorithme dit  à deux équipes  (une équipe avec un agent par état, l'autre avec un






















































a- Sur le jeu  matching pennies , évolution des
probabilités des deux actions du premier joueur
(Prob1 et Prob2), de la probabilité de la première
action du second joueur (adv), et de la récompense
moyenne, en fonction de l'itération.
b- Sur le jeu  pierre-papier-ciseaux  (/roshambo),
évolution des politiques des deux joueurs vues
comme des points dans des simplexes de dimen-
sion 3 (triangle supérieur pour l'adversaire, infé-
rieur pour le joueur principal)
Figure 3.5  Deux vues de la dynamique de notre algorithme  à deux équipes  sur deux problèmes
diérents
Dans ce cadre, la recherche d'un plan robuste est plus dicile. L'algorithme proposé est sans garantie
de convergence, et nous n'avons pas proposé d'analyse d'accessibilité.
3.4 Apprendre des règles génériques
En planication classique ou probabiliste, si les problèmes sont généralement décrits en logique rela-
tionnelle (en mettant en relation des objets du monde), le moindre ajout ou retrait d'un objet implique
de re-lancer une planication. Or, si l'on sait que l'on va être confronté à de nombreux problèmes de la
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même famille, 34 on pourrait souhaiter qu'un algorithme sache automatiquement :
 soit concevoir un contrôleur ecace quel que soit le problème ;
 soit optimiser automatiquement le planicateur qui sera ensuite employé.
Nous allons voir dans cette section deux approches visant à apprendre des règles génériques (i) l'une
pour choisir des actions, en eectuant un apprentissage incrémental, et (ii) l'autre pour détecter des
actions à éviter.
3.4.1 Planication/RL développemental
EWRL'01 (Buet et Dutech, 2001)
AAMAS'02 (Buet et al., 2002b)
ECAI'02 (Buet et al., 2002a)
AAMAS'03 (Buet et al., 2003a)
EWRL'03 (Buet et Dutech, 2003)
SAB'04 (Buet et al., 2004)
RIA a (Buet et al., 2005)
RIA b (Buet et al., 2006)
Nous abordons ici un travail conduit pendant mon doctorat, mais présenté alors avec une terminologie
un peu diérente. La terminologie employée ici est plus adaptée au reste de ce document. Les problèmes
considérés entrent dans le cadre de la planication probabiliste partiellement observable, c'est-à-dire que
seuls certains prédicats et certains uents 35 sont accessibles à l'agent. Par ailleurs, si le modèle de la
dynamique est connu, c'est ici uniquement à travers un simulateur.
L'idée de départ est d'apprendre des comportements  de base , chacun déni pour (i) un uplet de
types d'objets et (ii) une partie de la fonction de récompense (supposée décomposable additivement). Un
tel comportement pourra s'appliquer à un quelconque uplet d'objets de types compatibles, en prenant en
entrée toutes les observations (tous les prédicats et uents) associés à ces objets.
La gure 3.6 montre une situation dans laquelle un agent interagit avec deux types d'objets  tuile
et trou  et a deux comportements de base :
 mettre une tuile dans un trou (en l'y poussant), applicable deux fois parce qu'il y a deux tuiles et
un trou dans l'environnement, et















Figure 3.6  Une scène avec quelques objets : la tâche globale est une combinaison de sous-tâches
3.4.1.1 Combiner des comportements de base
Dans un premier temps, on a appris un à un des comportements de base pré-sélectionnés, à l'aide
d'une montée de gradient, ainsi que la fonction de valeurs associée. Le problème posé était alors de
34. La terminologie PDDL parle de  domaine .
35. Là où les prédicats sont des  fonctions  des objets à valeurs booléennes, les uents peuvent prendre des valeurs dans
d'autres ensembles.
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savoir comment combiner ces comportements, problème qui nous fait entrer dans le champ de la sélection
d'actions (Tyrrell, 1993; Humphrys, 1997). Plus précisément, à chaque instant, chaque comportement a
des préférences sur les décisions possibles, et on veut en déduire la décision à prendre.
Une approche classique est de mettre en ÷uvre un critère permettant de sélectionner un comportement
à suivre à un instant donné. Il n'est toutefois pas évident d'établir un tel critère, et le fait de ne suivre
qu'un seul comportement peut conduire à une très mauvaise décision qui aurait pu être évitée en tenant
compte d'autres comportements, comme illustré par la gure 3.7.
O2 O1
Ici, avec un algorithme winner-take-all, l'agent a une
chance sur deux de ne se soucier que du trou O1,
et ainsi d'obéir à une politique le faisant aller dans
n'importe quelle direction parmi nord, sud et ouest.
Dans ce dernier cas, l'agent va chuter dans l'autre
trou.
Figure 3.7  Un agent devant éviter deux trous
Une autre idée est de sélectionner l'action suggérée par le plus grand nombre de comportements.
Toutefois, cela ignore (i) l'importance relative des actions (estimable à travers les Q-valeurs) et (ii) les
informations fournies par certains comportements qui visent plutôt à éviter de mauvais choix, comme c'est
le cas avec l'évitement de trou (gure 3.7). Pour cette raison, nous avons pondéré les recommandations des
diérents comportements à l'aide des valeurs absolues des Q-valeurs, ce qui requiert que les récompenses
soient nulles par défaut.
Nous avons ainsi proposé et évalué plusieurs méthodes de sélection d'action par combinaison de po-
litiques stochastiques, avec pondération par l'importance estimée à travers les Q-valeurs. Pour chaque
comportement, un poids global était appris, les Q-valeurs reétant (i) l'importance relative d'une action
par rapport à une autre au sein d'un comportement, mais pas (ii) l'importance relative d'un compor-
tement par rapport à un autre. À titre comparatif, nous avons aussi évalué une politique stochastique
obtenue à l'aide des Q-valeurs. On notera que, si tous les comportements obtenus étaient potentiellement
stochastiques, l'ajout d'un bruit permettait de sortir de certaines situations de blocage.
3.4.1.2 Apprendre incrémentalement des comportements de base
Les cas de blocages rencontrés suggèrent qu'une simple combinaison de comportements de base n'est
pas une solution susante. Les choix eectués ne sont pas les bons (i) dans les situations de blocage elles-
mêmes, mais aussi (ii) dans les situations qui conduisent aux blocages. Il est donc tentant de chercher
à apprendre des comportements de plus haut niveau (tout en restant les plus simples possibles) visant
essentiellement à éviter ces blocages.
Nous avons ainsi proposé un algorithme qui construit incrémentalement un arbre de comportements de
base. Comme le montre la gure 3.8, on considère des uplets de types d'objets de plus en plus complexes,
 en tenant compte à chaque fois des diérentes combinaisons de fonctions de récompenses élémen-
taires possibles (ici notées '+' (pousser une tuile dans un trou) et '-' (tomber dans un trou)) ;
 en ne retenant un nouveau comportement de base appris que si ses résultats sont meilleurs (selon
un critère pré-déni) qu'une combinaison des comportements déjà retenus ; et
 en ne testant que des uplets qui étendent d'un type d'objet (ici une tuile ou un trou) un uplet
appartenant à un comportement déjà retenu.
Contrairement à ce que suggère la gure 3.8, si le graphe des uplets considérés est orienté et acyclique,
ce n'est pas nécessairement un arbre.





























En exécutant l'algorithme proposé, aux deux
comportements que l'on peut intuitivement ju-
ger comme susants pour le monde des tuiles :
(−) (+)et
vient s'ajouter un comportement résolvant
l'un des blocages apparus dans nos essais :
(+)
.
Figure 3.8  L'arbre des comportements testés et (entre parenthèses) ceux qui ont été retenus.
Les expérimentations ont montré que cette approche permet de découvrir un comportement supplé-
mentaire utile dans le scénario considéré. En outre, cette approche permet d'apprendre ce comportement
à l'aide des comportements antérieurs, alors qu'un apprentissage direct s'avère dicile (du fait du grand
espace de recherche)
Les travaux décrits ici s'apparentent à la planication et à l'apprentissage par renforcement pour MDP
relationnels (Dzeroski et al., 2001; Guestrin et al., 2003a; Gretton et Thiébaux, 2004; Fern et al., 2006;
Gretton, 2007), cadres dans lesquels on cherche une politique relationnelle optimale pour une famille de
problèmes. Les techniques employées relèvent alors souvent de la régression du premier ordre (pour calculer
une fonction de valeur généralisée) ou de l'induction d'une politique généralisée à partir d'exemples. Mais,
s'il s'agit de pré-calculer (hors-ligne) une fonction de valeur ou une politique généralisée, l'utilisation de
ces fonctions ou politiques en ligne sera d'une complexité exponentielle en le nombre d'objets présents à
un instant donné.
En outre, dans l'exemple  tuiles/trous  évoqué, il semble qu'on pourra toujours mettre cette approche
 apprendre des comportements de base à combiner  en échec en ajoutant un nombre susant de
trous et de tuiles. Mais cela reste à démontrer, et on peut se demander quelles garanties théoriques cette
approche peut fournir, et sous quelles conditions.
3.4.2 [dét] Learning bad actions (apprendre les mauvaises actions)
ECAI'14 (Krajnanský et al., 2014a)
JFPDA'14 (Krajnanský et al., 2014b)
3.4.2.1 Apprendre pour planier
L'apprentissage de règles génériques (comme déjà discuté dans la section précédente) a été développé
en bonne partie dans le contexte de l'apprentissage pour la planication (learning for planning), promu
entre autres par une épreuve dédiée de la compétition internationale de planication. Il s'agit ici plus
particulièrement d'employer un certain nombre d'exemples de problèmes (classiques, c'est-à-dire déter-
ministes) d'une même famille (d'un même domaine) pour en tirer des informations facilitant la résolution
d'autres problèmes, typiquement plus gros, de la même famille. Cet apprentissage peut prendre des formes
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diverses, comme la sélection de l'algorithme ou de l'heuristique qui semble le plus adapté. Une approche
classique est de chercher à apprendre des règles génériques, ce qui nous ramène au cadre des MDP rela-
tionnels décrit à la n de la section précédente. Toutefois, l'objectif peut être d'appliquer directement ces
règles, considérées comme une politique, ou de s'en servir de guide (d'heuristique) pour un algorithme de
planication, comme c'est plus souvent le cas.
3.4.2.2 Identier les mauvaises actions
Pour de nombreux problèmes, il s'avère dicile d'apprendre des règles identiant correctement les
actions à appliquer dans chaque état. C'est par exemple le cas dans le jeu de Sokoban, 36 un puzzle de
transport (NP-dicile) dans lequel, à chaque niveau, un gardien d'entrepôt doit trouver le moyen de
pousser des caisses jusqu'à leurs destinations sans les coincer. Face à ce constat, nous  Joerg Homann,
Michal Kraj¬anský, Alan Fern, Valerie Poser, Alvaro Torralba et moi-même  essayons d'apprendre des
règles décrivant, à l'inverse, certaines mauvaises actions, c'est-à-dire des actions à éviter. L'objectif est
d'employer cette information pour restreindre l'espace de recherche d'un algorithme de planication en
élaguant des branches, d'où le terme  règles d'élagage  (pruning rules). Sont ici plus particulièrement
décrits les premiers travaux réalisés par Krajnanský et al. (2014a,b).
Cet apprentissage est eectué en résolvant par recherche heuristique un certain nombre de (petits)
problèmes de la famille considérée. Plus précisément :
 on construit des arbres contenant toutes les solutions optimales, en augmentant chaque état d'un
prédicat décrivant le but courant ; s'arrêter à une solution optimale ne permettrait pas de savoir
si certaines actions sont réellement mauvaises ou si elles pourraient conduire au but dans le cadre
d'une autre solution ;
 les couples 〈état (augmenté), action〉 tels que l'état fait partie d'une solution optimale sont alors
mis dans les ensembles (i) d'exemples positifs si le couple fait partie d'une solution optimale, et
(ii) d'exemples négatifs sinon ;
 ces ensembles d'exemples alimentent un algorithme de programmation logique inductive (ILP) qui
apprend des règles d'élagage de la forme
r[Y ] = ¬a[X]⇐ l1[X1] ∧ · · · ∧ ln[Xn]
où a[X] est un schéma d'action du domaine courant D, les li[Xi] sont des littéraux du premier
ordre, et Y = X ∪⋃iXi est l'ensemble des variables apparaissant dans la règle.
La forme des règles et la procédure d'apprentissage ont été choisis pour leur simplicité.
Des variantes de cet apprentissage peuvent être obtenues selon que :
 l'on considère toutes les solutions optimales ou seulement une ;
 l'on ne garde dans les exemples que les actions utiles (helpful actions) identiées par l'heuristique
de FF ou toutes les actions ;
 l'on autorise dans les règles les littéraux négatifs (qui permettent une plus grande expressivité) ou
pas (pour réduire l'espace de recherche) ;
 l'on autorise dans les règles les contraintes d'inégalité  qui permettent d'interdire que deux
variables désignent le même objet  ou pas.
3.4.2.3 Utilisation des règles
Le principe d'utilisation des règles d'élagage apprises est simplement, lors d'une recherche heuristique,
de ne développer, dans un état donné, que les actions non élaguées par les règles. Toutefois, parce que la
recherche des règles applicables peut devenir très coûteuse, on doit limiter la taille des règles apprises à
L = 6 littéraux (ce qui limite aussi l'espace de recherche de règles).
En pratique, d'un domaine à l'autre, les meilleurs résultats sont obtenus avec diérents paramétrages
de notre algorithme d'apprentissage. Pour cette raison, nous avons décidé d'employer :
 un portefeuille de solveurs, chacun ayant droit à un certain temps pour s'exécuter, et
 un algorithme de réglage automatique des paramètres, SMAC (Hutter et al., 2009), éventuellement
autorisé à sélectionner les règles apprises.
36. https://fr.wikipedia.org/wiki/Sokoban
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Les résultats expérimentaux obtenus avec ces approches, en particulier SMAC, sont très encourageants.
3.5 Projets et applications
Nous décrivons ici des travaux principalement liés à des applications de modèles tels que les MDP. S'ils
ont une visée plus directement pratique, ces travaux n'excluent toutefois pas des questions et contributions
théoriques.
Dans chaque cas sont d'abord mentionnés les publications liées (ou consécutives) au projet, et les
principaux collaborateurs impliquées.
3.5.1 DPOLP / planication d'opérations
journaux IJAIT (Buet, 2007a)
AIJ (Buet et Aberdeen, 2009)
confs. int. IJCAI'05 (Buet et Aberdeen, 2005a)
ICTAI'05 (Buet, 2005a)
IPC'06 (Buet et Aberdeen, 2006b)
ICAPS'07 (Buet et Aberdeen, 2007a)
ICAPS'07 (Aberdeen et Buet, 2007)
AISTATS'07 (Aberdeen et al., 2007)
workshops PLMUDW'06 (Buet et Aberdeen, 2006c)
RLNSE'05 (Buet et Aberdeen, 2005c)
PLAPUDD'05 (Buet, 2005b)
PLAPUDD'05 (Aberdeen et Buet, 2005)
IFORS'05 (Naguleswaran et al., 2005)
JFPDA'07 (Buet et Aberdeen, 2007b)
CAp'06 (Buet et Aberdeen, 2006a)
CAp'05 (Buet et Aberdeen, 2005b)
rapports NICTA (Buet et Aberdeen, 2005d)
NICTA (Buet, 2004)
NICTA (Buet et Aberdeen, 2004)
Collaborateurs principaux :
Nom Aliation DPOLP Brazil STaR
Douglas Aberdeen NICTA 3 3 3
Sylvie Thiébaux ANU 3 3 3
Owen Thomas NICTA 3 3 3
Silvia Richter NICTA 3
Jin Yu NICTA 3
Lin Zhang DSTO 3
Lang White U. of Adelaide 3
Sanjeev Naguleswaran U. of Adelaide 3
Sarah Hickmott U. of Adelaide 3
Pendant mon post-doctorat au sein du NICTA à Canberra (Australie), j'ai principalement travaillé
dans le cadre de DPOLP (Dynamic Planning, Optimisation and Learning Project), un projet en collabo-
ration avec le DSTO 37, l'université nationale australienne (ANU) et l'université d'Adelaide (UoA) dont
l'objectif était de développer des outils de planication d'opérations militaires. Le problème soulevé était
de pouvoir planier automatiquement des tâches
 nombreuses et variées, allant d'envois de troupes à des tâches logistiques (par exemple pour la
gestion de l'alimentation ou de l'énergie) en passant par des soutiens aériens ;
 durables (/temporelles) et concurrentes, puisque chaque tâche peut avoir sa durée propre et que
des tâches peuvent être initiées alors que d'autres sont en cours ; et
 incertaines, une tâche pouvant réussir ou échouer (à supposer que seuls ces deux résultats soient
attendus).
Il s'agit donc d'un problème demandant des descriptions très expressives. À mon arrivée, j'ai pu participé
à la formalisation en cours de ce problème, laquelle a requis un travail de nettoyage, ainsi qu'à sa résolution
à l'aide d'un planicateur (MOP, Military Operation Planning) reposant sur LRTDP (voir section 2.2.3.1).
Nos travaux, principalement avec Douglas Aberdeen, Owen Thomas et Sylvie thiébaux, se sont alors
portés vers (i) la résolution de tels problèmes par descente de gradient factorisée et (ii) la planication
robuste (aux incertitudes sur le modèle), comme décrit en section 3.3. Mais nous avons aussi naturellement
étendu notre champ d'application en abordant des scénarios, tels que les chantiers de construction, dans
lesquels l'incertitude est principalement liée à la durée des tâches. Cela nous a conduit à développer un
37. Defence Science and Technology Organisation
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solveur, Brazil, dans lequel une durée peut être dénie selon une distribution de probabilité. La même
bibliothèque d'apprentissage par renforcement, libpg, aussi réalisée par nos soins, servait de moteur
d'apprentissage/résolution aussi bien pour les problèmes d'opération militaire que pour la compétition
de planication (IPC 2006, remportée par fpg) et pour Brazil.
Dans le même cadre de travail, j'ai aussi abordé avec Sylvie Thiébaux et des collègues de l'université
d'Adélaide  Lang White, Sanjeev Naguleswaran et Sarah Hickmott  les sujets (i) du lien entre
planication et dépliement de réseaux de Petri, et (ii) de la planication MDP par calcul quantique
(Naguleswaran et al., 2005).
3.5.2 SuperCom
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[ Ce projet a déjà été décrit en section 3.2.3. ]
Pour rappel, il visait à proposer des méthodes de supervision (diagnostic et planication) de systèmes
composites, c'est-à-dire formés de multiples composants organisés en réseaux, tels que des réseaux de
capteurs ou des services web. Je n'y ai participé qu'à ses débuts.
3.5.3 AGATA / planication, diagnostic et simulation avec un même modèle
Rapport de recherche (Buet, 2007c)
Rapport de recherche (Buet, 2007b)
Collaborateurs principaux :
Nom Aliation
Félix Ingrand LAAS - CNRS
Gérard Verfaillie ONERA
Marie-Claire Charmeau CNES
Elodie Chanthery LAAS - INSA
Louise Travé-Massuyès LAAS - CNRS
Michel Lemaître ONERA
Mon post-doctorat au LAAS (CNRS) à Toulouse était nancé par le projet AGATA (Architecture
Générique pour l'Autonomie, Tests et Applications), collaboration avec le CNES et l'ONERA. Celui-ci
portait sur le contrôle de systèmes embarqués autonomes. Un scénario type est la gestion d'un satellite
d'observation de la Terre en interaction avec son centre de contrôle, plus précisément le satellite Frankie
dont l'objet est de détecter et surveiller des points chauds (feux, volcans, ...) (Lemai-Chenevier et Char-
meau, 2006; Lemai-Chenevier et al., 2006), et tel qu'illustré par la gure 3.9. Ce satellite peut identier
de nouveaux points chauds, et eectuer des prises de vue en fonction des demandes qui lui sont faites, de
son énergie disponible et de sa mémoire disponible.
Mon travail, pour partie inspiré du projet SuperCom, a consisté à proposer une approche permettant
de modéliser de manière modulaire un tel système, de sorte à ce que le même modèle permette ensuite
d'eectuer des tâches de simulation, de diagnostic ou de planication. J'ai ainsi réalisé un démonstrateur
dans lequel
 le satellite Frankie est décrit dans un ensemble de chiers (au format dédié  AGA ), chaque
chier représentant un composant, éventuellement construit sur la base de sous-composants ;
 le programme  TA  permet de simuler l'exécution d'un scénario (une série d'événements pré-
programmés) sur un système donné (tel que le satellite Frankie).
3.5.4 DOPEC / planication pour la collecte d'informations
IFAC'11 (Godichaud et al., 2011a)








Figure 3.9  Représentation de Frankie, satellite d'observation de la Terre capable de détecter des points
chauds (avec un capteur à large bande) et de les photographier (avec un instrument d'observation plus





Elodie Chanthery LAAS - INSA
Matthieu Godichaud LAAS - CNRS
J'ai enn participé à un autre projet dont la thématique est proche à la fois de DPOLP et d'AGATA.
Ce projet, dénommé DOPEC et eectué en collaboration avec EADS et le LAAS (CNRS et INSA Tou-
louse), visait à la réalisation d'un Démonstrateur pour l'OPtimisation de l'Emploi des systèmes-Capteurs.
Pour être plus précis, nous nous intéressions à la planication de tâches d'acquisition d'information dans
un cadre militaire. Des requêtes d'information étant dénies, et chaque requête pouvant être satisfaite
d'une ou plusieurs manières, par un ou plusieurs types de systèmes de capteurs (humains, appareils xes
(radars), volants (UAV) ou roulants, ...), le problème était d'aecter au mieux les systèmes de capteurs
disponibles à ces requêtes, et d'ordonnancer les observations à eectuer. Nous avons proposé une for-
malisation de ce problème de collecte d'informations  qui est ici vu comme concurrent, temporel, et
déterministe  ainsi qu'un algorithme pour le résoudre, dont la phase de planication repose sur A*
(Godichaud et al., 2011a).
3.5.5 BARQ
journaux JAIR (16) (Dibangoye et al., 2016)
confs int. IJCAI'13 (Dibangoye et al., 2013a)
AAMAS'14 (Dibangoye et al., 2014b)
ECML'14 (Dibangoye et al., 2014a)
IJCAI'15 (Dibangoye et al., 2015a)
IJCAI'15 (Dibangoye et al., 2015b)
workshops JFPDA'13 (Dibangoye et al., 2013b)
JFPDA'13 (Tagorti et al., 2013b)
HSDIP'13 (Tagorti et al., 2013a)
JFPDA'14 (Dibangoye et al., 2014c)
rapports INRIA (Dibangoye et al., 2014d)
Collaborateurs principaux :
Nom Aliation
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J'ai aussi participé aux travaux menés dans le cadre d'une chaire d'excellence ANR portée initialement
par Joerg Homann et intitulée BARQ pour  Abstraction, Ranement, et Bornes de Qualité . Son
objectif était d'étudier les méthodes d'abstraction pour calculer des minorants  en particulier dans
des problèmes de planication (déterministe ou probabiliste)  et les ranements d'abstraction pour
améliorer incrémentalement ces minorants.
Les travaux conduits avec Manel Tagorti, Bruno Scherrer et Joerg Homann sur l'agrégation d'états
se situaient dans ce cadre (section 3.2.1), ainsi qu'une partie des travaux eectués avec Jilles Dibangoye
sur la résolution de Dec-POMDP (qui sont présentés ultérieurement en section 4.3.3).
3.6 Discussion
3.6.1 Sur les aspects théoriques
Comme on vient de le voir, mes travaux sur les MDP (et la planication déterministe) ont porté sur des
sujets assez divers. Je reviens ici sur quelques points qui me semblent plus particulièrement importants.
Concernant les fonctions heuristiques, lesquelles sont d'usage bien plus courant dans le cadre détermi-
niste que dans le cadre stochastique, nous avons montré : (i) que de bonnes propriétés importantes dans
le cas déterministe ne se transposaient pas dans le cas stochastique (raner une agrégation n'améliore
pas nécessairement l'approximation), et (ii) que maximiser la probabilité d'atteindre un état but pou-
vait se faire de manière assez ecace malgré les heuristiques peu informatives à disposition. L'utilisation
d'heuristiques et d'abstractions n'est donc pas ecace que dans le cas déterministe, mais les incertitudes
de la dynamique créent des dicultés et amènent à chercher des solutions spéciques.
Concernant la recherche directe d'un contrôleur, nous avons d'abord montré que c'était une approche
viable pour la planication probabiliste en développant un outil relativement simple et robuste. Cette
approche, plutôt liée à l'apprentissage et à l'optimisation, est assez diérente des approches plus usuelles
reposant par exemple sur des recherches heuristiques et sur le principe d'optimalité de Bellman. Si elle
ne bénécie pas des mêmes garanties théoriques de convergence, elle généralise naturellement ce qui a été
appris d'une situation à une autre. En outre, elle permet assez facilement d'intégrer des variables continus,
des durées d'actions incertaines, ou des contraintes (de la connaissance experte) sur la forme attendue du
contrôleur. Cette approche permet aussi de traiter plus nement les problèmes de planication robuste
en ne faisant pas l'hypothèse que le modèle d'une action dépend de l'état courant.
Nous avons aussi employé de l'apprentissage pour obtenir des règles de comportement qui fonctionne
dans des environnements de taille variable (par exemple des nombres d'objets variables), que ce soient
des règles de recommandation (il faut faire l'action a) ou d'interdiction (il ne faut pas faire l'action a).
Mais de telles méthodes restent diciles à mettre en ÷uvre. On trouve en eet facilement des scénarios
dans lesquels les règles apprises peuvent conduire à de mauvaises décisions. Une question intéressante est
de savoir si, dans certains cas, on peut vérier (à coût raisonnable) la validité d'une règle apprise par
induction.
3.6.2 Remarques sur DPOLP, SuperCom, AGATA et DOPEC
DPOLP, Supercom, AGATA et DOPEC étaient quatre projets particulièrement ambitieux mettant
en ÷uvre des systèmes complexes avec de nombreux composants et donc de nombreuses actions possibles.
Le tableau 3.4 présente une synthèse (un peu simplicatrice) des caractéristiques de ces projets. Il aurait
idéalement fallut dans ces quatre cas tenir compte d'incertitudes (fait uniquement dans DPOLP) en plus
de la durée et de la concurrence des actions. Par ailleurs, on imagine que, dans bien des scénarios de ces
projets, il est plutôt abusif de supposer que l'état est complètement observable, une hypothèse pourtant
faite dans chacun de ces projets.
Dans les quatre cas, un gros travail a dû être réalisé en même temps sur la modélisation (+forma-
lisation) et sur la résolution du problème, illustrant le fait que ces deux opérations sont intimement
liées. Il faut savoir trouver la bonne façon de décrire le problème pour ne pas faire trop d'hypothèses
simplicatrices, mais que l'on puisse en même temps proposer un algorithme de résolution ecace.
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Table 3.4  Principales caractéristiques des quatre projets DPOLP, SuperCom, AGATA et DOPEC (tels
qu'ils ont été abrodés)
projet cadre incertitude temps/conc. ressources
DPOLP militaire+industriel 3 3 3
SuperCom industriel 7 3 7
AGATA aérospatial 7 3 3
DOPEC militaire 7 3 3
En outre, chaque fois qu'experts d'un domaine et chercheurs ont collaboré à une telle modélisation,
un eort a été nécessaire de part et d'autre pour se comprendre, préciser progressivement les choses, et
parfois revenir en arrière en cas de méprises. Sans entrer dans le détail, le même constat a été eectué dans
les projets présentés dans le chapitre suivant (par exemple autour du pen-testing en sécurité informatique
et sur la protection d'espèces).
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4.1 Introduction
Ce chapitre présente un deuxième ensemble de contributions, contributions qui portent sur les POMDP
et leurs extensions (telles que les Dec-POMDP), lesquels modèles seront désignés dans leur ensemble par
l'acronyme *POMDP. Comme dans le chapitre précédent, il est principalement question de planication
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d'action, le modèle étant connu. Mais il sera aussi question d'apprentissage par renforcement bayésien
avec modèle, cadre qui s'apparente à celui de la résolution de POMDP si l'on considère le modèle méconnu
comme une variable d'état cachée.
Dans le chapitre précédent, l'optimisation d'un contrôleur par montée de gradient a été employée
pour la planication probabiliste et pour l'apprentissage de règles comportementales (section 3.3). Ce
dernier emploi était illustré par un problème jouet (dans lequel un agent déplace des tuiles) qui tient en
fait plus du POMDP que du MDP. Nous allons voir en section 4.2 deux autres travaux concernant cette
même famille d'approches : l'une abordant la conception d'agents collaboratifs, l'autre comparant le cadre
des POMDP à celui des PSR. La section 4.3 revient ensuite à des approches plus usuelles pour montrer
comment la propriété PWLC 38 est exploitée dans trois cadres étendant les POMDP de diverses manières :
(i) en supposant certaines variables d'état visibles, (ii) pour les problèmes de collecte d'information, et (iii)
pour le contrôle décentralisé. Puis, la section 4.4 décrit des travaux sur l'apprentissage par renforcement
bayésien dans lesquels, malgré la parenté avec la résolution des POMDP, on proposera une approche d'une
toute autre forme (optimiste), approche accompagnée de bonnes propriétés théoriques de convergence.
Pour terminer, quelques projets et applications reposant sur la résolution de POMDP et l'apprentissage
par renforcement sont présentés en section 4.5
4.2 Montée de gradient et POMDP
Aparté : Les travaux présentés en section 3.3 mettent aussi en jeu une montée de gradient et sont
aussi applicables à des problèmes partiellement observables. Il semble toutefois plus naturel de les classer
avec les travaux sur les MDP du chapitre précédent.
4.2.1 maRL incrémental
Agents'01 (Buet et al., 2001)
IJCAI'01 (Dutech et al., 2001)
AAMAS'07 (Buet et al., 2007)
Pendant mon stage de DEA et le début de ma thèse, j'ai travaillé sur l'utilisation de l'apprentis-
sage par renforcement pour la conception de systèmes multi-agents collaboratifs. Il n'existait alors pas
d'algorithmes permettant de concevoir (/planier) des politiques individuelles pour un groupe d'agents
participant à une tâche commune, sauf dans le cas où chaque agent a une observation complète de l'état
(Boutilier, 1996). Vue la nature distribuée du problème, nous avons naturellement considéré l'emploi
de l'apprentissage par renforcement, tous les agents essayant simultanément d'optimiser leurs comporte-
ments. Ne sont alors plus respectées les propriétés qui permettent la convergence
 non seulement du Q-learning ou de SARSA parce que l'observabilité est partielle,
 mais aussi des montées de gradient parce que le système, vu d'un agent, n'est pas markovien
puisqu'il contient d'autres agents dont le comportement évolue aussi.
Ne disposant pas d'algorithme adapté à des agents évoluant de concert, nous avons fait le choix
d'employer, malgré tout, une montée de gradient en ligne. Des expérimentations ont été conduites sur
deux problèmes situés dans des grilles carrées toriques :
fusion de blocs (g. 4.1), dans lequel des agents doivent se coordonner pour pousser des paires de
blocs (une verte, une bleue) l'une contre l'autre pour les faire disparaître ; et
prédateurs-proie (g. 4.2), dans lequel quatre prédateurs doivent apprendre à entourer une proie
se déplaçant aléatoirement, et ce, dans une grille torique.
Dans les deux cas les observations sont partielles parce qu'un agent ne perçoit d'un objet ou autre agent
que sa direction (nord/sud/est/ouest) et sa distance (proche/éloignée). Par ailleurs, dans le cas de la
fusion de blocs, ne sont visibles que l'agent de couleur opposé le plus proche et la paire de blocs de
couleurs opposées les plus proches (de sorte que le nombre d'observations possibles reste le même quand
le nombre d'agents ou de blocs évolue).
Les premiers résultats ont montré que l'apprentissage était dicile et, en particulier, que plus le nombre
d'agents et objets présents était grand, plus il était dicile d'apprendre à agir au mieux. Cela nous a
38. Linéarité par morceaux et convexité de la fonction de valeur dans les POMDP.
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Ici, agent et bloc de gauche sont en jaune, et bloc
et agent de droite sont en bleu (mais les couleurs
des blocs pourraient être échangées).
On a représenté en vert les blocs fusionnant avant
de disparaître. Les deux agents doivent pousser
les blocs pour que l'opération soit eectuée. Il ne
sut pas que l'un pousse et l'autre bloque.
Figure 4.1  Un exemple de fusion de blocs
a- situation quelconque b- situation recherchée
Figure 4.2  Deux exemples de situations possibles du problème prédateurs-proie
conduit à proposer d'eectuer un apprentissage progressif, non seulement en augmentant progressivement
le nombre d'agents et objets dans l'environnement (pour la fusion de blocs), mais aussi en proposant aux
agents des situations de plus en plus éloignées des possibilités de récompenses.
Cette approche d'aide à l'apprentissage, comparable en certains points à celle d'Asada et al. (1996),
a permis une nette amélioration des résultats sur le problème de la fusion de blocs, avec à la fois une
accélération de l'apprentissage, mais aussi une capacité à atteindre de meilleurs niveaux de performance.
Ses eets ont par contre été contre-productifs sur le problème prédateurs-proie, les prédateurs perdant
du temps à désapprendre certaines règles comportementales acquises.
Cet apprentissage progressif pourrait être amélioré en automatisant la progression de la complexité des
tâches (La progression en nombre d'agents/objets est simple.). Une façon de faire pourrait être de résoudre
la version mono-contrôleur et totalement observable du problème, pour ensuite mesurer la distance des
états à de possibles récompenses, voire identier des états dans lesquelles le choix d'action est critique.
Une limitation est que les agents doivent ici avoir un ensemble d'observations indépendant du nombre
d'agents et d'objets dans leur environnement. C'est pour pallier ce défaut que nous avons abordé l'ap-
prentissage de comportements  combinables  décrit en section 3.4.1.
4.2.2 Montée de gradient : POMDP vs PSR
AISTATS'07 (Aberdeen et al., 2007)
Nous avons déjà vu que les montées de gradient peuvent être employées pour optimiser des contrôleurs
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pour POMDP ne prenant que des observations en entrée. Ne prendre une décision qu'en fonction de
l'observation courante n'est évidemment pas optimal, et peut être catastrophique (Singh et al., 1994).
Aberdeen et Baxter (2002) ont montré comment on pouvait étendre cette approche en ajoutant au
contrôleur une mémoire interne, laquelle doit être dimensionnée de manière appropriée. L'apprentissage
a alors la tâche délicate de trouver comment employer cette mémoire pour représenter une information
utile présente dans l'historique des actions et observations passées.
Dans ce travail réalisé avec Douglas Aberdeen et Owen Thomas, nous avons décidé d'utiliser en
entrée des contrôleurs des statistiques susantes. La statistique susante, dans le cas d'un POMDP,
est usuellement l'état de croyance, une distribution de probabilité sur les états possibles. Mais un autre
formalisme, celui des représentations prédictives d'états (PSR) (Littman et R. Sutton, 2001), permet
de décrire les mêmes problèmes, avec l'avantage de ne pas avoir à connaître le nombre d'états sous-
jacents. Dans ce cas, la statistique susante est le vecteur de prédiction, c'est-à-dire un vecteur (pas
nécessairement une distribution) de probabilités sur des tests, tests qui correspondent à des séquences
d'actions-observations futures possibles.
Pour évaluer les diérentes approches possibles, nous avons comparé :
 des contrôleurs réactifs simples : l'un aléatoire, les autres appris (avec une montée de gradient
simple), prenant en entrée des observations plus ou moins limitées : d'aucune observation à une
mémoire de quelques pas de temps ;
 des contrôleurs pour les statistiques susantes des PSR comme des POMDP optimisés avec la
montée de gradient NAC (Peters et al., 2005), laquelle incorpore un critique et fait meilleur usage
des échantillons obtenus qu'une montée simple ;
 les mêmes contrôleurs optimisés avec le même algorithme, mais en estimant le modèle simulta-
nément : POMDP à l'aide d'un algorithme d'espérance-maximisation (EM) de type Baum-Welch
(Chrisman, 1992), et PSR à l'aide d'un algorithme de McCracken et Bowling (2006).
Les expérimentations conduites sur six bancs d'essais ont d'abord conrmé l'intérêt de prendre des
décisions sur la base de statistiques susantes plutôt que d'informations partielles. Elles ont aussi mon-
tré que, si l'apprentissage en-ligne des modèles fonctionne, l'optimisation des contrôleurs est plus ecace
quand le modèle est déjà connu, avec une plus grande stabilité des résultats. Enn, elles suggèrent deux
remarques nouvelles concernant la comparaison entre POMDP et PSR : (1) apprendre un POMDP, y com-
pris le nombre d'états, n'est pas nécessairement plus dicile qu'apprendre un PSR, et (2) l'optimisation
d'un contrôleur parait plus dicile dans le cadre PSR que dans le cadre POMDP.
Concernant cette dernière remarque, nous avons montré qu'un contrôleur reposant sur un perceptron
suivi d'un soft-max pouvait, en prenant un état de croyance en entrée, au moins reproduire l'heuristique
votante de Simmons et Koenig (1995). 39 Mais d'autres résultats suggèrent des similitudes quant à l'usage
qui peut être fait d'un vecteur de prédiction ou d'un état de croyance. Il a en eet été montré que, dans
un PSR, la fonction de valeur était PWLC (linéaire par morceaux et convexe) dans l'espace des vecteurs
de prédiction (James et al., 2004), ce qui permet d'appliquer les mêmes algorithmes que pour les POMDP
(mais avec plus de dicultés à faire de l'élagage parce qu'on ne sait pas délimiter cet espace comme le
simplexe des états de croyance).
4.3 Exploitation de la propriété PWLC
De nombreux solveurs de POMDP exploitent le fait que la fonction de valeur optimale est linéaire
par morceaux est convexe (PWLC) (cf section 2.3.1.2). Nous allons voir ici des travaux reprenant cette
propriété dans des variantes de POMDP.
4.3.1 MOMDP
ICTAI'10 (Araya-López et al., 2010b)
39. Cette heuristique donne à chaque état un poids correspondant à sa probabilité, et le fait voter pour une action optimale
dans le MDP correspondant. L'action ayant le plus de votes est choisie.
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Parce qu'elle se situait dans le cadre du projet COMAC (cf section 4.5.3) et du diagnostique actif (le
choix d'actions épistémiques 40 à eectuer pour déterminer l'état d'un objet), la thèse de Mauricio Araya-
López s'est naturellement orientée vers la planication dans les POMDP. En creusant cette problématique,
nous (avec ses encadrants Vincent Thomas et François Charpillet) nous avons découvert une propriété
courante qui n'était pas exploitée par les planicateurs. La plupart des algorithmes considèrent en eet
que l'état du système est complètement caché, et donc que l'état de croyance est un point à l'intérieur
du simplexe des distributions sur les états.
Il est toutefois courant que, parmi plusieurs variables décrivant l'état du système à contrôler, cer-
taines soient complètement observables. On peut décrire ces MDP à observabilité mixte (MOMDP) en
se ramenant à deux variables (discrètes) sv et sh correspondant respectivement aux parties visibles et
cachées (hidden) de l'état, comme illustré gure 4.3. Les états de croyances possibles se situent alors dans
|Sv| simplexes chacun de dimension |Sh|, et il est possible de représenter la fonction de valeur comme
|Sv| enveloppes d'hyperplans de dimension réduite par rapport au problème initial (voir gure 4.4). Les
algorithmes de l'état de l'art exploitant la propriété PWLC peuvent en conséquence être adaptés à cette





















































Figure 4.4  La même fonction de valeur vue dans un POMDP, un MOMDP, et un MDP.  Note : Cette
représentation est pratique mais abusive : une fonction de valeur sur 4 états requiert une représentation
en 4 dimensions.
Après avoir discuté du gain en complexité obtenu par cette approche, nous avons comparé l'algorithme
Incremental Pruning (IP) expérimentalement avec et sans la prise en compte de cette structure, avec des
gains importants autant en temps de calcul qu'en mémoire consommée. En parallèle, Kurniawati et al.
(2008) ont développé SARSOP, un algorithme à base de points qui fait maintenant partie de l'état de
l'art et qui exploite avec le même succès ce même moyen de réduction de la dimensionalité.
4.3.2 ρ-POMDP
NIPS'10 (Araya-López et al., 2010a)
40. Une action épistémique vise essentiellement à recueillir des informations, par opposition aux actions ontiques.
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Toujours dans le contexte de la thèse de Mauricio Araya-López, les problèmes de diagnostique actif,
dont ceux soulevés par le projet COMAC, nous ont amenés à nous interroger sur les problèmes que le
formalisme des POMDP permet de traiter. En eet, un certain nombre de scénarios envisagés amenaient
à vouloir récompenser non pas l'arrivée dans certains états ou la réalisation de certaines actions, comme
c'est typiquement le cas dans les MDP et POMDP, mais plutôt des gains d'information dans l'état de
croyance. À titre d'exemple, la performance du contrôleur peut mesurer :
 la quantité d'information moyenne par pas de temps si on cherche à surveiller continuellement un
système, ou
 la quantité d'information obtenue après avoir dépensé un certain  budget  d'action.
Nous avons ainsi été amenés à proposer un nouveau formalisme, celui des ρ-POMDP, dans lequel
la fonction de récompense, notée ρ, dépend de l'état de croyance. 41 Le changement de fonction de ré-
compense pose la question du maintien de la propriété PWLC et des moyens de résoudre ces nouveaux
problèmes. Quand l'objectif est d'acquérir des informations, ce qui est courant, cette fonction est géné-
ralement convexe, croissant quand on se rapproche des sommets du simplexe. Mais, pour pouvoir nous
ramener aux outils reposant sur la propriété PWLC, nous avons dû démontrer que :
1. si ρ est convexe dans l'espace des états de croyance, alors la fonction de valeur optimale est aussi
convexe (parce que les opérateurs apparaissant dans l'opérateur d'optimalité de Bellman préservent
la convexité) ; et
2. si ρ et convexe est linéaire par morceaux, il en est de même pour la fonction de valeur optimale
(par le même raisonnement).
Or il est souvent naturel de vouloir dénir ρ à partir d'une mesure d'information telle que l'entropie
ou la divergence de Kullback-Leibler entre l'état de croyance courant et une distribution représentant
l'ignorance. Une fonction f : D 7→ R avec D ⊂ Rn comme celles-ci a malheureusement la particularité
de ne pas être Lipschitzienne (grossièrement,  de dérivée bornée ), mais α-hölderienne pour α ∈ (0, 1],
c'est-à-dire qu'elle satisfait :
∃Kα > 0, tel que |f(~x)− f(~y)| ≤ Kα‖~x− ~y‖α1 .
En évitant de trop s'approcher des bords du domaine D (du simplexe dans notre cas), nous avons pu
montrer :
 comment approcher une fonction α-hölderienne convexe par une enveloppe d'hyperplans ; et, de
là,
 comment approcher (en contrôlant l'erreur faite) la fonction de valeur optimale par une enveloppe
d'hyperplans en partant d'une approximation assez ne (c'est-à-dire reposant sur un ensemble de
points couvrant le simplexe de manière assez dense) de la fonction de récompense α-hölderienne
ρ.
Nous avons pu mettre en ÷uvre l'approche obtenue dans diérents algorithmes à base de points de
l'état de l'art pour l'étudier expérimentalement sur diérents bancs d'essais, dont par exemple une adap-
tation du problème Rock Sampling (Smith et Simmons, 2004), renommée Rock Diagnosis, et dans laquelle
un robot doit identier au mieux des roches sur un terrain martien (voir gure 4.5). Les résultats obtenus
montrent l'intérêt de cette approche en comparaison de l'utilisation (courante dans certains domaines)
d'une heuristique myope consistant, à chaque prise de décision, à maximiser le gain en information à un
pas de temps. Par ailleurs, nous avons pu observer la diculté croissante à bien approcher la fonction de
récompense (et donc la fonction de valeur optimale) quand la dimensionalité augmente. Une fonction de
récompense PWLC simple peut alors s'avérer plus pratique d'emploi.
4.3.3 Dec-POMDP & co.
IJCAI'13 (Dibangoye et al., 2013a)
AAMAS'14 (Dibangoye et al., 2014b)
IJCAI'15 (Dibangoye et al., 2015a)
JAIR (Dibangoye et al., 2016)
41. Cette fonction peut aussi éventuellement dépendre de l'état et de l'action.



































Figure 4.5  Représentation graphique du problème Rock
Diagnosis avec 5 roches et une grille de taille 7× 7. Les roches
jaunes sont les  bonnes  roches (avec de la valeur scientique)
et les autres sont les  mauvaises  roches (sans valeur scien-
tique), toutefois l'agent ne connaît pas le type des diérentes
roches. Notez que, pour le diagnostic, une  bonne  roche n'est
pas plus importante qu'une  mauvaise , parce que l'objectif
est de les désambiguiser toutes, et non de n'échantillonner que
les  bonnes  comme dans le problème Rock Sampling original.
4.3.3.1 Dec-POMDP → ιMDP → oMDP
J'ai eu l'opportunité de m'intéresser de plus près à la planication pour POMDP décentralisés à l'oc-
casion du postdoctorat nancéen de Jilles Dibangoye, en collaboration à François Charpillet et Christopher
Amato. Comme déjà évoqué en section 2.3.2, la résolution de Dec-POMDP a été abordée de diérentes
manières, dont une recherche heuristique (MAA*) inspirée de A*, mais aussi la programmation dyna-
mique ou la programmation mathématique. Sans que ses auteurs ne le disent explicitement, l'approche
adoptée par MAA* transforme le Dec-POMDP de départ en un MDP déterministe. Il y a là une analogie
avec les POMDP couramment transformés en belief MDP. Comme expliqué ci-après, nous avons poussé
cette analogie plus loin pour en tirer bénéce.
Dans ce MDP déterministe, on prend le point de vue non pas d'un ou de plusieurs agents du problème,
mais d'un algorithme planicateur extérieur qui raisonne sur tous les futurs possibles. Ce planicateur
raisonne sur les séquences (partielles, mais commençant à t = 0) de règles de décision jointes. À une telle
séquence correspond un ensemble de situations (combinant état et historiques des diérents agents) qui
peuvent être atteintes. On note ι un tel état d'information, et on dénit un information MDP (ιMDP)
dont la dynamique est déterministe  parce qu'ajouter une règle de décision jointe ne peut amener qu'à
une seule nouvelle séquence de règles  et dont la résolution fournit une politique jointe optimale pour
le Dec-POMDP de départ.
Le calcul de la récompense pour une transition donnée d'un ιMDP requiert de passer par le calcul
(coûteux) de la distribution de probabilité sur les couples états/historiques-jointes pour l'état d'informa-
tion courant. Une telle distribution ξt, appelée état d'occupation, s'avère pouvoir être calculée en fonction
de ξt−1 et de la dernière règle de décision jointe choisie, ce qui permet de dénir une chaîne de Markov
contrôlée (déterministe) dans l'espace de ces distributions. On peut prouver en outre que sa connaissance
(plus la connaissance de la fonction de valeur à t+ 1) est susante pour prendre une décision optimale.
De là, on dénit un occupancy MDP (oMDP) dont la résolution fournit une politique optimale pour le
Dec-POMDP de départ.
Résolution et représentations compactes L'intérêt des occupancy MDP tient non seulement (1)
au calcul récursif possible d'une statistique susante nécessaire et (2) à ce qu'un état d'occupation peut
représenter plusieurs états d'information équivalents, mais aussi (3) à ce que la fonction de valeur est
linéaire par morceaux et convexe (PWLC) dans l'espace des états d'occupation  comme, pour les
POMDP, cette même fonction est PWLC dans l'espace des états de croyance associé. Cette propriété
fournit un moyen d'approcher la fonction de valeur, et permet de réutiliser divers algorithmes ecaces
développés pour les POMDP. En l'occurrence, nous avons employé Heuristic Search Value Iteration
(HSVI), lequel exploite à la fois une minoration et une majoration de la fonction de valeur de manière à
contrôler la convergence de l'algorithme.
Toutefois, le nombre d'historiques jointes croît toujours doublement exponentiellement, ce qui induit
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une explosion combinatoire de la dimension de l'espace des états d'occupation comme du nombre de
règles de décisions possibles. Nous avons donc cherché à réduire le nombre d'historiques nécessaires à
la prise de décision. Nous partons pour cela de l'idée de regrouper les historiques individuelles probabi-
listiquement équivalentes, c'est-à-dire impliquant les mêmes probabilités de transition (et observation).
Identier (confondre) deux historiques individuelles probabilistiquement équivalentes permet de réduire
non seulement le nombre d'historiques individuelles, mais aussi d'historiques jointes, comme cela a été
mis en ÷uvre dans GMAA*-ICE (Oliehoek et al., 2013). Deux problèmes se posent toutefois, auxquels
nous apportons des réponses :
 il reste coûteux de tester si des historiques individuelles sont probabilistiquement équivalentes,
parce qu'il faut tenir compte de tous les états possibles et toutes les historiques jointes des autres
agents ; pour pallier cette diculté, nous nous restreignons à ne chercher des politiques proba-
bilistiquement équivalentes que si elles sont identiables par un suxe commun ; la réduction
de dimensionalité reste souvent importante, les historiques récentes contenant souvent beaucoup
d'information, et s'avère bien plus rapide à trouver ;
 des historiques peuvent être probabilistiquement équivalentes dans un état d'information (ou d'oc-
cupation) donné, mais pas dans un autre ; les états d'occupations compacts (EOC) s'écrivent donc
chacun à l'aide de ses propres caractéristiques (features  les classes d'équivalence identiées) ;
nous avons toutefois démontré qu'il reste possible d'appliquer la propriété PWLC pour calculer
un minorant comme un majorant de la fonction de valeur en généralisant les connaissances déjà
acquises ; cela repose sur l'idée qu'on peut évaluer en un EOC ξ les connaissances obtenues en un
autre EOC ξ′ en mettant en correspondance leurs classes d'équivalences (leurs caractéristiques) ;
mais, plutôt que de chercher la meilleure mise en correspondance, une seule est choisie de manière
heuristique.
Même si des représentations compactes sont employées, énumérer les règles de décision optimales
jointes pour trouver la meilleure possible en un état d'occupation compact donné reste très coûteux.
Nous avons donc remplacé cette énumération par la résolution d'un problème de satisfaction de contraintes
pondéré (Weighted CSP), résolution eectuée en pratique à l'aide de ToulBar2 (de Givry et al., 2005).
Malgré les diérentes transformations décrites ci-dessus, imposées par le passage des POMDP aux
Dec-POMDP, on peut observer que l'algorithme 10 obtenu, Feature-Based HSVI, est très similaire dans
sa structure à son parent HSVI.
Algorithme 10 : The FB-HSVI Algorithm
1 function FB-HSVI((LM̃,t)t∈{0,1,··· ,T}, (UM̃,t)t∈{0,1,··· ,T})
2 initialize LM̃,t and UM̃,t for all t ∈ {0, · · · , T − 1}.
3 while ¬ Stop (ξ̃0, 0) do Explore(ξ̃0, 0)
4 function Explore(ξ̃t, gt)
5 if ¬ Stop (ξ̃t, gt) then
6 d̃t ∈ arg maxd̃′t∈Ã R̃(ξ̃t, d̃
′




8 Explore(P̃ (ξ̃t, d̃t), R̃(ξ̃t, d̃t) + gt)
9 Update LM̃,t
10 return gt
11 function Stop(ξ̃t, gt)
12 return UM̃,t(ξ̃t) ≤ LM̃,t(ξ̃t) ∨ LM̃,0(ξ̃0) ≥ gt + UM̃,t(ξ̃t)
Les tables 4.1 et 4.2 présentent une comparaison de FB-HSVI avec les principaux autres solveurs exacts
de Dec-POMDP. L'algorithme que nous avons proposé s'avère bien plus ecace que ses concurrents sur
cet ensemble de bancs d'essai. Les gains en temps de calcul étant de plusieurs ordre de grandeur, il n'est
pas particulièrement gênant que les diérentes évaluations n'aient pu toutes être menées sur le même
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ordinateur. On notera que l'utilisation de représentations compactes est nécessaire à cette ecacité,
l'exploitation de la propriété PWLC seule s'avérant insusante.
T MILP LPC IPG ICE OHSVI FB-HSVI L0,M̃ (ξ0)
multi-agent tiger
2 − 0.17 0.32 0.01 0.161 0.03 −4.00
3 4.9 1.79 55.4 0.01 28.567 0.40 5.1908
4 72 534 2286 108 1.36 4.8027







2 − − 0.30 36 0.04 0.01 7.000
3 − − 1.07 36 0.555 0.10 10.660
4 − − 42.0 72 696.8 0.30 13.380





meeting in a 3x3 grid
2 − − − − 93.029 0.03 0.0
3 − − − − 0.04 0.133
4 − − − − 0.79 0.432








Table 4.1  Expérimentations comparant les temps de calcul (en secondes) de tous les solveurs exacts
(1ère partie). Les violations de la limite de temps sont indiquées par une espace  , alors que   
indique des valeurs inconnues. Les entrées en gras correspondent aux meilleurs résultats connus pour ces
bancs d'essai, à la fois en termes de temps de calcul et de valeur espérée (L0,M̃ (ξ0) est le minorant obtenu
en l'état d'occupation initial).
4.3.3.2 Approximations contrôlées
Une suite naturelle à ces premiers travaux sur les Dec-POMDP a été de chercher comment faire de
FB-HSVI un algorithme approché tout en contrôlant les erreurs faites. En nous plaçant dans le cas d'un
horizon temporel inni avec facteur d'atténuation γ > 0, nous avons identié trois opérateurs clefs qui
permettent de telles approximations :
 G, l'opérateur gourmand de sélection d'une règle de décision ; un WCSP peut en eet être résolu
à α > 0 près ;
 P, l'opérateur d'estimation de l'état d'occupation, en autorisant des compressions avec perte 
c'est-à-dire en employant une quasi-équivalence probabiliste  du moment que la distance varia-
tionnelle totale à l'état d'occupation exact ne dépasse pas δ > 0 ; et
 T, l'opérateur de mise-à-jour de Bellman, en interrompant les explorations quand l'écart (gap)
entre minorant et majorant dépasse un seuil εγt .
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T MILP LPC IPG ICE OHSVI FB-HSVI L0,M̃ (ξ0)
broadcast channel
2 − − − − 0.036 0.02 2
3 − − − − 3.446 0.22 2.99
4 − − − − 0.32 3.89






2 0 − 0 36 0.911 0 0.37
3 0.65 − 0.18 36 0.1 0.91
4 1624 − 4.09 1512 0.73 1.55







2 − − 1.07 36 0.294 0.1 17.600
3 − − 6.43 540 0.457 66.081








2 − − 83 1.0 0.027 0.10 5.80
3 − − 389 1.0 1.881 0.23 9.38







Table 4.2  Expérimentations comparant les temps de calcul (en secondes) de tous les solveurs exacts
(2ème partie).
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Par ailleurs, en remplaçant l'interruption des explorations en fonction de l'écart par un horizon ni
T = dlogγ ((1− γ)ε/‖r‖∞)e, et en considérant le cas où les paramètres α et δ dépendent du pas de temps,


















D'après nos résultats expérimentaux, l'algorithme obtenu, Error-Bounded FB-HSVI (EB-FB-HSVI),
fournit de manière générale des solutions de qualité meilleure ou au moins comparable aux sept algo-
rithmes de l'état de l'art considérés, en étant nettement plus rapide. Il s'avère orir le meilleur compromis
entre qualité de la solution obtenue et ressources computationnelles nécessaires (temps et mémoire). En
outre, il fournit des garanties quant à l'erreur eectuée. Nous avons aussi pu comparer (i) l'erreur a priori
et (ii) a posteriori 42 avec (iii) l'écart entre minorant et majorant pour l'état initial. Comme attendu, ces
trois chires vont décroissant, sauf quand le temps de calcul est dépassé. Par ailleurs, l'erreur a posteriori
s'avère souvent bien plus proche de l'écart que de l'erreur a priori.
4.3.3.3 Network-Distributed POMDP
Une autre façon de résoudre des Dec-POMDP de manière plus ecace est de s'intéresser à une
sous-classe pour exploiter sa structure et ses propriétés. Une classe particulièrement intéressante (et
étudiée) de Dec-POMDP est celle des POMDP distribués en réseaux (Network-Distributed POMDP /
ND-POMDP), c'est-à-dire le cas dans lequel chaque agent n'a d'interactions directes  à travers sa
dynamique, ses observations et la fonction de récompense  qu'avec un sous-ensemble xe des autres
agents. Plus précisément, un ND-POMDP est déni par un tuple 〈I, U,S,A,Z, P,O,R, b0, T 〉, où :
 I est un ensemble ni de n agents et U est un ensemble ni de sous-groupes d'agents (appelés ici
voisinages) ;
 Si est l'ensemble ni des états privés si de l'agent i et S0 est l'ensemble ni des états non aectés 43
s0 ; on dénote alors Su = ×i∈u Si l'ensemble des états de voisinage su pour tout voisinage u ∈ U ,
et S = S0 ×i∈I Si l'ensemble des états s ;
 Ai est un ensemble ni d'actions privées de l'agent i ; on dénote alors Au = ×i∈u Ai l'ensemble
des actions de voisinage au pour chaque voisinage u ∈ U , et A = ×i∈I Ai l'ensemble des actions
jointes a ;
 Zi est l'ensemble ni des observations privées de l'agent i ; on dénote alors Zu = ×i∈u Zi l'ensemble
des observations de voisinage zu pour tout voisinage u ∈ U , et Z = ×i∈I Zi l'ensemble des
observations jointes z ;
 P i est le modèle de transition privé de l'agent i : P i(s0, si, ai, ṡi) est la probabilité de transiter
vers l'état privé ṡi après exécution de l'action ai dans les états (s0, si) ; et P 0 dénote la fonction
de transition non-aectable ; on dénote alors P  la fonction de transition (jointe) du processus
 la fonction de transition (multiplicativement faiblement séparable) :
P (s, a, ṡ) = P 0(s0, ṡ0)
∏
i∈I
P i(s0, si, ai, ṡi); (4.2)
 Oi est le modèle d'observation privé de l'agent i : Oi(ai, ṡ0, ṡi, żi) est la probabilité d'observer
l'observation privée żi dans l'état (ṡ0, ṡi) après avoir eectué l'action privée ai ; on dénote alors O
 la fonction d'observation (jointe)  une fonction d'observation :
O(a, ṡ, ż) =
∏
i∈I
Oi(ai, ṡ0, ṡi, żi); (4.3)
42. Ces erreurs sont calculées en utilisant la formule 4.1 avec (i) les seuils de tolérance xés d'une part vs (ii) les erreurs
d'approximation observées par l'algorithme d'autre part.
43. Les états non aectés font référence aux composantes de l'état du monde qui ne peuvent être impactés par les
décisions prises par les agents (par exemple, les facteurs tels que la météo, ou les positions de cibles dans des systèmes de
suivi multi-capteurs).
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 Ru est une fonction de récompense de voisinage pour tout voisinage u ∈ U , où Ru(s0, su, au) est
la récompense obtenue à l'exécution de l'action de voisinage au dans les états (s0, su) ; on dénote




Ru(s0, su, au); (4.4)
 bi0 est une distribution sur les états initiaux pour tout agent i ∈ I ; on dénote alors b00 la distribution









 T est l'horizon temporel ni.
La gure 4.6 illustre ce formalisme sur un problème de suivi de cible à l'aide de plusieurs capteurs
fonctionnant en réseau, deux capteurs voisins devant examiner leur zone commune simultanément pour





















Description du problème :
 cinq agents capteurs I, les sous-groupes d'agents U
correspondant aux arcs,
 positions (possibles) de la cible : {l0, lu1 , lu2 , lu3 , lu4 , lu5},
 les ensembles d'états locaux des capteurs sont vides : Si = ∅,
 actions possibles des capteurs : {at, ae, aw, as, an},
 observations des capteurs : {zd, z¬d}.
Figure 4.6  Une illustration du problème de suivi de cible à cinq capteurs
Des travaux antérieurs avaient déjà expliqué comment exploiter la structure particulière d'un ND-
POMDP pour le résoudre plus ecacement qu'avec une approche générique pour Dec-POMDP (Nair
et al., 2005; Kumar et al., 2011) comme cela a été fait aussi pour des MDP factorisés. Nous avons pour
notre part fait de même dans le cadre de notre approche par occupancy MDP, ce qui repose en premier
lieu sur les résultats suivants :
 la fonction de valeur d'une politique jointe partielle est additivement faiblement séparable et linéaire
(AWSL), c'est-à-dire qu'elle s'écrit comme la somme d'une fonction linéaire pour chaque facteur ;
 les états d'occupation marginaux, c'est-à-dire des restrictions de l'état d'occupation à chaque
facteur, constituent une statistique susante pour la planication optimale.
On peut ainsi, de manière plus ecace, (i) mettre à jour une statistique susante, et (ii) évaluer les
minorants et majorants de la fonction de valeur. En outre, si l'on ne peut pas s'aranchir de la recherche
centralisée d'une meilleure règle de décision en un état d'occupation donné, le WCSP employé tire parti
des représentations particulières utilisées.
Les résultats expérimentaux obtenus montrent d'abord que Separable FB-HSVI (SFB-HSVI) est net-
tement plus rapide que FB-HSVI, seul autre planicateur exact utilisable sans dépasser trop vite les
limites computationnelles. Dans des comparaisons avec deux planicateurs approchés de l'état de l'art, si
SFB-HSVI se montre parfois plus lent, il fournit souvent des solutions de bien meilleure qualité (et dont
l'optimalité est garantie).
Dans la lignée de ces travaux, nous avons proposé une méthodologie pour adapter plus systématique-
ment les algorithmes à diérentes classes de Dec-POMDP (Dibangoye et al., 2015a). Comme on le verra
dans les travaux futurs, cette piste reste toutefois à développer.
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4.4 BRL avec BOLT
ICML'12 (Araya-López et al., 2012a)
EWRL'11 (Araya-López et al., 2011a)
Dans le cadre de la thèse de Mauricio Araya-Lòpez, nous avons aussi travaillé sur l'apprentissage par
renforcement bayésien (avec modèle). Comme expliqué en section 2.3.3.1, un problème d'apprentissage
par renforcement bayésien peut être reformulé comme un POMDP particulier (appelé BA-MDP) dont
l'état caché correspond aux paramètres inconnus du modèle. Une telle reformulation ne permet toutefois
pas d'utiliser directement les algorithmes développés pour résoudre les POMDP, principalement parce
que l'espace d'états est alors continu  et donc l'espace des croyances inni-dimensionnel.
Parmi les approches de résolution de l'AR bayésien, on distingue typiquement :
 celles qui travaillent directement sur cette reformulation ;
 celles qui planient les actions selon le modèle courant et ajoutent une exploration aléatoire ; et
 celles qui adoptent le principe de l'optimisme face à l'incertain.
Nous nous sommes placés dans ce dernier cas. Comme dans le cadre de la planication par recherche
heuristique, le principe de l'optimisme face à l'incertain consiste à surestimer l'évaluation des actions dont
les conséquences sont les plus incertaines. Certaines des approches reposant sur ce principe résolvent le
MDP induit par le modèle espéré courant (à une étape donnée) en ajoutant une récompense d'explo-
ration qui favorise les transitions avec des modèles moins bien connus, comme dans r-max (Brafman
et Tennenholtz, 2003), beb (Kolter et Ng, 2009), ou avec des récompenses basées sur la variance (Sorg
et al., 2010). Une autre approche, utilisée dans boss (Asmuth et al., 2009), est de résoudre une estimée
optimiste du vrai MDP (obtenue en fusionnant plusieurs modèles échantillonnés).
De notre côté, comme l'incertitude porte souvent sur la dynamique, nous avons proposé un algorithme,
bolt (Bayesian Optimistic Local Transitions), dans lequel l'optimisme apparaît non dans la fonction de
récompense, mais dans la fonction de transition. Pour ce faire, pour chaque couple état-action (s, a),
bolt modie la distribution sur les prochains états pour favoriser l'état s′ associé au meilleur retour
(R(s, a, s′) + γV (s′)). 44 Plus un couple état-action est visité, plus ce bonus devient négligeable. Cette
évolution ayant lieu dans tout le MDP, l'algorithme converge.
Nous avons prouvé théoriquement de cet algorithme non seulement qu'il est optimiste et converge,
mais aussi qu'il est PAC-BAMDP (probablement approximativement correct par rapport au BAMDP
sous-jacent), ce qui donne des garanties sur la qualité des décisions prises. Comme c'est le cas aussi pour
d'autres algorithmes tels que beb, la preuve de ce dernier résultat repose sur l'utilisation d'inégalités de
concentration (la borne de Hoeding).
Par ailleurs, dans nos expérimentations sur quelques problèmes jouets, bolt s'est avéré compétitif face
à l'état de l'art. En outre, comme l'illustrent les gures 4.7 et 4.8, si on le compare avec beb, concurrent
direct entre autres parce que chacun d'eux n'a qu'un paramètre à régler, bolt a l'avantage notable qu'il
est bien moins sensible au réglage de son paramètre. 45
4.5 Projets et applications [(B)RL / POMDP]
Nous décrivons ici des travaux applicatifs de modèles tels que les POMDP et l'apprentissage par
renforcement. S'ils ont une visée plus directement pratique, ces travaux n'excluent toutefois pas des
questions et contributions théoriques.
Dans chaque cas sont d'abord mentionnés les publications liées (ou consécutives) au projet, et les
principaux collaborateurs impliquées.
4.5.1 Biologie de la conservation (Adaptive Managment) [BRL/POMDP]
AAAI'12 (Chadès et al., 2012)
IJCAI'13 (Nicol et al., 2013)
44. On peut aussi voir ce mécanisme comme la résolution d'un nouveau MDP dans lequel on choisit une action et un état
futur à favoriser.
45. exploit est un algorithme sans exploration qui sert essentiellement de référence.
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(a) Analyse basse résolution : β, η ∈ [1, 100]
(b) Analyse haute résolution : β, η ∈ [0.1, 10]
Figure 4.7  Résultats du réglage de paramètre sur le problème de la chaîne. Récompense totale moyenne
sur 300 essais pour un horizon de 150 pas de temps, et pour des paramètres β et η entre 1 et 100 (en
haut), et entre 0.1 et 10 (en bas). Pour référence, la valeur obtenue par exploit est aussi dessinée. Tous








Takuya Iwamura Stanford University
J'ai l'opportunité depuis quelques années de travailler occasionnellement avec Iadine Chadès (du
CSIRO à Brisbane) et ses collaborateurs, dont Samuel Nicol (CSIRO) et Régis Sabbadin (INRA), sur
des problèmes de biologie de la conservation. Cette discipline traite des questions de perte, maintien ou
restauration de biodiversité. 46 Nous nous intéressons plus particulièrement à la recherche de stratégies
permettant de sauvegarder des espèces menacées. Comme nous allons le voir à travers les exemples de
deux travaux, ces problèmes de décision impliquent d'agir en cherchant à acquérir des informations.
Protection du diamant de Gould Le diamant de Gould (gure 4.9(a)) est une espèce de passereau
menacée dans la région du Kimberley en Australie. Dans le scénario considéré, quatre actions sont pos-
sibles : ne rien faire (Do-Nothing), améliorer la gestion des feux et des pâturages (Fire-and-Grazing),
contrôler les chats sauvages (Cats) et fournir des boîtes de nidication (Nesting-boxes) ; et deux états
46. https://fr.wikipedia.org/wiki/Biologie_de_la_conservation
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(a) Analyse basse résolution : β, η ∈ [1, 100]
(b) Analyse haute résolution : β, η ∈ [0.1, 10]
Figure 4.8  Résultats du réglage de paramètre sur le problème Paint/Polish. Récompense totale
moyenne sur 300 essais pour un horizon de 150 pas de temps, et pour des paramètres β et η entre 1
et 100 (en haut), et entre 0.1 et 10 (en bas). Pour référence, la valeur obtenue par exploit est aussi
dessinée. Tous les résultats sont montrés avec un interval de conance de 95%.
sont distingués selon que la probabilité de persistence de la population est faible ou élevée. On a toutefois
une mauvaise connaissance des conséquences de ces actions. Quatre fonctions de transition diérentes
sont obtenues de quatre experts.
Supposant que l'un de ceux-ci a raison, nous avons modélisé ce problème comme un MDP à obser-
vabilité mixte (MOMDP), la partie cachée de l'état indiquant quelle est la bonne dynamique parmi les
quatre hypothèses. On voit dans les expérimentations présentées dans la gure 4.9(b) que la politique
obtenue identie rapidement le modèle le plus vraisemblable et agit en conséquence. Ce travail a permis
de montrer que les outils du domaine des MDP étaient adaptés pour aborder de tels problèmes à travers
des approches de gestion adaptatives, c'est-à-dire intégrant la recherche active d'information pour mieux
prendre les décisions ultérieures (à l'opposé d'approches passives plus classiques). Nous avons au passage
prouvé que décider s'il existe une solution d'une certaine qualité à un MOMDP de ce type  dans lequel
l'état caché est xe  reste un problème Pspace-complet.
Protection d'oiseaux migrateurs face à la montée du niveau de la mer La voie migratoire de
l'Asie orientale et de l'Australasie permet à de nombreuses espèces d'oiseaux de rivage, après une période
de reproduction en Sibérie, de traverser l'Asie vers le sud  avant de retourner en Sibérie  en faisant
étape sur des vasières, habitats temporaires qui sont les n÷uds d'un réseau des déplacements possibles
des oiseaux (voir gure 4.10). Ces vasières sont malheureusement menacées par la montée du niveau de la
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(a) Diamant de Gould
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(b) Suivi d'une exécution de l'algorithme
Figure 4.9  Illustration du problème de protection du diamant de Gould
mer consécutive au réchauement climatique, et le développement urbain côtier limite les possibilités de
déplacement de ces milieux vers l'intérieur des terres. Pour protéger ces oiseaux migrateurs, des actions
de gestion de ces habitats temporaires peuvent être accomplies permettant de les adapter à la montée
des eaux.
Nous avons modélisé ce problème à nouveau comme un MOMDP (voir le diagramme d'inuence des
principales variables gure 4.11), mais dont l'état caché, l'élévation du niveau de la mer M , évolue. On
ne considère ici que trois élévations possibles : Om, 1m et 2m. L'état visible du système contient (i) la
taille X de la population, discrétisée en 4 valeurs, et (ii) un état de protection Vn pour chaque n÷ud n du
graphe, avec autant de valeurs possibles que de niveaux d'élévation. La dynamique stochastique décrit :
 comment l'état de protection d'une vasière peut se dégrader d'un niveau de manière aléatoire ou
bien monter d'un niveau si une action de gestion est entreprise ;
 l'évolution stochastique du niveau de la mer avec un modèle simple tel que, en moyenne, 20 ans
séparent deux élévations d'un niveau ; et
 enn, l'évolution de la population en fonction des états de protection et du niveau de la mer, en
déterminant le nombre d'oiseaux d'une génération pouvant eectuer la migration selon les capacités
des n÷uds du graphe.
La fonction de récompense, elle, fait intervenir les coûts des actions eectuées et des coûts dépendant du
nombre d'oiseaux qui auraient pu utiliser les habitats perdus.
Sur la base de ce modèle, nous avons eectué quelques expérimentations pour diérentes espèces, 47
mais surtout mis à disposition un jeu de données pouvant servir de banc d'essai aux algorithmes de
résolution de POMDP.
4.5.2 pen-testing [POMDP]
SecArt'11 (Sarraute et al., 2011)
AAAI'12 (Sarraute et al., 2012a)
47. Ici on ne s'intéresse qu'à la protection d'une espèce à la fois, chaque espèce ayant son propre modèle.
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(a) Vue générale (b) Réseau migratoire pour le bécasseau de l'Anadyr
dans l'hypothèse d'une montée des eaux de 1m
















A : Action (increase protection state at one 
node in the network)
X : Population state at the breeding node
Vn: Protection state of node n
M : Sea level rise model (0m, 1m, 2m)
Figure 4.11  Diagramme d'inuence entre variables d'états (et variable d'action) pour la gestion des
voies migratoires de l'Asie orientale et de l'Australasie
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Collaborateurs principaux :
Nom Aliation
Jörg Homann INRIA → Saarland Univ.
Carlos Sarraute Core Security
Bien loin à première vue de la biologie de la conservation, nous avons aussi travaillé dans le domaine
de la sécurité informatique. Le problème posé ici est celui de l'évaluation de la sécurité d'un réseau par
la réalisation d'un test de pénétration (pentest). Historiquement, il a été abordé entre autres comme un
problème de planication d'attaque, connu comme le domaine  Cyber Security  (Boddy et al., 2005).
Cette approche a aussi été mise en avant indépendamment par l'entreprise Core Security (Lucángeli Obes
et al., 2010), une entreprise spécialisée dans ce domaine. Pour notre part, nous abordons le pentesting
automatique régulier plutôt tel qu'il est eectué dans l'outil  Core Insight Enterprise  de Core Security.
(a) Un exemple de réseau à tester, la machine contrôlée de départ
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(b) Représentation d'un composant bi-
connexe ; Deux sous-réseaux i et j sont
séparés par un pare-feu F ij
Figure 4.12  Illustration du pentesting
Dans cet outil, une première phase d'analyse  coûteuse en temps et en trac réseau  permet
d'acquérir des informations sur les congurations, et donc les vulnérabilités, des machines. Sur la base de
la conguration la plus probable, un problème de planication d'attaque est encodé en PDDL (Lucángeli
Obes et al., 2010) avant d'utiliser un planicateur standard  en l'occurence Metric-FF (Homann, 2003)
 pour trouver une séquence d'exploits à mettre en ÷uvre. Sarraute et al. (2011) ont cherché à mieux
tenir compte des incertitudes en une probabilité de succès à chaque exploit, probabilité transformée en
coût.
Une première contribution importante réalisée avec Sarraute et Homann a été de revoir la modéli-
sation du pentesting pour mieux représenter sa nature. En faisant l'hypothèse courante que la topologie
du réseau est connue (voir par exemple la gure 4.12(a)), nous en sommes ainsi arrivés à formuler le
problème du pentesting comme la résolution d'un POMDP dans lequel :
 l'état caché de chaque machine décrit sa conguration logicielle (et donc ses potentielles vulnéra-
bilités) ;
 l'état visible décrit les machines contrôlées par l'attaquant ;
 les actions possibles correspondent à des tests ou des attaques sur les machines accessibles depuis
les machines contrôlées.
On notera entre autres que, (i) d'une part, les actions sont essentiellement déterministes et il ne sert à rien
de les répéter ; (ii) d'autre part, l'incertitude n'est liée qu'à la méconnaissance initiale des congurations
des machines.
Une seconde contribution a été d'analyser le problème obtenu et de proposer un algorithme exploitant
ses caractéristiques, et particulièrement la structure du réseau. En eet, on peut voir ce réseau comme
un graphe (enraciné en une machine contrôlée initiale notée *) dont les n÷uds sont des sous-réseaux
complètement connectés  donc dont il n'est pas utile de contrôler toutes les machines  et dont les
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arcs représentent les connexions entre ces sous-réseaux. L'algorithme proposé, 4AL (pour 4 Abstract
Layers), suit les étapes suivantes :
1. Ce graphe de sous-réseaux est décomposé en un arbre de composants bi-connexes. On va donc
raisonner sur chaque composant dans son ensemble comme décrit à l'étape 2, en remontant dans
l'arbre. 48
2. Dans un composant C (voir gure 4.12(b)), on considère tous les chemins P joignant des n÷uds
associés à des objectifs. Chaque chemin est alors remonté en appliquant l'étape 3 dans chaque
sous-réseau, et en accumulant les valeurs retournées.
3. Étant donnés un sous-réseau N et un pare-feu F , pour chaque machine m ∈ N , calculer la valeur
qu'il y aurait à l'attaquer avant les autres. Pour cela, on calcule avec l'étape 4 (i) la valeur de
l'attaque de toute machine m′ ∈ N \ {m} sans pare-feu, puis (ii) la valeur de l'attaque de m
sachant que son succès apporterait les valeurs des autres machines individuellement.
4. Pour une machine m, l'attaque se ramène à la résolution d'un POMDP. On mémorise les résultats
pour éviter de répéter les mêmes calculs.
Cet algorithme, s'il ne fournit pas une stratégie optimale, permet de réduire drastiquement la com-
plexité du problème. Par ailleurs, comme nous l'avons démontré, il garantit, à travers chaque étape, de
ne jamais surestimer la valeur (maximisée) de la stratégie obtenue. Des résultats expérimentaux (voir
gure 4.13) ont permis, sur des problèmes simples, de montrer (i) que 4AL fournit des solutions de qua-
lité comparable à une résolution de POMDP globale, et (ii) que les temps de calculs restent raisonnables
quand on augmente les nombres de machines et d'exploit dans un réseau type.
(a) Qualité relative des stratégies obtenues (b) Temps d'exécution de 4AL
Figure 4.13  Résultats expérimentaux de 4AL comparé à un modèle POMDP global
4.5.3 Projet COMAC
confs int. ICML'12 (Araya-López et al., 2012a)
EWRL'11 (Araya-López et al., 2011a)
NIPS'10 (Araya-López et al., 2010a)
ICTAI'10 (Araya-López et al., 2010b)
confs nat. JFPDA'13 (Araya-López et al., 2013)
JFPDA'12 (Araya-López et al., 2012b)
JFPDA'11 (Araya-López et al., 2011b)
CAp'11 (Araya-López et al., 2011c)
JFPDA'10 (Araya-López et al., 2010c)
rapports INRIA (Araya-López et al., 2012c)
INRIA (Araya-López et al., 2010d)
Note : ces publications présentent des travaux de recherche fondamentale liées au projet COMAC à travers la thèse de Mauricio
Araya-López, mais pas de tentatives d'application au cadre du projet.
Collaborateurs principaux :
Nom Aliation




Laurent Bougrain Université de Lorraine
48. C'est la stratégie adoptée dans Topological Value Iteration (Dai et al., 2011).
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Le projet COMAC (Contrôle Optimisé Multi-techniques des Aérostructures Composites) portait sur
le contrôle non-destructif (CND) de pièces en matériaux composites pour l'aéronautique. Un matériau
composite est obtenu par assemblage d'au moins deux matériaux non miscibles, par exemple par superpo-
sitions de couches de plusieurs matériaux, comme illustré par la gure 4.14. Un tel matériau a l'avantage
d'améliorer la qualité de la matière face à une certaine utilisation. En eet le nouveau matériau ainsi
constitué possède des propriétés que les éléments seuls ne possèdent pas. À l'inverse, un tel matériau a
l'inconvénient (i) que sa description est complexe du point de vue mécanique, et (ii) d'être non recyclable.
(a) principe d'un matériau composite multi-
couche
(b) analyse ultrasonore par C-scan jet d'eau
(c) analyse optique de déformations en sur-
face par shearographie
(d) observation d'inserts dans une plaque par
thermographie
Figure 4.14  Illustrations de techniques de contrôle non-destructif de pièces en matériaux composites
Ce projet impliquait plusieurs industriels ou laboratoires spécialisés dans diérentes méthodes de
contrôle, un but principal du projet étant de les évaluer selon plusieurs critères tels que leur ecacité 
en tenant compte de la variété des défauts envisageables  , leur coût et leur portabilité. Les défauts
peuvent être de diérents types tels que des décollages de couches, des inserts (présence d'un élément
étranger entre deux couches), ou des ssures. Les méthodes de contrôle peuvent reposer par exemple
sur des moyens d'observation optiques (observant les déformations en surface), ultrasonores (observant la
transmission des ondes sonores), ou thermographiques (observant les temps de transmission de la chaleur).
Une part de notre travail a consisté à proposer un outil logiciel permettant de stocker les résultats des
tests eectués et de faire des recherches parmi ceux-ci selon diérents critères tels que la méthode utilisée,
le défaut ou la pièce considérée. Mais nous avons aussi montré comment ce problème de contrôle non-
destructif (CND) avec plusieurs examens possibles était comparable au choix d'une séquence d'examens
médicaux et pouvait donc être modélisé comme un problème de diagnostic actif tel qu'abordé dans le cadre
de la thèse de Mauricio Araya-López (voir sections 4.3.1, 4.3.2, et 4.4). On notera que, comme pour le
pentesting, il est supposé inutile de répéter un examen. Par contre, la modélisation concrète du problème
étant trop peu avancée (manque important de données ables) et ce problème étant potentiellement très
complexe (avec des espaces continus), nous n'avons pas chercher à développer un outil pour réellement
résoudre ce problème de diagnostic. En revanche, à des ns essentiellement pédagogiques, nous avons
développé un logiciel  dénommé Camembert Diagnosis System (CDS) et employé comme preuve de
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concept  permettant :
 de spécier un problème de diagnostic actif avec diérents états cachés possibles, diérents exa-
mens, diérentes observations, et les coûts associés aux examens (ainsi que des durées éventuelles) ;
 de résoudre ce problème avec une approche par programmation dynamique  coûteuse mais
simple  qui développe l'arbre des futurs possibles avant de remonter les valeurs selon le principe
d'optimalité de Bellman ; et
 de visualiser les valeurs résultantes et le sous-arbre solution obtenu.
La gure 4.15(a) montre une copie d'écran du logiciel CDS et sa visualisation sur un disque hyperbo-
lique de Poincaré qui permet de se déplacer et zoomer facilement dans l'arbre obtenu. Une question qui
mériterait d'être approfondie est d'adapter ce principe de visualisation à d'autres algorithmes qui ne
construisent pas nécessairement l'arbre des futurs possibles.
(a) Une copie d'écran du logiciel Camembert Diagnosis System
montrant une politique comme un arbre des futurs possibles,
représenté dans un disque hyperbolique de Poincaré
(b)  Cirkellimiet iv , gravure sur bois de M.C.
Escher (1960) représentant un pavage sur un disque
hyperbolique de Poincaré
Figure 4.15  Deux usages du disque hyperbolique de Poincaré
4.5.4 Suivi de cibles [HMM(→POMDP)]
ECAI'14 (Fansi Tchango et al., 2014a)
STAIRS'14 (Fansi Tchango et al., 2014b)
FUSION'14 (Fansi Tchango et al., 2014c)
AAMAS'14 (Fansi Tchango et al., 2014d)
Collaborateurs principaux :
Nom Aliation
Arsène Fansi Tchango Thales / INRIA
Vincent Thomas Université de Lorraine
Fabien Flacher Thales ThereSIS
Alain Dutech INRIA
Dans le cadre de la thèse CIFRE d'Arsène Fansi-Tchango, encadrée par Vincent Thomas et Alain
Dutech d'une part, et Fabien Flacher d'autre part, nous avons travaillé sur un problème de suivi de
cibles. L'objectif à long terme est de disposer de systèmes de surveillance automatiques capables de
détecter des comportements  suspects  d'individus dans une foule. Il ne s'agit donc pas au départ d'un
problème de contrôle de type MDP/POMDP. Un exemple type (gure 4.16) est l'identication, au sein
d'une station de métro, de personnes dont le comportement ne correspondrait ni à un usager (qu'il aille
prendre un métro, sorte de la station, ou s'achète à manger), ni à un employé (surveillant, technicien, ...).
À défaut d'aller jusqu'à cette détection d'anomalies, nous avons cherché à eectuer le suivi d'individus
en supposant que (i) leur comportements incertains est modélisé par un simulateur, et (ii) un module de
perception (typiquement reposant sur des caméras xes) permet de localiser les individus quand ils ne sont
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Figure 4.16  Une même station de métro (avec 2 entrées, 2 distributeurs, des barrières à ticket et des
escalators) avec deux couvertures par caméras diérentes, représentées par les zones en vert.
pas cachés. Nous avons abordé ce problème comme un problème de ltrage bayésien, et plus précisément
de ltrage particulaire pour pouvoir traiter des systèmes dont la dynamique est généralement complexe.
4.5.4.1 Filtrage avec des modèles riches
Dans un premier temps, nous avons adopté l'idée qu'il est souvent nécessaire de raisonner conjointe-
ment sur la localisation et l'activité d'un individu, comme cela a été fait auparavant par Wilson et Atkeson
(2005); Manfredotti et al. (2011); Cattelani et al. (2014). Nous avons montré qu'il est possible d'eectuer
ainsi le suivi d'un individu unique en employant un simulateur particulièrement riche dans la mesure où
il permet de tenir compte de variables internes (faim, soif, endurance, destination, ...), d'interactions avec
des objets de l'environnement (distributeurs, barrières, ...) et d'événements exogènes. Le système de suivi
développé s'est avéré relativement robuste étant donné le degré de complexité des comportements mis
en jeu, et était en particulier capable de gérer des périodes d'occlusion (sans observations) assez longues.
En outre, il exploitait le parallélisme possible dans un tel ltre particulaire (avec 4 machines à 16 c÷urs
chacune dans nos expérimentations).
4.5.4.2 Suivi multi-cible par factorisation
Dans un deuxième temps, notre intérêt s'est porté sur le cas du suivi de plusieurs cibles (ou Multi-
Target Tracking (Reid, 1979; Fortmann et al., 1983; Schulz et al., 2003; Liu et al., 2007)). Sous l'hypothèse
de cibles en interaction, le ltre bayésien doit alors idéalement maintenir une distribution de probabi-
lité sur les états possibles du système complet, c'est-à-dire sur des états décrivant toutes les cibles, ce
qui conduit très vite à une explosion combinatoire (voir gure 4.17a). On identie alors deux natures
d'interactions posant problème :
 l'interaction observationnelle, c'est-à-dire le fait que, dans les observations (/mesures) reçues, il y
ait confusion possible entre les cibles ; en d'autres termes, une perception peut avec une certaine
probabilité être associée à l'une ou l'autre cible ; cette diculté a été abordée par exemple dans les
approches MHT (Multiple Hypothesis Tracker) (Reid, 1979) et JPDAF (Joint Probabilistic Data
Association Filter) (Fortmann et al., 1983) ;
 l'interaction au sein de la dynamique, c'est-à-dire le fait que les dynamiques des cibles ne soient
pas indépendantes, que les déplacements et autres actions de l'une dépendent des autres ; cette
diculté a été abordée par exemple par Khan et al. (2005).
Nous avons choisi d'adopter JPDAF pour gérer l'interaction observationnelle, et de nous tourner vers une
approche par factorisation comparable à celle de Khan et al. (2005) pour gérer l'interaction dynamique.
Forme de la dynamique Toutefois, là où Khan et al. considèrent des dynamiques couplées a posteriori
(les cibles évoluent a priori indépendamment les unes des autres, mais des contraintes inuencent a
posteriori les états atteignables), nous considérons des dépendances conditionnelles markoviennes (Daduna
et Szekli, 1995; Pattison et Robins, 2002) sur les états des cibles. En d'autres termes, nous faisons
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(a) Filtre bayésien classique dans lequel l'état ~xt du système complet au temps t est une
collection {~xk,t} d'états des diérentes cibles présentes
(b) Filtre bayésien factorisé avec un  sous-ltre  par cible
Figure 4.17  Modèle graphique d'un problème de suivi multi-cible
l'hypothèse que l'état d'une cible à l'instant courant dépend des états de toutes les cibles à l'instant





où ~xk,t est le vecteur état de la cible k à l'instant t, et ~xt le vecteur état joint de toutes les cibles à
l'instant t. Cette façon de modéliser les dépendances entre cibles nous parait plus réaliste et relativement
commune dans les systèmes physiques (Harel et Pnueli, 1985; Reynolds, 1999).
Factorisation et représentants En outre, pour qu'une factorisation de la distribution sur l'état joint
en une distribution par cible soit pertinente, il ne faut pas estimer la dynamique en recombinant les
distributions, 49 sans quoi on perdrait tout gain en complexité. Pour ne pas recombiner les distributions,
Khan et al. (i) associent à chaque cible-distribution un unique représentant (typiquement la moyenne de
la distribution), (ii) identient les représentants en interactions les uns avec les autres (en l'occurrence
parce qu'ils sont proches les uns des autres, puis, (iii) pour chaque cible, simulent l'évolution de chaque
particule conjointement avec les représentants des cibles voisines identiées.
Le choix d'un unique représentant pose toutefois problème puisqu'on risque d'omettre des inter-
actions potentielles importantes. Nous avons donc proposé d'utiliser plusieurs représentants par cible,
ceux-ci étant choisis à l'aide d'une procédure d'agrégation (clustering). Diérentes méthodes d'agréga-
tion classiques sont envisageables, par exemple xant le nombre de représentants par cible (donc le coût
computationnel par pas de temps), ou bien réglant plutôt la qualité de l'agrégation (donc la qualité du
ltrage/suivi).
Dans le cas d'un ltre particulaire, l'utilisation de plusieurs représentants par cible fait que chaque
particule p d'une cible k au temps t a autant de descendants à t + 1 qu'il y a de combinaisons de
49. Dans le cas d'un ltre particulaire, cela consisterait à eectuer une simulation pour chaque combinaison d'une particule
par cible.
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représentants voisins, d'où une explosion combinatoire. Nous avons donc mis en place une procédure
de réduction des ensembles de particules. Ce problème est assimilable au problème du maintien de la
diversité des algorithmes évolutionnaires (AE), pour lesquels on doit sélectionner intelligemment, à chaque
itération, les individus d'une population qui seront maintenus à la prochaine itération (cf. l'algorithme
de partage de tness de Goldberg et Richardson (1987) ou, plus récemment, la méthode de nettoyage de
Petrowski (1996)). Dans notre cas, nous avons proposé d'eectuer, pour chaque cible, une procédure en
deux étapes :
1. l'agrégation des Np particules générées pour cette cible en une partition SP = {SPs, w̌s} de |SP |
sous-ensembles (agrégats ou sous-populations) où SPs est le sous-ensemble de particules de taille
|SPs| appartenant au seme agrégat et w̌s est son poids (la somme des poids de ses particules) ; et
2. la sélection d'un sous-ensemble de∼ |SPs|Np N individus dans chaque agrégat SPs par échantillonnage
sans ou avec remplacement (respectivement un échantillonnage stratié (Kitagawa, 1996) ou un
échantillonnage résiduel (Liu et Chen, 1998)), avant re-pondération.
L'approche complète proposée a été implémentée et évaluée expérimentalement sur un scénario jouet
implémentant des cibles à comportements réactifs de type boids (Reynolds, 1999).
4.5.4.3 Vers un problème de contrôle
Le lecteur aura pu remarquer que le travail eectué ici touche au ltrage et non au contrôle. Le
contrôle est toutefois un objectif à long terme de ce travail, un problème important étant de concevoir
un système capable d'orienter et faire (dé)zoomer des caméras au mieux pour compenser des champs de
vision xes limités. Le problème ainsi posé se formule comme un POMDP ou un ρ-POMDP.
4.5.5 Jeu du démineur [(PO)MDP/UCT]
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Un dernier travail en lien avec la prise de décision séquentielle que je souhaite mentionner, même
brièvement, est la résolution du jeu du démineur (Minesweeper, gure 4.18). Dans ce jeu, une grille
représentant un champ de mines doit être nettoyée. Pour cela, on doit cliquer dans les cases supposées
vides, lesquelles laissent alors apparaître le nombre de leurs immédiates voisines minées, jusqu'à ce qu'il
ne reste que des cases minées. On notera que, dans les versions de référence du jeu, la première case
cliquée est toujours vide, et qu'il y a régulièrement des situations où l'on doit tenter sa chance, n'étant
pas sûr de sélectionner une case vide.
Les travaux scientiques liés au jeu du démineur se sont souvent intéressés à la détermination des cases
vides ou minées (ou indéterminées) étant donnés les indices courants (problème NP-dicile). Toutefois,
le problème dans son ensemble est un POMDP dont le sous-problème précédent ne sert qu'à calculer la
fonction de transition. La meilleure décision à un instant donnée correspond à un compromis entre faible
probabilité de tomber sur une mine et gain potentiel d'information.
J'ai personnellement d'abord travaillé, dans le cadre d'un projet étudiant co-encadré avec Alain Du-
tech, sur le calcul ecace des probabilités de présence de mines et sur des heuristiques de prise de décision.
Ensuite, j'ai eu l'opportunité de collaborer avec Olivier Teytaud, Woanting Lin et Chang-Shing Lee sur
la résolution de ce jeu à l'aide de l'algorithme UCT, considéré comme pertinent pour aronter le très
large espace de recherche du problème. L'algorithme obtenu donnait alors les meilleurs résultats sur une
grande variété de types de grilles (diérentes tailles, diérents nombres de mines).
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Figure 4.18  Une situation de jeu du démineur ; on peut ici déterminer avec certitude, pour chaque
case de la frontière, si elle contient une mine ou pas.
4.6 Discussion
Comme pour les MDP, mes travaux sur les POMDP (et extensions) contiennent principalement une
partie reposant sur de la recherche directe de politique  en l'occurrence une montée de gradient , et
une autre reposant sur le calcul de la fonction de valeur optimale.
4.6.1 Montées de gradient
Les montées de gradient ont servi d'une part à apprendre des contrôleurs simples pour des situations
diciles, insolubles par des solutions exactes actuelle, dans lesquelles plusieurs agents doivent collaborer
à une tâche sous observabilité partielle. Nous avons montré que la convergence de l'algorithme pouvait
être aidée, mais que dénir l'aide à apporter était en soit un problème dicile.
D'autre part nous avons évalué la résolution de problèmes de contrôle sous observabilité partielle par
montée de gradient en donnant en entrée du contrôleur une statistique susante : soit l'état de croyance
(point de vue POMDP), soit un vecteur de prédiction (point de vue PSR). Ces travaux essentiellement
empiriques ont mené à plusieurs observations telles que (i) la conrmation de l'utilité d'employer des
statistiques susantes, (ii) apprendre un POMDP, y compris le nombre d'états, n'est pas nécessairement
plus dicile qu'apprendre un PSR (avec les algorithmes de référence du moment), et (iii) l'optimisation
d'un contrôleur parait plus dicile dans le cadre PSR que dans le cadre POMDP.
Tout ceci conrme que, comme pour les MDP, les montées de gradient s'avèrent donc des outils
pratiques pour aborder certains problèmes de contrôle quand des approches exactes ne seraient pas
appropriées.
4.6.2 Extensions des POMDP
Mes plus importantes contributions reposant sur le calcul de la fonction de valeur optimale ont consisté
à montrer comment résoudre certaines extensions des POMDP  en l'occurrence des ρ-POMDP et des
Dec-POMDP  de la même manière que les POMDP eux-mêmes. À chaque fois, on se ramène à la
résolution d'un MDP à espace d'états continu particulier, ce qui était déjà connu pour les Dec-POMDP,
et en particulier au calcul d'une fonction de valeur linéaire par morceaux et convexe (PWLC).
En passant des MDP aux POMDP, puis aux Dec-POMDP, on généralise des travaux pour qu'ils
rendent possible la résolution de problèmes de moins en moins contraints. Pour pouvoir gérer l'obser-
vabilité partielle, on ne raisonne plus sur l'état (désormais mal connu), mais sur l'information détenue.
Pour pouvoir contrôler séparément plusieurs agents, on adopte un point de vue extérieur à ceux-ci. On
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notera que ces façons de faire paraissent assez simples à comprendre, mais que les solutions ecaces
obtenues intègrent des ingrédients dont la découverte est moins évidente, comme la propriété PWLC ou
la compression d'états d'occupation.
Aussi, la plupart des preuves théoriques développées dans le cadre de mes travaux sont essentiellement
des adaptations de preuves développées dans d'autres cadres. L'approximation bornée d'une fonction
convexe α-hölderienne par une fonction PWLC est peut-être le résultat le plus innovant.
De tout cela je retiens qu'il est souvent question dans mes travaux (comme dans certains autres) de
savoir ré-utiliser des idées connues dans de nouvelles situations. En un sens, cela rejoint l'idée que la
créativité se nourrit de l'expérience passée.
4.6.3 BRL
Par ailleurs, nous avons proposé une nouvelle approche pour l'apprentissage par renforcement bayésien
(avec modèle). Celle-ci repose sur l'idée d'être optimiste par rapport au modèle en cours d'apprentissage,
optimisme qui se répercute sur la politique d'action à adopter. L'algorithme obtenu, BOLT, a la bonne
propriété d'être PAC-BAMDP. Sur les expérimentations que nous avons menées, cet algorithme s'avère
en outre assez peu sensible à son unique paramètre, contrairement à un algorithme optimiste de référence,
BEB.
4.6.4 À propos de la modélisation (encore)
On peut noter sur les diverses applications présentées que, si les POMDP et apparentés s'avèrent très
pertinents pour aborder une variété de problèmes, les modèles utilisés simplient souvent notablement la
réalité pour rendre un tant soit peu applicables les algorithmes existants. Par ailleurs, même s'il n'était
pas utile de procéder à de telles simplications, ces modèles resteraient assez  incertains , d'où l'intérêt
d'étudier la sensibilité des solutions aux paramètres des modèles. D'ailleurs, si les échelles de temps entre
deux décisions réelles peuvent être longues, il est utile aux praticiens de pouvoir expérimenter avec modèles
et algorithmes, ce qui implique d'obtenir des solutions assez rapidement. Un autre point important pour
nombre de praticiens (par exemple en écologie) est, dans la mesure du possible, d'obtenir des règles de
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Le présent chapitre revient sur les quelques travaux sortant de la prise de décision séquentielle auxquels
j'ai eu l'occasion de participer. Un premier ensemble, décrit en section 5.1, ne nous éloigne pas trop des
préoccupations du reste de ce mémoire puisqu'il est question dans chacun des trois travaux (i) de systèmes
dynamiques complexes (en ce qu'ils mettent en ÷uvre de multiples entités simples en interaction) et (ii)
d'algorithmes de recherche. Le quatrième travail, décrit en section 5.2, reste pour sa part dans le domaine
de la théorie de l'utilité, puisqu'il traite de systèmes de recommandation par ltrage collaboratif.
5.1 Sur des systèmes dynamiques complexes
et des algorithmes de recherche
En guise d'introduction, la table 5.1 montre, pour les travaux dont la description suit, leurs liens avec
des systèmes dynamiques complexes et des algorithmes de recherche.
système dynamique complexe algorithme(s) de recherche
détection de cycles fourmis EVAW (LRTA sans but)
ordonnancement temps réel jobs/tâches à exécuter solveur CSP et recherches arborescentes
gestion du trac routier véhicules et intersection recherche locale
Table 5.1  Pour chacun des travaux présentés dans cette section, le système dynamique complexe et
le(s) algorithme(s) de recherche au(x)quel(s) il est associé.
5.1.1 Détection de cycles
ECAI'08 (Glad et al., 2008)
SASO'09 (Glad et al., 2009a)
AAMAS'10 (Glad et al., 2010)
La thèse d'Arnaud Glad, encadrée par Olivier Simonin et François Charpillet, portait principalement
sur l'étude d'algorithmes fourmis pour la patrouille d'un environnement discret. Il s'agit de comportements
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réactifs adoptés par des agents mobiles, capables de marquer leur environnement, et tels qu'un groupe
d'agents est assuré de parcourir de manière répétée, indéniment, cet environnement. 50 La gure 5.1a
montre un tel comportement de patrouille d'une grille où deux agents suivent un même cycle.
(a) 2 agents sur un même cycle déterministe (b) Sous-graphe absorbant simplié avec 2 agents et 4
n÷uds non-déterministes
Figure 5.1  Exemples de patrouilles de grilles avec 2 agents
Un algorithme type est VAW (Chu et al., 2007), dans lequel chaque agent-fourmi, à chaque instant :
1. cherche une cellule y (voisine de sa cellule courante x) de plus faible marquage : y ∈ minx′∈N(x)m(x′),
où N(x) désigne les cellules voisines d'une cellule x, et m(x′) désigne la valeur marquée sur une
cellule x′ ;
2. marque la cellule courante du pas de temps courant : m(x)← t ; et
3. se déplace vers la cellule choisie : x← y.
Ce comportement est très proche de celui de l'algorithme RTA* (Real-Time A*) de Korf (1990)  lequel
fournit un comportement d'agent cherchant un (plus) court chemin vers un but tout en explorant son
environnement  dans le cas où il n'y a en fait pas de but à trouver, et donc où la recherche se poursuit
indéniment.
Ensemble nous avons d'abord démontré l'équivalence entre EVAW, une variante de VAW obtenue en
intervertissant deux opérations, et un autre algorithme de l'état de l'art, EVAP (Wagner et al., 1999).
En eet, l'évaporation progressive de phéromones marquant l'environnement dans EVAP (décroissance
géométrique de la trace au cours du temps) est strictement équivalent au marquage par la date de dernière
visite de EVAW. Nous avons aussi montré que, comme VAW dans le cas d'un seul agent, les algorithmes
de ce type permettaient eectivement de patrouiller un environnement, le temps entre deux re-visites
étant borné (majorant théorique souvent très pessimiste comparé aux simulations).
Continuant à étudier la dynamique de ces systèmes, nous avons remarqué que, dans le cas d'un
seul agent-fourmi, après une première couverture de l'environnement, la dynamique du système devient
déterministe. L'espace des états étant ni, on démontre alors que le comportement du système boucle
nécessairement. En revanche, dans le cas multi-agent, il peut y avoir des décisions aléatoires (i) parce que
deux agents sont en conit pour aller sur une même case, ou (ii) parce qu'un agent a le choix entre deux
cellules de même valeur minimale. Le système obtenu peut alors être décrit par une chaîne de Markov
sur un espace ni, comme illustré par la gure 5.1b.
50. On ne confondra pas ces algorithmes fourmis et l'optimisation par colonie de fourmis (ACO) (Dorigo et Gambardella,
1997a,b).
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Pour pouvoir étudier le comportement à long terme des algorithmes de patrouille considérés, au vu
des résultats précédents nous nous sommes inspirés de l'algorithme du lièvre et de la tortue de Floyd
(1967), lequel sert à détecter l'apparition d'un cycle dans un système déterministe. Nous avons proposé
une variante qui permet, au cours d'une simulation d'une chaîne de Markov, de détecter quand un sous-
graphe récurrent est atteint tout en le construisant.
Équipés de cet outil, nous avons mené une étude expérimentale sur des variantes de VAW, en fonction
des nombres d'agents-fourmis et des environnements, pour observer par exemple leurs temps de conver-
gence vers un comportement stable et la fréquence d'obtention de cycles hamiltoniens (chaque nouvelle
couverture ne passant qu'une fois par cellule).
5.1.2 Ordonnancement temps-réel
XRTS'09 (Cucu-Grosjean et Buet, 2009)
RTSOPS'10 (Buet et Cucu-Grosjean, 2010a)
Evolve'11 (Buet et Cucu-Grosjean, 2011a)
RTNS'11 (Maxim et al., 2011)
ROADEF'11 (Buet et Cucu-Grosjean, 2011b)
Liliana Cucu-Grosjean m'a pour sa part amené à m'intéresser à l'ordonnancement temps-réel, c'est-à-
dire à l'ordonnancement de tâches répétitives sur des systèmes temps-réel, donc sous contraintes compu-
tationnelles fortes. Une tâche τi est typiquement décrite au moins par sa périodicité et sa durée au pire
cas. Alors que la prise de décision séquentielle voit habituellement l'ordonnancement de tâches comme
un problème d'optimisation combinatoire à résoudre, ce champ de recherche s'intéresse plus souvent aux
bonnes propriétés  parfois contre-intuitives  d'algorithmes simples tels que donner la priorité aux
tâches dont l'échéance est la plus proche. On fera attention dans les quelques travaux ci-dessous aux
diérentes hypothèses de travail.
Dans un premier temps (Cucu-Grosjean et Buet, 2009; Buet et Cucu-Grosjean, 2011b), nous avons
abordé l'ordonnancement temps-réel, dans le cas multi-processeur pré-emptif, 51 comme un problème d'op-
timisation combinatoire, c'est-à-dire en supposant que l'ordonnancement complet pouvait être précalculé
et mémorisé. Un algorithme de recherche heuristique dédié a été proposé pour résoudre ce problème de
satisfaction de contraintes, avec diérentes heuristiques, lequel montrait de très bonnes performances en
comparaison avec un solveur générique.
En réponse à un appel à communication particulier nous avons ensuite proposé un problème ouvert lié
à l'ordonnancement temps-réel uniprocesseur, nous demandant quel serait l'impact d'abandonner certains
jobs (des instances de tâches). Nous avons considéré deux cas :
 Dans le premier cas (Buet et Cucu-Grosjean, 2010a), chaque tâche τi a une durée d'exécution
décrite par une distribution de probabilité (à support ni) Ci et doit être exécutée avec probabilité
au moins pi. Une analyse d'ordonnancement permet de calculer les temps de réponse pour chaque
job sur une hyper-période (la période commune des diérentes tâches) en supposant une règle
d'ordonnancement donnée. Notre proposition (préliminaire) est alors d'abandonner les jobs ayant
de grandes probabilités d'échec, ce qui laisserait du temps pour d'autres jobs.
 Dans un second cas (Buet et Cucu-Grosjean, 2011a), nous considérons que les durées d'exécutions
des tâches sont déterministes, mais que chaque tâche τi doit toujours être exécutée avec probabilité
au moins pi. Nous proposons alors une procédure pour déterminer si un job est condamné à échouer,
auquel cas il peut être abandonné à l'avance. On montre alors que cette procédure, combinée à un
algorithme exécutant les jobs suivant des priorités de tâches pré-dénies, garantit d'améliorer la
faisabilité de l'ordonnancement.
Une piste pour des travaux futurs est d'autoriser l'abandon d'un job chaque fois que la probabilité pi
associé à sa tâche τi est satisfaite.
Enn, avec Dorin Maxim, Lucas Santinelli et Robert I. Davis, nous avons proposé dans (Maxim et al.,
2011) des algorithmes pour résoudre des problèmes d'ordonnancement temps-réel uniprocesseur, préemp-
tif, et à durées d'exécutions stochastiques sous diérentes hypothèses. En particulier, nous démontrons
que des algorithmes gourmands permettent de satisfaire ou de minimiser des taux d'échec, mais qu'un
tel algorithme ne peut minimiser le pire taux d'échec. Pour trouver des priorités xes minimisant le pire
taux d'échec, nous proposons un algorithme de recherche en profondeur.
51. Une tâche est préemptive si elle peut être interrompue et relancée.
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5.1.3 Gestion du trac routier (projet InTraDE)
ICTAI'12 (Tlig et al., 2012)
AATMO'13 (Tlig et al., 2013a)
JFSMA'13 (démo) (Tlig et al., 2013b)
RJCIA'13 (Tlig et al., 2013c)
ICALT/ITS'14 (Tlig et al., 2014b)
ECAI/PAIS'14 (Tlig et al., 2014a)
RIA (Tlig et al., 2016)
INRIA (Tlig et al., 2014c)
Le projet européen InTraDE 52 (InterReg IV-B) portait sur le développement d'un véhicule guidé
automatiquement (AGV) pour le transport de conteneurs à l'intérieur des ports maritimes. Dans ce
contexte, la thèse de Mohamed Tlig, co-encadrée avec Olivier Simonin, s'intéressait à la gestion du trac
de tels véhicules automatisés. Éviter les congestions et optimiser un tel trac sont en eet des dicultés
majeures à aborder non seulement dans un tel environnement portuaire, mais aussi au sein de sites
industriels ou en milieu urbain.
Après un premier travail sur des stratégies de partage d'une voie par deux les de véhicules autonomes
(par exemple dans l'hypothèse où un véhicule en panne bloque une autre voie) (Tlig et al., 2012, 2013a),
nous avons approfondi l'idée d'éviter aux véhicules de s'arrêter aux intersections d'un réseau routier. Cette
idée est issue des travaux de Albouze (2010), lequel proposait un mécanisme pour alterner le passage de
deux ux de véhicules à une intersection.
Nous avons d'abord déterminé les périodes de passage optimales pour deux ux de véhicules identiques
traversant des intersections à vitesse constante, quel que soit l'angle formé par les deux voies considérées.
Ensuite ces calculs ont été étendus au cas d'une intersection de deux routes à deux voies (opposées)
chacune (cf. gure 5.2a). La résolution d'une équation du second degré fournit alors, si une solution
existe, un prol de vitesse simple pour que les véhicules arrivent à l'entrée des intersections au bon






































(a) Quatre situations clefs pour déterminer la période et













(b) Prol de vitesse type pour qu'un véhicule arrive à
l'entrée d'une intersection à l'instant et à la vitesse voulus
Figure 5.2  Synchronisation de véhicules pour eectuer des croisements alternés
Équipés de ces premiers outils permettant de synchroniser au mieux des véhicules à une intersection,
nous avons ensuite proposé une approche par optimisation distribuée pour synchroniser des intersections
entre elles de manière à minimiser globalement : soit la consommation énergétique, soit le temps de
traversée. Nos travaux ont permis de démontrer entre autres (i) que l'optimisation des critères choisis
pouvait être distribuée sans perte d'optimalité, et (ii) que, au vu des prols locaux des critères aux
intersections (en créneaux, cf. gure 5.3), il valait mieux préférer une recherche assez large dans l'intervalle
des phases considéré. En outre, une étude expérimentale en simulation a permis de mettre en avant que
l'approche  alterner les véhicules  était plus adaptée que l'approche  premier arrivé, premier servi  si
les ux sont relativement denses.
52. Intelligent Transportation for Dynamic Environment http://www.intrade-nwe.eu/



















































Figure 5.3  Comparaison entre les courbes d'optimisation obtenues pour le critère énergie (a) et pour
le critère temps (b) dans les mêmes congurations
5.2 Sur les systèmes de recommandation
5.2.1 Filtrage collaboratif à base de préférences
ICTAI'10 (Brun et al., 2010a)
PL'10 (Brun et al., 2010c)
RFIA'10 (Brun et al., 2010b)
Les systèmes de recommandation ont pour but de recommander des items (des lms, des articles,
...) à des utilisateurs. Les méthodes de ltrage collaboratif permettent de réaliser de tels systèmes. Dans
ces méthodes, des données liées aux goûts de multiples utilisateurs permettent d'estimer les goûts d'une
personne.
Un exemple type est l'emploi de notes (par exemple entre 1 et 5) données à des items, notes qui
peuvent servir à déterminer :
 si deux utilisateurs ont des goûts proches parce qu'ils donnent des notes similaires ;
 si deux items sont proches parce que les mêmes utilisateurs les apprécient ; ou
 quelle note un utilisateur x donnerait à un item i au vu des notes données par des utilisateurs
proches sur le même item (ou des items proches).
Or l'emploi de notes (c'est-à-dire de préférences quantitatives) pose problème parce qu'il suppose que
les diérents utilisateurs partagent et maintiennent une échelle de valeur absolue commune. En pratique,
certains utilisateurs risquent de noter les lms plus durement que d'autres, et cette dureté de notation
peut évoluer avec le temps.
Partant de ce constat, nous avons décidé avec Anne Boyer, Armelle Brun et Ahmad Hamad d'étudier
la possibilité d'utiliser non pas des notes, mais des comparaisons entre items. L'utilisateur a ainsi non pas
à évaluer chaque item indépendamment dans l'absolu, mais à le comparer à d'autres items. Cela nous a
amené à travailler avec des relations de préférence, à proposer un calcul de similarité entre utilisateurs
dans ce cadre, ainsi qu'une méthode de recommandation. Des évaluations empiriques ont été conduites
comparant une recommandation reposant sur des notes à une recommandation reposant sur les préfé-
rences dérivées de ces notes. Les résultats obtenus étaient prometteurs en ce qu'ils ne montraient pas de
dégradation signicative de la qualité des prédictions eectuées.
5.3 Discussion
Comme dit en introduction, ces travaux qui sortent du cadre des *MDP et de la planication auto-
matique touchent quand même au contrôle de systèmes dynamiques ou à la théorie de l'utilité.
Dans les trois premiers, il s'est agit de proposer ou d'étudier des algorithmes simples, typiquement des
algorithmes de recherche arborescente ou locale, pour contrôler au mieux un système dynamique assez
spécique, souvent complexe (mettant en ÷uvre des entités en interaction). On reste donc dans la même
famille d'outils algorithmiques, avec d'ailleurs à la fois des algorithmes hors-ligne  pré-calculant une
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solution qui n'a plus qu'à être exécutée  et des algorithmes en-ligne. Ce sont les propriétés particulières
des systèmes considérés qui vont conduire à des solutions et des analyses spéciques, par exemple les
interactions entre cycles de plusieurs fourmis, ou les interactions entre jobs à diérents niveaux de priorité.
Dans le quatrième travail, nous cherchons une alternative qualitative à un système d'utilités (quanti-
tatives). Il serait intéressant de regarder s'il y a des liens entre ceci et la théorie de la décision qualitative,
par exemple de groupe ou sous incertitude. Pour rappel (voir section 2.3.4.2), des pendants qualitatifs
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"I am awaiting the day when people remember the fact that discovery does not work by deciding
what you want and then discovering it."  David Mermin
Ce chapitre vise à présenter un certain nombre de travaux futurs possibles  des pistes à explorer et
des questions à creuser  dans une certaine continuité avec mes travaux passés et présents. Comme  la
prévision est dicile, surtout lorsqu'elle concerne l'avenir  (Pierre Dac), il ne s'agit que de projets de
recherches, pas d'un programme (qui devrait plutôt être un plan conditionnel). Par ailleurs, ces projets
évolueront vraisemblablement au gré des opportunités, des applications, des rencontres, des échanges...
6.1 Autour des états d'occupation
Les travaux conduits avec Jilles Dibangoye sur l'utilisation d'états d'occupation pour résoudre des Dec-
POMDP ont permis une avancée majeure. Ils orent aussi diverses voies de recherche très prometteuses
dont celles que je vais évoquer ici. La plupart ont été envisagées avec Jilles Dibangoye dans le cadre de
notre collaboration.
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6.1.1 Popularisation de l'approche
Les quelques principes sur lesquels repose notre approche ne paraissent pas particulièrement com-
plexes. Au fait de se ramener à un problème de décision séquentielle déterministe (ce qui n'est pas tout
à fait nouveau), nous ajoutons en premier lieu l'utilisation d'une statistique particulière pour calculer
la fonction de valeur (ou son approximation). Toutefois, il nous a semblé assez tôt qu'elle s'avérait di-
cile d'accès. La rédaction de l'article de revue (Dibangoye et al., 2016) qui étend l'article de conférence
(Dibangoye et al., 2013a) nous a conduit à un important travail de réexion pour mieux comprendre et
expliquer l'approche.
Il reste toutefois encore à faire pour que plus de chercheurs et praticiens s'y intéressent et se l'ap-
proprient. Cela inclut toujours une réexion sur la façon de voir et présenter les choses (sans chercher
nécessairement à se limiter à un seul point de vue). Cela passe aussi par la mise à disposition d'un outil
logiciel permettant d'utiliser le planicateur Dec-POMDP développé, mais aussi de l'étendre pour en
proposer des variantes, par exemple pour traiter des sous-classes particulières.
Comme on va le voir par la suite, la transformation d'un problème en occupancy MDP (oMDP) est
une solution pour résoudre non seulement des Dec-POMDP, mais aussi d'autres classes de problèmes de
décision séquentielle. Le travail de popularisation devra donc aussi être conduit auprès d'une plus vaste
population de chercheurs et praticiens.
6.1.2 Que peut-on résoudre avec l'approche oMDP? Comment ?
Nous avons proposé une méthode M ( l'approche oMDP ) pour résoudre un problème P donné (les
Dec-POMDP). De là, nous avons montré comment spécialiser cette méthode sur des sous-classes P ′, P”,
... (telles que les ND-POMDP) en particulier en établissant des statistiques susantes plus petites, donc
permettant un meilleur passage à l'échelle. Nous avons même proposé une méthode pour travailler sur de
telles sous-classes, et il reste à faire dans ce domaine pour fournir des outils réutilisables, sans chercher
pour autant à traiter tous les cas possibles.
De ce point de vue, il est naturel de chercher aussi quelles  sur-classes  des Dec-POMDP peuvent
être abordées par l'approche oMDP et, plus généralement, quelles autres classes de problèmes peuvent
être abordées utilement par cette approche. 53 Or, comme on l'a vu à l'aide de la gure 2.6 (page 36), on
peut trouver des solutions à des modèles à l'aide :
 de reformulations comme c'est le cas pour les Dec-POMDP, ou
 d'abstractions, si elles permettent de montrer que deux modèles sont analogues parce qu'abstraits
par le même troisième.
On peut donc peut-être abstraire les oMDP en des  oMDP algébriques  (ou une autre classe abstraite,
cette terminologie étant choisie ici seulement par analogie avec les aMDP, et donc abusivement).
La gure 6.1 illustre ce questionnement en étendant la gure 2.6. L'ajout principal est la classe des
aoMDP suscitée, et des liens hypothétiques vers les classes des aMDP et des aoMDP. Concernant les
jeux stochastiques simples, sachant qu'on peut leur appliquer des algorithmes de type programmation
dynamique, une première question est de savoir s'ils entrent aussi dans le cadre aMDP, ou peut-être
dans un cadre plus abstrait. On pourrait ainsi les voir comme une autre forme de problème multi-critère
compatible avec la propriété de Bellman. On notera par ailleurs que les classes répertoriées ici comme
ne permettant pas d'appliquer directement la propriété de Bellman 54 subissent des contraintes (du fait
par exemple de critères non classiques ou de la présence d'agents indépendants) telles qu'on ne peut pas
considérer plusieurs situations possibles à un instant t, issues d'exécutions diérentes, indépendamment.
Il semble donc nécessaire de raisonner sur plusieurs situations en même temps en faisant usage d'états
d'occupations (ou analogue).
53. On peut résoudre des MDP ou POMDP aussi, mais vraisemblablement sans gain computationnel.
54. Nous n'avons pas identié d'autres classes satisfaisant cette propriété.














(a) Des modèles markoviens et leurs relations
HMM modèle de Markov caché
MDP processus de décision markovien




(but : recherche du front de Pareto)
SG jeu stochastique
ndcMDP MDP non dynamiquement cohérent
cMDP MDP contraint
Dec-POMDP POMDP décentralisé
POSG jeu stochastique part. obs.





(b) Les acronymes utilisés ci-contre
modèle non décisionnel
modèle incompatible avec Bellman
modèle pour la décision séquentielle
modèle abstrait/de reformulation
 étendu par  abstrait en  reformulé en  reformulé et abstrait en 
(c) Légende du diagramme ci-dessus (les 4 types de modèles et 3+1 types de relations rencontrés)
Figure 6.1  Divers modèles markoviens présentés avec leurs relations. On ajoute ici un modèle (les
aoMDP) hybridant les oMDP et les aMDP, et d'hypothétiques liens vers celui-ci.
6.1.2.1 Jeux
On obtient une surclasse des Dec-POMDP, celle des jeux stochastiques partiellement observables
(POSG), en relâchant la contrainte que tous les agents partagent une fonction de récompense commune. 55
La dénition d'un état d'occupation donnée dans le cadre Dec-POMDP reste valable. On peut donc se
demander si  l'approche  oMDP est adaptable. Nous avons déjà conduit des travaux préliminaires sur
ce sujet, dont le fruit est présenté ci-dessous.
Concepts solution Une première diculté est de spécier plus précisément le (ou les) problème(s)
posé(s). En eet, plusieurs concepts de solution sont envisageables, et il faut trouver lesquels donnent
accès à des solutions algorithmiques. Nos premières réexions se sont tournées vers les équilibres de Nash
parfaits en sous-jeux, c'est-à-dire des solutions à des problèmes séquentiels dans lesquelles, à chaque étape
du jeu, et chaque joueur ayant connaissance des stratégies des autres joueurs, aucun d'entre eux n'a pas
intérêt à modier unilatéralement sa propre stratégie (Fudenberg et Tirole, 1991).
Jeux stochastiques complètement observables À notre connaissance, il n'existe pas d'algorithmes
de recherche heuristique  meilleur d'abord  pour jeux stochastiques (complètement observables). 56
Cela soulève donc une première question : Comment guider une telle recherche ? Quel est l'équivalent du
comportement optimiste d'un agent seul ?
De premiers résultats préliminaires (théoriques) semblent indiquer que, dans le cadre 2 joueurs, somme
nulle, une approche valide est d'utiliser un majorant et un minorant de la fonction de valeur, et que chaque
joueur agisse de manière optimiste. Plus précisément, un joueur (resp. l'autre joueur) doit choisir une
55. Dans certains travaux antérieurs, les Dec-POMDP sont vus comme des POSG particuliers pour lesquels des solutions
particulières sont proposées (Hansen et al., 2004; Emery-Montemerlo et al., 2004).
56. Mais des recherches en profondeur d'abord ont été étudiées, par exemple par Sadine et al. (2012).
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stratégie individuelle à l'équilibre par rapport au majorant (resp. du minorant). Cela amènerait à réviser
les minorants et majorants jusqu'à ce que les deux joueurs tombent sur un équilibre commun avec des
valeurs exactes.
Jeux à deux joueurs et à somme nulle Avant d'aborder le cas le plus général, j'évoquerai le cas
des jeux à deux joueurs et à somme nulle, le gain de l'un étant alors la perte de l'autre. Cette situation
d'opposition parfaite est particulière parce que la performance d'un agent-joueur est l'exact opposé de
la performance de l'autre. Cela permet de ne considérer qu'un seul critère de performance (qu'on notera
encore V ), mais en sachant que l'un va chercher à la maximiser pendant que l'autre tentera de la minimiser.
Mais cette fonction de valeur vérie-t-elle toujours la propriété PWLC (linéarité par morceaux et
convexité) dans l'espace des états d'occupation ? Intuitivement, la convexité était liée  pour les Dec-
POMDP au fait que les gains futurs espérés les plus importants correspondent à des situations parmi les
plus certaines (état et historiques jointes) du point de vue du planicateur. Ceci n'est plus nécessairement
vrai dans un jeu à deux joueurs, à moins d'adopter le point de vue d'un joueur. Par contre, nous avons
remarqué que la fonction de valeur est lipschitzienne, ce qui permet de la minorer et la majorer aisément
avec des approximateurs en dents de scie, et au besoin d'utiliser des algorithmes d'optimisation optimiste
(voir par exemple les travaux de (Munos, 2011, 2014)).
Sans aller plus loin dans cette direction, se pose donc la question de la forme de la fonction de
valeur : Outre le fait d'être lipschitzienne, est-elle particulière ? Permet-elle des calculs plus ecaces
que des évaluations locales (en chaque état d'occupation considéré) ? Dans la même veine, si l'on veut
adopter des schémas algorithmiques comparables à fb-HSVI, comment peut-on encadrer cette fonction de
valeur ? Quelles relaxations résoudre pour obtenir des minorants ou majorants initiaux ? Comment mettre
à jour ces minorants et majorants ? Comment guider une recherche heuristique ? (voir cas complètement
observable) Comment prouver la convergence ? Se fait-elle en temps ni ? A ε près ?
De premières réponses apparaissent à certaines questions. Une première idée pour obtenir minorants
ou majorants initiaux par relaxation est de considérer un joueur (ou une équipe collaborant au même
objectif) à la fois. Pour calculer un majorant, on peut alors (i) relâcher des contraintes pour ce joueur,
par exemple en lui donnant une observabilité complète, ou (ii) ajouter des contraintes aux autres, par
exemple en les rendant aveugles. Toutefois, il faut vérier que modier les valeurs d'un jeu à l'avantage
d'un joueur ne peut que lui apporter de meilleurs résultats. De la même manière, il faut trouver une
méthode de mise à jour de ces minorants et majorants (1) qui préserve leurs qualités de minorants et
majorants, et (2) qui assure d'une convergence à terme.
Jeux à somme générale En abordant les jeux à somme générale, on passe d'une fonction objectif
unique à plusieurs fonctions objectif. Peut-on alors, en particulier avec le concept de solution choisi
précédemment, dénir une fonction de valeur par joueur ? Les questions posées précédemment restent
pertinentes concernant les formes de ces fonctions, la possibilité de les encadrer, de les mettre à jour, de
mettre en ÷uvre une recherche heuristique, ...
On notera que les réponses seront diérentes. Entre autres, si on considère un joueur i, rendre les
autres joueurs clairvoyants peut être aussi bien bénéque que mauvais pour i. Des travaux récents relatifs
aux jeux stochastiques (à information complète) pourraient nous guider pour répondre à ces questions
(MacDermed et Isbell, 2013; Murray et Gordon, 2006, 2007).
6.1.2.2 MDP contraints
Hormi les classes de problèmes directement apparentées aux Dec-POMDP, une façon de chercher
où l'approche oMDP peut servir est d'identier des problèmes de décision séquentiels dans lesquels le
principe d'optimalité de Bellman n'a pas pu être mis en ÷uvre jusque là. C'est le cas des MDP contraints
(Altman, 1999), c'est-à-dire des MDP dans lesquels, à la fonction de coût c dont on dérive un critère de
performance à minimiser, 57 s'ajoutent K autres fonctions de coûts c(1), . . . , c(K) dont on va dériver K
contraintes à satisfaire. À horizon H, avec facteur d'atténuation, il faudrait ainsi trouver une politique π
57. Ici je parle de coût plutôt que de récompense pour respecter une notation plus commune à ce cadre particulier.


















On notera que les politiques optimales ne seront pas les mêmes si l'on change d'état initial. En eet,
si la meilleure action (au sens du critère à minimiser) dans l'état s est une action coûteuse pour un critère
k, alors elle n'est peut-être pas acceptable si s est l'état initial, alors qu'elle serait acceptable si s ne
risque d'être rencontré que tardivement. Par ailleurs, les politiques optimales peuvent être stochastiques









































Figure 6.2  Exemple d'espace de solutions d'un problème d'optimisation sous une contrainte ; chaque
solution  pure  (déterministe) est représentée par un point dont les coordonnées sont le critère contrainte
(en abscisse) et le critère à optimiser (en ordonnée) ; la meilleure solution  mixte  (stochastique) est à
l'intersection entre le front de Pareto des diérents critères et la frontière des solutions faisables.
Ce qui empêche ici l'application de la programmation dynamique classique est que les politiques
futures possibles depuis l'état courant dépendent non seulement des coûts futurs et passés, mais aussi
des coûts des autres chemins qui auraient pu être suivis. L'approche oMDP semblerait une solution
possible raisonnant sur tous les états atteignables à un instant t étant donnée la politique suivie jusque
là (l'espace des états d'occupation serait alors analogue à un espace des états de croyance). Mais, comme
précédemment, se pose la question de savoir si la fonction de valeur optimale a une forme particulière
exploitable. Pour toute politique πt:H , tout critère (optimisation ou contrainte) a une valeur linéaire dans
l'espace des occupations. S'il n'y avait pas de contraintes, la fonction de valeur optimale respecterait la
propriété PWLC. Mais les politiques acceptables dépendent des coûts passés et de l'état d'occupation.
Plus précisément, à coûts passés xes, les contraintes réduisent la zone d'applicabilité d'une politique
donnée à un polyèdre convexe dans l'espace des états d'occupation. Toujours à coûts passés xes, l'espace
des états d'occupation se découpe en une partition de polyèdres, à chacun correspondant un sous-ensemble
de politiques futures applicables. La propriété PWLC n'est donc applicable que sur chaque élément de
cette partition. En revanche, les diérentes fonctions sont peut-être lipschitziennes, et la même piste
évoquée pour les jeux stochastiques  une approximation en dents de scie et de l'optimisation optimiste
 est à considérer.
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Aussi, dans la perspective d'un algorithme similaire à fb-HSVI, comment une telle recherche heuris-
tique peut-elle intégrer des contraintes sur les solutions faisables ? La question se poserait d'ailleurs déjà
pour A* ou LRTA*. Dans une telle situation plus simple, en un état donné, les actions possibles sont
telles qu'aucune contrainte n'est violée par les minorants des coûts totaux pour ces actions  minorants
obtenus comme la somme (i) des coûts cumulés passés, (ii) des coûts immédiats et (iii) des minorants
connus sur les coûts cumulés futurs. Si aucune action n'est éligible, il faut invalider l'état courant, mettre
à jour ses minorants, et re-considérer ses propres parents. On voit ainsi que, du fait des contraintes,
les recherches heuristiques vont devoir eectuer des retours arrières pour revoir les meilleurs chemins
possibles.
6.1.3 Approximations
Comme évoqué en section 4.3.3.2, de premiers travaux ont été menés permettant d'introduire des
approximations tout en contrôlant les erreurs faites. Ces approximations pouvaient être introduites à
diérents points de l'algorithme fb-HSVI (et a priori dans des points équivalents d'algorithmes à base de
points comparables). Le même raisonnement devrait être applicable à d'autres cas que les Dec-POMDP.
Du travail reste à faire pour mieux comprendre l'eet des diérentes approximations possibles, ainsi
que leurs relations, de manière à mieux savoir contrôler les approximations faites en fonction de la
structure du problème.
Par ailleurs, la plupart des étapes impliquant des approximations permettent non seulement de limiter
les erreurs faites, mais aussi d'estimer les erreurs eectivement faites, et ces erreurs observées a posteriori
peuvent être nettement plus faibles que les erreurs requises a posteriori. 58 De tels retours en cours
d'exécution permettraient donc de réviser les erreurs demandées à chaque étape au lieu de n'utiliser que
des limites pré-calculées au départ.
Enn, on pourrait raisonner sur des modèles (dynamique et observabilité) approchés. Prenons par
exemple le cas d'un ND-POMDP tel que certaines dépendances entre voisins pourraient être plus faibles
que d'autres. Dans ce cas, il serait intéressant de considérer une approximation de ce ND-POMDP dans
laquelle les dépendances les plus faibles sont éliminées, de sorte que les dimensionalités des sous-espaces à
manipuler seront plus faibles. En sachant mesurer la distance entre modèle original et modèle approché,
on peut envisager de majorer l'erreur faite en raisonnant sur ce modèle approché. Un des problèmes
ouverts est évidemment le moyen d'approcher un modèle par un autre. Ici, cela reviendrait à un problème
de réduction de dimensionalité (avec perte d'information) en tenant compte à la fois de la dynamique et
de l'observabilité.
6.1.4 D'autres méthodes de compression de l'état d'occupation ?
Un des ingrédients clef de la réussite de fb-HSVI pour les Dec-POMDP est l'utilisation d'une re-
présentation d'ensembles d'historiques probabilistiquement équivalents (PE) qui s'avère compacte dans la
plupart des problèmes rencontrés. 59 Il s'est en eet avéré que, très souvent, raisonner sur une historique
d'actions et d'observations courte susait pour prendre, à coup sûr, des décisions optimales. Cela se com-
prend par exemple dans le problème du tigre multi-agent, dans lequel on peut considérer que la mémoire
est réinitialisée de manière régulière parce que l'un des deux agents au moins à dû ouvrir la porte. Il est
toutefois assez aisé de construire des problèmes dans lesquels une mémoire tronquée n'est pas utilisable.
Il sut pour cela que la meilleure décision dépende d'un événement qui a pu se passer arbitrairement
loin dans le passé.
Mais la troncature n'est qu'une façon simple de trouver un dénominateur commun à un ensemble
d'historiques PE. Il faut donc envisager d'autres méthodes pour discriminer ces ensembles d'historiques
PE les uns des autres. On peut voir là un problème de classication  multi-classe  de séquences (Xing
et al., 2010), ou plutôt d'inférence grammaticale (de la Higuera, 2005). Mais vient s'ajouter la diculté
58. D'après nos expérimentations, les erreurs totales estimées a posteriori sont souvent très faibles comparées aux erreurs
attendues a priori.
59. Deux historiques individuelles sont probabilistiquement équivalentes si, suivant une politique donnée après l'une ou
l'autre historique, le système évoluera de la même façon.
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qu'on va chercher à opérer de manière incrémentale, en reprenant les résultats à l'étape t pour obtenir
ceux de l'étape t+ 1.
6.1.5 D'autres questions
D'autres questions se posent dans le cadre de oMDP, telles que :
 Quels algorithmes employer à des étapes telles que l'optimisation, en un état d'occupation, de la
règle de décision à appliquer ? Pour les Dec-POMDP, y a-t-il mieux à faire qu'employer un solveur
de wCSP?
 Quels schémas algorithmiques (outre celui de fb-HSVI) seraient applicables ? À quelles conditions ?
 Dans certains jeux, comment s'assurer que chacun partage honnêtement sa fonction d'utilité avec
les autres ?
 Comment aborder les scénarios multi-agents dans lesquels les agents n'ont pas d'horloge commune,
donc ne peuvent pas se synchroniser de manière sûre ?
6.2 ρ-POMDP
La recherche active d'information modélisée par des ρ-POMDP s'avère être un problème assez proche
des POMDP classiques. Il y a toutefois quelques dicultés spéciques qui mériteraient des recherches
propres.
6.2.1 Heuristiques
Une première question particulière est de savoir comment initialiser les heuristiques d'algorithmes de
résolution de ρ-POMDP.
Pour initialiser un minorant dans un cadre POMDP, il est courant d'employer une politique aveugle
(Hauskrecht, 1997; Smith, 2007), laquelle suppose que la même action (la meilleure possible) est répétée.
Cela ne requiert que l'évaluation, peu coûteuse, d'une telle politique, laquelle donne une fonction linéaire
(un hyperplan) par  action-politique . Une fois cette évaluation fait pour chaque action-politique, l'état
de croyance courant permet de déterminer laquelle est la meilleure, et donc quelle valeur heuristique
adopter.
La même approche pourrait être envisagée pour les ρ-POMDP à récompense PWLC (ou en prenant
toute approximation PWLC, puisqu'elle sera pessimiste). Toutefois la fonction de valeur est alors elle-
même PWLC, avec un nombre d'hyperplans qui va croître rapidement, et peut-être pas de possibilités
d'élagage (question ouverte). Peut-être est-il néanmoins possible, en calculant les fonctions de valeurs
de diérentes politiques simultanément, de les comparer au fur et à mesure pour élaguer des hyperplans
manifestement inutiles.
Pour initialiser un majorant dans un cadre POMDP, il est courant d'employer une heuristique clair-
voyante (en résolvant le MDP associé) ou le majorant vite informé  (Fast Informed Bound) (Hauskrecht,
1997; Smith, 2007). Or être clairvoyant, c'est-à-dire connaître l'état, dévoilerait toute l'information im-
médiatement, ce qui est sans intérêt. Peut-on quand même s'inspirer du majorant FIB ? On notera que
la fonction de récompense convexe devra être approchée par une enveloppe inférieure de points (ou une
fonction en dents de scie).
6.2.2 Approximations de V ∗ et ρ
Les principaux résultats théoriques que nous avons établis montrent que, avec une approximation
PWLC  à erreur bornée  de la fonction de récompense ρ, l'erreur faite par un algorithme à base de
points tel que PBVI est aussi bornée, et dépend de la densité de l'ensemble de points utilisé. On n'est
toutefois pas contraint d'utiliser une approximation PWLC pré-calculée de ρ de cette seule manière. Si
l'on considère par exemple un algorithme tel que HSVI, qui génère des trajectoires et minore autant qu'il
majore V ∗, les deux options suivantes sont envisageables :
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 au lieu de pré-calculer une approximation PWLC de ρ, calculer des valeurs ou hyperplans locaux
à la demande si ça n'est pas trop coûteux ;
 pré-calculer de premières approximations PWLC (minorant) et en-dents-de-scie (majorant)  si
possible en estimant leurs erreurs  de ρ pour lancer une première fois HSVI jusqu'à atteindre
un certain écart (gap) fonction de l'erreur sur les approximations de ρ, puis recommencer avec des
approximations plus nes de ρ.
Pour une fonction de récompense α-Holderienne dont on connaîtrait la constante α, on peut aussi envi-
sager d'aner l'approximation de ρ quand l'état de croyance courant est trop éloigné des autres points
supports.
6.2.3 Cas non-convexe
S'il est assez naturel de dénir, dans des problèmes de collecte d'information, des fonctions de récom-
pense convexes, on pourrait aussi vouloir utiliser des fonctions non-convexes, par exemple constantes par
morceaux. On pourrait même rencontrer des problèmes dans lesquels on veut  perdre  de l'information
plutôt qu'en trouver, éventuellement avec une fonction de récompense concave. À titre d'exemple, un
joueur de cartes pourrait chercher combien de fois battre son jeu pour bien le mélanger sans perdre trop
de temps pour autant.
Que peut-on dire de la fonction de valeur dans ces cas ? Doit-on abandonner les algorithmes exploitant
la propriété PWLC? Des évaluations heuristiques (minorants ou majorants) sont-elles encore possibles,
ne serait-ce que ponctuellement ?
Si la fonction de récompense est lipschitzienne, la même piste qu'évoqué précédemment pour les POSG
est à creuser, avec l'approximation en dents de scie du minorant comme du majorant. Si la fonction de
récompense est non-lipschitzienne, une approximation lipschitzienne est envisageable avec éventuellement
des bornes d'erreur.
6.3 Algorithmes MCTS
Jusqu'ici mes travaux de recherche ont peu abordé les algorithmes MCTS (Monte-Carlo Tree Search,
section 2.2.3.2), à part sur le jeu du démineur (section 4.5.5) et dans le cadre de projets étudiants. Ces
algorithmes orent certaines possibilités pour répondre à des dicultés rencontrées avec des algorithmes
 plus classiques , par exemple pour traiter des POMDP à grands espaces d'état, d'action ou d'obser-
vation. Ceci m'amène donc à envisager certaines pistes de recherche sur ces algorithmes.
6.3.1 ... pour ρ-POMDP
Nos travaux sur les ρ-POMDP nous ont amené à voir (i) comment adapter certains algorithmes à base
de points exploitant la propriété PWLC, et (ii) que d'autres algorithmes, comme AEMS2, pouvaient fonc-
tionner sans modication (sans approximation PWLC de ρ) du moment qu'on sait évaluer rapidement la
fonction de récompense. Le principal algorithme MCTS pour POMDP, POMCP (Silver et Veness, 2010),
pose pour sa part de nouvelles dicultés, alors qu'un algorithme de cette famille semblerait pertinent
pour gérer des problèmes de grande taille. En eet l'état de croyance n'y est jamais calculé exactement
dans les n÷uds de l'arbre construit, et n'est estimé que progressivement par un ensemble d'états (qu'on
appellera  particules  par analogie avec les ltres particulaires).
Se pose donc la question de comment adapter le principe des algorithmes MCTS aux ρ-POMDP. Si
l'on veut éviter les calculs exacts d'états de croyance (ce qui est souvent pertinent, en particulier si les
états sont nombreux) l'estimation de la récompense en un point d'une trajectoire générée va nécessiter
de produire dès le départ des ensembles de particules. Dans le cas d'une récompense liée à un calcul
d'entropie, on pourra employer des méthodes d'estimation telles que décrites par Beirlant et al. (1997). 60
60. Voir aussi https://en.wikipedia.org/wiki/Entropy_estimation
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6.3.2 ... pour POMDP continus
Il y a déjà eu des travaux sur la résolution de POMDP continus ou de grande taille, que l'on considère
les états, les actions ou les observations (Hoey et Poupart, 2005; Porta et al., 2006; Erez et Smart, 2010;
Zamani et al., 2012; Brechtel et al., 2013). Concernant plus particulièrement les approches MCTS, à ma
connaissance, seuls ont été abordés les grands espaces d'états et d'action, et ce dans un contexte complè-
tement observable. Les techniques d'élargissement progressif (progressive widening) de l'arbre construit
orent par exemple des solutions dans le cas complètement observable (Couetoux et al., 2011; Couetoux,
2013). 61 Celles-ci reposent sur l'idée de n'ajouter des nouveaux ls à un n÷ud qu'à un certain rythme
(de plus en plus lent).
Peut-on adapter ce même principe de l'élargissement progressif au cas partiellement observable, par
exemple au sein de POMCP? Or, alors que POMCP est guidé par des simulations de la dynamique du
système (et qu'il stocke les états utilisés comme des particules pour estimer l'état de croyance en chaque
n÷ud), les schémas reposant sur l'élargissement progressif vont souvent choisir des branches en fonction
de l'arbre courant, lequel repose sur des observations. Il faudrait donc  réconcilier  ces deux points de
vue, peut-être à nouveau en générant à chaque trajectoire un ensemble d'états-particules.
6.3.3 ... et discrétisation du temps
Par ailleurs, dans un certain nombre de scénarios, un choix de modélisation typique est celui de la
discrétisation du temps. Il faut trouver un compromis entre un pas de temps court pour une plus grande
nesse, ou long pour réduire l'explosion combinatoire des futurs possibles à horizon temporel (absolu)
donné. Mais ne pourrait-on pas travailler avec plusieurs discrétisations ? Évidemment, une hypothèse
préalable est de disposer d'un modèle (surtout la dynamique du système) qui s'y prête.
À supposer cette hypothèse satisfaite, une première idée, envisageable pour les algorithmes en ligne
en général, est de relancer le même algorithme plusieurs fois avec des pas de temps de plus en plus petits.
Toutefois, dans le cas d'une approche MCTS, si on repart à chaque fois d'un arbre vide, quelle garantie
a-t-on que la dernière itération eectuée fournira une meilleure décision que les précédentes ? Combien
de temps faut-il laisser à l'itération n+ 1 pour qu'elle fasse mieux (au moins avec une forte probabilité)
que l'itération n ? De manière très liée, de quelle façon le pas de temps doit-il évoluer ?
Ceci-dit, plutôt que de repartir d'un arbre vide, ne pourrait-on pas continuer sur le même arbre, lequel
contiendrait simplement des branches associées à diérents pas de temps ? L'algorithme qui le fait croître
pourrait alors, dans un n÷ud décision, choisir entre suivre une branche existante (quelle que soit la durée
associée) et ajouter une branche avec le pas de temps courant.
6.3.4 D'autres questions
De nombreuses autres questions (nouvelles ou déjà connues) sont envisageables concernant les algo-
rithmes MCTS, telles que :
 Dans un cadre POMDP, peut-on exploiter la propriété PWLC? Ou n'est-ce qu'une perte de temps ?
 Dans le cas d'actions continues, comment conduire l'exploration ?
 Comment résoudre aussi des Dec-POMDP ou des jeux ? (Cazenave, 2015)
 Comment apprendre un contrôleur pour guider MCTS ?
 Peut-on généraliser encore plus le schéma algorithmique de MCTS?
6.4 Bien d'autres sujets
J'ai présenté dans ce chapitre quelques voies assez précises que j'envisage de poursuivre à court et
moyen terme.
Deux directions secondaires qui pourraient être pertinentes au vu de mes travaux et intérêts récents,
mais que je préfère ne pas développer ici sont :
61. Voir aussi (Bubeck et al., 2009; Van den Broeck et Driessens, 2011; Weinstein et Littman, 2012)
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 la planication par recherche heuristique, pour laquelle il est toujours utile de mieux comprendre et
améliorer les recherches heuristiques, ainsi que de chercher des moyens de dériver des heuristiques
ecaces ; et
 l'utilisation de méthodes d'apprentissage (par renforcement ou supervisé, éventuellement profond)
pour mieux guider des recherches heuristiques comme des algorithmes MCTS.
Au delà de ces pistes, comme l'état de l'art de ce mémoire (chapitre 2) essaye de le mettre en avant, les
problèmes à aborder dans le vaste domaine de la planication automatique se distinguent selon diverses
dimensions dont :
 le déterminisme ou l'incertitude (par exemple dans la dynamique du système),
 l'observabilité partielle ou complète,
 la connaissance ou non du modèle,
 la présence d'un ou plusieurs agents,
 le modèle énumératif ou factorisé,
 l'objectif (atteindre un but, minimiser un coût total, ...),
 la possibilité de faire des calculs hors ligne ou en ligne, et
 la possibilité d'apprendre pour planier, c'est-à-dire d'analyser (automatiquement) un certains
nombre de problèmes d'une famille pour améliorer (toujours automatiquement) un planicateur
dédié à cette famille de problèmes.
Par ailleurs, les outils employés pour aborder ces diérentes situations sont multiples, qu'il s'agisse
 d'algorithmes d'optimisation exploitant la propriété de Bellman (programmation dynamique ou
recherche heuristique) ou pas (programmation linéaire, descente de gradient, optimisation sous
contraintes),
 de raisonnement bayésien, de méthodes de Monte-Carlo, d'apprentissage automatique, ou
 d'algèbre ou d'analyse, voire de géométrie.
Il y a donc bien de quoi faire, et j'aurais bien du mal à prédire quelles directions mes travaux vont
suivre à long terme. Mais il ne s'agit pas que de prendre des ingrédients existants pour tenter de nouveaux
mélanges et pour compliquer des recettes. Il s'agit aussi de prendre du recul pour se demander s'il n'y
a pas des ingrédients, ou des façons de les traiter, qui nous auraient échappé. Je pense ici par exemple
à des travaux récents sur les défauts envisageables d'un agent rationnel ou, en d'autres termes, sur les
erreurs de conception qui pourraient amener un agent à un comportement inattendu non souhaité, et sur
la façon de les éviter (Orseau et Armstrong, 2016; Everitt et al., 2016). Une autre tâche importante est
de prendre du recul par rapport à tous ces travaux, et éventuellement ceux d'autres domaines connexes,
pour essayer d'en tirer des leçons, pour comprendre par exemple si on ne peut pas  unier  certains
travaux pour les voir sous un nouveau jour mieux éclairé. Je pense par exemple aux travaux de Stulp et
Sigaud (2013a) uniant diérents algorithmes d'optimisation de politiques, de Scherrer (2014) comparant
diérents schémas d'itération sur les politiques approché, et à bien des tutoriels. Mais tout ceci n'est pas
très nouveau, et je demande au lecteur de m'excuser pour avoir enfoncé quelques portes ouvertes.
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Résumé
Ce mémoire présente des travaux dans le domaine de la prise de décision séquentielle (automatique)
dans l'incertain. Il décrit d'abord les fondements scientiques sur lesquels reposent la majeure partie des
dits travaux : le formalisme des processus de décision markoviens (MDP) et certaines de ses extensions. Les
contributions sont ensuite organisées en trois ensembles : (i) un premier sur la recherche et l'exploitation
de structure dans les MDP, mais aussi sur la résolution de MDP par optimisation directe d'un contrôleur
(par opposition à l'emploi de la programmation dynamique) ; (ii) le suivant sur la résolution de problèmes à
observabilité partielle (POMDP) par optimisation directe d'un contrôleur, sur la résolution d'extensions
de POMDP en se ramenant à un POMDP, et sur une approche optimiste pour l'apprentissage par
renforcement bayésien ; et (iii) le dernier sur des travaux s'éloignant des MDP, mais mettant en jeu des
systèmes dynamiques, des algorithmes de recherche, ou la théorie de l'utilité.
Mots-clés: processus de décision markoviens, apprentissage par renforcement, planication probabiliste,
MDP, POMDP, DecPOMDP, AR.
