Abstract-Wavelength converters simplify the wavelength assignment problem in virtual topology design in optical networks and increase the utilization of the fiber bandwidth. However, converters are costly, and minimizing the number of converters needed to support a given level of functionality has been investigated in the literature in various contexts. In particular, previous work has addressed the problem of minimizing the number of converters needed to support broadcast over all network nodes with a given set of residual wavelengths on each link. In this paper, we show that previous work leaves the computational complexity of this question open. We go on to show that the problem is in fact NP-Complete, but becomes tractable in the special case when the network graph is a tree. We also show that there are cases when the heuristics articulated in previous work fail to provide solutions, and provide some heuristic approaches to solve the general problem.
I. INTRODUCTION

A. General Context
In the last decade or so, fiber-optic communication has brought a revolution in the area of wide area networking. Optical networks are widely regarded as the solution of choice for the high performance networks that will form the national backbones of tomorrow, as well as networks lower in the planetary network hierarchy. In particular, the high performance and high predictability achievable using optical networking has made it the technology of choice in many telecommunication backbones. This revolution was initially fueled by the highly desirable characteristics of fiber-optic communication, namely very high bandwidth, very low bit error rates, and very low fiber cost. Wavelength Division Multiplexing (WDM), the use of multiple wavelength channels over a single fiber carrying data independently, multiplied the available bandwidth to still higher values. Wavelength channels currently carry 10 or 40 Gbps, and commercial implementations with 100 or 200 wavelength channels will soon enter the market, leading to Tbps capability in a single fiber.
In a wide area network, most node pairs cannot be connected to each other by a physical fiber link but must reach each other using other nodes as intermediaries. Data traffic generated by one node thus generally follows a multi-hop path through the network, with intermediate nodes forwarding the traffic This research was supported in part by NSF grant # ANI-0322107. appropriately according to some routing policy. Network nodes thus act as routers or switches for traffic generated by other nodes. The Tbps data rates enabled by optical communication and WDM are several orders of magnitude beyond the capability of current data switches or routers. This is because such routers are electronic devices with sophisticated computing ability, and usually complicated routing decisions to perform for each unit of data traffic, such as a packet. Thus the data rates achievable over optical networks would be limited to many times less than the capacity of the fibers due to the forwarding bottleneck, if purely electronic switches were to be used exclusively. Fortunately, advances in optical device technology has made it possible to go past this bottleneck by switching a large part of the traffic in the optical domain itself. This allows the construction of Wavelength Switches, which have commonly come to be known as Optical CrossConnects (OXC). In such an OXC, entire wavelenth channels from an incoming fiber link can be switched to an outgoing fiber link without intermediate conversion to electronic data (the so-called Opto-Electro-Optic or OEO conversion). Only wavelength channels which contain traffic that has to be delivered at this node, or in which traffic is to be injected by this node, has to be terminated from the optical to the electronic domain, and switched by a traditional electronic router. Such an electronic router is called a Digital CrossConnect (DXC) in this context. Thus clear optical channels or lightpaths are created over multiple physical hops. The problem of determining the set of such lightpaths to be formed in the network to allow maximum wavelength utilization (or minimizing delay for traffic demand components, or other objectives) is generally called the virtual topology design problem. An instance of a class of virtual topology design problems is the traffic grooming problem, where the objective is to minimize the OEO conversion in the network. The literature on virtual topology design and traffic grooming is extensive, and has been surveyed in [6] , [7] .
The limitation of lightpath formation is the wavelength continuity constraint: after optical switching, the wavelength of the outgoing optical channel is the same as the incoming one. Thus a lightpath cannot be formed if the target wavelength is not free on the intended outgoing link. This may require a lightpath to be terminated even when no traffic inside it is required to be terminated. Such is the case when enabling broadcast communication; i. e. the transfer of traffic originated by one node to every node in the network. The limitation of wavelength continuity can be overcome by using wavelength converters, devices that translate the wavelength of a channel entirely in the optical domain. Thus a broader range of virtual topology solutions can be implemented without sacrificing the benefits of optical switching. However, wavelength converters are expensive, unlike the simple wavelength-continuous optical switches, and this is likely to remain true in the foreseeable future.
B. Prior Work
Because of the above considerations, there has been a significant amount of recent research in the area of efficient deployment of wavelength converters in a network [1] - [5] , [9] , [10] , [13] - [15] , [18] , [20] - [28] . Most work has focused on a problem scenario with a given set of traffic demands to be carried. Generally traffic demands are assumed to exist between any pair of nodes, i.e. traffic is all-to-all. The objective of design is to find the strategic placement of the minimum number of wavelength converters in the network to carry the given traffic. A variation of this problem is to find the minimum number of converters, and placements for them, such that any set of traffic demands which could be carried by a network with a wavelength converter at every node can still be carried. Studies have also addressed the issue of placing converters capable of partial wavelength conversion, which may be expected to be less costly than full converters.
A specific problem in this area is to place the minimum number of converters to enable all-optical broadcast. Broadcast is important in wide area networks because it is often required in control plane functioning of the network. This problem has been motivated and studied in [16] , [17] . Since enabling broadcast usually comes after the primary concern of routing traffic demands, it is reasonable to assume that every fiber link has a specific set of residual wavelengths to support broadcast. No single wavelength can be expected to be free in all links of the network, thus wavelength converters are essential if all-optical broadcast is to be achieved. It is wellknown that efficient broadcast creates a spanning tree in the network; each node receives the data along one of the tree links and also forwards along every other link incident to it. This allows the broadcast to be achieved without any unnecessary replication of transmission. In the wavelength routed context, such a node does not need a wavelength converter if the data can be forwarded along each outgoing link on the same wavelength channel as it was received on. Thus the problem of converter placement supporting broadcast is posed in [16] , [17] as the problem of finding an optically continuous spanning tree in a given network graph and assigning a wavelength to each link in the spanning tree from among the available wavelengths for that link, such that the number of nodes needing converters is minimized. Only full range converters are considered; i. e. a node with a converter can forward traffic using any available wavelength on each outgoing link, regardless of what wavelength the traffic was received on. We call this problem Broadcast Converter Node Selection (BCNS), following [17] .
In both [16] and [17] , the authors equate the BCNS problem with a problem we refer to as the Color-Connected Vertex Subset (CCVS) problem (see Section II-B). CCVS is proved to be NP-Complete as well as of bounded approximability in both [16] and [17] , and heuristic solutions proposed. The approximability bound provided by the proof of [17] achieves an improvement over that of [16] , and the heuristic approach is also a closer approximation than the older one.
C. Our Contribution
We have considered the same problem and realized that despite the substantial contributions of [16] , [17] , the complexity of BCNS remains unsettled because BCNS is not in fact equivalent to CCVS, contrary to the assertion of the authors of those earlier works. In this paper, we first show this inequivalence by providing instances where the two problems differ, and a solution to CCVS obtained by the algorithms provided in [16] , [17] are not valid solutions of BCNS. We provide a precise formulation of the BCNS problem which allows us to clearly consider its complexity. Since all the NP-completeness related proofs of [16] , [17] address the CCVS problem rather than the original BCNS problem, the complexity of the BCNS problem remains open. We settle this open question by showing that the problem is in fact polynomially solvable in tree networks, but can be very simply shown to be NP-Complete in general network graphs. The heuristic approaches provided in [16] , [17] also address the CCVS problem, and on many instances will fail to provide feasible solutions to the BCNS problem. Then we provide some heuristic approaches and numerical results.
II. PROBLEM DEFINITION
A. The BCNS Problem
The BCNS problem is defined precisely as follows. We are given an undirected connected network graph G = (V, E).
Wavelengths are indicated by integers in the range 1, 2, ... W, where W is the number of distinct wavelengths supported by the physical transmission system used in the network. For each edge e C E, a nonempty available color set c(e) C {1 ... W} is given. The problem is to choose a spanning tree T = (V,ET) of G, and a color w(e) C c(e) for each edge e of T, such that the cardinality of the set of vertices {vCe,e' C eT(v): w(e) :t w(e')} is minimized, where eT(v) denotes the set of edges incident on the vertex v in the spanning tree T. We define some additional terminology to allow ease of discussion. For easy reference to [16] , [17] , we adopt some of the terminology of those earlier works, mapping them to our notations, which are slightly different. The set of available colors c(e) is called the color-set of edge e. The set of edges incident on vertex v in the given graph G is denoted simply by e(v). The vertex-color-set of a vertex v is defined as the union of the color-sets of its incident edge; vc(v) = UGee(v)c(e). For each color i, the edge-set of i is the set of all edges that have color i available, ec(i) ={e i c(e)}.
In [16] , [17] , the authors generally assume that for each color i, the subgraph Gi of G consisting of only the edges ec(i) and the vertices which form the endpoints of these edges is a connected subgraph. They correctly point out that if the subgraph is disconnected and consists of several connected components, it is straightforward to introduce fictitious extra colors and assign them to each connected component. Thus this assumption does not include any loss of generality. When constructing counterexamples, we stay within the bounds of this assumption; however, our own results do not require such an assumption. Figure 1 shows an example. The highlighted vertices in the solution are equipped with converters, and hence can support different wavelength assignments in incident edges. It is easy {2,4} subgraph of G. That is: the union of the vertex-color-sets of the vertices of S must form a color-covering of G.
However, the set of vertices S is not itself required to be connected by direct edges of G. This problem is thus one of finding a minimum cardinality color-connected subset of vertices such that the union of the vertex-color-sets of those vertices form a color-covering, in the nomenclature defined in [17] .
C. Relationship of BCNS and CCVS
In the above example, the tree T shown in 1(b) is also a solution to the CCVS problem. This can be verified by noting that (i) the union of the vertex-color-sets of the two designated vertices is {1, 2, 3, 4}, which is the set of all colors and thus certainly a color-covering, and (ii) the two vertices are colorconnected because the intersection of their vertex-color-sets is {1, 3, 4} n {2, 3, 4} = {3,4} which is non-empty.
However, we have found that the requirements (i) and
(ii), while obviously necessary, are not sufficient. In other words, a solution to CCVS on a graph G is not necessarily a solution to BCNS on the same graph. Counterexamples are easy to construct. 
B. The CCVS Problem
The Color-Connected Vertex Subset problem is that of finding a minimum cardinality subset S of vertices in the given network graph G with the following two properties: [16] , [17] leave the question of the complexity of the BCNS problem open. In this section we address this question. First, we show that BCNS can be proved to be NPComplete using results about the edge chromatic number of a graph. Then we go on to show that even though BCNS is NP-Complete in general, the problem becomes solvable in polynomial time when the graph G is itself a tree. We also provide a straightforward algorithm that finds an optimal solution to tree instances of BCNS in polynomial time.
1) NP-Completeness of BCNS: A proper k-edge coloring of a graph G is a function assigning one of the colors {,... ,k} to each edge of G in such a way that edges incident with the same vertex are assigned different colors. The edge chromatic number of G, denoted x(G), is the minumum number of colors, k for which G has a proper k-edge coloring.
A well-known result due to Vizing is that either x(G) = A or x(G) = A + 1, where A is the maximum degree of any vertex in G [29] . Although it is NP-complete in general graphs to decide whether x(G) is A or A + 1 [11] , there is a a polynomial time algorithm to produce a proper A + 1-edge coloring.
Theorem 2.1: BCNS is NP-Complete in general graphs. Proof: The decision version of BCNS is as follows. Given an instance comprised of a graph G, an integer W, a set c(e) C {1, ... . W} for each edge e, and an integer q: is it possible to assign a wavelength w(e) C c(e) to each edge e of a spanning tree T of G so that at most q vertices of G require converters, i.e., at most q vertices have incident edges of T that have been assigned different colors? Obviously, BCNS is in NP because a putative solution could be checked in time linear in the number of edges in the graph. We now show it to be NP-Complete by reducing it from Maximum LeafSpanning Tree (MAXLEAF), which is known to be NP-Complete [11, [ND2 ] ].
An instance of the decision version of MAXLEAF is specified by supplying a graph G and an integer p and asking whether a spanning tree of G exists which has at least p leaves. Given an instance of MAXLEAF, we transform it into an instance of BCNS as follows. Set W = A + 1, where A is the maximum vertex degree in G. Obtain a proper Wedge coloring of G, which can be done in polynomial time as remarked above. Let f(e) be the color assigned to edge e by the proper coloring. For each edge e of G, form the set c(e) required for the BCNS instance as the singleton set containing f (e). Finally, set q = n -p, where n is the number of vertices in G.
Consider a vertex v which is an interior node in the spanning tree in a solution to this instance of BCNS. By the construction, this vertex will have different colors on its incident edges in the tree, no matter what spanning tree is chosen, and hence will require a converter. Thus all interior vertices will require converters. On the other hand, a leaf vertex in the tree will not forward the broadcast to any other node and will not require a converter. Thus a solution to BCNS that uses no more than q converters will use a tree with no more than q interior nodes, that is a tree with no fewer than n -q = p leaves. Hence if we could solve the BCNS problem in polynomial time, we could also solve the MAXLEAF problem in polynomial time. Since MAXLEAF is known to be NP-Complete, so is BCNS. U It is significant to note that the same proof shows that BCNS with the restriction that W < 5 is still NP-complete, since MAXLEAF is NP-complete even for graphs with maximum vertex degree at most 4. (However if we restrict to W < 4, the complexity of BCNS is left open by the above proof.)
2) Tractability of tree BCNS: In this section we present a recursive algorithm to obtain a solution to BCNS on trees. a) Definitions:: Given a tree, T, arbitrarily choose a root, r and root T at r, directing all edges from parent to child.
. We use p(v)) to denote the parent of v in (rooted) T. . 
Take the minimum of these two:
The above recursion can be proven correct by induction to show that the tree BCNS problem can be solved by this approach. It is also obvious that algorithm designed with such an approach will have polynomial running time. Below we briefly state such an algorithm. d) Dynamic programming implementation:: Assume the nodes in the tree are ordered so that if x is a child of y then x < y, which can be easily done by, say, using reverse levelorder to list the vertices. Such a procedure is polynomial given any representation of the tree. We then fill in a n x Finally, we point out that the procedure allows us to find not just the minimum number of converters, but the assignment of converters to vertices which gives the minimum. In addition to opt[c, v], we need to keep track of what choices led to the optimal value at each vertex. We do not include details of this simple procedure.
III. HEURISTIC ALGORITHMS
In this section, we describe some heuristic approaches that we have developed for the general problem. Since we have an optimal algorithm for solving the BCNS problem on a tree network, we adopt the basic approach of first obtaining a spanning tree for the network, and then applying the tree algorithm. We consider the following flavors for generating the spanning tree. * Random: In this heuristic, we simply remove randomly picked links from the network graph successively (unless such removal would disconnect the graph) until a spanning tree has been obtained. This approach is meant to serve as a baseline to compare the performance of the other algorithms. * Color-richness: We define the color-richness of a link in the network as the total number of wavelengths available on that link. Intuitively, links which are more colorrich are better to retain in the tree, because the tree algorithm will have more options open. Accordingly, in this approach, we remove links in increasing order of color-richness, starting from the least color-rich one. Ties are broken arbitrarily. * Weighted color-induced component score: Consider only a single wavelength w. If we consider only the links of the graph that have this wavelength available, and remove the rest, then in general the graph will become disconnected into several components. (If it does not, then this wavelength reaches all the nodes, and trivially this wavelength can be used to perform the broadcast without any converters.) We call these the components induced by the color i. Obviously, the nodes which are contained in a color-induced component of color i can be reached from each other using color i and no converters. The color-richness measure in the previous heuristic can also be interpreted as the number of distinct color-induced components that a given links belongs in (because each free wavelength w on a link implies the inclusion of that link in exactly one color-induced component of color w). Intuitively, the larger the color-induced components, the less requirement for converters. Accordingly, in this heuristic, we compute a score for each link I of the network as the sum of the sizes of the color-induced components link I belongs to. That is, instead of taking a simple count of color-induced components as in the previous heuristic, in this one we weigh the count of color-induced components by the size of the colorinduced components. That is, we try to preserve larger color-induced components preferentially.
IV. NUMERICAL RESULTS
To study the performance of our heuristic algorithms, we generated random network graphs with randomly assigned available wavelengths on the links. Densely connected graphs were generated by using a setting of "connectivity", a number between 0 and 1, which is used as the probability of a link existing between any pair of nodes, independently. Thus the average degree in such graphs increases as the number of nodes in the graph. With a small number of nodes, such graphs often represent small network topologies well. Sparse graphs were generated by using a constant average degree for each node, where the nodes connected to any given node are picked randomly. Moreover the degree of each node in such graphs was held close to the average; that is the graphs are nearly regular. It ones that adequately represent the computational complexity of intractable problems in practice. Also, such graphs are good candidates for network topologies when the number of nodes becomes large, for example it is well known that the average degree of nodes in the Internet is between 3 and 4 [8] , [12] . The number of available wavelengths were generated by randomly choosing, with uniform distribution, a number between a specified minimum and maximum number of wavelengths. The actual wavelengths were again picked from the total number of wavelengths with uniform distribution. We generated several families of problem instances, and between 40 and 50 instances for each family; here we present some representative results from these families. Families of "small" graphs were generated with number of nodes in the graph between 20 and 50, and the number of wavelengths between 32 and 80. "Large" families were generated with number of nodes between 50 and 100, and number of wavelengths between 80 and 160. The number of free wavelengths on each link were between 8 and 16 in both cases. Figures 3-5 show results for different families of instances. Problem instances have been sorted by increasing number of nodes in the instance, for each family. As expected, the heuristics based on insight about the problem domain outperform the random heuristic in general. In certain cases, the random heuristic obtains a better result, but these cases are rare. Surprisingly, the heuristic based on color-induced components does not work significantly better than the colorrich heuristic as expected, but actually perform a little worse. This indicates that there may be a way to combine the strengths of the two approaches to obtain an even better solution. This is motivated further by latter results, see below.
To understand the absolute performance of our heuristics, it would be desirable to compare with the optimal results. However, finding the optimal is computationally prohibitive for the network sizes we consider. As a good indication of the optimal, we generated a large number (30,000) of different spanning trees for each graph, and applied the tree algorithm to each, then adopted the best solution. For efficient generation of random spanning trees, we adopted an implementation by Donald Knuth of the algorithm given in [19] . Using this 4 -9 6 6 algorithms in [16] , [17] algorithm, the 30,000 trees are generated in a matter of minutes for even the large family of graphs, hence this approach may count as a practical heuristic method in itself, even though it is more computation intensive than the heuristic approaches we propose. The best result from the 30,000 trees is plotted for each of the graphs as well, with the legend "30-k low". As we can see, our heuristic approaches are not very far from the 30-k low for the small family of graphs; in other words the heuristic approaches are good in an absolute sense for small dense graphs. However, for large dense graphs, the results of our heuristic approaches, though still better than the random approach, are significantly far from the 30-k low. We have conjectured that this is due to the unrealistic nodal degrees of the large dense family of graphs (in a 100-node network with connectivity 0.7, the average degree of a node is 70). Thus some very shallow spanning trees may exist, with a large number of leaves, and the number of converters optimally required may be low for this reason. To verify this intuition, we experimented with large sparse graphs of nearly regular degree as described above. As we can see from Figures 6-7, experimental results validate our conjecture. The heuristic approaches are in the same range as the 30-k low in these sets. In the sparse family with average degree 3, all the approaches have performances close to each other, probably because good solutions are rare and the optimal is hard to find even for the 30-k search. For the family with average degree 8, the 30-k low is clearly better than the random, and also the color-rich heuristic. However, the weighted color-induced component heuristic is as good as the 30-k low, showing that it is good in an absolute sense. This also further motivates our earlier observation that neither of the two heuristics is always better than the other, and combining their strengths is a worthwhile topic for future research.
In the above, we have not attempted to compare our experimental results with those in [16] , [17] , because there is no meaningful way to make such a comparison. Examples can be constructed where a solution to the BCNS problem requires (n-1)/3 converters, but the bounded approximation V. CONCLUSION We have considered the problem of the placement of converter nodes in a WDM network in support of broadcast. Prior work on this problem exists, but we have shown that the prior work erroneously focuses on a related but different problem, so the solutions obtained by the algorithms in these studies may fail to find feasible solutions to the BCNS problem. Moreover, the question of inherent complexity of this problem has been left open.
By formulating the problem as a coloring problem, we were able to show that the problem is NP-Complete in general. However, for tree networks an optimal solution may be obtained in polynomial time; we showed this by recursive arguments and also showed how it may be computed by a dynamic programming algorithm of low complexity. For general networks, we proposed heuristic approaches that appear to have good practical performances. In our ongoing work, we are investigating the possibility of combining such approaches utilizing domain specific insights with standard algorithms for problems such as MAXLEAF in order to obtain heuristics that are approximation algorithms for this NP-Complete problem.
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