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Abstract
This thesis investigates the impact of photoionisation on gas clouds of various scales in our
Galaxy. On kiloparsec scales, the origin of the diffuse ionised gas (DIG) has been studied
using Monte Carlo photoionisation simulations in static simulations of the interstellar medium
(ISM). Low density pathways through the gas allow photons to propagate, producing the DIG.
The emission in this gas indicates that the temperature increases as the density of the gas
decreases, suggesting a heating mechanism in the gas that dominates over photoionisation.
This has been investigated with the inclusion of an approximation to cosmic ray heating, which
is able to reproduce the observed line ratios of [NII]/Hα and [SII]/Hα. It has been suggested
that the Hα emission in this gas may not be a result of in situ emission, rather, it results
from dust scattering of Hα photons from HII regions. Dust scattering simulations find that
20% of the Hα intensity observed in the diffuse gas is a result of scattering, leaving in situ
ionisation as the primary producer of the DIG. The dynamical impact of photoionisation in
small-scale gas clouds, as well as larger scale diffuse gas, is now recognised as important in our
understanding of star forming regions. A new code has been developed using a combination
of hydrodynamical and Monte Carlo photoionisation methods. Tests of the validity of this code
are presented, showing that this method accurately reproduces benchmark tests. This method
has been used to investigate the lifecycle and x-ray observations of ultra compact HII (UCHII)
regions with the inclusion of stellar wind and photoionisation feedback. These simulations
find that x-ray emission is not produced in high enough intensity to be observed until after the
UCHII phase, when stellar winds begin to drive the expansion.
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“Light thinks it travels faster than anything, but it is wrong. No matter how
fast light travels, it finds the darkness has always got there first, and is waiting
for it.”
Sir Terry Pratchett, Reaper Man.
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Introduction
The Interstellar Medium (ISM) is an important component of the cycle of star formation in
the Milky Way and other galaxies. Its composition and dynamics affect the formation of stars,
while stars sculpt the ISM through ionisation, outflows, supernovae and other processes. In
spiral galaxies such as our own, the ISM is known to be split in to different components,
ranging from small, dense molecular clouds, to enormous diffuse components such as the Hot
Ionised Medium (HIM) which stretch kiloparsecs above the mid plane. The question of how
these different components are formed, and how light is able to travel through and impact this
gas is the motivation for this thesis.
1.1 Clouds and HII regions
Massive stars in our Galaxy are born in molecular clouds located close to the mid plane. Once
stars are formed, ionising photons are absorbed by the cloud, thus producing a region of
ionised gas, called an HII region, around the star. The initial size of an HII region in a uniform
density medium is given by the Strömgren radius:
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Rs =

3Q
4pin2αB
1/3
(1.1)
where Q is the ionising luminosity of the source, n is the number density of the medium and
αB is the recombination rate to levels above the ground state (Strömgren, 1939). This model
assumes a hydrogen dominated medium and a uniform density gas. The initial formation of
an HII region leads to a dense shell forming at the edge of the HII regions, where photons are
absorbed. The density and ionising luminosity of sources can vary greatly, leading to a large
variation in the initial sizes of HII regions from very dense (∼ 104 cm−3) Ultra-Compact HII
regions (UCHII) which are ∼ 0.1pc in radius (e.g. Kurtz 2000,Wood & Churchwell 1989b) to
more massive HII regions with densities ∼ 103 cm−3 with radii ∼ 1 pc, although HII regions
can be larger than this. In addition to density, the initial size of an HII region is determined by
the ionising luminosity of the central star. HII regions are generally produced by O stars, with
ionising luminosity∼ 0.01−1×1049 s−1. These regions generally have temperatures∼ 8000K
resulting from the balance of heating from photoionisation and cooling from processes such
as recombination. It is possible that the variation in size of observed HII regions could be the
result of an evolutionary sequence whereby stars are born in dense clouds, producing small
ultracompact HII regions, and then expand through propagation of their ionisation front and
stellar winds to more extended HII regions.
Figure 2 of (Urquhart et al., 2009) shows more recent VLA 6cm emission observations of
several UCHII regions, while figure 1.1 shows an example image of the Orion Nebula from
HST observations. In this figure, the green colour represents emission from Hα, red NII and
blue OIII. Comparison of these figures illustratee that HII regions vary greatly in shape as a
result of the dynamics and density variations in the parent cloud, and the evolution of the HII
region. Density variations and turbulence in clouds can lead to holes forming in the shells
surrounding the HII regions, allowing photons to escape the dense shell surrounding the HII
region and travel in to the diffuse gas, thus producing extended ionised gas components of the
ISM. How HII regions develop and grow is not fully understood, and with the advent of radia-
tion hydrodynamical methods this is a topic that is now being widely studied (e.g., Bisbas et al.
2015, Klassen et al. 2014, Roth & Kasen 2015, Haworth & Harries 2012, Harries 2015, Salz
et al. 2015, Krumholz, Stone & Gardiner 2007). Chapters 5 and 6 of this thesis therefore in-
vestigate the evolution, dynamics and observations of HII regions in radiation hydrodynamical
simulations.
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1.1. Clouds and HII regions
Figure 1.1: HST image of the Orion Nebula Green and blue show UV and visible wavelengths.
http://imgsrc.hubblesite.org/hu/db/images/hs-2006-01-a-print.jpg
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1.2 The Diffuse Ionised Gas and HII Regions
One of the major components of the ISM is the Diffuse Ionised Gas (DIG), also known as the
Warm Ionised Medium (WIM). A diffuse ionised component of the ISM has been seen in every
star forming galaxy (e.g., Rand 1997, Otte, Gallagher & Reynolds 2002). The diffuse ionised
gas accounts for 59± 19% of the Hα flux in normal star forming galaxies (Oey et al., 2007)
and more than 90% of the total H+ mass (Haffner et al. 2009). The Diffuse Ionised Gas is
characterised by its low average density (n ∼ 0.1cm−3) and warm temperature (T ∼ 104K).
The DIG was historically considered to be confined to HII regions and planetary nebulae, but
observations of synchrotron emission by Hoyle & Ellis (1963a) and the detection of optical
emission lines (Reynolds, Roesler & Scherb, 1974) show that this is not the case. The diffuse
ionised gas in our Galaxy is widespread and varies depending on location; the Perseus Arm DIG
has scale height ∼ 1kpc (Hill et al. 2012b, Haffner, Reynolds & Tufte 1999) while the Scutum-
Centuarus Arm has scale height ∼ 500pc (Hill et al. 2014) and both have a mass density of
approximately one third that of the neutral hydrogen in the Galaxy (Reynolds, 1993).
The DIG is observed primarily in Hα emission, and is characterised by low intensity [OIII]λ5007
and high intensity [NII]λ6583 and [SII]λ6716 emission lines. It is thought that the only source
capable of producing enough photons to ionise the DIG are O stars located within HII regions
and close to the mid plane of the galaxy. Therefore, how photons are able to travel kiloparsecs
in to the gas, and how this affects the structure of the gas are important questions. For O
stars to be the primary source of ionising photons in the gas, ∼ 12% of the ionising photons
from stars must escape from their surrounding HII regions and travel in to the gas (Reynolds,
Haffner & Tufte, 1999). How this is able to happen is not fully understood. Additionally, pho-
toionisation is unable to explain intensities of emission line ratios of [NII]/Hα and [SII]/Hα
in the DIG. There is significant observational and theoretical evidence that variations in these
line ratios are a result of additional heating mechanisms raising the temperature of the gas
beyond what is possible from photoionisation (Haffner, Reynolds & Tufte, 1999). Chapters 3
and 4 therefore investigate the presence of the DIG as well as heating mechanisms, in order
to better understand observations of this gas.
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Figure 1.2: Velocity integrated WHAM northern sky survey.
http://www.astro.wisc.edu/wham/index.html, reproduced with permission.
1.3 Wisconsin Hα Mapper
The Wisconsin Hα Mapper (WHAM) was designed to explore the faint Hα emission from the
DIG. WHAM has a one degree beam size, 12 km s−1 spectral resolution and sensitivity of 0.1R1,
and has been able to produce maps of the DIG in the Galaxy. This survey has shown details
of the structure of the DIG, as well as various emission lines leading to breakthroughs in our
understanding of the physical conditions in the DIG.
Figure 1.2 shows the results of the WHAM northern sky survey. This survey has revealed
structures in the DIG such as filaments, loops and HII regions that were previously unknown.
As well as Hα emission, WHAM has been able to investigate physical conditions in the DIG
through forbidden line emission of [NII], [SII] and [OIII] which, as mentioned above, are
tracers for the temperature of the gas. WHAM has now completed the survey of the northern
sky and is mapping the Southern sky with the aim of creating all sky maps of Hα emission
and selected regions in fainter, forbidden line emission. The current progress as of 2015 in the
Southern Sky survey is shown in figure 1.3.
11R= 10
6
4pi photons s
−1cm−2sr−1
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Figure 1.3: Velocity integrated Hα emission from the WHAM survey. The greyscale image shows data
from the Northern Sky Survey while the coloured section shows observations from the Southern Sky
Survey.http://www.astro.wisc.edu/wham/index.html, reproduced with permission.
1.4 Photoionisation
Since the DIG and HII regions are primarily produced through photoionisation, the basics of
photoionisation and radiation transport will be discussed here. The basic equation of pho-
toionisation equilibrium for a pure Hydrogen gas is, from Osterbrock & Ferland (2006):
n(H0)
∫ ∞
ν0
4piJν
hν
aν(H
0)dν= nenpα(H
0, T ) (1.2)
where Jν is the mean intensity in units of energy per unit time per unit area per unit frequency
per unit solid angle, aν is the photoionisation cross section for photons with energy hν above
threshold frequency ν0 = 13.6eV, the frequency for hydrogen ionisation, n(H0) is the num-
ber density of neutral Hydrogen, ne is the electron density, np is the proton number density
and α(H0, T ) is the recombination coefficient for hydrogen. The integral here represents the
number of photoionisations of neutral hydrogen per unit time, and the right hand side of the
equation gives the number of recombinations per unit volume per unit time. The balance of
these therefore gives the ionisation equilibrium.
The DIG and HII regions are primarily heated through photoionisation of hydrogen and
6
1.4. Photoionisation
helium by photons emitted from O stars with negligible heating from supernovae and other
ionisation sources (McKee & Ostriker 1977). Once in the DIG, photons are able to interact with
hydrogen or helium to cause ionisation. The free electrons are then able to undergo collisions
thereby heating the gas. Finally, electrons undergo recombination and other processes thereby
cooling the gas. The overall temperature of the gas is therefore determined by the balance of
photoionisations and cooling mechanisms in the gas. Heating by photoionisation of hydrogen
is given by:
G(H0) = n(H0)
∫ ∞
ν0
4piJν
hν
h(ν− ν0)aν(H0)dν (1.3)
where the symbols have the same meaning as in equation 1.2 and G(H0) has units of ergs
cm−3 s−1. When the gas is in thermal equilibrium, this can be simplified to:
G(H) = nenpαA(H
0, T )
3
2
kT (1.4)
assuming a Planck function for the mean intensity, where αA is the recombination coefficient
to all levels. This heating is balanced by cooling from mechanisms such as recombination,
free-free radiation and collisionally excited forbidden line emission. Recombination cools the
gas as each electron that recombines to a high energy level cascades through the levels emit-
ting photons as it goes. If the emitted photons have low energy they have sufficiently long
wavelengths such that they are able to escape the gas without undergoing further interac-
tions, assuming an optically thin, dust-free gas. The energy lost through this process is given
by:
LR(H) = nenpkTβA(H
0, T ) (1.5)
where βA is the coefficient for energy loss by recombination to H
0 at temperature T and
LR has units ergs cm
−3 s−1. The cross-section for recombination is proportional to velocity−2
meaning that electrons with the lowest kinetic energy are preferentially captured.
In a hydrogen only gas, the temperature would be determined by a balance between re-
combinations and photoionisation, however radiative losses such as those due to free-free
radiation and collisionally excited line radiation also occur in the DIG. Free-free radiation oc-
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curs when an electron loses energy by emitting a photon as it passes close to an ion. This
results in the emission of a continuous spectrum with energy:
hν=
1
2
mu22 − 12 mu
2
1 (1.6)
where u1 and u2 are the velocities of the ion and electron respectively. The total energy
loss in this process is given by:
L f f = 1.42× 10−27Z2T0.5 g f f nen+ (1.7)
Where Z is the charge of the ion, g f f is the Gaunt factor, ne and n+ are the densities of electrons
and positive ions respectively and L f f has units ergs cm
−3 s−1.
Collisionally excited line radiation is also important in the DIG due to the presence of
coolants such as carbon, sulphur and oxygen. This process occurs when collisions between free
electrons and common ions cause excitations of electrons in low energy levels. If the excited
electron spontaneously decays before another collision occurs, the photon that is emitted has
low enough energy to escape the gas, thereby decreasing the temperature. The collisional
excitation rate is given by:
nen1q12 = nen18.269× 10−6 Γ (1, 2)
ωeT
1/2
e
e−χ/kT (1.8)
where Γ is the velocity averaged collision strength, ω is the statistical weight of the lower
level and q12 is the collisional transition rate from the first to second level. The factor e
−χ/kT
is a result of the assumption that the upper and lower levels of an ion are related by the
Boltzmann equation. The collisional de-excitation rate is given by:
nen1q21 = nen18.269× 10−6 Γ (1, 2)
ωeT
1/2
e
(1.9)
In the case of a low density medium, where every collision produces a photon that is able
to escape the gas, and there is negligible collisional de-excitation, the cooling rate becomes:
Lc = nen1q12hν21 (1.10)
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In the opposite situation, where the density is high enough for collisional de-excitation
to be important, the cooling rate is reduced and a balance between collisional excitation and
de-excitation must be found from:
neN1q12 = neN2q21 + n2A21 (1.11)
where A21 is the Einstein A coefficient for spontaneous emission. Spontaneous emission
becomes important here since excited ions are able to spontaneously decay to lower energy
levels thereby decreasing the possible number of collisional de-excitations. The cooling rate
then becomes:
Lc =
∑
i
ni
∑
j<i
Ai jhνi j (1.12)
The total cooling rate is therefore the sum of the rates from recombination, free-free emis-
sion and collisionally excited line emission.
1.5 Radiation Transfer
In order to study processes such as photoionisation and scattering of photons in a gas, it is
necessary to follow any interactions a photon undergoes. This can be a scattering, an absorp-
tion, or an emission event. Each of these processes alters the intensity of radiation that we are
able to observe and this intensity can be derived from the equation of radiation transport:
dIν
dτν
= −Iν + Sν (1.13)
Where Iν is the intensity, Sν is the source function and is equal to
jν
αν
, where jν is the emission
coefficient and αν is the absorption coefficient. Finally, τν is the optical depth defined by:
dτν = ανds (1.14)
Finding a solution to the equation of radiation transport in an astrophysical context can
be challenging as the source function is often not known, and can include processes such as
scattering. The problem becomes even more complicated when variations in density along a
photon path are considered.
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As well as altering the temperature, radiation impacts the dynamics of the gas in the Galaxy
through radiation pressure on dust and gas when photons are able to transfer their momentum
to the gas through scattering events. Additionally, photoionisation increases the pressure of
the gas through raising the temperature and number density of the gas, which also greatly
impacts the dynamics.
1.6 Aims and Remarks
In this thesis, I will use Monte Carlo radiation transport simulations to study the properties of
the diffuse ionised gas in the Galaxy. In chapter 3 I will compare the results of these simulations
to WHAM observations of the gas. Chapter 4 will focus on the impact of scattering on the
intensity of Hα observed in the diffuse ionised gas. Chapters 5 and 6 focus on a new method
to couple hydrodynamical and Monte Carlo radiation transfer techniques to study the impact
of radiation on the dynamics of HII regions around massive stars.
10
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Monte Carlo Radiation Transfer Methods
Stan Ulam developed the concept for computational Monte Carlo (MC) while playing Solitaire
and attempting to determine the probability of winning the game. He envisaged laying the
game out 100 times, and simply watching to see what number were won. With the advent of
fast computing he was able to achieve this, and with the help of John Von Neumann, saw the
implications for neutron diffusion. The application they envisaged was for exploring neutron
multiplication rates, and predicting the behaviour of explosive fission weapons. Von Neumann
then developed statistical methods to solve the neutron diffusion problem, allowing Nicholas
Metropolis to carry out the first Monte Carlo computation in 1948.
2.1 MC Method
The basic principle of a MC radiation transfer method, as applied to photoionisation, relies
on random sampling to build up a picture of photon (or energy packet) interactions. This is
achieved by randomly sampling from probability distribution functions (PDFs) that represent
the physical processes involved. By using large numbers of photons it is possible to build
11
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up an accurate picture of the PDF and therefore the radiation field. The accuracy of this
method depends on the sampling of the PDF and the number of photons used. The PDF
(P(x)), measures how likely it is that a parameter will have a particular value. The cumulative
distribution function describes how likely it is that a value x is found between the lower limit
a and the upper bound X0
C(X0) =
∫ X0
a
P(x)d x (2.1)
The CDF is therefore the area under the PDF. The PDF can be sampled by selecting a random
number ξ between 0 and 1, and inverting the corresponding CDF. Values are therefore sampled
from the following equation:
ξ=
∫ X0
a P(x)d x∫ b
a P(x)d x
(2.2)
where b is the upper limit of x .
For functions that have an easily inverted PDF, such as optical depth and isotropic direction
cosines, we are able to randomly sample values using the technique described above.
For example, to determine the optical depth a photon is able to travel before an interaction,
the change in intensity along the beam must be considered:
dIν = −Iνnσdl (2.3)
this has solution
Iν(l) = Iν(0)e
−nσl (2.4)
the probability of an interaction occurring over a distance dl is therefore nσdl, and the prob-
ability of travelling the same distance without an interaction is 1− nσdl. The probability of a
photon travelling an optical depth τ before undergoing an interaction is therefore
P(τ) = e−nσx = e−τ (2.5)
where x is the distance travelled. To then fully randomly sample this distribution, random
numbers ξ must be chosen from the cumulative probability distribution, and then inverted to
12
2.1. MC Method
solve for τ
ξ=
∫ τ
0
e−τ′dτ′ (2.6)
which has the solution
ξ= 1− e−τ (2.7)
It is then possible to choose a random number and set this equal to the cumulative distribution
function in order to determine the physical properties of a system. Inverting the CDF then
results in
τ= − ln(1− ξ) (2.8)
from which it is possible to calculate the physical distance a photon travels using the knowl-
edge that τ = nσx where n is the number density of the material, σ is the absorption coeffi-
cient and x is the distance travelled in a medium where density is constant.
It is not alway possible to invert the PDF of a function. In such cases, it is possible to use the
“rejection method”. This method involves choosing random numbers in the range x = [a, b]
and y = [0, Pmax], where Pmax is the maximum value the PDF can take. The value of the PDF
at x is then calculated and if y < P(x) the values are accepted, and if y > P(x) the values
are rejected and new values of x and y are chosen. Although this method will always work to
sample a PDF, it may not always be efficient. The efficiency of the method is dependent on the
area below the PDF; if this is a small area, this technique can be very inefficient.
2.1.1 Random Numbers
The Monte Carlo technique relies on being able to generate large amounts of random numbers.
Using a reliable random number generator is therefore very important. Generally, one wants
to produce random numbers in the range [0, 1) and therefore the ran2 (Press et al., 1992) in
FORTRAN 77 is used throughout this work. Computers do not produce true random numbers,
rather they produce pseudo random numbers based on a sequence. The ran2 routine used
for this work is able to produce a set of random numbers that repeats over a very long period
and passes statistical tests for randomness, and is therefore suitable for the problems investi-
gated here. The sequence of pseudo random numbers produced using this function relies on
the choice of random seed, which is stored by the random number generator. One seed will
13
Chapter 2. Monte Carlo Radiation Transfer Methods
produce the same set of random numbers on any machine and for every run of the simulation.
Because of this, where a parallel version of the code is used, it is necessary to generate differ-
ent random seeds for each processor to allow each to produce independent random sequences.
No account is taken for the possibility of overlapping sequences, instead the parallel code is
tested against the serial code for variations that could result from a lack of randomness.
2.2 Radiation transfer
To calculate the temperature and ionisation structure of a system, as well as the distribution
of scattered light, it is necessary to follow the propagation of photons. In order to achieve this
Monte Carlo techniques are employed for photon transport and are described below.
2.3 Photoionisation
In order to calculate the temperature and ionisation of a gas, the Monte Carlo code described
by Wood, Mathis & Ercolano (2004) is employed. This method uses the concept of a Monte
Carlo “photon” which either contains a set number of photons or has a set energy. In this case
each photon packet has a fixed number of photons and the energy in that packet is allowed
to vary. The code then propagates these photons from their source of emission through any
interactions with matter to their eventual absorption and exit from the simulation.
In this case a photon packet may undergo the following processes on its journey as shown
in figure 2.1.:
1. Emission from source
2. Absorption by H or He
3. Re-emission from absorption location as ionising (E > 13.6 eV) or non-ionising (E <
13.6 eV)
4. Exit the simulation by either reaching the edge of the simulation box or absorption with-
out re-emission, or emission as a non-ionising photon for which it is assumed that τ < 1
such that the photon is able to escape.
14
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Figure 2.1: Illustration of possible interactions a photon may undergo. They may either be absorbed
and re-emitted at different wavelengths (different coloured lines) or escape the region altogether with-
out interacting with the gas.
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2.3.1 Emission
To begin the simulation a number of ionising photons are released from a source location. The
location and distribution of sources is able to vary depending on the physical problem being
tackled. In the simulations described in chapters 3 and 4, photons are emitted from point
sources that represent HII regions in the Galaxy. These point sources are treated as unresolved
HII regions and therefore the emission can be assumed to be isotropic. In chapters 5 and
6, photons are emitted from point source locations representing individual stars. Since the
number of photons emitted from each source and the ionising luminosity of each source can
be determined, this method allows complex source geometries to be treated, including the
use of non-point-like sources. The Monte Carlo method allows for many different directions
of photon propagation. For example it is possible to emit photons from the surface of a well
resolved star, or from plane parallel geometries. In the case of unresolved sources, photons can
be emitted isotropically from the source location, if the source is a source of isotropic emission.
To determine the frequency of a newly emitted photon, the frequency is sampled from a
PDF appropriate to the source spectrum. The source may be a stellar spectrum or a black body,
although other source spectra can be easily included. For some photoionisation problems it
is possible to work with just one frequency for source photon emission in order to speed up
the simulations. Once a frequency has been chosen, the photoionisation cross-sections are
calculated from fitting formulae from Verner & Yakovlev (1995) and Verner et al. (1996). This
will be discussed further below.
2.3.2 Propagation
Once a photon has been emitted from its source location, its propagation is determined by the
optical properties of the surrounding material. Many of these properties, such as the opacity,
and in the case of scattering, albedo, are wavelength dependent and are therefore determined
by the initial photon frequency. The opacity of the material at the photon frequency ultimately
determines the distance the photon is able to travel before an interaction since this, with
density, determines the optical depth. In order to propagate a photon, a random optical depth
is chosen as described above. In simple problems this can then be used to determine the
physical distance travelled. However many cases require integration along the photon’s path
to find the total distance travelled. The method used here employs a grid based system that
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assigns a uniform density to each cell in the grid.
From the emission location of a photon, a random optical depth is chosen (eq 2.1). The
distance the photon will then travel through neutral hydrogen and helium depends on the
photon frequency and the density in each cell:
τν =
∫ S
0
[n(H0)aν(H
0) + n(He0)aν(He
0)]ds (2.9)
The path is then integrated along until distance S is reached. In order to do this, the
physical distance to each cell wall is the calculated along with the associated optical depth.
If the optical depth to the cell wall is smaller than the randomly chosen optical depth, the
optical depth travelled so far is stored. This is illustrated in figure 2.2. The total optical depth
the photon travels is then calculated from κν
∑
i ρi x i = τi where i indicates cell number.
This process continues until the photon has travelled a larger optical depth than the randomly
chosen optical depth. At this point, the photon path is traced back and the distance into the
last cell that the photon will have travelled before interaction is calculated using
s = (random(τ)−τrun)/nσ (2.10)
where τrun is the optical depth travelled by the photon to reach the current location, as
shown in figure 2.2.
2.3.3 Absorption and Re-emission
Once the position associated with an interaction has been found, whether the photon will be
absorbed by H0 or He0 must be decided. A photon packet will be absorbed by H0 if a random
number ξ satisfies the following condition:
ξ≤ n(H
0)aν(H0)
n(H0)aν(H0) + n(He0)aν(He0)
(2.11)
If the photon is absorbed by hydrogen, it will either be re-emitted as a Lyman continuum
photon or it will be terminated. If the photon is absorbed by helium, there are four possible
re-emission channels which will be discussed below.
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s1,τ1
τrun= τ1<τrand
s2,τ2s1,τ1
τrun= τ1+τ2<τrand
s2,τ2s1,τ1
s3,τ3
τrun= τ1+τ2+τ3>τrand
s2,τ2s1,τ1
s3,τ3
s = (τrand-τrun)/nσ
Figure 2.2: Illustration of photon propagation. Initially a random optical depth is selected τrand and a
photon emitted from a source location. The distance and optical depth to the nearest cell wall is then
calculated and if this optical depth is smaller than the random optical depth, then the photon continues
to propagate. The optical depth to the next nearest cell wall is then calculated, and the total optical
depth travelled summed. If this is less than τrand , propagation continues. If the total optical depth the
photon travels exceeds the random value, the final location of the photon is chosen and the absorption
or scattering event calculated.
18
2.3. Photoionisation
Hydrogen
If a photon is absorbed by neutral hydrogen, it will either be re-emitted as a Lyman continuum
photon or it will be terminated. The probability that a photon will be emitted as a Lyman
continuum photon is determined by comparing the recombination coefficient to the ground
level of hydrogen to the recombination coefficient to all levels. If a random number is less
than this ratio, the photon will be re-emitted as a Lyman continuum photon with frequency
sampled from pre-tabulated frequencies from the Saha-Milne emissivity and these photons are
then propagated through the simulation to their next interaction as “diffuse” photons.
Helium
Absorption by helium can result in either recombination and possible radiative cascades to the
21S, 23S, 21P levels, or recombination to the ground level 11S. Recombination rates for Helium
are taken from table 1 of Benjamin, Skillman & Smits (1999). Recombinations to the ground
level leads to Helium I Lyman continuum emission with hν > 24.6eV. The probability of this is
calculated by comparing the recombination coefficients for the ground and all levels, similar
to the approach for hydrogen. The transition from 23S to 11S results in emission of a photon
packet with energy 19.8 eV. Recombinations to 21S result in the emission of a photon from
the He I two photon continuum resulting in the further emission of two photons with lower
energies. Finally, recombinations or cascades to 21P result in emission of a Helium I Lyman
alpha photon with energy 21.2 eV which is absorbed on the spot due to the small probability
of downward transitions. Each of these processes results in the emission of a photon that is
able to ionise hydrogen and therefore can contribute to the heating of the gas.
Re-emission
Once a photon has been absorbed, its frequency of re-emission is chosen from either the Saha-
Milne equation for hydrogen or is determined by the level to which the absorption occurs for
helium. The photon is then re-emitted in to a new random direction and allowed to propagate
through the grid until the location of next interaction is reached and the photon is either
absorbed or terminated.
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2.3.4 Calculation of Mean intensity and photoionisation integrals
To speed up the computation of the mean intensity and heating integrals, an estimator intro-
duced by Lucy (1999) is used. Here, rather than only calculating the contribution to the mean
intensity of a cell if the photon is absorbed, the estimator:
Jνdν=
1
4pi
1
∆t
ε0
V
∑
i
li (2.12)
is used, where ε0 is the energy of each photon, ∆t is the time step of the simulation, V is the
cell volume and li is the path length of a photon through a cell. This is derived from the energy
density:
uνdν=
4piJν
c
dν (2.13)
where the energy density transferred to the material in a particular cell by a photon passing
through the simulation grid is
uνdν=
ε0
V
∑
d t i
∆t
(2.14)
where V is the cell volume, d t i is the time the photon spends in a cell, ε is the photon energy
and ∆t is the simulation time. Using the previous two equations it is possible to find that:
4piJν
c
dν= ε0
∑
d t i
∆t
(2.15)
noting that the time a photon spends in a given cell is the distance the photon travels
through the cell li divided by the speed of light c, and that the energy of a photon packet in
the Monte Carlo simulation is given by
ε0 =
Q
N
hν∆t (2.16)
where Q is the ionising luminosity, N is the number of photon packets and hν is the energy
of the photon. It can then be found that:
Jνdν=
1
4pi
1
∆t
ε0
V
∑
i
li (2.17)
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The general photoionisation equation is:
n(X+i)
∫ ∞
νi
4piJν
hν
aν(X
+i)dν= n(X+i+1)neα(X
+i , Te) (2.18)
where n(X+i) and n(X+i+1) are number densities of successive stages of ionisation, ν is the
threshold for photoionisation from X+i , ne is the electron number density, α is the recombi-
nation coefficient and aν is the ionisation cross section for X
i . Using the estimator above this
equation becomes:
I PX+i =
∫ ∞
νi
4piJν
hν
aν(X
+i)dν=
Q
N∆V
∑
laν(X
+i) (2.19)
Where Q is the ionising luminosity of the source in s−1 which is divided in to N packets and
the sum is over all path lengths through volume ∆V .
In the most simple approximation, where only heating from photoionisation of hydrogen
is considered, the heating integral is then given by:
G(H0) = n(H0)
∫ ∞
νi
4piJν
hν
aν(H
0)h(ν− νH0)dν (2.20)
Similarly to the integrals for photoionisation, an estimator can be used to find:
G(H0) = n(H0)
Q
N∆V
∑
laν(H
0)(hν− hνH0) (2.21)
and similar estimators are used for helium. Using these estimators, every photon that travels
through a cell will contribute to the heating and mean intensity in that cell, weighted by cross-
section. In chapter 3 additional heating mechanisms are included through the addition of an
extra heating term. This is discussed further in chapter 3.
2.3.5 Temperature and ionisation structure determination
The temperature is determined by the abundance of coolant ions, and the ionic abundances are
determined by the temperature. Since the cross sections for absorption and photoionisation
are temperature dependent, it is therefore necessary to iterate to find the correct ionisation
and temperature structures. In order to do this, the ionic abundances and cooling rates are
calculated at temperatures slightly above and below the calculated temperature of the gas from
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the previous iteration until the gains and losses become equal and the gas is in temperature
and ionisation equilibrium. Initially all cells are assumed to be ionised, such that the photons
see little opacity and can travel easily through the simulation box. The neutral fraction then
increases to the equilibrium value. This method is used since it allows for faster convergence
of the neutral and ionised gas fractions.
In order to determine the temperature and ionisation, and therefore the heating and cool-
ing rates, the location of the neutral hydrogen and helium is found based on the balance of
photoionisation and recombinations. The consequent heating rates are calculated using equa-
tion 2.12 and estimators 2.16.
To determine the ionic abundances of coolants such as C+2, N+2, S+2, the photoionisation
and recombinations are balanced and charge exchange included for C, N, S, Ne, O. These ionic
abundances are then used to calculate the cooling that results from recombinations, free-free
processes and the radiative decay of collisionally excited line radiation (see equations 1.4, 1.6,
1.11). Collisional excitations of the lowest five levels of N0, N+, O0, O+, O+2, Ne+2, S+, S+2 and
two levels of N+2 are considered with Einstein A coefficients and collision strengths taken from
Pradhan (1995). Once these heating and cooling rates have been balanced, the final neutral
fractions of hydrogen and helium are calculated by balancing the number of photoionisations
and recombinations. Using the estimators described in the previous section, the contribution
to the total cooling rate of each emission line are summed through the simulations grid, along
with the hydrogen and helium heating contributions. At the end of the simulation, it is there-
fore possible to calculate the ionic abundances of each ion using the mean intensity integral
estimators and the atomic abundances in each cell.
Finally the emitted spectra can be calculated. The emission lines of ions of H, He, C, N, O,
Ne and S are considered here, and it is assumed that all line radiation escapes the simulation,
therefore there is no line radiation transport. To achieve this, the emissivity is calculated
for the temperature in each cell. The detailed balance is then calculated based on the level
populations for each ion determined by counting the number of recombinations to each level,
radiative decays in to each level and radiative decays out of each level as well as collisional
excitations out of the level. The detailed balance is determined using:
npneαnL(T ) +
∞∑
n′>n
∑
L′=L±1
nn′ L′An′ L′ ,nL =
n−1∑
n′′=0
∑
L′′=L±1
nnLAn′ L′ ,nL (2.22)
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In order to determine the number of these decays the Einstein A coefficients are used to
calculate the total number of downward transitions and therefore the emissivity of each line.
The emissivity of the hydrogen and helium lines are calculated from tabulated values from
fitting formulae based on the number of recombinations to each level (Osterbrock & Ferland,
2006).
2.4 Convergence
In order to solve the radiation transport equation using this method, it is necessary to iter-
ate to determine the radiation field and ionisation structure since the propagation of ionising
radiation is determined by the ionisation structure, which is in turn determined by the radi-
ation field. This is achieved by first calculating the propagation of ionising radiation through
the simulation grid and determining the ionisation and temperature structure from this. This
structure is then used in the next iteration to determine the propagation of ionising radia-
tion, and the temperature and ionisation structures calculated again. This is continued until
it is judged that the structures have converged. There is no convergence criterion included
in this method, instead the temperature and ionisation structures are compared at the end of
each iteration, and if the structures remain unchanged, the simulation is judged to have con-
verged and is halted. The convergence and noise often depend on the number of Monte Carlo
photons introduced to the simulation. In order to test the effect of varying photon number,
simulations with different numbers of Monte Carlo photons are tested, and the photon number
that produces the most accurate simulation is chosen.
2.4.1 Charge exchange
Due to the abundance of neutral hydrogen at the outer boundary of radiation bounded nebu-
lae, charge exchange becomes an important component in determining photoionisation equi-
librium. This generally occurs between light elements that have similar ionisation potentials
to hydrogen (O0, O+ and N+2) and those that have an attractive polarisation force with H+
resulting in a large cross section for ionisation. For example, the charge exchange reaction
between O0 and H+ is given by:
O0(2p43P) + H+→ O+(2p34s0) + H0(1s2S) (2.23)
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The reaction rate per unit volume is given by noneδ(T ) where no is the density of oxygen ions,
ne is the density of electrons and δ is a function of the ionisation cross-section and velocity of
the centre of mass of the OH+ system. In this case, the cross-section for charge exchange and
reaction rates are taken from Kingdon & Ferland (1996).
2.5 Scattering
In addition to absorption by gas, photons can be scattered by dust and other particles. In order
to investigate dust scattering in the ISM the code developed by Wood & Reynolds (1999a) is
used. This method is somewhat simpler than that needed for studying photoionisation since it
is assumed that the energy of the photon packet remains constant throughout the simulation
and only the direction of travel is changed. Similar to the photoionisation simulations, this
technique utilises Monte Carlo photon packets which contain a set number of photons and this
does not change throughout the simulation.
After a scattering event has occurred, a new direction of photon travel is determined by
the properties of the material and the initial direction of travel. For example, a photon may be
isotropically scattered, in which case the new direction can be randomly chosen in the same
way its initial direction of travel was picked. However, this is rarely the case in astrophysical
gases where the Henyey-Greenstein phase function (Henyey & Greenstein, 1941) can be used
to describe the angular distribution of scattered radiation:
p(θ ) =
1
4pi
1− g2
(1+ g2 − 2gcos(θ ))3/2 (2.24)
where the parameter g determines the behaviour of the function. If g = 0, photons are scat-
tered equally forwards and backwards, while g > 0 and g < 0 refer to forward and back
scattering respectively. Figure 2.3 gives a representation of the scattering phase function with
different g values.
In order to ensure that all photons contribute to the simulation, a “forced first scattering”
routine is used. In this approximation, the optical depth to the edge of the grid, τ1 is calculated
and a photon is forced to undergo an interaction at a randomly chosen optical depth τ < τ1
found using:
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ζ=
∫ τ
0 e
−ζdζ∫ τ1
0 e
−ζdζ
(2.25)
which can be inverted to find:
τ= − ln(1− ζ(1− eτ1)) (2.26)
The motivation for this is that each Monte Carlo photon represents a number of real pho-
tons, some of which may scatter in the simulation. Since it is unphysical for every Monte Carlo
photon to contribute to the scattering, each photon is weighted by a factor of eτ1 such that
a fraction 1 − e−τ1 will contribute to the scattering while the remaining weight eτ1 can be
projected onto the image bins.
In order to bin the photons in an image a “peel-off” technique described by Yusef-Zadeh,
Morris & White (1984) is used. Figure 2.4 shows an illustration of this technique. At each
interaction the probability of the photon being scattered towards the observer is calculated and
the photon energy, weighted by this probability, is projected on to the pixels. The probability
is given by:
Wscat t = a
N (1− eτ1)e−τ2 P(θ )/d22 (2.27)
where N is the number of scatterings a photon has undergone up to its current location, τ1 is
the initial optical depth to the edge of the box, while d2 is the physical distance to the observer
from its location of introduction. Finally P(θ ) is the scattering phase function. Combined with
forced-first scattering, this technique allows for efficient computation of images in regions of
low optical depth.
2.6 Two frequency Photoionisation code
Chapters 5 and 6 are concerned with developing a radiation-hydrodynamical code by combin-
ing a Monte Carlo radiation transport code with a Godunov hydrodynamical scheme. In order
to do this it is important that the time-intensive Monte Carlo code can run fast enough to make
such a method practical. For efficiency it is possible to parallelise the code described above, or
to use a simplified version. In this case a simplified code has been used that accounts for only
hydrogen photoionisation. This code was developed by Wood & Loeb (2000).
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g<0 g>0g=0
Figure 2.3: Diagram showing different phase functions, the value of g represents the probability of
photons being scattered in to a particular direction.
Figure 2.4: Illustration of the “peeling off” technique. Black arrows indicate the direction of photon
travel while blue and red lines indicate photons being “peeled off” towards an observer in two locations.
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In this approximation, the photoionisation problem is reduced to a problem containing
only two frequencies of photon. This allows photons to be either “diffuse” or “direct”. Direct
photons are those that are emitted from the source of ionising radiation while diffuse photons
are those that result from absorption and re-emission of direct photons.
Once a direct photon is emitted, it is followed to the location of its absorption in a similar
manner to that described in section 2.3.2. In the case of zero dust, the opacity seen by each
direct photon is nH0σ where σ is frequency averaged ionisation cross section. Following the
absorption of the direct photon, it will be re-emitted as either an ionising photon (E > 13.6
eV) or a non-ionising photon (E < 13.6eV). The cross section for interaction for the diffuse
photons is set to be close to that for hydrogen, σ = 6.3×10−18 (Osterbrock & Ferland, 2006).
Once an ionisation has occurred, the recombination rate to all levels is given by αA and to
excited levels is αB. The probability of a photon being emitted as an ionising photon is then
α1/αA, since only recombinations to the ground state result in emission of an ionising photon.
This is the fraction of photons recombining to the ground level, α1, compared to all possible
recombinations. The probability of a photon being emitted as non-ionising is then the ratio of
recombinations to all excited levels and recombinations to all possible levels, αB/αA.
Similar to section 2.3, the methods of Lucy (1999) are used to calculate the mean intensity
integral. ∫ ∞
ν0
4piJν
hν
σνdν=
Q
NV
∑
lσ (2.28)
when this is combined with the photoionisation equation:
nH0
∫ ∞
ν0
4piJν
hν
σνdν= αanenp (2.29)
this can be used to find the abundance of neutral hydrogen in the simulation:
nH0
Q
NV
∑
lσ = αanenp (2.30)
the neutral fraction f =
nH0
ntot
can be found by solving the resulting quadratic equation.
f = 1+
Q
2NV
1
ntotαA
∑
lσ

1+
√√
1+
NV ntotαA
Q
∑
lσ

(2.31)
This calculation is then repeated until the neutral fraction converges. The work in chapters 5
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and 6 focusses on the temperature of the gas, rather than the ionisation fraction. It is therefore
assumed that the gas has one temperature if it is ionised (∼ 8000K), and another if it is neutral
(∼ 500K).
The algorithms described here are used for the work in the remaining chapters of this
thesis, with the full ionisation code used in chapter 3, scattered light in chapter 4 and the
simplified photoionisation method used in chapters 5 and 6.
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Photoionisation of MHD simulations of the DIG
THIS CHAPTER IS BASED ON BARNES, WOOD, HILL AND HAFFNER, MNRAS, 440, 3027, 2014
3.1 The DIG
The interstellar medium of the Galaxy is observed to exist in several different components,
ranging from molecular clouds at the smallest, most dense scales to the hot ionised medium
(HIM) at its largest and most diffuse. The focus of this chapter will be the Diffuse Ionised Gas
(DIG, also known as the Warm Ionised Medium, WIM). The DIG is a pervasive component of
the ISM in our Galaxy and is observed along all sightlines. The DIG was first recognised as
a component of the ISM by Hoyle & Ellis (1963b) following observations from Reber & Ellis
(1956). Following this, Hα observations from Reynolds, Scherb & Roesler (1973) showed
that the DIG is present along all sightlines within 25◦ of the galactic plane and this emission
is associated with lower density gas than that found in HII regions. These observations also
allowed estimates of the density and temperature of the gas. It is thought this component has
density ∼ 0.1 cm−1, temperatures of approximately ∼ 104 K, scale height of 0.5−1.5 kpc and
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consists of ionised hydrogen and helium (Hausen et al. 2002, Savage & Wakker 2009, Haffner,
Reynolds & Tufte 1999, Gaensler et al. 2008). 70% of the ionised Hydrogen in the Galaxy is
is located above |z| > 300pc while half is at |z| > 600pc, more ionised hydrogen (∼ 90%,
Reynolds 1993) is present in the DIG than in HII regions.
3.1.1 Observing the DIG
Although the DIG was first detected at radio frequencies (Hoyle & Ellis, 1963a), much of our
knowledge of its properties come from observations of optical emission lines (see review by
Haffner et al. 2009). The largest and most complete optical study of the DIG is currently
being undertaken by the Wisconsin Hα Mapper (WHAM) Survey. As well as mapping Hα
emission, WHAM has conducted wide area surveys of optical emission lines including Hβ ,
[N II] λ6584Å and [S II] λ6716Å (Haffner, Reynolds & Tufte 1999, Madsen & Reynolds 2005,
Madsen, Reynolds & Haffner 2006), and targeted observations of [O I] λ6300Å (Reynolds
et al. 1998, Hausen et al. 2002) and [O III] λ5007Å (Madsen & Reynolds, 2005). WHAM
has completed maps of the complete northern sky in Hα and is now mapping the Southern
sky with the aim of completing the full sky survey in Hα emission, and selected regions in
fainter, forbidden line emission. WHAM has been able to investigate physical conditions in
the DIG through forbidden line emission from [NII], [SII] and [OIII] which are tracers for the
temperature of the gas. The aim of this chapter is to model this gas in order to explain the
physical conditions revealed by this survey.
This chapter focuses on WHAM observations and models of the Perseus Arm of our Galaxy
and a close-by inter-arm region. The gas associated with the Perseus Arm is taken to be in
the velocity range −75km s−1 < Vlsr < −45 km s−1 and Galactic coordinate range l = 125◦ to
156◦ and b = −6◦ to −35◦. There is some uncertainty as to the velocity of Hα associated with
the Perseus Arm with other authors taking the arm to be in the range −50km s−1 < Vlsr < −30
km s−1 (Haffner, Reynolds & Tufte, 1999). The inter-arm region used here is in the solar
neighbourhood and lies in the velocity range −15 kms−1 < Vlsr < 15km s−1 and Galactic
coordinate range l = 120◦ to 160◦ and b = −30◦ to 30◦ (Madsen, Reynolds & Haffner 2006).
These regions were observed as part of the WHAM Northern Sky Survey and are seen clearly in
Hα emission (Madsen, Reynolds & Haffner, 2006). In addition to Hα, maps of these regions in
[N II] λ6584Å and [S II] λ6716Å lines provide information on the temperature and ionisation
state of the gas up to 2 kpc above the midplane of the Galaxy (Haffner, Reynolds & Tufte 1999,
30
3.1. The DIG
Madsen, Reynolds & Haffner 2006, Madsen & Reynolds 2005). Observations of Hα emission
in the Perseus Arm show that that gas has a scale height ∼ 1 kpc.
3.1.2 Emission Lines
Although the DIG is observed largely in Hα emission, it is also characterised by forbidden line
emission of [S II]λ6716, [N II]λ6583 and low intensity [O III]λ5007 as well as several other
emission lines that are useful probes of the temperature and density of the gas. In particular,
Haffner, Reynolds & Tufte (1999) used WHAM observations of the line ratios of [N II]/Hα and
[S II]/Hα, shown in figure 3.1, to determine the temperature of the gas. This is possible as
variations in these ratios indicate variations in temperature, since for the [N II]/Hα intensity
ratio:
I6583
IHα
= 1.63× 105

H+
H
−1N
H

N+
N

T0.4264 e
−2.18/T4 (3.1)
Where T4 =
T
10000K ,
 N
H

is the relative abundance of Nitrogen to Hydrogen,

H+
H

and

N+
N

are
the singly ionised fractions of hydrogen and nitrogen respectively, it is worth noting that N++
is also found in the DIG, although not accounted for in equation 3.1. For the DIG, the relative
abundance of nitrogen is known, and can be taken as 6.5×10−5 (an average of the values found
by Jenkins 2009 and Simpson et al. 2004). Due to the similar ionisation potentials of nitrogen
and hydrogen, it can be assumed that N+/N ≈ H+/H so the ionisation fractions cancel in this
equation. This leaves the temperature dependence as the only unknown quantity, therefore
allowing for an estimation of the temperature of the gas.
Figure 3.1 shows that both [N II]/Hα and [S II]/Hα increase with distance from the mid
plane of the Galaxy, suggesting a corresponding increase in temperature. This is contrary to
what is seen in pure photoionisation models of the DIG (e.g. Domgoergen & Dettmar 1997
Reynolds, Haffner & Tufte 1999, Greenawalt, Walterbos & Braun 1997, Martin 1997).Since
heating by photoionisation is dependent on the density squared (see equation 1.4), one would
expect the heating that results from this process to decrease as distance from the midplane
increases, and density of the gas decreases. Photoionisation only models, such as those of
NGC891 (Rand, 1998) are only able to account for the variation in line ratio if a hard stel-
lar spectrum, with additional hardening above the midplane are used. While the radiation is
expected to harden as it travels through the gas, an initially hard stellar spectrum would not
be able to reproduce observations of the He I recombination line (Rand 1998, Rand 1997).
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Figure 3.1: Emission line ratios of [N II]/Hα, [S II]/Hα and [N II]/[S II] plotted against galactic latitude
(b). Upper panel shows velocity integrated line ratios over the velocity range vlsr = −25 to 100 km
s−1, corresponding to local emission ratios, the bottom panel shows the line ratios in the velocity range
vlsr = −100 to −25 km s−1. Reproduced with permission (Haffner, Reynolds & Tufte, 1999).
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Further, while such models can produce an increase in [N II]/Hα and [S II]/Hα, they fail to
produce the observed [S II]/[N II] ratio, which remains constant. As stated above, it is neces-
sary to harden the stellar spectrum to increase the line ratios above the midplane. However,
due to the different ionisation potentials of S and N, this results in larger changes in ionic sul-
phur abundances and therefore the [S II]/[N II] ratio cannot be maintained (Golla, Dettmar
& Domgoergen 1996, Rand 1998).
It is therefore necessary for an additional heating mechanism to be present in the gas
that dominates over photoionisation heating in low density gas. In order for a heat source to
dominate over photoionisation in regions of low density, it must have a shallower dependence
on density than photoionisation. There are many suggestions of what such a heating source
could be, including photoelectric heating from dust grains, magnetic reconnection (Reynolds,
Haffner & Tufte 1999) or heating from the interactions between magnetic fields and cosmic
rays (Wiener, Zweibel & Oh 2013).
3.1.3 Previous Simulations of the DIG
Photoionisation simulations of a smooth ISM are able to reproduce some of the observed prop-
erties of the DIG (e.g., Wood & Mathis 2004, Miller & Cox 1993). However, to allow ionising
photons from midplane OB stars to propagate to large distances, these models require the ver-
tical column density of hydrogen to be lower than that inferred from HI 21 cm observations of
the Galaxy. Photoionisation simulations of a clumpy or fractal density structure show that the
introduction of lower density paths in a three dimensional (3D) ISM allow photons to travel to
large heights above the midplane (see for example figure 16 of Haffner et al. 2009). The most
likely source of such clumping is turbulence (e.g., Armstrong, Rickett & Spangler 1995, Hill
et al. 2008, Chepurnov & Lazarian 2010, Burkhart, Lazarian & Gaensler 2012) which could
be driven by supernovae (e.g., Mac Low & Klessen 2004, de Avillez 2000, Armstrong, Rickett
& Spangler 1995). Wood et al. (2010) demonstrated that in a 3D supernova-driven, turbu-
lent medium, ionising photons are indeed able to propagate to large distances and produce
the DIG. However, the distribution of emission measure in these simulations is wider than ob-
served in the Galaxy. The discrepancy appears to be due to too wide a variation of density
with height, requiring a mechanism to smooth out the density variations in the dynamical
simulations. One possible smoothing mechanism is pressure from magnetic fields, as such,
magneto-hydrodynamical simulations are the focus of this chapter.
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When ionised by O stars, the MHD simulations presented here naturally produce a verti-
cally extended ionised component and a compact neutral layer of gas, in qualitative agreement
with observations. However the Hα intensity from the ionised layer has a smaller scale height
than observed in the Galaxy (figure 3.2). To better reproduce Hα observations in the Galaxy a
3D fractal model ISM has been created. This provides an estimate for the density structure and
column densities for future MHD simulations. The distance travelled by ionising photons in
the ISM is investigated and it is found that the majority of photons travel only short distances
and only a small fraction need to travel kiloparsec distances to ionise the DIG.
The outline of the chapter is as follows: The MHD and Monte Carlo photoionisation codes
are briefly described in section 3.2, the results of the simulations are presented in section 3.3
and are compared with observations of the DIG in the Galaxy. In section 3.4 the results of
photoionisation models of a 3D fractal ISM are described. In section 3.5 the distances photons
are able to travel through the ISM to create the DIG. Finally, conclusions are presented in
section 3.6.
3.2 Models
3.2.1 Magnetohydrodynamic Simulations
In order to investigate line ratios and Hα intensity distribution in the DIG, snapshots of a 3D
density structure from turbulent, supernova driven MHD simulations of the ISM (Hill et al.,
2012a) are used. These simulations use FLASH v2.5 (Fryxell et al., 2000) and are based on
those of Joung & Mac Low (2006) and Joung, Mac Low & Bryan (2009).
The density grid used here is from the magnetised “bx50hr" simulation described by Hill
et al. (2012b) which employs an adaptive mesh grid with maximum resolution of 2 pc near the
midplane and lower resolution at |z|¦ 50−300pc. The “bx50hr” model has an initial uniform
horizontal magnetic field of 6.5µG in the midplane which approaches a value of 5−6µG (see
review by Kulsrud & Zweibel 2008). The full simulation grid is 1 kpc × 1 kpc × 40 kpc, with
the midplane situated at the centre of the box.
The MHD simulations use a modified version of the Kuijken & Gilmore (1989) gravita-
tional potential which includes a stellar disk, spherical dark matter halo, and a Navarro, Frenk
& White (1996) profile above |z| = 8 kpc. Supernova explosions drive turbulence and struc-
ture in the ISM, while heating and cooling establish a multiphase, vertically stratified ISM.
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The supernovae are set off at approximately the Galactic supernova rate used by Joung, Mac
Low & Bryan (2009): Type Ia= 6.58 Myr−1kpc−2, core collapse= 27.4 Myr−1kpc−2. Three
fifths of the core collapse supernovae are clustered spatially and temporally to simulate super
bubbles, though supernova positions and times are determined without knowledge of the gas
distribution. For the photoionisation simulation, a snapshot at t = 316 Myr is considered.
The MHD simulations include a diffuse heating term representing photoelectric heating by
dust grains (Wolfire et al., 1995). They also contain heating terms from supernova explosions
and stellar winds. Photoionisation is not considered and therefore heating by this mechanism
is not included. Radiative cooling is incorporated as appropriate for an optically thin, solar
metallicity plasma in collisional ionisation equilibrium. Since these simulations do not include
photoionisation, they are unable to distinguish between the warm ionised and neutral medium.
Figure 3.2 shows the horizontally averaged density from the MHD simulation as a function
of height (z). A Dickey-Lockman distribution for neutral hydrogen in the Galaxy (Dickey &
Lockman, 1990) is also shown:
n(z) = 0.4e−(|z|/h1)2/2 + 0.11e−(|z|/h2)2/2 + 0.06e−|z|/h3 (3.2)
where the height z is measured in pc and the number densities are cm−3 with h1 = 90 pc, h2 =
225 pc, h3 = 400 pc. Also shown is a Dickey-Lockman plus vertically extended component, as
required to match the observed Hα in the Galaxy (Reynolds, Haffner & Tufte 1999). Although
the average vertical column density for the MHD models (5.1×1024cm−2) is similar to that of
the Dickey-Lockman distribution (4.7×1024cm−2), the MHD density is more centrally peaked
and is considerably lower at large |z|. As will be discussed in section 3.3, the MHD density
structure affects the scale height of Hα emission, temperature, and the line ratios [NII]/Hα
and [SII]/Hα from the photoionisation models.
3.2.2 Photoionisation Models
In order to determine how ionising photons propagate and ionise the DIG the three dimen-
sional Monte-Carlo photoionisation code described in section 2.3 is used.
Previous studies (e.g.,Wood et al. 2010) indicate that the impact of dust on photoionisation
in the low density DIG is minimal and has therefore been neglected. The adopted elemental
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Figure 3.2: Mean density (solid line) from MHD simulations, Dickey-Lockman density (dot-dash line)
and Dickey-Lockman plus vertically extended gas component (dashed line). The MHD simulation has
densities ≈ 100 times lower at |z| = 2kpc and is much more sharply peaked than the average density
structure required to produce the observed scale height of Hα in the Galaxy.
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abundances are as follows and are appropriate for the diffuse ISM: He/H= 0.1, C/H= 1.4×
10−4, N/H= 6.5× 10−5, O/H= 4.3× 10−4, Ne/H= 1.17× 10−4, and S/H= 1.4× 10−5. The
O/H and N/H abundances are averages from Jenkins (2009) and Simpson et al. (2004), S/H
is taken from Daflon et al. (2009), He/H and Ne/H are from Mathis (2000).
In order to investigate the DIG, a section of the MHD simulation extending ± 2 kpc from
the midplane, a region large enough to include the DIG, was selected. Since these simulations
were run on a desktop computer, memory restrictions require the density grid to be rebinned
and the resolution decreased to 15.6 pc per grid cell. Higher spatial resolution simulations
were explored by taking smaller subsections of the grid. The resulting local ionisation and
temperature structures are unchanged at the 5% level compared to the lower resolution runs.
Due to the resolution of these simulations, it is impossible to study the small scale ionisation
structure of individual HII regions. It is therefore necessary to think of the sources of radiation
as “leaky HII” regions (e.g.Zurita, Rozas & Beckman 2000, Zurita et al. 2002).
24 sources are randomly placed around the midplane of the simulation box, following
the study by Garmany, Conti & Chiosi (1982) who estimated the surface density of O stars
in the solar neighbourhood to be 24 stars kpc−2. The sources are randomly distributed in
the x y plane, and their z location is randomly sampled from a Gaussian distribution with
a scale height of 63 pc, the observed scale height of O stars in the Galaxy (Maíz-Apellániz,
2001). The stars within 2.5 kpc of the Sun have a total estimated Lyman continuum luminosity
Q = 7× 1051 s−1 (Garmany, Conti & Chiosi, 1982), while the total ionising luminosity of the
stars in the Galaxy is estimated to be 2.6×1053 s−1 (Williams & McKee, 1997). Some ionising
photons will produce the DIG, some will escape the Galaxy altogether, and the remainder
will be trapped and produce local HII regions around each source. It is thought that ∼ 5%
of the Lyman continuum photons from each source will escape the Galaxy (e.g. Kim et al.
2013, Barger, Haffner & Bland-Hawthorn 2013), ∼ 15% produce the DIG (Reynolds, 1990)
and the remaining 80% produce local HII regions around each source. The ionising luminosity
is equally distributed among the 24 sources and total luminosities between 0.5 < Q49 < 10
where Q49 ≡ Q/(1049s−1) are investigated. It is worth reiterating that this is the luminosity
that escapes from HII regions, not the luminosity of the stars.
Although the MHD simulations produce a temperature structure based on photoelectric
and shock heating, this is not used for the photoionisation simulations, instead the density
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grid alone is used and the temperature of the gas is determined from photoionisation heat-
ing plus an additional heating term, as required to explain emission line ratios in the gas.
Therefore the very high temperatures (∼ 106K) in some regions of the MHD simulations are
not accounted for in the photoionisation models. Such regions represent hot components of
the ISM (McKee & Ostriker 1977, Cox 2005) and have a volume filling factor of around 60%
in the MHD simulation (i.e., |z| < 2 kpc), in good agreement with other observational and
theoretical studies of the ISM (e.g., McKee & Ostriker 1977, Harfst, Theis & Hensler 2006).
Since Hα emissivity is proportional to T−0.9 (Osterbrock & Ferland, 2006) and the gas is at
very low density, the very hot regions will produce very low Hα intensity and can be ignored
when computing the total intensity maps from the photoionisation models. Hαmaps with and
without emission from the hot cells from the MHD simulation have been produced; they are
almost identical for the reasons outlined, however the low Hα intensity and high temperature
of these cells makes analysis of the results more difficult. Therefore, in the following analysis
the intensity and line ratio maps from the photoionisation models do not include emission
from the regions in the MHD simulations that have T > 30000 K.
Similarly to the dynamical simulations which produce the density grid, the radiation trans-
fer simulation has repeating boundary conditions where photons that leave the simulation box
from the x or y faces re-enter the box on the opposite side. The ionising spectrum is taken from
the library of radiation-driven wind atmosphere models for hot stars computed by Pauldrach,
Hoffmann & Lennon (2001) and Sternberg, Hoffmann & Pauldrach (2003). The spectrum used
for these simulations is from a model atmosphere with solar abundance, and T = 35000 K,
representing an O5II star (Underhill et al., 1979).
3.3 Results
In order to determine how well these simulations reproduce properties of the DIG, such as scale
height and qualitative distribution of ionised gas, maps of the Hα intensity and column density
of neutral hydrogen for ionising luminosity between Q49 = 0.5s−1 and Q49 = 10s−1 are shown
in figure 3.3. As in Wood et al. (2010), the photoionisation simulations naturally produce
ionised gas at all heights and a less vertically extended distribution of neutral hydrogen. As
the ionising luminosity is increased, the vertical extent of the neutral hydrogen decreases, in
qualitative agreement with observations in the Milky Way and many other galaxies.
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Reynolds (1990) estimated that approximately 12% of the ionising photons from OB stars
are required to support the ionisation of the DIG. In these simulations a luminosity of Q ®
1×1049s−1 is able to ionise hydrogen to heights of ±2 kpc and produce a compact distribution
of neutral gas. This implies that between 3% to 28% of the estimated Lyman continuum budget
of Q49 ≈ 35 for 1kpc2 (Vacca, Garmany & Shull, 1996) is required to escape from HII regions
to ionise the DIG, a range encompassing that suggested by Reynolds (1990). A fraction of
the photons in these simulations, typically less than a few percent, escape the simulation grid
altogether and represent the escape fraction of ionising photons into the intergalactic medium.
Recent galaxy-wide simulations estimate the escape fraction of ionising photons from dwarf
galaxies into the IGM to be in the range 0.08% and 5.9% (Kim et al., 2013), Barger, Haffner
& Bland-Hawthorn (2013) find that up to 4% of ionising photons escape from the SMC while
up to 5.5% escape from the LMC, encompassing the values from this study. Simulations with
several different source location distributions were investigated and similarly to Wood et al.
(2010), these simulations indicate that the most important parameter is the ionising luminosity
and that the position of the sources has little effect on ionisation of the gas at large |z|.
The density scale height is estimated from:
ne(z) = n
0
e e
−|z|/H (3.3)
Haffner, Reynolds & Tufte (1999), where ne(z) is the electron density as a function of height,
n0e is the electron density at the midplane, and H is scale height of the gas. Following Haffner,
Reynolds & Tufte (1999), this can be written in terms of the Hα intensity:
IHα(z) = I
0
Hα
e−2|z|/H (3.4)
where IHα(z) is the Hα intensity as a function of height and I
0
Hα
the Hα intensity at the
midplane. This gives a density scale height of ∼ 1 kpc for the DIG. Since the quantity of
interest here is the scale height of the Hα emission, it follows that the Hα scale height should
be half of this value,∼ 500 pc. It is possible to compare the Hα scale height in these simulations
to the observed value, this is shown in figure 3.4 and it is clear that the scale height is smaller
than that observed. For simulations with Q49 = 10, the Hα scale height is 150 pc while for
Q49 = 1 it is 250 pc. These Hα scale heights are smaller than the typical 500 pc observed in
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Figure 3.3: Edge on view of Hα intensity (top row) and column density of neutral hydrogen (bottom
row) shown for increasing total ionising luminosity, Q49 = 0.5 (left), 1 (centre), 10 (right).
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Figure 3.4: Fit to the horizontally averaged Hα intensity vs height observed in the Perseus Arm (red),
compared with photoionisation models from figure 3.3. Top line: Q49 = 10 and a fit to the region of
the model corresponding to observations of the Perseus Arm (dashed line); bottom line Q49 = 1 and
fit (dashed line). The scale height of Hα intensity for the Perseus arm is 500 pc. The simulations have
scale heights of 150 pc (Q49 = 10) and 250 pc (Q49 = 1). The Hα intensity close to the midplane is
small for Q49 = 1 because this low ionising luminosity produces a smaller fraction of ionised gas close
to the dense midplane regions compared to models with higher ionising luminosity.
the Milky Way because of the lower scale height of the input density grid. Compared to low-Q
models, high-Q models contain more ionised gas close to the mid plane, resulting in larger Hα
intensity at small |z|, and a smaller Hα scale height (see figures 3.3 and 3.4).
3.3.1 Emission Line Ratios in the DIG
Observations of [SII]/Hα and [NII]/Hα in the DIG show these line ratios increase with de-
creasing Hα intensity (Haffner, Reynolds & Tufte, 1999) while [SII]/[NII] remains almost
constant. It has been suggested that variations in temperature could explain the observed line
ratios (e.g.,Bland-Hawthorn, Freeman & Quinn 1997), with a higher temperature increasing
[SII]/Hα and [NII]/Hα while keeping [SII]/[NII] constant as a result of the similar first ion-
isation potentials of S and N (Reynolds, Haffner & Tufte, 1999). The observed increase of
[SII]/Hα and [NII]/Hα with altitude (Haffner et al., 2009) suggests a temperature in the DIG
that increases with |z| and requires additional physical processes that heat the gas in addition
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to photoionisation. To provide additional heating in the low density gas at high |z|, these
sources of heating should have a shallower dependence on density than the n2e dependence of
photoionisation heating. Possible mechanisms include heating from the dissipation of turbu-
lence (proportional to ne, Minter & Spangler 1997) and cosmic ray heating (proportional to
n−1/2e , Wiener, Zweibel & Oh 2013).
Following the nomenclature of Reynolds, Haffner & Tufte 1999, Wiener, Zweibel & Oh
2013 and Wood & Mathis 2004, the heating/cooling equation can be written,
G0 n
2
e + G1 ne + G3 n
− 12
e = Λn
2
e , (3.5)
where the heating from photoionisation (G0) and the cooling function (Λ) are computed ex-
plicitly by the photoionisation code. To investigate the impact of additional heating mech-
anisms on line ratios in these simulations, one additional heating mechanism is introduced,
G1 ne ergs cm
−3 s−1, which will dominate over photoionisation heating at low values of ne. In
section 3.4, heating from cosmic rays with the addition of the term G3 n
−1/2
e ergs cm
−3 s−1 will
also be considered.
Figures 3.5 and 3.6 show diagnostic line ratio plots of [SII]/Hα and [NII]/Hα versus
Hα from these simulations without (top panels) and with (bottom panels) additional heat-
ing G1 ne. In Figure 3.5 the models are compared to observations of the Perseus Arm, with the
model restricted to heights |z|< 1.8 kpc. Above this height the Hα intensities in the simulation
are lower than observable with WHAM. It is expected that such a region will have a smaller Hα
and density scale height as there are fewer supernovae to move gas to larger heights. With-
out additional heating, the [SII]/Hα and [NII]/Hα line ratios show little variation with Hα
intensity and certainly no indication of the observed increase of the line ratios towards low
Hα intensities. Including an additional heating term with G1 = 1.5×10−27 ergs s−1 does raise
the [N II]/Hα, but only at extremely small Hα intensities.
It is important to note that the MHD simulations were performed for the average galactic
supernova rate from Joung, Mac Low & Bryan (2009) with type Ia and core collapse rates
of 6.58Myr−1 kpc−2 and 27.4Myr−1 kpc−2. The supernova rate is likely to be higher in the
Perseus arm where stars are currently forming. It is therefore appropriate to compare the
simulated line ratios with an inter-arm region where the star formation and supernova rate
will be closer to the average rates for the Galaxy. Observations of [NII]/Hα and [SII]/Hα line
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ratios in the inter-arm region have a smaller increase with decreasing Hα intensity. Figure 3.6
compares the simulations to observations of an inter-arm region, a region with typically less
star formation. Due to the low Hα intensity at large |z| in the simulations where the density is
very small, the models are still unable to match these ratios. There is a significant difference
between the line ratios from regions below and above the midplane in the simulations and this
is attributed to the asymmetric density structure in the MHD simulation (see figure 3.2).
Although the simulations do produce an increase in [NII]/Hα , they are unable to produce
any increase in [SII]/Hα towards low Hα intensities even with an additional heating term.
The difficulty in reproducing observations of sulphur lines is not unexpected and is most likely
because the dielectronic recombination rates for sulphur are unknown. Most photoionisation
codes either ignore dielectronic recombination for sulphur or, as employed here, use averages
of the rates for C, N, and O neglecting any temperature dependence (Ali et al. 1991).
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3.3.2 Temperature
With the assumption that N is primarily in the singly-ionised state throughout the DIG, obser-
vations of the line ratios in the Perseus Arm have been analysed to determine the temperature
structure in the gas, indicating that it rises from around 7000 K at |z|= 0.75 kpc to over 10000
K above |z| = 1.75kpc (Haffner, Reynolds & Tufte 1999; Madsen, Reynolds & Haffner 2006).
Figure 3.7 shows the average temperature of ionised gas in the simulations with and without
additional heating G1. To produce this figure, cells with density below ≈ 5× 10−4 cm−3 and
T> 106 K have been neglected. These cells represent parts of “bubbles” in the MHD simu-
lations which in reality will be shock heated and collisionally ionised, processes that are not
considered in these pure photoionisation models.
Figure 3.7 shows that without the addition of a non-photoionisation heating term, the sim-
ulations are unable to reproduce the inferred increase in temperature with height. However,
once additional heating (G1ne = 1.5× 10−27 neergs cm−3s−1) has been added, an increase is
seen. However, this increase is larger than inferred by Haffner, Reynolds & Tufte (1999), with
the gas temperature increasing to above 17000K at 1.75 kpc because of the very small densi-
ties for |z| < 300 pc in the MHD simulation. A smaller value for G1 gives lower temperatures
but does not give a noticeable increase of [NII]/Hα at low ne. There is a significant difference
between the temperatures from regions below and above the midplane in the simulations and
is attributed to the asymmetric density structure in the MHD simulation (see figure 3.2).
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Chapter 3. Photoionisation of MHD simulations of the DIG
3.4 Fractal Models of the ISM
The previous sections have shown that photoionisation models of a turbulent ISM can repro-
duce general trends in Hα emission observed in the Galactic DIG, and that to increase emission
line ratios an additional heating component is required. However, due to the small scale height
in the MHD simulations, the scale height of Hα is smaller than observed in the Perseus Arm.
As a guide for future MHD simulations of the Galactic ISM, the photoionisation of analytic
density structures that can better reproduce the observed average vertical distribution of Hα
intensity and emission line ratios observed by WHAM is explored.
To do this, a smooth, four-component ISM density structure comprising a Dickey-Lockman
distribution plus a more vertically extended component to produce the Hα emission from the
DIG is produced. To allow ionising photons from midplane OB stars to propagate to large
heights, the smooth density structure is turned in to a three dimensional fractal structure
using the fractal algorithm of Elmegreen (1997) as described by Wood et al. (2005). Similarly
to Wood et al. (2005), a five-level hierarchical clumping algorithm is adopted, 32 seeds are
cast at the first level and 32 at each subsequent level. The density structure is arranged so
that 33% of the mass is smoothly distributed with the remaining fraction in the hierarchical
clumps.
Figure 3.8 is figure 4 from Wood et al. (2005) and shows a two dimensional representation
of the fractal algorithm for a three-tiered scheme. In this algorithm, N points are randomly cast
at the first level, and at each subsequent level N points are randomly cast around each point
from the previous level. The casting length for each level is in the range ±∆(1−H)/2 where
H is the heirachical level being cast and ∆ is the casting length which gets smaller for each
subsequent level. The resulting density in a cell is proportional to the number of points cast at
the final level in that cell. If a point at any level is cast beyond the grid, it is added to the cor-
responding cell on the opposite side of the grid. It is assumed that some fraction of the density
in each cell, fsmooth remains smooth while the rest of the mass is distributed proportional to the
number of points cast at the lowest level in that cell. This smooth component represents the
unresolved fractal structure in each cell. Wood et al. (2005) found that fsmooth = 1/3 was the
best match for the structures present in hydrodynamical simulations of clouds (Bethell et al.,
2004).
A density structure that produces the observed scale height of Hα with an input ionising
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Fig. 4. from Estimating the Porosity of the Interstellar Medium from Threedimensional Photoionization Modeling of H II Regions
Wood et al. 2005 ApJ 633 295 doi:10.1086/432831
http://dx.doi.org/10.1086/432831
© 2005. The American Astronomical Society. All rights reserved. Printed in U.S.A.
Figure 3.8: Figure 4 from Wood et al. (2005), reproduced with permission. Squares represent the four
points cast at the first level, diamonds show the 16 points cast at the second level and there are 64
crosses cast at the third level.
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luminosity of Q49 = 16 is:
n(z) = 0.4e−(|z|/h1)2/2 + 0.11e−(|z|/h2)2/2
+0.06e−|z|/h3 + 0.04e−|z|/h4 (3.6)
where the height z is measured in pc and the number densities are per cm3. The first three
components represent the Dickey-Lockman distribution shown in figure 3.2 with scale heights
h1 = 90 pc, h2 = 225 pc, h3 = 400 pc. The fourth term represents the low density extended
diffuse ionised gas and we take the scale height to be h4 = 1000 pc, as typically inferred from
Hα observations in the Galaxy.
Similarly to the previous models, 24 ionising sources are positioned with the same distri-
bution as described in section 3.2.2 and each source has a T = 35000 K model atmosphere
spectrum.
Figure 3.9 shows the edge-on view of the Hα intensity and the neutral hydrogen column
density for the fractal density structure described above. The low density pathways of the
interclump medium allow ionising photons to reach and ionise gas many kiloparsecs from the
midplane and the Hα intensity and [NII]/Hα line ratios shown in figures 3.10, 3.11, and 3.12
are similar to those observed in the Perseus Arm. This is not surprising as the density structure
has been designed to produce the intensity distribution of Hα.
While the fractal models, with additional heating terms, reproduce many of the features
in diagnostic line ratio plots, the Hα intensity map does not exhibit the filamentary structures,
loops, and bubbles present in the MHD simulations. Therefore these fractal models should
serve as a guide for the average density structure and additional heating required for future
MHD simulations of the ISM and DIG.
The resulting average temperature structure and [NII]/Hα versus Hα are shown for simu-
lations with no additional heating (figure 3.10), additional heating proportional to ne (figure
3.11) with G1 = 4 × 10−26ergs s−1, and an additional heating term to simulate cosmic ray
heating (figure 3.12) parameterised by
G3 = 1.2× 10−29 e−3|z|/4000pc erg cm−9/2 s−1, (3.7)
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Figure 3.9: Edge on view of Hα intensity (left) and column density of neutral hydrogen (right) for an
analytic fractal model of the DIG.
determined by Wiener, Zweibel & Oh (2013) via analytic modelling of the [N II] and Hα emis-
sion, and assuming that N+/H+ is constant in the DIG and using a 1D density structure. It is
worth noting that unlike G1, G3 carries a spatial dependence that results from the expected
decrease of cosmic ray energy density with height. G3 is one hundred times smaller than the
value found by Wiener, Zweibel & Oh (2013), this is likely a result of these simulations deter-
mining the actual ionisation fractions, and including the spatial variation of ionisation, heating
and cooling due to the 3D density, radiation field, and temperature structure. Modelling data
using the 3D photoionisation code therefore provides a better estimate of the additional heat-
ing terms required to reproduce the observed trends in the diagnostic diagrams.
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Figure 3.10: Analytic fractal model of the DIG. Left: average vertical temperature structure of ionised
gas. Right: [NII]/Hα vs Hα for the Perseus arm (black) and this model (red). The vertical line repre-
sents the WHAM sensitivity limit. Here we show [NII]/Hα line ratios only in the region that corresponds
to the Perseus Arm (|z|< 1.8 kpc). Although this model seems able to reproduce the observed Hα and
neutral H, [NII]/Hα and temperature are different to those expected, suggesting the need for an addi-
tional heating term to increase temperature and [NII]/Hα at large |z|.
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Figure 3.11: Same as figure 3.10 including additional heating G1 = 4× 1026. This model is now able
to produce [NII]/Hα and temperatures similar to those inferred. Here we show [NII]/Hα line ratios
only in the region that corresponds to the Perseus Arm (|z|< 1.8 kpc).
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Figure 3.12: Same as figure 3.10 including additional heating from cosmic rays G3 from equation 3.7.
Here we show [NII]/Hα line ratios only in the region that corresponds to the Perseus Arm (|z| < 1.8
kpc.)
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Figure 3.13: Histogram of distances traveled by ionising photons through the MHD simulation grid for
ionising luminosities Q49= 10 (black), 1 (red), 0.5 (blue).
3.5 Distance Travelled by Ionising Photons in the DIG
Understanding how far photons are able to travel through the ISM and ionise the DIG is impor-
tant to studies not only of DIG in galaxies, but also for the escape of ionising photons into the
intergalactic medium. The 3D structures in the MHD and fractal density grids provide low den-
sity pathways allowing ionising photons to reach far above the midplane. Figure 3.13 shows
a histogram of the distances travelled by ionising photons in the density structure provided by
the MHD simulations. Some photons do indeed travel very large distances from their sources
and are responsible for ionising the gas at large |z|. The majority of the ionising photons ionise
more dense gas towards the midplane and only a small fraction is required to ionise the low
density high altitude gas. Increasing the ionising luminosity allows photons to travel larger
distances because more of the gas at low altitudes is ionised and hence presents a very small
opacity.
The photoionisation code used here tracks direct stellar photons and also diffuse ionis-
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Figure 3.14: Histogram showing distances traveled by all ionising photons (black), diffuse photons
from recombinations to hydrogen (red) and helium (blue) for Q49 = 1.
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ing radiation from H and He recombination. Figure 3.14 shows a histogram of the distances
travelled by direct and diffuse ionising photons and shows that the majority of the diffuse pho-
tons are absorbed close to their location of emission (i.e., the “on the spot" approximation in
many photoionisation codes), but some do travel many hundreds of parsecs through the MHD
density grid.
Figure 3.15 shows the mean intensity of the ionising photons in a one pixel wide slice of
the simulation box compared to the density in that slice with positions of “bubbles” marked
with a star. Photons travel primarily in the low density regions of the grid at high altitude, but
close to the midplane they travel primarily in bubbles or structures attached to these bubbles.
The brightest regions in the mean intensity map correspond to source locations and in the case
where a source has been randomly placed in a high density region close to the midplane, its
ionising photons are trapped close to the source. At higher altitudes the mean intensity be-
comes more uniform but higher density regions are still visible with fewer photons penetrating
into and through these cells. All of the “bubbles” in the simulations are located close to the
midplane of the box and so at high altitudes photons appear to be travelling freely through
the low density medium. This provides further evidence that compared to a smooth density
structure a 3D ISM naturally allows for ionising photons to penetrate to larger distances and
produce widespread diffuse ionised gas.
3.6 Conclusions
These simulations have shown that the photoionisation of three dimensional density structures
from MHD simulations naturally produces widespread diffuse ionised gas with a density scale
height larger than that of the neutral gas, as observed in the Galaxy. However, comparison of
these simulations to observations of the neutral and ionised gas in the galaxy show that the
scale height of the ionised gas is smaller than that seen in the Perseus Arm. This is a direct
result of the low density scale height of the MHD simulations.
However, a fractal density structure for the ISM with higher density above the mid plane
better reproduces observations of the Perseus Arm. This suggests that there must be a mecha-
nism that allows gas from the mid plane of the Galaxy to be forced in to the ISM and maintained
at larger height than seen in the supernova driven MHD simulations.
Investigation of the [NII]/Hα and [SII]/Hα line ratios in the gas indicate that an additional
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Figure 3.15: Maps showing mean intensity of ionising radiation (left) and density (right) in one slice
of the simulation box. White stars indicate the position of “bubbles” in the MHD simulations and are
characterised by low density regions in the density structure (right). Bright regions of intensity show
areas in which many photons are travelling while dark regions have few photons entering them. There
is a strong relation between the density of the region and the number of photons travelling in that gas
with low density regions having many photons in them and high density regions appearing dark in
mean intensity.
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heating mechanism is required to reproduce the observed increase as a function of decreasing
density. Comparing the different additional heating mechanisms required in the MHD and
fractal models, it is clear that more than one mechanism could be providing the heating, and
it is possible that the increase in temperature is a result of a combination of heating mecha-
nisms. The different estimated magnitudes of heating mechanisms required in the different
simulations again indicates that the mechanism is as yet poorly constrained and more work is
needed to improve these estimates.
It is clear from these simulations that ionising photons are able to travel many kilo parsecs
through the ISM, however only a small number of them are required to travel in to the ISM
to produce a widespread diffuse ionised gas. As previously suggested (e.g. Wood et al. 2010),
the photons travel through low density “bubbles” close to the mid plane, while they travel
freely through the low density diffuse gas at large heights.
3.7 Summary and Future
This chapter has focussed on the post-processing of MHD simulations of the ISM. It would be
interesting to include photoionisation as a dynamical process in large scale MHD simulations
of the ISM (e.g., de Avillez et al. 2012). This may increase the density of gas at large heights
since photoionisation will increase the temperature of the gas and allow the gas to expand to
a larger height, thereby sustaining higher densities above the midplane of the Galaxy that are
demanded by the WHAM observations. Further, it would be interesting to include cosmic ray
transport and heating in dynamical simulations of the ISM, recent simulations by Girichidis
et al. (2015) indicate that the inclusion of cosmic ray energy and pressure in hydrodynamical
simulations can increase the thickness of the disk with little variation with time.
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4
Scattered Light Simulations in the Diffuse
Ionised Gas
THIS CHAPTER IS BASED ON BARNES, WOOD, HILL AND HAFFNER, MNRAS, 447,559, 2015
4.1 Introduction
As discussed in chapter 3, widespread diffuse Hα emission is observed along all sightlines in
the Milky Way and other galaxies (see the extensive review by Haffner et al. 2009). In addition
to a contribution from recombination emission in the Diffuse Ionised Gas (DIG; e.g., Miller &
Cox 1993, Dove & Shull 1994), there is a contribution from Hα photons that originate in HII
regions close to the mid plane of the Galaxy and are scattered towards us by dust in the ISM
(e.g., Jura 1979, Wood & Reynolds 1999b).
The origin of the Hα that we see in the Galaxy is important in determining the source of
the Hα emission, be it in situ ionisation of the ISM or scattered Hα from HII regions, this then
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impacts on our understanding of the propagation of ionising radiation. If the Hα we see in the
ISM is primarily a result of scattered Hα photons rather than the ionisation of hydrogen in the
DIG, then there is no need for simulations to produce low density pathways to allow ionising
photons to travel in to the ISM.
If scattered light were a significant contributor to the observed Hα intensity it would com-
plicate the interpretation of the observed Hα intensity as a tracer of the electron density along
sightlines through the Galaxy. This would have significant implications for the understanding
of both the energy transport in the ISM and for the use of Hα as a template for the Galactic
foreground contribution to the cosmic microwave background.
There have been many studies, both theoretical and observational, of the relative con-
tributions to the total Hα intensity of each of these processes. Several studies (e.g.,Wood &
Reynolds (1999b)) suggest that dust scattering is a small component of the diffuse Hα emis-
sion, typically less than 20%. Observations by the Planck Collaboration et al. (2015) indicate
that approximately 28 to 36% of the Hα we see in the galaxy could be a result of dust scatter-
ing.
4.1.1 Properties of Dust in the ISM
Figure 4.1 gives a pictorial representation of the distribution of dust in spiral galaxies. It is
thought that the dust in the ISM is primarily located around the mid plane of the galaxy with a
radial gradient scale length ∼ 4 kpc (Wood, 1997), with more dust located close to the centre
of the Galaxy and in spiral arms with scale height ∼ 80− 135 pc (Drimmel & Spergel, 2001).
The dust in the Galaxy is thought to primarily consist of silicates, carbonaceous materials
and carbonates. There have been several different models for the grain size distribution and
composition based on the observed interstellar extinction curves. For example, Mathis, Rumpl
& Nordsieck (1977) suggest a mixture that includes graphite, silicates and silicon carbide
with graphite being the principle component. In this case, the grain size is thought to have a
power law distribution with maximum size ∼ 2500Å and minimum size ∼ 50 Å, determined
from fitting observed interstellar extinction. This mixture has total opacity κ = 220 cm2g−1
and scattering albedo a = 0.5 appropriate for the wavelength of Hα photons. Other models
produced by Weingartner & Draine (2001) suggest that the dust albedo is between a = 0.67
and a = 0.77 while Witt, Oliveri & Schild (1990) investigated dust properties in small dusty
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Star forming regions + birth cloud
(light dominated by OB stars)
Old stars
(predominantly responsible for NIR light)
Intermediate age stars
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Figure 4.1: Diagram showing the location of dust and stars in a typical edge on galaxy (from Wild
et al. 2011, reproduced with permission).
clouds in the ISM and found that the albedo is close to 0.8. This variation in results is likely
to be due to variations in dust in different sightlines since the analysis techniques are similar.
The angular shape of scattering from dust grains in the Galaxy can vary from forward
to back scattering. Henyey & Greenstein (1941) introduced the following phase function for
scattering that varies only with parameter g:
HG(θ ) =
1
4pi
1− g2
(1+ g2 − 2g cosθ )3/2 (4.1)
where −1 ≤ g ≤ 1, g = −1 represents complete back scattering and g = 1 is complete
forward scattering. This was developed by investigating two areas of the Galaxy, one near
Cygnus and the other in the nebulae of Taurus and Auriga. Figure 2.3 gives a representation
of the scattering phase function with different g values. The phase function then gives the
probability of scattering in to a particular direction.
It is thought that the dust in the ISM is primarily forward scattering with estimates of g
varying from g = 0.44 (Mathis, Rumpl & Nordsieck, 1977), through g = 0.5 (Weingartner &
Draine, 2001) to g = 0.77 in dense clouds (Witt, Oliveri & Schild, 1990).
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4.1.2 Scattered line ratios
In addition to the low estimate of the fraction of scattered light from models and observations,
there are several arguments against the Hα intensity observed in the DIG originating in HII
regions. For example, if scattered light were the dominant source of Hα in the DIG, optical
emission line ratios such as [SII λ6716]/Hα(λ6563) would be the same in the DIG as they are
in the HII regions. This line ratio is an appropriate one to use in this case since the wavelengths
of [S II] and Hα are similar and therefore there are negligible extinction effects. However
Reynolds (1988) studied the [SII]/Hα optical line ratio and found it to be larger in the Galactic
DIG than in HII regions. Furthermore, observations of the DIG show that the ratios of [SII]/Hα
and [NII]/Hα increase further away from the midplane (e.g., Haffner, Reynolds & Tufte 1999,
Rand 1998, Otte, Gallagher & Reynolds 2002, Hill et al. 2014). Analysis of recent observations
of the Scutum-Centaurus Arm (Hill et al., 2014) show that the increase in [SII]/Hα ratio better
correlates with decreasing Hα intensity, and therefore density, than it does with height above
the midplane. This suggests that the trend in line ratios and accompanying changes in physical
conditions are primarily a function of density, not the ionising radiation field, and scattered
photons would not be able to account for this variation.
Seon & Witt (2012) suggested that the elevated line ratios present in the ionised-neutral
transition zone towards the edges of HII regions could be responsible for the observed line
ratios in the DIG. However, the transition zone comprises a very small component of the total
emission from the HII region, so if dust scattering were dominant in the DIG, then line ratios
would still be expected to be similar to those in the majority of the HII regions (Reynolds,
1988).
It has also been suggested that stellar Hα absorption lines are able to impact on observed
emission lines, substantially increasing [SII]/Hα and [NII]/Hα line ratios in the DIG (Seon &
Witt, 2012). Stellar absorption lines not coincident with ISM emission lines are seen in WHAM
(Wisconsin Hα Mapper) observations when the one-degree beam contains bright stars (V < 7
mag). However, these lines are not detectable in the ∼ 90% of observations that contain only
fainter sources, especially at moderate to high latitudes where diffuse stellar light is negligible.
Further, Otte et al. (2001) and Otte, Gallagher & Reynolds (2002) considered the effects of
stellar absorption lines in edge on galaxies and found no need for correction in DIG regions,
only in those regions closer to the midplane. Finally, the scale height of stellar absorption and
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Hα emission are not comparable, and therefore the effect of stellar absorption lines is unable
to explain the observed increase with height in line ratios of [NII]/Hα and [SII]/Hα.
4.1.3 Dust scattering in dusty clouds
Several studies have investigated the scattering of Hα from dust clouds in the Milky Way and
other galaxies (e.g. Mattila, Juvela & Lehtinen 2007, Witt et al. 2010). Mattila, Juvela &
Lehtinen (2007) investigated the impact of scattering from high latitude dust clouds in the
Galaxy and found that these clouds can appear either bright or dark depending on the Hα
intensity seen from the emitting gas surrounding the clouds. They also show that the majority
of the excess surface brightness in these regions is a result of dust scattering. This is to be
expected as the high density gas is more difficult to penetrate and is more difficult to ionise,
making them stand out against the background diffuse Hα emission.
Using observations of the high altitude cloud LDN 1780, Witt et al. (2010) derived a re-
lation between the intensities of Hα and 100µm thermal dust emission to estimate the dust-
scattered Hα contribution. They extrapolated their results for LDN 1780 to the high latitude
(|b| > 10◦) sky to determine that the most probable scattered Hα intensity (0.1 R1) is about
19% of the most probable total Hα intensity in this portion of the sky (0.52R). This estimate
for the dust-scattered Hα intensity agrees with estimates from Wood & Reynolds (1999b),
Reynolds, Scherb & Roesler (1973) and Brandt & Draine (2012).
4.1.4 Previous Models
From a theoretical perspective, Monte Carlo scattering simulations by Wood & Reynolds (1999b)
using a smooth ISM density structure, and assumed Hα emissivity from the DIG, found that
less than 20% of the total Hα intensity from the DIG is a result of dust-scattered Hα from HII
regions. Their simulations showed spatial variations, with the scattered light component being
smallest at high altitudes and with some sightlines towards the galactic midplane exhibiting
a much larger scattered light component. The results from the smooth density ISM models of
Wood & Reynolds (1999b) are in broad agreement with other estimates of the dust-scattered
contribution to the observed diffuse Hα (e.g., Reynolds 1988).
Seon et al. (2014) used the three dimensional radiation transport code of Lee et al. (2008)
to investigate the distribution of dust grains in NGC891 through modelling of near UV and
11 R = 106/4pi Hα photons cm−2 s−1 sr−1
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far UV dust scattering. As expected they found that an extended dust disk component was
required to explain the observations, but that dust scattering explained only 3% of the total
emission, with starlight dominating.
Seon (2009) claimed that the diffuse Hα intensity observed in the Galaxy could not be fully
explained by in situ ionisation as this would require there to be a very low absorption coefficient
close to the mid plane of the Galaxy. This result was based on smooth, three dimensional
density structures. It is well known that smooth density distributions do not well model the
ISM (e.g. Wood et al. 2005) and it is therefore not surprising that Seon (2009) required a
large scattered light fraction to explain the Hα intensity.
In this chapter I extend the work of Wood & Reynolds (1999b) to study Hα emission and
scattering in the three dimensional ISM density structures from the supernova-driven turbulent
MHD simulations described in chapter 3. The models employ three dimensional (3D) Monte
Carlo radiation transfer codes to compute the photoionisation and temperature structure of the
DIG and thus the 3D Hα emissivity from in situ recombinations. I then use a separate scattering
code to compute the total intensity of Hα from in situ recombinations and Hα that originates
in HII regions and is scattered by dust in the diffuse ISM. The setup of the simulations and
methods are outlined in section 4.2, the results are presented in section 4.3, and conclusions
are presented in section 4.4.
4.2 Model set up
4.2.1 Photoionisation Models
For this study of photoionisation and scattering in the DIG two density structures are adopted.
A subsection of the supernova driven, magnetohydrodynamic (MHD) simulation of the ISM
that extends to |z| = ±2 kpc with width 1 kpc (Hill et al., 2012b) is used, and described
in chapter 3. The density in these simulations is strongly peaked around the midplane and
has a small scale height, such that the density above ∼ 300pc is smaller than inferred in
the Galaxy. The MHD simulations include type Ia and core collapse supernovae set off at
the average galactic supernova rate without knowledge of the gas distribution. They do not
include photoionisation, therefore they are post processed using photoionisation and scattered
light codes.
Due to the small density scale height in the MHD simulations, a fractal density structure
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that has a vertical density distribution closer to that inferred for our Galaxy is also considered
(Barnes et al., 2014). To create this model ISM a smooth four-component density distribution
is converted to a fractal structure as described in chapter 3. The smooth density comprises a
Dickey-Lockman distribution (Dickey & Lockman, 1990) plus an extended component:
n(z) = 0.4e−(|z|/90)2/2 + 0.11e−(|z|/225)2/2
+0.06e−|z|/400 + 0.04e−|z|/1000 (4.2)
where the height z is in pc and number densities are in cm−3.
When converted to a 3D fractal structure, this density is the input for the Monte Carlo
photoionisation and scattering simulations. The first three terms in equation 4.2 represent
a Dickey-Lockman distribution for the average density of the neutral hydrogen. The fourth
component is more vertically extended, and for fractal models is almost fully ionised at the end
of the photoionisation simulation, thus representing the density of the warm ionised medium
with a 1 kpc scale height (Haffner, Reynolds & Tufte, 1999).
The resolution in both the MHD and fractal ISM models is 15.6pc per grid cell and there-
fore traditional parsec-scale HII regions around OB stars are not resolved. Photoionisation
simulations with higher resolution have also been investigated, though it was found that there
was little difference in the large-scale ionisation and temperature structure between high and
low resolution runs.
To determine the relative contribution of Hα from in situ recombination of ionised hydro-
gen in the DIG, the 3D Hα emissivity was computed using the Monte Carlo photoionisation
code described in chapter 2 (Wood, Mathis & Ercolano, 2004). The Galactic surface density of
O stars in the Solar neighbourhood (Garmany, Conti & Chiosi, 1982) was reproduced by ran-
domly placing 24 sources in the x y plane with a scale height of 63 pc in |z| (Maíz-Apellániz,
2001). Since these simulations do not resolve the HII regions, such regions are treated as
“point sources” located at the source positions. In what follows these sources will be referred
to as “HII regions”.
The spectrum of the sources in the ionisation simulations is assumed to be that of a typical
O star with T = 35000K. Although altering the type of O star will lead to small changes in the
temperature of the gas (and therefore the Hα emissivity) the most important variable is the
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ionising luminosity (Wood et al., 2010).
The ionising luminosity that produces the extended DIG was calculated from photoion-
isation simulations and was found to be Q = 1 × 1049 s−1 for the MHD density grid and
Q = 1.6× 1050 s−1 for the analytic fractal structure. The photoionisation code computes the
gas temperature and ionisation state of H, He, C, S, N, O and Ne in each cell. For an input
density structure the ionisation and temperature structures arising from simulations only con-
sidering photoionisation were calculated, without considering photoelectric or shock heating,
the two major heating mechanisms in the MHD simulations. The 3D Hα emissivity of the DIG
then follows from the photoionised density grid.
Observations of ionised gas in other galaxies indicate that the Hα emission from the DIG
is approximately equal to that from traditional HII regions (e.g., Ferguson, Wyse & Gallagher
1996, Zurita, Rozas & Beckman 2000, Thilker et al. 2002, Oey et al. 2007). Therefore, the
Hα intensity of the DIG is calculated from the photoionisation simulations, and it is assumed
that the intensity from the point sources is equal to this. For the MHD density grids the total
Hα luminosity from HII regions is LHα = 2.5 × 1048 s−1, and for the fractal simulations it
is LHα = 6.5 × 1049 s−1. This approach was adopted for assigning the Hα luminosity from
HII regions, but note that a fully self-consistent model would require sub-grid resolution to
compute the ionisation structure and resulting Hα luminosity from the HII regions and the
diffuse ionised gas.
The Hα emission in the DIG is a result of recombinations in the ionised gas. The number
of Lyman continuum photons that can reach the DIG and ionise it depends on the number
of photons that are able to escape HII regions and how many of these photons then escape
the galaxy. It is thought that globally 5% of the Lyman continuum photons from OB stars
escape the Galaxy (e.g. Kim et al. 2013, Barger, Haffner & Bland-Hawthorn 2013), 15%
produce the DIG (Reynolds 1990) and the remaining 80% produce local HII regions close to
sources. However there is certainly local variation in these fractions, which was explored by
varying the luminosity available to ionise the DIG versus HII regions. Rogers & Pittard (2013)
used hydrodynamic models of massive star clusters to estimate that the percentage of ionising
photons that escape the cluster increases with age from 1% to 60% over the first 4Myr of the
cluster’s evolution. Therefore, in addition to a model where the Hα flux from the DIG and
HII regions are equal, we also investigate simulations where 30% of the Hα flux originates in
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HII regions and 70% in the DIG, and simulations where 70% of the Hα flux originates in HII
regions and 30% in the DIG.
4.2.2 Scattered Light Models
To simulate the scattering of Hα photons the Monte Carlo scattering code described by Wood &
Reynolds (1999b) and in chapter 2 was used. The dust mixture used here is that described by
Mathis, Rumpl & Nordsieck (1977) with total opacity κ = 220 cm2g−1 and scattering albedo
a = 0.5 appropriate for Hα photons. To describe the angular shape of the dust scattering
we use a forward throwing Henyey-Greenstein phase function HG(θ) (Henyey & Greenstein,
1941) with anisotropy parameter g = 0.44 (see equation 4.2).
The “forced first scattering” algorithm as described in chapter 2 is used to ensure that
every photon contributes to the scattered light intensity and a “peeling off” algorithm forcing
photons towards the observer is used with appropriate weights. The models produced here
simulate the scattering of Hα photons that originate in both HII regions and the DIG.
4.3 Results
The Monte Carlo scattering code computes the Hα intensity comprising photons that reach
the observer without scattering from the DIG and point source HII regions. The code also
computes the contributions from Hα photons that originate in the DIG and HII regions and are
scattered into the line of sight. Therefore there are four types of Hα photons present in the
simulations:
(i) Those that originate in HII regions and reach the observer without scattering
(ii) Those that originate in HII regions and scatter off dust in the DIG before reaching the
observer
(iii) Those that originate in the DIG from recombinations and reach the observer without
scattering
(iv) Those that originate in the DIG from recombinations and scatter off dust before reaching
the observer
The focus here is on the relative contribution to the Hα intensity from photons that origi-
nate in HII regions and scatter in the DIG. As a result of this, case (ii) photons will henceforth
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be referred to as “scattered light” and photons in cases (iii) and (iv) as “diffuse”. No distinc-
tion is made between Hα photons that originate in the DIG and reach the observer without
scattering and those that originate in the DIG and are subsequently scattered.
4.3.1 Edge-on viewing
The upper panels of figure 5.4 show the total Hα intensity (photons that originate in the DIG
plus those from HII regions including scattered photons) and the lower panels show the ratio
of scattered to total intensity (case (ii) photons/total Hα intensity). The fraction of scattered
light appears to decrease with distance from the midplane, however there are regions where
the contribution from scattered light is large, these are particularly noticeable in the MHD
simulations.
The fractal density structure is the same as that developed in chapter 3 (right panels of
figure 4.3) and has a larger density scale height than that of the MHD simulations. This density
structure is less centrally peaked than the MHD simulations and has higher density at large |z|
(see figure 1 in chapter 3). The right panel of figure 4.3 shows maps of the total Hα intensity
and the ratio of scattered to total intensity in a fractal density structure. Comparing the fractal
models to the MHD density grid, the total Hα intensity is higher above the midplane in the
fractal models and the overall fraction of intensity that is dust scattered from HII regions is
smaller. The scattered light contribution to the total Hα emissivity scales as density (∼ n)
while the contribution from photoionisation scales as n2. At low densities dust scattering
may therefore contribute a large fraction of the total Hα intensity. This results in the smaller
fraction of scattered light in the fractal models compared to the MHD simulations.
Figure 4.3 shows the fraction of scattered light intensity to total intensity for every 1 pixel
wide slice (grey lines) through the simulation box and the average fraction (black line). On
average the largest fraction (∼ 40%) of scattered light is located close to the midplane of the
simulation, where the density is highest. This is a result of the close proximity of the midplane
dust to the HII regions and the 1/r2 dependence of scattered light. In the MHD simulations
the fraction of scattered light then decreases as the density decreases to below ∼ 10% above
|z| ∼ 300pc and below ∼ 5% in the fractal models. It is clear that there is significant variation
in the fraction of scattered light for different sightlines due to the variation in gas density in the
simulations. The gas above the midplane is almost fully ionised so there are very few regions
that do not contribute to the diffuse DIG emission.
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The large peaks in scattered light fraction above the midplane in the MHD simulations arise
because of the very low density in individual cells resulting in low DIG emissivity. Since the
DIG emissivity scales as ∼ n2 and scattered light scales as n, scattered light will dominate in
these low density cells. However in the MHD simulations the total Hα intensity in the majority
of the low density regions is extremely faint and below the WHAM detection limit of 0.1R.
Figure 4.6 shows the total Hα intensity (black), intensity of Hα originating in the DIG (red)
and intensity of dust-scattered Hα from HII regions (blue) for a one pixel wide slice through
the MHD and fractal simulations. The intensities of both the DIG and scattered light from HII
regions peak close to the midplane of the simulation, where the density is highest and the dust
is closest to the sources.
71
Chapter 4. Scattered Light Simulations in the Diffuse Ionised Gas
Figure 4.2: Maps showing total Hα intensity (top row) and fraction of scattered light that originates
in HII regions (bottom row). Left: MHD simulations, right: fractal models using HG scattering phase
function. 72
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The simulations described above assume that 50% of the Hα luminosity originates in HII
regions and 50% from the DIG. Models where the Hα luminosity is distributed such that 30% of
the total Hα flux originates in HII regions were also considered. The results of these simulations
are shown in figure 4.4. The peak fraction of scattered light in these simulations decreases by
between ∼ 10% and 20%. Similarly, simulations where 70% of the Hα flux originated in HII
regions (figure 4.5) show that the peak fraction of scattered light increases by 10%. In both
cases the fraction of scattered light still decreases to below ∼ 20% in the MHD simulations, in
line with Wood & Reynolds (1999b). However when the majority of the Hα flux originates in
HII regions, the fraction of scattered light above the midplane increases to ∼ 5% in the fractal
models.
Further, simulations using different albedo and scattering and phase functions (a = 0.67
and a = 0.77 and g = 0.5 and g = 0.55 taken from Weingartner & Draine 2001) were in-
vestigated. Qualitatively, altering the albedo and scattering phase functions has little effect
on the simulations, with the greatest difference occurring when a = 0.77 and g = 0.5 where
the fraction of scattered light is increased to ∼ 15% above the midplane in MHD simulations.
However this does not significantly alter the results, with the largest average fraction of light
that is scattered increasing from 40% to 50% in the mid plane. The results of these simulations
still predict that a very small fraction of the Hα intensity seen in the DIG is a result of scattered
light, and less than the estimated fraction from the Planck Collaboration et al. (2015). This is
likely to be a result of the structure adopted here having a lower density and different structure
above the mid plane than observed in the Galaxy.
4.3.2 Face-on viewing
Figures 4.7 and 4.8 show a face on view of the Hα intensity of scattered light and the ratio of
scattered light to total intensity, simulating the view of an external galaxy. Face-on and edge-on
viewing gives ratios of scattered to total Hα. Figure 4.8 shows that in the MHD simulations the
fraction of scattered light is typically below 20% while it is below 10% in the fractal models,
consistent with the results from edge on visualisations and with previous results (Reynolds
1988, Wood & Reynolds 1999b, Ferrara et al. 1996).
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4.3.3 Galactic Cirrus
High-density clouds hundreds of parsecs above the midplane should have an effect on the
fraction of total Hα intensity due to scattered light. Observations of the cloud LDN1780 led
Witt et al. (2010) to determine that dust-scattered Hα accounts for ∼ 19% of the Hα emission
at high altitudes in the Galaxy. LDN 1780 is located approximate 110 pc above the midplane
of the galaxy (Franco, 1989), is approximately 1.2 pc in diameter and has an average density
of ∼ 103 cm−3. To determine the contribution of dust-scattered light from such clouds the
thickness and Hα intensity of the ionised shell that results from photoionisation are calculated
using the following analysis. A slab geometry for the cloud and plane parallel illumination are
assumed.
The ionising luminosity needed to ionise a volume δV is determined by
Q = n2αBδV (4.3)
where Q is the number of ionising photons per second incident on volume δV , n is the density
of the gas (cm−3), αB is the recombination coefficient assuming Case B recombination. The
case B recombination condition is that a photon emitted in the n 2P0 → 1 2S transition is
absorbed immediately in the nebula, thereby populating the n 2P0 level in another hydrogen
atom, therefore recombinations to this level are ignored. This can also be written in terms of
the total ionising flux available from O stars in the galaxy FLyC:
FLyC f δA= n
2αBδAδl (4.4)
where δA is the area of the cloud exposed to the ionising radiation, f is the fraction of ionising
photons that escape HII regions to produce the DIG, and δl is the depth of the ionised volume
in the cloud. Given an ionising flux, the depth to which a cloud can be ionised is:
δl =
FLyC f
n2αB
(4.5)
The intensity of Hα emission in Rayleighs is related to the emission measure by
EM =
∫
n2dl = 2.75T0.94 IHα(R) cm
−6pc (4.6)
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(Haffner, Reynolds & Tufte, 1999). The Hα intensity can therefore be found using
IHα(R) =
∫
n2dl
2.75T0.94
(4.7)
assuming the density is constant along the path dl this can be simplified to
IHα(R) =
n2δl
2.75T0.94
(4.8)
where T4 is the temperature of the gas in units of T/10
4K and IHα is the intensity of Hα in
Rayleighs (R).
Since the simulations shown in figure 4.3 are not able to resolve an ionised skin of thickness
∼ 1AU in the large-scale simulations presented in section 4.2, scattering on this smaller scale
was explored with a model of a single cloud. The total Lyman continuum flux in the Galaxy
is 3.74× 107 cm−2s−1 (Vacca, Garmany & Shull, 1996). It was assumed that half of this flux
travels upwards from the midplane of the Galaxy, towards the cirrus cloud, while the other
half travels downwards, away from the cloud. Approximately 5% of the Lyman continuum
photons from each source escape the galaxy (e.g. Kim et al. 2013, Barger, Haffner & Bland-
Hawthorn 2013), 15% produce the DIG (Reynolds, 1990) and the remaining 80% produce
local HII regions around each source. Adopting f = 0.15, it is expected that a cloud with
density n = 103cm−3 and T = 104 K, ionised by the galactic ionising flux from O stars, FLyC =
3× 107cm−2s−1(Reynolds, 1984), would be ionised to a depth of 6× 10−6pc and produce an
Hα intensity of 2.2R from in situ recombinations.
Assuming case B recombination, each Lyman continuum photon produces 0.46 Hα photons
(Martin, 1988). Therefore the Hα flux impinging on galactic cirrus clouds is 0.46×0.8FLyC =
0.37FLyC = 6.9× 106cm−2s−1.
To determine the contribution of dust scattering in this cloud, simulations of a spherical
cloud with r = 0.5pc and n = 103cm−3 using a 2003 pixel grid were produced. The Hα flux
incident on the cloud in this simulation is assumed to be directed upwards from HII regions
close to the midplane of the Galaxy. Scattered light simulations similar to those described
above were then run to find that the intensity of Hα scattered by the cloud is 1.4R, which is
about 40% of the total Hα intensity from the cloud, similar to that found by Planck Collab-
oration et al. (2015). These results indicate that the presence of high density galactic cirrus
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can increase the contribution of dust scattered light to the total Hα intensity we observe in the
Galaxy. However the intensity of Hα emission that results from ionisation is still larger than
that from scattering.
4.4 Conclusions
Using MHD and analytic fractal models for the 3D density structure appropriate for the ISM
in the outer disk of a spiral galaxy, the relative contributions to the Hα intensity from in situ
recombinations of diffuse ionised gas and dust-scattered Hα originating in HII regions have
been investigated. The models presented here self consistently compute the Hα emissivity from
diffuse ionised gas. The small scale HII regions within the photoionisation simulations are not
resolved, so it is assumed that the Hα luminosity from HII regions is equal to that computed
for the DIG as observed in other galaxies. The main results of the combined photoionisation
and Hα scattered light models are:
• The intensity of scattered Hα originating from HII regions differs depending on the den-
sity structure. In both fractal and MHD structures the intensity of scattered light peaks
around the midplane of the simulation closest to the HII regions and where the gas den-
sity is highest. The intensity of scattered light then decreases away from the midplane
to less than about ∼ 10% in the MHD and ∼ 5% in fractal models. The larger scattered
light fraction in the MHD simulations is due to the very low densities and hence low
intrinsic Hα emissivity at large heights in those models.
• In low density regions a large fraction of the Hα in the simulations is dust scattered light
that originates in HII regions, a result of the small Hα emissivity from the lowest density
DIG.
• Different scattering phase functions and albedo affect the intensity of scattered light in
the models. However this does not significantly change the results, increasing the largest
fraction of scattered light by 10%.
• Scattering of Hα photons from HII regions from high density cirrus in the ISM can dom-
inate over the Hα intensity from photoionisation, contributing 40% of the total Hα.
However the covering fraction of such clouds is ∼ 50% (Gillmon & Shull, 2006), so such
clouds would not effect all sightlines through the Galaxy.
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4.5 Future Work
This work has focussed largely on confirming the presence of an ionised component of the
ISM over the suggestion by Witt et al. (2010) that the Hα seen in the Galaxy is a result of
scattering. While this has been achieved there is still progress to be made in understanding
the distribution of dust in the Galaxy in order to understand the results from surveys such as
the Planck Collaboration et al. (2015) survey. The distribution of dust also impacts on star
formation processes, with dust in molecular clouds impacting on star formation.
It will also be important to produce more realistic density structures to model the ISM.
The hydrodynamic simulations used here have a smaller density away from the mid plane
than expected in the ISM, while the fractal models produced for this work do not contain
realistic structures. New hydrodynamical simulations with larger density scale height would
alter the fraction of scattered light in the DIG from the current hydrodynamical simulations,
but would be expected to be similar to that in the fractal models.
Given recent work by Seon & Witt (2015) it may be interesting to model the transmission
of [SII] and Hα photons originating in HII region ionised-neutral interface in to the diffuse
ionised gas. Seon & Witt (2015) suggests that photons from these regions could explain the
increased line ratios in the ISM compared to HII regions.
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Figure 4.7: Maps showing total Hα intensity (top row) and fraction of scattered light that originates
in HII regions (bottom row) for face on views of our simulations. Left: MHD simulations and right:
fractal simulations.
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“It is at this point that normal language gives up, and goes and has a drink”
Sir Terry Pratchett, The Colour of Magic.
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5
A new method for radiation-hydrodynamical
modelling of star forming regions
This chapter focusses on the development of a new algorithm for investigating problems in-
cluding photoionisation and gas dynamics. It is thought that feedback from photoionisation
impacts on the development of star forming regions, as well as the star formation rate in galax-
ies. The work in this chapter presents tests of a new code that can be used to investigate these
scenarios.
5.1 Introduction
It is well known that feedback from massive stars impacts the ISM through radiation pressure
on dust grains at large scales, stellar winds and photoionisation on intermediate (pc) scales
and supernovae at the end of the stars lifetime (e.g. Agertz et al. 2013). Feedback from pho-
toionisation can impact the surrounding material, either enhancing star formation through
fragmentation of dense gas swept up by expanding HII regions (e.g. Elmegreen 1998, Whit-
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worth & Francis 2002) or quenching star formation by expelling material (e.g. Walch et al.
2012). Through these mechanisms, feedback may regulate the Galactic star formation rate.
Within HII regions, feedback can influence observed structures such as filaments, globules and
clumps, causing them to radiatively implode and possibly lead to more star formation (e.g.
Bertoldi 1989, Esquivel & Raga 2007, Motoyama, Umemoto & Shang 2007).
Dale et al. (2005) began to investigate the impact of photoionisation feedback on the
formation of clusters, finding that photoionisation feedback is not able to unbind the majority
of clusters, and this actually inhibits the effects of feedback in their simulations, although they
do not include stellar winds in their simulations which may alter this result. Further to this,
Dale & Davies (2006) found that photoionisation and winds together increase the quantity
of dense gas, but decrease the star formation rate compared to simulations with no stellar
feedback. However, the effect on the evolution of clusters is small.
Recently several radiation hydrodynamics codes have been developed to tackle various
problems in star formation and feedback processes (e.g. Bisbas et al. 2015, Klassen et al.
2014, Roth & Kasen 2015, Haworth & Harries 2012, Harries 2015, Salz et al. 2015, Krumholz,
Stone & Gardiner 2007, Henney et al. 2009). These simulations vary from one dimensional
studies of photoionisation feedback (Salz et al. 2015, Henney et al. 2009) using CLOUDY to
three dimensional methods including photoionisation and chemical processes (Bisbas et al.,
2015). Bisbas et al. (2015) investigated the effect of the diffuse radiation field and chemistry
on photodissociation regions to show that diffuse radiation contributes to the production of
molecules in these regions. Several authors include radiation feedback in AMR hydrodynami-
cal simulations. For example Klassen et al. (2014) use a flux limited diffusion approximation
in the FLASH code to investigate the evolution of disks and filaments including an approxima-
tion for the diffuse radiation field. Krumholz et al. (2009) also used a flux limited diffusion
technique in their radiation hydrodynamics scheme to investigate massive binary formation.
Others have used a ray tracing approximation in similar hydrodynamical simulations (e.g.
Kuiper et al. 2010, Baczynski, Glover & Klessen 2015, Hubber et al. 2011).
Haworth, Harries & Acreman (2014) investigated the importance of different microphys-
ical processes on the expansion of HII regions and found that there is a small but noticeable
difference between simulations that do and do not include a diffuse radiation field, i.e. pho-
tons that are emitted as the result of absorptions by H0and recombinations directly to the
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ground state of H0. They find that simulations that do not include the diffuse radiation field
produce ionisation fronts that are ∼ 7% larger than those with diffuse radiation. This is likely
to be a result of the difference in the effective recombination rate in these simulations. This
work highlights the importance of including the full radiation field rather than using the “on
the spot” approximation. In this approximation any recombination to the ground level of hy-
drogen results in the emission of a photon that is immediately absorbed by another hydrogen
atom. Therefore only recombinations to excited states are included. Although Haworth, Har-
ries & Acreman (2014) investigated the importance of using a full radiation transport method,
they did not investigate the impact of using a simplified temperature structure and a full diffuse
radiation field.
The STARBENCH project (Bisbas et al., 2015) has tested twelve radiation hydrodynamical
codes, which only include photoionisation, against a series of benchmarks for expanding HII
regions, similar to those described in this chapter. These benchmarks include tests of the
expansion of HII regions in the D-type phases of their evolution. In this phase the ionisation
front expands sub-sonically compared to the ionised gas, but supersonically compared to the
neutral gas. This results in a slow expansion and a shock front that sweeps material in to the
shell. The expansion of HII regions is thought to follow the Spitzer (1978) solution, which
assumes that the thermal pressure of the HII region approximately matches the ram pressure
of the ionised shell. The STAR BENCH project found that this solution underestimates the results
from the simulations by ∼ 8%, although the simulations are in excellent agreement with each
other. As a result of this, Bisbas et al. (2015) present a semi-empirical formula that is in good
agreement with each of the models.
There have been several studies that include radiation feedback in regions with magnetic
fields (e.g. Arthur et al. 2011, Krumholz, Stone & Gardiner 2007, Mackey & Lim 2011, Peters
et al. 2011). Krumholz, Stone & Gardiner (2007) performed the first simulations of expanding
HII regions in a uniform density with a magnetic field, without the inclusion of a diffuse radi-
ation field. They found that early in the region’s evolution, thermal pressure dominates over
the magnetic pressure and the magnetic field is pushed out of the HII region. However at later
times, the ionised region begins to expand primarily along the field lines, and the field in the
region fills back in. Krumholz, Stone & Gardiner (2007) implemented a ray tracing method
for the radiation transport using the technique described by Mellema et al. (2006). They find
that the expansion of the H II region destroys small scale structure in the magnetic field, but
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produces a large scale ordered field in the shell, orientated parallel to the ionisation front.
Arthur et al. (2011) extended the work of Krumholz, Stone & Gardiner (2007) to include
magnetic fields in a study of the expansion of H II regions in a turbulent, magnetised medium
to investigate the effects of photoionisation on the structure of the material in the magnetic
field, and the effect the turbulence and magnetic field have on the HII region. They found
that more massive stars produce greater fragmentation in HII regions. They also found that
on large scales, inside the HII region, the magnetic field is organised parallel to the original
field direction, while on smaller scales it is perpendicular to the local ionisation front.
While each of the radiation-hydrodynamics schemes described above include either radia-
tion and magnetic fields or hydrodynamics with a diffuse radiation field, none includes all of
these techniques. The method presented here involves the inclusion of a Monte Carlo (MC)
photoionisation method which naturally includes diffuse radiation (Wood & Loeb, 2000) in
a Godunov scheme for solving magneto-hydrodynamic equations. There have been several
other similar codes published in recent years using grid and AMR techniques (e.g. Harries
2015, Nayakshin, Cha & Hobbs 2009, Acreman, Harries & Rundle 2010, Haworth & Harries
2012, Ercolano & Gritschneder 2011, Haworth & Harries 2012), with SPH codes (Acreman,
Harries & Rundle, 2010) and in one dimension (e.g. Roth & Kasen 2015, Salz et al. 2015),
although these do not include magnetic fields. A benefit of using a MC technique for the radi-
ation transport is that it allows the diffuse radiation field to be easily included and analysed,
however this can become computationally intensive. The MC method is readily parallelisable,
and a technique for parallelising an MC-hydrodynamical code is described by Harries (2015).
In this chapter a new code to model r-HD problems in astrophysics is presented. Section 5.2
gives a brief description of the codes and methods used, section 5.3 describes the benchmark-
ing tests of the r-HD code carried out. Finally section 5.4 investigates the impact of the diffuse
radiation field on shadowing behind dense clouds and section 5.5 presents the conclusions.
5.2 Code details
This code uses a three step Godunov scheme and a Monte Carlo photoionisation code de-
scribed by Wood & Loeb (2000). A brief description of each method is given here along with
a description of the combined code.
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5.2.1 Hydrodynamical Code
Equations of hydrodynamics
The hydrodynamical code uses a Godunov scheme to solve the equations of magentohydrodyam-
ics:
∂ ρ
∂ t
+∇ · [ρv] = 0 (5.1a)
∂ vρ
∂ t
+∇ · [ρvv+ PI] = f (5.1b)
∂ E
∂ t
+∇ · [(E + P)v] = G − L (5.1c)
E =
P
γ− 1 +
ρ(vv)
2
(5.1d)
where ρ is density, v is vector velocity, E the total energy density, P is the gas pressure, f
represents additional forces such as gravity, G represents the heating gains, L represents the
cooling losses, B is the magnetic field strength, I is the identity matrix and γ is the adiabatic
index. A polytropic equation of state is assumed such that P ∝ ργ. Although this method is
able to solve the magnetohydrodynamic equations, magnetic fields are not considered in the
rest of this work, therefore B = 0. The Godunov method described below is well documented
and the code used here is similar to that described by Stone et al. (2008).
The variables in each of these equations can be split in to conservative and non-conservative
variables, such that conservative variables include, ρ, Mx , My , Mz , E, Bx , By , Bz where M =
ρv is the vector momentum density. These are classed as conservative variables as they are
conserved in the system, as well as over cell boundaries. Non-conservative variables therefore
include vx , vy , vz , P. In this manner, equations 5.1 a and d can be thought of as conservative
forms of partial differential equations as conservative variables are used to calculate the value
of each equation at each timestep. Some hydrodynamical solvers use primitive rather than
conservative variables and equations in order to solve the above equations (e.g. ZEUS Stone
et al. (1992)), however the calculations carried out using these methods are less accurate as
it is not possible to solve the equations exactly, leading to errors associated with source and
sink terms.
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The Godunov method splits the solving of these equations in to three parts. First the grid
must be discretised, and values of the variables reconstructed throughout the grid. The Rie-
mann problem set up at the cell boundaries must then be calculated, and finally the time
derivatives must be solved for fluxes and evolved. Each of these methods will be briefly dis-
cussed below.
Discretisation
The code solves the equations shown in the previous section on a uniform three dimensional
grid in Cartesian coordinates. The three dimensions (x , y, z) are split in to (Nx , Ny , Nz) cells
with size (Lx , L y , Lz) and the cell denoted by position (i, j, k) has its centre located at (x i , y j , zk).
The interface between cells is therefore denoted by (x i−1/2, y j−1/2, zk−1/2) and (x i+1/2, y j+1/2, zk+1/2).
Time in the simulation is split in to a number of unequal intervals between the start of the sim-
ulation t0 and the end t f , as discussed below.
Equations 5.1a-d can then be discretised by integrating over the volume of a cell. For
example in one dimension equation 5.1a can be written as:
∂ q
∂ t
+
∂ F
∂ x
= 0 (5.2)
where q and F are, ρ and ρv respectively, with similar equations for y and z dimensions. This
can then be discretised using:
qn+1i = q
n
i − δtδx (F
n+1/2
i+1/2 − Fn+1/2i−1/2 ) (5.3)
Where qni is the cell centred volume average value of q and F
n+1/2
i−1/2 is the cell edge, time av-
eraged flux of F at the interface. This is an exact solution to this point, however equations
5.1b and 5.1c cannot be solved exactly in this form as the right hand side of the equations
is not equal to zero. Therefore the integrals are assumed to be equal to zero and the forces,
heating and cooling added as sources and sinks at the end of the calculation. In this way these
calculations are also exact.
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Reconstruction
The value of each parameter is calculated at the cell centre, while fluxes are calculated at
cell borders. It is therefore necessary to calculate the interface values by reconstructing the
simulation grid. There are several different interpolation methods that can be used to do this.
The simplest of these is a first order, piecewise linear reconstruction. In this case, it is assumed
that the variables are constant throughout the cell, such that the value at each boundary is the
same as the value at the cell centre. This is the least accurate method as it does not account for
variation within the cell and may lead to large differences between values at cell interfaces.
It is also possible to assume that the variables vary in a linear fashion throughout the cell. In
this case, the interface values are determined by the value of the variables in neighbouring
cells. Finally, a parabolic function may be chosen which again uses the neighbouring values
to determine the cell interface values. In this way, the variables are interpolated to determine
the interface values. It is important to determine the cell edge values as accurately as possible
as these values set up a Riemann problem at the interfaces. As will be discussed further below,
it is also necessary to determine the location of any shocks or physical discontinuities at this
stage. The largest numerical errors can be introduced at this stage, as a lack of accuracy in
determination of the value of each variable at the cell walls can lead to unrealistic fluxes as
will be discussed below.
Reimann solvers
Figure 5.1 shows an example of the problem set up at each cell boundary, it is clear from
this that there is a discontinuity formed at the interface, known as a Riemann problem. The
next stage in the Godonuv method is therefore to determine the value of the fluxes of mass,
momentum and energy, over the boundaries using a Riemann solver to smooth out the dis-
continuity. The simplest Riemann solvers involve averaging the values at the cell boundaries,
although this can be inaccurate. It is more accurate to take in to account the accuracy of the
interpolation and weight the fluxes from each side accordingly. The method used here is an
approximate solver as full Riemann solvers can be too computationally expensive.
In this approximation, the time averaged fluxes are calculated based on left and rightward
moving sound wave velocities. In this case, the state to the left of the boundary is assumed to
be qi and the right qi+1 and the flux across the boundary is assumed to be given by:
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i-1 i-1/2 i
qi-1
qL,i-1/2
qR,i-1/2
qi
Figure 5.1: An example of a Riemann problem. q is the variable being advected over the cell boundary.
Fi−1/2 =
b+fL,i−1/2 − b−fR,i−1/2
b+ − b− +
b+b−
b+ − b− (qi − qi−1) (5.4)
(Stone et al., 2008) where fL,i−1/2 and fR,i−1/2 are fluxes calculated using the left and right
states, b+ = vR+cR, b− = vL+cL where vR and vL are the velocities normal to the interface and
cR and cL are the sound speeds. This is therefore a weighted average based on the velocities in
each cell. At this stage numerical errors may be introduced to the simulation, although these
are largely based on the accuracy of the interpolation, as the equation above is a weighted
average of the flux of the states determined by the reconstruction of the simulation grid.
Shocks
As discussed in the previous section, the value of fluxes across cell boundaries sets up a nu-
merical Riemann problem in these areas. However there are cases where the discontinuity
in variables over cell boundaries is a physical (real) property that results from shocks. It is
therefore necessary to be careful when using a Riemann solver to reduce the gap between the
variables on either side of the boundary. The solvers used here, and discussed above take the
sound speed in the gas into account to determine the discontinuity that should result naturally
from shocks, and then ensure that this physical jump is not smoothed out completely.
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CFL condition
It is then necessary to determine a new timestep for the simulation. The choice of timestep is
important because if the timestep is too long, it is possible that all the material in a cell will
be advected though the simulation cell in a single timestep before the fluxes are calculated
resulting in negative pressures or densities. To avoid this, it is necessary that the new timestep
must obey the CFL condition (Courant, Friedrichs & Lewy, 1928):
d tC F L <
∆x
maxspeed
(5.5)
where maxspeed is the maximum speed in the simulation domain, and could be either the veloc-
ity of the gas, the sound speed or the Alfven speed. In the case of a three dimensional simula-
tion the y and z cell sizes must also be considered. Decreasing the timestep size gives a better
discretisation of the simulation time, resulting in higher precision although this increases the
computational run time of the simulation. A compromise must therefore be reached between
the precision of the simulation and the running time.
Time integration
The simulation is then evolved in time using an Euler or “Runge-Kutta” integrator such that an
approximation to the conservative variables are determined at time tn+1 (see equation 5.3).
This method increments the timestep to calculate the value of each variable at each increment
and then uses weighted averages of the increments to determine the value at the end of the
timestep. At this stage the user has the option to use first to fourth order approximations, with
increasing orders leading to greater accuracy. This integration is another source of numerical
errors in this scheme, although these are smaller than those that arise from the reconstruction
and interpolation.
5.2.2 Heating and Cooling
Equation 5.1c includes terms that relate to the impact of heating and cooling mechanisms on
the evolution of the total energy density of the system. It is therefore necessary to determine
the sources of heating and cooling and the methods through which they can be included. In
these simulations, heating is achieved through the natural inclusion of shocks and compres-
sions that result from an adiabatic equation of state. This is therefore included implicitly with
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no assumptions.
On the other hand, the computation of the cooling function is more complicated, and
to include the full cooling and associated calculations would be computationally intensive.
Instead, a polytropic equation of state is assumed such that:
P∝ ργ (5.6)
where γ is the effective polytropic index that depends on the temperature and velocity of the
gas. This can then be included in equation 5.1c in replacement of P. In this case, the radiative
losses are implicit in the choice of γ. γ = 5/3 Is chosen if the gas is adiabatic and there are
no radiative losses while γ= 1 if the gas is purely isothermal. Spaans & Silk (2000) modelled
the effect of the choice of γ on cooling in chemical simulations of the ISM in a variety of
metallicities. They found that their full and accurate simulations of the thermal evolution of
the neutral ISM is well represented by γ∼ 1−1.3 depending on the densities and metallicities
of the gas. This suggests that the gas is neither isothermal nor adiabatic, and therefore does
cool radiatively. As a result of this, a range of γ values between 1 and 1.3 were tested for the
simulations, resulting in no significant difference. A value of γ = 1.2 was therefore adopted
for all of the following work.
5.2.3 Monte Carlo photoionisation
The Monte Carlo code is a fully three dimensional radiation transport method, allowing the
study of complex geometries and the inclusion of multiple sources of ionising radiation (Wood
& Reynolds, 1999b). The method used here is a simplified photoionisation method where
photons take one of two frequencies, described in section 2.5. This method uses the concept
of “Monte Carlo photon packets” that contain a constant number of photons throughout the
simulation, with the energy of each packet being allowed to vary. In this approximation pho-
ton packets can be either diffuse or direct photons. These photons are then able to ionise
hydrogen, or escape from the simulation box if they have E < 13.6 eV. The gas in the simula-
tion is therefore assumed to be entirely hydrogen and dust is not considered, but can easily be
included.
As a simplified approximation to photon energy is made, the full temperature and ionisa-
tion structure is not calculated. Instead, as discussed in chapter 2, the abundance of neutral
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hydrogen is calculated using the techniques described by Lucy (1999):
nH0
Q
NV
∑
lσ = αAnenp (5.7)
where σ is the ionisation cross section and Q is the ionising luminosity of photons able to
ionise hydrogen, αA is the recombination coefficient. Equation 5.7 results from the balance
of recombination and photoionisation, and is recast using path length estimators for mean
intensity, as discussed in chapter 2. The temperature of the gas in each cell is then assigned
based on the ionisation fraction in each cell. If more than half of the gas in a cell is ionised,
the temperature is set to 8000K, if the cell is considered to be neutral its temperature is 500K.
Haworth et al. (2015) investigated the effect of including a simplified temperature calculation
and an “on the spot” approximation on the expansion of HII regions and found that the lack
of diffuse radiation field has a larger impact on the rate of expansion.
Photons are tracked from their emission at their source location, through absorption and re-
emission events until they are re-emitted as non-ionising photons and leave the simulation grid,
as discussed in chapter 2. This method therefore allows for the inclusion of stellar photons as
well as “diffuse” ionising photons that result from the re-emission process, as will be discussed
further in section 5.7. As each photon is tracked from its emission to its exit, it is also possible
to measure the fraction of photons that exit the grid.
This algorithm assumes photoionisation equilibrium, therefore no time dependence is con-
sidered. This is valid in the case that the time it takes for a photon to travel from one side of
the simulation box to the other is smaller than the hydrodynamical timestep, appropriate for
these simulations.
5.2.4 Combining codes and efficiency
Since the radiation transport is the most costly part of the simulation, the MC code is run at the
end of each hydrodynamical time step and the energy due to photoionisation included once per
timestep. As the conservative forms of the hydrodynamical equations are solved, the energy
from photoionisation is added as a source term at the end of each time step. This approach
is similar to that taken by Haworth & Harries (2012) who use a similar simplified scheme to
that used here and find that this gives a good approximation to temperatures expected from
full radiation transport simulations.
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In order to include the effect of photoionisation, it is first necessary to calculate the addi-
tional pressure due to photoionisation. Since the method used here to solve the hydrodynamic
equations considers only ions, it is assumed that the ions and electrons are perfectly coupled
and reach the same temperature and pressure very rapidly. Therefore the pressure of electrons
must be added to the system by increasing the total pressure by a factor of two, this equates
to increasing the density in newly ionised gas by a factor of 2. This is valid in the single fluid
modelling approximation used here, assuming that when the temperature of ions in the ionised
gas is calculated, the additional pressure from ions is removed. The increase in pressure due
to this increased density and the new higher gas temperature can then be calculated using the
ideal gas law.
Once the pressure due to photoionisation is known, it is necessary to ensure that extra
energy is not introduced to a cell that is ionised from a previous timestep. In order to do this,
the pressure in each cell is determined and the new pressure compared to this. If a cell is newly
ionised, the energy density in that cell is increased by replacing the internal energy term with:
Pion
γ− 1 (5.8)
into equation 5.1e, where Pion is the pressure that results from photoionisation. This is then
added to the total energy of the cell for the next timestep. Equation 5.1e therefore becomes:
E =
ρ(vv)
2
+
Pion
γ− 1 (5.9)
and this is then included in equation 5.1c as the new total energy to be advected in the next
timestep. If the gas is already ionised, or the internal energy is greater than that provided
by photoionisation, e.g. the gas is very hot and therefore can be assumed to ionised by other
processes, the pressure from ionisation is not added and equation 5.1e holds. In this way the
pressure increase from photoionisation cannot be included twice. If the gas in a cell is ionised,
the local pressure increase is advected to the neighbouring cell during the next timestep. The
temperature of the new gas entering the cell is then checked; if the gas is ionised, no further
ionisation takes place, while if it is not it can be ionised. This method assumes that once
the gas in a cell is ionised, it remains ionised due to the constancy of the ionising source.
Should the ionising source vary with time, this assumption would not be valid. However,
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as the work conducted here involves modelling of expanding HII regions this is a reasonable
approximation.
The run time for the Monte Carlo photoionisation is approximately 3-4 times that for the
hydrodynamical code, although this can vary greatly with grid resolution and number of Monte
Carlo photons. A large number of Monte Carlo photons are required to ensure good conver-
gence of the ionisation fraction in the radiation transport, this leads to a longer simulation run
time. It is very easy to parallelise a Monte Carlo code in either OpenMP or MPI. In this work,
the MC code is parallelised using OpenMP.
Since the Monte Carlo method requires all photons to see the full simulation grid at all
times, it is more difficult to parallelise the full simulation in MPI since this would require
splitting the grid among all available processors, and the photons would then not see the
full grid. There are mechanisms to avoid this problem, for example, Harries (2015) present a
method where the simulation grid is split into sections and photons are stored at the boundaries
and then transported in bulk to different sections of the grid. This decreases the computational
time involved in passing photons between the processors, but in the case of a small grid could
still be time consuming. For these reasons the MC code used here has been parallelised using
OpenMP.
While the code is parallelised in OpenMP, it has been necessary to find methods for opti-
mising the efficiency. For example for spherically symmetric problems it is possible to place an
ionising source in the corner of the simulation box and use appropriate boundary conditions
to simulate a larger simulation box. Further, for such simulations it may be possible to use a
two dimensional simulation box that accounts for the pressure gradients in the third dimen-
sion without computing the full distribution. This method is only applicable if the simulated
system is spherically symmetric.
5.3 Tests
Since both the radiation transport and hydrodynamical codes are well documented and tested,
it is necessary to determine if the new radiation-hydrodynamical method is able to reproduce
standard benchmarks.
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5.3.1 Radiation transport test
The initial test is to determine that the radiation transport code is still able to reproduce the
expected radius of a Strömgren sphere when included in the hydrodynamical simulations. To
determine this, the radii of Strömgren spheres are determined at the start of simulations in a
variety of uniform density simulations, ranging from 1cm−3 to 105cm−3 in both two and three
dimensions using an ionising luminosity 1048photons s−1. The Strömgren radius is given by:
r0 =

3Q
4pin2eαB
1/3
(5.10)
where αB is the recombination coefficient, assuming case B recombination. As the Ström-
gren sphere is produced at the very start of the simulation, the radius is measured at the first
timestep. The results of these tests are shown in 5.2 where diamonds represent the expected
radius, crosses indicate the radius calculated for each model, with varying photon number
(105 − 107 Monte Carlo photon packets) and in two and three dimensional simulations. As
expected, the extremes of radii are found when the number of MC photons is the smallest,
and as the number of photons increases the simulations converge to the expected value. The
range in radii are similar in two and three dimensions, varying only with the number of photon
packets. It is clear from this that the code is able to reproduce the Strömgren radius in a range
of densities in both two and three dimensions.
5.3.2 Expanding HII regions
Since the previous section has confirmed that the radiation component of the new code is
able to reproduce the expected initial radius of a model HII region, it is necessary to test the
dynamics of the combined code. Similarly to other new radiation hydrodynamical methods
(see review of codes by Bisbas et al. 2015), the ability to model the expansion of HII regions in a
uniform density medium was tested. There have been several analytical solutions to describe
this growth, the most famous being that of Spitzer (1978) alongside those by Hosokawa &
Inutsuka (2006) these solutions can be used to determine how well simulations reproduce
analytic results. While these two solutions are accepted benchmarks for the expansion of HII
regions, they both rely on assumptions that may make them differ from numerical models.
For example, the Spitzer (1978) solution assumes that the gas is in an isothermal state as
well as neglecting the inertia of the shell, an assumption that may not be valid in HII regions.
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Similarly, Hosokawa & Inutsuka (2006) derived their solution from the equation of motion of
the shell, thereby including the inertia of the shocked neutral gas that is formed as the region
expands, making this a more realistic model. This does still however assume an isothermal
equation of state. The Spitzer solution is given by:
ri = r0

1+
7
4
ci t
r0
4/7
(5.11)
where r0 is the radius of the Strömgren sphere, and ci is the sound speed in the ionised gas.
Similarly, the Hosokawa & Inutsuka (2006) solution is given by:
ri = r0

1+
7
4
√√4
3
ci t
r0
4/7
(5.12)
where the extra factor of
q
4
3 is a result of the inclusion of the inertia of the shocked gas, lead-
ing to a slightly faster expansion than that found by Spitzer (1978). Due to the assumptions
implicit in both of these analytic solutions, it is therefore expected that simulated results will
not exactly match either solution. This was found by all of the different methods analysed in
Bisbas et al. (2015) where all methods were found to more closely match the Hosokawa & In-
utsuka (2006) solution, but still with some variation. Bisbas et al. (2015) therefore developed
a new equation that accounts for variations from these solutions:
R = R2 +

1− 0.733 exp

− t
M yr

(R1 − R2) (5.13)
Where R2 is the Hosokawa & Inutsuka (2006) solution while R1 is the Spitzer (1978) solution.
In order to test the new code, we consider a simple simulation of an HII region expanding in
to a uniform density medium with density n = 1000 cm−3 including one ionising source with
ionising luminosity Q = 1048 photons s−1, typical of an O5 star.
Figure 5.3 shows results for three dimensional simulations with resolution 323, 643 and
1283 with 106 and 107 Monte Carlo photons. This model is able to reproduce the analytical
solution increasingly well with increasing resolution and number of Monte Carlo photons.
All of these simulations deviate from the Spitzer and Hosokawa solutions at the start of the
simulation, however this deviation decreases as the resolution of the simulation increases. At
longer times however, the differences fall to below 10% in line with models of Krumholz, Stone
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Figure 5.2: Test of radiation code to reproduce expected Strömgren radius. Black diamonds repre-
sent the expected radius, red crosses represent the radius calculated by this code with varying photon
number and dimensions.
& Gardiner (2007). Similarly to Krumholz, Stone & Gardiner (2007) we find that the width of
the ionised shell decreases with increasing resolution, since the density peak is spread over a
few cells due to numerical diffusion, as expected. This can be seen in figure 5.4, which shows
an example of the density structure for the expansion of an HII region in density n = 1000
cm−3, Q = 1048 photons s−1 at times 5×104years, 2×105years, 4×105years and 6×105years.
As a result, the measured radius varies depending on whether the inside, centre, or outside of
the shell is measured. The radii presented here are found by searching for the peak in density,
if this is altered the radii increase and decrease when the outer and inner shell positions are
measured respectively. It is for this reason the simulations presented here vary slightly from
the Bisbas et al. (2015) solution. Figure 5.4 also shows slices through the density (middle
panel) and temperature (bottom panel) structure for these simulations. These show that the
density and temperature both peak in the shell, and that the shell density increases with time
as more material is swept in to the shell.
Altering the resolution of the simulation box increases the accuracy of the simulations since
this reduces the errors introduced in the interpolation phase of the Godunov scheme. This
occurs because there are likely to be smaller differences between the value of each variable
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Figure 5.3: Radius of ionisation front as the simulation evolves in three dimensional simulations. The
Spitzer (1978) solution is shown in black, the Hosokawa & Inutsuka (2006) is shown in red and the
STAR BENCH solution in purple. Red crosses indicate a simulation box with resolution 323, blue 643 and
green 1283.
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Figure 5.4: Example maps of density structure at times 5× 104years, 2× 105years, 4× 105years and
6 × 105years for a simulation with n = 1000 cm−3, Q = 1048 photons s−1 (top panel). Middle panel
shows slices through the density structure at times corresponding to those in the top panel wile bottom
panel shows temperature slices. Black lines indicate the earliest times and green the latest.
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in neighbouring cells. Although increasing the resolution improves the simulation, this also
increases the running time of the simulations as well as increasing the memory required to
run the simulation. It is therefore necessary to find a compromise between these two factors,
this can be achieved by producing test cases similar to those described above to determine the
limits of accuracy.
Since the simulations of ultra compact HII regions that will be carried out in chapter 6
are spherically symmetric, it is possible to consider a quarter of the simulation box, with the
central source located at the bottom left hand corner of the box. In this way it is possible to
increase the resolution greatly. However care must be taken with both the photoionisation
and hydrodynamical boundary conditions. In both cases, the boundaries on which the source
lies must be considered to be reflective, while all of the other boundaries must be open. The
resulting expansion from two simulations (323 and 643) in two dimensions are shown in fig-
ure 5.5. Similarly to figure 5.3, it is clear that the simulations produced here, while varying
slightly from the Spitzer (1978) solution, do produce the expected growth. In the case of
spherical symmetry , it is also possible to conduct the simulations in two dimensions, while
still considering the evolution of pressure in the third dimensions. Blue lines in figure 5.5
show an example of the expansion of an HII region in such a simulation. It is clear that while
this approximation is also able to reproduce the expected expansion of HII regions, while still
varying slightly from the Spitzer (1978) solution, as expected.
5.4 Diffuse radiation field
It is thought that a diffuse radiation field may be important in star forming regions for isolating
and destroying structures that form in the regions shadowed from direct stellar radiation by
dense clouds. The code presented here allows for the inclusion of a diffuse radiation field since
each photon is tracked through its various interactions. It is therefore possible to investigate
the impact of the diffuse field by considering the evolution of a dense sphere embedded in a low
density cloud with ionising radiation impinging on the region from outside. Two simulation
set ups are considered, one which includes the “diffuse”, or reprocessed, ionising photons and
one that only includes photons emitted from the source. In the latter case, the on the spot
approximation is used. In both cases a monochromatic source employed, as described above.
A very simple set up is considered; a sphere of radius 0.5pc and density 1000cm−3 is
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Figure 5.5: Radius with time in two different resolution simulations in two dimensions with 323 in pur-
ple and 643 in red. Blue lines show the expansion of an HII region in a 2.5 dimensional simulation. The
black solid line shows that Spitzer (1978) solution, and the green line the STAR BENCH approximation.
placed in a simulation box with dimensions x = 2pc, y = 2pc, z = 4pc with grid resolution
64×64×128 and ambient density 1cm−3. The dense sphere is positioned close to the bottom
edge of the simulation box and the photon source is positioned at the bottom edge. All photons
enter the box at a random position on the x y plane in plane parallel rays along the z direction.
The ionising flux is 3×1011 ionising photons s−1 cm−2, such that the luminosity of the source
is Q = 1049 photons s−1, sufficient to ionise the whole box. As above, we assume that the gas
has an initial temperature of 500 K and if the gas is ionised its temperature increases to 8000K.
Figures 5.6 and 5.7 show snapshots of density and temperature of the simulation at times t
= 100 years, t= 500 year and t = 1000 years for simulations with and without diffuse photons
respectively. In the simulations without diffuse photons, a clear shadow forms behind the
dense cloud as photons are unable to penetrate the gas. At the start of the simulation, there is
no significant change in density behind the shell and the temperature in this region is 500K,
the temperature of the neutral gas. As the simulation evolves a dense wall begins to form
with density ∼ 1.7cm−3 compared to the ambient ∼ 1cm−3. Inside this shadowed region the
density is the same as in the ambient medium. This wall then thickens as time passes and
moves inwards with a velocity of ∼ 5cs. As photons impinge on the surface of the dense cloud
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and heat the gas, the cloud begins to expand with velocity ±15cs in all directions except the
positive z direction. The expansion velocity of the cloud is approximately constant throughout
the simulation. There is a clear shock expanding in front of the expansion of the cloud with
temperature ∼ 1.2× 104K .
The evolution of the simulation including diffuse photons is similar to that without dif-
fuse photons, however diffuse photons are able to penetrate the gas behind the cloud. This
increases the temperature in this region and decreases the width of the shadow region by 0.17
pc at t= 500 years and a further 0.17 pc at t=1000 years. Although photons are able to travel
in to the shadow region, there is still a clear boundary between the shadow and non-shadowed
regions, this boundary travels inwards at a velocity of ∼ 3cs, slower than the case with no dif-
fuse photons. This is due to the smaller difference between temperatures and densities in the
shadow and non-shadowed regions. Compared to the simulations without diffuse photons the
shadowed region has a higher temperature by a factor of 20 at the end of the simulations
(500K without diffuse photons and ∼8000K with diffuse photons).
In front of the dense cloud, there is an expanding region that results from the evapora-
tion of the surface of the cloud. In simulations with diffuse photons, this evaporated gas is
evaporated more rapidly, as the photons can be absorbed and re-emitted in the gas, thereby
producing more ionised gas within the cloud. As photons are able to penetrate further in to the
cloud when diffuse photons are used, approximately 0.1% more of the cloud’s mass is evapo-
rated per timestep, leading to the cloud being smaller by approximately 2% in mass at the end
of the simulation in the case with diffuse photons than without. There is approximately 5%
more mass in the shadow region behind the cloud in the diffuse field case, while the density
distribution behind the cloud is more uniform. This is a result of the diffuse photons propa-
gating further into the cloud and more evenly distributing the material. Haworth & Harries
(2012) produce similar simulations in which instabilities form when the ionisation front inter-
acts with low density material in the simulation. There is no evidence of instabilities forming
at the edges of either the shock fronts or the boundary between the neutral and ionised gas
behind the cloud in the simulations presented here. This is likely to be a result of the lower
resolution of these simulations compared to those of Haworth & Harries (2012) as well as the
difference in density structure of cloud used here.
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5.5 Conclusions
In conclusion, a new radiation-hydrodynamical code has been produced and tested. This
method can be used to model the effects of photoionisation in many different astrophysical
problems. The code utilises a Monte Carlo method for radiation transport that allows for the
inclusion of the diffusion radiation field. This algorithm does not include the effects of radia-
tion pressure on dust grains or the impact of thermal dust emission which may be important
in star forming regions.
Although this method is able to include the diffuse radiation field, it can be computationally
more intensive than methods that use an “on the spot” approximation. To overcome this, the
Monte Carlo code is parallelised using OPENMP. There is scope for further parallelisation in the
future, and we plan to parallelise the code using MPI and techniques similar to those described
by Harries (2015).
A test case including the impact of the diffuse radiation field on high density clouds in
the ISM has been presented. The importance of this radiation is clear, with the diffuse field
quickly decreasing the size of the shadowed region behind the cloud. This has clear impact
on the formation of isolated clumps in star forming regions and the formation of pillar-like
structures. It would be interesting to investigate the impact of the diffuse radiation field in
simulations that include star formation to determine if the isolation of high density clumps is
able to enhance, or halt, star formation.
Future work will include development of techniques to include radiation force on dust
grains. This has not been discussed here as it is expected that the impact of this process will
be small in simulations of HII regions. Simulations produced by (e.g. Harries 2015) indicate
that the impact of radiation on dust grains may be important in some scenarios.
Further to this, there is scope to upgrade the simple two frequency ionisation code used
here to calculate the full heating and cooling rates and ionisation structure in the gas. While
this would give a more accurate description of the gas, it is significantly more time consuming
since the temperature and ionisation structures must be iterated to convergence. Finally, mag-
netic fields will be included in these simulations in order to investigate regions where magnetic
fields may be important.
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6
Evolution and X-ray Observations of Ultra
Compact HII Regions
This chapter aims to investigate the importance of different driving mechanism on the evolu-
tion and observations of ultra compact HII regions (UCHII). These regions are not observed in
diffuse X-ray emission, although the presence of hot stellar winds suggest they should be. This
chapter presents new radiation hydrodynamical simulations of UCHII regions that is able to
predict the temperature and density of the gas, and therefore the intensity of expected X-ray
emission.
6.1 Introduction
Ultra Compact HII (UCHII) regions surround newly formed massive stars when they are em-
bedded in their molecular clouds, and are a result of ionisation by massive O stars. It is thought
that during the UCHII region phase of HII region evolution, the central star is no longer ac-
creting and has settled on to the main sequence (Wood & Churchwell, 1989a). UCHII regions
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are thought to be small ( r < 0.1pc) and dense (n > 1 × 104cm−3) (Kurtz, 2000). Since
they are embedded in their molecular clouds, obscuration in these regions makes it difficult to
determine the properties of their interiors.
UCHII regions are thought to consist of a hot dust evacuated central region surrounded by
a cooler shell (Chini, Kruegel & Wargau, 1987). Since UCHII regions are surrounded by dust
and therefore are observed through bright IR emission, they are seen throughout the Galaxy
and can be used to determine global galactic properties. They have been used to determine
the distribution of O stars in the Galaxy and to estimate the fraction of obscured massive stars
that are still in their parent molecular clouds (Churchwell, 2002). Understanding the number
of massive stars in the Galaxy is important since this impacts on the estimated star formation
rate and efficiency estimates. Wood & Churchwell (1989a) found that approximately 10% of
O stars in HII regions within∼ 2.5kpc of the sun are in an ultracompact state, suggesting there
could between 4000 and 36000 O stars in the Galaxy.
6.1.1 Morphology and life time of UCHII regions
Once the central star has stopped accreting and moves on to the main sequence, UCHII regions
begin to become detectable, as they expand outside their very dense core and the emitted
optical radiation is no longer as obscured. There have been several surveys of UCHII regions,
including those by Garay et al. (1993), Kurtz, Churchwell & Wood (1994), Miralles, Rodriguez
& Scalise (1994) and Churchwell & Wood (1987).
Wood & Churchwell (1989b) based their survey on radio continuum brightness distribution
and found that there are only a few morphological types: cometary, core-halo, shell, irregu-
lar (Wood & Churchwell, 1989b) and bipolar (e.g. Campbell (1984) , Rodriguez, Canto &
Moran (1988), De Pree, Rodriguez & Goss 1995). These are shown in the schematic figure
143 in Wood & Churchwell (1989b), along with brightness profiles for each type. Wood &
Churchwell (1989b) find that of their catalogue of 75 UCHII regions, 20% of UCHII regions
appear cometary in structure, 16% core-halo, 4% shell like, 17% irregular and 43% appear
spherical or unresolved. They note that factors such as the resolution of the images will im-
pact on their observation. It is worth noting that the resolution of these images also impacts
on the structures observed; higher resolution observations would likely reveal more highly
structured regions, leading to a reduction in the percentage of UCHII regions that appear
spherical. Figure 6.1 shows examples of each of the morphological types for UCHII regions
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Figure 6.1: Example UCHII region morphologies, clockwise from top left (a) spherical G45.07+0.13,
(b) cometary G12.21.0.10, (c) shell G5.89.0.39, (d) core and halo G41.74+0.10, (e) irregular
G10.15.0.34 and (f) NGC7538 IRS1. Panels a-e from Wood & Churchwell (1989b) and f from Campbell
(1984). Reproduced with permission.
(a) spherical G45.07+0.13, (b) cometary G12.21.0.10, (c) shell G5.89.0.39, (d) core and halo
G41.74+0.10, (e) irregular G10.15.0.34 and (f) NGC7538 IRS1. Figure 2 of (Urquhart et al.,
2009) shows more recents VLA 6cm emission observations of several UCHII regions including
the region CO51.5095+00.1679, which illustrates the clear spherical and shell like structure
of some of these regions.
It is thought that the morphology of UCHII regions is related to their age, dynamics, density
of the surrounding media and the motion of the region relative to the ISM (Churchwell, 2002).
Since there are so many factors that could potentially impact on the morphology, it is unclear
which is the most important. It is thought that if an HII region expands at the rate of that
expected from the ionised gas (∼ 10km s−1) then the regions should expand to greater than
0.1pc in approximately ∼ 104yrs. However many observed UCHII regions appear to be older
than 105years. Therefore, it is important that any explanation of the morphological state of
these regions should also explain their unexpectedly long life times (∼ 105yrs).
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There are relatively few proposed scenarios to explain the morphology and lifetime of
UCHII regions. Churchwell (1999) give a brief description of these, and this is summarised
here. The first is the champagne flow or “blister” model to explain the cometary structure of
UCHII regions. This requires that massive stars form near the edge of molecular clouds and
the UCHII regions therefore are confined on one side while being able to expand freely into the
low density gas surrounding the cloud (Yorke, Tenorio-Tagle & Bodenheimer 1983). Forster
et al. (1990) and Fey et al. (1995) produced models of these regions and showed that if a steep
density gradient is present, then a cometary structure will form. While this theory is able to
explain the cometary morphology, it does not explain the long lifetime of UCHII regions, since
they are able to expand on dynamical timescales (∼ 104years).
Wood & Churchwell (1989b) suggest that there are two mechanisms to extend the life time
of UCHII regions. The first of these involves the dense dusty cocoon that surrounds the UCHII
regions collapsing towards the star while the ionised region expands. This would slow the rate
of the ionised gas expansion due to the external pressure of the dust. Second, it is possible
that cometary UCHII regions are formed as an O star travels supersonically through the ISM
forming a bow shock around the star. This shock and resulting build up of gas would result in
an apparent UCHII region for the full life time of the star (∼ 106 years). The all sky survey of
Wood & Churchwell (1989a) suggests that the reason so many cometary UCHII regions were
found is that these regions do intrinsically have a longer lifetime.
Zheng et al. (1985), Ho & Haschick (1986) and Keto, Ho & Reid (1987) presented models
where UCHII regions are surrounded by dense, infalling molecular gas showing that in this
scenario the regions would remain compact far beyond the ages expected from the dynamical
timescales. While this theory is able to explain the long lifetime of UCHII regions, it does not
explain their morphologies.
Hollenbach, Johnstone & Shu (1993) and Hollenbach et al. (1994) produced a model in
which the massive disc that surrounds an O star during the early stages of its evolution is
photoevaporated to form a compact HII region which is constantly replenished by the disc.
This theory therefore naturally produces long lived regions, as long as the star is surrounded
by a disc.
De Pree, Rodriguez & Goss (1995) and De Pree, Goss & Gaume (1998) suggested that the
density of gas surrounding UCHII regions may be much higher than expected (∼ 107cm−3).
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Therefore the increased external pressure on confined HII regions may maintain their small size
for ∼ 105 years. Similarly Xie et al. (1996) suggested that turbulent pressure from molecular
clouds would provide sufficient increases in external pressure to explain the longevity of these
regions. Again, while these models explain the long lifetimes of UCHII regions, they do not
explain the morphologies.
Dyson, Williams & Redman (1995) propose a model in which the stellar wind from the mas-
sive central star is mass loaded from the surface of pressure-confined self gravitating clumps
in the UCHII region. This results in a recombination rather than an ionisation front surround-
ing the UCHII region since the ionised clumps from the interior of the region are moved to
the edges, where recombination occurs. This confines the size of the regions thus extending
the time HII regions spend in their ultra compact phase. Again, this does not explain the
morphology of UCHII regions.
Finally, van Buren et al. (1990) suggested that the cometary appearance of UCHII regions
could be a result of stellar wind bow shocks as the massive central star moves through the
molecular cloud.
Churchwell (1999) suggested that each of these mechanisms may be important at different
stages of the regions evolution. For example, “blister” models are likely to be relevant when
the star leaves its parent cloud while the disc model could logically be important while the star
has a disc. While each of these models is able to explain the morphologies or lifetime of UCHII
regions, none is able to explain both the range of different morphologies and the timescales.
It is therefore clear that more work needs to be done to present a new theory of the evolution
of these regions.
Surveys of UCHII regions show that many are surrounded by photoionised extended low
density gas, possibly resulting from external sources (e.g. Kurtz et al. 1999, Kurtz, Churchwell
& Wood 1994, Wood & Churchwell 1989b, Kim et al. 2001, Ellingsen, Shabala & Kurtz 2005).
While Kurtz et al. (1999) and Kim et al. (2001) found that many of their observed sources
contained diffuse emission, Ellingsen, Shabala & Kurtz (2005) produced a survey based on
much younger UCHII regions and found less extended emission, suggesting this emission is
related to the age of the region. Using 21cm emission line data, Kim et al. (2001) showed
that the UCHII regions and extended emission in these areas was at almost the same velocity,
suggesting that they are physically linked. They suggest that the extended emission can be
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explained in terms of a champagne flow in a non uniform structure that allows photons to
travel out of the UCHII region in to the diffuse surroundings. If this is the case, it would
require UCHII regions to be close to the edge of their parent clouds, supporting the theory of
blister regions to explain the cometary morphology. The origin of this emission is still not fully
understood, and therefore more observations of the radio emission lines are required.
6.1.2 Distribution of UCHII regions
It is thought that UCHII regions are primarily located in the plane of the Galaxy in the dense
gas. Several studies have been carried out to determine the distribution of UCHII regions,
for example, Hughes & MacLeod (1989) used optical HII regions to determine that ∼ 2300
HII regions lay between ±3◦ in latitude. Similarly, Wood & Churchwell (1989a) used radio
emission from UCHII regions to determine that ∼ 1650 candidate regions are distributed with
a scale height of∼ 90pc at a distance of 8.5 kpc, and are located primarily towards the galactic
centre. Wood & Churchwell (1989b) present observations of 75 UCHII regions with average
distance 8.5 kpc from the sun, with distances ranging from 1.9 kpc to 17 kpc. The distribution
of UCHII regions can also be used to determine Galactic properties such as the location and
size of spiral arm structures. Since spiral arms are primarily traced by O stars, it is expected
that O stars embedded in UCHII regions should also be present and observable.
6.1.3 X-ray Observations
There is currently little understanding of X-ray observations of UCHII regions since the prop-
erties of the stars that drive them are not yet fully understood. Observations of stellar objects
inside UCHII regions are notoriously hard since they are heavily obscured at UV and optical
wavelengths. However, there have been several recent surveys of such stellar objects. Bik
et al. (2005) investigated the X-ray spectra of several objects in the neighbourhood of UCHII
regions, but these were not the stars driving the regions, and in some cases were the nebu-
lae themselves, which are not dominated by stellar emission. Further, Alvarez et al. (2004)
used near-IR observations to image several UCHII regions in order to accurately determine the
spectral types of the ionising stars in eight UCHII regions. They found that the driving stars
are primarily O3 to O9 stars. Better techniques need to be developed and observations still
need to be carried out to help our understanding of the stellar objects.
Observations of the central star in the region G29.96-0.02 have determined that this star
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has spectral type O5 to O6, similar to other nearby field stars. This indicates that its stellar
winds should be fast and hot, making winds an important component for the understanding
of the dynamics of UCHII regions (Martín-Hernández et al., 2003). X-ray observations of this
region should therefore give some understanding of the stellar objects that reside in UCHII
regions through information about their stellar winds. X-ray observations are routinely carried
out in star forming regions and extended hard X-ray sources are often found. Observations
of the W3 region have shown X-ray emission from many of the OB stars in this evolved HII
regions, as well as at the centres of some UCHII regions in the area (Hofner et al., 2002). This
emission in evolved HII regions appears to be point like, leading to the suggestion that this is a
result of shocks within the wind, since these stars are no longer accreting. However there are
other mechanisms that could produce this emission in UCHII regions. For example, accretion
flows and interactions with the nebula (Hoare et al., 2007) have been suggested as possible
alternatives.
UCHII regions are often thought of as being generated by stellar winds pushing against
the external medium (Weaver et al., 1977). In this model, extended X-ray emission from the
wind blown shell and the bubble interior should be observed. Such emission is seen in the
post-shock gas in some extended HII regions (e.g. M17, Townsley et al. 2011). However, this
emission is not observed in UCHII regions, suggesting a possible different driving mechanism.
One expected result of X-ray emission in extended HII regions is the formation of a partially
ionised layer just outside the region. This is a result of the propagation of high energy X-ray
photons in to the surrounding neutral medium. HI recombination lines have been observed in
areas surrounding several extended regions (Garay et al., 1998) and this emission has been
attributed to this process. Therefore there is clear evidence that more extended HII regions do
generate diffuse hard X-ray emission.
If an internal source of extended X-ray emission is present in extended HII regions, it
could be expected to also arise in UCHII regions. Simple models suggest that the interaction
between the ionised gas shell and the windblown shell should result in hard X-ray emission
with luminosity of ∼ 1034ergs s−1 at the end of the region’s dynamical lifetime (104 years)
(Weaver et al., 1977). If this were the case this emission should be easily observable with
surveys such as the ROSAT all sky survey. However this emission is not generally observed
(Feigelson, 2010), and its absence is not well understood.
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There has been a case of observed extended X-ray emission in UCHII region W 49 A (Tsuji-
moto et al., 2006), however the origin of this emission is not understood. This region appears
to contain both point like and extended emission associated with the region, however the ex-
tended emission has a size of ∼ 0.3pc, larger than the maximum usual size of UCHII regions.
This has lead to the proposition investigated in this chapter, that photoionisation and stellar
winds are both important in explaining X-ray observations and dynamics of UCHII regions.
6.1.4 Wind blown shells
Weaver et al. (1977) presented a widely accepted model for the evolution of wind blown
bubbles in the ISM. They consider an adiabatic flow without thermal conduction, and radiative
losses until the later stages of the bubble’s evolution.
At the very earliest stages, the central massive star is assumed to blow a steady, uniform
and spherically symmetric wind with a constant mass loss rate dMw/d t and velocity Vw. The
wind then interacts with the surrounding ISM which is assumed to be at uniform density n0.
This results in an expanding system consisting of four distinct regions, shown in figure 6.2:
(a) The hypersonic stellar wind
(b) Shocked stellar wind
(c) Shocked ISM gas
(d) Ambient ISM
In this picture, R2 is a shock that separates the swept up ISM from the ambient gas while Rc
is a contact discontinuity separating the swept up shocked ISM from the shocked stellar wind
gas. R1 is a shock between the stellar wind and the shocked gas. It is assumed that at the
very early stages of the expansion, the wind blown bubble is growing so rapidly that radiative
losses will be negligible and therefore do not affect the structure of the system.
Weaver et al. (1977) suggest that this first stage of a wind blown bubble’s evolution ends
when the timescale of radiative cooling of the swept up gas in region (c) becomes equal to the
age of the system, ∼ 2× 103 years for a wind with luminosity Lw = 1036ergs s−1 and ambient
density n0 = 1cm−3.
Following this, the region enters the intermediate stage of its evolution. In this phase the
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(a) Stellar wind
(b) Shocked stellar wind (c) Shocked interstellar  gas
(d) Ambient ISM
R1
Rc
R2
Figure 6.2: Schematic showing the four different zones in a wind blown bubble.
swept up gas in region (c) collapses in to a thin shell as it cools, and the inner part of the
shell becomes an HII region with T∼ 104K. This is relatively cool compared to the adjacent
∼ 106K gas in region (b). As a result of this temperature difference, there is thermal conduction
between regions (b) and (c) which causes region (c) to collapse. The radius of the inner shock
R1 is determined by the balance of ram pressure from the wind and the internal energy density
in region (b). Since this chapter is concerned with the evolution of HII regions during their
ultra compact phase, later stages of wind blown bubble evolution are not considered here.
Weaver et al. (1977) produce a basic analytic model of a wind blown interstellar bubble
with mass loss rate dMw/d t = 10−6Myr−1 and velocity Vw = 2000km s−1, interstellar den-
sity n0 = 1cm−3 and wind temperature T = 106K. Cassinelli & Lamers (1987) state that UV
observations of the violet edge of the absorption features in P-Cygni line profiles of massive
stellar winds give wind velocities from 300km s−1 for an A star through to 3500km s−1 for O3
stars for line driven winds. Cassinelli & Lamers (1987) also give mass loss rates of between
10−5Myr−1 and 10−8Myr−1. These were determined using emission from excited levels of
NIV(1719), OVI(1548,1551) and OV(1371) formed in stellar winds.
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6.1.5 Toy Model
While stellar winds may drive the expansion of HII regions, as described by Weaver et al.
(1977), this solution is unable to explain the observations of X-rays in UCHII regions discussed
in section 6.1.3. To try to explain the lack of observed X-ray emission in these regions,the
following section proposes a toy model that also includes the effects of photoionisation on an
HII region’s growth.
Consider the Spitzer solution for the expansion of photoionised bubbles, as discussed in
chapter 5.3.2, given by:
ri = r0

1+
7
4
ci t
r0
4/7
(6.1)
where r0 is the initial Strömgren radius, ci is the sound speed in the ionised gas, t is time. It
is expected that since the initial expansion of the Strömgren sphere is very rapid, this process
will dominate the region’s growth during the early phases of its lifetime. A stellar wind model
is also included in this toy model, with the radius of the wind shell calculated from the Weaver
et al. (1977) solution:
Rw =

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3/5 (6.2)
where Lw is the wind material luminosity, ρ0 is the density of the ambient medium. Initially, it
is expected that this wind blown shell will expand within the photoionised shell, and therefore
that X-ray emission will not be visible as the wind has not yet met, and shocked with, the cooler
ionisation front. When these two shells meet, it is expected that the regions should become
visible in X-ray emission. To determine the age of a region when this occurs, it is possible to
set Rw = Ri and solve for t:

250
308pi
7/20
L7/20w ρ
−7/20
o t
21/20 − 7
4
ci t r
15/20
0 = r
7/4
0 (6.3)
Unfortunately there is no analytical solution for t in this equation, however it is possible to
solve numerically given a mass loss rate, density, wind velocity and ionising luminosity. Figure
6.3 shows the expansion of the wind (red) and photoionisation (blue) shells for a model with
Vw = 1000km s−1, mass loss rate = 10−6Myr−1 and ionising luminosity 1048s−1 and density
104cm−3. Observations of X-ray emission in stellar winds suggest that as these winds move
away from the source, they have temperatures between 105 and 107K (e.g. Cohen et al. 2014,
Olson 1978, Feldmeier et al. 1997). Since we are unable to model the wind profile from
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Figure 6.3: Radius of ionisation shell from Spitzer (1978) solution (blue) and wind blown shell from
then Weaver et al. (1977) solution (red) as a function of time.
the stellar surface, we assume there is sub-grid heating within the wind giving the wind a
temperature of 105K or 106K. From this it is clear that the stellar wind should begin to drive the
expansion of this region at ∼ 1.5×104years, a similar time to the dynamical age of HII regions
when they evolve beyond their ultra compact phase. It is therefore expected that the region
would become visible in X-ray emission only when it has evolved beyond its ultracompact
phase, and the stellar wind is able to shock with the ionisation front.
Figure 6.4 shows the radius at which the wind and photoionisation shells meet in models
with varying wind velocity (blue) and mass loss rate (red). In all cases the wind velocity
and mass loss rate are greater than shown in figure 6.3. The mass loss rates used here are
10−6Myr−1 (red dash), 10−5Myr−1 (red dot dash) and velocities, 1500 km s−1 and 2000
km s−1 and all possible combinations of these parameters are used. It can be seen that some
UCHII regions should be visible in X-ray emission, but only those with the highest mass loss
rates and wind velocities. It is also clear that some values of mass loss rate and wind velocity
force UCHII regions to expand more rapidly than expected.
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Figure 6.4: Models with wind velocities used here are 10−6Myr−1 (red solid), 10−5Myr−1 (red dot
dash) and 10−7Myr−1 (red dots) and velocities, 1500 km s−1 and 2000 km s−1.
While some of these models are able to predict when a UCHII region should become visible
in X-ray emission, they do not model the intensity of the emission or the internal dynamics
of the regions. Therefore, a more sophisticated model is presented in the following sections.
This chapter aims to investigate the evolution of ultra compact HII regions from their formation
to their eventual expansion to diffuse HII regions. The driving force behind their expansion
is investigated at different times, and their X-ray emission and observability described using
the radiation hydrodynamical code described in chapter 5. The remainder of this chapter is
organised as follows: section 6.2 describes the simulation set up and parameters investigated,
6.3 discusses the results of the simulations and 6.4 gives the conclusions and future prospects.
6.2 Simulation set up
To model the evolution of UCHII regions the radiation hydrodynamical code described in chap-
ter 5 is used. This code couples a simplified Monte Carlo radiation transport method for pho-
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toionisation described in chapter 2 with the hydrodynamical simulations briefly outlined in
chapter 5.
The radiation transport method used here accounts for recombination to all levels of H0
and therefore includes the diffuse radiation field. Only hydrogen ionisation is considered and
the temperature is not explicitly calculated. Rather the fraction of ionised gas in each cell is
calculated. If more the 50% of the gas in a cell is ionised the cell is assigned a temperature
8000K typical for photoionised HII regions, and if the cell is neutral T = 500K.
Due to grid resolution, it is not possible to input a fully isotropic wind at the point source
location of the star. Hence, the momentum and energy from the wind is modelled as originat-
ing in the central 10 cells of the simulation box (∼ 0.01pc) since this gives an almost isotropic
wind at large radii. The energy and momentum are input using the following prescription:
p = ρVw
x
rwind
(6.4)
Where ρ is the density of the wind ρ = dMdt /4pir
2Vw were r is the radius of the wind input
regions, Vw is the wind velocity and
dM
dt is the mass loss rate. Since an approximation to stellar
winds is used here, with energy and momentum input at a given radius, x is the cell number
within the stellar wind regions and x/rwind gives the dilution of the wind over the wind input
area. The energy is input using
E =
Pw
γ− 1 +
1
2
p2
ρcel l
(6.5)
where Pw is the wind pressure, Pw = Twρw where Tw is the wind temperature and ρw is the
wind density, γ is the adiabatic index, assumed to be ∼ 1.2 as the gas is neither adiabatic or
isothermal, p is the momentum in each cell and ρcel l is the density in each cell. Since the
density and momentum are stored for each cell, it is necessary to determine the gas velocity
from these properties. The wind energy and momentum are not input until the wind blown
bubble reaches the radius of 0.01pc so extra energy is not introduced to the system before it
should realistically be considered.
This prescription allows the wind velocity and mass loss rates to be varied and different
stellar properties to be investigated. Initial parameters are taken from Weaver et al. (1977),
dMw/d t = 10−6M yr −1 and velocity Vw = 2000km s−1 and wind temperature T = 106K
(e.g. Cohen et al. 2014, Olson 1978, Feldmeier et al. 1997). These simulations also include
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Model Wind Velocity Mass loss rate Wind Temperature
(km s−1) (Myr−1 ) (K)
A 1000 10−5 105
B 1500 10−5 105
C 2000 10−5 105
D 1000 10−5 106
E 1000 10−6 106
F 1000 10−7 106
Table 6.1: Parameters for models. All models assume Q = 1048 photons s−1 and density n = 104cm−3.
photoionisation from a central star with ionising luminosity Q = 1048photon s−1, appropriate
for an O3 star. To complete these simulations 106 photons packets are used, the accuracy of
simulations with additional and fewer photon packets was tested and 106 photons was found
to be appropriate for these models. The simulations are carried out in two dimensions with
the z-components of each of the gradients calculated and open boundary conditions, through
which material is able to flow out, but not in. The simulations begin with a uniform density box
with size 0.2pc and density 104cm−3 with resolution 256x256 cells. These are the parameters
used to begin the first simulation, and the wind velocity, mass loss rate and temperature are
varied according to table 6.1. This encompasses a range of values within those suggested by
Cassinelli & Lamers (1987) as suitable for O type stars. Since stellar winds are included in these
simulations a test is made that the inner boundary expands at the rate expected from Weaver
et al. (1977). It is found that the wind in these simulations evolves as expected analytically.
6.3 Results
6.3.1 Physical properties
Table 6.2 shows the ages of each HII region when it leaves its ultra compact phase, as well as
the time when the wind and photoionisation shells meet. It is clear from this that the expansion
of an HII region is initially governed by the ionisation front but close to the time the region
expands from the ultra compact to a more extended phase the expansion begins to be driven
by the stellar wind blown shock front. This will be discussed further in section 6.3.2 where the
implications of this on X-ray observability of such regions are explored. Figure 6.5 shows the
evolution of model E as a function of time with diamonds showing the outside radius of the HII
region. The blue line shows the Spitzer solution for radiation driven expansion (Spitzer, 1978)
and the red line shows the Weaver solution for the expansion of a stellar wind (Weaver et al.,
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Model Time (r > 0.1pc) Time (shells meet)
(Years) (Years)
A 9219 9780
B 7335 7824
C 5868 6357
D 4890 4890
E 8313 8802
F 18582 19560
Table 6.2: UCHII ages for simulations with parameters from table 6.1 with Q = 1048photons s−1 and
density n = 104cm−1
1977), as shown in figure 6.3. As expected from the times shown in table 6.2, the evolution
initially follows the photoionisation expansion, then when the photoionisation and wind shells
meet, the expansion is driven by the stellar winds.
While the hydrodynamical simulation produced here is able to predict the time at which
an HII region will become observable compared to the analytic solution, there are some dis-
crepancies. As discussed in chapter 5, this is a result of the assumptions made in the develop-
ment of the analytical solutions. For example, the Spitzer solution assumes that the system is
isothermal, an assumption that is not made in the hydrodynamical simulations since the true
dynamics of the system are unknown. Similarly, the Weaver et al. (1977) solution for winds as-
sumes that the flow is an ideal adiabatic flow with no radiative losses. Again, as the dynamics
are not well known, this assumption is not made in the models. This results in small variations
between the model and analytic approximations. Figure 6.6 shows maps and slices through
the density profiles of simulations A (left, Tw = 105K) and D (right, Tw = 106K) at times 3400,
4400, 5386 and 7320 years (left to right) for simulation D and 3400, 8300, 10000 and 12200
years for simulation A. These times represent snapshots close to the start of the simulations,
when the wind and photoionisation shells meet, and the following wind driven expansion of
the regions. The bottom two panels of this figure represent density slices through the centre
of the UCHII regions, with black lines representing the earliest snapshot, and green the latest
snapshot. These simulations have the same wind speed and mass loss rate but different wind
temperatures.
It is clear from figure 6.6 that the densities in each of the photoionised shells are similar,
as expected. The density in the shocked wind material between the photoionisation and wind
shells is higher in simulations with higher wind temperatures. This is likely a result of the faster
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Figure 6.5: Radius of model F (Tw = 106K, vw = 1000 km s−1 mass loss rate = 10−7Myr−1) with
time. Black diamonds show the radius of the outer shell of model F and the blue and red lines show
the expected radius of a photoionisation and wind blown bubble from Spitzer (1978) and Weaver et al.
(1977) solutions respectively.
expansion of the wind blown bubbles in these simulations. It can also be seen that the shocked
wind region is smaller in simulations with higher wind temperature. Again, this is likely to be
a result of the more rapid expansion and increased thermal pressure of the evacuated stellar
wind region in these simulations. It is also interesting that simulations with a lower wind
temperature have a wider shock towards the end of the simulations. This is likely a result of
the lower temperature of the wind in these shells puffing the shell up to larger thicknesses, as
can ben seen from the density profiles shown in the bottom two panels. The slices through the
density grid shown in figure 6.6 indicate that close to the start of the simulation there is both
a dense wind and photoionisation shock, which eventually combine to produce a more dense
shell that increases in density with time.
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Figure 6.7: Density in different wind velocity models. Model A(Tw = 105K, vw = 2000 km s−1 mass
loss rate = 10−5Myr−1) is shown by green crosses, B(Tw = 105K, vw = 1500 km s−1 mass loss rate
= 10−5Myr−1) by blue stars and C (Tw = 105K, vw = 1000 km s−1 mass loss rate = 10−5Myr−1) by
red crosses. Vertical shaded regions show the times at which the wind and photoionisation shells meet.
Figures 6.7 and 6.8 show the density of the wind shock, shown as a dense shell in figure
6.6, for different wind velocities and mass loss rates respectively. As expected, the density in
the wind shock increases steadily until the photoionisation and wind shells meet, when there
is a sharp increase in the density in the shells. Once the shells have met there is a decrease
in density before this begins to increase again. This occurs because the shock puffs up slightly
as the gas in the shell is heated and the energy is not released immediately, resulting in a
thicker, more diffuse shock. This is illustrated in figure 6.9 which shows the density evolution
of simulation E over times 7800-12700 years, beginning when the photoionisation and wind
shells meet along with the density profile over these times. This shows a slight increase in
thickness just after the two shells meet, before becoming roughly constant. Generally the
ionised shell has density ∼ 0.5−0.25 that of wind shell when they meet, except for the lowest
mass loss rate, where the densities are almost the same. It is also clear that the density in
the combined shell increases slightly as soon as the shells meet, before decreasing as the shell
thickness increases.
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Figure 6.8: Density in different mass loss rate models. Model D(Tw = 106K, vw = 1000 km s−1 mass
loss rate = 10−5Myr−1) is shown by red crosses, E(Tw = 106K, vw = 1000 km s−1 mass loss rate
= 10−6Myr−1) by blue stars and F(Tw = 106K, vw = 1000 km s−1 mass loss rate = 10−7Myr−1) by
green crosses. Vertical shaded regions show the times at which the wind and photoionisation shells
meet.
Figure 6.10 shows maps of the temperature in simulations A (left, Tw = 105K, vw = 2000
km s−1 mass loss rate = 10−5Myr−1) and D (right, Tw = 106K, vw = 1000 km s−1 mass loss
rate = 10−5Myr−1) for the same times as shown in figure 6.6, along with the temperature
profile for each time. As expected, there is a clear difference in wind temperature between the
simulations. The shocked wind material has a similar temperature with hot winds producing
slightly hotter shocked gas. At the start of each simulation there is a clear area of ionised gas
at ∼ 8000K, but this is rapidly incorporated in to the shocked wind material at ∼ 106K leaving
only a slightly cooler shell at the edge of the HII region. As expected, the outer edge of the
regions with cooler winds are cooler than those in the hot wind simulations. In all cases the
photoionised shell maintains a temperature of 8000K until it is overtaken by the wind shock.
The temperature profiles shown here clearly indicate that simulations with a hot stellar wind
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Figure 6.9: Maps of density in model D (Tw = 106K, vw = 1000 km s−1 mass loss rate = 10−5Myr−1)
as the photoionisation and winds shells meet. There is a small increase in the thickness of the wind
shell as the shells meet which then decreases slightly as the region expands further. Bottom panel shows
slices through the density structure, black lines indicate the earliest time, and red dashed line the latest.
produce a significantly hotter region of shocked gas than in the cool wind case. There is a
smaller increase in temperature between the stellar wind and the shocked gas in the hot wind
case, as will be discussed below. Examining the black lines that represent the temperature
profile at the earliest phase of the UCHII regions evolution, there is a clear region beyond
the stellar wind front which represents a traditional HII region at ∼ 8000 K bounded by an
ionisation front at a slightly higher temperature.
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Figures 6.11 and 6.12 show the evolution of temperature of the wind front as a function of
time for different wind velocities and mass loss rates respectively. In all cases the temperatures
remain roughly constant with time, although each shows an increase followed by a rapid
decrease close to the start of the simulation. This is a result of the initial formation of the
wind shock. In the first time step the shell is being heated by the stellar wind, therefore the
temperature in the shell increases rapidly. Once the shell begins to expand, it cools resulting
in a small increase in velocity as the thermal energy is converted to kinetic energy in the shell.
Figures 6.13 and 6.14 show the evolution of wind shell velocity with time. In all cases
the velocity of the shell decreases with time as it moves away from the central source. When
the fast wind shell meets the photoionised shell the velocity decreases suddenly, with smaller
decreases occurring for simulations with smaller mass loss rates, and a similar decrease for
each of the different wind velocities. This decrease occurs as the fast wind shell moves in to
the photoionised shell and begins accelerating the material to the same speed as the materials
begin to mix and accumulate. Linear momentum is imparted to the more diffuse photoionised
shock by the wind while momentum from the photoionised shell is imparted to the higher mass
wind shock. Since the momentum is conserved, the kinetic energy of the shell changes as the
density increases. However some of this energy is radiated in to the surrounding material as
thermal energy, reducing the velocity of the gas slightly. In the lowest mass loss rate case
there is a small increase in velocity as the two shells meet. This is because there is no shock
formed at this point ,and the temperature of the ionised front increases as a result of the wind
shock. As the temperature increases in the new ionisation front, the kinetic energy increases
and the expansion accelerates.
In the varying wind velocity case, there is a more uniform decrease in velocity. This occurs
because when the wind and ionisation shells meet, the density in the two shells is more similar
and therefore the difference in density and velocity before and after the shock are similar in
all cases.
Effect of Varying Wind Temperature
Figure 6.15 shows the evolution of temperature in the wind shell with time for simulations
with different wind temperature. The simulations with a higher wind temperature result in
hotter gas in the wind shock, as expected. It is also clear that the jump in temperature between
the wind and the shell is significantly larger in the cool wind case. This is a result of the Mach
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Figure 6.11: Temperature of wind shell in different wind velocity models. Model A (Tw = 105K,
vw = 2000 km s−1 mass loss rate = 10−5Myr−1) is shown by green crosses, B (Tw = 105K, vw = 1500
km s−1 mass loss rate = 10−5Myr−1) by blue stars and C (Tw = 105K, vw = 1000 km s−1 mass loss
rate = 10−5Myr−1) by red crosses. Vertical shaded regions show the times at which the wind and
photoionisation shells meet.
number varying as ∆T0.5. Hence, if the temperature of the wind is greater, the Mach number
is smaller since the velocity of the shell and wind are more similar, and therefore the jump in
temperature between the stellar wind and the wind shock is smaller.
Figure 6.16 shows the evolution of velocity with time of the hot gas in the simulations A
(Tw = 105K) and D (Tw = 106 K), where only the wind temperature is varying. It is clear
that the higher temperature wind shells have a significantly higher velocity than the lower
temperature models. This is a result of the higher pressure and kinetic energy input from
these winds. There is a smaller decrease in velocity when the wind and photoionisation shells
meet in the hotter wind case. This is because the total linear momentum is conserved and the
mass of the combined shells is similar in each case. If the initial wind velocity is higher, then
the shell velocity after the shock will also be larger, resulting in a smaller change in velocity.
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Figure 6.12: Temperature of wind shell in different mass loss rate models. Model D (Tw = 106K,
vw = 1000 km s−1 mass loss rate = 10−5Myr−1) is shown by red crosses, E (Tw = 106K, vw = 1000
km s−1 mass loss rate = 10−6Myr−1) by blue stars and F (Tw = 106K, vw = 1000 km s−1 mass loss
rate = 10−7Myr−1) by green crosses. Vertical shaded regions show the times at which the wind and
photoionisation shells meet.
Figure 6.17 shows the evolution of wind shell density with time. Since the hot wind ex-
pands faster than the cool wind, the density increases more rapidly. However towards the end
of the simulations the densities in the two models are similar since the material in the shell is
swept up ISM gas, and the same amount of ISM is collected in each case.
As stated above, it is expected that if a UCHII region expands at the rate expected from
photoionisation, it should expand to larger than 0.1pc in ∼ 104yrs, as found in these simula-
tions. The short lifetimes found in these simulations are expected since the regions expand on
dynamical timescales with no confinement mechanism.
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Figure 6.13: Shell velocity in different wind velocity models. Model A (Tw = 105K, vw = 2000 km s−1
mass loss rate = 10−5Myr−1) is shown by green crosses, B (Tw = 105K, vw = 1500 km s−1 mass loss
rate = 10−5Myr−1) by blue stars and C (Tw = 105K, vw = 1000 km s−1 mass loss rate = 10−5Myr−1)
by red crosses. Vertical shaded regions show the times at which the wind and photoionisation shells
meet.
6.3.2 X-ray emission from UCHII regions
As mentioned above, there is a lack of observed diffuse hard X-ray emission in UCHII regions
(Feigelson et al., 2013). To determine the intensity and distribution of X-ray emission in the
simulations produced here, two typical X-ray frequencies are chosen, 1 keV and 5 keV for soft
and hard X-rays respectively.
The observability of the regions is determined by examining figure 2 of Posson-Brown et al.
(2006) which shows that the Chandra satellite can detect fluxes of > 10−15ergs s−1 cm−2. The
X-ray flux is estimated from the emissivity, which is determined from the free-free emission:
ε= 6.8× 10−38 g f f T−0.5z2neni (6.6)
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Figure 6.14: Shell velocity in different mass loss rate models. Model D (Tw = 106K, vw = 1000 km
s−1 mass loss rate = 10−5Myr−1) is shown by red crosses, E (Tw = 106K, vw = 1000 km s−1 mass loss
rate = 10−6Myr−1) by blue stars and F (Tw = 106K, vw = 1000 km s−1 mass loss rate = 10−7Myr−1)
by green crosses. Vertical shaded regions show the times at which the wind and photoionisation shells
meet.
where T is the temperature, g f f is the Gaunt factor, ne = ni is the density of the gas and z is
the charge, and emissivity has units , from Draine (2011). The Gaunt factor used here is:
g f f = ln

exp[5.96−
p
3
pi
ln(Ziν9T
−3/2)] + 2.71828

(6.7)
Where Z is the charge, ν9 is the frequency in units of 10
9 Hz and T is the temperature. The
survey of UCHII regions presented by Wood & Churchwell (1989b) gives estimated distances
for 75 regions, showing an average distance of ∼ 8.5 kpc. Hence, in order to determine the
flux of emission, the simulated regions are assumed to be at a distance of 8.5 kpc.
Figures 6.18 and 6.19 shows the flux of hard and soft X-rays for each of the different
models. This is calculated by first calculating the total X-ray luminosity of each region, and
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Figure 6.15: Temperature in different wind temperature models. Model D(Tw = 106K, vw = 1000 km
s−1 mass loss rate = 10−5Myr−1) is shown by red crosses, A (Tw = 105K, vw = 2000 km s−1 mass loss
rate = 10−5Myr−1)by blue crosses. Vertical shaded regions show the times at which the wind and
photoionisation shells meet.
then the flux observed when each region is at a distance of 8.5 kpc. The grey shaded region
indicates the time range where the photoionisation and wind shells can be considered to meet,
while the black line indicates when the region expands beyond 0.1 pc and the horizontal line
shows the CHANDRA observational limit. In all cases a good approximation is that the HII
regions are considered ultra compact until after the two shells meet. Therefore the diffuse
emission we see from these regions at earlier times is that from the photoionised shell rather
than the hot wind blown shell. As a result of this it is expected that the X-ray intensity will be
low and concentrated on the central wind region, and the observed emission therefore comes
from the cooler shell.
Figure 6.18 indicates that in order for a UCHII region to be unobservable at 8.5kpc in hard
X-rays at any stage before growing to larger than 0.1pc, the stellar winds must either be slow
(model A) or the mass loss rate must be very small (model F). This is likely to be a result of the
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Figure 6.16: Velocity in different wind temperature models. Model D(Tw = 106K, vw = 1000 km
s−1 mass loss rate = 10−5Myr−1) is shown by red crosses, A(Tw = 105K, vw = 2000 km s−1 mass
loss rate = 10−5Myr−1) by blue stars. Vertical shaded regions show the times at which the wind and
photoionisation shells meet.
strength of the wind shock, and therefore the lower temperature and density in these shells.
In models that can be observed at this stage, the UCHII regions only become observable in
diffuse hard X-rays close to the time at which the wind and photoionisation shells meet, since
it is only at this time that the wind begins to shock with the cooler photoionised shell and
increase the temperature and densities in these regions. Before this time, the X-ray emission
is centred on the central star, and is within the stellar wind. This is expected and in line with
observations of regions such as M17 which show X-ray emission arising in the centre of the
HII region (Townsley et al., 2011).
Four of the simulations, B, C, D and E are observable throughout the simulation run. In
these cases the emission is concentrated within the stellar wind, until the wind and photoion-
isation shells meet and the emission becomes more diffuse. These regions are also shown to
expand much more rapidly than expected for UCHII regions as they reach 0.1 pc before the
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Figure 6.17: Density in different wind temperature models. Model D (Tw = 106K, vw = 1000 km
s−1 mass loss rate = 10−5Myr−1) is shown by red crosses, A (Tw = 105K, vw = 2000 km s−1 mass
loss rate = 10−5Myr−1) by blue stars. Vertical shaded regions show the times at which the wind and
photoionisation shells meet.
expected 104 years. All of the regions should be observable in the soft X-ray regime, with only
the smallest mass loss rate simulation F being initially unobservable and becoming observable
just before evolving beyond the UCHII phase.
It appears that the mass loss rate impacts more greatly on the observed X-ray intensity,
with an increase in a factor of ten in mass loss rate giving a similar increase in the intensity.
This is likely to be a result of the large differences between the density of gas present in the
wind blown shells and their interiors in these models.
Comparing panels A (Tw = 105K) and D (Tw = 106 K) in figures 6.18 and 6.19, it is also
possible to conclude that the wind temperature is an important factor in determining the ob-
servability of UCHII regions. In the case of the hot wind (panel D), the flux is approximately
100 times larger than that in the cooler wind case. This is likely a result of the higher temper-
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ature and densities present in the hot wind shells.
This therefore suggests that while the Weaver et al. (1977) model works well to explain
the expansion of a stellar wind bubble, the wind temperature is an important parameter that
should be included in the model. It is worth noting that the Weaver et al. (1977) solution does
not consider that the stellar wind will expand in to a pre-existing HII region where the gas
is warm, this also impacts on the strength of the resultant shock, leading to higher intensity
emission.
An example of maps of X-ray emission from these regions is shown in figure 6.20 for sim-
ulation E (Tw = 106K, vw = 1000 km s−1 mass loss rate = 10−6Myr−1). This illustrates the
expected X-ray flux in the frequency range 5−10KeV for the start (3400 years), middle (7000
and 9000 years) and end (12000 years) of the simulation. In this case, as the intensity is
frequency averaged, the emissivity is calculated using:
g f f ≈ 1+ 0.441+ 0.058[ln(T/105.4Z2i )]2
(6.8)
where symbols have the same meanings as equation 6.7 (Draine, 2011). Close to the start
of the simulation there is minimal X-ray emission, and this is present within the wind and
inside the ionised shell. As the shells meet there is an increase in intensity of diffuse emission
with the brightest emission at the interface where the hot wind meets the ionised shell, as
expected. The intensity of emission from this region suggests that it should be observable
once the photoionisation and wind shells have met. Initially the region will not be observable
in X-ray emission, but as the region expands close to 0.1pc it should begin to be observable.
This provides further support for why some UCHII regions should not be observed in X-ray
emission. Figure 6.20 also shows intensity profiles through the simulation for each of the
times shown in the top panel. It is clear at the start of the simulation (black line) that the
hard X-ray emission is of low intensity, and is focussed on the low density wind bubble. At
later times as the wind and photoionisation shells meet, the intensity increases and peaks at
the region where the stellar wind meets the combined wind and photoionised shell. There is
also a clear decrease in X-ray intensity in the narrow ionised region at the very outside of the
region where the gas is cooler.
It is clear from these results that some UCHII regions should not be observable in hard X-
ray emission since the fast, hot wind material has not shocked with the photoionised gas until
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Figure 6.18: Hard X-ray flux with simulations positioned at a distance of 8.5 kpc. Top row (Tw = 105K,
mass loss rate= 10−5Myr−1), left to right model A (Vw = 1000 km s−1), B(Vw = 1500 km s−1), C(Vw =
2000 km s−1). Bottom row models (Tw = 106K, Vw = 1000 km s −1): D (mass loss rate= 10−5Myr−1),
E (mass loss rate= 10−6Myr−1), F(mass loss rate= 10−7Myr−1). In these figures, the shaded region
represents the range in time that the photoionisation and wind shells can be considered to meet, the
solid vertical lines show the time that each UCHII region expands beyond 0.1pc, and the horizontal line
shows the CHANDRA observational limit.
the wind and photoionised shells meet. At this point the hard X-ray flux increases slightly
over the CHANDRA observability threshold and can be seen as more extended, X-ray bright
objects. It is also worth noting that some UCHII regions should be observable, and therefore
a better understanding of stellar wind velocities, mass loss rates and wind temperatures is
required to fully understand the lack of X-ray observations in UCHII regions. The distance to
the UCHII regions has a significant impact on their observability. The survey of UCHII regions
presented by Wood & Churchwell (1989a) suggests that closest UCHII regions are at a distance
of ∼ 1.9kpc, resulting in 20 times greater flux than expected here. While this is significant,
the lowest mass loss rate simulations would still be unobservable at this distance.
139
Chapter 6. Evolution and X-ray Observations of Ultra Compact HII Regions
Figure 6.19: Soft X-ray flux with simulations positioned at a distance of 8.5 kpc. Top row (Tw = 105K,
mass loss rate= 10−5Myr−1), left to right model A (Vw = 1000 km s−1), B(Vw = 1500 km s−1), C(Vw =
2000 km s−1). Bottom row models (Tw = 106K, Vw = 1000 km s −1): D (mass loss rate= 10−5Myr−1),
E (mass loss rate= 10−6Myr−1), F(mass loss rate= 10−7Myr−1). In these figures, the shaded region
represents the range in time that the photoionisation and wind shells can be considered to meet, the
solid vertical lines show the time that each UCHII region expands beyond 0.1pc, and the horizontal line
shows the CHANDRA observational limit.
6.4 Summary and future prospects
In this chapter I have investigated the driving forces behind the expansion of HII regions using
the radiation hydrodynamical code described in chapter 5. Approximations to two feedback
mechanisms have been included, stellar winds and photoionisation. It was found that while in
the ultra compact phase of their evolution, HII regions are primarily grown by the expansion
of their ionisation fronts, after this phase they are driven by stellar winds. This supports the
theory that ultra compact HII regions are part of an evolutionary sequence ranging from hyper
compact to extended HII regions, driven by different physical processes.
The HII regions produced in these simulations spend between 5000 and 18000 years in
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Figure 6.20: Maps of hard X-ray emission in model E (Tw = 106K, vw = 1000 km s−1 mass loss rate
= 10−6Myr−1) at the start of the simulation, just before the shells meet, just after the shells meet and
at the end of the simulation. The bottom panel shows slices of intensity through the simulation for each
of the maps presented in the top panel. The Black line represents the earliest time and the green the
latest.
their ultracompact phase depending on the adopted stellar wind parameters, ambient density
and ionising luminosity, with hot winds producing fast expanding regions. On average, the
regions produced here spend ∼ 104years at radius < 0.1 pc, which is the expected dynami-
cal time for the evolution of UCHII regions. These simulations therefore do not explain the
extended lifetimes of UCHII regions. It is possible that if a more dense environment, or a non-
uniform ambient density, was used the regions would have remained in a confined state for
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a longer time, but this is beyond the scope of this work. In future work it would be possible
to alter the ambient densities to use a density gradient, or to investigate the impact of stellar
motion on the lifetimes of UCHII regions.
The impact of wind temperature on the evolution of HII regions has been investigated,
and found to be the most important factor in altering the dynamics of UCHII regions. Regions
with higher wind temperatures expand more rapidly than those with cooler winds, and also
result in marginally hotter wind blown shells. However, the difference between the shell and
wind temperature is smaller than in the cases with cooler winds, resulting in a weaker shock
in these regions.
The X-ray flux of these regions has also been investigated, using two sample frequencies
representing hard and soft X-rays. Again, the biggest factor in determining the X-ray intensity
appears to be wind temperature, with hotter winds producing more intense X-ray emission.
The X-ray emission comes primarily from the hot wind shells since the density in the wind
blown cavity is very low(∼ 10cm−3). All but the lowest mass loss rate simulations are observ-
able in soft X-rays throughout this early phase.
Possibly the most interesting result from this work is that the lack of hard X-ray emission
from some UCHII regions is not entirely surprising. As the hot, low density wind material
travels through the evacuated centre of the HII region there is little change in the temperature
or density of the wind. It is only when the wind shell and photoionisation shells meet that
the wind begins to work on the ionisation front and results in an increase in temperature and
density in this region, leading to an increase in the diffuse X-ray intensity.
Since the lowest mass loss case simulation is the only one that produces the expected X-ray
profile, and is not observable in either hard or soft X-rays until after its ultra compact phase,
it is possible to suggest that the set of parameters chosen in model F is the most realistic. This
does however raise the question of how stellar winds are able to reach temperatures of 106K
while having a low mass loss rate.
These simulations largely agree with Feigelson et al. (2013) in that the picture of an HII
region as a “Stromgren sphere" filled with 104 gas may not be realistic in all cases. Rather
the HII region is filled with ∼ 107 K gas heated by hot stellar winds and surrounded by a
shell at 104 K. A cartoon of such a region is shown in figure 6.21 There is much scope for the
future of this work. Immediate improvements to these models could be made by calculating
142
6.4. Summary and future prospects
T~104 K
T~106 K
Stellar wind 
Stellar wind shock 
Ionised gas
Ionisation front
Figure 6.21: A cartoon showing the structure of an HII region in which the stellar wind is embedded
in the classical HII region.
the full temperature and ionisation structure of the ionised gas using the photoionisation code
described in chapter 2. This would allow for a more accurate description of temperature at
the ionisation front, and therefore better determination of the expansion rate. It would also
be interesting to induce different density structures to determine if the different morphologies
and lifetimes of UCHII regions can be explained in this manner. It would also be interesting to
include the effects of stellar motion on the morphologies of these regions. It is possible that
stellar motion may be able to explain the cometary morphology of UCHII regions, and may
also impact the lifetimes of these regions.
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7
Conclusions
In this thesis I have investigated the impact of photoionisation and scattered light on the Dif-
fuse Ionised Gas in order to explain observations of this gas. This involved simulating the
movement of photons through the non-uniform gas in snapshots of magnetohydrodynamic
simulations in order to investigate the temperature structure and locations of the ionised gas.
The dynamical impact of photoionisation on gas clouds surrounding newly formed stars has
also been investigated using a new radiation hydrodynamical code developed for this work.
This chapter summarises the main findings of each of the chapters presented in this thesis,
along with possible future work to build on this work.
7.1 Photoionisation of the diffuse ionised gas in the Galaxy
Chapter 3 built on the work of Wood et al. (2010), investigating the presence of photoionised
gas in magnetohydrodynamical simulations of the ISM in Milky Way type galaxies. Using
the magnetohydrodynamical simulations of Hill et al. (2008) and the photoionisation code
of Wood, Mathis & Ercolano (2004) the structure of the ionised gas in the Galaxy was deter-
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mined, finding that these simulations had a density scale height that was significantly smaller
than that expected from observations of the ISM. This was the expected result, since insuffi-
cient material is sustained at large heights in the hydrodynamical simulation as a result of the
adopted supernova rates. This result was used to determine a basic fractal structure that could
produce the observed density, and therefore Hα scale height of the diffuse gas in the Galaxy.
The hope is that this work will feed back in to the hydrodynamical simulations with the aim of
producing simulations with higher densities above the midplane of the Galaxy. Girichidis et al.
(2015) recently produced simulations of the ISM which include an approximation for cosmic
ray heating in the ISM. They show that with this additional physics the density scale height in
their simulations is similar to that observed in the Perseus Arm of our Galaxy. A future project
would involve performing a similar analysis to that presented here in these new density grids
to investigate how the properties of the DIG change in these simulations.
This work also investigated the temperature structure in the diffuse ionised gas. Observa-
tions by Reynolds, Haffner & Tufte (1999) show that the temperature of the gas in the DIG
increases with distance from the mid plane, and with decreasing density. This is the opposite
of what would be expected if the heating of the ISM is simply a result of photoionisation. An
additional heating mechanism that has a shallower density dependence than that of photoion-
isation is therefore required. Several different mechanisms were investigated here, including
heating by cosmic rays. It was found that if such a heating mechanism is included, the tem-
perature structure of the DIG can be reproduced. Again, it would be interesting to include
the approximate temperatures from cosmic ray heating from Girichidis et al. (2015) in these
simulations to determine if the expected temperature structure can be reproduced.
Finally the question of how photons are able to travel many hundreds of parsecs in to the
diffuse ionised from their source in HII regions in the mid plane of the Galaxy was investigated.
It is clear from these simulations that sufficient photons are able to escape their HII regions
and travel these large distances. However it was found that very few of the photons have to
make this journey since the density in this gas is so low that very few ionising photons are
needed to produce the DIG.
Future work in this area should aim to constrain the dielectronic recombination rate for S II
as this is an important coolant in the ISM, and therefore impacts on the temperature structure
calculated for the gas. Further, WHAM observations of both the northern and southern sky
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have already been completed in S II, but are currently not being used since modelling of this
line emission is inaccurate. Additionally, it would be interesting to repeat the simulations
described here in the density grids from Girichidis et al. (2015), including cosmic ray heating
since this may help to increase the simulated scale height of the DIG.
7.2 Is the emission we see in the diffuse ionised gas a result of
ionisation or dust scattering?
Chapter 4 built on the work presented in chapter 3 by investigating the importance of scattered
light in the diffuse gas. Seon et al. (2011), Seon & Witt (2012), Witt, Oliveri & Schild (1990)
and others have presented works that suggest that the Hα emission observed in the diffuse
gas in the Galaxy is not a result of in situ ionisation of the gas. Rather they suggest that Hα
photons that originate from ionisation in HII regions travel in to the ISM and scatter off dust
clouds, producing what appears to be the diffuse Hα emission in the diffuse ionised gas.
The work in this chapter used the same density grids from Hill et al. (2008) and the fractal
density structures produced in chapter 3 to investigate this proposition. The intensity of scat-
tered light in these simulation is strongly peaked towards the mid plane, as expected, and then
decreases rapidly to less than 20% of the total emission. This suggests that 80% of the Hα that
we see in the diffuse gas is a result of in situ ionisation of the gas, a result consistent with the
works of Wood & Reynolds (1999b). The impact of high density gas clouds in the diffuse gas
was also investigated analytically with the finding that in situ ionisation will dominate over
scattered light intensity in these regions.
Future work in this area could investigate the impact of scattered light in simulated density
grids that have larger density scale heights, as higher density above the mid plane will increase
the fraction of scattered light observed in this gas, and therefore could alter the results of this
chapter. It is important to continue to develop a better understanding of scattered light in our
Galaxy since this impacts on almost all observational data.
7.3 Radiation hydrodynamics
Chapter 5 presents a new radiation hydrodynamical method for modelling the impact of pho-
toionisation on gas clouds. This method was produced by combining the simplified two-
frequency photoionisation code of Wood & Loeb (2000) described in chapter 2 and the hy-
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drodynamical code described in chapter 5. Both codes are well tested individually and their
combination involves simply including the additional pressure that results from the increase
in temperature from photoionisation.
Chapter 5 includes a test case for the diffuse radiation field that is included in the Monte
Carlo code. This shows that size shadow zones produced behind dense clumps is significantly
reduced when the diffuse field is included since photons are able to propagate behind the
clouds. Beyond this there is very little obvious difference between the evolution of simulations
with and without a diffuse radiation field.
The work presented here is the first step in producing a more sophisticated code that will
eventually be able to calculate the full ionisation and temperature structure in the ionised gas
using the full photoionisation code of Wood, Mathis & Ercolano (2004), described chapter
2. This will involve significant improvements in the parallelisation techniques used in the
photoionisation code. Future development will also involve calculation of radiation pressure
on dust grains, which is again an easy inclusion of the additional momentum provided through
this process.
There is also scope to begin investigating larger scale simulations of the ISM, although
the impact of photoionisation in these simulations is likely to only be important close to the
mid plane of the Galaxy. Therefore is unlikely to impact the density scale heights in these
simulations.
7.4 The evolution and X-ray emission from HII regions from ultra
compact
Chapter 6 builds on the method developed in chapter 5 to investigate the expansion and x-
ray observations of ultra compact HII regions. These simulations include feedback from an
approximation for stellar winds and photoionisation from the central star, which is assumed
to be an O star. These simulations reproduce the expected photoionisation expansion during
the first phase of the region’s evolution, then expand at the rate of the stellar wind blown
bubble once it has evolved beyond the ultra compact phase. This suggests that during the
ultra compact phase the observations of these regions should primarily be of the ionisation
front which is at∼ 10000K. However the interiors of these bubbles are at∼ 106K and therefore
this gas should be observed in x-ray emission.
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Once the expansion becomes wind dominated the regions grow more rapidly into their
compact and diffuse phases of evolution and in some cases begin to be observable in x-ray
emission. It is clear from these simulations that the ultra compact phase of HII regions is a stage
of the region’s evolution, suggesting that the range of sizes of HII regions we observe may be an
evolutionary sequence. However these simulations do not consider confining mechanisms that
could extend the life time of these regions, and this may impact on the evolutionary sequence
of HII regions.
In future simulations it would be interesting to include such confining mechanisms, and to
investigate the impact of stellar motion on the evolution of HII regions. It would be interesting
to include a density gradient in these simulations to determine if this is able to explain the
morphology of some UCHII regions, as well as their lifetimes.
7.5 Outlook
This thesis has investigated the impact of photoionisation on gas in the Galaxy. The develop-
ment of a new radiation-magnetohydrodynamical code to model the importance of radiation
on the dynamics of gas clouds in the galaxy will allow for future investigation of many as-
trophysical problems. Future projects will involve investigating the impact of multiple stellar
objects on molecular clouds, the evolution of HII regions through their diffuse phases, and the
impact of turbulence on HII regions. An interesting and imminent project will investigate the
origins of structures in the Orion nebula. It is thought that this region may include magnetic
fields which through interaction with ionisation radiation may explain the structure of this
nebula.
It would also be interesting to investigate the impact of stellar motion on the evolution of
HII regions. The impact on the dynamics and star forming properties of multiple HII regions
on larger scale clouds could also be investigated.
The investigation of scattered light in the Galaxy will continue to be important since with-
out a full understanding of the structure and location of dust clouds in the Galaxy any extra-
galactic astronomy cannot be confirmed. The location and distribution of dust is also thought
to impact on star formation efficiency in the Galaxy, and continues to make this an important
area of research.
The WHAM survey has provided all sky surveys of the ionisation of the warm ionised
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medium in the Galaxy. The survey has provided information on the location and distribution
of ionised gas in the Galaxy and can give information on the scale height of this gas. Photoioni-
sation of hydrodynamical simulations of this gas have been shown to produce a diffuse ionised
gas component with a small scale height compared to reality. New hydrodynamical simula-
tions of this gas including cosmic ray heating may fix this problem, although new simulations
must now be run to check this.
In addition to Hα emission, WHAM has produced surveys of the singly ionised sulphur in
the Galaxy. Currently this cannot be accurately modelled since the dielectronic recombination
rate of sulphur is unknown. Current laboratory experiments to determine this are continuing
and will produce accurate rates in the near future. With this information it will then be possible
to make full use of these observations in order to help to determine the heating mechanisms
in the ISM.
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