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Technological improvement is the most important cause of long-term economic growth [1], but the
factors that drive it are still not fully understood. In standard growth models technology is treated
in the aggregate, and a main goal has been to understand how growth depends on factors such as
knowledge production. [2] But an economy can also be viewed as a network, in which producers
purchase goods, convert them to new goods, and sell them to households or other producers. [3] Here
we develop a simple theory that shows how the network properties of an economy can amplify the
effects of technological improvements as they propagate along chains of production. A key property
of an industry is its output multiplier, which can be understood as the average number of production
steps required to make a good. The model predicts that the output multiplier of an industry predicts
future changes in prices, and that the average output multiplier of a country predicts future economic
growth. We test these predictions using data from the World Input Output Database and find results
in good agreement with the model. The results show how purely structural properties of an economy,
that have nothing to do with innovation or human creativity, can exert an important influence on
long-term growth.
Economic output is made by a complex network of
industries that buy goods from one another, convert them
to new goods, and sell them to households or other indus-
tries. Studies have examined a number of characteristics
of production networks that hold across diverse economies,
including their link weight and industry size distributions
[4–8], community structure [7], and path-length properties
[9]. Economies typically have a heterogeneous network
structure with a few highly central industries that are
strong suppliers to the rest of the network [6, 8, 10], a
feature that has been incorporated into models where
short-term fluctuations of economic output are generated
by shocks to individual industries [8, 11–15]. Here, we
focus on how the structure of production networks af-
fects long-term economic growth. Over the long term,
changing industry productivities significantly alter prices
and production flows in the network. Multiple economic
processes contribute to productivity change [16], but long-
term improvements are thought to result primarily from
improvements to technology [16], which is widely under-
stood to be the principle driver of growth. [1] However,
the processes of technological change and growth remain
imperfectly understood.
As technology evolves, the network structure of produc-
tion plays a key role in amplifying changes to prices and
production flows in an economy. A key property of an
industry i is its output multiplier [17] Li, which can be
defined recursively as
Li =
∑
j
Ljaji + 1, (1)
where aji is the fraction of good j in producer i’s expen-
ditures.
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FIG. 1. Output multipliers in the Chinese and U.S.
economies. The output multiplier of each industry is plotted
against a standard industry classification. Node size corre-
sponds to an industry’s gross output. Three-letter industry
codes are given in Extended Data Table I.
To build intuition for this quantity, we make an ecosys-
tem analogy. A species in a food web can be represented
as a node in a network, with links to the species it eats. A
species’ place in the food web is often characterized by its
trophic level – informally, its position along a food chain
[18]. Photosynthesizers, which use sunlight as a resource,
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FIG. 2. Industry improvements and price effects. a, A
simple production network. Arrows show direction of pay-
ments. Second diagram shows effects of productivity shocks
on prices and GDP. Improvement rates are shown inside nodes,
and resulting rates of change to prices and GDP are shown
outside. b, Rates of change of real prices for the 1400 country-
industry pairs (orange dots) over the period 1995 - 2009 versus
industries’ output multipliers in 1995. Returns with similar
output multipliers were put into bins of about 45 points each,
and the average return was computed in each bin (brown
dots). Vertical lines give error bars of two standard deviations
around the bin mean. The black line is an OLS regression
fit. c, Variation in price returns versus variation in output
multipliers within each of the 35 industry categories in the
WIOD. For each industry, we center and normalize its 40 obser-
vations across countries by the industry’s mean and standard
deviation across countries. Similarly, we center and normalize
the industry’s price returns over 1995 - 2009 by its mean and
standard deviation across countries. We plot the centered
and normalized variables against one another for all industries
(orange dots). The black line is a regression fit.
have trophic level 1 by convention, while species that
consume only photosynthesizers have trophic level 2, and
so on. Food webs typically have complex structures where
each node obtains inputs from multiple trophic levels, so
that trophic levels are usually not integers. Letting aji
represent the energy fraction of prey j in species i’s diet,
Eq. (1) states that the trophic level Li of species i is one
greater than the average trophic levels of the species it
consumes. [19]
Similarly, an economy can be regarded as a network in
which an industry producing a good is a node, with links
to the input goods it uses for production. (For simplicity,
we lump together goods and services, calling them both
“goods” for brevity, and assume each industry produces
only one good.) Household factors of production such
as labor are the base resource, so that producers that
pay only households occupy trophic position 1. With aji
as the fraction of good j in producer i’s expenditures,
Eq. (1) gives a measure of the trophic level of an industry.
In economics, Li is also called i’s total backward linkage
[17] or downstreamness [20]. Letting A denote the matrix
with elements aij and L the vector with elements Li,
rearranging Eq. (1) gives the vector of output multipliers
as L = (I −AT )−11, where 1 is a vector of 1s.
The output multiplier can also be understood in terms
of network path lengths [20–22]. Regarding the elements
aji as transition probabilities in a Markov chain [23], Li
gives the average length of all production chains ending at
industry i, following each path backward through inputs
until it reaches households. (See Supplementary Infor-
mation.) As a result, two factors influence the output
multiplier of a producer: the fraction of its expenditures
that go directly to purchasing labor, and the output multi-
pliers of the goods that it buys. Higher labor expenditures
make it more likely that a dollar spent will go directly to
the household node, realizing the shortest possible path
length of 1, and lowering the output multiplier. Simi-
larly, dollars spent on goods from producers with high
output multipliers will take more steps to reach the house-
hold node than dollars spent on goods with low output
multipliers.
The output multipliers of an economy collectively help
characterize the economy’s network structure. Two ex-
amples are shown in Fig. 1. Using data from the World
Input Output Database (WIOD) [24], we plot the output
multipliers of China and the United States. (The WIOD
provides money flows between producers, aggregated into
35 industries in 40 countries, representing about 86%
of global GDP.) The output multipliers of industries in
China are higher than those of the U.S. for two reasons.
First, China is heavily concentrated in manufacturing
industries such as Electrical and Optical Equipment (Elc)
or Basic Metals and Fabricated Metals (Met), which tend
to have high output multipliers because they have many
steps of production [25]. In contrast, the U.S. is heavily
concentrated in industries such as Public Administration
and Defense and Compulsory Social Security (Pub) or
Renting of Machinery & Equipment and Other Business
Activities (Obs), which tend to have shallow production
chains. The second reason is that China’s labor share of
3gross expenditures is lower. The difference in the output
multiplier of agriculture (Agr) in the two countries is
illustrative. In the U.S., agricultural industries have high
output multipliers similar to manufacturing industries,
reflecting a high degree of mechanization. In China, agri-
culture is more labor-intensive, giving it a lower output
multiplier relative to other industries.
Output multipliers have long been used for predicting
the impacts of a change in final demand, such as a govern-
ment stimulus [26]. Additional final demand for a good
requires the industry producing it to buy more inputs,
increasing its production and setting off a chain reaction
that increases the gross output of the economy. Intuitively,
this amplification factor is greater when production chains
are longer.
Here we go further and propose that production chains
play a key role in long-term, technology-driven growth.
Let φij denote the amount of good j needed by producer i
per unit of i’s output. Neglecting markups, so that prices
and costs are the same, the price pi of each good i is equal
to its total cost of production, pi =
∑
j φijpj . This equa-
tion determines prices, so as the matrix of input needs
φij(t) evolves, prices change accordingly. Modern work in
economics usually adopts a framework that considers the
optimization decisions of producers, and the model here
can be understood in these terms, though such stronger
assumptions are not necessary. See Supplementary Infor-
mation.
We consider a stylized model of technological improve-
ment in which producers become more efficient in their
use of inputs over time. Each producer i reduces its use
of good j at rate γij = −φ˙ij/φij . An industry’s improve-
ment is captured by its rate of productivity growth γi,
which can be expressed as the cost-weighted average of
the rates of change of its input uses, γi =
∑
j γijaji. (See
Supplementary Information.) We plug this assumption
into the Leontief framework and then convert from the
flow of goods to the flow of money, which is described by
the matrix A defined earlier. A simple example of the
network dynamics represented by this model is shown in
Fig. 2a. There are three nodes, households H and two
industries a and b. Households buy good a from industry
a, which buys good b from industry b, which buys labor
from households.1 When an industry’s productivity rises,
it requires less input per unit of good produced, causing
its price to fall due to the lowered cost of production.
The lower price is also passed to downstream industries,
helping their prices fall as well. A basic prediction of the
model is that the real growth rate g of an economy is
equal to the negative of the average real price return r of
the final goods it produces, i.e. that economies grow at
the rate at which real prices decrease. As a result, the fall
in prices corresponds to economic growth. In the simple
1 An unrealistic feature adopted for clarity is that industry a
purchases no labor, though this does not affect the intuition that
follows.
network in Fig. 2a, all of GDP is spent on good a, and
thus the growth rate equals the rate of decrease of good
a’s price.
In the Supplementary Information we derive a number
of predictions of the model for price evolution in a pro-
duction network with arbitrary structure. Let ri = p˙i/pi
denote the real (i.e. inflation-adjusted) price return of an
industry. The price returns of industries r are related to
industries’ rates of productivity improvement γ through
their network interactions by r = −HTγ, where the ma-
trix H = (I −A)−1 is known as the Leontief inverse. A
consequence of this result is the prediction that industries
with larger output multipliers will experience faster price
reduction on average. Treating γi over a given period as
a random number, we write it as a sum of its average
value across industries γ¯ and a deviation ∆γi. Then the
expected value of ri conditioned on the output multiplier
is E[ri|Li] = −γ¯Li −
∑
j E
[
∆γjHji
∣∣Li]. Under the as-
sumption that the deviations ∆γj are uncorrelated with
the matrix elements Hji, this reduces to
E[ri|Li] = −γ¯Li, (2)
i.e. an industry’s expected real price return is proportional
to its output multiplier. This formula captures the intu-
itive idea that industries with longer production chains
will tend to realize faster price reduction. The model
also predicts co-movement among prices that is shaped
by the network structure. We show in the Supplemen-
tary Information that the covariances of the price returns
Rij = E[rirj ]−E[ri]E[rj ] depend on the variances of the
productivity improvement rates Dm = E[γ
2
m] − E[γm]2
and the network structure as Rij =
∑
mHmiDmHmj .
We test these predictions with the price returns of the
1400 industries (40 countries × 35 industry categories) in
the WIOD data. We compute price returns of industries
over the period 1995 - 2009 and take industries’ output
multipliers from the year 1995. Comparing these quan-
tities (Fig. 2b) shows the clear deviation of the mean
industry behavior with the output multiplier, such that
industries with larger output multipliers tend to realize
faster price reduction. Regressing the returns against the
output multipliers gives a slope of −1.6% per year, with
a p-value of 6 × 10−42 and R2 = 0.13. The downward
tendency can also be seen by binning price returns by
industries’ output multipliers and computing the aver-
age return within each bin. Productivity improvement
rates tend to be larger for industries with higher output
multipliers (Pearson correlation 0.11, p = 3 × 10−5), a
correlation that increases the magnitude of the slope in
Fig. 2b. To see whether this drives the relationship be-
tween price changes and output multipliers, we shuffle
improvement rates across industries to remove the corre-
lation with the output multipliers (Extended Data Fig.
1), finding that the output multipliers retain a highly
significant correlation with price returns even with this
effect removed.
We can improve the predictions of price returns by
exploiting the persistent network structure of industries.
4We estimate productivity growth rates from price returns
by a dual method [16], which means that productivity
growth rates in a given year are not independent of the
price returns from that year, and cannot be used for the
test of the model prediction here. Instead, we split our
data into periods, and use independent productivity data
from earlier periods to predict price returns in a later
period. We split the years 1995 - 2009 into three periods
of nearly equal length (5 years, 5 years, 4 years), using
data from the first two periods to predict productivity
changes γˆ in the third under an AR(1) time-series model.
We then use γˆ to generate predicted returns for the last
period as r = −HT γˆ. The predicted and actual price
returns are significantly correlated (Extended Data Fig.
2) with a regression slope close to 1 after accounting for
the correlation noted earlier between the productivity
improvement rates and output multipliers. We also find
a good agreement with the model’s predictions for the
covariance of price returns. Considering all pairs of in-
dustries leads to about 1 million covariances, for which
we compare the actual values to the predictions given by∑
mHmiDmHmj , finding a slope of 1.14 and a p-value
that is smaller than our machine’s precision.
It has been noted that manufacturing industries tend to
have larger output multipliers [25]. As a result, the model
predicts that manufacturing industries will tend to realize
faster rates of price reduction. This is compatible with
a well-known observation that manufacturing industries
tend to experience faster rates of productivity growth than
service industries [27]. However, the model makes the very
specific prediction that variation in the output multipliers
should predict variations in price returns. Thus, even
the same manufacturing industry (e.g. Chemicals and
Chemical Products) in different countries should realize
different rates of price reduction depending on the value
of its output multiplier in these countries. We test this
for the 35 industry categories in the WIOD (which in-
cludes both manufacturing and other non-manufacturing
industries), obtaining the 40 values of the industry’s out-
put multiplier observed across countries in the year 1995.
Against these we regress the average price returns over
1995 - 2009 (Extended Data Table III). Most (34 of 35)
industries have a negative slope as expected, which is
statistically significant for most industries. To assess this
behavior in the data as a whole, we pool industries in
the following way. Let Lic denote the output multiplier
of industry i in country c, and let ric be the price return
of industry i in country c. To capture the cross-country
variation within a given industry, we center and normal-
ize its output multipliers by its mean L¯i and standard
deviation σLi across countries, (Lic − L¯i)/σLi . Similarly
we compute the centered and normalized price returns
(ric − r¯i)/σri . The two quantities have a negative correla-
tion of −0.39 (Fig. 2c), indicating that a higher relative
output multiplier results in faster price reduction, with a
p-value equal to 2× 10−100. We also directly compare the
predictive ability of industry labels to that of output mul-
tipliers, finding that the latter are much better predictors
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FIG. 3. Country growth rates versus average output
multiplier. a, Growth rates of real GDP per hour over 1995
- 2009 for 40 WIOD countries versus L¯ in 1995. Solid line is
an OLS regression fit. Three-letter country codes are given
in Extended Data Table II. b, Diagram of flat and chain
economies. In the flat economy households purchase two final
goods that each require only labor as an input. l˜a and l˜b are
the fractions of each industry’s expenditures devoted to labor.
In the chain economy households purchase one final good,
which has a two-step production process. If industries in both
economies realize productivity improvements at the same rate,
the chain economy is expected to realize faster growth.
of price change. (See Supplementary Information.)
To better understand how the effects of industry im-
provement are propagated through the network, we exam-
ine how much price reduction is inherited from others ver-
sus being generated by local improvements. An industry’s
price return can be decomposed as ri = −γi +
∑
j rjaji,
where −γi accounts for the direct benefits of i’s own
improvement and
∑
j rjaji accounts for price changes
passed to i through input goods (see Extended Data Fig.
3). Industries’ price returns are highly correlated with
both components, with a correlation of 0.91 to the direct
component and 0.71 to the inherited component. (See
Supplementary Information.) Inherited price reductions
tend to contribute more to price reduction (mean value -
1.65 % yr−1) than the direct improvements (-1.06 % yr−1),
while the direct component has a wider distribution, and
thus explains more of the variation in price returns.
As noted earlier, a basic prediction is that decreases in
5prices correspond to GDP growth. The model predicts
that the rate of real GDP growth g for a closed economy
is proportional to the average output multiplier L¯,
g = γ˜L¯. (3)
Here γ˜ is the average rate of productivity improvement
γ˜ =
∑
i ηiγi of a country’s industries, with weights ηi
giving the share of producer i in the country’s gross
output. The factor L¯ = ∑i θiLi is a weighted average of
the output multipliers of the country’s industries, where θi
is the GDP share of producer i. L¯ measures the average
length of production chains in an economy. Eq. (3)
indicates that, all else equal, longer production chains
are expected to yield faster growth. This result and the
model here expands the scope of a classic result known as
Hulten’s theorem [28], which relates the aggregate rate
of an economy’s productivity change to the rates of its
individual industries. In contrast to Hulten’s theorem,
Eq. (3) decomposes the aggregate productivity growth
rate into the average productivity growth rate and a
factor characterizing the depth of an economy’s network
structure. (See Supplementary Information for further
discussion.)
The average output multiplier is a key variable charac-
terizing an economy’s production network structure, with
predictive value for future growth. The average output
multiplier varies slowly, in contrast with the average im-
provement rate γ˜, which fluctuates considerably from year
to year (Extended Data Fig. 4). In Fig. 3a, we plot the
growth rates of real GDP per hour for the WIOD countries
over 1995 - 2009 against their average output multiplier
in 1995. The two quantities have a Pearson correlation
ρ = 0.53, a high value for a single economic variable, with
a p-value of 4 × 10−4. To intuitively understand why
the average output multiplier predicts growth, consider
the two economies in Fig. 3b. In the flat economy, with
average output multiplier L¯flat = 1, households buy two
final goods, each of which pays only households for in-
puts. In the chain economy, with L¯chain > 1, households
buy one final good, which has a two-industry production
chain. If industries in both economies realize productivity
improvements at the same rate, the chain economy grows
more quickly because improvements accumulate along the
chain connecting industries a and b.
Data on production networks varies in its level of ag-
gregation, ranging from a few industries to hundreds of
industries. This raises the concern that the average out-
put multiplier will vary with the granularity of the data.
However, the average output multiplier of a closed econ-
omy has been shown to be independent of the level of
aggregation and equal to L¯ = O/Y , where O is gross
output and Y is net output (GDP) [22]. In the practical
context of an open economy, computing the average out-
put multiplier for the U.S. at different levels of network
resolution shows that it changes little over a wide range
of levels of aggregation. [22] (See also Supplementary
Information.) Note that for this to be true it is essential
that node self-payments are properly accounted for.2
Is the average output multiplier capturing something
new in growth economics or is it a proxy for something
known? To get insight we compare the average output
multiplier to 14 variables that commonly appear in growth
models. We regress these variables one at a time against
country GDP growth rates, using average values over
the period 1995 - 2009 (Extended Data Table IV). The
model prediction γ˜L¯ (Fig. 2d) has the highest R2 of any
variable, with the average improvement rate γ˜ second.
The next best is gross capital formation, followed by the
average output multiplier L¯, with R2 = 0.37. Several
of these variables have significant correlations with L¯,
the highest being to gross capital formation. (We also
perform multivariate regressions of growth rates against
these variables with and without the average output multi-
plier as a regressor, see Supplementary Information.) The
average output multiplier also has low correlations with
measures of economic complexity [30, 31], and potentially
could be combined with such measures to make better
forecasts. In Extended Data Table IV we also see that
the average improvement rate has a correlation of 0.45
with the average output multiplier. This suggests that
the relation between growth rates and output multipliers
shown in Fig. 3a has two sources: (i) the theoretical
prediction that, all else equal, countries with longer pro-
duction chains should grow faster, and (ii) the empirical
observation that countries with longer production chains
tend to have higher average improvement rates γ˜. Our
model says nothing about the second observation, though
it is plausible that factors such as investment could simul-
taneously increase the length of production chains and
the rate of technological improvement.
The results here point to an important role played by
production in amplifying economic growth. Structural
properties of an economy, computed only from its network
of production, are seen to influence rates of price reduction
and output growth. The model and observations suggest
that the growth of a country over long periods is influ-
enced by changes in the lengths of its production chains,
as characterized by its average output multiplier. One
expects an undeveloped economy to have short chains of
production. As manufacturing becomes more prominent
and more sophisticated, the average output multiplier
increases. Finally, as service industries become more
prominent, the average output multiplier decreases. Our
model suggests that, all else equal, an economy will accel-
erate its growth during the manufacturing stage and relax
back to a slower growth rate once it becomes more devel-
oped. In Fig. 3a, developed economies have low average
output multipliers and low growth rates while economies
that are developing a strong manufacturing sector, such
2 Interestingly, an equivalent result was obtained in ecology, show-
ing that the average path length of the average energy input to
an ecosystem equals the ratio of the ecosystem’s total energy
throughput to total energy input [29].
6as China or Slovakia, tend to have high average output
multipliers and high growth. The WIOD does not contain
data for undeveloped countries, so we cannot confirm
that their average output multipliers are low, though it
would be very surprising if it were otherwise. In the fu-
ture, improved models and an increased understanding of
how this network evolves can shed further light on how
economies develop and on the processes of technological
change and growth.
METHODS SUMMARY
We computed output multipliers using data from
the World Input-Output Database (WIOD) [24]. We
treated the world as one large economy and computed
a 1400 × 1400 matrix A of input coefficients aij corre-
sponding to 35 industries in 40 countries. We took its
Leontief inverse and computed the 1400-dimensional vec-
tor L = (I−AT )−11 giving the output multipliers of each
industry in each country. We computed the average out-
put multiplier of a country by taking the GDP-weighted
average of the industry output multipliers for that country.
These calculations were done for each year, and where
specified averages were taken over the 14-year period from
1995 to 2009. WIOD includes industry production price
indices from which we computed the vector r of rates
of price change for each industry in each country. Local
improvement rates for each industry were estimated from
r using γˆ = (AT − I)r. For our regressions we used data
from the World Bank [32] and Penn World Tables [33].
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8Appendix A: Methods
a. Description of data We used data from the World
Input-Output Database (WIOD) [24]. This consisted of
a worldwide input-output table for 35 industries in 40
countries covering the period 1995 - 2009, for a total of
14 years. We excluded 2010 and 2011 from the analysis
because many countries lacked data on labor compensa-
tion needed to compute the output multipliers. The 40
countries together accounted for about 88% of world GDP.
The data included industry production price indices from
which we computed the vector r of rates of price change
in each industry and each country. For our regressions
we used data from the World Bank [32] and Penn World
Tables [33].
b. Calculation of industry output multipliers We
treated the world as one large economy and constructed
the 1400× 1400 matrix A of input coefficients correspond-
ing to all industries in all countries. We took the Leon-
tief inverse and computed the 1400-dimensional vector
L = (I −AT )−11 whose elements give the output multi-
plier of each industry in each country. Industries and their
output multipliers are listed in Extended Data Table I.
We interpreted the labor coefficient ˜` (see Supplementary
Information) in two ways, either accounting for all pay-
ments to households (using value added, row code r64)
or accounting for labor income only (using the labour
compensation field and WIOD exchange rates to convert
to U.S. dollars). All results here used the former unless
otherwise noted. We found the results were qualitatively
similar either way. The main difference was that output
multipliers were smaller when including all payments to
households, since this increases the flow of money to the
household sector and thus shortens path lengths. WIOD
did not contain data for labor and capital income sep-
arately for the Rest Of the World (ROW) region. We
compared the results of excluding ROW altogether with
including it using an assumed fraction of value added
to represent labor income, finding qualitatively similar
results either way. Results shown are based on including
ROW with an assumed labor fraction 0.5, similar to the
global average (0.57 in 2009) computed across the WIOD
countries.
c. Calculation of average output multipliers We com-
puted the average output multiplier of each country as a
weighted sum of the output multipliers of its industries.
The weight of industry i in country c was given by the
share of i in c’s contribution to world final demand, i.e.
Yi,c/
∑
i Yi,c where Yi,c is the total final demand of indus-
try i in country c. The final demand Yi,c accounts for
consumption and investment payments by all countries
(i.e. column codes c37-c42, summed over countries) and
excludes net exports, since in WIOD the latter are ac-
counted for within the input-output table. The average
output multiplier was computed in each year and for the
regressions shown in Extended Data Table IV it was aver-
aged over the 14-year period 1995 - 2009. Countries and
their average output multipliers are listed in Extended
Data Table II.
d. Calculation of industry returns The nominal in-
dustry return r′i,c of industry i in country c was computed
as the log return of (i, c)’s gross output price index. These
returns were computed for each year and for the whole
period 1995 - 2009. The wage rate in a country was com-
puted as the ratio of the total labor income earned to
total hours worked by industries in the country, and the
log return of this was computed to give ρc. The real price
return ri,c was then computed as r
′
i,c − ρc.
e. Calculation of productivity growth rates We esti-
mated productivity growth rates as γˆ = (AT − I)r. This
estimation method represents a dual approach to esti-
mating productivity changes [16], computing the average
growth rate of an industry’s input prices and subtracting
the growth rate of its output price, ascribing the difference
to improvements by the industry.
f. Calculation of average improvement rates The av-
erage local improvement rate γˆc for country c was es-
timated as γˆc =
∑
i ηi,c γi,c, where ηi,c is the share of
industry (i, c)’s gross output in the total gross output of
country c.
g. Test of r = −HTγ We split the period 1995 -
2009 into three periods of nearly equal length (5 years, 5
years, 4 years), labelled periods I, II, and III, and use data
from periods I and II to predict price returns in period
III. In each period, we computed the period average price
returns rI , rII , rIII , and productivity growth rates γI ,
γII , γIII . We treated the productivity growth rates as
observations from an AR(1) time-series model and fit
γII = a1 + bγI + ε, obtaining the fitted coefficients aˆ
and bˆ. We then computed predicted growth rates for the
third period as γˆIII = aˆ1 + bˆγII . Since the predicted
productivity growth rates use data from only the first two
periods they are fully independent of price returns in the
third period. We then computed the prediction rˆIII =
−HT γˆIII using the Leontief inverse H from the final
year of period II. There were thus two effects that could
limit the predictive performance of rˆIII = −HT γˆIII , the
exclusion of Leontief inverse data from period III and the
exclusion of productivity estimates from period III.
The predicted and actual price returns have a highly
significant correlation (Extended Data Fig. 2a) with p-
value ∼ 3×10−41. This prediction performed significantly
better than a prediction based only on the output multi-
pliers, which is expected since the full prediction of the
model r = −HTγ includes the additional information of
productivity growth rates across industries and the full
network structure as captured by the Leontief inverse.
The slope is notably larger than 1, showing that actual
returns are larger than predicted ones in this case. Pro-
ductivity growth rates have been seen to be correlated
with output multipliers (Extended Data Fig. 1). Taking
this correlation into account (Fig. 2b) results in a slope
that is nearly 1. Here we fit productivity growth rates
in periods I and II as γII = a1+ bγI + cL+ ε, where L
are the output multipliers from the final year of period II.
9We then estimated productivity growth rates in period
III as γˆIII = aˆ1 + bˆγII + cˆL, and computed predicted
price returns as before.
h. Test of prediction for covariances of price returns
We compute the covariances of price returns between
every pair of industries in the WIOD, leading to about
9.5 × 105 unique covariances after removing industries
with zero expenditures. For each pair of industries i and
j, we compute Rij = E[rirj ]− E[ri]E[rj ] using the year-
to-year price returns ri and rj over 1995 - 2009. We
compute the variances of each industry m’s productivity
improvement rates as Dm = E[γ
2
m] − E[γm]2 from the
year-to-year productivity changes over 1995 - 2009. We
then compute predicted price return covariances as Rij =∑
mHmiDmHmj , using the Leontief inverse H from the
initial year 1995.
Appendix B: Extended Data
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FIG. 1. (Extended Data) Correlation between returns and output multipliers before and after shuffling improve-
ment rates. a, Observed improvement rates and price returns versus output multipliers. Improvement rates have a small
positive correlation with output multipliers. b, Improvement rates were shuffled across industries to remove the correlation with
the output multipliers. Resulting industry returns were then computed with these improvement rates using the model. Results
vary from one shuffle to another, with those shown here being typical.
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FIG. 2. (Extended Data) Comparison of actual price returns with predicted values based on r = −HTγ. See text
for description of the test procedure. a, Results from using the time-series model γˆIII = aˆ1 + bˆγII . b, Results from using the
time-series model γˆIII = aˆ1 + bˆγII + cˆL.
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FIG. 3. (Extended Data) Probability densities of direct and inherited components of price returns. The price return
ri of industry i can be decomposed as ri = −γi +∑j rjaji, where −γi is i’s direct contribution to its price reduction and∑
j rjaji is the contribution from inherited price changes passed to i through input goods. The distribution of each component
is shown using a histogram with 30 evenly-spaced bins.
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FIG. 4. (Extended Data) Average output multipliers and average productivity improvement rates over time. a,
Average output multipliers and b improvement rates for a selection of countries over the period 1995 - 2009.
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Code Industry Average Li† Average γi† Average ri†
(% yr−1) (% yr−1)
Cok Coke, Refined Petroleum and Nuclear Fuel 3.66(±0.30) −1.05(±4.79) 0.32(±4.95)
Tpt Transport Equipment 3.63(±0.53) 1.93(±2.31) −4.12(±3.14)
Chm Chemicals and Chemical Products 3.60(±0.39) 1.86(±2.21) −3.77(±2.95)
Elc Electrical and Optical Equipment 3.55(±0.49) 2.66(±2.30) −5.66(±3.39)
Met Basic Metals and Fabricated Metal 3.54(±0.44) 0.78(±3.01) −2.35(±4.04)
Rub Rubber and Plastics 3.48(±0.44) 2.02(±2.18) −4.19(±3.06)
Ele Electricity, Gas and Water Supply 3.47(±0.48) 0.22(±2.28) −1.51(±2.87)
Fod Food, Beverages and Tobacco 3.44(±0.29) 0.27(±1.85) −3.05(±2.90)
Mch Machinery, Nec 3.37(±0.41) 1.87(±2.84) −3.84(±3.41)
Ait Air Transport 3.36(±0.43) 1.69(±3.32) −3.59(±4.02)
Wtt Water Transport 3.33(±0.33) 0.81(±2.32) −2.56(±3.11)
Lth Leather, Leather and Footwear 3.31(±0.41) 1.77(±1.89) −3.94(±2.81)
Tex Textiles and Textile Products 3.30(±0.40) 2.07(±1.73) −4.43(±2.62)
Mnf Manufacturing, Nec; Recycling 3.30(±0.44) 1.76(±2.19) −3.77(±3.24)
Pup Pulp, Paper, Paper , Printing and Publishing 3.30(±0.40) 1.90(±1.49) −4.23(±2.71)
Est Real Estate Activities 3.30(±0.60) 0.04(±1.63) −1.59(±1.92)
Wod Wood and Products of Wood and Cork 3.29(±0.38) 1.05(±2.31) −3.38(±3.59)
Omn Other Non-Metallic Mineral 3.29(±0.37) 1.77(±1.51) −3.48(±2.42)
Cst Construction 3.19(±0.46) −0.48(±1.42) −1.23(±2.25)
Otr Other Supporting and Auxiliary Transport Activities; Activities of Travel
Agencies
3.02(±0.58) 0.80(±1.96) −2.36(±2.35)
Min Mining and Quarrying 3.01(±0.36) −0.93(±2.94) −0.38(±3.24)
Pst Post and Telecommunications 2.85(±0.44) 2.69(±2.96) −4.77(±3.17)
Ldt Inland Transport 2.83(±0.45) 0.91(±1.12) −2.33(±1.85)
Htl Hotels and Restaurants 2.83(±0.39) 0.27(±1.48) −1.94(±2.10)
Sal Sale, Maintenance and Repair of Motor Vehicles and Motorcycles; Retail
Sale of Fuel
2.68(±0.47) 1.23(±2.08) −2.62(±2.58)
Agr Agriculture, Hunting, Forestry and Fishing 2.66(±0.53) 2.72(±1.77) −4.49(±2.73)
Whl Wholesale Trade and Commission Trade, Except of Motor Vehicles and
Motorcycles
2.66(±0.44) 1.38(±1.32) −2.91(±2.01)
Ocm Other Community, Social and Personal Services 2.63(±0.40) −0.11(±1.41) −1.15(±1.75)
Obs Renting of M&Eq and Other Business Activities 2.61(±0.45) −0.03(±1.23) −1.40(±1.61)
Fin Financial Intermediation 2.57(±0.39) 1.87(±2.43) −3.38(±3.23)
Rtl Retail Trade, Except of Motor Vehicles and Motorcycles; Repair of
Household Goods
2.43(±0.43) 1.54(±1.30) −2.78(±1.95)
Hth Health and Social Work 2.29(±0.46) −0.59(±1.71) −0.51(±1.83)
Pub Public Admin and Defence; Compulsory Social Security 2.17(±0.38) 0.17(±1.63) −1.18(±1.90)
Edu Education 1.75(±0.38) −0.25(±2.09) −0.45(±2.13)
Pvt Private Households with Employed Persons 1.07(±0.27) 0.57(±1.57) −0.65(±1.66)
† Averages are over countries and the period 1995 - 2009. Numbers in parentheses give standard deviations across
countries.
TABLE I. (Extended Data) Cross-country average properties of industries from the WIOD dataset.
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Code Country GDP per Ave. growth per Ave. improvement Ave. output multiplier
cap. in 1995 cap. (1995 - 2009) rate γ˜c (1995 - 2009) L¯c (1995 - 2009)
(2011 PPP$) (% yr−1) (% yr−1)
AUS Australia 30,347 2.18 0.12 2.89
AUT Austria 33,544 1.65 0.25 2.58
BEL Belgium 32,361 1.51 0.16 2.90
BGR Bulgaria 8,434 4.19 0.30 3.40
BRA Brazil 11,012 1.47 0.55 2.79
CAN Canada 32,100 1.55 0.71 2.67
CHN China 2,550 8.65 1.74 4.26
CYP Cyprus 26,444 1.64 0.74 2.33
CZE Czech Republic 19,093 2.62 2.30 3.49
DEU Germany 33,849 1.01 0.31 2.53
DNK Denmark 36,670 1.05 0.48 2.49
ESP Spain 25,630 1.83 -0.10 2.79
EST Estonia 11,068 4.78 2.81 3.12
FIN Finland 27,303 2.45 0.65 2.78
FRA France 30,822 1.15 0.62 2.60
GBR United Kingdom 28,513 1.64 0.92 2.50
GRC Greece 21,641 2.57 1.48 2.62
HUN Hungary 15,136 2.65 0.92 3.05
IDN Indonesia 6,022 2.09 0.40 2.95
IND India 2,058 4.91 1.83 2.78
IRL Ireland 26,002 3.88 1.04 2.95
ITA Italy 32,730 0.53 -0.06 2.76
JPN Japan 31,224 0.37 0.35 2.66
KOR Korea, Republic of 16,798 3.83 1.19 2.91
LTU Lithuania 9,229 5.53 2.62 2.84
LUX Luxembourg 64,018 2.23 -0.32 2.77
LVA Latvia 8,145 5.78 1.90 3.07
MEX Mexico 12,609 1.16 -0.41 3.19
MLT Malta 20,720 1.86 0.78 2.90
NLD Netherlands 35,005 1.86 0.42 2.67
POL Poland 11,149 4.40 0.17 2.89
PRT Portugal 21,974 1.44 0.30 2.77
ROM Romania 10,271 3.76 1.85 3.10
RUS Russia 12,012 3.90 1.74 2.73
SVK Slovak Republic 12,876 4.25 2.46 3.93
SVN Slovenia 18,244 3.10 1.04 2.79
SWE Sweden 31,044 1.96 0.68 2.69
TUR Turkey 11,530 2.10 2.24 3.54
TWN Taiwan no data 3.22 1.32 2.77
USA United States 39,476 1.48 0.73 2.52
RoW Rest of World 9,139 N.A. N.A. 2.87
The first column gives the ISO code of each country. GDP per capita data is from the World Bank. [32]
TABLE II. (Extended Data) Summary statistics for countries in the WIOD dataset for 1995 - 2009.
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Industry
code
Industry name Slope p-value
Agr Agriculture, Hunting, Forestry and Fishing -2.21 1.08× 10−3 **
Min Mining and Quarrying -0.28 0.83
Fod Food, Beverages and Tobacco -3.66 5.51× 10−4 ***
Tex Textiles and Textile Products -2.94 1.82× 10−3 **
Lth Leather, Leather and Footwear -2.85 2.77× 10−3 **
Wod Wood and Products of Wood and Cork -4.61 1.44× 10−4 ***
Pup Pulp, Paper, Paper , Printing and Publishing -3.77 1.21× 10−5 ***
Cok Coke, Refined Petroleum and Nuclear Fuel -0.08 0.98
Chm Chemicals and Chemical Products -3.36 1.70× 10−3 **
Rub Rubber and Plastics -3.83 1.84× 10−4 ***
Omn Other Non-Metallic Mineral -4.41 2.61× 10−8 ***
Met Basic Metals and Fabricated Metal -2.29 0.11
Mch Machinery, Nec -4.36 3.08× 10−4 ***
Elc Electrical and Optical Equipment -3.88 6.68× 10−4 ***
Tpt Transport Equipment -2.25 9.43× 10−3 **
Mnf Manufacturing, Nec; Recycling -4.53 4.78× 10−7 ***
Ele Electricity, Gas and Water Supply -0.69 0.41
Cst Construction -2.00 8.19× 10−3 **
Sal Sale, Maintenance and Repair of Motor Vehicles and Motorcycles; Retail Sale of Fuel -1.78 0.02 *
Whl Wholesale Trade and Commission Trade, Except of Motor Vehicles and Motorcycles -1.78 4.02× 10−3 **
Rtl Retail Trade, Except of Motor Vehicles and Motorcycles; Repair of Household Goods -2.08 1.26× 10−4 ***
Htl Hotels and Restaurants -2.27 3.39× 10−3 **
Ldt Inland Transport -1.87 1.02× 10−3 **
Wtt Water Transport -0.68 0.57
Ait Air Transport -4.32 6.18× 10−4 ***
Otr Other Supporting and Auxiliary Transport Activities; Activities of Travel Agencies -0.59 0.38
Pst Post and Telecommunications 0.74 0.42
Fin Financial Intermediation -0.65 0.55
Est Real Estate Activities -1.04 0.03 *
Obs Renting of M&Eq and Other Business Activities -1.02 0.09
Pub Public Admin and Defence; Compulsory Social Security -1.54 0.01 *
Edu Education -2.30 6.30× 10−3 **
Hth Health and Social Work -1.02 0.08
Ocm Other Community, Social and Personal Services -1.34 0.05
Pvt Private Households with Employed Persons -1.69 0.07
Significance levels: * = 0.05, ** = 0.01, *** = 0.001.
TABLE III. (Extended Data) Regression slopes and p-values for yearly price returns by industry.
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Explanatory variable R2 p-value Correlation p-value
with L
Model prediction γ˜L¯ 0.602 4.00× 10−9 0.603 3.84× 10−5
Improvement rate γ˜ 0.568 1.99× 10−8 0.454 3.23× 10−3
Gross capital formation 0.478 1.09× 10−6 0.614 3.17× 10−5
Average output multiplier L¯ 0.366 3.51× 10−5 1.000 0
Urban population 0.360 5.36× 10−5 -0.390 1.41× 10−2
Health expenditure 0.360 5.48× 10−5 -0.553 2.61× 10−4
TFP level 0.264 6.88× 10−4 -0.430 5.56× 10−3
Labor share of gross output 0.239 1.38× 10−3 -0.883 4.89× 10−14
School enrollment 0.220 2.94× 10−3 -0.397 1.35× 10−2
Tax revenue 0.186 6.07× 10−3 -0.378 1.77× 10−2
Population growth rate 0.128 2.55× 10−2 -0.146 3.76× 10−1
Savings rate 0.115 3.47× 10−2 0.321 4.66× 10−2
Researchers in R&D 0.098 5.28× 10−2 -0.403 1.09× 10−2
Labor share of GDP 0.075 8.82× 10−2 -0.486 1.48× 10−3
log(GDP per capita in 1995) 0.068 1.08× 10−1 -0.218 1.83× 10−1
Inflation rate 0.043 2.07× 10−1 0.345 3.15× 10−2
Depreciation rate 0.022 3.58× 10−1 -0.019 9.07× 10−1
Index human capital 0.012 5.08× 10−1 -0.156 3.36× 10−1
TABLE IV. (Extended Data) Correlations between growth rates and variables associated with growth. Variables
are averages over the period 1995 - 2009.
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1 Supplementary Equations: Model description & pre-
dictions for prices and growth
1.1 Background on production networks
We first review background on production networks needed for our model. Many of the
relationships here are familiar in input-output economics (e.g. [1]), and can be understood
within a general equilibrium framework, which we discuss in the Supplementary Discussion
on page 14. We consider a simple closed economy (i.e. having no imports or exports) with no
government or financial sector. The economy consists of a set of nodes representing industries
and households, and a set of directed, weighted links representing their transactions. One can
think of these links either in physical terms, with edges corresponding to the flows of goods,
or in monetary terms, with edges corresponding to the flows of money. Goods and money
flow in opposite directions. Each industry consumes a set of input goods and transforms
them into a single output good.1 One node represents the household sector, which uses final
consumption goods made by industry nodes and produces labor.
Nodes are indexed by i and j. Goods flow rates are denoted by X,
Xij = flow rate of goods from j to i, (1)
and money flows by M ,
Mij = flow rate of money from j to i. (2)
These flows are related by the identity
Mij = Xjipi, (3)
where pi is the nominal price of good i.
We neglect capital accumulation, investment, savings and taxes, and assume that all
money flowing into a node is immediately spent. The money flowing into node i then equals
the money flowing out,
∑
jMij =
∑
jMji. Using Eq. (3) this can be written in terms of
prices and goods flows as ∑
j
Xjipi =
∑
j
Xijpj. (4)
Note that the sum on the left hand side, Xi ≡
∑
j Xji, is the rate at which industry i produces
its good.
It is useful to define a matrix of physical coefficients Φ¯ with elements
φij ≡ Xij∑
kXki
=
Xij
Xi
. (5)
A coefficient φij gives the amount of good j needed by node i per unit of output. Eq. (4)
can be rearranged in terms of these coefficients and written in vector notation as
p¯ = Φ¯p¯. (6)
1Since there is one good for each industry, a node can represent either an industry or the good it produces.
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Rewriting Eq. (5) as Xij = Xiφij and summing over i gives a corresponding equation for
goods flows, X = Φ¯TX, where X is a vector whose components are the physical output rates
of each industry. Taken together, the two vector equations give a set of prices and flow rates
that simultaneously equate the physical use and production of all goods.
Goods have idiosyncratic units, making it sometimes more convenient to work in terms
of money flows. By analogy to Eq. (5), the normalized money flow from node j to node i
defines the input coefficients
aij ≡ Mij∑
kMkj
=
Mij
Mj
, (7)
where Mj ≡
∑
iMij =
∑
iMji is known as the gross output of j. The input coefficients aij
define a matrix A¯ whose columns sum to 1,
∑
i aij = 1 for all j. It is thus a stochastic matrix
whose elements can be thought of as transition probabilities for money flows. The elements
of A¯ and Φ¯ are related by
aij ≡ Mij∑
iMij
=
Mij∑
iMji
=
Xjipi∑
iXijpj
=
pi
pj
φji (8)
or in matrix form A¯ = P Φ¯TP−1, where P is a matrix with the prices pi along the diagonal.
A¯ and Φ¯ are thus related by a similarity transformation, which will be useful later to switch
between goods and money flows.2
It is convenient to split Φ¯ into blocks that correspond to the industry nodes and the single
household node. We let Ci denote the physical consumption of good i by households, and let
Li denote the labor provided to industry i. Let N denote the number of industries. Then the
(N + 1)× (N + 1) dimensional matrix Φ¯ may be partitioned as
Φ¯ ≡
(
Φ `
c φHH
)
. (9)
Here Φ is the N × N matrix containing the industries’ physical coefficients. The N × 1
vector ` contains the elements `i ≡ Li/Xi, which gives the labor required by industry i per
unit of output. The 1 × N vector c contains the elements ci ≡ Ci/L, where L ≡
∑N
j=1 Lj,
giving household consumption per unit of labor provided. The coefficient φHH corresponds
to the household node’s consumption of its own labor. It plays no role in what follows, so for
simplicity we let φHH = 0. Similarly A¯ may be partitioned as
A¯ ≡
(
A c˜
˜` 0
)
. (10)
Here A is an N × N matrix containing industries’ input coefficients aij. We let w denote
the nominal wage, the price per hour charged for labor. Using Eq. (8), the vectors ˜` and c˜,
corresponding to the amounts spent on labor and consumption, are related to ` and c by
˜`
i = w`i/pi and c˜i = pici/w.
2 It is also straightforward to show that 1 = A¯T1 and M = A¯M, where 1 is a vector of ones and M is a
vector with elements Mi.
3
1.2 Technology improvement
We consider a simple model of technology improvement in which the production processes
at each node become more efficient in their use of inputs over time. In the notation of the
previous section, this means that the physical coefficients φij have a tendency to become
smaller, corresponding to the ability to produce the same physical output with less inputs.
The process is quite noisy, and individual coefficients may increase by significant factors as
substitutions between inputs take place. We assume that all quantities in the model are
differentiable in time. The set of physical coefficients φij and `i characterize the input needs
of industry i. We denote the rates of change of these coefficients by
φ˙ij(t)
φij(t)
= −γij(t) and
˙`
i(t)
`i(t)
= −γiL(t), (11)
where a dot over a variable denotes a time derivative. The minus signs above mean that
improvement (i.e. greater efficiency in the use of inputs) corresponds to γij > 0. These rates
may vary with time. An industry i’s rate of improvement then is defined as the weighted
average across these rates of coefficient change for its inputs,
γi ≡
∑
j
γijaji + γiL ˜`i. (12)
The weights are the shares of i’s expenditures going to each input. The improvement γi is
local to node i, in that it describes improvement in i’s production processes independent of
improvements made in other industries. The improvement rate γi can be understood as the
rate of productivity improvement of industry i. By definition, the productivity growth of a
producer is the growth in output by the producer that is not accounted for by growth in the
use of input goods. The connection of γi to productivity growth can be seen as follows. As a
consequence of the definition φij ≡ Xij/Xi, we have γij = qi − qij, where qi ≡ X˙i/Xi is the
growth rate of i’s output and qij ≡ X˙ij/Xij is the growth rate of i’s use of j. Plugging this
into Eq. (12) and rearranging then leads to
γi = qi −
(∑
j
qijaji + qiL ˜`i
)
, (13)
i.e. γi equals the difference between the growth rates of i’s output production and input use.
1.3 Evolution of industry price returns
We first compute how prices change as a result of the technology improvement described by
Eq. (11). Partitioning Φ¯ into blocks (Eq. (9)), Eq. (6) can be written as the two equations
p(t) = Φ(t) p(t) + `(t)w(t) (14)
w(t) = c(t) · p(t). (15)
All variables are time-dependent, and from here on we omit writing the time dependence
to reduce clutter. We assume that all variables are differentiable. The time derivative of
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Eq. (14) is p˙ = Φ˙p + Φp˙ + ˙`w + `w˙, or in index form
p˙i =
∑
j
φ˙ijpj +
∑
j
φij p˙j + ˙`iw + `iw˙. (16)
Plugging in γij = φ˙ij/φij, the above becomes
p˙i = −
∑
j
γijφijpj +
∑
j
φij p˙j − γiL`iw + ρ`iw. (17)
The elements φij and aji are related such that φijpj = ajipi, and analogously `iw = ˜`ipi.
Using this and rearranging we have
p˙i = −pi
[∑
j
γijaji + γiL ˜`i
]
+
∑
j
φij p˙j + ρ`iw
= −piγi +
∑
j
φij p˙j + ρ`iw. (18)
To obtain the second equality, we used Eq. (12) to convert the bracket term to γi. In vector
form, this equation is p˙ = −Γp + Φp˙ + ρ`w, where Γ is the diagonal matrix
Γ ≡
γ1 0. . .
0 γN
 , (19)
and solving for p˙ gives
p˙ = (I − Φ)−1 [−Γp + ρ`w] . (20)
Using Eq. (8), Φ and ` can be expressed in terms of A and ˜` as Φ = PATP−1 and
` = P ˜`/w. Plugging these expressions into Eq. (20) leads to
r′ = (I − AT )−1[−γ + ρ˜`]. (21)
Here r′ ≡ P−1p˙ is a vector containing the rates of change of nominal industry prices p˙i/pi,
which we refer to as nominal price returns for brevity. The vector γ ≡ (γ1, . . . , γN) contains
industries’ productivity improvement rates. The quantity
HT = (I − AT )−1 (22)
is the transpose of the Leontief inverse, which appears ubiquitously in input-output economics
[1].
Finally we let r ≡ r′ − ρ1 denote the rate of change of real (i.e. inflation-adjusted) prices,
deflated using household wage rates. Then using the identity (I − AT )−1 ˜`= 1 (see page 11
for the derivation), where 1 is a vector of 1’s, Eq. (21) simplifies to
r = −HTγ. (23)
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Without loss of generality, any realized value of γi can be decomposed into a sum of its
average value across industries γ¯ and a deviation ∆γi. Substituting this into Eq. (23), in
index form we have
ri = −γ¯
∑
j
Hji −
∑
j
∆γjHji = −γ¯Li −
∑
j
∆γjHji, (24)
where the quantity Li =
∑
j Hji is the output multiplier of industry i, also called i’s total
backward linkage [2] or downstreamness [3]. Under the analogy to food webs, Li corresponds
to the trophic level of industry i [4]. See page 11 for a discussion of different interpretations
of the output multiplier. Computing the expectation value of ri across industries conditioned
on the output multiplier, we have
E[ri|Li] = −γ¯Li −
∑
j
E
[
∆γjHji
∣∣Li] . (25)
If γj is uncorrelated with Hji, then E[∆γjHji|Li] = E[Hji|Li]E[∆γj|Li] = 0, since by
construction E[∆γj] = 0 and the lack of correlation with Hji also implies that ∆γj is
uncorrelated with Li.3 In this case Eq. (25) reduces to
E[ri|Li] = −γ¯Li, (26)
i.e. the expected real price return of industry i is proportional to Li, with proportionality
constant −γ¯.
Thus, if the correlations between the industry improvement rates and the elements of
the Leontief inverse are sufficiently low, over timescales where the output multiplier remains
roughly constant, we expect the long-term decline of the real prices of an industry to be
proportional to its output multiplier. This is a striking result because it connects the long-run
rate at which the cost of a product falls with a purely structural property of the economy. The
output multiplier is a structural property in the sense that it depends only on the network of
production relationships.
The proportionality between the expected price returns of industries and their output mul-
tipliers given in Eq. (26) is exact when improvement rates across industries are uncorrelated
with the elements of the Leontief inverse. As a counterexample, suppose all improvements
rates were zero except for that of industry k, γi = γ0δik. Then instead of Eq. (26), one would
obtain ri = −γ0Gik, i.e. the returns would depend on the kth row of the Leontief inverse,
and we would not expect a relationship between price returns and output multipliers. As
noted earlier though, the correlations between improvement rates and the Leontief inverse
are weak, and Fig. 2 of the main paper shows a strong relationship between expected returns
and output multipliers.
1.4 Evolution of country growth rates
We now derive a relationship to GDP growth. Taking the time derivative of nominal wages,
Eq. (15), gives w˙ = c˙ · p + c · p˙. Using the definition ci ≡ Ci/L introduced earlier, this can
3Empirically these correlations are low. Looking across industries i, the correlation of γ with the ith
column of H is less than 0.07 for 95% of industries.
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be written
w˙ =
∑
i
Ci
L
(
C˙i
Ci
− L˙
L
)
pi +
∑
i
Ci
L
p˙i. (27)
Here, C˙i/Ci ≡ g′i is the growth rate of household consumption of good i and L˙/L ≡ h is the
growth rate of labor provided. In the simple economy here, the GDP is the total expenditure
by households on consumption goods, Y ≡ ∑i piCi. Let θi ≡ piCi/Y denote the share of
GDP devoted to good i. Using these definitions, Eq. (27) can be rearranged as
w˙ =
(
θ ·r′ + θ ·g′ − h
)
w, (28)
where θ = (θ1, . . . , θN) and g
′ = (g′1, . . . , g
′
N). The term θ · r′ ≡ r′ is the average rate of
increase in the prices of final goods and measures the inflation rate of the economy.4 The
term θ · g′ ≡ g′ is the average rate of growth in the consumption of final goods. It represents
the growth rate of real (i.e. inflation-adjusted) GDP. We let g ≡ g′ − h denote the growth
rate of real GDP per unit of labor, and let r ≡ r′− ρ denote the average growth rate of prices
after deflating by the growth in wages. Then after rearrangement, Eq. (28) can be written as
simply
g = −r. (29)
Eq. (29) says that the growth rate of real GDP per unit of labor is equal to the rate at which
real prices decrease. Finally, multiplying Eq. (23) by θ to obtain r and plugging it into Eq.
(29) gives the growth rate in terms of the local improvement rates:
g = θHTγ. (30)
To recast this relationship in terms of output multipliers, it is useful to first derive a
relationship between total output and the Leontief inverse. The total revenue of industry i
equals the sum of revenues from final and intermediate consumption,
Mi ≡ Yi +
∑
j
Mij. (31)
Writing intermediate consumption payments in terms of input coefficients as Mij = aijMj,
Eq. (31) can be written in matrix form as M = Y +AM. Taking the transpose of both sides
and solving for MT gives MT = YT (I − AT )−1 = YTHT . Multiplying both sides by γ/Y ,
and recalling that θ = Y/Y , this becomes
θHTγ =
MTγ
Y
. (32)
4r′ is the growth rate of a Divisia price index for final goods. It corresponds to either the consumer price
index or the GDP deflator. These coincide in the simple economy here with no government, financial sector,
imports or exports.
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The gross output of the economy is O ≡∑Ni=1Mi and we define the output-weighted average
improvement rate γ˜ as
γ˜ ≡
N∑
i=1
Miγi
O =
N∑
i=1
ηiγi. (33)
Here the weights ηi = Mi/O give the fractions of each industry in gross output. Then Eq. (32)
becomes
θHTγ = γ˜
O
Y
. (34)
Eq. (34) holds for any vector of improvement rates γ. In particular, choosing γ =
γ˜(1, . . . , 1)T = γ˜1 shows that for a closed economy the ratio O/Y is equal to the aver-
age output multiplier, the GDP-weighted average of the industry output multipliers:
L¯ ≡ θHT1 = O
Y
. (35)
This re-derives the important result shown in Fally (2011) [5] that the average output
multiplier is well-defined and invariant under aggregation.5 We can now write Eq. (30) as
g = γ˜L¯ = γ˜O
Y
(36)
Eq. (36) cleanly separates GDP growth into two terms, one which depends on improvement
rates, and another that depends purely on structural properties of the production network.
We stress that the proportionality between GDP growth and the average output multiplier
given in Eq. (36) is unaffected by how productivity improvement rates are distributed
across industries. In contrast, the price returns do depend on how these improvements are
distributed. (However, the expectation value of ri does not, as long as γ is uncorrelated with
the Leontief inverse as noted in the last section.) Page 10 shows an example that illustrates
this difference between the two predictions Eq. (36) and Eq. (23).
1.5 Covariance of price returns
The prediction for price returns (Eq. (23)) also leads to a prediction for the co-movement
of prices in the network, characterized by their covariance Rij = E [rirj] − E[ri]E[rj]. Eq.
(23) gives the price return of good i as ri = −
∑
mHmiγm. Multiplying by rj and taking
the expectation value results in E [rirj] =
∑
m,nHmiE [γmγn]Hnj. Subtracting E[ri]E[rj] =∑
iE[γm]Hmi
∑
iE[γn]Hni then results in
E [rirj]− E[ri]E[rj] =
∑
m,n
Hmi
(
E [γmγn]− E[γm]E[γn]
)
Hnj. (37)
5This also relates to an empirical relationship noted by Jones (2011) [6], who measured average output
multipliers for several countries (albeit with a slightly different definition than that given here), noting that
they are closely matched by a quantity that reduces to O/Y .
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This can be written in matrix form as R = HTGH, where Rij are the covariances of the price
returns and Gmn are the covariances of the productivity growth rates.
The diagonal elements of G are the time variances of productivity growth rates, while the
off-diagonal elements are the covariances. To study the predictions of Eq. (37), we decompose
G into its diagonal elements D and off-diagonal elements O, G = D +O. Plugging this into
R = HTGH leads to a corresponding decomposition of the return covariances,
R = HTDH +HTOH. (38)
The first term above shows that price returns would be predicted to covary even if there were
no covariance between productivity improvement rates. The price returns of goods depend
on productivity improvement rates throughout the network in a way that depends on the
structure of the network, which is captured by H. Taking the expectation value of Eq. (38)
across industries, and assuming that the expected value of the second term is zero, we have
E[R] = HTDH. (39)
We could also consider the further simplification where all industries have the same time
variance of productivity improvement rates. In this case, the expression for R would become
especially simple, reducing to R = σγH
TH, where σγ is the variance of all improvement
rates. This increases the similarity to the earlier prediction for the expected value of price
returns, in that the expected covariances become proportional to a factor that depends only
on network structure, HTH.
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2 Supplementary Discussion
2.1 The effect of heterogeneous productivity improvement
The following example addresses the issue of heterogeneous productivity improvement rates
across industries, and illustrates how the average output multiplier depends only on network
structure. We use the simple network shown in Fig. 2 of the main paper, reproduced in
Fig. S1. There are three nodes, households (H) and two industries (a and b). Households
buy good a from industry a, which buys good b from industry b, which buys labor from
households. Industry a has an output multiplier of 2 and industry b has an output multiplier
of 1. An unrealistic feature, adopted for clarity, is that industry a purchases no labor, though
this does not affect the arguments below.
Consider three different distributions of productivity improvement rates across the two
industries that all share the same average improvement rate γ˜ = γ. In the first case, industry
a realizes no improvement, while industry b improves by 2γ%. The price of good b decreases
by 2γ%. The price of good a also decreases by 2γ% because it is downstream of good b, and
realizes a lower production cost from inheriting good b’s lower price. In the second case,
industry a improves 2γ%, while industry b has no improvement. The price of good a falls
2γ%, and there are no downstream goods to pass this price reduction on to. Only in the
third case, where both industries realize a γ% increase in productivity, does each industry
realize a price reduction in proportion to its output multiplier.
In contrast, the growth rate does not depend on how improvements are distributed across
industries. In all cases the price of the good purchased by households falls 2γ%, and the
economy grows by the same percentage. The factor of 2 corresponds to this network’s average
output multiplier, which is 2. This can be computed from the GDP-weighted average of the
industry output multipliers, L¯ = 1 · 2 + 0 · 1 = 2.
HH
Price a
GDP
H
Price b
Households
Industries
H
2
1
Output
multiplier
a b
GDP % change Price % change
a
b
`2γ
`0
Productivity %
improvement
`0
`2γ `γ
`γ
+2후 -2후
-2후
+2훾 -2훾
-0
+2훾 -2훾
-훾
Figure S1: Productivity changes and price and growth effects. a, A simple production
network. Arrows show direction of payments. b, Effects of productivity shocks on prices and
GDP under three distributions of improvement rates across the two industries.
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2.2 The chain economy in Fig. 3 of main paper
Here we elaborate on the simple chain economy shown in Fig. 3 of the main paper. The
input coefficients for this economy are
A¯ ≡
 0 0 c˜aba 0 0
˜`
a
˜`
b 0
 . (40)
The normalization condition for A¯ requires that ˜`b = 1, aba + ˜`a = 1, and c˜ = 1. It is clear
that since the only input of industry b is labor, it has an output multiplier Lb = 1. The
output multiplier of industry a can be computed in several ways; see Eqs. (42)-(45) in the
next section. Using Eq. (42) (Eq. (1) in the main paper), industry a has an output multiplier
La = Lbaba + 1 = 2− ˜`a. (41)
This result can also be derived using Eq. (45), which computes the mean number of steps
taken by a dollar spent by industry a to reach the household sector. With probability ˜`a it is
spent on labor and reaches the household sector in one step. With probability (1 − ˜`a) it
buys the intermediate good produced by industry b, and reaches the household sector in two
steps. This gives La = ˜`a + 2(1− ˜`a) = 2− ˜`a as before.
Eq. (41) shows that a’s output multiplier is between 1 and 2 depending on a’s labor
share, reaching its upper limit La = 2 when the labor share is zero. This illustrates that the
output multiplier of an industry depends on two factors: the share of its expenditures that
go toward purchasing labor, and the output multipliers of the other industries from which it
buys intermediate goods. As discussed in the next section, a dollar spent on a good with a
high output multiplier will take more steps to reach the household sector than a dollar spent
on a good with a low multiplier.
Since industry a produces the only final good, its GDP share is 1, and the average output
multiplier of the network is L¯ = La = 2− ˜`a. To see how the output multipliers affect growth,
suppose industries’ productivity improvements rates are γa = γb = γ. The relationships in
Section 1.3 imply that the price of the intermediate good drops at a rate rb = −γ, and the
price of the final good drops at the (faster) rate ra = −γ(2− ˜`a). Eq. (29) then implies that
final consumption rises at the growth rate g = γ(2− ˜`a) = γL¯. The amplification is evident
from the fact that the average output multiplier L¯ = (2− ˜`a) of the industry producing the
final good is greater than 1. Intuitively, cost reductions in upstream industries are passed on
to downstream industries, which benefit both from their own local improvements and those
of the upstream industries.
2.3 Three interpretations of output multipliers
The way we introduced the industry output multipliers Li in the main text emphasizes their
connection to trophic levels in ecology,
Li = 1 +
∑
j
Ljaji. (42)
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Eq. (42) is often used directly in ecology to define a trophic level. That is, the trophic level
of a species i is 1 greater than the average trophic level of the species it feeds upon [4, 7, 8, 9].
In this context a coefficient aji is the energy fraction of species j in i’s diet. In our context,
aji is an input coefficient, giving the share of industry i’s expenditures devoted to purchasing
good j. Thus, Eq. (42) can be interpreted as saying that the output multiplier of an industry
is 1 greater than the average output multiplier of its input industries.
A second interpretation arises in input-output economics. Rewriting Eq. (42) in vector
form gives L = 1 + ATL, and solving for L yields
L = (I − AT )−11 = HT1. (43)
This expression connects Li to the standard method of computing output multipliers as
column sums of the Leontief inverse [2, 1]. Typically, an output multiplier Li is used to
predict changes in the gross output of the economy with a given increase in the final demand
of good i. The dynamics that lead to this prediction are different from the dynamics we
study here. The productivities of industries are held constant, and changes to GDP act as
the stimulant for increases in gross output, rather than being the outcome of productivity
changes. It is noteworthy that the same network quantity appears in both models, and
reflects the fact that both models depend on the propagation of effects along production
chains.
The output multipliers can be interpreted in a third way as mean path lengths in a Markov
chain, representing the average number of payments that are made before a dollar spent
on an input arrives at households as a payment for labor. The elements of A and ˜` can be
interpreted as transition probabilities in a network of money flows [10], and the relationship
of Eq. (43) to path lengths is a classic result of absorbing Markov chain theory [11]. To show
this connection here, we first derive the identity (I − AT )−1 ˜`= 1 used on page 5 to obtain
Eq. (23): [(
I − AT )−1 ˜`]
i
=
∑
j
˜`
j
[(
I − A)−1]
ji
=
∞∑
k=0
∑
j
˜`
j
(
Ak
)
ji
= 1. (44)
To obtain the last equality, note that
∑
j
˜`
j
(
Ak
)
ji
is the probability that a unit of currency
starting at industry node i arrives at the household node in exactly k + 1 steps (k steps
between industries, plus a final step to households). With the sum over k, the second line is
the probability of ever reaching households, which is 1. Using Eq. (44), the output multiplier
can be written in the form
Li =
∞∑
k=1
k
n∑
j=1
˜`
j(A
k−1)ji. (45)
To derive this, we substitute (I−AT )−1 ˜`= 1 into L = (I−AT )−11 to obtain L = (I−AT )−2 ˜`,
and note that the matrix (I−AT )−2 has an infinite series expression∑∞k=1 k (AT )k−1. Applying
this series expansion leads to Eq. (45). This expression shows that Li is an average path
length. The inner sum is the probability that a random walk in this network starting at node
i will arrive at the household node after exactly k steps. Summing over k, Eq. (45) thus
gives the mean number of steps the random walk takes to reach households.
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2.4 Consistency with Hulten’s theorem and relation to Domar
weights
The model we present here expands the scope of a classic result known as Hulten’s theorem
[12], which relates the aggregate rate of productivity change to the improvement rates
of individual producers. Hulten’s theorem states that the rate of increase of total factor
productivity T is a weighted sum of the productivity improvement rates of industries γi, with
weights Mi/Y originally proposed by Domar [13]:
T˙
T
=
N∑
i=1
Mi
Y
γi. (46)
Here T measures the amount of output not explained by the amounts of factors of production
used. In a simple model where productivity improvements drive growth, the growth rate g is
equal to T˙ /T .
The Domar weights sum to a number greater than 1, reflecting a multiplier process
involving intermediate goods [12]. The amplification of aggregate output is the same one that
we have derived here. The relationship to Eq. (36) can be seen by writing out the definition
of γ˜ (Eq. (33)):
g = γ˜L¯ =
(∑
i
Mi
O γi
)
O
Y
=
∑
i
Mi
Y
γi. (47)
The theory here thus reproduces Hulten’s theorem as a side effect, after starting from a
simple mechanism for technological improvement. The theory also does quite a bit more,
because our formulation cleanly separates structural properties from improvement rates and
makes the relationship between growth and the average output multiplier clear. Comparing
Eqs. (47) and (46) shows that T˙ /T corresponds to γ˜L˜, i.e. the model decomposes the
aggregate productivity growth rate T˙ /T into the average productivity growth rate γ˜ and a
factor characterizing network structure. Most importantly, our model leads to the empirically
testable price and growth predictions presented in the main text.
It is worth noting how the Domar weights, Di ≡Mi/Y , relate to the output multipliers,
as these two quantities both convey information about an economy’s structure. From Eq.
(46), it can be seen that the Domar weights provide the minimal statistics to aggregate the
productivity growth rates of producers. As noted earlier, the vector of industries’ gross
outputs equals M = (I − A)−1Y, which means that the Domar weights can be written as
D = (I − A)−1θ, (48)
where θ denotes the GDP shares of industries. Since the output multipliers are given by
LT = 1T (I − A)−1, we thus have the following set of relationships:
1 ·D = θ ·L = 1T (I − A)−1︸ ︷︷ ︸
L
θ
D︷ ︸︸ ︷
=
O
Y
. (49)
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Eq. (49) shows two things. First, the sum of the Domar weights equals the GDP-weighted
average of the output multipliers. Second, it shows that the Domar weights combine two kinds
of information: the GDP shares, and the input relationships among producers. In contrast,
the output multipliers remove the effect of an economy’s output mix, and depend only on
producer input relationships. In this sense, they describe production chain characteristics of
industries independently of what final goods an economy chooses to make. If an economy
shifts toward manufacturing, for example, the Domar weight of manufacturing industries will
increase, while the output multipliers of these industries need not change.
2.5 Correspondence with general equilibrium theory
Input-output relationships were used as the starting point to derive the predictions of the
model. This has the advantage of enabling powerful results within the simpler framework
of accounting relationships. However, the model can also be understood within a general
equilibrium framework. Here we briefly review general equilibrium theory in the notation of
our model.
Each producer i has a production function fi(Xi, t) = fi(Xi1, . . . , Xin, Li, t), where t is
time and Xi ≡ (Xi1, . . . , Xin, Li) is the vector of input rates to producer i. Producers are
assumed to maximize profits at prevailing prices,
Xi(p, t) = arg max
Xi
fi(Xi, t)pi −Xi · p, (50)
where p = (p1, . . . , pn, w) is the vector of prices. Households are assumed to maximize utility
subject to their budget constraint C · p = Lw, yielding a household demand function C(p).
At equilibrium, prices p are such that all goods markets and the labor market clear,∑
j
Xji(p, t) + Ci(p) = fi
(
Xi(p, t), t
)
for all i (51)∑
i
Li(p, t) = L. (52)
We assume that producers operate under perfect competition and have production possibilities
characterized by constant returns to scale. Under these conditions, producers earn no economic
profit at equilibrium, and activities earning deficits are not operated (see e.g. [14]).
Without loss of generality, let i index only those producers that have positive activity
levels. Since these producers earn zero profit at equilibrium, their revenues and expenditures
satisfy the balance relation∑
j
Xjipi + Cipi =
∑
j
Xijpj + Liw for all i. (53)
This is the same as Eq. (4), with household purchases and income broken out from the sums.
The technology dynamics discussed on page 4 can be related to the production functions.
The production output Xi = fi(Xi, t) of a node i changes because its input rates Xi change and
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the production function itself evolves. The latter effect is captured by fi’s direct dependence
on time. Taking the time derivative, the growth rate of i’s output is
X˙i
Xi
=
∑
j
(
∂ ln fi
∂ lnXij
)
X˙ij
Xij
+
∂ ln fi
∂t
. (54)
To simplify the notation, let qi ≡ X˙i/Xi denote the growth rate of i’s output and let
qij ≡ X˙ij/Xij denote the growth rate of i’s use of input j. The quantity ij ≡ ∂ ln fi/∂ lnXij
is i’s output elasticity of j, and γi ≡ ∂ ln fi/∂t is i’ s productivity growth rate (see e.g.
[15, 16, 17]). With these definitions, Eq. (54) can be written as
qi =
∑
j
ijqij + γi. (55)
Next, we write this in terms of changes to physical coefficients γij ≡ φ˙ij/φij. As noted
earlier, the definition φij ≡ Xij/Xi implies that γij = qi − qij. Solving for qij and plugging
into Eq. (55), we get after rearrangement
γi =
∑
j
ijγij − qi
(∑
j
ij − 1
)
. (56)
In the second term, the quantity
∑
j ij is known as the elasticity of scale. Whether fi
has decreasing, constant, or increasing returns-to-scale depends on whether
∑
j ij is less
than, equal to, or greater than 1. Assuming that fi has constant returns-to-scale, this term
is zero. In addition, a basic result of microeconomic theory is that when producers are
profit-maximizers under perfect competition, the share aji of node i’s expenditures spent on
good j is equal to the output elasticity ij . This can be derived from the first-order conditions
of Eq. (50), which lead to pj/pi = ∂fi/∂Xij for all inputs j. Multiplying both sides by
Xij/Xi leads to
aji =
pjXji
piXi
=
∂ ln fi
∂ lnXij
= ij. (57)
Using this, Eq. (56) becomes
γi =
∑
j
ajiγij. (58)
Eq. (58) is the same as Eq. (12), and expresses the productivity growth of node i as the
expenditure-weighted average of the rates of change of its input coefficients.
To further illustrate these connections to general equilibrium theory, we consider the
special case of a Cobb-Douglas production function. Here fi(Xi, t) takes the form
fi(Xi, t) = Ai(t)
∏
m
Xβimim L
βiL
i , (59)
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with a set of exponents βim (m = 1 . . . N) and βiL. If these exponents sum to 1, then fi will
have constant returns to scale. Taking the time derivative, the rate of change of i’s output is
X˙i
Xi
=
∑
j
βim
X˙im
Xim
+ βiL
L˙i
Li
+
A˙i
Ai
. (60)
Comparing this with Eq. (54)-(55), the productivity growth rate γi in this case is the rate of
change of the prefactor Ai. The output elasticities im are equal to the exponents βim, and
by Eq. (57), these are also equal to the expenditures shares: ami = im = βim. Since the
exponents βim are fixed numbers, i’s expenditure shares in this special case will stay the same
over time even as productivity changes, a well-known outcome of the Cobb-Douglas production
function. More generally, expenditure shares will remain the same for any production function
that is homothetic.
2.6 Average output multipliers for open economies
Here we show that trade between countries tends to bring their average output multipliers
closer together. We derive the result for the two country case and show the result for an
arbitrary number of countries. Let the countries be labeled country 1 and country 2, each
with N industries. If the economies are closed to trade, the world input matrix A will take
the form
A =
(
A1 0
0 A2
)
, (61)
where A1 and A2 are the input matrices of the two countries and 0 is an N ×N matrix of
zeros. The Leontief inverse is given by
HT = (I − AT )−1 =
(
(IN − AT1 )−1 0
0 (IN − AT2 )−1
)
, (62)
where IN is the N × N identity matrix. The output multipliers in country c are Lc =
(I − ATc )−11, and the average output multiplier is L¯c = θcLc, where θc is the vector of GDP
shares for country c.
Trade between economies leads to non-zero elements in the off-diagonal blocks of A. To see
what effect this has on the average output multipliers, we consider a first-order perturbation in
which each country starts using imported goods from the other country, with correspondingly
less domestic goods. We let the input coefficients of country 1’s imports increase by an
amount 21A1, and simultaneously reduce country 1’s domestic input coefficients by the same
amount. Thus, total input requirements remain the same (in value terms) for each good.
Note that multiplying all elements of A1 by 1 − 21 means that, for all goods, a fraction
1− 21 is now spent on the domestic version of the good and a fraction 21 is spent on the
foreign version. Making a similar change to country 2’s input coefficients with parameter 12,
the new matrix of input coefficients for the world AO is
AO =
(
(1− 21)A1 12A2
21A1 (1− 12)A2
)
=
(
A1 0
0 A2
)
+
(−21A1 12A2
21A1 −12A2
)
= A+ S(), (63)
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where S() denotes the second matrix above with elements multiplied by 12 or 21. Let
Hc ≡ (IN −ATc )−1 denote the Leontief inverse of country c when the countries were closed to
trade. After the countries become open to trade, the Leontief inverse for the world is
(HO)T =
[
I − (AO)T ]−1 = [I − AT + S()]−1
=
{
(I − AT ) [I +HTS()]}−1
=
[
I +HTS()
]−1
HT
=
[
I +HTS() + (HTS())2 + · · · ]HT . (64)
Writing (HO)T in terms of the matrix blocks corresponding to the two countries, we have
(HO)T =
(
B C
D E
)
+O(2) (65)
where
B = H1 − 21H1AT1H1 (66)
C = 21H1A
T
1H2 (67)
D = 12H2A
T
2H1 (68)
E = H2 − 12H2AT2H2. (69)
The average output multipliers of each country can be obtained by left-multiplying (HO)T by
the GDP shares (θ1,θ2) and right multiplying by N × 1 vectors of 1s (1N ,1N). Doing this
shows that the average output multiplier of country 1 after becoming open to trade, L¯Oi , is
related to its average output multiplier while it was closed to trade, L¯i, by
L¯O1 = L¯1 + 21θ1H1AT1 (L2 −L1) +O(2), (70)
where L2 and L1 denote the industry output multipliers of the two countries when they were
closed to trade. To understand this expression, suppose the industry output multipliers LC1
of country 1 start out generally smaller than those in country 2. The elements of θ1 and
H1A
T
1 are positive, so the second term above will lead to a higher aggregate multiplier than
if the economy were closed. The opposite effect occurs in country 2, whose average multiplier
falls. Thus, trade pulls the average output multipliers of the two countries closer together.
For N countries, the calculation can be generalized, with the result
L¯Oc = L¯Cc +
∑
b 6=c
bcθcHcA
T
c
(LCb −LCc )+O(2). (71)
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3 Supplementary Results
3.1 Predictive power of output multipliers and industry labels
As noted in the main text, the model here predicts that variation in the output multipliers
should predict variations in price returns. While industries of different types may be expected
to realize different rates of price reduction, Extended Data Fig. 4 indicates that the same
industry in different countries may realize different rates of price reduction depending on the
value of its output multiplier in these countries. These results suggest that an industry’s
output multiplier is more informative of its rate of price change than just knowing that an
industry is e.g. a manufacturing or services industry. We can also make this comparison
directly, comparing the correlation of price returns with industries’ labels and with their
output multipliers. We regressed the real price returns against a set of dummy variables
that indicate whether an industry is an agriculture, manufacturing, or services industry,
comparing this to a regression on the output multipliers (Table S1). Industries’ labels
are highly significant, with negative coefficients reflecting that fact that prices are largely
decreasing. Manufacturing industries realize faster rates of price reduction, also as expected.
When output multipliers are included, the signs of these dummy variable coefficients are
flipped, and the coefficient on output multipliers is little changed relative to a regression
without the industry labels. We also obtain similar results with a variation of this test in
which there are separate dummy variables for each of the 35 industry types in the WIOD.
3.2 Correlations in decomposition of price returns
The results in this section further examine the process of price reduction in the network and
the correlations between price returns and productivity improvement rates noted in the main
text. Multiplying Eq. (23) by I − A, price returns can be decomposed as
ri = −γi +
∑
j
rjaji = −γi −
∞∑
k=1
∑
j
γj (A
k)ji. (72)
The price reduction of node i has two components: a direct improvement due to −γi, and
the indirect or inherited effects of improvements from the inputs that i consumes. Other
nodes undergo productivity improvements, whose effects are transmitted to i through input
price changes. In this sense, we can think of the second term as effectively representing
improvement inherited by node i.6
Extended Data Figure 5 shows that both terms in Eq. (72) are important, with each
contributing a similar magnitude to cost change on average. Inherited price reductions tend to
contribute more, with a mean value -1.65 % yr−1, as compared with the direct improvements,
with a mean value of -1.06 % yr−1. To understand these contributions further, we study the
6Note that the −γi term alone does not account for the entirety of the benefits of the improvement at
node i, because γi also appears in the summation in the second term. This reflects the fact that i may buy its
own good as an input, as well as other goods that use i for production, leading to indirect benefits to i from
its own improvement. These are also inherited benefits, since they come through i’s inputs. An alternate
decomposition that fully isolates the effects of γi from that of all other γ’s is ri = γiHii +
∑
j 6=i γjHji.
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(1) (2) (3)
Output multipliers −0.016 −0.017
5.75× 10−42 1.20× 10−34
Agriculture −0.038 0.012
1.89× 10−26 1.90× 10−2
Manufacturing −0.031 0.022
9.91× 10−118 4.78× 10−7
Services −0.022 0.020
1.06× 10−64 8.54× 10−9
Constant 0.019
1.84× 10−8
R2 0.030 0.125 0.131
n 1435 1435 1435
Table S1: Regression of price returns against industry labels and output multipliers. Below
each coefficient value we show its p-value.
correlations among the price returns ri, the direct improvement term −γi, and the inherited
improvement term Σi ≡
∑
j rjaji (Table S2). The correlation is high with both terms,
especially the direct improvement term. A correlation with both terms is expected, since
these quantities are related by ri = −γi + Σi. To understand the effects of this relationship,
we treat −γi and Σi as random variables, which sum to produce a third random variable ri.
In general, consider three random variables X, Y , and Z that are related as X + Y = Z. By
definition, the Pearson correlation between Z and the summand X is
ρZX ≡ Cov(Z,X)
σZσX
=
E[ZX]− E[Z]E[X]
σZσX
, (73)
where σZ and σX are the standard deviations of Z and X. The numerator in Eq. (73) is
Cov(Z,X) = E[(X + Y )X]− E[X + Y ]E[X]
= E[X2] + E[XY ]− E[X]2 + E[Y ]E[Y ]
= σ2X + Cov(X, Y ) (74)
while the denominator is σZσX = σX+Y σX = σX
√
σ2X + σ
2
Y + 2Cov(X, Y ), resulting in a
formula for ρZX
ρZX =
σX + Cov(X, Y )/σX√
σ2X + σ
2
Y + 2Cov(X, Y )
. (75)
Eq. (75) gives the correlation between the sum variable Z and the summand X in terms of
the variances and covariances of X and Y . The correlation of Z with the other summand Y
can be obtained by swapping X and Y .
We note three special cases of Eq. (75), which help separate the effects influencing the
correlation ρZX . If the covariance is negligible, Eq. (75) simplifies to ρZX = σX/
√
σ2X + σ
2
Y . In
this case, differences in the variances of X and Y drive the correlation, with the variable having
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Case ρrγ ρrΣ
Data 0.92 0.71
Same variance, zero covariance 0.71 0.71
Same variance (= σγ), non-zero covariance 0.78 0.78
Diff. variance (from data), zero covariance 0.87 0.49
Diff. variance (from data), non-zero covariance 0.92 0.71
Table S2: Correlations between returns and direct and inherited sources of productivity
improvement.
the larger variance attaining the larger correlation with Z. If the covariance is not negligible,
and the variances of X and Y are the same, then ρZX =
√
1 + Cov(X, Y )/σ2X/
√
2 =√
1 + Cov(X, Y )/σ2Y /
√
2. In this case, both variables have the same correlation with Z,
which depends on the ratio of the covariance between X and Y with their shared variance
σ2X = σ
2
Y . Finally, when both the covariance is negligible and the variances are the same,
ρZX = 1/
√
2 ≈ 0.707. This last case shows that the correlation of X with Z will tend to be
large simply because X is a summation term in computing Z.
We use these formulas to compute the correlations of −γi and Σi with ri based on the
measured values of their standard deviations and covariance. The large correlation ρrγ = 0.92
is driven by three effects. The largest effect is the one just noted, that −γi and Σi are
related to ri by ri = −γi + Σi. This gives both variables a starting correlation with ri of
1/
√
2 ≈ 0.707. The next largest effect is that −γi has a larger variance than Σi. Intuitively,
the larger variance in −γi causes it to explain more of the variation in ri, even though it
is actually responsible for somewhat less price change on average. Third, the covariance
between −γi and Σi increases both variables correlation with ri. These two variables have a
correlation with each other of -0.37 (p = 3× 10−47).
3.3 Multivariate regressions of average output multiplier L¯ and
model prediction γ˜L¯
Theories of growth are frequently tested with regressions aimed at estimating the effects of
country variables expected to influence growth. The relationship between growth and country
characteristics is, of course, extremely difficult to tease out, and many objections have been
raised about such regressions (see e.g. [18] and [19] for discussions). We view the various
network level predictions described in the main text as the main evidence for theory here.
Nevertheless, the importance of understanding the determinants of growth has led to a vast
literature based on regression analysis, and regressing growth against the average output
multiplier is in some ways natural. For completeness, we present a series of multivariate
regressions involving the average output multiplier. For this we use the 14 variables noted in
the main text as variables that commonly appear in growth models. We perform multivariate
regressions of growth rates against these variables, with and without the average output
multiplier as a regressor. The output multiplier remains statistically significant even with a
number of other major variables present, i.e. the savings rate, depreciation rate, population
20
growth rate, and total factor productivity level. It has low statistical significance when all 14
variables are included, though this is unsurprising given that there are only 40 country data
points in the regression. In contrast, the full model prediction γ˜L¯ is statistically significant
even with all 14 variables present.
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Figure S2: Industry output multipliers and country average output multiplier at
varying levels of network aggregation. Using data from the U.S. Bureau of Economic
Analysis [20], industries were merged to produce a series of coarser representations of the U.S
production network. At each level of aggregation, we compute the industry output multipliers
(colored lines) and average output multiplier (thick black line). Industries are merged in an
order based on their 6-digit North American Industry Classification (NAICS) codes. Starting
with the 6-digit case (far right), all 427 industries are present. As the number of digits n
descends from 5 to 1, industries sharing the first n-digits of their NAICS codes are combined,
producing a coarser production network. In the 0-digit case all industries are merged into
one node.
3.4 Insensitivity of average output multiplier to coarse-graining
As noted in the main paper, data on production networks varies in its level of aggregation,
ranging from a few industries to hundreds of industries. This raises the concern that the
average output multiplier might have different values depending on the granularity of the
underlying industry data. However, it has been shown in Fally (2011) that the average output
multiplier of a closed economy is independent of the level of aggregation, and equal to the
ratio of gross output to net output O/Y [5]. Interestingly, an equivalent result was also
obtained in ecology by Finn (1976), showing that the average path length of the average
energy input to an ecosystem equals the ratio of the ecosystem’s total energy throughput to
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total energy input [21].
Fally (2011) also performs a test of the sensitivity of L¯ to aggregation in the practical
context of an open economy, using data from the U.S. economy at different levels of network
resolution. Because of its relevance we repeat this test here, with the same finding that
the average output multiplier is insensitive to the level of coarse-graining. We use the
2002 benchmark input-output table from the U.S. Bureau of Economic Analysis [20], which
distinguishes 427 industries. An advantage of this data set is that industries are indexed with
6-digit North American Industry Classification (NAICS) codes. These codes make it easier
to merge industries into larger groupings, generating a series of coarser representations of
the U.S production network. At each level of aggregation, we compute the average output
multiplier. At the 6-digit level (far right in Fig. S2), all 427 industries are present. As the
number of digits n descends from 5 to 1, industries sharing the first n-digits of their NAICS
codes are combined, producing networks with 308, 205, 78, 24, and 10 nodes. In the 0-digit
case all industries are merged into one node. At each level, industry output multipliers and
the GDP-weighted average output multiplier were computing in the resulting coarse-grained
network. Despite the fact that the U.S. is not a closed economy, the average output multiplier
changes little over a wide range of levels of aggregation.
3.5 Test of robustness of results to turning off international trade
entries
The model here is developed assuming a closed economy, while the empirical analyses were
carried out on economies that are open to trade. As a check on the robustness of our results,
we assess the effect of closing off countries to trade by zeroing out international trade entries
in the matrix of intermediate payments. This forces all subsequent computations to be done
using only the input coefficients aij derived from countries’ domestic purchases. Zeroing out
trade payments breaks the balance of payments through nodes, but input coefficients can be
computed in the usual way by dividing the resulting domestic input payments by industries’
new total expenditures after the change. Across the board, the results for tests presented in
the main paper, Extended Data, and Supplementary Information are similar. As an example,
Figure S3 shows the effects of this change on Fig. 2b and Fig. 2c from the main text. The
computed industry output multipliers and country average output multipliers are also similar.
This suggests that the results for a given country are driven primarily by the structure of
production within the country, rather than by aspects of the global structure of trade.
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Figure S3: Results of zeroing out international trade entries in the world input
matrix. Results for (a) price returns and (b) growth predictions, first presented in Fig. 2
of the main paper, after zeroing out input coefficients corresponding to international trade
between countries.
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