Abstract. Let p be a prime, and let G denote a Sylow pro-p subgroup of the group of automorphisms of the p-adic rooted tree. By using probabilistic methods, Abért and Virág [2] have shown that the Hausdor¤ dimension of a finitely generated closed subgroup of G can be any number in the interval ½0; 1. In the case p ¼ 2, Siegenthaler has provided examples of subgroups of G of transcendental Hausdor¤ dimension which arise as closures of spinal groups. In this paper, we show that the situation is completely di¤erent for p > 2, since the Hausdor¤ dimension of the closure of a spinal group is always a rational number in that case. (Here, spinal groups are constructed over spines with one vertex at every level, as in the case p ¼ 2.) Furthermore, we determine the set S of all rational numbers that appear as Hausdor¤ dimensions of spinal groups. A key ingredient in our approach to this problem is provided by a general procedure for decomposing spinal groups as a semidirect product, which allows us to reduce to the case of 2-generator spinal groups.
Introduction
Let G be a countably based profinite group, and let fGðnÞg n A N be a base of neighbourhoods of the identity consisting of open normal subgroups. If H is a closed subgroup of G, then the value dim G H ¼ lim inf n!y log p jHGðnÞ=GðnÞj log p jG=GðnÞj ð1Þ
gives a way of measuring the relative size of H in G. For instance, provided that G is infinite, we have dim G H ¼ 1 if H is open in G, and dim G H ¼ 0 if H is finite. As shown by Abercrombie [1] , and Barnea and Shalev [3] , dim G H coincides with the Hausdor¤ dimension of H when G is considered with the natural metric induced by the family fGðnÞg. The set of all values of the Hausdor¤ dimension of the closed subgroups of G is called the spectrum of G, and if we only consider the dimensions corresponding to a particular family S of subgroups, we speak of the S-spectrum of G. In [3] , Barnea and Shalev also show that the spectrum of a p-adic analytic pro-p group consists only of rational numbers, if one works with the subgroups GðnÞ ¼ G p n . If p is a prime and G is a Sylow pro-p subgroup of the group of automorphisms of the p-adic rooted tree T, then it is natural to take GðnÞ ¼ Stab G ðnÞ, the stabilizer in G of all vertices in the n-th level of T. Klopsch showed in [11, Chapter VIII, Section 5] that the spectrum of all profinite branch groups is the full interval ½0; 1, and this applies in particular to G. (See Section 3 for the definition and [10] for the basic theory of branch groups.) Later, Abért and Virág [2, Theorem 2] proved that every value l A ½0; 1Þ can be obtained as the Hausdor¤ dimension of a closed subgroup of G which can be (topologically) generated by at most three elements. However, the probabilistic nature of their arguments does not provide explicit examples for every possible l, nor, more specifically, any examples for irrational l. In the same paper, they also show that soluble subgroups of G have dimension 0 (see the remark after Theorem 5). On the other hand, Bartholdi has proved [4, Proposition 2.7 ] that a regular branch subgroup of G has positive rational Hausdor¤ dimension.
In the recent paper [12] , Siegenthaler has considered the case p ¼ 2, and has provided an explicit formula for the Hausdor¤ dimension of the closures of a special family of discrete subgroups of G, usually called spinal groups in the literature. As a consequence, he finds 3-generator spinal groups whose closure has irrational, even transcendental, Hausdor¤ dimension in G.
Spinal groups can be given in the form ha; Bi, where a is the rooted automorphism which cyclically permutes the p subtrees hanging from the root, and where B is an elementary abelian finite p-group consisting of automorphisms whose action is concentrated on a special subset of vertices of T, which we call a spine. We refer the reader to Section 3 for details about spinal groups. In particular, spinal groups are branch groups if p > 2, but not necessarily regular branch groups.
The key ingredient for the construction of spinal groups is to consider a sequence W ¼ ðo n Þ nd1 of linear functionals of a finite-dimensional vector space E over F p . We write SpinalðWÞ for the spinal group G constructed from W. One of our main results is the determination, for p > 2, of a formula for the Hausdor¤ dimension in G of the closure G, in terms of the sequence W. (ii) If o i 0 0 for all i, let m be the dimension of the subspace of E Ã generated by W. For every i A f1; . . . ; mg, let r n; i be the minimum number of terms of the sequence ðo nÀ1 ; . . . ; o 1 Þ, in that order, that are needed to generate a subspace of dimension i. Then, dim G G ¼ ðp À 1Þ lim inf n!y 1 p r n; 1 þ 1 p r n; 2 þ Á Á Á þ 1 p r n; m By using Theorem A, we are able to determine the set of all values that are taken by the Hausdor¤ dimension for the family S of the closures of all spinal subgroups of G. In other words, we calculate the S-spectrum of G, to which we refer as the spinal spectrum.
Theorem B. If p is odd, then the spinal spectrum of G consists of 0 and all numbers whose p-adic expansion is of the form 0:a 1 . . . a n , where (i) a i ¼ 0 or p À 1 for i ¼ 1; . . . ; n, and
In particular, the spinal spectrum is contained in Q.
Thus, the situation for odd primes is dramatically di¤erent from that for the prime 2. Note also that Theorems A and B generalize to all spinal groups (in the case of odd primes) a result of Š unić [13, Theorem 2] dealing with a special class of spinal groups, for which the Hausdor¤ dimension l is always of the form l ¼ 0:a 1 . . . a n in base p, with all a i equal to p À 1. A particular case of the groups considered by Š unić is the so-called Fabrykowski-Gupta group. For p ¼ 3, the Hausdor¤ dimension of this group in G had been previously calculated by Bartholdi and Grigorchuk; according to [5, Corollary 6.6 ], the dimension is 2=3, in agreement with Theorem A.
On the other hand, our proof of Theorem B is constructive, in the sense that it provides an algorithm which, given a number l whose p-adic expansion is of the appropriate type, yields a spinal group of Hausdor¤ dimension equal to l.
For the proof of Theorem A, we need to calculate the order of the quotient group G n ¼ G=Stab G ðnÞ for every n. This is achieved in two steps: first, in Section 5, we determine these orders for 2-generator spinal groups; and then, in Section 6, we obtain the formula for the general case. The key for this transition from 2-generator to arbitrary spinal groups is given by a general result about semidirect product decompositions of spinal groups. We think that these decompositions may have independent interest, broader than just for the determination of the Hausdor¤ dimension. The result is valid for all primes, and reads as follows. Theorem C. Let G ¼ ha; Bi be a spinal group. Then, for every subgroup B 2 of B, there exists a complement B 1 in B such that G ¼ ha; B 1 i y B G 2 . In particular, if B 2 is a maximal subgroup of B, then the normal closure B G 2 has a complement in G which is a 2-generator spinal group.
As a matter of fact, if G is constructed from a sequence W of linear functionals, then it is possible to give an explicit choice of B 1 in terms of B 2 and W; details are given in Section 4.
In this paper, we deal (as in many cases in the literature) with spinal groups for which the corresponding spines have only one vertex at every level. However, it is also interesting to allow more than one vertex, and this class of spinal groups (which we call multi-edge spinal groups) have also received special attention. For example, several well-known and relevant groups, such as the Grigorchuk and Gupta-Sidki groups, fall within this family. In a forthcoming paper [9] , we will study the Hausdor¤ dimension of the so-called GGS-groups, an important type of 2-generator multi-edge spinal groups which is modelled by the second Grigorchuk group and the Gupta-Sidki group. Again, we will work with the p-adic tree for a prime p. In that setting, we will determine the Hausdor¤ dimension of all GGS-groups. We will also show that, by considering an appropriate generalization of GGS-groups, it is possible to give explicit examples of 2-generator multi-edge spinal groups of transcendental Hausdor¤ dimension for every p > 2, contrary to what happens in Theorem A.
Notation. We use brackets to enclose every countable collection of elements for which it is important to know how the elements are ordered. Thus we write sequences (finite or infinite), and bases of a finite-dimensional space with brackets. Of course, ordinary sets are written with curly brackets.
Automorphisms of the p-adic rooted tree
Let p be a prime and let T be the p-adic rooted tree. The set of vertices of T can be identified with the free monoid X Ã on the symbols X ¼ f1; . . . ; pg, with the root corresponding to the empty word q. The words of length n constitute the n-th level X n of T, and those of length at most n form a finite tree, which we denote by T n . If v is a vertex of T, we write vX Ã to denote the subtree of T hanging from v, and vX n for the set of all vertices of T which lie at distance n below v.
Every automorphism f of the tree T can be described via its portrait. This is a collection f f ðvÞ g of permutations of X (the labels of the portrait), one for each vertex v of T, with f ðvÞ describing how f sends the immediate descendants of v to the immediate descendants of f ðvÞ. More precisely, we have f ðvxÞ ¼ f ðvÞ f ðvÞ ðxÞ for every vertex v and every x A X . The rules for operating with labels are similar to those for derivatives: we have ð fgÞ ðvÞ ¼ f ðvÞ g f ðvÞ ; and ð f À1 Þ ðvÞ ¼ ð f ð f À1 ðvÞÞ Þ À1 ;
and from here,
The support of f is the set of all vertices of T with non-trivial label. We say that f is a rooted automorphism if its support is contained in fqg.
If f is an automorphism of T, we can also consider the section f v of f at a vertex v. This is the automorphism of T whose portrait is the same as the part of the portrait of f below the vertex v: the label of f v at a vertex w coincides with the label of f at vw. The same rules (2) and (3) that we have seen for labels apply if we want to obtain the sections of a composition, an inverse or a conjugate; simply erase parentheses where necessary.
The group of automorphisms Aut T is a profinite group, and the level stabilizers StabðnÞ form a base of open neighbourhoods of the identity consisting of open normal subgroups. If H is a subgroup of Aut T, we write HðnÞ ¼ H V StabðnÞ for the level stabilizers in H, and H n ¼ H=HðnÞ. Note that H n can be thought of as a group of automorphisms of the truncated tree T n .
All subgroups of Aut T n arise as H n for some subgroup H of Aut T. To see this, let us define, for every f A Aut T n , the extension extð f Þ as the automorphism of the infinite tree T which has the same labels as f in T n , and the rest of labels equal to 1. The map ext is a homomorphism, and so if L is a subgroup of Aut T n , then H ¼ extðLÞ is a subgroup of Aut T. Now, if we compose ext with the canonical map from H to H n , we obtain an isomorphism between L and H n which preserves the action on T n .
A Sylow pro-p subgroup G of Aut T can be obtained by considering all automorphisms of T whose portrait only contains powers of the p-cycle ð1 . . . pÞ. The group G is the inverse limit of the finite p-groups G n , and G n can be seen as a Sylow p-subgroup of the symmetric group on p n letters. In particular,
If H is a closed subgroup of G, it is natural to calculate the Hausdor¤ dimension dim G H with respect to the chain of subgroups GðnÞ. It readily follows from (1) that
The following result is immediate from this formula.
Lemma 2.1. Let H and J be two closed subgroups of G. If H and J are conjugate in
For every level n, we have a product map p n : G ! hð1 . . . pÞi given by
It follows from (2) that p n is a homomorphism. Similarly, the map
is a homomorphism for every i A f1; . . . ; pg. Observe that p i n ð f Þ is simply the product of all labels of f at the vertices of the n-th level of T which lie in the subtree hanging from the vertex i.
Basic theory of spinal groups
Spinal groups have been considered in a number of research papers ( [6] , [7] , [10] are basic references), sometimes with small di¤erences in the definitions. Particular attention has been devoted to the case when the spine has one vertex at every level, and when the spinal group is contained in G. We also work under these hypotheses here but, as will be explained below, our approach is more general than in previous accounts. Because of this greater generality, it is convenient to give an exposition of the basic theory of spinal groups in some detail, and we do so in this section.
Let P ¼ ðp n Þ nd0 be an infinite path in T beginning at the root. If we consider, for every n d 1, an immediate descendant s n of p nÀ1 not lying in P, we say that the sequence S ¼ ðs n Þ nd1 is a spine of T. An automorphism b A G is said to be spinal over S if its support is contained in S. Note that we do not exclude the possibility that b has a trivial label at a vertex of S. It is clear from (2) that a non-trivial spinal automorphism has order p, and that any two spinal automorphisms defined over the same spine commute. A spinal group defined over S is a subgroup G ¼ ha; Bi of G, where B is a finite subgroup consisting of spinal automorphisms corresponding to S, and a is the rooted automorphism whose only non-trivial label is ð1 . . . pÞ at the root. Note that B is an elementary abelian p-group, and so it can be seen as a vector space over F p . Obviously, jG : G 0 j c pjBj is finite. In the sequel, we write A to denote the subgroup generated by a.
If G ¼ hA; Bi is a spinal group over S, then G is completely determined by the labels of every b A B at all vertices s n A S. Since b A G, all these labels are powers of the cycle ð1 . . . pÞ. Then we can write b ðs n Þ ¼ ð1 . . . pÞ o n ðbÞ for some exponent o n ðbÞ, which can be seen as an element of F p . This way, we obtain a sequence of label maps o n : B ! F p , which are actually homomorphisms (or linear functionals), i.e. elements of the dual space B Ã . Clearly, we have
Conversely, if we want to construct a spinal group over S, then we can choose (i) a finite-dimensional vector space E over F p , and
(ii) a sequence W ¼ ðo n Þ n A N of elements of the dual space E Ã .
Then we can define a representation X : E ! G by assigning to each e A E the spinal automorphism labelled with the permutation Clearly, all spinal groups arise by this construction. Observe that our definition is more general than some others in the literature, in that we do not require that o n 0 0 for all n d 1 or that X should be faithful (that is, that the sequence W should fulfil condition (7)). As we will see in Proposition 3.5, if o n ¼ 0 for some n, then G is finite. On the other hand, if X is not faithful, it su‰ces to replace E with E=ker X in order to get a faithful representation. Thus, it seems that the larger degree of freedom of our definition does not make a big di¤erence. However, when one is trying to prove results about spinal groups, it does. As will become clear below, if G ¼ SpinalðWÞ is a spinal group, one has usually to deal also with groups of the formĜ G ¼ SpinalðŴ WÞ, whereŴ W ¼ ðo n Þ ndtþ1 for some integer t d 0. According to our definition, these are all again spinal groups. However, if we require that the representation should be faithful, then we need the condition
for all t, and not only (7). This is a restriction which is usually found in the literature. Of course,Ĝ G can be written via a faithful representation by changing E, but we want both G andĜ G to come from the same E. On the other hand, it also turns out that it is better not to banish the groups with some o n equal to 0 from the realm of spinal groups. This way, we may always assert that the complement hA; B 1 i of Theorem C is again a spinal group. (See the remark after Corollary 4.3.) As we will see in Sections 5 and 6, the key to the determination of the Hausdor¤ dimension of a spinal group is the examination of where the linear functionals become 0 in hA; B 1 i, when this complement is a 2-generator spinal group.
Spines and spinal groups can be defined in the same way over the truncated trees T n . In that case, we use sequences of linear functionals of length n À 1, instead of infinite sequences. For every spinal group G ¼ SpinalðWÞ defined over T, with corresponding representation X : E ! G, the group G n acting on T n is also spinal, via the representation X n : E ! G n which is naturally induced from X. Thus if we write W n ¼ ðo 1 ; . . . ; o nÀ1 Þ, then we have G n ¼ SpinalðW n Þ. All spinal subgroups of Aut T n arise in this way, as explained in Section 2. More precisely, assume that L is spinal over T n , defined via a sequence F. Let extðFÞ denote the sequence which is obtained by extending F with an infinite sequence of zeros (the zero linear functional). Then we can identify L with H n , where H ¼ SpinalðextðFÞÞ.
In the literature, spinal groups usually appear associated to the particular spine U consisting of the vertices u n ¼ p . . . nÀ1 p1, for n d 1. Our first theorem shows that, as far as Hausdor¤ dimension is concerned, this is not a real restriction.
Theorem 3.1. Let G be a spinal group. Then G is conjugate in Aut T to a spinal group J defined over U.
Proof. Let G ¼ hA; Bi be defined over the spine S ¼ ðs n Þ nd1 , and let P ¼ ðp n Þ nd0 be the path corresponding to S. Let us write p nþ1 ¼ p n x n and s nþ1 ¼ p n y n for every n d 0, with x n ; y n A X . For every n d 0, let s n A S p be defined by the following two conditions:
(ii) ð1 . . . pÞ s n is a power of ð1 . . . pÞ.
Observe that there is one (in fact, only one) such permutation in S p : since ð1 . . . pÞ s n ¼ ðs n ð1Þ . . . s n ðpÞÞ and the positions of 1 and p in this last tuple are determined by the images of x n and y n , there is only one way to choose the rest of the images if we want to obtain a power of ð1 . . . pÞ. Now consider the automorphism f of T having the label s n at all vertices of the n-th level, for every n d 0. Observe that, according to condition (i) of the definition of s n , we have f ðSÞ ¼ U. If b A B, then it follows from (3) that ðb f Þ ð f ðvÞÞ is the conjugate of b ðvÞ by s n for all v A X n . By condition (ii), and since b is spinal over S, we deduce that b f is spinal over U. For the same reason, a f is a non-trivial power of a.
i is a spinal group over U, and we can take
Note that, if G is defined by using a sequence W, the sequence W 0 corresponding to the group J in the last theorem is not necessarily equal to W: we have o 0 n ¼ m n o n for all n d 1, where m n is the exponent such that ð1 . . . pÞ s n ¼ ð1 . . . pÞ m n . In the sequel, all spinal groups considered are defined over the particular spine U.
In studying a spinal group G ¼ hA; Bi, it is usually necessary to work with the sections of the elements of G at a particular vertex of the tree. For example, if b A B, then the sectionb b at the vertex p. . . n p is again a spinal automorphism. If G is constructed from a sequence W ¼ ðo i Þ id1 , and X : E ! G is the corresponding representation, then we can write b ¼ XðeÞ for some e A E, and we haveb b ¼X XðeÞ, whereX X is the representation of E associated to the sequenceŴ W ¼ ðo i Þ idnþ1 . Thusb b lies in the spinal groupĜ G ¼ SpinalðŴ WÞ, which is constructed from the same abstract vector space as G, but with a di¤erent representation.
More generally, the section of b A B at any vertex v of the n-th level is
and again b v belongs toĜ G. At this point, it is convenient to introduce the following notation.
is a sequence and n d 0 is an integer, then the sequence
The first statement of the next proposition is a direct consequence of the formula for the section of a composition. On the other hand, the two properties of part (ii) can be proved simultaneously by induction on n. (See the proof of Theorem 5 in [10] , and the paragraph before Lemma 4.1 in [7] .) Proposition 3.3. Let G ¼ SpinalðWÞ be a spinal group, and let v be a vertex in the n-th level of T. Let us write c v for the map sending each g A G to g v , andĜ G ¼ Spinalðs n WÞ. Then the following assertions hold.
(i) c v ðGÞ is contained inĜ G.
(ii) If o 1 ; . . . ; o n are all di¤erent from 0, then c v ðStab G ðnÞÞ ¼Ĝ G, and G acts transitively on the n þ 1-st level of the tree T.
Remark 3.4. If we writeB B forX XðEÞ, then we haveĜ
First of all, we have only definedĝ g for g A B, and it is not clear how we should defineĝ g for an arbitrary g A G.
After all, every section g v with v A X n lies inĜ G and, contrary to the case of an element of B, there is no special reason to choose a particular section asĝ g instead of the others. On the other hand, and more importantly, if o n ¼ 0 then it follows from (2) that every g A G has a trivial label at all vertices of X n . Thus the sections g v with v A X n all lie in StabĜ G ð1Þ and cannot cover the whole ofĜ G.
As we next see, the condition o n ¼ 0 has strong e¤ects on G.
Proposition 3.5. Let G ¼ SpinalðWÞ be a spinal group, and suppose that o n ¼ 0 for some n d 1. Then G is finite.
, and we can consider the injective map
Thus jStab G ðnÞj c jB Bj p n is finite. Since jG : Stab G ðnÞj is also finite, we conclude that G is finite. r Our next proposition deals with the case in which all linear functionals o n are nontrivial. Recall from [10, Section 5] that a subgroup G of Aut T is said to be a branch group provided that (i) G acts transitively on all levels of T, and (ii) for every n d 1, the image of the map
Proposition 3.6. Let G ¼ SpinalðWÞ be a spinal group, and suppose that p > 2 and o n 0 0 for all n d 1. Then G is a branch group.
Proof. By Proposition 3.3, we know that G satisfies condition (i) in the definition of a branch group. Let us see that also (ii) holds. PutĜ G ðnÞ ¼ Spinalðs n WÞ for every n d 1 and, for simplicity, writeĜ G instead ofĜ G ð1Þ . Note that
again by Proposition 3.3. We are going to show that
Since jĜ G :Ĝ G 0 j is finite, it will follow from here that G is a branch group. Let us then prove (9) , by induction on n. Consider first the case n ¼ 1. Sincê (We need p > 2 for this.) Now, by (ii) of Proposition 3.3, for every h AĜ G we can find f A Stab G ð1Þ such that the first component of which completes the induction, and the proof of the proposition. r Clearly, spinal groups admit a natural decomposition as a semidirect product.
Bi is a spinal group and g ¼ a 1 b 1 . . . a k b k is an element of G, with a i A A and b i A B, then Bartholdi and Š unić have shown [7, Lemma 4.7] that the product b 1 . . . b k is independent of the factorization of g. In the following lemma we present an alternative proof of this result, and we generalize it in the case of an element g A Stab G ð1Þ to show that, given any decomposition g ¼ b
is not only the product b 1 . . . b k which is well-defined, but also the product of those b i that appear conjugated by the same element of A.
Lemma 3.8. Let G ¼ hA; Bi be a spinal group. Then the following assertions hold.
is a well-defined homomorphism.
(ii) For every i A f0; . . . ; p À 1g, the map p i G : Stab G ð1Þ ! B given by
where
Proof. (i) First of all, observe that an automorphism b A B has at most one non-trivial label in every level, and thus, by (5), p n ðbÞ is nothing but the value of that label. Consequently, b is completely determined by the sequence ðp n ðbÞÞ nd1 . In our situation, if g ¼ a 1 b 1 . . . a k b k , then we have p n ðgÞ ¼ p n ðb 1 . . . b k Þ for all n d 1, since p n is a homomorphism and p n ðaÞ ¼ 1. Since p n ðgÞ only depends on g, this means that the product b 1 . . . b k is independent of the factorization of g.
(ii) This can be proved as in (i), by using the product maps p 2 holds. This result will be given in Theorem 4.2, and it will allow us to reduce the study of the Hausdor¤ dimension of spinal groups to the case of 2-generator groups.
If we want to produce semidirect product decompositions as those above for spinal groups, it is convenient to have a way of handling subgroups of B easily. Suppose that G is defined via a sequence W of linear functionals, and let X : E ! G be the corresponding representation. Then the subgroups of B are all epimorphic images of the subspaces of E under X. By standard linear algebra, the subspaces of E are in one-toone correspondence with the subspaces of E Ã by taking null spaces, where the null space Y
? of a subset Y of E Ã is defined to be the intersection 7 Q A Y ker Q of the kernels of all linear functionals in Y. For the properties of this correspondence, we refer the reader to [8, 
then we haveõ
Thusõ o i can be obtained as the restriction toẼ E of the projection of o i to the subspace hQ rþ1 ; . . . ; Q m i, with respect to the basis B.
Let G ¼ hA; Bi be a spinal group defined via a sequence W, and consider the quotient G n ¼ G=Stab G ðnÞ as a subgroup of Aut T n . If we want to produce a subgroup of B n , we can take a subgroupB B of B and consider its imageB B n in G n . As already mentioned,B B can be obtained as the null space in B of a subspace U of E Ã , and thus we haveB B n ¼ X n ðU ? Þ. (Here, as in Section 3, X n denotes the representation of E in G n naturally induced by X.) Now, if H ¼ hA; Ci is another spinal group, generated by a sequence D such that W n ¼ D n (thus, in particular, the elements of D also lie in E Ã ), then we have H n ¼ G n . So we may produce a subgroup C n of G n by the same procedure as above, i.e. by taking the null space in C of another subspace V of E Ã . Clearly, if U ¼ V then we haveB B n ¼C C n . In the next proposition, we see that the same conclusion holds if U and V only coincide in the subspace generated by W n , the part of W which is 'visible' in the action of G n . Proposition 4.1. Let G ¼ hA; Bi and H ¼ hA; Ci be spinal groups, defined by two sequences W and D such that W n ¼ D n . Suppose that U and V are subspaces of E Ã , and letB B andC C be their null spaces in B and C, respectively. Then, the following two conditions are equivalent:
(i)B B n ¼C C n , i.e. the subgroupsB B andC C have the same image in G n ;
Proof. Let X and N be the representations corresponding to G and H, respectively. Since W n ¼ D n , we have X n ¼ N n . By the paragraph before this proposition, we have to prove that X n ðU ? Þ ¼ X n ðV ? Þ. This is equivalent to
. By the properties of null spaces of subspaces of E Ã , this amounts to asking that U V hW n i ¼ V V hW n i. r
We are now ready for the main result of this section. In the proof of part (ii), we will apply the previous proposition in the case that D ¼ extðW n Þ, for which the condition W n ¼ D n trivially holds. Recall that H is then naturally isomorphic to H n , which is in turn equal to G n . 
(ii) G n ¼ H n y K n , as groups of automorphisms of the truncated tree T n . As a consequence, jG n j ¼ jH n j jK n j.
More precisely, B 1 can be given explicitly as follows. 
Thus, it su‰ces to prove that H V K ¼ 1. Before proceeding, we make some considerations.
If Y 0 is empty, then Y is a basis of the subspace hWi, and consequently 
where the linear functionals Q rþ1 ; . . . ; Q j A Y 0 appear in the sequence o tþ1 ; . . . ; o iÀ1 . Thus, as argued above, we have
On the other hand, since E 2 ¼ 7 r i¼1 ker Q i , we also have
Hence o i ðe 2 Þ ¼ 0 also in this case, which proves the claim. we also have o i ðeÞ ¼ 0 for i A f1; . . . ; tg. Thus the label of b at the vertex p. . . iÀ1 p1 is 1 for all i A f1; . . . ; tg. Consequently, b fixes all vertices of the tree at level t þ 1, and the claim is proved. Now let h be an element of H V K, and let us prove that h ¼ 1. As the elements of K fix all vertices of the t first levels of the tree, it su‰ces to see that h v ¼ 1 for every v A X t . By Proposition 3.3, we have h v AĤ H. Since h A Stabðt þ 1Þ, it follows that
Observe that everyb b AB B 1 has a trivial label at the vertex 1, since o tþ1 ðeÞ ¼ 0 for every e A E 1 . As a consequence, the conjugatesb b a i have disjoint support, and so they commute with each other. Hence the group StabĤ H ð1Þ is abelian, and we can write the section h v as a product of conjugates of someb b by powers of a, ordered in such a way that we first have the elements which appear conjugated by a 0 , then those conjugated by a, and so on, until we finally have the elements conjugated by a pÀ1 . According to the definition of the homomorphisms p i G given in Lemma 3.8, we can express this fact as follows:
We are going to see that h v ¼ 1 by proving that p iĜ G
. Then the proof of (i) will be completed once we prove the following claim, since we know thatB B 1 VB B 2 ¼ 1, by Claim 1.
for some w i A X t . If b A B 2 , g A G, and w A X t , then by the formula for the section of a conjugate, we have
where u ¼ g À1 ðwÞ, since b A StabðtÞ. If we write b ¼ XðeÞ with e A E 2 , then o t ðeÞ ¼ 0, and consequently b u ¼ 1 orb b. By (10) and (11), the section h v is a subproduct (i.e. a product of some of the factors, in the same order) of
where (ii) Let P ¼ hA; Ci be the spinal group over T defined by the sequence extðW n Þ, and let us apply part (i) to P. For this purpose, construct Y 00 from Y and extðW n Þ in the same way as Y 0 is obtained from Y and W. Then we have a semidirect product decomposition P ¼ Q y R, where Q ¼ hA; C 1 i and R ¼ C P 2 , and where C 1 and C 2 are the null spaces in C of Y 00 and Y, respectively. Since all of the automorphisms in P have label 1 in all vertices at or below the n-th level of T, it follows that we can identify P with P n , and thus we have P n ¼ Q n y R n . On the other hand, we have G n ¼ P n and, since B 2 and C 2 have the same images in G n , also K n ¼ R n . Thus we only need to prove that H n ¼ Q n , which will be true if we see that B 1 and C 1 have the same image in G n . Recall that B 1 is the null space of Y 0 in B, and that C 1 is the null space of Y 00 in C. By construction, we have
and, on the other hand,
and we deduce that B 1 and C 1 have the same image in G n by using Proposition 4.1. r
The semidirect product decomposition given by Bartholdi 
Hausdor¤ dimension: the 2-generator case
In this section, we deal with spinal groups in which B ¼ hbi is cyclic. Thus G ¼ ha; bi is generated by 2 elements. Our goal is to determine the order of G n for every n in terms of the values of the sequence W. If we write b i ¼ b follows that jG n j ¼ poðbÞ p . If n c l, then b acts trivially on the truncated tree T n . So b ¼ 1 and jG n j ¼ p. If n > l, then b has order p, and we have jG n j ¼ p pþ1 . r
Next we deal with the more complicated case where o 1 0 0. Under this assumption, we give the value of log p jG n j in Theorem 5.5. The idea is to work by induction on n, and to use the relation jG n j ¼ jG nÀ1 j jStab G n ðn À 1Þj:
Thus the main task is to determine the order of the stabilizer Stab G n ðn À 1Þ.
Since G=Stab G ð1Þ ¼ hai G C p , the following result is clear.
Lemma
On the other hand, by Proposition 3.3, there is an embedding
whereĜ G ¼ SpinalðsWÞ. Note that, in this case, g u is simply the restriction of g to the subtree uX Ã , viewed in a natural way as an automorphism of the whole tree T. 
Observe that Theorem 5.1 is a direct consequence of this result. Of course, the proof given before is shorter, but (13) will also be necessary in order to obtain Theorem 5. 
where L is the subgroup ofĜ G consisting of all elements which, written as a word in a andb b, satisfy that the weight of both a andb b is divisible by p. Equivalently, L consists of the elements that can be represented as a word in theb b i whose total length is a multiple of p. (14) that the first component of cðgÞ is exactly h, the second component is a s , the last component isb b r , and the rest of the components are 1. (Note that it is at this point where we use the condition that p > 2.) Since r and s are divisible by p, we conclude that cðgÞ ¼ ðh; 1; . . . ; 1Þ, as desired.
As a consequence, we have jStab 
and jStab G n ðn À 1Þj ¼ p pð pÀ1Þ , which concludes the proof of (i).
(ii) Assume now that o 2 0 0. If n ¼ 3, then StabĜ G 2 ð1Þ is the direct product of the subgroups hb b i i of order p, and we can argue as in the last part of (i) to prove that jStab 
Proof. We use induction on n. The cases n ¼ 1 and n ¼ 2 are obvious, so suppose that n d 3. Since jG n j ¼ jG nÀ1 j jStab G n ðn À 1Þj, the result will follow immediately if we prove that
if n > l þ 1:
Suppose first that 3 c n c k. Since o i 0 0 for 1 c i c n À 2, we may apply n À 3 times the recurrence relation (16) of Lemma 5.4, to get
whereĜ G ¼ Spinalðs nÀ3 WÞ. Now we also have o nÀ2 ; o nÀ1 0 0, so we may still apply Lemma 5.4 to the groupĜ G to conclude that
If n > k, then we apply k À 2 times (16). It follows that
where nowĜ G ¼ Spinalðs kÀ2 WÞ. Since o k ¼ 0, we find thatĜ G satisfies the conditions of part (i) of Lemma 5.4. Then we may use directly (15) to obtain, as desired, that
Hausdor¤ dimension: the general case
In this section, we will obtain a formula for the Hausdor¤ dimension in G of the closure of a spinal group G ¼ SpinalðWÞ in terms of the sequence W, provided that p > 2. If we have o n ¼ 0 for some n d 1, then G is finite by Proposition 3.5. Hence the closure G coincides with G, and is also finite. Consequently, dim G G ¼ 0 in this case. For this reason, in the results of this section we make the assumption that all the linear functionals in the sequence W are non-trivial. We follow to a great extent the arguments used by Siegenthaler in [12] for the case p ¼ 2. 0 is the same for G andĜ G in order to know that the first subgroup in the decomposition ofĜ G n isĤ H n .) Now, we have jG n j ¼ jH n j jK n j, and so it su‰ces to calculate the orders of H n and K n . Since H ¼ SpinalðW WÞ is a 2-generator spinal group withõ o 1 0 0, we may apply Theorem 5.5 to calculate jH n j. The first trivial term of the sequenceW W isõ o tþ1 . Let l be the first index greater than t þ 1 for whichõ o l 0 0. One readily checks that l is also the first index for which o 1 is linearly dependent with o tþ1 ; . . . ; o l . Hence
where dðnÞ is as in the statement of the proposition. On the other hand, since the first functional of s 
Proof. If m ¼ 1, then G n is generated by two elements, and log p jG n j ¼ 
On the other hand, by arguing as in the case m ¼ 1, we have
By putting all of these equalities together, we get the desired result. r Theorem 6.4. Let G ¼ SpinalðWÞ be a spinal group, where p > 2 and o i 0 0 for all i. If dimhWi ¼ m, let n 0 be the first integer such that dimhW n 0 i ¼ m. For every n d n 0 and i A f1; . . . ; mg, let r n; i be the minimum number of terms of the sequence ðo nÀ1 ; . . . ; o 1 Þ, in that order, that are needed to generate a subspace of dimension i. (For fixed i, the number r n; i may vary with n, but we always have r n; 1 ¼ 1.) Then
Proof. This is an immediate consequence of (4) and the previous theorem: note that, for a fixed value of n, we have r n; i ¼ n À k iÀ1 for i ¼ 1; . . . ; m, if we put k 0 ¼ n À 1. r
The spinal spectrum
In this final section, we determine completely the set of values which can be taken by the Hausdor¤ dimension of the closure of spinal groups, provided that p > 2. We begin by introducing some useful notation.
To every finite sequence C ¼ ðc 1 ; . . . ; c q Þ of elements of E Ã , we associate a number lðCÞ A ½0; 1 as follows. Let us define m i ¼ dimhc i ; . . . ; c q i; for every i A f1; . . . ; qg;
Note that n i ¼ 0 or 1 for every i. Then we put
where the expression is taken in base p. Also, we write CðiÞ for the sequence
where the subindices are reduced modulo q to a value between 1 and q. Thus Cð0Þ ¼ C and CðiÞ ¼ Cði þ qÞ for every i d 0. 
is defined for n > q. Clearly, the sequence ðl n Þ n>q is periodic with period of length q, and so we have lim inf
Also, by the definition of r n; i , we have l n ¼ lðo nÀ1 ; . . . ; o nÀq Þ for all n > q. It follows that the set fl qþ1 ; . . . ; l 2q g coincides (not in the same order) with flðCð0ÞÞ; . . . ; lðCðq À 1ÞÞg; and we are done. r Now we prove Theorem B.
Theorem 7.2. If p is odd, then the spinal spectrum of G consists of 0 and all numbers whose p-adic expansion is of the form 0:a 1 . . . a n , where
Proof. By Proposition 3.5, if G ¼ SpinalðWÞ and o i ¼ 0 for some i, then dim G G ¼ 0.
Thus it su‰ces to prove that, in the case that o i 0 0 for all i, the set of values taken by the Hausdor¤ dimension consists of all numbers in the interval ½0; 1 whose p-adic expansion is of the form specified above.
On the one hand, let G ¼ SpinalðWÞ be a spinal group for which o i 0 0 for all i. Put m ¼ dimhWi and
where r n; i is defined as in Theorem 6.4, and in particular r n; 1 ¼ 1. Then dim G G ¼ ðp À 1Þl, where l ¼ lim inf n!y l n . Now, the p-adic expansion of every l n has m non-zero digits (one of which is the first digit), and they are all equal to 1. It follows that the same is true for the p-adic expansion of l, with the only exception that it may have m or fewer non-zero digits.
Conversely, let m ¼ 0:a 1 . . . a n be as in the statement of the theorem (of course, we may assume a n ¼ p À 1), and let us see that there exists G ¼ SpinalðWÞ such that dim G G ¼ m. More precisely, we prove that we can choose G such that the sequence W of linear functionals is periodic. In the next two paragraphs, we explain how to construct the period P for W. By Lemma 7.1, it is more convenient to define P backwards; thus, we construct a sequence C ¼ ðc 1 ; . . . ; c q Þ and then put P ¼ ðc q ; . . . ; c 1 Þ.
Put l ¼ m=ðp À 1Þ, and write l ¼ 0:b 1 . . . b n (so that b n ¼ 1). Let m be the number of ones in the p-adic expansion of l, and choose a vector space E of dimension m over F p . Let Y ¼ ðQ 1 ; . . . ; Q m Þ be a basis of E Ã . If n ¼ m, then we can simply take C ¼ Y. Assume then that n > m, i.e. that there is at least one zero in the p-adic expansion 0:b 1 . . . b n . We can see this expansion as formed by alternating blocks of the form 1 . . . 1 and 0 . . . 0 (beginning and ending with ones). Let k 1 ; . . . ; k r be the lengths of the blocks of ones, so that k 1 þ Á Á Á þ k r ¼ m. This decomposition of m gives rise to a partition of Y into blocks of lengths k 1 ; . . . ; k r , which we denote by Y 1 ; . . . ; Y r . We are going to obtain the sequence C from Y by inserting some carefully chosen elements of E Ã in between these blocks, and possibly also after the last block Y r . More precisely, if l 1 ; . . . ; l rÀ1 are the lengths of the blocks of zeros in the expansion of l, we insert exactly l i linear functionals between the blocks Y i and Y iþ1 . The number of elements to be inserted after the last block will be clear later on.
For simplicity, let us write k and l for k 1 and l 1 . We begin by inserting the whole sequence
dl=ke times between the blocks of Y, taking care to insert at each position the number of linear functionals that has been indicated. (It may happen that we have to put some elements after the last block of Y.) Then we introduce the whole sequence
at least once, and as many times as needed to fill all the 'holes' between the blocks. (Again, it may be necessary to put elements after the last block.) This completes the construction of Y, and hence also of P and W.
In order to make sure that dim G G ¼ m for G ¼ SpinalðWÞ (and to understand the construction of C), note that we have lðCÞ ¼ 0:b 1 . . . b n , since all of the elements that we have introduced between the blocks of Y are linearly dependent with the linear functionals that appear before. According to Lemma 7.1, we only need to prove that lðCðiÞÞ d lðCÞ for i ¼ 1; . . . ; q À 1, where q is the length of C. Let C 0 be the sequence which is obtained from C by deleting the blocks Y 2 ; . . . ; Y r . Then we are only left with some repetitions of the sequence (21), followed by some repetitions of (22). As a consequence, we have the following two properties:
(i) any sequence of k consecutive elements of C 0 is linearly independent;
(ii) any sequence of k þ 1 consecutive elements of C 0 which contains at least one element from (22) is linearly independent.
Here, C 0 should be considered as a cycle, so that 'k þ 1 consecutive elements' also covers the case when we choose t < k þ 1, and we consider the last t elements of C 0 together with the first k þ 1 À t elements. Observe that (i) and (ii) imply that any sequence of k þ 1 consecutive elements of C containing at least one element of the blocks Y 2 ; . . . ; Y r is linearly independent. This property, together with (ii), yields that the p-adic expansion of lðCðiÞÞ begins with k þ 1 ones for i ¼ l; . . . ; q À 1. Thus lðCðiÞÞ > lðCÞ in this case. Now, suppose that 1 c i c l À 1. Then, CðiÞ begins with the k linearly independent elements Q 1 ; . . . ; Q k (probably in a di¤erent order), followed by l À i of these same elements, and then Q kþ1 . It follows that lðCðiÞÞ ¼ 0:1. . . . . . is also greater than lðCÞ, which concludes the proof. r
The proof of the previous theorem provides an algorithm which, given a number m A ½0; 1 with an appropriate p-adic expansion, constructs a periodic sequence W such that G ¼ SpinalðWÞ satisfies dim G G ¼ m. Let us illustrate this with examples. Examples 7.3. (i) Let us produce a period P which yields a spinal group with Hausdor¤ dimension ð p À 1Þl, where l ¼ 0:111100101 in base p. We choose a vector space E of dimension 6 over F p , and a basis fQ 1 ; . . . ; Q 6 g of E Ã . Following the steps of the last proof, we take C ¼ ðQ 1 ; Q 2 ; Q 3 ; Q 4 ; Q 1 ; Q 2 ; Q 5 ; Q 3 ; Q 6 ; Q 4 ; Q 1 þ Q 5 ; Q 2 þ Q 5 ; Q 3 þ Q 5 ; Q 4 þ Q 5 ; Q 5 Þ;
and we let P be the same sequence written in reverse order.
(ii) Let us now obtain a group with Hausdor¤ dimension ð p À 1Þl, with l ¼ 0:11101. In this case, it su‰ces to choose E of dimension 4. If fQ 1 ; . . . ; Q 4 g is a basis of E Ã , we can take instead of (22) in the proof of Theorem 7.2, and explains why we have had to add Q kþ1 in all but the last component.
