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ABSTRACT
This paper describes the kinematics of the motion tracking of a rigid body using video recording.
The novelty of the paper is on the adaptation of the methods and nomenclature used in Computer
Vision to those used in Multibody System Dynamics. That way, the equations presented here can
be used, for example, for inverse-dynamics multibody simulations driven by the motion tracking of
selected bodies. This paper also adapts the well-known Zhang calibration method to the presented
nomenclature.
Keywords Computer Vision ·Motion Tracking ·Multibody System Dynamics · Laser Projector · Zhang Calibration
Method
1 Introduction
This document describes the kinematic relations used to find the motion of a body using video recording. The theory
presented here is well known in Computer Vision technology [1]. The nomenclature is adapted here to match that used
in Multibody System Dynamics.
2 Kinematics of the video camera
Figure 1 on the left shows a schematic sketch of a video camera. The theory presented here is called the pinhole model
of the camera. It is inspired in the photo cameras that were used when photography was invented. Light entered into
the camera through a hole and the image was formed on the back face of a dark box were a photosensitive plate was
located. Nowadays cameras do not work that way but they use lenses. However, the pinhole model is still used to relate
the position of points in the world to the position of the point in the image.
Figure 1: Position vectors in camera frame and image frame
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The frame 〈xcam, ycam, zcam〉 shown in Fig. 1 is called the camera frame. The origin is assumed to be located at
the pinhole. Axis zcam, that is assumed to be perpendicular to the sensor plane (where the image is formed), is called
optical axis. The distance from the pinhole to the sensor plane f is called focal length. The origin of the sensor frame
〈xcam, ycam〉 is located at the right (when watched from behind, where the cameraman would be located) –down
corner of the image. However, because images are formed upside-down in the sensor, the sensor frame appears in the
left-up corner when watching the image on a screen.
Assume a point P on the real world that appears as point P ′ on the image (see Fig. 1 on the right). The position vector
of both points in the camera frame are given by the following components:
u¯P =
 u¯Pxu¯Py
u¯Pz
 , u¯P ′ =
 u¯P ′xu¯P ′y
−f
 (1)
where the bar over the symbol means that the components are given in the camera frame (not in the world frame that
will be introduced later). As it can be observed in Fig. 1 on the left, clearly, the value of u¯P
′
z is always –f. According to
the pinhole model, these two positon vectors, u¯P and u¯P
′
, are related. They are collinear and their components fulfill
the following equations:
u¯Px
u¯P ′x
=
u¯Py
u¯P ′y
=
u¯Pz
−f (2)
The reason behind these equations is Thales theorem applied to the similar triangles that the position vectors form with
their components. Equation 2 can be written in vector form as:
u¯P
′
=
−f
u¯Pz
u¯P (3)
Figure 2 represents the image or sensor plane. The components of position vectors in the image nP
′
(2D vector) are not
measured in units of length (meters or millimeters) but in pixels (non-dimensional). Vector v¯P
′
is the 2D projection of
u¯P
′
in the image plane (units in meters). Clearly, nP
′
and v¯P
′
can be related if two assumptions are made:
1. That the optical axis zcam is perpendicular to the sensor plane and xcam and ycam are parallel to xim and yim,
respectively, and
2. The optical axis zcam intersects the sensor plane exactly in the center, such that the position of that intersection
point O in the sensor plane is given by:
nO =
[
Nx/2
Ny/2
]
(4)
being Nx and Ny the total number of pixels in the x and y directions.
Under these conditions, vector v¯P
′
contains the x and y components of u¯P
′
, as follows:
v¯P
′
=
[
u¯P
′
x
u¯P
′
y
]
(5)
It is easy to find that:
nP
′
= nO +
1
s
v¯P
′
= nO − f
su¯Pz
u¯P (6)
where s is a constant that gives the size of the width or height of the pixels in meters (in some cameras the size of the
width and height of the pixels can be different, however, without loss of generality, we will initially assume them to be
equal) and the relations given in Eqs. 3 and 5 have been used.
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Figure 2: Frames in sensor plane
3 Homogeneous coordinates of a vector
At this point, it is convenient to introduce the concept of the homogeneous coordinates of a vector that are commonly
used in the theory of computer vision. A vector, that can be 2D or 3D, is represented by 3 or 4 components, respectively,
when represented by homogeneous coordinates, as follows:
v =
[
vx
vy
]
⇒ v` =
[
avx
avy
a
]
, v` = hom(v), v = hom−1(v`) (7)
w =
[
wx
wy
wz
]
⇒ w` =
 bwxbwybwz
b
 , w` = hom(w), w = hom−1(w`) (8)
where v` and w` are the homogeneous versions of v and w and a and b are non-zero arbitrary real numbers. In order to
get or from their homogeneous versions, one just needs to divide the two first or three first components, respectively,
by the last one. Clearly, the real numbers a and b are irrelevant, such that the following homogeneous vectors are
equivalent:
v`1 =
[
avx
avy
a
]
≡
[
cvx
cvy
c
]
= v`2 (9)
this is, they are homogeneous representations of the same 2D vector v.
4 Intrinsic parameters of the camera
Using the homogeneous representation of vector nP
′
, Eq. 6 can be written as:
n`P
′
=
[ −f/s 0 Nx/2
0 −f/s Ny/2
0 0 1
] u¯Pxu¯Py
u¯Pz
 = Mintu¯P (10)
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where the 3 × 3 matrix Mint is called matrix of intrinsic parameters of the camera and it relates the homogeneous
representation of the position vector of a point on the image to its position vector in the camera frame. The intrinsic
parameters of the camera are f , s, Nx and Ny .
Equation 10 matches the position of the points in the image nP
′
to their position in the real world u¯P . This equation
can be used just in one direction: to obtain the position in the camera once the position in the world is known. If the
value of u¯P is known, Eq. 10 is applied and the operation nP
′
= hom−1
(
n`P
′
)
, that is just to divide the two first
components by the third one, provides the position in the image. However, it is not possible to get the position of the
point in the world u¯P once the position in the camera nP
′
is known. To that end, the value of the distance of the point
to the camera u¯Pz would be needed. This result is consistent with the idea that the 3D world cannot be reconstructed
from a 2D projection of it.
The definition of the elements of Mint is given by the intrinsic parameters only in the case that the assumptions made
previously (optical axis perpendicular to the sensor plane in the midpoint) are valid. In general, these assumptions can
be relaxed. In such a case, the matrix of intrinsic parameters is defined as:
Mint =
 α γ nOx0 β nOy
0 0 1
 (11)
that has the same form as the one shown in Eq. 10, with the exception of the new non-zero term γ that accounts for the
skewness of the two image axis. Therefore, finding the intrinsic parameters of the camera consists on finding the values
of α, β, nOx , n
O
y and γ. The first four of them are related to f , s, Nx and Ny as shown in Eq. 10.
5 Extrinsic parameters of the camera
Assume that the position and orientation of the camera with respect to a world frame 〈X, Y, Z〉 are given by the
position vector rcam resolved in a world frame, and the transformation matrix Acam, respectively (see Fig. 3). The
position vector of point P in the world frame is given by:
rP = rcam + Acamu¯P (12)
Figure 3: Camera position to world position
This equation can be inverted to get the position of the point with respect to the camera frame u¯P :
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u¯P = (Acam)
T (
rP − rcam) (13)
As it is common in the kinematics used in robotics, this expression can be written in a more compact form using the
3× 4 rigid body transformation matrix, as follows:
u¯P =
[
(Acam)
T −r¯cam
] [ rP
1
]
= Mext
[
rP
1
]
(14)
where r¯cam = (Acam)T rcam contains the components of the position vector of the camera in the camera frame and
Mext is the 3× 4 matrix of extrinsic parameters of the camera, that is a function of its position and orientation with
respect to the real world.
6 Relation of the position of points in the image and the position in the world
Substituting Eq. 14 into Eq. 10 yields:
n`P
′
= MintMext
[
rP
1
]
(15)
that relates the position of points in the image and the position in the world. As explained with Eq. 10, this equation can
only be used in one direction: to find once is known. Equation 15 can also be written in the alternative form:
c
[
nP
′
1
]
= MintMext
[
rP
1
]
(16)
where c is an unknown scale factor. The matrix product on the right-hand side of this equation is called projection
matrix P = MintMext.
7 Motion tracking using computer vision
As explained above, motion tracking of a point P cannot be done using a single video camera. One exception occurs
when the point P moves on a surface whose equation is known in the world frame. Assume that the equation of the
surface takes the general intrinsic form f(x, y, z) = 0. Augmenting Eq. 16 with this equation results in the following
system of algebraic equations:  c
[
nP
′
1
]
−MintMext
[
rP
1
]
= 0
f
(
rPx , r
P
y , r
P
z
)
= 0
(17)
This is a system with 4 equations with 4 unknowns: the tree components of rP and the scale factor c. A particular case
of this situation happens when point P moves on a plane. In this case Eq. 17 yields: c
[
nP
′
1
]
−MintMext
[
rP
1
]
= 0
ArPx +Br
P
y + Cr
P
z +D = 0
(18)
where A, B, C, D are the constants that define the plane. If the plane is, for example, the 〈X, Y 〉 plane, Eq. 18 reduces
to:
c
[
nP
′
1
]
−MintMext
 r
P
x
rPy
0
1
 = 0 (19)
that contains only 3 equations and 3 unknowns.
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In the case that two cameras observe point P , say camera 1 and camera 2, motion tracking is always possible. Calculation
of the position of P in the world frame requires the solution of the system of equations:
c1
[
nP
′
1
1
]
−Mint1 Mext1
[
rP
1
]
= 0
c2
[
nP
′
2
1
]
−Mint2 Mext2
[
rP
1
]
= 0
(20)
where subscripts 1 and 2 are related to the parameters of the cameras or position in the images of each camera. Equation
20 is an overdetermined (but compatible) linear system of 6 equations with 5 unknowns (c1, c2 and rP ). These equations
can be solved using a minimum-squared error procedure based on the pseudo-inverse of the coefficient matrix.
Anyway, motion tracking can be performed once the cameras are calibrated. This is, once Mint and Mext are found
for each of the cameras. This procedure is called camera calibration and it is explained next.
8 Camera calibration using Zhang method
The method presented by Zhang [2] calculates the value of the matrices Mint and Mext for a given camera. In the
version used here, a calibration pattern as the one shown in Fig. 4 is used. The pattern is a set of three chessboard prints
forming a rectangular trihedral. The vertex of the trihedral is assumed to be the origin of the world frame 〈X, Y, Z〉
and the horizontal, back and lateral panels of the bookshelf, the X − Y , Y − Z and X − Z planes, respectively.
Figure 4: Calibration pattern used for camera calibration
Zhangs’ method requires as input data the position rP of a set of points in the world frame and the corresponding
position of them nP
′
in the image plane. In the example used in this document, 10 points are used in each of the X −Y ,
Y − Z and X − Z planes, resulting in a total of 30 calibration points. Figure shows the position of the points in the
image plane while Fig. shows them in the world frame. Table 1 shows the numerical values of the components of these
vectors. Note that, as stated previously, in Fig. 4 the origin of
〈
xim, yim
〉
is at the top-left corner and the positive
direction of yim points downwards, while in Fig. 5-right the origin of
〈
xim, yim
〉
is at the down-left corner and the
positive direction of yim points upwards (as the axis are commonly represented).
Once the calibration points are selected and their coordinates are measured, Zhang’s calibration method follows 4 steps:
1. Finding the homography matrices
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Figure 5: Calibration points in the image frame
Figure 6: Calibration points in the world frame
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Plane X − Y Plane X − Z Plane Y − Z
nP
′
(pix.) rP (mm) nP
′
(pix.) rP (mm) nP
′
(pix.) rP (mm)
674 254 25 25 0 657 232 25 0 25 683 227 0 25 25
686 273 75 75 0 629 206 75 0 75 714 192 0 75 75
697 296 125 125 0 596 177 125 0 125 747 154 0 125 125
712 322 175 175 0 558 145 175 0 175 784 110 0 175 175
709 258 25 75 0 653 193 25 0 75 679 189 0 25 75
745 262 25 125 0 647 153 25 0 125 675 149 0 25 125
782 269 25 175 0 642 110 25 0 175 671 106 0 25 175
651 268 75 25 0 633 246 75 0 25 717 232 0 75 25
627 283 125 25 0 607 261 125 0 25 753 236 0 125 25
599 301 175 25 0 579 277 175 0 25 791 241 0 175 25
Table 1: Position vectors of calibration points in the image and world frames
2. Finding the intrinsic parameters
3. Finding the extrinsic parameters
4. Optimizing intrinsic and extrinsic parameters
These four steps are explained next.
9 Finding the homography matrices
The application of Eq. 16 to a set of points contained in a plane results in a plane-to-plane coordinate transformation,
also called homography. Because the first 3 columns of Mext represents a rotation matrix, they can be interpreted as
the components of the unitary vectors of the world frame in the camera frame, as follows:
Mext =
[
(Acam)
T −r¯cam
]
=
[
i¯wd j¯wd k¯wd −r¯cam ] (21)
where superscript wd stands for world frame. The application of Eq. 16 to the X − Y points yields:
c
[
nP
′
1
]
= Mint
[
i¯wd j¯wd k¯wd −r¯cam ]
 r
P
x
rPy
0
1
 = Mint [ i¯wd j¯wd −r¯cam ]
 rPxrPy
1
 (22)
Calling homography matrix to the following 3× 3 matrix:
HXY = Mint
[
i¯wd j¯wd −r¯cam ] (23)
Equation 22 can be written as:
c
 nP ′xnP ′y
1
 =
 HXY11 HXY12 HXY13HXY21 HXY22 HXY23
HXY31 H
XY
32 H
XY
33
 rPxrPy
1
 (24)
Because there are 10 P -points in plane X − Y , 10 versions of Eq. 24 can be written. For each point P , the scaling
factor can be extracted from the 3rd equation, as follows:
c = HXY31 r
P
x +H
XY
32 r
P
y +H
XY
33 (25)
Substituting this result in the 1st and 2nd equation of Eq. 24 and rearranging yields:
(
HXY31 r
P
x +H
XY
32 r
P
y +H
XY
33
)
nP
′
x −
(
HXY11 r
P
x +H
XY
12 r
P
y +H
XY
13
)
= 0(
HXY31 r
P
x +H
XY
32 r
P
y +H
XY
33
)
nP
′
y −
(
HXY21 r
P
x +H
XY
22 r
P
y +H
XY
23
)
= 0
(26)
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Considering the elements of the homography matrix as the unknowns of a set of two linear homogeneous equations, Eq.
26 can be written as:
[ −rPx −rPy −1 0 0 0 nP ′x rPx nP ′x rPy nP ′x
0 0 0 −rPx −rPy −1 nP
′
y r
P
x n
P ′
y r
P
y n
P ′
y
]

HXY11
HXY12
HXY13
HXY21
HXY22
HXY23
HXY31
HXY32
HXY33

= LXYi
(
nP
′
, rP
)
HˆXY = 0
(27)
where LXYi
(
nP
′
, rP
)
is a 2× 9 matrix that depends on the position of point P in the image and the world frames and
HˆXY is a 9× 1 matrix that contains the elements of the homography matrix HXY . Clearly, a set of two homogeneous
equations can be obtained for each of the points P in the X − Y plane. Gathering all the resulting equations yields:
LXY1
LXY2
...
LXYnXY
 HˆXY = LXY HˆXY = 0 (28)
where is a 2nXY × 9 matrix and nXY is the number of points used for calibration in the X − Y plane (nXY = 10 in
the example being used). Because the system of linear equations Eq. 28 is homogeneous, non-trivial solutions for HˆXY
can be found if the system is overdetermined (more equations than unknowns, this is 2nXY > 9⇒ nXY > 5). In
that case, it can be demonstrated that the optimal solution to Eq. 28 using minimum sum of squared errors as criterion
is the eigenvector associated with the smallest eigenvalue of the matrix
(
LXY
)T
LXY , this is:
[λ, φ] = eig
((
LXY
)T
LXY
)
;
[λmin, imin] = min (λ) ;
HˆXY = φ (:, imin) ;
(29)
where a Matlab-like nomenclature has been used to find the optimum value of HˆXY . Because the system Eq. 28 is
homogeneous, with this procedure matrix HXY is found up to a scale factor. This is, eHˆXY is also a solution of Eq.
28, being e any real number.
Clearly, the process Eq. 22 – 29 can be repeated for the points in planes X − Z and Y − Z to find the homography
matrices HXZ and HY Z .
10 Finding the intrinsic parameters
From Eq. 23 it can be deduced that the unit vectors i¯wd and j¯wd are the first and second columns of the matrix(
Mint
)−1
HXY , this is:
i¯wd =
(
Mint
)−1
hXY1 ,
j¯wd =
(
Mint
)−1
hXY2 ,
(30)
where hXYi is the ith column of H
XY . Because i¯wd and j¯wd are unit and orthogonal vectors, the following equations
can be deduced: { (
hXY1
)T (
Mint
)−T (
Mint
)−1
hXY2 = 0(
hXY1
)T (
Mint
)−T (
Mint
)−1
hXY1 −
(
hXY2
)T (
Mint
)−T (
Mint
)−1
hXY2 = 0
(31)
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where
(
Mint
)−T
=
((
Mint
)−1)T
. Matrix B is defined as follows:
B =
(
Mint
)−T (
Mint
)−1
=

1
α2 − γα2β
nOy γ−nOx β
α2β
γ
α2β2 +
1
β2 −
γ(nOy γ−nOx β)
α2β2 −
nOy
β2
symmetric
(nOy γ−nOx β)
2
α2β2 +
(nOy )
2
β2 + 1
 (32)
This matrix has been explicitly calculated in terms of the elements of given in Eq. 11.B is a symmetric matrix. Equation
31 includes three matrix products like:
(
hXYi
)T
BhXYi =
[
hXYi1 h
XY
j1 h
XY
i1 h
XY
j2 + h
XY
i2 h
XY
j1 h
XY
i2 h
XY
j2 h
XY
i3 h
XY
j1 + h
XY
i1 h
XY
j3 h
XY
i3 h
XY
j2 + h
XY
i2 h
XY
j3 h
XY
i3 h
XY
j3
]

B11
B12
B22
B13
B23
B33
 =
= vXYij Bˆ
(33)
Where vXYij is a 1× 6 matrix that can be built using the elements of HXY and Bˆ is a 6× 1 matrix that contains the
elements of B. Using this nomenclature, the two equations in Eq. 31 can be written as:
[
vXY12
vXY11 − vXY22
]
Bˆ = 0 (34)
From the homography matrices HXZ and HY Z , 4 more equations like those given in Eq. 31 can be written. Adding
these equations to the set given in Eq. 34 yields:

vXY12
vXY11 − vXY22
vXZ12
vXZ11 − vXZ22
vY Z12
vY Z11 − vY Z22
 Bˆ = VBˆ = 0 (35)
where V is a 6 × 6 matrix that can be built as a function of the three homography matrices. Equation 35 is again a
system of linear-homogeneous equation that can be solved using the same procedure as before to find HˆXY . In this
case the unknown Bˆ is obtained as:
[λ, φ] = eig
(
VTV
)
;
[λmin, imin] = min (λ) ;
Bˆ = φ (:, imin) ;
(36)
The last step to find Mint is to get its components out of B. This task can be done using the following explicit formulas:
nOy = (B12B13 −B11B23)
/(
B11B22 −B122
)
λ = B33 −
(
B13
2 + nOy (B12B13 −B11B23)
)/
B11
α = −√λ/B11
β = −
√
λB11
/(
B11B22 −B122
)
γ = −B122α2β
/
λ
nOx = γn
O
y
/
β −B13α2
/
λ
(37)
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11 Finding the extrinsic parameters
From Eq. 23, the unit vectors can be obtained as:
i¯wdXY = e
(
Mint
)−1
hXY1
j¯wdXY = e
(
Mint
)−1
hXY2
(38)
where subscripts XY means that these are the unit vectors computed form the XY homography and e is the scale factor
that remains unknowns for the homography matrix as stated in Section 9. Because these are unit vectors, the following
values for e can be obtained:
e1 = 1
/∥∥∥(Mint)−1hXY1 ∥∥∥
e2 = 1
/∥∥∥(Mint)−1hXY2 ∥∥∥ (39)
Ideally e = e1 = e2. However, because HXY is the result of an approximation (minimum sum of squared errors) in
practice e1 6= e2. The unit vectors can be computed using the following formulas:
i¯wdXY =
(
Mint
)−1
hXY1
/∥∥∥(Mint)−1hXY1 ∥∥∥
j¯wdXY =
(
Mint
)−1
hXY2
/∥∥∥(Mint)−1hXY2 ∥∥∥
k¯wdXY = i¯
wd
XY × j¯wdXY
(40)
and the position vector of the origin of the camera frame is found as:
r¯camXY = −e
(
Mint
)−1
hXY3 = −
e1 + e2
2
(
Mint
)−1
hXY3 (41)
where e is approximated as the average of e1 and e2 previously defined. Using these results, the matrix of extrinsic
parameters can be obtained from the XY homography as follows:
MextXY =
[
i¯wdXY j¯
wd
XY k¯
wd
XY −r¯camXY
]
=
[
(AcamXY )
T −r¯camXY
]
(42)
Because the homography HXY is the result of an approximation, the resulting rotation matrix AcamXY is not exact,
therefore, it does not fulfill the orthogonality property: (AcamXY )
−1
= (AcamXY )
T . There is a well-known procedure to
find the best “true” rotation matrix to approximate the obtained AcamXY . The procedure starts by computing the singular
value decomposition of . Then, the corrected is obtained as the product of the left-singular-vectors matrix times the
right-singular-vectors matrix, as follows:
[U,S,V] = svd (AcamXY ) ;
(AcamXY )corrected = UV;
(43)
Using similar reasoning, other two matrices of extrinsic parameters can be found using the homographies HXZ and
HY Z , as follows:
i¯wdXZ =
(
Mint
)−1
hXZ1
/∥∥∥(Mint)−1hXZ1 ∥∥∥
k¯wdXZ =
(
Mint
)−1
hXZ2
/∥∥∥(Mint)−1hXZ2 ∥∥∥
j¯wdXZ = k¯
wd
XZ × i¯wdXZ
r¯camXZ = − e1+e22
(
Mint
)−1
hXZ3
MextXZ =
[
i¯wdXZ j¯
wd
XZ k¯
wd
XZ −r¯camXZ
]
=
[
(AcamXZ )
T
corrected −r¯camXZ
]
(44)
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j¯wdY Z =
(
Mint
)−1
hY Z1
/∥∥∥(Mint)−1hY Z1 ∥∥∥
k¯wdY Z =
(
Mint
)−1
hY Z2
/∥∥∥(Mint)−1hY Z2 ∥∥∥
i¯wdY Z = j¯
wd
Y Z × k¯wdY Z
r¯camY Z = − e1+e22
(
Mint
)−1
hY Z3
MextY Z =
[
i¯wdY Z j¯
wd
Y Z k¯
wd
Y Z −r¯camY Z
]
=
[
(AcamY Z )
T
corrected −r¯camY Z
]
(45)
However, the matrix of extrinsic parameters Mext is unique. Therefore, one must find an unified version out of the
three results MextXY , M
ext
XZ and M
ext
Y Z . This calculation is performed in the last step of the calibration process.
12 Unified value of the extrinsic parameters
Parametrization of a rotation matrix can be done using different rotation coordinates as Euler angles or unit quaternions
(also called Euler parameters). However, in this work, it is convenient to use the so-called Rodriguez parameters.
Rodriguez parameters are defined using the rotation angle α and the unit vector e (components in world frame) that are
defined in Euler’s theorem of finite rotations as the angle that the global frame (world frame) has to be rotated and the
direction of this rotation to make it parallel to the moving frame (camera frame). Rodriguez parameters are defined as:
gcam = tan
(α
2
)
e (46)
The rotation matrix can be obtained as a function of the Rodriguez parameters using the following formula:
Acam = 13×3 +
2
1 + (gcam)
T
gcam
(g˜cam + g˜camg˜cam) (47)
where g˜cam is the skew-symmetric matrix associated with gcam. Equation 47 can be inverted to find the Rodriguez
parameters from the rotation matrix, as follows:
gcam =
1
trace (Acam)
[
Acam23 −Acam32
Acam31 −Acam13
Acam12 −Acam21
]
(48)
This formula can be used to find gcamXY , g
cam
XZ , g
cam
Y Z using the matrices A
cam
XY , A
cam
XZ , A
cam
XZ , respectively. Using
Rodriguez parameters, the 12 elements of the matrix Mext can be obtained as a function of 6 independent parameters:
the 3 components of r¯cam and the 3 components of gcam. After the calculations described in the previous section, there
are 3 possible values of r¯cam and gcam resulting from the three homografies. An estimate of the “true” values can be
obtained as an average, as follows:
gcam0 =
1
3 (g
cam
XY + g
cam
XZ + g
cam
Y Z ) ,
r¯cam0 =
1
3 (r¯
cam
XY + r¯
cam
XZ + r¯
cam
Y Z ) ,
(49)
where subscript ‘0’ means that these values are estimates of the optimized values.
13 Optimization of projection matrix
The projection matrix P = MintMext can be optimized for a given camera. As a result of the calculations presented in
the previous sections, Eqs. 15-16 is satisfied only approximately for the set of points P used in the calibration process.
Using Eq. 15 as a reference, one can write:
n`P
′ 'MintMext
[
rP
1
]
= `ˆn
P ′
(50)
This is, the projected homogeneous vectors `ˆn
P ′
are not exactly equal to the image vectors homogeneous n`P
′
. The error
in the projection matrix associated with point P can be measured using the following norm:
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εP =
∥∥∥∥hom−1 (n`P ′)− hom−1(`ˆnP ′)∥∥∥∥ (51)
The projection matrix can be optimized to minimize the sum of the squared errors of all calibration points Pi. The sum
of the squared errors is a function of the independent intrinsic and extrinsic parameters, as follows:
E(pcam) =
ncal∑
i=1
(εPi)
2 (52)
where ncal is the total number of calibration points and
pcam =
[
α β γ nOx n
O
y (g
cam)
T
(r¯cam)
T
]T
(53)
contains the 11 independent parameters needed to find Mint and Mext. The optimum value of pcam is obtained with a
nonlinear optimization process, as follows:
pcamopt = minE(p
cam) (54)
As initial guess of the optimization, the values of the intrinsic parameters given in Eq. 37 and the values of the extrinsic
parameters given in Eq. 49 can be used.
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