Abstract-Nonuniform leaky-wave antennas (LWAs) are analyzed and synthesized using a lossy transmission line model. The analysis is based on a general waveguide circuit theory. Compared to the classical approach, the model yields a higher accuracy in the computation of both aperture field distribution and radiation patterns. The proposed analysis is also able to provide scattering parameters of the whole structure in a fraction of a second, which is valuable for antenna optimization. Based on the analysis, a general method for far-field pattern synthesis utilizing global optimization is presented. As an application demonstration, the half-mode substrate-integrated waveguide (HMSIW), or halfwidth microstrip line, has been selected as basis structure for the LWA designs. Two antennas have been optimized targeting different specifications, i.e., a low-sidelobe level and a wide null in the radiation pattern. Experimental results are provided for these selected examples of nonuniform LWAs, which ultimately validate the proposed technique as an improvement over the classical approach.
I. INTRODUCTION
T HE general analysis method for leaky-wave antennas (LWAs) was first introduced in [1] and has been covered in many antenna textbooks such as [2] and [3] . This analysis method has been used widely in the literature for design and pattern synthesis due to its simplicity and reasonable prediction on the antenna radiation patterns such as in [4] - [6] . Nevertheless, the analysis relies on simplifying assumptions, which have to be emphasized and recognized, otherwise inaccurate prediction on both near-field and far-field distributions could be obtained (these assumptions will be discussed in the next section). To achieve a more accurate analysis, a different technique to analyze nonuniform LWAs with smooth profile variations is proposed based on a general waveguide circuit theory propounded by Marks and Williams in 1992 [7] .
The method proposed in this paper is a generalization of [8] , in which the authors analyzed and optimized a specific leaky-wave structure targeting wideband operation. The main contribution of [8] is the optimization of reflection coefficient of the half-mode substrate-integrated waveguide (HMSIW) over a wide range of frequency. It is noted that the analysis in [8] implicitly employed the concept of power-wave [9] and its parameter conversion table [10] . Despite providing reasonably accurate results in most cases, this is indeed not the best theory to handle traveling-wave due to the discontinuity property of the power-wave [7] , [11] , [12] . To avoid the use of power-wave and bypass this issue, this paper provides a thorough analysis of an LWA based on a general waveguide circuit theory of travelingwave as found in [7] . The assumption of this analysis is that only a single mode is propagating along the waveguide.
Based on the proposed analysis, far-field pattern synthesis utilizing global optimization is demonstrated. The method shows higher flexibility in the design process compared to the classical LWA analysis approach [1] - [3] . Utilizing this method, a pattern synthesis can be carried out without the necessity of independent control on attenuation constant α(z) and phase constant β(z) along the antenna length, such as in [6] and [13] . For illustration, two LWAs have been optimized targeting two different specifications, namely a low-sidelobe level and a wide null in far-field pattern, applying the method on a simple leakystructure, i.e., the HMSIW. For validation, these two antennas have been fabricated and their performance is compared with analytical results demonstrating high degree of agreement. Our recent conference paper [14] presented a preliminary study on the optimization for low-sidelobe level LWA verified by full-wave simulation. As a significant extension to [14] , this paper provides the complete theory, further optimizations and thorough experimental validation. This paper will start by revising the classical approach on analyzing a general LWA, through which the assumptions on the model will be discussed. Then the proposed analysis will be presented in Section III with a brief validation on the near-field distribution and a process to incorporate a feeding transition into the analysis. Section IV will illustrate the general procedure of pattern synthesis utilizing global optimization. Using this process, Section V will present two specific designs followed by experimental validation and further discussion.
II. CLASSICAL ANALYSIS OF LWA
Although the classical analysis of LWAs is well known, its main aspects will be briefly revised in this section to emphasize the critical assumptions employed in the analysis.
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A continuous-source LWA is described by the varying propagation constant γ(z) = α(z) + jβ(z) along the guiding direction, i.e., z-direction. Here, γ(z) can be calculated using various analysis methods such as transverse resonance method (TRM), variational method (VM) [2] , or modal analysis [15] . Alternatively, it can also be obtained through simulation [16] - [19] or experiment [2] .
For the analysis of the radiation properties of an LWA, the source distribution function A(z) = |A(z)|e jψ(z) is required to be computed. Here, A(z) is the equivalent current traveling along the antenna with phase ψ(z). The radiation pattern can be readily calculated as a Fourier transform of A(z) [2] . Thus, in this analysis, A(z) is directly linked to the near-field distribution of the LWA.
The aim is to determine A(z) from γ(z). The traditional approach relates the attenuation constant α with the power along the source
For simplicity, assuming the lossless case (only radiation loss is present), p R = −dP (z)/dz can be interpreted as the power radiated per unit length. Therefore, p R may be written as
Combining these two equations, one can easily arrive at
The phase ψ(z) is simply
As Walter pointed out in Chapter 4 of [2] , (2) is only true when considering the infinitesimal element dz radiating in isolation. This means the above analysis neglects the reflections along a nonuniform structure and is only an approximation for traveling-waves [2] . Furthermore, the constant of proportionality C for an infinitesimal element dz is also assumed to be constant along the antenna, which is apparently not correct if the cross-section varies. In summary, although the classical analysis is simple and provides a closed-form solution for the source distribution of any LWA, the aforementioned assumptions should always be considered before application. Under these assumptions, the classical analysis does not determine the true field propagating along the LWA. Instead, it links radiated power intensity to the magnitude of source distribution, i.e., (2) . One of the biggest advantages of this analysis is that only the propagation constant γ(z) is required to be computed. Modal field analysis is only needed to some extent in order to identify the polarization of the LWA radiation pattern.
III. TRANSMISSION-LINE MODEL OF LWA
In this section, the analysis of an LWA based on the circuit waveguide theory found in [7] will be described first, followed by a brief validation on the near-field distribution of a chosen continuous-source leaky-wave structure, i.e., the HMSIW. The last section will illustrate a process to include a transition structure for accuracy improvement.
A. Model and Analysis
The present analysis treats the smoothly varying nonuniform LWA as a lossy transmission line (TL) with variable complex impedance and propagation constant along its length. Therefore, the theoretical framework described in [7] , which provides an accurate circuit model for traveling-wave structures is applied. Since a circuit model with voltage and current waves is involved, the analysis assumes a single mode propagating along the wave-guiding structure. This is a reasonable assumption since for many LWAs designed in the single-mode operation region of their host waveguide (so that only one set of propagation constant γ(z) is considered). A generic nonuniform continuous-source LWA is illustrated in Fig. 1(a) .
The general idea of the analysis is to discretize the LWA into small sections which can be then approximated as uniform transmission lines (UTL). These small sections [illustrated in Fig. 1(b) ] can then be cascaded to obtain the network parameters of the whole structure. This would have been straightforward if the characteristic impedances would be real, but this is not the case for LWAs-hence the theory in [7] is utilized. It is emphasized that although the general concept is based on [8] , the present analysis shows a much more systematic approach and is general for a traveling-wave in a lossy single-mode transmission line. For completeness, we summarize the circuit model for a uniform lossy waveguide first and then demonstrate how it can be applied to calculate the field distribution along a nonuniform LWA.
1) Circuit Model for A Uniform Section:
In contrast to the traditional approach, this model actually examines the physical field of a traveling-wave [7] 
where e t and h t are the normalized transverse modal field distribution, which are independent on z in a uniform section; v 0 and i 0 are normalization constant of the waveguide voltage v(z) and current i(z). The normalization constant for power and characteristic impedance are, respectively, [7] 
where η is the wave impedance, which satisfiesẑ × e t = ηh t and S is the cross-section of the waveguide, which in an assumption is the whole transverse plane for an LWA. When formulating this circuit model for a UTL, v 0 can be chosen arbitrarily and the modal field e t can be normalized by any nonzero constant. Thus, only the phase of Z 0 is fixed, which is the same as that of the wave impedance η. The forward and backward traveling wave intensities are then defined, respectively, as
By this definition, the traveling wave is continuous and thus, it is possible to cascade series-connected two-port networks.
2) Field Distribution Calculation:
The LWA is discretized into small sections as illustrated in Fig. 1(b) . Each interface between two adjacent sections is treated as one waveguide port. At each port, v 0 and e t can always be selected and normalized such that v 0 (z) = 1 and
This simple choice makes the characteristic impedance identical to the wave impedance Z 0 = η [see (8) ]. The normalized constant of the traveling-wave intensity in (9) is then reduced to
This is very convenient since η(z) can be calculated from γ(z) depending on the propagating mode of the traveling wave. At this stage, all necessary normalization parameters are defined and the analysis can proceed as follows. The ABCDmatrix of each approximately uniform section is calculated as ABCD-matrices with two complex port impedances [7] (see Appendix). Under the normalization of (10), the two equations in (9) can be combined to yield
where η x is the wave impedance at z = z x . By relating a x with a 1 and b x using S-parameters of each section A and B, v(z x ) can be obtained from ( Fig. 2 )
Let v(0) + and η(0) be the forward voltage and the wave impedance at z = 0. From (13) and (14), the voltage at any position along the antenna is
It is noted that the calculation of these S-parameters can be carried out simultaneously when cascading the ABCD-parameters of each section. From (5), E t can be obtained as
Hence, the electric field E t can be calculated if e t is known, provided S |e t (z)| 2 dS = 1. Typically, finding e t requires solving a boundary condition problem in two dimensions. For typical LWAs, a reasonable approximation can be made considering that a leaky-wave structure is a perturbation from a waveguide for which an exact solution of modal field is available. Thus, a good estimation is e t ≈ e 0t , where e 0t is the unperturbed modal solution. Furthermore, provided that the cross-section does not vary significantly along the LWA, one may just approximate e t as constant versus position, in which case the field becomes simply proportional to the voltage v(z).
B. Near-Field Validation
As an initial validation, the near-field distribution will be calculated using the proposed method in comparison with the traditional approach and simulations using full-wave numerical software ANSYS HFSS. The first structure chosen for investigation is the HMSIW [18] , which can be alternatively classified as a half-width microstrip line [20] [ Fig. 3(a) ]. This waveguide has been utilized extensively to design LWAs such as in [21] - [27] . The particular example is chosen here due to its simplicity, ease of fabrication and continuous-source profile. An accurate solution for propagation constant of an ideal HMSIW, i.e., with infinite ground plane and semi-infinite top conductive layer is available [28] , [29] . The fundamental mode of a HMSIW is the half-mode T E 0,0.5 , thus the wave impedance is calculated as
For demonstration of improvement over the classical analysis, a HMSIW with nonuniform profile is considered. The selected material is Rogers Duroid 5880 with relative permittivity r = 2.2 and thickness h = 31 mil = 0.787 mm. The antenna length is chosen as L = 200 mm. A simple linear width profile is selected as
where the tapering constant K = (w start − w end )/L and w start and w end are start and end widths of the HMSIW. The voltage v(z) along the waveguide is then obtained following the analysis of Section III-A. To determine the waveguide field distribution, the HMSIW can be considered as a perturbation from an ideal rectangular waveguide with a perfect magnetic conductor at one side as illustrated in Fig. 3(b) . Therefore, the modal electric field e t can be written approximately as
in which the normalization condition in (10) is also satisfied. Thus, the field distribution at the antenna aperture (x = 0) can be approximated as Fig. 4 shows the analysis and simulation for the aperture field distribution at f = 8 GHz for w start = 9 mm, L = 200 mm, and w end = 5 mm (K = 0.02). Excellent agreement can be observed between the proposed analysis and the corresponding simulation, which validates the accuracy and correctness of the analysis. From the results, three expected physical features can be noticed.
1) The distributed reflections along the waveguide due to the tapering effect result in a standing-wave. 2) The structure radiates extensively when the length reaches a certain value, i.e., z ≥ 160 mm. This is because α starts increasing sharply as the width is reduced close to the cutoff of the waveguide [18] . 3) Before this position of extensive radiation, the field strength increases slightly along z since the width is decreased and the power density should be increased (without much radiation). The results for the source of radiations using traditional approach (Section II) is also included in Fig. 4 . It can be observed that the classical analysis result exhibits a large discrepancy compared to simulation. This is as expected from the assumptions that are applied in (2). In Fig. 4 , when z ∈ (0, 45) mm, the classical analysis yields zero field distribution because α(z) = 0 in this region, i.e., the slow-wave region [see (3) ]. These considerations take into account the fact that the slow-wave does not radiate and this part can thus be excluded in the calculation of the near-field and far-field. This is however not rigorously true because the nonradiating property of slow-wave is only exact for infinitely long and continuous waveguide. As soon as nonuniformity or discontinuities are included, which is the case for any finite-length LWA, radiation (even if weak) will occur.
It can be noticed further that if the cross-section along the antenna does not vary significantly, it is possible to simply approximate E ∝ v(z)û whereû is the unit vector of electric field polarization. As demonstrated in Fig. 4(a) (dotted line) , this still provides a reasonable approximation on the aperture field distribution of the antenna. More validation on the nearfield will be shown in Section V-A. We also note that the near-field distribution of this type of tapered LWA has been validated through experiment in [31] .
Using the field equivalence principle, the source distribution of an LWA, i.e., the equivalent current, can be shown to be proportional to near-field distribution. In summary, based only on the knowledge of the propagation constant γ(z) (just as similar to the classical approach), using the proposed analysis, one can always obtain a much more accurate prediction on the radiation source distribution of an LWA than the traditional approach (using E ∝ v(z)û). A very accurate prediction of the field can be obtained if a close approximation of the modal field is available, e.g., as provided in this case through (19) .
As a validation for the generality of the method, a different LWA based on a meandering substrate-integrated waveguide (SIW) with continuous longitudinal slot [32] is also investigated in this section. As proposed in [32] , to reduce the cross-polarization, the slot is kept straight while the shape of the PEC side walls is altered along the waveguide (Fig. 5) . The width of SIW is kept constant as w SIW = 10 mm. Other parameters are substrate thickness h = 0.787 mm, relative permittivity r = 2.2, antenna length L = 150 mm, and slot width g = 0.2 mm. The shape of the SIW is defined using parameter x 0 , which is chosen in this investigation case as a cosine function
The propagation constant of this structure is calculated approximately using the VM proposed in [33] . Fig. 6 shows the analyzed and simulated electric field distribution on the slot at f = 7 GHz for the case k 1 = 2.5 mm and k 2 = −2 mm. Similar features as for the previous case (the HMSIW) can be observed, which further demonstrates the general applicability of the proposed model.
C. Method Limitation for Rapidly Changing Structure
As stated in Section III-A, the assumption for the proposed analysis is that only one mode is propagating along the waveguide. This implies that the results will degrade for increasingly rapid profile variations of the leaky-wave structure, as these can excite higher-order modes. In order to illustrate this feature, a HMSIW with the width profile
is considered. The highest variation in the width is w max /w min = (w 0 + w A )/(w 0 − w A ) and the maximum slope of the width with respect to the guiding direction is 2πw A /L p . Fig. 7 shows the analyzed and simulated near-field distribution at f = 8 GHz (wavelength λ = 37.5 mm) for different values of w A and L p while w 0 is fixed at 9 mm for an antenna length L = 150 mm. It can be confirmed from Fig. 7 that the accuracy of the analysis decreases with increasing w A and decreasing L p . It is noted that rapidly changing LWAs are often used in periodic structures [34] , [35] , which is not the general type of problem addressed in this paper. In contrast, for many of applications of continuous-source LWA structures, the method still shows an excellent agreement and high degree of improvement compared to the classical formula as further shown in later sections.
D. Inclusion of Feeding or Load Transition Structure
Typically, the feeding and load transitions can be designed to provide nearly perfect impedance matching for relative narrowband antenna. However, for wideband designs, e.g., devices with about 80% relative bandwidth such as in [21] and [24] , the effect of the feeding/load transitions should be included for more accurate prediction on S-parameters. This section will demonstrate how this can be carried out with the aid of a numerical simulation tool.
The general concept is simply to obtain the ABCD-matrix of the feeding structure from simulation and then cascade it with the ABCD-matrix of the LWA (Fig. 1 )
However, extreme care needs to be taken when simulating the feed to obtain [A transition ]. This is because by definition, ABCDmatrix relates the voltage and current at two ports, which in turn depend on the simulated port impedance. Furthermore, the port impedance Z 0 depends on the definition used in the simulator. In [7] , Marks and Williams showed that the scattering parameter of a traveling-wave is constant with the normalization factor of v 0 . Therefore, to obtain the correct ABCD-matrix to be used in (23) , one should simulate the transition structure using a matched port, e.g., without normalization on impedance when using ANSYS HFSS. This will yield the true S-parameter of the traveling wave. Then these obtained S-parameters can be converted into ABCD-matrix as shown in Appendix [7] . When performing this conversion, the port impedances at the interfaces between the antenna and the transitions [ Fig. 1(a) ] are the characteristic impedances that are chosen for the LWA, i.e., η(0) and η(L) [ Fig. 1(b) ].
The effect of including the feeding structure will be demonstrated in Section V. It is worth emphasizing that the transition is normally designed and simulated separately from the antenna. The ABCD-matrix can be extracted once only to be placed in the pattern synthesis or any optimization process. Therefore, the above procedure can improve the accuracy for the prediction of the S-parameters of the whole structure (Section V) without noticeably increasing the design time.
IV. FAR-FIELD PATTERN SYNTHESIS
An LWA can be considered as an array of discrete sources with infinitesimal separations [2] , [36] . The far-field pattern E(θ) is calculated from the complex source distribution A(z) as 
E(θ)
where G(θ) is the element pattern.
The traditional pattern synthesis is based on the fact that the far-field pattern is a Fourier transform of a near-field or source complex distribution A(z) [2] . The general approach is illustrated in Fig. 8 (dotted line) . However, as demonstrated in the previous sections, for nonuniform LWA, the classical analysis only yields a rough approximation of the source distribution. Furthermore, assuming that a far-field pattern E(θ) is specified, the method should also involve an iterative process since the inverse Fourier transform of E(θ) yields a field distribution A(z) which is generally nonzero everywhere while the LWA always has a finite length. Finally, although closed-forms for α(z) and β(z) are provided from A(z) in classical analysis, for many LWAs, α(z) and β(z) are interdependent. Thus, one may not be able to choose a structure that yields the desired A(z) distribution. Because of this, LWA designers often requires leaky-wave structures with independent control of both α(z) and β(z) [2] , [3] , [6] , [13] .
In order to circumvent the above issues, a strategy based on a global optimization method, e.g., genetic algorithm (GA), can be used (Fig. 8, dashed line) . To implement this strategy, the LWA is divided into a number of sections whose geometry can be set to vary linearly. The parameters for each section will be the optimization variables. The global optimization will utilize the proposed analysis for an accurate prediction of the near-field source distribution to compute the far-field pattern.
With an appropriate cost function, the optimization will yield a close-to-best result that is available within the structure constraint. In fact, this method of using global optimization for LWAs was used by Siragusa et al. in [37] . However, the process was based on full-wave numerical simulation of the LWA, which was very time-consuming, i.e., 2 weeks. Using the analysis proposed in this paper, a pattern synthesis problem may be carried out in less than 5 min on a typical desktop computer (provided the propagation constant γ is available for different structure cross-sections, as analytically, numerically or experimentally determined). It is emphasized that the final optimized result should be validated using full-wave simulation, in which one single simulation is typically sufficient.
It is noted that for most applications, we are not interested in the exact distribution of E(θ) for all angles but rather Fig. 9 . Tapered HMSIW to be used for far-field pattern optimization (adapted from [14] ). some characteristics of E(θ) need to be satisfied, such as lowsidelobe level or maximum gain in a given direction. Thus, a cost function in the global optimization appears to be a very convenient tool to characterize performance.
The next section will demonstrate the results for two typical pattern synthesis requirements, namely targeting a low-sidelobe level or a wide angular null in the far-field pattern. The structure under investigation will be, without restriction to the generality of the method, the HMSIW LWA. It is noted that, for a HMSIW with varying width, the attenuation constant α and phase constant β are interdependent and thus, the classical analysis cannot be applied in these study cases.
V. APPLICATION: SPECIFIC DESIGNS
In this section, the HMSIW is used as basis structure for designing LWAs targeting different far-field specifications. Only the width of the HMSIW is varied along the LWA w = w(z). Other structures can be analyzed similarly with the (generally satisfied) prerequisites that the propagation constant γ(z) can be found for a varying cross-section of the waveguide. A preliminary determination of γ can be carried out only once by analysis or simulation (as discussed in Section II) and stored in a library to be used in pattern synthesis process. In our investigation case, the analytical solution for the HMSIW found using the TRM [28] is used. The same substrate material as in Section III-B is selected. Two antennas have been designed and validated through experiment. Both antennas are terminated by a matched load. Design process and results are shown as follows.
A. Low-Sidelobe Level
The HMSIW is divided into N sections in which the width of HMSIW is set to vary linearly as shown in Fig. 9 . Each section has the same length of l s = L/N . The desired far-field pattern has a maximum gain at angle θ tg and lowest possible sidelobe level at the operating frequency f 0 . Thus, the cost function can be chosen as
The aim of the optimization is to reduce the cost function; hence, the weighting coefficients c 1 , c 2 , c 3 are positive to obtain a higher gain and lower sidelobe level [first and second terms in (25) ]. G(f 0 , θ tg ) is the realized gain at frequency f 0 and angle θ tg , SLL(f 0 ) is the sidelobe level at frequency f 0 considering the whole angular range. All terms are expressed in dB. The last term is equal to zero when G(f 0 , θ tg ) ≥ G * and c 3 otherwise. This term is necessary to ensure that the optimization does not converge to a broadside LWA with extremly low-sidelobe level but small gain at θ tg . A value of 5 dB for G * is sufficient to avoid the occurrence of this case. It is noted that since the third term provides a threshold G * for the gain, it can alternatively be absorbed into the first term.
An optimization result is selected to demonstrate the method. The target frequency is f 0 = 8 GHz, the antenna length is L = 8λ 0 where λ 0 is the free-space wavelength at f 0 , and the target direction of maximum radiation is θ tg = 30
• . The number of section used in the optimization is N = 50 resulting in 50 variables in the GA. The number of approximately UTL in the analysis of each nonuniform HMSIW is 600 (Δz = 0.5 mm = λ 0 /75). In this example, it is found that a value of Δz ≤ λ 0 /20 gives accurate enough results. Weighting coefficients in (25) are chosen such that c 1 and c 2 are in the same order, i.e., c 1 = c 2 = 1, while c 3 must be much larger than c 1 and c 2 to enforce the gain threshold, i.e., here c 3 = 50. A GA MATLAB code based on [38] has been implemented using one-point crossover method with a rate of 50% and uniform mutation with a rate of 2%. The population size is 80 genes and 8 bits are used to represent one variable, which results in 400 bits per gene. The typical number of generations required for convergence is about 50. It is noted that due to the efficient computation using the proposed method, a large population size can be used and a large number of generations can be computed, e.g., compared to [37] . Multiple optimization runs can be performed to validate and refine the optimized results.
The optimized antenna profile is shown in Fig. 10 , which demonstrates a similar shape as to the antenna designed in [39] targeting same optimization objective, i.e., low-sidelobe level. In [39] , a cosine field distribution is chosen primarily before calculating the width w(z) while the method in the present paper demonstrates higher flexibility and accuracy in the pattern synthesis. A photograph of the fabricated antenna is displayed in Fig. 11 (top) . It is noted that the PEC walls of the HMSIWs are realized by via holes through an accurate widthcorrection formula provided in [30] . The antenna is fabricated by a commercial company (Lintek) for high-quality prototype.
It is noted that the analysis (using the propagation constant calculated from [28] ) assumes that conductor and dielectric losses are negligible, which is reasonable in the considered frequency range. Nevertheless, these losses can be taken into account in the model by including them into the overall α. The simulation results below are shown for the practical case with dielectric substrate loss tangent tan δ = 0.0011 and copper conductivity σ = 5.8 × 10 6 S/m. The aperture field distribution is shown in Fig. 12 . Excellent agreement between analysis and full-wave simulation is observed which further validates the proposed method demonstrated in Section III-A. Since the width w(z) does not vary significantly in this case, constant e t can be assumed without losing much accuracy (green dotted curve in Fig. 12 ). This is an important point because in many cases, one can obtain a very good prediction of the near-field distribution without spectral modal analysis. In other words, only γ(z) is required just as in the classical method.
The analytical and simulated results also indicate small distributed reflections along the antenna, which is expected for any nonuniform transmission line. As discussed before in Section III-B, the result from the classical analysis shows large discrepancies, mostly at the transitions between slowwave regions and fast-wave regions. It is also noted that the fluctuation in field distribution in the classical analysis does not arise from reflections since these are not taken into account. Rather, they arise from the fact that α(z) is varying along the antenna (2) .
The analyzed and simulated S-parameters are shown in Fig. 13 with excellent agreement. For frequency f ∈ (7, 10) GHz, since the transition provides a very good impedance matching to the antenna, the inclusion of the feed in the analysis is not necessary for this range. However, for f ∈ (6, 7) GHz, the inclusion of the transition in analysis (Section III-D) provides a much better prediction on the S-parameters of the whole structure. This might be crucial for wideband LWA design [8] . The measured S-parameters are shown in Fig. 14 . Good agreement is also observed. The discrepancy in |S 21 | comes from the conductor and dielectric losses along the antenna, and also small radiation losses at the connectors, which are not taken into account in the analysis. However, this should not significantly affect the gain as validated by measurement (shown below).
The normalized far-field patterns at f 0 = 8 GHz are shown in Fig. 15 . It can be observed that the classical approach provides correct calculation of the main beam. This is as expected since the phase ψ(z) calculated from (4) is quite accurate [ Fig. 12(b) ]. In fact, the only assumption on this equation is that the reflection along the antenna is negligible and it is well known from array theory that the phase is more critical than amplitude in constructing the main beam of the radiation pattern. The classical calculation fails to obtain the number and level of sidelobes as well as null positions in the pattern. This is again as expected since it neglects the impact from slow-wave Fig. 12(a) ]. Furthermore, since the classical analysis neglects the reflection along the antenna, the predicted far-field distribution for backward wave, i.e., θ > 90
• is always smaller than the true level.
Using the proposed analysis, very good agreement is obtained both with simulations ( Fig. 15) and measurements (Fig. 16) . The method predicts very well the relative sidelobe levels and null positions. The discrepancies toward θ = 0
• and 180
• are due to finite ground plane realization. The slight shift in maximum radiation angle can be attributed to the slight modification on the phase constant of the practical HMSIW compared to an ideal HMSIW (Fig. 3) . The maximum sidelobe level is −21.5 dB in analysis and −23.8 dB in measurement. The calculated gain is 15.3 dB while the measured gain is 15.6 dB, which also shows a reasonable agreement. The measured cross-polarization level is less than −15 dB at the main beam.
B. Wide Null
In this section, a nonuniform HMSIW LWA with same material and thickness as previous section is optimized targeting a wide angular null around the broadside direction. The target of this illustrative optimization is to achieve an antenna with as high as possible gain at θ tg = 50
• , and as small as possible gain in the angular range θ N ∈ (80
• , 100
• ) given the structure material and thickness. The target frequency is f 0 = 8 GHz and the antenna length is chosen as L = 10λ 0 , which is comparable with another design targeting similar specification [13] . The cost function can be modified from (25) as
where Null(f 0 , θ N ) is the maximum gain in the range θ N ∈ (80 • , 100 • ) at the operating frequency f 0 . For this optimization, the antenna is divided into N = 30 s and the length of each approximately UTL is kept as Δz = λ 0 /75. The same GA setup as for the previous case is utilized. The photograph of the fabricated optimized antenna is shown in Fig. 11 (bottom) .
Good agreement between the analyzed and simulated results for S-parameters can be observed in Fig. 17 . It is noted that the feeding and termination transitions are included in the analysis. Similar features with the previous case are obtained if performing analysis without transition.
The analyzed and measured normalized radiation pattern are shown in Fig. 18 . The measurement result demonstrates an LWA with a wide null at a level of −36 dB for θ ∈ (80
• , 98 • ) and −32 dB for θ ∈ (80
• , 100 • ). Again, very good agreement between analysis and measurement validates the accuracy of the proposed model as a significant improvement from the classical approach.
VI. CONCLUSION
A technique for accurate analysis and synthesis of nonuniform continuous-source LWA is introduced in this paper, which demonstrates higher accuracy on both near-field and far-field distributions of the antenna compared to the traditional approach. Using a circuit model, the method enables the inclusion of other circuit components, i.e., the feeding and termination transitions, with an improved accuracy on the whole system. Two LWAs based on HMSIWs have been optimized and demonstrated excellent measurement performances, which ultimately validate the proposed method. It is emphasized here that, under the assumption of single-mode propagation, this method is generally applicable for continuous-source LWAs with a reasonably smoothly varying structure. It may also be applied for periodic LWA with relatively small periodicity. In this type of structures, the radiating elements are very close to each other, and thus can be approximated as a continuoussource structure.
APPENDIX A ABCD-S-PARAMETER CONVERSION
The conversion between S-parameters (S) and ABCDparameters can be carried through the impedance matrix Z. As demonstrated in [7] , for a traveling-wave 
where Z 0 is a diagonal matrix whose elements are the characteristic port impedances Z 
The conversion between impedance matrix Z and ABCDmatrix A is well known and can be derived easily from their definitions that relate the voltage and current between two ports
