Abstract Particle motion analysis by recursive singular value decomposition is used to distinguish basic seismic phases online from a stream of three-component data with sample-to-sample resolution. This article describes a real-time method for implementation on a three-component seismometer with limited computing resources. It is proposed that the use of instruments equipped with the suggested phase detecting capabilities would provide the basic components of an earthquake or a tsunami early warning system.
Introduction
Modern, compact, strong-motion seismographs have capabilities beyond basic data acquisition. They use small computers (embedded systems) to continuously compute a set of basic parameters from recorded ground motion and provide Internet connectivity to report parametric information from an event in (near) real time (Rosenberger et al., 2006) .
An important advantage of this type of instrumentation is that it does not require the continuous transmission of digital waveform data to a seismic data center. Signal detection and much signal analysis can be performed in real time on the instrument. Summary parametric information can then be delivered directly from the instrument to any generic control or rapid response system. This eliminates single points of failure and saves time and communication bandwidth.
The utility of signal detections and reported groundmotion parameters increases considerably if they are labeled with the basic seismic phase with which they are associated. Instruments with this capability can then provide direct input to an earthquake early warning system (EEWS), a system, for example, that controls car or train traffic (Nakamura, 1988 ). An EEWS in general exploits the travel time difference between seismic P waves and the slower, but more destructive S waves (Allen and Kanamori, 2003; Erdik et al., 2003; Erdik, 2006; Iglesias et al., 2007; Gasparini et al., 2007; Wurman et al., 2007) . Kanamori (2005) distinguishes onsite and regional EEWS. An onsite single-station EEWS (with, possibly, multiple sensors) detects the P-wave arrival from an earthquake and issues an alarm based on ground-motion thresholds or on empirical relationships between earthquake magnitude and the properties of very early arrivals (Zollo et al., 2006; Wu and Kanamori, 2008; Böse et al., 2009) . The time from the alarm until the S wave arrives is typically a few tens of seconds. A regional EEWS would additionally integrate data from a distributed seismic network and could issue alarms for numerous sites.
A regional system can be created from a dense network of strong-motion instruments (Wu and Kanamori, 2008) capable of detecting and reporting P-wave arrivals in real time. A reasonably dense network would increase the probability that an instrument or a group of instruments would be close to the epicenter of an earthquake, even when potential source locations of earthquakes are, a priori, not well known. The P to S lead times, crucial in an EEWS, increase significantly compared with a single-station onsite system.
Consider an arbitrary site in the Greater Vancouver area (British Columbia, Canada) in Figure 1 as the location of critical infrastructure to be protected by an EEWS. The approximate P to S lead times for an onsite system for an earthquake (at an assumed depth of 25 km) anywhere in southwestern British Columbia can be read from the concentric circles around the site. Figure 2 shows that lead times, for shallow events within a 100 km range, quickly double if the P wave is detected in a regional system with an instrument close to the epicenter of the earthquake.
A regional system can provide data to any number of different EEWS control systems and thus help to mitigate earthquake damage for more than just one site. The example from British Columbia also underlines the point that the bulk of instruments in a regional EEWS should be located within 100 km of the site to be protected. Most instruments are thus deployed in a noisy urban environment that constrains the lower limit for a detection threshold. There is no guarantee that the early P arrival will actually be detected. In an unsupervised, single-station system the larger amplitude S arrival from a small earthquake may easily be mistaken for a strong P unless the instrument can distinguish P and S by other means.
This article shows how P and S arrivals can be distinguished and detected separately, directly on a modern three-component digital accelerograph with limited computing resources. The algorithm used is an online, recursive type. It produces true real-time results in the sense that for every three-component sample of the acquired data, particle motion attributes are computed that characterize the data as from a P-or S-wave arrival.
The following section provides an overview of previous research done to analyze particle motion, polarization, and angle of incidence of seismic waves from single-station, three-component data. The new method is presented in the second part of the article with examples from local earthquakes in British Columbia, Canada, and from the European Strong-Motion Database (Ambraseys et al., 2004) .
Previous Work
The analysis of particle motion recorded in threecomponent seismograms is a powerful tool for the determination of seismic wave type. Polarization analysis was one of the first techniques to be applied to seismic recordings when seismology went digital in the early to mid-1960s. Seismic monitoring of nuclear testing by both the United States and Russia provided the focal point for this research. Flinn (1965) is generally cited as one of the earliest researchers proposing the eigen decomposition of the data covariance matrix of three-component, digital seismograms, in particular, as a means to identify S-wave polarization that would serve to constrain the focal mechanism. Flinn (1965) did not dwell on the mathematical details of eigen decomposition. Particle motion analysis inherently requires observation over a certain time interval and is, of course, not stationary in time. Montalbetti and Kanasewich (1970) showed in more detail how polarization analysis can be treated as a symmetrical eigen problem. The covariance Figure 1 . The map shows southwestern British Columbia, Canada. P and S waves from an earthquake (at an assumed depth of 25 km) with an epicenter close to any of the concentric circles would arrive with the indicated travel time difference at the location at the center of the circles. This travel time difference is the maximum lead time available for an onsite EEWS to prepare for the approaching S wave. matrix from a fixed time window of the data is diagonalized; the resulting eigen vectors and eigen values provide the basis to compute the set of polarization attributes. The analysis is repeated for windows moving along the time axis to capture the time varying nature of polarization. More direct approaches have also been proposed. The use of complex trace analysis for the direct computation of instantaneous polarization attributes from the analytical traces, without computation and decomposition of a covariance matrix, was described by Bai and Kennett (2000) . Roberts et al. (1989) even suggest that polarization and direction of arrival can be estimated directly from windowed data and their real valued covariance matrix. Fixed time window, block-processing of data is computationally costly; different methods have been proposed to avoid at least the direct O3n 2 computation of the covariance matrix from a data window of n three-component samples. Vidale (1986) proposed the use of the Hilbert transform to compute analytic seismograms and estimate the complex covariance matrix from single complex samples of the threecomponent analytic seismogram. Variants of his approach have been discussed in more recent articles (Diallo et al., 2006; Kulesh et al., 2007) . Magotra et al. (1989) use an update procedure to compute the covariance matrix from full three-component data, as well as a 2D version from only the horizontal components, and use only the largest eigen value and its associated eigen vector to detect an event and estimate source azimuth. Singular value decomposition (SVD) of the (windowed) data matrix was considered by Jackson et al. (1991) as a means to avoid the computation of the covariance matrix needed in the symmetrical eigen problem.
While various representations for the data in time, frequency, or time-frequency domain (Fourier, Hilbert, and wavelet transforms) (e.g., Kulesh et al., 2007) have been proposed, little has changed in the fundamental treatment (Flinn, 1965; Jurkevics, 1988; Diallo et al., 2006) of the underlying eigen or singular value analysis (de Franco and Musacchio, 2001; Meersman et al., 2006) , which is usually carried out with standard batch algorithms on windowed data.
Online Updating versus Batch Processing
Block or batch processing of windowed data is not well suited for real-time applications. Update algorithms, on the other hand, offer sample-by-sample resolution by design, combined with computational efficiency well suited for online operations.
Update algorithms obtain solutions to the eigen or singular value decomposition by modifying the previous solution when new data arrive. They can be very efficient on large data sets with low rank, such as seismic three-component data streams; they continue to attract research for applications such as pattern recognition, latent semantic indexing (search engines; e.g., Berry et al., 1999; Brand, 2003) , and acoustic signal processing.
Two avenues exist in linear algebra for fast recursive (non-block-processing) solutions of the symmetric and nonsymmetric eigen problem: approximate updating based on perturbation theory (Stewart, 1990; Champagne, 1994; Erdogmus et al., 2004; Doukopoulos and Moustakides, 2008) , and exact update algorithms (Stewart, 1992; Moonen et al., 1992; Gu and Eisenstat, 1994; Chandrasekaran et al., 1997; Brand, 2006) .
Matrix perturbation based methods can be very fast to compute, but seem to be limited by constraints on data properties, in particular signal-to-noise ratio (S/N) (Stewart, 2006) . Exact update algorithms are more robust with low S/N data and, as a consequence, are preferable for their capability to track ground-motion polarization, even with very noisy data.
This article describes and demonstrates the use of an SVD update algorithm that works directly on a continuous stream of time domain data to separate P phases from S phases in the data stream from a three-component seismometer.
The objective is to provide reliable, unsupervised, realtime P-and S-wave detections from a single instrument within a network of stations for an earthquake or tsunami early warning system (EEWS or TEWS, respectively).
Particle Motion by Recursive Singular
Value Decomposition
To establish the terminology, consider a single sample from a three-axis seismometer as data vector (1) where n t=δt is the sample index at time t, δt is the sample interval, and z is assumed to be the vertical component. Define the data matrix for index n as
This type of matrix is often called fat or a matrix pencil due to its high aspect ratio with only three rows and a disproportionately large number of columns, which in fact is inexhaustible in the case of a continuous data stream.
The SVD of X n can be viewed as diagonalizing the 3 × n 1 matrix X n through left and right orthogonal transformations as
In this particular case the data matrix has a maximum rank of 3 and Σ n diagσ i has, at most, three nonzero singular values σ i . U n has dimensions 3 × 3, and V n is a n 1 × 3 matrix.
The angle (from vertical) of the direction of particle motion is ϕ arccosu p 0, where u p 0 is the first component of the principal left singular vector. A measure for the degree of linear polarization is the ratio of the two largest singular values r σ 1 =σ 0 (cf. Jurkevics, 1988) .
Problem Statement
Particle motion of the basic seismic wave types is either linear (confined to one direction) or elliptical (confined to a plane). The decomposition can thus be stated as a rank 2 problem where, at most, two principal components (linearly independent directions) are needed to describe particle motion at any given time.
Given the SVD of X n 1 U n 1 Σ n 1 V T n 1 , with U n 1 ∈R 3×2 , Σ n 1 ∈R 2×2 , and V n 1 ∈R n×2 , the specific problem is to update the solution when a new data vector d n becomes available without recomputing the SVD of the augmented data matrix:
The update procedure, which has been proposed in similar form by a number of authors (Moonen et al., 1992; Chandrasekaran et al., 1997; Brand, 2006) , starts by projecting the new data vector onto the current orthogonal basis
and the subspace orthogonal to U n 1
where I is the identity matrix.
The following identity can then be verified:
U n 1
The updated matricesÛ n andV n are orthonormal and Q n is diagonal with an additional end column vector. If Q n is diagonalized as Q n AΩB T , the final update equation becomes
(10)
It should be noted that the update adds columns and rows, respectively, to the matrices U n 1 , Σ n 1 , and V n 1 . The dimension of the matricesÛ n , Q n , andV n has grown by one and theoretically the rank of X n , the number of nonzero singular values in the SVD of X n , may also increase. However, the 3 × n 1 matrix X n cannot have rank greater than 3.
In the stationary case, when the direction of strictly linear or elliptical particle motion does not change over time, the data matrix would in fact be at most of rank 2; the projection of d n into the orthogonal subspace of U n 1 is either zero or any residual kpk > 0 would be due to measurement noise or numerical error.
Rank 2 Updates for Nonstationary Data
In the nonstationary case, the vector p, orthogonal to the subspace spanned by U n 1 at time index n 1, represents new information, a change in the data from the previous state not yet represented by the current subspace base.
Additionally, a sliding exponential window of (effective) size n is imposed on the data to focus the solution on current values of the data matrix rather than accumulate a mean from the very beginning of the time series. This is achieved by the introduction of a factor λ n 1 n into the update of the middle matrix in equation (8) as
The principal vector in the updated U n , the vector associated with the largest singular value in Σ n , now points to an exponentially weighted mean direction of particle motion over an effective window of the last n samples.
If the innovation kpk is small, one may discard p from equation (8) and perform a rank preserving update
If, on the other hand, kpk is of significant size, the update is performed with a rank increase according to equation (8) and a rank reduction is carried out after diagonalizing Q n as indicated in equation (10) 
thus incorporating the most recent change into the updated signal subspace and discarding the smallest singular value ω 2 and its associated left singular vector as part of the seismogram that does not fit the data model of basic (linear and elliptical) polarization. What constitutes a significant magnitude for kpk is obviously data dependent and not critical as long as the threshold is set several magnitudes larger than the machine precision. Very small values erode the orthonormality of U n over time. A good choice is to use the instrument's noise floor as a cutoff.
Updates of the right singular matrix V n are not required within the recursive update procedure or for the problem at hand. In fact, updating V n is computationally substantially more complex even for finite problems (Brand, 2006) and practically impossible with a continuous data stream because V n ∈R n1×2 would ultimately grow out of bounds.
Diagonalizing Q n
Obviously the performance of this type of recursive SVD updating hinges on efficient computations for the diagonalization of the 3 × 3 matrix Q n . Subjecting Q n to a generic SVD algorithm is not advised if the update computations are to be performed in real time on a data stream with typically 100 or 200 samples per second for each channel.
It is instead possible to exploit the special structure of the matrix Q n , which is often called a broken arrowhead matrix (Gu and Eisenstat, 1994; Brand, 2006) . This type of matrix is commonplace in an SVD update problem. Surprisingly, to my knowledge, only one solution Eisenstat, 1993, 1994) has been proposed to date, which takes full advantage of the particular (sparse) structure of this matrix. The algorithm, described by Eisenstat (1993, 1994 ) is complex; its advantages with respect to efficiency will, according to Chandrasekaran et al. (1997) , only come to bear with matrices of dimensions larger than 100.
For the particular problem here, the small 3 × 3 matrix Q n from equation (11) is pragmatically regarded as upper triangular, ignoring the fact that the upper subdiagonal contains a predictable zero. The numerical problem of computing left and right rotations to bring Q n to diagonal form can then be solved by a variant of Kogbetliantz's algorithm, with an approximation for the upper triangular case as proposed by Charlier et al. (1988) , who also provide a comprehensive description of the formalism as well as Fortran code examples. Hari and Matejaš (2009) found the accuracy of Kogebtliantz's algorithm to compare favorably with the LAPACK (Anderson et al., 1990 ) xLASV2 routine, which can be used in a similar fashion for the diagonalization of an upper triangular matrix.
Iterative Scheme
The diagonalization of an upper triangular matrix requires several iterations to eliminate the off-diagonal elements by elementary 2 × 2 left and right rotations operating on a 2 × 2 upper triangular submatrix constructed from elements q i;i , q i;j , and q j;j , j > i from row i and column j of the original matrix Q n . 
Here c and s stand for cosine and sine functions, respectively. While both algorithms have similar complexity, xLASV2, according to Hari and Matejaš (2009) , requires three square root computations per iteration for the calculation of the rotation angles ϕ and ψ, while Charlier et al. (1988) with their approximation of Kogbetliantz's algorithm require only two. The implementation of Charlier et al. (1988) , with about 30 simple floating point operations (divide, multiply, add, subtract) plus two square roots per iteration, is then the obvious choice for a signal processing scheme that has to act as a sink for, in the order of 100 data vectors per second.
In this particular case, the matrix 
from equation (11) is reduced to diagonal form in two basic steps.
Step one is an iterative process to eliminate the subdiagonal elements q 1;2 and q 0;1 (the latter will be nonzero as a result of the first rotations acting on q 1;2 ). The two sets of rotations constitute a sweep and, with repeated sweeps, the subdiagonal elements will rapidly converge to zero. All left and right rotations are accumulated during the iteration
A single pair of left and right rotations A n , B n is then required to eliminate q 0;2 in the final step of an update.
Finally, Ω Q n i1 A i T Q n Q n i1 B i is the numerical solution of equation 10. Figure 3 shows a histogram displaying data vector updates and the required number of sweeps per update to eliminate the subdiagonal elements in Q. The histogram was calculated by recording the number of sweeps required to compute the P-S separation of a 5-minute (30,000 samples) data file with the seismic signal presented in Figure 4 . Shown are the number of sweeps required to update calculations when new data become available. The average is 2.47. Most updates require no more than two sweeps. The histogram was generated while processing the example in Figure 4 in a data set with 30,000 samples.
The average number of sweeps is about 2.5; Kogbetliantz's algorithm converges in general faster than linear (Charlier et al., 1988; Moonen et al., 1992) . With approximately 100 floating point operations per sweep (a square root is assumed to be equivalent in computational cost to 10 simple floating point operations) and an average of 2.5 sweeps per update, about 250 floating point operations are required to process a single three-component data vector. At 100 samples per second this amounts to 25k floating point operations per second, a computational load that even a small embedded system with floating point support can handle.
Publications on SVD updating (Moonen et al., 1992; Gu and Eisenstat, 1993; Brand, 2006) generally agree that round-off errors in the updates of U n may, over time, erode the orthonormality of U n . Brand (2006) points out that this is normally not a problem with small matrices and in fact has not been observed while processing three-component seismic data with tens of thousands of samples. However, orthonormality should be monitored in an online implementation and occasional reorthonormalization by either a modified Gram-Schmidt procedure or the computation of a full SVD of the product U n Σ n will have negligible impact on overall performance.
Examples
Because the general principles of particle motion analysis have been illustrated in previous studies, the examples here are chosen to demonstrate the robustness of the proposed method with noisy data sets and a near field seismogram.
The three examples discussed next were processed with simple filter operators similar to those originally proposed by Flinn (1965) and Montalbetti and Kanasewich (1970) . For each three-component sample the cosine of the incidence angle of particle motion, s n u p;n 0 (where 0 ≤ s n ≤ 1), and rectilinearity, r n 1 σ 1;n =σ 0;n (where 0 ≤ r n ≤ 1) are calculated from the respective matrices in the SVD, where n is the sample time index, u p;n 0 is the first component of the left principal singular vector associated with the largest singular value σ 0;n , and σ 1;n is the second largest singular value.
The original data are then simply modulated, d p n s n d n to enhance P waves and d s n 1 s n d n to enhance S waves. In the third example rectilinearity is used as an additional modulator to enhance the signal. For all three examples the exponential window has been set to a nominal length of 1 sec (λ 0:99).
The respective resultant two data sets are then plotted together to facilitate the comparison with the input data set. In a real-time application one would detect the signal and potentially apply additional signal processing for each separate output data stream.
The data could have additionally been rotated into the reference frame of the principal axes,d n U n U T n d n , essentially employing the Karhunen-Loève (KL) transform (for how KL transform and SVD relate, see the appendix of Freire and Ulrych, 1988) , which would provide the basis for other filtering techniques to reduce noise (Jackson et al., 1991;  recorded by a strong-motion instrument at about 30 km distance. A weak P-arrival at 23.7 sec is apparent in this relatively noisy record. S P Figure 7 . P-S separation of the record in Figure 6 . The instrument is located in the near field of a finite source, technically close to a P-wave nodal plane. The result is plausible with a small, short P-wave (red) being overlapped with a large S (blue). de Franco and Musacchio, 2001 ). The rotation was not applied to the example data because noise reduction is not the primary objective here. The rank 2 reduction in the SVD update formalism generates noise-robust filter operators in a similar way as principal component (eigen image) filtering based on a KL transform reduces uncorrelated noise in the data. The first example in Figure 4 is from a small M L 2:2 earthquake on 6 July 2009, 11:00 UT, southwest of Victoria, British Columbia, Canada, recorded at a distance of about 30 km with a strong-motion instrument of 50 μg (≈0:5 mm=sec 2 ) sensitivity. The P arrival at 23.7 sec is almost buried in noise on all three channels. Figure 5 shows the composite result of separating P and S arrivals by incident angle.
The strong-motion seismogram in Figure 6 is from the Umbria-Marche M w 6:4 earthquake of 26 August 1997 (Ambraseys et al., 2004) , recorded by an instrument 1 km away from the fault, technically on a P-wave nodal plane. As to be expected, P and S waves fully overlap; Figure 7 shows a plausible result generated by angle of incidence filtering.
The third example, Figure 8 , is a record of an underwater construction blast in the Vancouver harbor (1.374 t of explosives) on 23 February 2006, acquired by a strongmotion seismograph (500 μg sensitivity) in the area of North Vancouver, Canada, at a distance of about 4 km. The instrument is located at the northern terminus of the Lions-Gate Bridge, one of Vancouver's main traffic arteries and seismically a very noisy environment.
Explosive sources do not, in theory, radiate S waves; the separation into P and S traces in Figure 9 shows that the arrival at 229.5 sec is correctly classified as having P-wave characteristics. In this example, rectilinearity was used for noise suppression and the angle of incidence was used to separate P and S arrivals.
Conclusions
For the purpose of an EEWS or TEWS it is necessary to glean as much information as possible about the unfolding earthquake from the very first arrivals of the seismic wave. Establishing the basic seismic phase of a detection is essential for subsequent real-time analysis. Parameters from the first few seconds of P-wave ground motion can be used to estimate the expected magnitude of an event (Zollo et al., 2006; Lancieri and Zollo, 2008; Wu and Kanamori, 2008; Böse et al., 2009 ) in order to provide more refined warning levels.
Reliable phase detections and their arrival times at multiple instruments are a prerequisite for fast methods to determine the approximate epicenter location (cf. Rosenberger, 2009 ). This can be a tool to immediately assess the tsunami threat depending on whether the earthquake happened under water on a potentially tsunami-genic fault.
The method presented to compute polarization attributes by recursive SVD with rank 2 reductions is well suited to provide the foundation for real-time ground-motion characterization from the associated seismic phase. It can be S P Figure 9 . The blast signal is correctly classified as having P-wave characteristics. In addition to angle of incidence, rectilinearity has been used to suppress noise.
operated online with sample-to-sample resolution and is not very demanding with respect to computing power. More important than ultimate computational efficiency, however, is its robust performance with noisy data. The algorithm is efficient enough to be implemented directly on the embedded computer of a modern strong-motion seismometer.
This instrument will then provide P-wave detections and ground-motion parameters from a continuous data stream and become the basic building block for a regional earthquake or tsunami early warning system.
Data and Resources
Simulations were implemented using GNU Octave, http://www.gnu.org/software/octave/ (last accessed September 2008) .
A Matlab(TM) compatible Octave script with an implementation of the basic SVD update algorithm described in this article is available from the author on request.
The Generic Mapping Tool (GMT) was used to create Seismic data for one of the examples are from the European Strong Motion Database, Volume 2, CD-Rom (Ambraseys et al., 2004) .
