proposed as a means to improve the spectrum utilization. Existing works study the capacity of cognitive radio networks as a random variable given certain peak/average interference power constraints. Such cognitive radio networks with random capacities, however, are limited in their applications since the quality of service (QoS) cannot be guaranteed. In this paper we investigate the maximum stable capacity that can be provided by a cognitive radio network with interference power outage constraints. We consider a scenario where a secondary base station (BS) is located at the center while multiple secondary users are uniformly distributed within a circular cell of radius R. We assume that secondary users transmit on a time-division-multipleaccess (TDMA) basis and dynamically adjust their transmit power to maintain the received signal power at the BS as Po. We first study the interference raised by such a secondary network as a random variable. Its cumulative distribution function (CDF) is derived under both simple and realistic channel models. We further assume that in order to protect primary services, the probability that the interference power perceived at a primary receiver exceeding a threshold 10 should not be larger than an outage probability limit x. Such an interference outage constraint imposes a limit on Po and allows us to express the capacity as a function of 1 0 and x. Moreover, the impacts of the parameters R, shadowing, and fading on the capacity are investigated.
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I. INTRODUCTION
Dynamic spectrum access (DSA) has been proposed as a promising approach to improve the spectrum utilisation by allowing new wireless systems to dynamically access/share the licensed band on a negotiated or an opportunistic basis [1] . DSA strategies can be broadly categorized under three models [1] : dynamic exclusive use model, open sharing model, and hierarchical access model. In this paper, we focus on the last model which adopts a hierarchical access structure with primary and secondary users. It allows the secondary users to access the licensed spectrum under the condition that primary services are not harmfully interrupted. To achieve this, it is usually a requirement for the secondary users to be aware of the radio environment and dynamically adjust their transceiver parameters. Therefore, "secondary network" is often referred to as "cognitive radio network" in the literature [2] - [4] .
A secondary network seeks to coexist with a primary network on a underlay, overlay, or interweave basis [5] . The underlay approach protects primary services by enforcing a spectral mask on the secondary signals. The interweave approach exploits the temporal and geographical dynamics of the primary signal occupation and collects the temporary or locally unused frequency voids, referred to as spectrum holes, for the use of secondary networks. The overlay approach focuses on keeping the signal-to-interference-and-noise-ratio (SINR) requirements fulfilled at primary receivers. To this end, several interference models have been proposed [6] - [ 10] to provide metrics of measuring the interferences raised by secondary networks. Such interferences perceived at primary receivers should fulfill certain constraints such as peak interference power constraint [11] - [13] , average interference power constraint [11] , [12] , [14] , [15] , or interference outage constraint [16] . A peak interference power constraint is suitable if the interference levels at the primary receivers are known to the secondary transmitters, which can then adjust the transmit powers accordingly. In practice, secondary transmitters can obtain the information of such interference levels by means of common control channels [1 7] or primary receiver detection [18] . On the other hand, when the primary receivers are strictly passive and therefore "hidden" from the secondary network, it is more reasonable to consider the interference as a stochastic signal and use the average interference power constraint or interference outage constraint.
Capacity analysis is another important aspect in designing secondary networks. Unlike conventional capacity analysis for licensed networks, the capacity of a secondary network is significantly affected by the coexisting primary systems [19] . Under peak/average interference power constraints, the capacity of a secondary network is often studied as a random variable characterised by its distribution. To this end, the link and system capacity analysis of such networks are provided in [9] , [11] , [12] and [13] - [15] , respectively. A secondary network with a random capacity, however, is restricted in its applications since the QoS of the secondary services cannot be guaranteed. It is therefore of great interest to investigate secondary networks designed to provide a stable capacity. In this paper, we will first describe a secondary network designed to provide a stable capacity by means of power control, followed by a study of the capacity of such a network under interference outage constraints.
The remainder of this paper is organized as follows. Section II describes the system model. In Sections III and IV, we study the capacity of the secondary network with simple channel models and fading channel models, respectively. Numerical results and discussions are presented in Section V. Finally, conclusions are drawn in Section VI.
Meanwhile, we consider an arbitrary primary receiver within the cell and denote its distance to the BS as r (0~r~R).
We refer the underlying channel from the target secondary user to the primary receiver as interference channel. The instantaneous channel power gain from the target secondary user to the primary receiver is denoted as hI. It follows that the interference perceived by the primary receiver is given as
II. SYSTEM MODEL
The system model is shown in Fig. 1 where primary users (TV receivers) and secondary users (mobile phones) coexist on a plane. We consider a secondary circular cell with a BS located at the center and multiple secondary users uniformly distributed within the cell. The cell radius is denoted as R.
In this paper, we focus on the uplink capacity analysis of the secondary cell, while the same approach can be easily extended for downlink analysis.
We assume that multiple secondary users transmit in orthogonal channels to avoid mutual interferences. In this paper, we use the TDMA scheme, which implies that only one target secondary user is scheduled to transmit in a given time slot. It follows that such a TDMA-based secondary network is statistically equivalent to a network that has only one (target) secondary user, whose location is uniformly distributed within the cell. We refer the underlying channel from the target secondary user to the center BS as access channel. The instantaneous channel power gain from the target secondary user to the BS is denoted as h A . Furthermore, in order to enforce a stable capacity, the target secondary user controls its transmission power P so that the received signal power at the BS equals to Po, namely,
arccos (k/2) ,
When only the pathloss is considered, we have
where k = r/ R (0~k~1) and arccos(·) is the inverse cosine function. In (7), e l and O 2 are given by
respectively. For convenience, let us rewrite (6) in the dB scale
In (6) where K I and K A are pathloss constants for the interference and access channels, respectively, d I is the distance from the primary receiver to the target secondary transmitter, d A is the distance from the target secondary transmitter to the BS, and a is the pathloss exponent. Substituting (4) and (5) into (2), it follows that (2) ( 1) as a function of 10 and X, where n denotes the total interference and noise power perceived at the BS.
Clearly, I should be taken as a random variable when we consider the location of the target secondary user as uniformly distributed in the cell. We further assume that in order to protect the primary services, the probability that I exceeds a threshold 1 0 should be smaller than an outage probability . limit X. Such an interference outage constraint in tum imposes a limit on Po and allows us to express the capacity
III. CAPACITY UNDER SIMPLE CHANNEL MODELS
Simple channel models that only consider the effect of pathloss regardless of random shadowing and fading have been adopted in some cognitive radio network studies [14] , [15] , [19] . The reason of using simple channel models is that they often lead to elegant analytical results which can reveal important insights without over-complicating the problem. In this section, we adopt simple channel models and aim to express C given by (3) as a closed-form function of 1 0 and X. (10) where (I)dB = 10 loglO I, (PO)dB = 10 loglO Po, and (L )dB = 5a loglO L. By using the transformation of random variables [20] , the CDP of (L )dB can be written as
From (10) and (11), we can easily obtain the CDF of (I)dB
. (12) We now consider an interference outage constraint which specifies that (I) dB should not exceed a threshold (1 0 ) dB = 10 loglO 1 0 with an outage probability of X, namely (13) Substituting (12) into (13) we get (14) where F(L~dB (x) is the inverse function of F(L)dB (x) given by (11) . From (14) we can see that the maximum received signal (19) When m = 1 this approximation is valid for ae > 6 dB and for m > 2 the approximation is valid for all ranges of a~of interest [16] . The effect of Nakagami fading is to decrease the mean J-L and increase the variance 0'2. Such an approximation allows us to use a single formula (19) to represent both pure-shadowing and composite shadowing and fading channels. When both shadowing and fading are in concern, we use (19) with J-L in (20) 
-F(I)dB ((Io)dB)~X·
a I (PO)dB~(Io)dB + 2 F (L)dB (X)
B. Capacity
Substituting (16) and (17) into (2) (15) where (O)dB = 10 lOglO 0 is the total interference and noise power perceived at the BS in the dB scale.
IV. CAPACITY UNDER REALISTIC CHANNEL MODELS
In this section, we adopt more realistic channel models to include the effects of not only the pathloss but also shadowing and fading.
A. Realistic Channel Models
Modifying the simple channel models in (4) and (5), we can give the fading channel models as
where~I and 'r}1 are random variables which model the effects of the shadowing and mutlipath fading in the interference channels, respectively. Similarly,~A and rIA represent random shadowing and fading factors in the access channels, respectively. We assume that the shadowing factors~I and~A are mutually independent, each follows a log-normal distribution with a zero mean and a standard deviation O'~ranging from 5 to 12 dB with 8 dB being the typical value for macrocellular applications [16] . We further assume that the fading factors r/ 1 and rIA are also mutually independent and follow identical distributions f 17 ( x). When the channels are Nakagami faded, f 17 ( x) is given by a Gamma distribution [16] mmxm-I 1 f"l(x) = r(m) exp(-mx) m~2 (18) where m is the Nakagami shape factor and r (.) denotes the gamma function.
Let "'/ =~1' r}1 and J1:A =~A'r}A denote the composite shadowing and fading factor of the interference channel and access channel, respectively. It follows that both J1:1 and J1:A follow the same Gamma-log-normal distribution whose probability density function (PDF) is denoted as f K (x) [16] .
Such a Gamma-log-normal distribution can be approximated by a log-normal distribution as [16] f ( )~1
In (19) , the mean J-L and variance 0'2 are given by [16] It = E-
respectively, where E = In(10)jl0 is a constant. In (20) , 'ljJ (-) is the Euler psi function given by (31)
V. NUMERICAL RESULTS AND DISCUSSIONS
Numerical results will be presented in this section to visualize the relationship between the cell capacity C and the interference outage constraint defined on two parameters: the power threshold (in dB) (Io)dB and outage limit X. As revealed by (14) and (28), the impact of (Io)dB on the capacity C is relatively straightforward since (Io)dB is additive to (PO)dB. In contrast, the impact of X on C is more obscure and is thus our focus in this section. In the following numerical studies, we assume (1 0 ) dB = 0 dB and compute the capacity C as a function of X.
Based on (14) and (15), Fig. 2 shows the capacity C as a function of X with simple pathloss-only channel models. As expected, the capacity increases with increasing outage limit X. A bigger value of X means that the primary network is more tolerant to the interference, thereby allowing the secondary network to gain more capacity. Moreover, since the interference outage constraint is imposed on the "sampled" interfere perceived at an arbitrary primary receiver, the capacity is shown to be related to the exact location of the primary receiver in concern. Fig. 2 shows that with small values of X, the capacity is limited by primary receivers near the cell edge (larger values of l' / R). In contrast, when X grows larger, the capacity becomes limited by primary receivers close to the cell center (smaller values of 1'/R). When there are multiple primary users in the cell, the interference outage constraint should correspondingly be enforced in multiple locations. In this case, the capacity should be chosen as the minimum among all the capacities computed under multiple interference outage constraints.
Changing to realistic channel models, Fig. 3 shows the capacity C as a function of X based on (15) and (28). We first consider a channel model with pathloss and shadowing regardless of small scale fading. The shadowing standard deviation a~is set to be 8 dB. Comparing Fig. 3 with Fig. 2 , we found that log-normal shadowing tends to reduce the capacity when X is small, but increases the capacity when X becomes larger. Similar to Fig. 2 , the capacity is shown to be related to the location of the primary receiver in concern. However, unlike Fig. 2 , the capacity seems to be constantly limited by primary users near the cell center. This suggests that in order to maximize the capacity of such a secondary network, the secondary BS should be located as further away to any primary receivers as possible.
Finally, the impact of small scale fading on the capacity is shown in Fig. 4 . We set a~= 8 dB, k = 0.7, and vary the value of the Nakagami shape factor m to represent different fading scenarios. The case of m = 1 corresponds to Rayleigh fading, whereas m = 10000 approximates a shadowing channel where there is no small scale fading. Similar to that of log-normal shadowing, it is observed that fading has an impact to reduce the capacity when X is small and increase the capacity when X becomes larger. However, such an impact is trivial as we observe that the capacities obtained with m = 1 have little differences from those obtained with rn = 10000.
VI. CONCLUSIONS
In this paper, we have studied the capacity of a secondary network with a constraint on the outage of the interference power perceived by an arbitrary primary receiver. We have considered a secondary network where uniformly distributed secondary users communicate with a central BS using the TDMA scheme. A power control scheme is assumed which maintains the received signal power at the BS as Po. We have studied the interference raised by such a secondary network and characterised its distribution. Based on this, we have further studied the capacity of the secondary network under an interference outage constraint specified by a threshold 1 0 and an outage probability x. The results have shown that with small values of X, the capacity is limited by primary users near the cell edge. In contrast, when X grows larger, the capacity becomes limited by primary users near the cell center. It has been found that shadowing and fading result in similar impacts on reducing the capacity when X is small while increasing the capacity when X becomes larger. However, compared with shadowing, fading only has trivial impacts on the capacity . ApPENDIX DERIVATION OF (7) In this Appendix, we wish to find the CDF FL(X) of the random variable L given by
where d A and d I are distances from the target secondary user to the secondary BS and the primary user, respectively. As illustrated in Fig. 1 , secondary users are uniformly distributed in a circular secondary cell of radius R. The BS is at the center of the cell and the distance between the primary user and the secondary BS is 1'. One approach to find the PDF of L is by using transformations of random variables. This approach, however, leads to a definite integration which cannot be solved in a closed-form. Instead, a geometric-based method will be introduced in this Appendix to give a closed-form expression of FL(X). First of all, as shown in Fig. 5 , we put the secondary network into a (x, y) coordinate system. The coordinates of the BS (point 0 1 ), primary user (point P) and secondary user are given by (1'/2,0), (-1'/2,0), and (x,y) , respectively. We consider this coordinate system as a probability plane corresponding to the location distribution of the secondary users. Since the secondary user are uniformly distributed within the circle 0 1 , the disk area 0 1 has a probability density of 1/R 2 and elsewhere the probability density is zero.
Under this coordinate system, (29) can be rewritten as
The set of the points (x,y) that fulfill (30) forms a circle O 2 with an origin located at ( -~n:t:t), 0) and a radius In (34), we have
D=_r_

11-xl
is the distance between point 0 1 and point O 2 .
3) When L = 1, the CDF FL(X) is the probability density times the area which is within circle 0 1 and left to the y-axis. Using basic geometries we can get 4) When L increases from 1 to (1 +k) k) 2 , 00 ) .
Finally, (7) is obtained by substituting (31) and (34) into (32), (33), (38), (39), and (40). 
