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ABSTRAK 
 
Algoritma-algoritma pembentukan model proses akan berjalan maksimal apabila 
log data yang diolah adalah log data yang lengkap. Pada kenyataannya, terdapat proses-
proses yang tidak lengkap diakibatkan pengambilan data pada interval waktu tertentu. 
Untuk memberikan hasil maksimal bagi algoritma, maka diperlukan perbaikan terhadap 
proses yang terpotong dengan menjadikan model proses sebagai acuan.  
Model proses deklaratif terdiri dari peraturan-peraturan yang menjelaskan relasi 
proses secara fleksibel untuk mempermudah analisa dan modifikasi. Akan tetapi, model 
proses deklaratif tidak menggambarkan control-flow pattern secara mendetail, sehingga 
relasi proses tidak tergambar secara langsung. MinerFul adalah algoritma yang 
mengkonversi model deklaratif menjadi model proses imperatif, model yang 
menggambarkan control-flow pattern. Akan tetapi, MinerFul tidak dapat 
menggambarkan relasi non-free choice pada kondisi proses yang melibatkan invisible 
task. Kemudian, model proses imperatif tidak memperhatikan data tambahan yang 
disebut atribut, yang digunakan untuk penentuan aktivitas pengganti pada relasi pilihan 
dalam perbaikan proses terpotong. 
Penelitian ini membentuk model proses imperatif tree yang mampu 
menggambarkan non-free choice dan invisible task  dengan cara menggabungkan 
control-flow pattern  yang terbentuk dalam Linear Temporal Logic (LTL). LTL dipilih 
karena ia merupakan bahasa formal dalam penggambarakn relasi komponen yang 
berkaitan dengan waktu dan LTL dapat dikonversi menjadi model tree yang merupakan 
representasi model proses imperatif. Kemudian, model proses imperatif akan diberi 
tambahan atribut dari data tambahan. Atribut adalah data selain aktivitas yang 
ditambahkan di log data, yang dalam penelitian ini adalah detail lampiran aktivitas. Data 
ini akan ditambahkan pada aktivitas di relasi pilihan model proses imperatif. Kemudian, 
proses terpotong akan diperbaiki dengan menggolongkan proses terpotong dan anomali 
dan pemberian aktivitas pengganti berdasarkan urutan node dengan kondisi khusus. 
Kondisi khusus adalah aktivitas pengganti pada relasi pilihan yang dipilih adalah 
aktivitas yang memiliki atribut yang sesuai dengan atribut pada proses terpotong.  
Kemampuan penggambaran non-free choice dan invisible task pada model proses 
imperatif menghasilkan nilai presisi dan simplicity lebih tinggi dari hasil MinerFul, 
dengan rata-rata nilai presisi adalah 0,861 dan nilai simplicity adalah 0,878. Kemudian, 
hasil perbaikan proses yang terpotong dengan memperhatikan atribut menunjukkan 
bahwa akurasi lebih tinggi dibandingkan algoritma Heuristic Linear Approach terutama 
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ABSTRACT 
 
Process discovery algorithms run optimally if an event log is a complete log. In 
fact, there is a truncated process due to data retrieval at certain time intervals. To 
provide maximum results for the algorithms, recovering the truncated process is 
necessary. 
A declarative process model consists of several rules that explain the relations of 
process flexibly. It leads to the ease in analyzing or modifying the process. However, a 
declarative model does not describe control-flow patterns in detail, so the relations of 
process are not drawn directly. MinerFul can convert a declarative model to an 
imperative model, a model that describes control-flow patterns. The disadvantage of 
MinerFul is an inability to describe non-free choice relations in the processes involving 
invisible tasks. Furthermore, the imperative model does not consider additional data 
called attributes, which are used for the determination of replacement activities of 
choice relations in the truncated process. 
This research forms an imperative model, in the form model tree, that involves 
non-free choice and invisible tasks by combining control-flow pattern in Linear 
Temporal Logic (LTL). LTL is chosen because it is a formal language for describing the 
relation of components related to time and it can be converted into a tree model as the 
imperative model. Afterwards, the imperative model will be given additional attributes. 
Attribute is data, other than activity, added in the event log. In this research, attributes 
are detail attachments of activities in the event log. This data will be added to the 
activity in the choice relation of the imperative model. Then, the truncated processes 
will be corrected by classifying the truncated and anomalous and then providing 
replacement activity based on the order of nodes in the preorder and reverse preorder 
with a special condition. A special condition is a chosen activity on the choice relation 
is an activity that has an attribute that matches the attribute of the truncated process. 
 Non-free choice and invisible task capability by proposed method obtains higher 
precision and simplicity values than MinerFul results, with an average precision value 
of 0.861 and a simplicity value of 0.878. Then, the result of recovering truncated 
processes with respect to the attribute by proposed method shows higher accuracy than 
the result of Heuristic Linear Approach, especially in the truncated process at the 
beginning. The average accuracy of the recovered results by proposed method is 
82.16%. 
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AND :  relasi yang menunjukkan bahwa seluruh aktivitas pada 
relasi ini harus dijalankan semua. 
Case :  proses 
Control-flow pattern :  bentuk potongan model prose yang menggambarkan 
relasi tertentu di model proses imperatif 
Event log :  Log Data 
Fitness :  nilai kecocokan model proses 
Invisible Task :  aktivitas tidak terlihat (aktivitas yang tidak terdapat 
dalam log data, tetapi dibutuhkan di model proses )  
Non-free choice  :  pilihan tidak bebas 
OR :  relasi yang menunjukkan bahwa seluruh aktivitas pada 
relasi tersebut dapat dijalankan semua atau dipilih 
beberapa untuk tiap proses 
Node  :  unit dalam graf atau model tree 
Simplicity  :  nilai kualitas kesederhanaan model 
Process Discovery  :  pembentukan model proses 
Process Mining  :  penggalian proses 
Running Time  :  waktu yang digunakan algoritma dalam suatu program 
untuk mendapatkah hasil sesuatu 
Skip activity :  aktivitas yang hilang 
SOP :  Standard Operating Procedure 
Trace :  varian proses pada log data  
Truncated Process :  proses yang terpotong 
XOR :  relasi yang menunjukkan bahwa seluruh aktivitas pada 
relasi ini harus dipilih salah satu untuk dijalankan 
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BAB 1.  
PENDAHULUAN 
 
1.1 Latar Belakang 
Log data berisi informasi mengenai bisnis proses yang berjalan (Wil M P Van Der 
Aalst, 2011). Log data ini akan digunakan oleh algoritma-algoritma pembentukan 
model proses untuk menghasilkan model proses secara langsung. Algoritma-algoritma 
pembentukan model proses akan berjalan maksimal apabila log data yang diolah adalah 
log data yang lengkap. Pada kenyataanya, tidak semua log data menyimpan proses yang 
lengkap (Burattin, Sperduti, & van der Aalst, 2012). Pada Terminal Peti Kemas, 
terdapat puluhan kontainer yang diperiksa dimana setiap pemeriksaan membutuhkan 
waktu lebih dari satu hari. Hal ini memunculkan adanya proses-proses yang keseluruhan 
aktivitas belum selesai dilaksanakan pada saat algoritma pembentukan model proses 
dijalankan pada rentang waktu tertentu. Proses tersebut disebut sebagai proses yang 
terpotong. Proses yang terpotong dapat memicu hasil yang salah apabila diolah secara 
langsung oleh algoritma pembentukan model proses. 
Untuk mengatasi permasalahan tersebut, maka dibutuhkan perbaikan proses yang 
terpotong. Terdapat beberapa cara dalam perbaikan proses, yaitu menggunakan 
pendekatan heuristic (percobaan berdasarkan data yang ada untuk mencari hasil yang 
mendekati solusi terbaik) serta membangun model proses sebagai acuan perbaikan. 
Pendekatan heuristic bisa dilakukan dengan cara mencari relasi aktivitas yang memiliki 
probabilitas tertinggi sebagai relasi perbaikan proses yang terpotong. Pendekatan 
heuristic tidak dapat dipilih karena pendekatan ini tidak melihat keterkaitan antar 
aktivitas, dimana hal tersebut diperlukan pada kasus non-free choice. Oleh karena itu, 
penelitian ini akan menggunakan model proses sebagai acuan perbaikan proses yang 
terpotong.  
Model deklaratif (Maggi, Mooij, & Van Der Aalst, 2011) adalah model yang 
menggambarkan relasi proses secara implisit. Relasi implisit adalah relasi proses yang 
tidak menggambarkan penanda kondisi sekuensial atau paralel, seperti XOR, OR, dan 
AND, akan tetapi menggambarkan ciri dari relasi tersebut. Penggambaran relasi pada 
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model deklaratif membuat model ini menjadi fleksibel, sehingga analis dapat 
menganalisa atau memodifikasi lebih mudah. Sebagai contoh dari fleksibilitas model 
deklaratif, relasi XOR dapat digambarkan dengan relasi chain_response dan relasi 
exclusive_choice sedangkan relasi AND dapat digambarkan hanya dengan relasi 
chain_response. Apabila analis ingin memodifikasi model dari relasi XOR menjadi 
relasi AND, analis cukup menyembunyikan relasi exclusive_chain dari model dan 
apabila relasi XOR kembali dibutuhkan, maka relasi exclusive_chain dapat ditampilkan 
kembali. Akan tetapi, penggambaran secara implisit ini akan menyulitkan perbaikan 
proses yang terpotong karena metode perbaikan membutuhkan relasi yang digambarkan 
secara eksplisit untuk menentukan aktivitas yang akan dipilih.  
Algoritma MinerFul adalah algoritma yang dapat mengkonversi model deklaratif 
menjadi model proses dengan relasi yang tergambar secara eksplisit (model proses 
imperatif). Terdapat berbagai macam bentuk model proses imperatif, seperti YAWL, 
Petri Net, model proses tree. Algoritma MinerFul menggambarkan dalam bentuk Petri 
Net. Kelemahan dari algoritma ini adalah ketidakmampuan membentuk invisible task 
dan relasi non-free choice. Non-free choice adalah keterkaitan aktivitas pada relasi 
pilihan dengan aktivitas pada relasi pilihan lainnya. Sedangkan, pengunaan invisible 
task pada beberapa model proses untuk menggambarkan adanya kondisi melewati, 
berpindah atau mengulang.  
Kemudian, dari sisi perbaikan proses yang terpotong, terdapat beberapa algoritma 
perbaikan proses tidak lengkap telah diusulkan, yaitu Heuristic Linear Approach (Song, 
Xia, Jacobsen, Zhang, & Hu, 2015) dan algoritma Repair Logs (Wang, Song, Zhu, Lin, 
& Sun, 2016). Kedua algoritma tersebut memanfaatkan model proses untuk menentukan 
aktivitas pengganti dari aktivitas yang hilang, dimana pembentukan model proses 
menggunakan algoritma lain. Pada algoritma Heuristic Linear Approach, model proses 
yang digunakan adalah model proses dalam bentuk Petri Net yang dapat dibentuk 
menggunakan algoritma Alpha. Kemudian, kedua algoritma perbaikan tersebut tidak 
membedakan proses yang akan diperbaiki. Akan tetapi, pada kenyataannya terdapat 
beberapa proses yang memiliki ciri seperti proses yang terpotong, akan tetapi proses 
tersebut adalah anomali. Anomali tersebut adalah skip sequence dan wrong pattern. Skip 
sequence adalah proses yang memiliki aktivitas-aktivitas hilang di tengah-tengah 
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proses. Sedangkan, wrong pattern adalah proses yang memiliki aktivitas yang berjalan 
tidak sesuai proses seharusnya. Apabila algoritma pendeteksian hanya berfokus pada 
aktivitas awal dan akhir proses, maka kedua anomali ini akan terdeteksi sebagai proses 
yang terpotong.  
Melihat permasalahan-permasalahan tersebut, penelitian ini mengusulkan metode 
untuk perbaikan proses yang terpotong pada log data yang mengandung non-free choice 
dan invisible tasks dengan membentuk model proses acuan. Model proses yang 
dibentuk adalah model prsoses yang dibentuk dari penggabungan control-flow pattern 
dalam bentuk Linear Temporal Logic (LTL). Dalam hal ini, LTL (Wil M.P. Van der 
Aalst, De Beer, & Van Dongen, 2005) dipilih karena ia merupakan bahasa formal yang 
menggambarkan relasi aktivitas berkaitan dengan waktu. Waktu yang dimaksud disini 
adalah waktu pelaksanaan aktivitas terhadap aktivitas lain, seperti suatu aktivitas 
dijalankan tepat setelah aktivitas lain selesai dijalankan atau suatu aktivitas dijalankan 
kapan saja, dengan ketentuan setelah suatu aktivitas dijalankan. Control-flow pattern 
akan dibentuk dari hubungan rules pada model deklaratif. Pembentukan model 
deklaratif menggunakan algoritma Declare Miner.  
Bentuk model proses yang digunakan sebagai bentuk penggabungan control-flow 
pattern adalah model proses tree. Model ini dipilih karena model ini banyak digunakan 
untuk menggambarkan penguraian formula matematika, yang memiliki kemiripan 
dengan formula LTL, sehingga mempermudah penggabungan control-flow pattern 
dalam bentuk LTL. Model tree tersebut akan digunakan untuk mendeteksi proses yang 
terpotong dan anomali serta memperbaiki proes yang terpotong. Selain itu, atribut dari 
log data ditambahkan pada model tree untuk menambah acuan dalam penentuan 
aktivitas pengganti di relasi pilihan pada saat perbaikan proses yang terpotong. 
Kemudian, perbaikan proses yang terpotong akan dilakukan dengan 
menambahkan aktivitas pengganti dari aktivitas yang hilang sesuai dengan urutan 
aktivitas dalam node pada model tree. Pada proses yang terpotong di bagian akhir, 
urutan node dalam bentuk pre-order, dan proses yang terpotong di bagian awal 
menggunakan model urutan reverse dari pre-order. Akan tetapi, aktivitas yang dipilih 
tidak hanya berdasarkan urutan melainkan berdasarkan node operator pada model tree. 
Node operator akan menentukan aktivitas yang dipilih. Hasil dari penelitian ini adalah 
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proses terpotong yang telah diperbaiki. Dengan adanya perbaikan proses yang terpotong 
ini, maka log data mengandung proses-proses yang lengkap sehingga algoritma-
algoritma penggalian proses dapat melakukan analisa dengan baik menggunakan log 
data tersebut.  
 
1.2 Perumusan Masalah 
Dari latar belakang diatas didapatkan permasalahan sebagai berikut : 
1. Bagaimana metode usulan membentuk model proses imperatif yang dapat 
menggambarkan non-free choice dan invisible task dari rules pada model 
deklaratif? 
2. Bagaimana metode usulan memperbaiki proses yang terpotong? 
3. Bagaimana hasil evaluasi metode usulan dalam pembentukan model proses 
imperatif yang mengandung non-free choice dan invisible task? 
4. Bagaimana hasil evaluasi metode usulan dalam perbaikan proses yang terpotong? 
 
1.3 Tujuan dan Manfaat 
1.3.1 Tujuan 
Tujuan dari penelitian ini adalah membangun model proses dari kumpulan 
control-flow patterns yang dibentuk dari model deklaratif, membedakan proses yang 
terpotong dan anomali, serta memperbaiki proses yang terpotong dari log data.  
1.3.2 Manfaat 
Penelitian ini diharapkan dapat membentuk model proses dari kumpulan 
control-flow patterns yang dibentuk dari model deklaratif serta memperbaiki proses 
yang terpotong sehingga meghasilkan hasil yang lengkap dan analis dapat menganalisa 
dengan baik menggunakan algoritma-algoritma penggalian proses. 
 
1.3.3  Kontribusi Penelitian 
Kontribusi dari penelitian ini adalah perbaikan proses yang terpotong dengan 
dengan membangun model proses yang merupakan gabungan pattern yang dibentuk 
dalam notasi LTL serta membedakan proses yang mengandung anomali dengan proses 
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yang terpotong. Untuk membedakan proses, penelitian akan memanfaatkan model 
proses yang terbentuk dari control-flow pattern dalam bentuk LTL. Kemudian, untuk 
memperbaiki proses, terdapat tiga tahapan. Tahapan pertama adalah pembentukan 
pattern berdasarkan rules pada model deklaratif. Tahapan kedua, pattern tersebut akan 
digabungkan dalam bentuk model proses tree yang digunakan sebagai acuan perbaikan 
proses yang terpotong dan juga penambahan atribut dalam model proses tree untuk 
bahan acuan dalam pemilihan aktivitas pada relasi pilihan. Tahapan ketiga adalah 
pembedaan anomali dan proses yang terpotong serta perbaikan proses yang terpotong 
berdasarkan model proses yang dibentuk. 
 
1.3.4 Batasan Masalah 
Untuk memfokuskan permasalahan penelitian ini, batasan masalah yang 
ditentukan adalah sebagai berikut: 
 Metode perbaikan proses yang terpotong belum berjalan dengan baik apabila 
log data yang didapatkan memiliki variasi proses yang sedikit. Sebagai 
contoh, metode perbaikan proses yang terpotong berjalan sempurna pada 
relasi XOR yang melibatkan 3 aktivitas apabila terdapat tiga variasi proses 
yang terekam di log data. 
 Penelitian ini tidak membedakan macam-macam anomali yang muncul. 
 Proses yang terpotong pada kasus ini karena pengambilan data dalam interval 
waktu tertentu. 
 Pemilihan proses yang terpotong untuk diperbaiki tidak memperhitungkan 
adanya anomali pada aktivitas yang akan datang. 
 Log data yang digunakan dalam penelitian memiliki data tambahan selain 
aktivitas, waktu dan pelaku untuk digunakan sebagai atribut. 
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KAJIAN PUSTAKA DAN DASAR TEORI 
 
2.1 Kajian Pustaka 
Kajian Pustaka yang telah dilakukan adalah dengan melakukan ujicoba 
penelitian sebelumnya dan melakukan kajian terhadap literatur yang relevan. Penelitian 
yang dilakukan adalah pembentukan model proses dari model deklaratif sebagai acuan 
dalam perbaikan proses yang terpotong. Pembentukan model proses dilakukan dengan 
menggabungkan control-flow pattern yang dibentuk dari hubungan antar rules pada 
model deklaratif. Pembentukan model proses dari model deklaratif memberikan dua tipe 
model, yaitu model proses secara garis besar yang dipaparkan oleh model deklaratif dan 
model dengan relasi aktivitas secara rinci yang dipaparkan oleh model proses yang 
dibentuk pada penelitian ini. 
Algoritma MinerFul (Di Ciccio, Schouten, De Leoni, & Mendling, 2015) 
adalah algoritma yang mampu mengkonversi model deklaratif menjadi model proses 
dengan relasi eksplisit (model proses imperatif). Algoritma ini mencari hubungan rules 
pada model deklaratif untuk membentuk relasi sekuensial dan relasi paralel XOR, AND. 
Algoritma ini menggambarkan model proses dari model deklaratif dalam bentuk Petri 
Net. Kelemahan dari algoritma MinerFul adalah ketidakmampuan untuk 
menggambarkan relasi non-free choice dan invisible task. 
Untuk perbaikan proses yang memiliki aktivitas hilang, terdapat dua penelitian 
tentang itu, yaitu Heuristic Linear Approach (Song et al., 2015) dan algoritma Repair 
Logs (Wang et al., 2016). Algoritma Repair Logs (Wang et al., 2016) adalah metode 
yang memperbaiki proses yang memiliki aktivitas yang hilang berdasarkan model 
proses SOP (Prosedur Standar Operasi) dengan mencari jumlah aktivitas pengganti 
terkecil. Algoritma ini tidak hanya memperbaiki aktivitas yang hilang, akan tetapi juga 
mengestimasi waktu ekseskusi dari aktivitas pengganti aktivitas yang hilang tersebut. 
Akan tetapi, algoritma ini memiliki kesulitan dalam menentukan aktivitas pengganti 
apabila terdapat lebih dari satu kemungkinan pilihan (yang terjadi pada relasi pilihan 
XOR atau OR) yang memiliki jumlah aktivitas yang sama. Algoritma Heuristic Linear 
Approach adalah metode yang memiliki kinerja yang sama dengan algoritma Repair 
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Logs, yaitu menggunakan model proses SOP untuk memprediksi aktivitas pengganti 
dari aktivitas yang hilang. Metode ini mengembangkan algoritma Repair Logs dengan 
memanfaatkan probabilitas kemunculan rangkaian aktivitas pengganti pada log data 
apabila terdapat lebih dari satu kemungkinan pilihan. Akan tetapi, pengunaan 
probabilitas ini memiliki kendala apabila proses yang memiliki aktivitas hilang (dalam 
hal ini proses terpotong) merupakan proses yang tidak banyak muncul dalam proses 
lengkap di log data. Pengujian yang dilakukan hanya menggunakan algoritma Heuristic 
Linear Approach karena algoritma ini mengembangkan algoritma Repair Logs dengan 
memperhatikan proses yang memiliki probabilitas tinggi pada saat perbaikan proses 
yang memiliki aktivitas hilang.  
Melihat permasalahan yang timbul dari algoritma-algoritma yang ada 
sebelumnya, penelitian ini akan membangun metode untuk membentuk model proses 
dari model deklaratif yang dapat menangani non-free choice dan invisible task serta 
metode perbaikan proses yang terpotong berdasarkan model proses yang dibentuk 
dengan tambahan keterangan atribut pada model proses serta pengelompokkan proses 
yang terpotong dengan anomali. Penambahan keterangan atribut diusulkan untuk 
memberikan tambahan acuan dalam pemilihan aktivitas pengganti pada relasi pilihan 
dan pengelompokkan proses yang terpotong dengan anomali diusulkan untuk 
memberikan proses lengkap yang tidak mengandung noise (data yang salah).  
2.2 Dasar Teori 
2.2.1 Invisible Task 
Invisible Task (Aktivitas Tak Terlihat) adalah aktivitas tambahan yang tidak 
muncul di log data tetapi ditampilkan dalam model proses (Wen, Wang, van der Aalst, 
Huang, & Sun, 2010). Kegunaan dari invisible task adalah untuk membantu 
menggambarkan proses secara sebenarnya dalam model proses. Invisible task dibagi 
menjadi dua macam, yaitu invisible prime task dan invisible non-prime task. Invisible 
prime task adalah invisible task yang ditangani oleh algoritma Alpha# (Wen et al., 
2010). Terdapat tiga macam invisible prime task yaitu Melewati, Mengulang, dan 
Berpindah.  
Invisible task tipe Melewati digunakan untuk menggambarkan aktivitas yang 
dapat dilewati. Invisible task tipe melewati baru terjadi apabila kondisi aktivitas yang 
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dilewati tersebut lebih dari 5% kemunculan di log data. Hal ini untuk membedakan 
proses dengan kondisi melewati dan anomali berupa skip sequence. Pemberian 
threshold 5% dikarenakan anomali adalah kejadian yang tidak sesuai dengan proses 
yang seharusnya dan kemunculannya sangat jarang dalam log data. Invisible task tipe 
Mengulang digunakan untuk menggambarkan aktivitas yang dapat diulang. Invisible 
task tipe Berpindah digunakan untuk perpindahan eksekusi pada beberapa percabangan. 
Contoh dari invisible task dalam bentuk YAWL digambarkan pada Gambar 2.1. 
Lingkaran hijau digunakan sebagai awal dan lingkaran merah digunakan sebagai 
akhiran. Split pattern hanya memiliki lingkaran hijau dan Join pattern memiliki 
lingkaran merah untuk menunjukkan bahwa split pattern harus ditempatkan pada awal 
join pattern untuk menggambarkan hubungan paralel. Kotak yang berwarna hitam 
merupakan invisible task. 
 
Gambar 2.1 Contoh Invisible Task  
 
Penelitian ini mengkonstruksi control-flow pattern berdasarkan template deklarasi 
(rules) sebagai hasil algoritma Declare Miner. Sejalan dengan template deklarasi yang 
terbentuk dalam Linear Temporal Logic (LTL), penelitian ini mengusulkan control-flow 
patterns pada Linear Temporal Logic (LTL). 
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2.2.2 Non-Free Choice  
Non-Free Choice adalah relasi tambahan pada model proses untuk 
menggambarkan aktivitas pilihan yang harus dijalankan setelah aktivitas tertentu telah 
dijalankan. Contoh sederhana dari non-free choice ditunjukkan pada relasi aktivitas A 
ke aktivitas I dan aktivitas B ke aktivitas F pada Gambar 2.2. Dari gambar tersebut, 
dapat dilihat bahwa sebenarnya aktivitas F dan aktivitas G adalah aktivitas pilihan, akan 
tetapi pengeksekusian kedua aktivitazs tersebut bergantung pada aktivitas tertentu.  
 
Gambar 2.2 Model Proses yang memiliki relasi non-free choice 
 
Algoritma pertama yang berfokus dalam menampilkan non-free choice di model 
proses adalah algoritma Alpha++ (Wen, van der Aalst, Wang, & Sun, 2007). Algoritma 
ini telah diimplementasikan pada kakas bantu bernama ProM dan aturan pemunculan 
non-free choice dari algoritma Alpha++ telah diadaptasi oleh algoritma lainnya, yaitu 
algoritma Alpha$ (Guo, Wen, Wang, Yan, & Yu, 2015). 
2.2.3 Proses Yang Terpotong dan Anomali 
Baik buruknya kualitas log data dipengaruhi oleh beberapa hal. Permasalahan-
permasalahan utama yang menyebabkan menurunnya kualitas log data adalah (Bose, 
Mans, & van der Aalst, 2013): 
 Missing data  : terdapat beberapa informasi (seperti aktivitas, waktu dan  
atribut) yang tidak terekam dalam log data. 
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 Incorrect data : terdapat beberapa informasi yang salah terekam, seperti 
aktivitas yang salah, relasi antar aktivitas yang salah, atau 
nilai atribut yang salah. 
 Imprecise data  : terdapat beberapa informasi yang tidak dijelaskan secara 
spesifik pada log data sehingga menyulitkan penggalian 
informasi dari data tersebut. 
 Irrelevant data : terdapat beberapa informasi yang tidak sesuai untuk 
digunakan oleh algoritma penggalian proses, sehingga 
untuk mengatasi permasalahan ini dilakukan filtering 
terlebih dahulu pada log data. 
Salah satu penyebab dari adanya missing data adalah proses yang terpotong. 
Proses yang terpotong ini adalah proses yang aktivitas-aktivitas awal atau aktivitas-
aktivitas akhir hilang pada log data akan tetapi terjadi pada kenyataannya. Contohnya 
pada proses ABC. Aktivitas A dan B berjalan pada tanggal 30 September dan aktivitas 
C berjalan pada tanggal 1 Oktober. Apabila algoritma penggalian proses mengolah log 
data bulan September, aktivitas C tidak ikut dalam log yang diolah sehingga proses ini 
termasuk dalam proses yang terpotong. Penelitian ini akan menggambarkan formalitas 
dari proses yang terpotong. Formalisasi tersebut dapat dilihat pada Gambar 2.3. 
 
 
Gambar 2.3 Formalisasi Proses yang Terpotong 
 
Perbedaan dari proses yang terpotong dan anomali, berupa skip acitivity terletak 
pada keberadaan missing data. Proses yang terpotong adalah proses yang mengalami 
missing data pada bagian akhir dan awal, akan tetapi tidak mengalami missing data 
pada bagian tengah proses. Sedangkan, anomali berupa skip activity adalah proses yang 
Proses yang Terpotong (Truncated Process) 
Jika SOPT  adalah proses pada model proses, truncT adalah proses yang terpotong, 
serta k dan l adalah aktivitas dimana k(0) adalah aktivitas awal dan k(t) adalah 
aktivitas akhir, maka proses yang terpotong terjadi 
apabila , , (0) (0) ( ) ( ) (0), ( )trunc SOP SOPk T l T k l k t l t k k t T         
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memiliki missing data pada bagian tengah proses. Kemudian, perbedaan proses yang 
terpotong dengan anomali berupa wrong pattern adalah proses yang memiliki alur 
aktivitas yang terbalik atau tidak sesuai dengan model proses. Apabila algoritma 
perbaikan proses yang terpotong hanya memperhatikan aktivitas awal dan akhir, maka 
proses yang termasuk wrong pattern bisa dikategorikan sebagai proses yang terpotong. 
Contoh dari proses yang terpotong, skip sequence, dan wrong pattern dapat dilihat pada 
Tabel 2.1. Pada contoh proses yang lengkap, aktivitas A sampai D dilakukan pada bulan 
Januari, akan tetapi aktivitas E, F, dan G dilakukan pada bulan Februari. Proses yang 
terbentuk dalam proses terpotong, skip sequence, dan wrong pattern adalah proses yang 
terjadi di bulan Januari. 
Tabel 2.1 Contoh Proses Terpotong, Skip Sequence,dan Wrong Pattern 
Jenis Proses Contoh Proses 
Proses Lengkap A, B, C, D, E, F, G 
Proses Terpotong A, B, C, D 
Skip Sequence A, D 
Wrong Pattern A, C, B, D 
 
2.2.4 Algoritma Heuristic Linear Approach 
Heuristic Linear Approach adalah algoritma yang digunakan untuk memperbaiki 
proses yang memiliki aktivitas hilang dengan memanfaatkan model proses Petri Net. 
Algoritma yang membentuk model proses dalam bentuk Petri Net adalah algoritma 
Alpha. Algoritma Heuristic Linear Approach membentuk traces dari model proses dan 
kemudian memilih aktivitas pengganti untuk aktivitas yang hilang dengan mencari 
jumlah aktivitas pengganti paling kecil serta probabilitas kemunculan aktivitas 
pengganti yang besar di log data. 
Langkah-langkah dari Heuristic Linear Approach adalah sebagai berikut: 
1. Model proses dipecah menjadi traces (rangkaian aktivitas yang dapat dibentuk dari 
model proses) sebagai acuan dalam perbaikan proses. 
2. Apabila aktivitas awal case bukan merupakan aktivitas awal di model proses, maka 
aktivitas pengganti adalah rangkaian aktivitas sebelum aktivitas awal case yang 
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memiliki jumlah aktivitas paling sedikit atau jumlah probabilitas kemunculan setiap 
aktivitas rangkaian tersebut terhadap log data adalah jumlah terbesar. 
3. Apabila aktivitas akhir case bukan merupakan aktivitas akhir di model proses, 
maka aktivitas pengganti adalah rangkaian aktivitas setelah aktivitas akhir case 
yang memiliki jumlah aktivitas paling sedikit atau jumlah probabilitas kemunculan 
setiap aktivitas rangkaian tersebut terhadap log data adalah jumlah terbesar. 
4. Kemudian, dimulai dari aktivitas pertama pada case, apabila aktivitas tersebut dan 
aktivitas setelahnya di case tidak tergambar di semua traces acuan, maka traces 
yang digunakan sebagai acuan adalah traces yang mengandung kedua aktivitas 
tersebut dimana aktivitas setelah tidak muncul sebelum aktivitas tersebut di traces. 
Rangkaian aktivitas yang dipilih adalah rangkaian aktivitas sebelum aktivitas awal 
case yang memiliki jumlah aktivitas paling sedikit atau jumlah probabilitas 
kemunculan setiap aktivitas rangkaian tersebut terhadap log data adalah jumlah 
terbesar. 
Dengan menggunakan probabilitas kemunculan aktivitas serta jumlah aktivitas, 
algoritma Heuristic Linear Approach memiliki kendala, yaitu: 
1. Kesulitan dalam Penentuan Aktivitas Pengganti pada relasi non-free choice yang 
mengandung invisible task 
Pembentukan non-free choice pada relasi yang mengandung invisible task 
menjadi kesulitan dalam algoritma Alpha. Ketidakmampuan pembentukan non-free 
choice ini akan berpengaruh pada perbaikan proses dalam algoritma Heuristic 
Linear Approach. Sebagai contoh, model yang menjadi acuan algoritma Heuristic 
Linear Approach tergambar dalam Gambar 2.4, dimana log data berisi trace [A, B, 
E, F, H] yang muncul sebanyak 4 kali, trace [A, C, E, G, H] yang muncul sebanyak 




Gambar 2.4 Model Proses Acuan Algoritma Heuristic Linear Approach 
 
Terdapat case [A, B] yang merupakan proses yang terpotong di bagian akhir 
dimana case lengkapnya adalah [A, B, E, F, H]. Berdasarkan algoritma Heuristic 
Linear Approach, terdapat 3 trace yang menjadi acuan dari 9 trace yang terbentuk 
berdasarkan model proses. Tiga trace tersebut adalah [A, B, E, F, H],  [A, B, E, G, 
H], dan [A, B, E, H]. Karena rangkaian dengan jumlah aktivitas paling sedikit dan 
juga probabilitas kemunculan tiap aktivitas besar adalah rangkaian [E, H], maka 
case [A, B] akan diperbaiki menjadi [A, B, E, H]. Berdasarkan case lengkap, hasil 
dari algoritma Heuristic Linear Approach tidak benar. Apabila relasi non-free 
choice antara aktivitas B dan F tergambar, maka trace yang dijadikan acuan hanya 
[A, B, E, F, H] sehingga hasil perbaikan proses akan menjadi benar. Oleh karena 
itu, pembentukan model proses yang mampu menangani relasi non-free choice 
dalam relasi yang mengandung invisible task diperlukan. 
2. Kesulitan dalam Penentuan Aktivitas Pengganti yang Memiliki Probabilitas Rendah 
Terdapat case [A] yang memiliki aktivitas hilang di bagian akhir, dimana case 
lengkapnya adalah [A, C, D].  Terdapat model proses seperti pada Gambar 2.5 
dengan log berisi trace [A, B, D] yang muncul sebanyak 12 kali dan trace [A, C, 
D] yang muncul sebanyak 8 kali. Dengan menggunakan algoritma Heuristic Linear 
Approach, terdapat dua rangkaian aktivitas sebagai pilihan, yaitu [B, D] dan [C, D]. 
Probabilitas [B, D] adalah probabilitas kemunculan B + probabilitas kemunculan D 
= 0,6 + 1 = 0,8 dan probabilitas [C, D] adalah 0,4 + 1 = 0,7. Dikarenakan algoritma 
Heuristic Linear Approach memilih probabilitas terbesar, maka [B, D] dipilih 
sehingga hasil perbaikan adalah [A, B, D]. Jika dibandingkan dengan case lengkap, 
hasil tersebut adalah salah. Oleh karena itu, diperlukan informasi lain untuk acuan 
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perbaikan proses, dimana dalam penelitian ini menggunakan atribut (tambahan 
informasi pada log data selain aktivitas).  
 
Gambar 2.5 Model Proses Acuan yang Mengandung Relasi XOR 
 
3. Tidak membedakan Proses Terpotong dan Anomali dalam Perbaikan Proses 
Tabel 2.2 menunjukkan contoh dari proses yang lengkap dan Tabel 2.3. 
Apabila proses lengkap merupakan trace yang digunakan sebagai acuan, maka 
proses yang terpotong akan diperbaiki menjadi [A, B, C, D, E, F].  
Untuk anomali, berdasarkan langkah ke-empat dari algoritma Heuristic Linear 
Approach, maka aktivitas C ditambahkan diantara aktivitas B dan D, dan 
berdasarkan langkah ke-tiga maka rangkaian aktivitas [D, E, F] ditambahkan di 
akhir proses. Hasil akhir dari perbaikan tersebut adalah [A, B, C, D, C, D, E, F]. 
Jika dikomparasi dengan proses lengkap pada Tabel 2.2, hasil perbaikan anomali 
ini tidak benar dan akan memberikan hasil yang salah apabila diikutkan sebagai 
bahan analisa proses. Oleh karena itu, diperlukan pemisahan proses terpotong dan 
anomali sebelum algoritma Heuristic Linear Approach dijalankan, sehingga proses 
yang diperbaiki adalah proses yang terpotong. 
Tabel 2.2 Contoh Kasus Proses 
Proses Lengkap 
Case ID Activity Time 
440 A 1/31/2017 19:20:05 
440 B 1/31/2017 21:35:10 
440 C 1/31/2017 22:43:00 
440 D 1/31/2017 23:59:13 
440 E 2/01/2017 02:03:56 
440 F 2/01/2017 04:00:00 
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Tabel 2.3 Contoh Proses Terpotong dan Anomali berdasarkan Tabel 2.2 
Jenis Proses Case 
Proses Terpotong A B C D 
Anomali (Wrong Pattern) A B D C 
 
2.2.5 Linear Temporal Logic (LTL) 
Linear Temporal Logic (LTL) (Raim, 2014) adalah bahasa yang menggambarkan 
logika temporal yang mengacu pada waktu. Linear Temporal Logic dibangun dari 
konstanta (benar dan salah), sekelompok proposisi atomic, operator logika (¬, ޕ, ޔ, →) 
dan operator modal temporal. Terdapat empat operator modal temporal yang digunakan 
pada Linear Temporal Logic. Penjelasan mengenai operator tersebut dapat dilihat pada 
Tabel 2.4.  
Tabel 2.4 Operator Linear Temporal Logic (LTL) 
 
Ilustrasi penggunaan operator diberikan untuk memperjelas pemahaman. Contoh 
operator pertama adalah Registration -> X (Go In The Venue), Dikatakan bahwa setiap 
pengunjung harus pergi ke tempat acara tepat setelah mendaftar. Contoh operator kedua 
adalah G ( ( Registration -> X ( Go to The Venue ) ). Dikatakan bahwa registrasi 
aktivitas dan kemudian pergi ke venue bisa terjadi pada proses pertama, pada proses 
tengah, atau akhir proses. Contoh operator ketiga adalah Registration -> F ( Enter the 
Meeting Room ). Dikatakan bahwa setelah melakukan registrasi, setiap pengunjung 
dapat melakukan aktivitas lain sebelum masuk ruang pertemuan atau langsung masuk 
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ke ruang pertemuan. Contoh dari operator terakhir adalah Registration U  Event 
Opening. Pernyataan ini memberitahukan bahwa pendaftaran akan terus dibuka sampai 
acara dimulai. 
2.2.6 Control-Flow Patterns 
Standarisasi pattern yang menggambarkan pengekseskusian aktivitas dalam 
relasi sekuensial dan paralel telah banyak didefinisikan (Mulyar, Russell, ter Hofstede, 
& van der Aalst, 2006; Russell, N., ter Hofstede, A.H.M, van der Aalst, W.M.P, 
Mulyar, 2006). Dari dua puluh pattern yang diperkenalkan, ada beberapa pattern yang 
sering diterapkan pada model proses. Pattern tersebut adalah parallel split, exclusive 
choice, multi-choice,  sequence, simple merge, synchronization,  and synchronization 
merge. 
Sequence pattern menunjukkan aktivitas yang berjalan berurutan. Parallel split 
dan synhronization digunakan untuk menggambarkan aktivitas secara paralel atau 
menggambarkan AND relation dalam model proses. Simple merge dan juga executive 
choice digunakan untuk menandakan pelaksanaan salah satu kegiatan pilihan atau 
menggambarkan hubungan XOR dalam model proses. Kemudian, multi-choice dan 
synchronization merge digunakan untuk menggambarkan pelaksanaan lebih dari satu 
aktivitas pilihan atau menggambarkan hubungan OR dalam model proses. Sekumpulan 
pattern tersebut, selain digunakan sebagai potongan model, berfungsi sebagai pemeriksa 
kesalahan pada model proses yang digambarkan dari log data dengan membangun 
pattern dari model proses Operasional Prosedur Standar (SOP) (Sarno, Wibowo, 
Kartini, Effendi, & Sungkono, 2016). 
Selain pattern yang sudah umum, pada penelitian ini ditambahkan dua pattern, 
yaitu pattern untuk relasi non-free choice dan invisible task. Kesemua pattern tersebut 
digambarkan dalam format YAWL yang dapat dilihat pada Gambar 2.6. Lingkaran 
hijau dilambangkan sebagai awal dari model proses dan lingkaran merah dilambangkan 
sebagai akhir dari model proses. Pemberian lingkaran hijau pada split pattern dan 
pemberian lingkaran merah pada join pattern untuk menunjukkan bahwa split pattern 
harus ditempatkan sebelum join pattern dalam menggambarkan hubungan paralel. 
Pattern yang menggambarkan relasi non-free choice tidak memiliki lingkaran hijau atau 
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lingkaran merah karena pattern ini perlu digabung dengan pattern lain untuk 
menggambarkan relasi utuh. 
Penelitian ini membentuk control-flow pattern berdasarkan rules pada model 
deklaratif sebagai hasil dari algoritma Declare Miner (Maggi et al., 2011). Sejalan 
dengan rules pada model deklaratif yang dibangun dalam Linear Temporal Logic 
(LTL), penelitian ini akan membentuk control-flow pattern dalam bentuk Linear 
Temporal Logic (LTL). 
 
Gambar 2.6 Control-Flow Pattern 
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2.2.7 Algoritma Declare Miner 
Algoritma Declare Miner (Maggi et al., 2011) adalah algoritma yang membentuk 
model deklaratif dari log data. Model deklaratif adalah gabungan berbagai rules untuk 
menggambarkan relasi aktivitas secara implisit. Relasi yang implisit adalah relasi yang 
tidak menggambarkan secara langsung kondisi sekuensial atau paralel, seperti XOR, 
OR, dan AND, akan tetapi menggambarkan ciri-ciri terjadinya kondisi-kondisi tersebut. 
Penggambaran rules secara implisit itu memberikan fleksibilitas pada model. Rules 
yang digunakan disebut juga rules (template) Declare. Beberapan rules declare, yang 
mana digunakan pada penelitian ini, dapat dilihat pada Tabel 2.5. Setiap rules 
dilengkapi dengan format LTL (Linear Temporal Logic). Format ini digunakan untuk 
menentukan apakah rules sesuai dengan keadaan proses dalam log data. 
Tabel 2.5 Potongan Rules Declare 
Rules Declare LTL Deskripsi 
Chain 
Response(K,R) 
□ ( K → O ( R 
) )  
Jika K terekam, maka aktivitas yang 
langsung terekam selanjutnya adalah R 
Exclusive Choice 
(K,R) 
( ◊ ( K \/ R )  /\ 
! ( ◊ ( K /\ R ) ) 
)   
 
K atau R akan terekam dalam proses, 
akan tetapi kedua aktivitas tersebut 
tidak dapat terekam pada proses yang 
sama. 
Response(K,R) □ (  K →  ◊ ( 
R ) )  
Aktivitas R hanya boleh terekam 
apabila aktivitas K sudah terekam 
dalam proses 
Existences2(K) ◊ ( K /\ O ( ◊ 
(K) )  )  
Aktivitas K muncul sekurang-






Langkah dari Algoritma Declare Miner adalah sebagai berikut: 
1. Pemilihan rules yang akan ditampilkan dalam model deklaratif. Untuk penelitian 
ini, rules yang dipilih adalah rules pada Tabel 2.5. 
2. Penentuan nilai minimum support sebagai threshold untuk penentuan rules yang 
terpilih. Nilai support adalah jumlah keadaan aktivitas di log data yang memenuhi 
rules dibagi dengan jumlah kemunculan aktivator. Sebagai contoh, terdapat proses 
dalam log data sebagai berikut : [A, B, D], [A, C, D], [A, B, D]. nilai support dari 
chain_response(A,B) adalah 0,67 karena [A,B] muncul dua kali dan relasi dimana 
A sebagai aktivitas persis sebelum aktivitas lain ada tiga kejadian. nilai support dari 
exclusive_choice(B,C) adalah 1.0 karena dari semua proses, rules exclusive_choice, 
yang menyatakan bahwa aktivitas B dan D tidak berada dalam proses yang sama, 
terpenuhi. 
3. Setiap tipe rules dengan mengkombinasikan semua aktivitas dicek berdasarkan log 
data untuk mendapatkan nilai support. 
4. Rules yang memiliki nilai support sama dengan atau lebih besar dari nilai minimum 
support akan dipilih dan digabungkan menjadi model deklaratif. Contoh hasil 
model deklaratif dapat dilihat pada Gambar 2.7. 
 
Gambar 2.7 Contoh Model Deklaratif 
 
Model deklaratif tidak menggambarkan relasi paralel (XOR, OR, AND) maupun 
relasi non-free choice secara langung. Relasi ini disebut sebagai relasi implisit. Pada 
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model proses imperatif, seperti model YAWL, model Petri Net, penggambaran relasi 
secara langsung dengan menggunakan control-flow pattern. Untuk mempermudah 
penentuan aktivitas pengganti dalam perbaikan proses, relasi implisit dalam model 
deklaratif dapat dikonversi ke dalam control-flow pattern pada model proses imperatif. 
2.2.8 Model Tree 
Model tree adalah model umum yang banyak digunakan oleh beberapa algoritma 
process mining, salah satunya Inductive Miner . Suatu model tree memiliki operator 
nodes dan leaf node. Operator node melambangkan relasi antar anak cabang (Buijs, 
Van Dongen, & Van Der Aalst, 2012). Operator node terdiri dari relasi sequence ( ), 
relasi AND ( ), relasi OR ( ), relasi XOR ( ) dan loop ( ) (Buijs, van Dongen, & van 
der Aalst, 2012). Leaf node pada process tree merupakan aktivitas pada model proses 
(Buijs, van Dongen, & van der Aalst, 2012). Urutan pengeksekusian node pada process 
tree dimulai dari cabang paling kiri ke cabang paling kanan serta cabang paling bawah 
ke cabang paling atas (Buijs, van Dongen, & van der Aalst, 2012). Gambar 2.8 
menunjukkan contoh model tree yang mendeskripsikan model proses Petri net.  
 
Gambar 2.8 Notasi Model Process Tree 
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2.2.9 Perhitungan Kualitas Model 
Terdapat empat aspek dalam mengukur kualitas model. Ke-empat aspek tersebut 
adalah fitness, presisi, simplicity, dan generalisasi. Fitness mengukur seberapa besar 
proses pada log data dapat tergambar di model proses. Presisi mengukur seberapa besar 
trace yang terbetuk dari model proses tergambar dalam log data. Simplicity mengukur 
kesederhanaan model proses tanpa menghilangkan proses dari log data. Sedangkan, 
generalisasi mengukur generalisasi model proses.  
Sebuah model proses dengan fitness yang baik menunjukkan "kecocokan" dari 
model proses yang ditemukan dengan "realita" . Sebuah model proses dikatakan 
memiliki fitness sempurna jika semua trace di log data. dapat diwakili oleh model 
proses dari awal sampai akhir. Sebaliknya, jika banyak trace di log data tidak dapat 
diwakili oleh model proses dari awal sampai akhir, maka model proses disebut memiliki 
fitness yang buruk (De Cnudde, Claes, & Poels, 2014). Perhitungan fitness 
menggunakan Persamaan (1). 
Presisi menyatakan bahwa suatu model proses tidak seharusnya menunjukkan 
proses yang cenderung berbeda dengan proses yang terlihat pada log data. Presisi 
berkaitan dengan notasi overfitting dalam konteks data mining. Suatu model proses 
dikatakan overfitting apabila model proses tersebut sangat spesifik dan berpatokan 
penuh pada contoh proses di log data. Semakin tinggi nilai presisi suatu model proses, 
maka semakin besar kecenderungan model tersebut dalam notasi overfitting. 
Perhitungan presisi menggunakan Persamaan (2). 
Perhitungan simplicity suatu model proses dengan cara membandingkan ukuran 
tree model dari suatu model proses dengan aktivitas pada event log. Apabila aktivitas 
yang muncul pada model proses hanya sekali dan semua aktivitas pada log data 
tergambar pada tree model, maka model tersebut memiliki nilai similarity yang tinggi. 
Perhitungan simplicity menggunakan Persamaan (3).  
Generalisasi menyatakan bahwa suatu model proses seharusnya menunjukkan 
generalisasi dari contoh proses yang terlihat pada event log. Generalisasi berkaitan 
dengan notasi underfitting dalam konteks data mining. Suatu model proses dikatakan 
underfitting apabila model proses tersebut juga menunjukkan proses yang cenderung 
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berbeda dengan proses yang terlihat pada log data. Semakin tinggi nilai generalisasi 
suatu model proses, maka semakin besar kecenderungan model tersebut dalam notasi 
underfitting. Perhitungan generalisasi suatu model proses memperhatikan frekuensi dari 
kemunculan node pada process tree berdasarkan log data. Perhitungan generalisasi 














Qf : nilai kualitas model proses dari sisi fitness  
Qp : nilai kualitas model proses dari sisi presisi 
Qs : nilai kualitas model proses dari sisi simplicity 
Qg : nilai kualitas model proses dari sisi generalisasi 
#casesCaptured : jumlah proses dalam log data yang tergambar di model 
proses 
#casesLog : jumlah proses di log data 
#tracesCaptured : jumlah traces (variasi proses yang dapat dibentuk dari model 
proses) yang terekam dalam proses di log data 
#tracesModel : jumlah traces atau variasi proses yang dapat dibentuk dari 
model proses 
#executions
 : jumlah node yang diimplementasikan pada trace di log data. 
#dupAct : jumlah aktivitas yang digambarkan duplikasi dalam tree 
model serta jumlah duplikasinya. 
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#misAct : jumlah aktivitas pada log data yang tidak tergambar dalam 
model tree serta aktivitas yang tergambar tetapi tidak ada 
dalam log data. 
#exectNode : jumlah node dalam model tree dilalui sesuai dengan proses 
dalam log data. 
#nodeTree : jumlah node yang tedapat dalam tree model 
 
2.2.10 Perhitungan Akurasi Metode Perbaikan Proses yang Terpotong 
Metode pengujian yang dilakukan mengguunakan hasil akurasi. Terdapat dua 
persamaan akurasi yang dilakukan. Akurasi untuk penentuan anomali serta proses yang 
terpotong terdapat pada Tabel 2.6 dan Persamaan (5) , sedangkan akurasi untuk hasil 
perbaikan proses yang terpotong terdapat dalam Persamaan (6). 
Tabel 2.6 Confusion Matric untuk menentukan Anomali dan Proses yang Terpotong 
 Kelas Sebenarnya (dari Expert) 















Pada Tabel 2.6, kelas sebenarnya didapatkan dari expert¸dimana expert 
memberikan trace dari proses yang benar. Trace dari proses yang benar dapat dilihat 
pada LAMPIRAN A. Apabila aktivitas di tengah-tengah proses tidak sesuai dengan 
aktivitas di tengah-tengah proses yang benar, maka proses tersebut dikategorikan 
sebagai anomali. Sebaliknya, apabila aktivitas di tengah-tengah proses sesuai dengan 
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proses yang sebenarnya dimana aktivitas awal atau akhirnya tidak terekam, maka proses 
tersebut disebut sebagai proses yang terpotong. 
Pada Persamaan (6), n(PerbaikanBenar) merupakan jumlah dari hasil perbaikan 
proses yang terpotong yang sesuai dengan proses yang lengkap. Sedangkan 
n(ProsesTerpotong) adalah jumlah proses terpotong pada log data. 
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BAB 3.  
METODA PENELITIAN 
 
3.1 Metode Usulan 
3.1.1 Model Sistem Metode Usulan 
Metode usulan yang digunakan adalah pembentukan model proses imperatif 
berupa model tree dari control-flow pattern  yang dibentuk berdasarkan model 
deklaratif, pembedaan proses yang terpotong dan anomali, serta perbaikan proses yang 
terpotong. Alur metode usulan dapat dilihat pada Gambar 3.1. 
 
 Gambar 3.1 Alur Metode Usulan 
 
Tahapan pertama adalah melakukan pre-processing. Tahapan pre-processing 
dibagi menjadi tiga bagian, yaitu transformasi database ke log data,  filtering aktivitas 
pada log data, dan pemisahan log data. Transformasi dilakukan untuk mengubah data di 
database TOS (Terminal Operating System) ke dalam log data yang berisi proses impor 
barang di Terminal Peti Kemas. Transformasi dilakukan untuk mendapatkan isi dari log 
data, seperti ID proses, aktivitas atau message, pelaku aktivitas atau message, waktu 
pelaksanaan, dan atribut pendukung aktivitas atau message (data lain yang 
mempengaruhi pelaksanaan suatu aktivitas atau message). Kemudian, proses filtering 
dilakukan setelah proses transformasi. Proses ini memisahkan message dari log data 
sehingga hanya aktivitas yang termasuk dalam log data. Hal ini dikarenakan algoritma 
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model proses tidak memerlukan message. Langkah terakhir dalam pre-processing 
adalah pemecahan log data menjadi log data per bulan. Hal ini dilakukan untuk 
membentuk log data yang mengandung proses yang terpotong. 
Tahapan kedua adalah pembentukan model proses imperatif. Pembentukan model 
proses tersebut menggunakan log data per bulan. Langkah dalam memodelkan proses 
adalah memodifikasi algoritma Declare Miner, dimana modifikasi dilakukan dengan 
menambahkan metode untuk mengubah rules pada model hasil Declare Miner ke dalam 
model proses tree. Pengubahan tersebut memiliki dua langkah yaitu membentuk 
control-flow pattern dari rules dan menggabungkan control-flow pattern ke dalam 
model proses tree. Setelah model proses tree terbentuk, maka aktivitas yang berada 
dalam relasi pilihan diberi keterangan tambahan. Keterangan tambahan tersebut 
berdasarkan atribut pendukung pada log data. 
Tahapan ketiga adalah perbaikan proses yang terpotong. Perbaikan proses yang 
terpotong dilakukan dengan cara pemisahan proses yang terpotong dengan anomali pada 
log data dan perbaikan proses yang terpotong. Pemisahan proses yang terpotong 
menggunakan metode usulan berdasarkan model proses tree yang sudah terbentuk. 
Kemudian, proses yang terpotong tersebut diperbaiki dengan menambahkan aktivitas 
sebagai aktivitas pengganti dari aktivitas yang hilang. Penambahan aktivitas pengganti 
dari aktivitas yang hilang sesuai dengan urutan aktivitas dalam node pada model tree. 
Pada proses yang terpotong di bagian akhir, urutan node dalam bentuk pre-order, dan 
proses yang terpotong di bagian awal menggunakan model urutan reverse dari pre-
order. Akan tetapi, aktivitas yang dipilih tidak hanya berdasarkan urutan melainkan 
berdasarkan node operator pada model tree. Node operator akan menentukan aktivitas 
yang dipilih. Hasil akhir dari penelitian ini adalah proses terpotong yang telah 
diperbaiki. 
3.1.2 Jadwal Kegiatan 
Jadwal kegiatan dalam penyusunan penelitian dapat dilihat pada Tabel 3.1. 
 Tabel 3.1 Jadwal Kegiatan Penelitian 
Aktivitas  Bulan 
 
8  9  10  11  12 
Studi Literatur                                      
Analisa  Perancangan                                      
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Implementasi                              
 
      
Pengujian Evaluasi                                     
Penyusunan Buku                                      
 
3.1.3 Masukan 
Dalam penelitian ini, log data yang digunakan adalah log data mengenai proses 
impor barang di Terminal Peti Kemas Surabaya. Log data merupakan hasil pre-
processing yang diambil dari database TOS (Terminal Operating System) mengenai 
proses impor barang di Terminal Peti Kemas. Data yang diambil adalah data yang 
berjalan dari bulan Januari sampai berakhir di bulan Maret 2016. Penanda dari awal 
proses pada database adalah tanggal pada kolom VESEL_ATB dan penanda akhir 
proses adalah tanggal yang tersimpan pada kolom TRUCK_OUT.   
Database TOS memiliki beberapa kolom, dimana berisi tanggal untuk 
menunjukkan aktivitas pada proses, serta data lainnya yang menunjang pembentukan 
log data. Tabel 3.2 memaparkan keterangan dari kolom database TOS yang digunakan 
dalam pembentukan log data. 
Tabel 3.2 Keterangan Kolom Database TOS 
Kolom Keterangan 
CONTAINER_KEY Kode unik untuk membedakan data proses impor 
barang yang satu dengan yang lain 
CTR_TYPE Tipe umum barang yang di-impor. Tipe ini 
dibedakan ke dalam tiga macam yaitu Reefer, 
Dry, dan Uncontainer yang dituliskan dalam kode 
khusus. 
YARD_BLOCK Blok dari tempat untuk menumpuk barang (letak 
penumpukkan barang dalam zona vertikal) 
YARD_SLOT Slot dari tempat untuk menumpuk barang (letak 
penumpukkan barang dalam zona horizontal) 
HAS_QUARANTINE_FLAG Penunjuk dilakukannya proses di karantina atau 
tidak, yang disimbolkan “YES” dan “NO” 
CUSTOM_BEHANDLE_COUNT Penunjuk dilakukannya proses di behandle atau 





3.1.4.1 Transformasi ke Log Data berdasarkan Database 
Log data yang akan digunakan adalah hasil dari transformasi dari database TOS. 
Log data yang digunakan berisi Case_ID, nama aktivitas atau message, waktu 
pelaksanaan, pelaku aktivitas (originator), pelaku message (sender receiver), cost, 
atribut tambahan yang mendukung aktivitas (input, output, detail attachment). Cara 
transformasi secara garis besar dapat dilihat pada Tabel 3.3. 
Tabel 3.3 Cara Transformasi ke Log Data secara Garis Besar 
Isi Log Data Cara Transformasi 
Case_ID Mengambil data pada kolom CONTAINER_KEY 
Waktu 
pelaksanaan  
Melakukan inverse distribusi kumulatif normal berdasarkan 
database dan rentang waktu intervensi dari expert 
Nama aktivitas 
dan message 





Cost Biaya aktivitas didapatkan dari rumus yang mengolah data biaya 
kelompok aktivitas  
Atribut tambahan 
(input output) 
Berdasarkan list dokumen yang dibutuhkan pada proses impor 








Database TOS menyimpan waktu dari aktivitas dan message, akan tetapi tidak 
semua kolom menyimpan waktu setiap aktivitas dan message. Terdapat beberapa kolom 
yang menunjukkan rentang waktu pelaksanaan beberapa aktivitas serta message 
sekaligus. Sedangkan, log data membutuhkan waktu setiap aktivitas atau message. Oleh 
karena itu, diperlukan perkiraan waktu untuk setiap aktivitas dan message. 
 Selain database TOS, expert juga memberikan perkiraan rentang waktu eksekusi 
setiap aktivitas. Perkiraan rentang waktu eksekusi tersebut dimanfaatkan untuk 
menentukan perkiraan waktu setiap aktivitas dan message. Penentuan waktu eksekusi 
setiap aktivitas menggunakan inverse normal distribution yang mengacu pada perkiraan 
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rentang waktu eksekusi dan rentang waktu beberapa aktivitas dari database. Pengunaan 
normal distribution dipilih dengan asumsi bahwa persebaran datanya adalah sebaran 
normal. 
Persamaan untuk perhitungan waktu aktivitas dapat dilihat pada Persamaan (7) 
sampai Persamaan (9). Waktu aktivitas didapatkan dari penambahan waktu sebelumnya 
dan perkiraan waktu eksekusi aktivtias menggunakan inverse normal distribution. Rata-
rata untuk inverse normal distribution adalah nilai perkiraan berdasarkan median 
rentang waktu eksekusi dan rentang waktu beberapa aktivitas database. Simpangan baku 
adalah 5% dari nilai rata-rata. Pemilihan 5% untuk memberikan persebaran yang tidak 











 time(Act_now) = waktu pelaksanaan aktivitas atau message sekarang 
 time(Act_bfeore) = waktu pelaksanaan aktivitas atau message sebelumnya  
 NormInv  = inverse normal distribution untuk memperkirakan rentang 
waktu tiap aktivtias 
  = median dari interval rentang waktu yang didapatkan dari 
expert 
  = rata-rata dari rentang waktu kelompok aktivitas di 
database 
 n = jumlah aktivitas yang berada pada log data 
 p = nilai probabilitas secara random 
  = rata-rata untuk perhitungan inverse normal distribution 




Contoh dari pembentukan waktu pelaksanaan adalah pembentukan waktu 
aktivitas-aktivitas yang terjadi saat truk datang untuk mengambil barang (TRUCK IN) 
dan truk keluar dari Terminal Peti Kemas (TRUCK OUT). Perhitungan dapat dilihat 
pada Tabel 3.4. Batas atas dan batas bawah adalah intervensi yang diberikan oleh expert 
mengenai rentang waktu eksekusi setiap aktivitas. Kemudian, dari rentang waktu 
eksekusi tersebut, diambil nilai median yang ditunjukkan oleh nilai pada 
Median(Es.Act). Kemudian, nilai rata-rata didapatkan dari nilai pada Median(Es.Act) 
dibagi jumlah keseluruhan nilai media dan dikali dengan rentang waktu kelompok 
aktivitas pada database, yang ditunjukkan oleh nilai ActinLog. Kemudian, nilai standar 
deviasi menunjukkan nilai simpangan baku. Nilai rata-rata dan simpangan baku yang 
didapatkan kemudian diolah menggunakan Persamaan (7) untuk menghasilkan waktu 
setiap aktivitas atau message. Hasil waktu setiap aktivitas dapat dilihat pada Tabel 3.5, 
dimana nilai time(Act_now) berada pada kolom Time. 
Tabel 3.4 Perhitungan Waktu Aktivitas untuk Log Data 
 
Tabel 3.5 Contoh Hasil Estimasi Waktu Setiap Aktivitas 
 
Kemudian, detail attachment pada log data berisi atribut atau data tambahan 
berkaitan dengan suatu aktivitas atau message. Detail attachment akan digunakan dalam 
penentuan aktivitas pengganti dari aktivitas hilang pada metode perbaikan proses yang 
terpotong. Detail attachment diambil dari data pada database TOS, yaitu data pada 
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kolom CTR_TYPE, HAS_QUARANTINE_FLAG, CUSTOM_BEHANDLE_COUNT. 
Pseudocode dari pengisian detail attachment ditunjukkan pada Gambar 3.2. Setiap data 
di database TOS akan dicek dan detail attachment akan terisi sesuai dengan aturan pada 
pseudocode. 
3.1.4.2 Filtering List Aktivitas pada Log Data 
Tahapan kedua dari pre-processing adalah filtering list aktivitas pada log data. 
Filtering dilakukan dengan cara memisahkan data message dari log data, sehingga log 
data hanya berisi data aktivitas. Hal ini dilakukan karena algoritma pemodelan proses 
mengolah aktivitas, bukan message.  
1. for all data in database TOS: 
2. if CTR_TYPE is ũDRYŪ: 
3. DetailAttachmentInLog.add(ũDryŪ) 




8 if CUSTOM_BEHANDLE_COUNT is ũ0Ū: 
9 DetailAttachmentInLog.add(ũGreen LineŪ) 
10 else: 
11 DetailAttachmentInLog.add(ũRed LineŪ) 
12 if HAS_QUARANTINE_FLAG is ũYESŪ: 
13 DetailAttachmentInLog.add(ũQuarantineŪ) 
Gambar 3.2 Pseudocode Pengisian Detail Attachment 
 
Pemisahan message pada log data didasarkan pada data pelaksana. Apabila 
pelaksana ada dua yaitu sender dan receiver, maka data itu adalah data message. 
Sedangkan apabila pelaku hanya satu, yang biasa disebut originator, maka data tersebut 
adalah data aktivitas. Pseudocode untuk penentuan message dan aktivitas dapat dilihat 
pada Gambar 3.3. Apabila data terdeteksi message, maka akan ditambahkan pada 
log_message dan dihapus dari log_data. Penambahan message tidak hanya melibatkan 





1. activity_or_message = data_in_column_activity_of_Log  
2. for x in activity_or_message: 
3. if sender(x) and receiver(x) != NULL: 
4. Log_message.add(message) 
5. Log_data.erase(message) 
Gambar 3.3 Pseudocode pemisahan aktivitas dan message 
 
3.1.4.3 Pemisahan Log Data 
Proses yang terpotong dapat terjadi dikarenakan pengambilan log data dalam 
interval waktu tertentu. Log data yang ditransformasi dari database TOS berisi proses-
proses lengkap yang berjalan di bulan Januari sampai bulan Maret. Untuk mendapatkan 
log data yang berisi proses yang terpotong, maka log data dipecah menjadi tiga log data, 
yaitu log data yang berisi aktivitas yang berjalan pada bulan Januari, log data yang 
berisi aktivitas yang berjalan pada bulan Februari, dan log data yang berisi aktivitas 
yang berjalan pada bulan Maret. Ketiga log ini akan diolah secara terpisah dalam 
perbaikan proses yang terpotong. 
 
3.1.5 Pembentukan Model Tree dari rules pada Model Deklaratif 
3.1.5.1 Pembentukan Control-Flow Pattern dari Model Deklaratif 
 
 
Gambar 3.4 Alur Hirarki Pembentukan Control-Flow Patterns 
 
Pada penggambaran control-flow patterns, model deklaratif yang digunakan 
menggunakan rules atau template berupa chain_response, executive_choice, response, 
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dan existence(2). Tidak semua control-flow patterns ditentukan hanya berdasarkan rules 
pada model deklaratif, melainkan juga berdasarkan control-flow patterns lain yang 
sudah terbentuk. Gambar 3.4 menunjukkan alur pembentukan control-flow patterns. 
Control-flow pattern umun, yaitu control-flow pattern yang membentuk relasi 
sekuensial serta relasi paralel, seperti XOR, OR dan AND, dibentuk secara langsung 
dari rules pada model deklaratif. Control-flow pattern tersebut terbentuk dari rules 
chain_response dan executive_choice. Control-flow pattern lainnya, seperti control-flow 
pattern yang membentuk invisible task dan non-free choice dibentuk berdasarkan 
pattern lain yang sudah terbentuk. 
Pattern yang membentuk invisible task pada kondisi melewati dan kondisi 
berpindah serta non-free choice dibentuk dengan memanfaatkan pattern lain, yaitu 
pattern yang membentuk relasi paralel XOR. Kemudian, pattern invisible task in non-
free choice merupakan gabungan pattern dari pattern yang membentuk invisible task 
dan non-free choice. 
Metode untuk pembangunan control-flow pattern tersebut dipaparkan pada Tabel 
3.6. Di dalam metode, variabel dari total_next dan total_before digunakan untuk 
mendeteksi pattern umum. Kemudian, variabel total_ex dan total_chain adalah variabel 
yang digunakan untuk membentuk pattern split dan join. Sebagai ilustrasi, terdapat 
chain_response(K,R)¸ chain_response(A,K), chain_response(A,M), 
exclusive_choice(K,M) yang membentuk model deklaratif. Aktivitas K memiliki satu 
total_next karena aktivitas K hanya menjadi aktivitas awal di satu chain_response yaitu 
chain_response(K,R). Sedangkan, aktivitas A memiliki memiliki dua total_next. Dari 
data tersebut, pattern sequence ditemukan yaitu K -> O (R). Kemudian, dikarenakan 
aktivitas A memiliki dua total_next dan satu total_ex_after, maka terbentuk pattern 
untuk membentuk XOR Split yaitu A -> O ( ( K  R ) ).  
Tabel 3.6 Metode untuk membangun control-flow patterns 
Pattern Peraturan untuk membangun control-flow patterns 
Sequence if total_next(act) == 1: 
act -> O ( y ) 
Parallel Split 
(AND Split) 
If total_next(act) > 1 and total_ex(act) == 0: 
act -> ◊ ſ ſ yɨ ᴧ yɩ …. ᴧ yn ) ) 
Synchronization If total_before(act) > 1 and total_ex(act) == 0: 
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(AND Join) ◊( ( y1 ᴧ yɩ …. ᴧ yn ) ) -> O ( act ) 
Exclusive choice 
(XOR Split) 
If total_next(act)>1 and total_ex_after(act)>0 and 
(total_chain_after(act) < total_after(act)): 
act -> O ( ( y1  yɩ ….  yn ) ) 
Simple Merge 
(XOR join) 
If total_before(act)>1 and total_ex_before(act)>0 
and (total_chain_before(act)< total_next(act)): 
O ( ( y1  yɩ ….  yn ) ) -> O ( act ) 
Multi Choice 
Pattern (OR Split) 
If total_next(act)>1 and total_ex_after(act)>0 and 
(total_chain_after(act)>= total_next(act)): 
act -> ◊ ſ ſ yɨ  yɩ ….  yn ) ) 
 
Synchronization 
Merger (OR Join) 
If total_before(act)>1 and total_ex_before(act)>0 
and 
(total_chain_before(act)>= total_next(act)): 
◊ ( ( x1  xɩ ….  xn ) ) -> O ( act ) 
Non-Free Choice 
Relation 
If act in Exclusive Choice and act in Simple Merge 
and total_ex_aftbef(act) < amount(act_before)
2
-1: 
◊( (x1 act k)  (x2 act kƀ ….  (xn act 
kƀ ƀ, where xɨ….xn ∈ act_before of act, k = 
act_next in executive_choice(x, act_next) which 
has minimum support value 
 
Invisible Task in 
Skip and Switch 
Condition 
If act appears in Exclusive Choice before ũ->Ū and 
appears in Simple Merge before ũ->Ū: 
Change O ( ( act  yɩ ….  yn ) ) -> O ( 
other_act ) into O ( ( Invisible_Task  yɩ ….  
yn ) ) -> O ( other_act ) 
If act appears in Exclusive Choice after ũ->Ū and 
appears in Simple Merge after ũ->Ū: 
Change other_act -> O ( ( act  yɩ ….  yn ) ) 
into other_act -> O ( ( Invisible_Task  yɩ ….  
yn ) ) 
Invisible Task in 
Redo Condition 
If act appears in LTLSequence before ũ->Ū and 
act not in Existence(2) and act_after(act) in 
Existence(2): 
act -> ◊ ſ ſ act_afterɨ ᴧ O ( act_after2 ) ....  
ᴧ O ( act_after_n )) ) 
Invisible Taks in 
Non-Free Choice 
Relation 
If act appears in Simple Merge after ũ->Ū and act 
appears in Non-Free Choice Relation 
Change ◊ ſ ſ xɨ )  (x2  k) 
into ◊ ſ ſ xɨ )  (x2 
 k) 
If act appears in Simple Merge before ũ->Ū and act 
appears in Non-Free Choice Relation > 1: 
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Change O ( ( y1  act ….  yn ) ) -> O ( 
other_act ) into O ( ( y1  Invisible_Task ….  
yn ) ) -> O (other_act ) 
dimana: 
Total_next(act) : jumlah chain_response(act, aktivitas lain) 
Total_before(act) : jumlah chain_response(aktivitas lain, act)  
Total_ex_after(act) : jumah exclusive_choice(aktivitas selanjutnya dari act, 
aktivitas selanjutnya dari act)  
Total_ex_before(act) : jumlah exclusive_choice(aktivitas sebelumnya dari act, 
aktivitas sebelumnya dari act)  
Total_chain_after(act) : jumlah chain_response(aktivitas selanjutnya dari act, 
aktivitas selanjutnya dari act)  
Total_chain_before(act) : jumlah chain_response(aktivitas sebelumnya dari act, 
aktivitas sebelumnya dari act)  
Total_ex_aftbef(act) : jumlah exclusive_choice(aktivitas sebelumnya dari act, 
aktivitas selanjutnya dari act)  
Selain control-flow pattern, aktivitas awal dan aktivitas akhir juga 
diidentifikasikan bersamaan dengan control-flow pattern dalam bentuk Linear Temporal 
Logic (LTL). Aktivitas awal adalah aktivitas yang tidak memiliki total_before dan 
aktivitas akhir adalah aktivitas yang tidak memiliki total_next. Aktivitas awal 
disimbolkan dengan bentuk FirstActivity(aktivitas) dan aktivitas akhir disimbolkan 
dalam bentuk LastActivity(aktivitas). 
 
3.1.5.2 Pembentukan Model Tree dari Control-Flow Pattern  
Control-Flow Patterns yang sudah terbentuk tersebut disusun dalam model tree 
yang akan digunakan untuk mendeteksi serta memperbaiki proses yang terpotong. 
Metode penyusunan control-flow patterns dapat dilihat pada Gambar 3.5. Langkah awal 
pada metode pembentukan model proses tree adalah pemilihan control-flow pattern 
dalam bentuk LTL pertama. Control-flow pattern pertama ini adalah control-flow 
pattern yang memiliki aktivitas  yang tergolong dalam FirstActivity(aktivitas). 
Kemudian, dimulai dari control-flow pattern pertama, setiap control-flow pattern akan 
dipecah ke dalam beberapa bagian, yaitu simbol serta aktivitas. Pembagian dapat 
dilakukan dengan memecah berdasarkan spasi. Kemudian, pecahan tersebut akan 
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diproses mulai dari komponen aawal dalam Part_LTL sampai komponen akhir pada 
Part_LTL. Pemecahan sesuai langkah ke-4 sampai langkah ke-25. Apabila semua 
Control-Flow Patterns sudah dieksekusi, maka model tree telah terbentuk.     
1 LTL = Control-Flow Pattern in LTL that has FirstActivity 
2 While all LTL are modeled: 
3 Split LTL into parts that are called part_LTL 
4 For part_LTL in LTL: 
5 If part_LTL is ũ(ũ: 
6 Make a child of node and the position is in the child of 
node  
7 Else if part LTL is ũ)Ū: 
8 Position is in the parent of node 
9 Else if part LTL is ũOŪ: 
10 If node of this position is ũ Ū: 
11 node =  
12 Else: node = ũOŪ and the bracket beside this part is not 
executed 
13 Else if part LTL is ũ  
14 Node =  and the bracket beside this part is not executed 
15 Else if part LTL is ũ : 
16 If node of this position is ũOŪ: 
17  node = ũxŪ 
18 If node of this position is ũ Ū: 
19 node =  
20 Else if part LTL is ũ^Ū or ũ->Ū: 
21 If node of this position is ũxŪ or ũ : 
22 Add child node and fill with ?->? or  ?^? 
23 All of child of node ?x? or ?v? become child of node 
?->? or ?^Ū 
24 Else: 
25 Fill the node name with the name of part_LTL 
position is in the parents 
26 LTL = LTL that has activity in previous LTL  
Gambar 3.5 Metode Pembentukan Model Tree 
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Sebagai contoh, terdapat control-flow pattern berupa Registration -> O ( ( Go to 
The Venue  Waiting The Others ) ). Pertama, control-flow pattern ini dipecah menjadi 
Part_LTL = [Registration, ->, O, (, (, Go to The Venue, Waiting The Others, ), ) ]. 
Kemudian, pembentukan model tree dimulai dari “Registration” sampai simbol “)”. 
Langkah-langkahnya dapat dilihat pada Gambar 3.6. Hasil akhir adalah model proses 








Gambar 3.6 Langkah Pembentukan Model Proses Tree dari Contoh Control-Flow 
Pattern 
 
3.1.5.3 Penambahan Atribut pada Model Tree 
Selain relasi aktivitas, atribut pada log data dapat digunakan untuk menentukan 
aktivitas dari relasi pilihan, yang biasa disebut dengan decision mining. Atribut 
merupakan data tambahan yang terekam dalam log data, seperti input aktivitas, atau 
detail attachment yang terkait dengan aktivitas. Atribut-atribut tersebut biasanya 
terletak pada aktivitas yang merupakan aktivitas sebelum pemilihan aktivitas pada relasi 
pilihan (XOR atau OR).  
Akan tetapi, pada log data yang digunakan sebagai pengujian, terdapat atribut 
untuk relasi pilihan yang terekam pada aktivitas pertama, bukan pada aktivitas sebelum 
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relasi. Oleh karena itu, penelitian ini memperkirakan atribut yang sesuai untuk aktivitas 
sebelum relasi pilihan berdasarkan peraturan yang dibentuk pada Gambar 3.7. Sebelum 
peraturan dijelaskan, terdapat kondisi khusus dimana proses yang terekam tidak 
memiliki atribut. Hal itu terjadi pada proses yang terpotong di bagian awal proses. 
Untuk mengatasi hal tersebut, atribut yang banyak muncul pada log data digunakan 
sebagai atribut pada proses tersebut.  
1 List_all[act][att] = list of attributes that are related with 
activity 
2 List[att] = list of index of occurance of attribute 
3 For case in all_cases_log: 
4 For att in attributes: 
5 List[att] = index(att) 
6 List[act][att] = List[act][att] + 1 
7 Grouping the attribute that has same index in one field of 
List_check[att] 
8 For act in List_all[act][att]: 
9 For check in List_check[att]: 
10 For att_in_check in check: 
11 If List_all[act][att] > 0: 
12 Var_checking = 1 
13 If Var_checking > 1: 
14 For att_in_check in check: 
15 List_all[act][att_in_check] = 0 
16 Att of act = attribut that has List/aal[act][att_in_check]=0  
17 If act in model tree has node.parent(ũxŪ) or has 
node.parent(ũVŪ) 
18 add attribute in activity node 
19 Else If node has node.parent.parent(ũxŪ) or has 
node.parent.parent(ũVŪ): 
20 Add attribute in node.parent of activity 
Gambar 3.7 Metode Penentuan Atribut pada Model Tree 
Pada metode ini, atribut akan dikelompokkan berdasarkan urutan kemunculannya 
di log data. Urutan kemunculan atribut tersebut didefinisikan sebagai index(att). 
Kemudian, masing-masing aktivitas dicek sesuai kelompok atribut tersebut. Apabila 
aktivitas memiliki lebih dari satu atribut pada kelompok yang sama (didefinisikan di 
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langkah 13), maka seluruh atribut yang berada pada kelompok tersebut bukan atribut 
dari aktivitas kemudian. Terakhir, apabila aktivitas memiliki node parent adalah “x” 
atau “V”, maka atribut tersebut melekat pada aktivitas di model tree. Akan tetapi, 
apabila aktivitas memiliki “x” atau “V” sebagai parent dari node.parent , maka atribut 
melekat pada node.parent dari aktivitas tersebut. 
3.1.6 Perbaikan Proses Yang Terpotong 
3.1.6.1 Penentuan Proses yang Anomali atau Proses Yang Terpotong 
Penentuan proses yang anomali dan proses yang terpotong dapat dilihat pada 
Gambar 3.8. Pada metode ini, setiap proses di log data akan dicek apakah sudah sesuai 
dengan model tree yang dibentuk. Apabila proses tidak sesuai, maka proses tergolong 
sebagai anomali, sedangkan apabila proses sesuai melainkan aktivitas awal atau 
akhirnya tidak sama dengan aktivitas awal dan akhir di model tree, maka proses tersebut 
tergolong proses yang terpotong (truncated processes). Proses tidak sesuai ditunjukkan 
dengan check_true bernilai 0, sedangkan proses yang sesuai ditunjukkan dengan nilai 
check_true di atas 0.  
Langkah 7 sampai langkah 14 menunjukkan pseudocode untuk mengecek 
aktivitas pilihan dari relasi XOR “x”, OR “v”, dan AND “/ \”. Variabel child 
menunjukkan node yang memiliki operator relasi sebagai node parent-nya dan variabel 
right_child menunjukkan variabel yang sesuai dengan aktivitas pada case. Langkah 15 
sampai langkah 20 adalah mengecek aktivitas dalam relasi sequence yang sesuai dengan 
aktivitas pada case. Kemudian, langkah 21 sampai langkah 25 digunakan untuk 
menentukan kelompok case yaitu kelompok proses terpotong (truncated processes) atau 
kelompok anomali (anomaly). 
 
1 First_node = first activity of case 
2 Last_node = last activity of case 
4 For node: first_node – last_node in preorder(tree): 
5 if node == ũxŪ or ũVŪ or ũ/\Ū: 
6 check all of the child of this node that are related 
with activity in case  
7 If node == ũxŪ and n(right_child) == 1: 
8 Check_true = 1 
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9 Else if node == ũVŪ and n(right_child) >=1 or 
<=n(child): 
10 Check_true = 1 
11 Else if node == ũ/\Ū and n(right_child) == n(child): 
12 Check_true = 1 
13 Else:  
14 Check_true = 0 and break 
15 Else: 
16 If node is activity: 
17 If node is related with activity in case: 
18 Check_true = 1 
19 Else:  
20 Check_true = 0 and break 
21 If check_true == 1: 
22 If first_activity is not same with first_node in tree or 
last_activity is not same with last_node in tree: 
23 Case = truncated processes 
24 Else: 
25 Case = anomaly 
Gambar 3.8 Metode Penentuan Anomali atau Proses yang Terpotong 
 
3.1.6.2 Perbaikan Proses Yang Terpotong 
Dari pengelompokkan proses yang merupakan proses yang terpotong, proses 
tersebut akan diperbaiki dengan menambahkan aktivitas pengganti dari aktivitas yang 
hilang. Sebelum melakukan perbaikan, proses terpotong tersebut perlu diperiksa 
kembali untuk mengetahui jenis proses yang terpotong. Apabila proses yang terpotong 
karena kehilangan aktivitas di bagian awal proses, maka perbaikan menggunakan 
metode untuk proses yang terpotong di depan. Apabila proses yang terpotong karena 
kehilangan aktivitas di bagian akhir proses, maka perbaikan menggunakan metode 
untuk proses yang terpotong di depan. Sedangkan apabila proses terpotong di bagian 






1 For node in model tree: 
2 If node is not start_node or ũInvisible_TaskŪ: 
4 If node == ũxŪ or ũVŪ: 
5 child = 0 
6 If node.parent == ũxŪ or ũVŪ:  
7 If attribute in node is same as attribute of case: 
8 If node is activity: 
9 if (node.parent == ũxŪ and child<1) or 
(node.parent == ũVŪ and child<3): 
10 add name of the node 
11 Child +=1 
12 Else: 
13 Att_true = 1 
14 Else: 
15 Att_true = 0 
16 If node is activity: 
17 If node.parent.parent == ũxŪ or node.parent.parent == 
ũVŪ: 
18 If Att_true = 1: 
19 Add name of the node 
20 Else: 
21 if (node.parent == ũxŪ and child<1) or 
(node.parent == ũVŪ and child<3): 
20 add name of the node 
21 Child +=1 
22 Else: 
23 Add name of the node 
Gambar 3.9 Metode Perbaikan Proses Yang Terpotong 
 
Metode mengenai perbaikan proses yang terpotong tersebut dapat dilihat pada 
Gambar 3.9. Baik metode untuk perbaikan proses yang terpotong di depan maupun 
perbaikan proses yang terpotong di belakang, penambahan aktivitas pengganti 
berdasarkan urutan pengeksekusian node pada model proses tree. Kemudian, sesuai 
metode yang diusulkan, apabila node yang dieksekusi merupakan operator, maka tidak 
semua node setelahnya yang berisi aktivitas akan digunakan sebagai aktivitas pengganti. 
Pemilihan aktivitas pengganti tergantung pada node operator sebelumnya.   
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Untuk metode perbaikan proses yang terpotong di bagian awal, node pada model 
proses tree akan dijalankan sesuai preoreder reversed dan start_node atau node awal 
yang dijalankan pada model proses tree adalah node yang berisi aktivitas pertama dari 
proses tersebut. Kemudian, penambahan aktivitas pengganti diletakkan pada awal 
proses. Sedangkan, pada metode perbaikan proses yang terpotong di bagian belakang, 
node pada model proses tree akan dijalankan sesuai preoreder dan start_node atau node 
awal yang dijalankan pada model proses tree adalah node yang berisi aktivitas akhir 
dari proses tersebut. Penambahan aktivitas pengganti pada metode perbaikan proses 
yang terpotong di bagian belakang terletak pada akhir proses. Pada pseudocode metode 
perbaikan proses yang terpotong, variable att_true menunjukkan apakah atribut node di 
model proses sesuai dengan atribut pada proses terpotong. Variabel att_true akan 
bernilai 1 apabila sesuai dan akan bernilai 0 apabila tidak sesuai. Kemudian, 
dikarenakan adanya kemungkinan tidak adanya atribut, maka akan dipilih satu node 
aktivitas (variabel child) dari operator relasi XOR “x” dan dua node aktivitas dari 
operator relasi OR “V” dimana node aktivitas yang dipilih adalah node aktivitas dengan 
nilai probabilitas kemunculan di log data tertinggi. 
3.2 Keluaran 
Tedapat tiga log data yang akan digunakan untuk pengujian, yaitu log data pada 
bulan Januari, Februari, dan Maret. Untuk pengujian hasil perbaikan proses yang 
terpotong, proses yang lengkap didapatkan dari penggabungan keseluruhan log data. 
Tedapar dua pengujian, yaitu pengujian kualitas model proses yang dibentuk dan 
pengujian akurasi hasil perbaikan proses yang terpotong. Model proses yang dibentuk 
oleh metode usulan akan dikomparasikan dengan algoritma MinerFul. Kemudian, pada 
pengujian hasil akurasi proses yang terpotong, hasil dari metode yang diusulkan akan 
dikomprasi dengan hasil dari algoritma Heuristic Linear approach. Algoritma Heuristic 
Linear approach dipilih sebagai metode komparasi karena metode ini adalah 
pengembangan metode Repair Log, merupakan metode untuk perbaikan proses yang 
memiliki aktivitas hilang, dengan menambahkan probabilitas kemunculan aktivitas pada 










BAB 4.  
HASIL PENELITIAN DAN PEMBAHASAN 
 
4.1 Hasil Penelitian 
Data sample diujikan dengan menggunakan laptop dengan spesifikasi processor 
Intel® Core™ i5-3337U CPU @ 1.80 GHz dan memori 4 GB. Terdapat dua program 
yang digunakan, yaitu Eclipse Java Oxygen dan Python 2.7. Eclipse Java Oxygen untuk 
memodifikasi algoritma Declare Miner pada ProM 6 dengan menambahkan metode 
pembentukan control-flow pattern. Python digunakan untuk mengimplemetasikan 
metode pembentukan model tree, pendeteksian anomali dan proses yang terpotong, 
serta perbaikan proses yang terpotong. 
4.2 Pre-Processing ( Transformasi ke Log Data) 
Database TPS yang digunakan dapat dilihat pada Gambar 4.1. Contoh kolom yang 
diolah bukan sebagai waktu dari aktivitas atau message adalah kolom Container_Key 
dan Container_Type. Kolom paling kiri adalah kolom Container_Key yang digunakan 
sebagai Case_ID dan kolom Container_Type akan digunakan sebagai salah satu data 
detail attachment pada log data. Kemudian, log data tersebut diolah menggunakan 
metode yang dijelaskan pada Sub Bab 3.1.4.1. Hasil dari pengolahan log data dapat 
dilihat pada Gambar 4.2. Pada log data yang tergambar di Gambar 4.2, message maupun 
aktivitas masih terekam menjadi satu di kolom nama aktivitas. 
 





Gambar 4.2 Log Data Proses Impor Barang Terminal Peti Kemas 
 
Agar dapat digunakan untuk pemodelan, log data di-filter terlebih dahulu dengan 
memisahkan antara message dan aktivitas. Gambar 4.3 menunjukkan log data yang 
sudah di-filter dari message. Jika dilihat pada Log yang sudah di-filter, terdapat 
beberapa aktivitas seperti Request Behandle dan Approve Behandle terhapus dari log. 
Itu menunjukkan bahwa aktivitas-aktivitas tersebut merupakan message. Kemudian, log 
yang sudah di-filter tersebut akan dikelompokkan menjadi Log Data Bulan Januari, Log 
Data Bulan Februari, dan Log Data Bulan Maret sebagai bahan uji coba pembentukan 
model dan perbaikan pada proses yang terpotong.  
 
 




4.3.1 Pembentukan Model Proses Imperatif dari Rules pada Model Deklaratif 
Log data yang telah didapatkan dari pre-processing diproses dengan 
menggunakan algoritma Declare Miner (Maggi et al., 2011) untuk mendapatkan model 
deklaratif. Dalam pembentukan model deklaratif, terdapat penentuan minimum nilai 
support yang menjadi threshold untuk menentukan rules pembentuk model deklaratif. 
Pada penelitian ini, nilai support yang digunakan adalah 10%, 20%, dan 30%. 
Pemilihan nilai support hanya sampai 30% karena model proses imperatif yang 
dibentuk dari rules pada model deklaratif dengan nilai support 40% ke atas tidak dapat 
menggambarkan seluruh proses (nilai fitness yang didapat adalah 0).  Hal ini 
dikarenakan rules pada model deklaratif yang terbentuk hanya menghasilkan relasi 
sequence pada model proses imperatif, padahal proses-proses dalam log data memiliki 
relasi sequence dan juga relasi paralel apabila dimodelkan. 
Gambar 4.4 menunjukkan potongan model deklaratif yang menggunakan nilai 
support 10%. Potongan ini adalah kegiatan penentuan perlakuan pada barang impor 
sebelum diletakkan ke truk untuk dibawa keluar dari Terminal Peti Kemas. Dalam 
kegiatan ini, rules yang terbentuk di model deklaratif adalah chain_response dan 
exclusive_choice. Warna pada rules menggambarkan tingkat nilai support yang 
dimiliki. Warna akan semakin pudar apabila nilai support semakin mendekati batas 





Gambar 4.4 Potongan Hasil Model Deklaratif dari Algoritma Declare Miner dengan 
minimum support 10% 
 
Rules dari model deklaratif yang telah terbentuk akan diproses oleh metode usulan  
untuk membentuk control-flow pattern. List control-flow pattern akan tersimpan dalam 
file dengan format .txt. Hasil dari control-flow pattern berdasarkan model deklaratif 
dengan nilai minimum support 10%, 20%, dan 30% dapat dilihat pada Tabel 4.1, Tabel 
4.2, dan Tabel 4.3. Dari keseluruhan hasil control-flow pattern tersebut, pattern non-
free choice terbentuk dari model deklaratif dengan nilai minimum support 10%. Pattern 
non-free choice digambarkan dalam pattern nomor 32 pada Tabel 4.1. Kemudian, 
control-flow pattern yang dibentuk berdasarkan model deklaratif dengan nilai minimum 
30% tidak dapat menggambarkan beberapa aktivitas pada relasi pilihan, jika 
dibandingkan dengan control-flow pattern berdasarkan model deklaratif dengan nilai 
minimum 10% dan 20%. Hal ini terlihat dari jumlah control-flow pattern yang 
dihasilkan lebih sedikit dibandingkan lainnya. 
 
Tabel 4.1 List Control-Flow Pattern dari Model Deklaratif 10% 
No Control-Flow Pattern 
1 Firstactivity(Document_Entry_via_PDE) 
2 Lastactivity(Truck_Out) 
3 Document_Entry_via_PDE -> _O ( Vessel_Berthing_Process ) 
4 Vessel_Berthing_Process -> _O ( Discharge_Container ) 
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5 Discharge_Container -> _O ( Bring_Container_to_Yard ) 
6 Bring_Container_to_Yard -> _O ( Stack_Container_in_Yard ) 
7 Verification_Document_Quarantine -> _O ( 
Create_Job_Order_Document_Quarantine ) 
8 Create_Job_Order_Document_Quarantine -> _O ( 
Bring_Container_from_Yard_to_Quarantine ) 
9 Bring_Container_from_Yard_to_Quarantine -> _O ( 
Stack_Container_in_Quarantine_Area ) 
10 Stack_Container_in_Quarantine_Area -> _O ( 
Check_Goods_Quarantine ) 
11 Check_Goods_Quarantine -> _O ( Create_document_KH/KT ) 
12 Create_document_KH/KT -> _O ( Send_Certificate_KH/KT_Info ) 
13 Send_Certificate_KH/KT_Info -> _O ( 
Stack_Container_in_Yard_From_Quarantine ) 
14 Create_Job_Order_Document_Behandle -> _O ( 
Stack_Container_in_Behandle_Area ) 
15 Stack_Container_in_Behandle_Area -> _O ( Check_Goods_Behandle ) 
16 Check_Goods_Behandle -> _O ( Create_document_LHP ) 
17 Create_document_LHP -> _O ( 
Bring_Container_from_Yard_to_Behandle ) 
18 Bring_Container_from_Yard_to_Behandle -> _O ( 
Stack_Container_in_Yard_From_Behandle ) 
19 Create_document_SPPB -> _O ( 
Create_Job_Order_Document_Delivery ) 
20 Create_Job_Order_Document_Delivery -> _O ( Truck_in ) 
21 Truck_in -> _O ( Dispatch_WQ_Delivery_to_CHE ) 
22 Dispatch_WQ_Delivery_to_CHE -> _O ( Determine_Container_Type ) 
23 Lift_on_Container_Truck -> _O ( Truck_Go_To_Gate_Out ) 
24 Truck_Go_To_Gate_Out -> _O ( Check_Container_before_Truck_out ) 
25 Check_Container_before_Truck_out -> _O ( Truck_Out ) 
26 Stack_Container_in_Yard -> _O ( ( Verification_Document_Quarantine 
\/ Invisible_Task ) ) 
27 Verification_Document_Behandle -> _O ( ( Invisible_Task \/ 
Create_Job_Order_Document_Behandle ) ) 
28 Determine_Container_Type -> _O ( ( Determining_Dry \/ 
Determining_Refeer \/ Determining_Uncontainer ) ) 
29 _O ( ( Invisible_Task \/ Stack_Container_in_Yard_From_Quarantine ) ) 
-> _O ( Verification_Document_Behandle ) 
30 _O ( ( Invisible_Task \/ Stack_Container_in_Yard_From_Behandle ) ) -
> _O ( Create_document_SPPB ) 
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31 _O ( ( Invisible_Task \/ Unplug_Refeer_Cable \/ Prepare_Tools ) ) -> 
_O ( Lift_on_Container_Truck ) 
32 
<> ( ( ( Determining_Dry /\ Decide_Task_Before_Lift_Container /\ 
Invisible_Task ) \/ ( Determining_Refeer /\ 
Decide_Task_Before_Lift_Container /\ Unplug_Refeer_Cable ) \/ ( 
Determining_Uncontainer /\ Decide_Task_Before_Lift_Container /\ 
Prepare_Tools ) ) ) 
 
Tabel 4.2 List Control-Flow Pattern dari Model Deklaratif 20% 
No Control-Flow Pattern 
1 Firstactivity(Document_Entry_via_PDE) 
2 Lastactivity(Truck_Out) 
3 Document_Entry_via_PDE -> _O ( Vessel_Berthing_Process ) 
4 Vessel_Berthing_Process -> _O ( Discharge_Container ) 
5 Discharge_Container -> _O ( Bring_Container_to_Yard ) 
6 Bring_Container_to_Yard -> _O ( Stack_Container_in_Yard ) 
7 
Verification_Document_Quarantine -> _O ( 
Create_Job_Order_Document_Quarantine ) 
8 
Create_Job_Order_Document_Quarantine -> _O ( 
Bring_Container_from_Yard_to_Quarantine ) 
9 
Bring_Container_from_Yard_to_Quarantine -> _O ( 
Stack_Container_in_Quarantine_Area ) 
10 
Stack_Container_in_Quarantine_Area -> _O ( 
Check_Goods_Quarantine ) 
11 Check_Goods_Quarantine -> _O ( Create_document_KH/KT ) 
12 Create_document_KH/KT -> _O ( Send_Certificate_KH/KT_Info ) 
13 
Send_Certificate_KH/KT_Info -> _O ( 
Stack_Container_in_Yard_From_Quarantine ) 
14 
Create_Job_Order_Document_Behandle -> _O ( 
Stack_Container_in_Behandle_Area ) 
15 Stack_Container_in_Behandle_Area -> _O ( Check_Goods_Behandle ) 
16 Check_Goods_Behandle -> _O ( Create_document_LHP ) 
17 
Create_document_LHP -> _O ( 
Bring_Container_from_Yard_to_Behandle ) 
18 
Bring_Container_from_Yard_to_Behandle -> _O ( 
Stack_Container_in_Yard_From_Behandle ) 
19 
Create_document_SPPB -> _O ( 
Create_Job_Order_Document_Delivery ) 
20 Create_Job_Order_Document_Delivery -> _O ( Truck_in ) 
21 Truck_in -> _O ( Dispatch_WQ_Delivery_to_CHE ) 
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22 Dispatch_WQ_Delivery_to_CHE -> _O ( Determine_Container_Type ) 
23 Lift_on_Container_Truck -> _O ( Truck_Go_To_Gate_Out ) 
24 Truck_Go_To_Gate_Out -> _O ( Check_Container_before_Truck_out ) 
25 Check_Container_before_Truck_out -> _O ( Truck_Out ) 
26 
Stack_Container_in_Yard -> _O ( ( Invisible_Task \/ 
Verification_Document_Quarantine ) ) 
27 
Verification_Document_Behandle -> _O ( ( 
Create_Job_Order_Document_Behandle \/ Invisible_Task ) ) 
28 
Determine_Container_Type -> _O ( ( Determining_Dry \/ 
Determining_Refeer ) ) 
29 
Decide_Task_Before_Lift_Container -> _O ( ( Invisible_Task \/ 
Unplug_Refeer_Cable ) ) 
30 
_O ( ( Stack_Container_in_Yard_From_Quarantine \/ Invisible_Task ) ) 
-> _O ( Verification_Document_Behandle ) 
31 
_O ( ( Invisible_Task \/ Stack_Container_in_Yard_From_Behandle ) ) -
> _O ( Create_document_SPPB ) 
32 
_O ( ( Determining_Refeer \/ Determining_Dry ) ) -> _O ( 
Decide_Task_Before_Lift_Container ) 
33 
_O ( ( Invisible_Task \/ Unplug_Refeer_Cable ) ) -> _O ( 
Lift_on_Container_Truck ) 
 
Tabel 4.3 List Control-Flow Pattern dari Model Deklaratif 30% 
No Control-Flow Pattern 
1 Firstactivity(Document_Entry_via_PDE) 
2 Lastactivity(Truck_Out) 
3 Document_Entry_via_PDE -> _O ( Vessel_Berthing_Process ) 
4 Vessel_Berthing_Process -> _O ( Discharge_Container ) 
5 Discharge_Container -> _O ( Bring_Container_to_Yard ) 
6 Bring_Container_to_Yard -> _O ( Stack_Container_in_Yard ) 
7 Stack_Container_in_Yard -> _O ( Verification_Document_Behandle ) 
8 Verification_Document_Behandle -> _O ( Create_document_SPPB ) 
9 Create_document_SPPB -> _O ( Create_Job_Order_Document_Delivery ) 
10 Create_Job_Order_Document_Delivery -> _O ( Truck_in ) 
11 Truck_in -> _O ( Dispatch_WQ_Delivery_to_CHE ) 
12 Dispatch_WQ_Delivery_to_CHE -> _O ( Determine_Container_Type ) 
13 Lift_on_Container_Truck -> _O ( Truck_Go_To_Gate_Out ) 
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14 Truck_Go_To_Gate_Out -> _O ( Check_Container_before_Truck_out ) 
15 Check_Container_before_Truck_out -> _O ( Truck_Out ) 
16 Determine_Container_Type -> _O ( ( Determining_Dry \/ Determining_Refeer ) ) 
17 Decide_Task_Before_Lift_Container -> _O ( ( Unplug_Refeer_Cable \/ Invisible_Task ) ) 
18 _O ( ( Determining_Refeer \/ Determining_Dry ) ) -> _O ( Decide_Task_Before_Lift_Container ) 
19 _O ( ( Unplug_Refeer_Cable \/ Invisible_Task ) ) -> _O ( Lift_on_Container_Truck ) 
 
4.3.2 Pembentukan Model Tree dari Control-Flow Pattern 
Model proses tree dibentuk dengan menggabungkan control-flow pattern yang 
telah diperoleh dan penambahan atribut pada model proses tree. Hasil model tree 
berdasarkan control-flow pattern yang didapatkan di subbab 4.3.1 dapat dilihat pada 
Gambar 4.5, Gambar 4.6, dan Gambar 4.7. Dari kesemua model proses tree tersebut, 
model proses tree paling sederhana adalah model proses yang tergambar di Gambar 4.7. 
Jika dibandingkan dengan model proses yang lain, model proses pada Gambar 4.7 tidak 
menggambarkan relasi pilihan pada kegiatan di Karantina (Quarantine) dan kegiatan di 
Behandle. 
Kemudian, penambahan atribut pada model proses terlihat dari keterangan 
attribute di model proses. Penulisan atribut pada model proses tersebut pada penelitian 
ini berformat “ ^ ( attribute = nama_atribut )”. Hal ini dilakukan untuk membedakan 


















Gambar 4.7 Potongan Model Tree dari Control-Flow Patterns dengan minimum 
support 30% 
 
Pada perbaikan proses yang terpotong, model proses imperatif yang dijadikan 
acuan adalah satu model. Pemilihan model proses yang dilakukan dengan mencari nilai 
kualitas tertinggi dari keseluruhan model proses tersebut. Kualitas diukur dari segi 
fitness, presisi, simplicity, dan generalisasi. Model proses yang dipilih adalah model 
proses yang memiliki nilai diatas 0,5 untuk keseluruhan kualitas. 0,5 dipilih karena nilai 
tersebut batas tengah dari rentang nilai pengukuran kualitas. Apabila model proses yang 
memenuhi kriteria tersebut lebih dari satu atau tidak memenuhi, maka akan dipilih rata-
rata kualitas tertinggi dari seluruh kualitas tersebut.  
Hasil kualitas model proses tree dapat dilihat pada Tabel 4.4. Nilai yang dicetak 
tebal merupakan nilai tertinggi dari setiap kualitas per bulannya. Model proses dengan 
nilai minimum support 10% memiliki nilai fitness dan nilai presisi tertinggi, model 
proses dengan nilai minimum support 20% memiliki nilai simplicity tertinggi, 
sedangkan model proses dengan nilai minimum support 30% memiliki nilai generalisasi 




model proses dengan nilai minimum support 10% yang dipilih. Hal itu dikarenakan 
hanya model tersebut yang memiliki nilai di atas 0,5 untuk keseluruhan kualitas. 
Perhitungan lengkap dapat dilihat pada LAMPIRAN B. 
Tabel 4.4 Hasil Kualitas Model Proses Tree 
 





(0,0-1,0) (0,0-1,0) (0,0-1,0) (0,0-1.0) 
Januari 
10% 0,925 0.92 0.878 0.976 
20% 0,923 0.5 0.884 0.986 
30% 0,699 0.5 0.261 0.990 
Februari 
10% 0.844 0.83 0.878 0.973 
20% 0.842 0.5 0.884 0.985 
30% 0.624 0.5 0.261 0.988 
Maret 
10% 0.914 0.83 0.878 0.975 
20% 0.912 0.5 0.884 0.985 
30% 0.666 0.5 0.261 0.988 
 
4.3.3 Penentuan Proses yang Terpotong dan Anomali 
Penentuan proses yang terpotong dan anomali didasarkan pada model proses 
yang telah terbentuk dari penggabungan control-flow pattern. Metode untuk penentuan 
kelompok proses tersebut telah dijelaskan pada subbab 3.1.6.1. Hasil dari 
pengaplikasian metode tersebut dapat dilihat pada Gambar 4.8. Angka-angka yang 
disimpan pada kelompok proses yang terpotong dan anomali adalah case_id dari proses. 
Case_id tersebut akan digunakan sebagai acuan untuk memilih proses yang akan 
diperbaiki. Proses yang diperbaiki hanyalah proses yang termasuk dalam kelompok 
proses yang terpotong (list case truncated). 
 
Gambar 4.8 List case yang termasuk proses yang terpotong (truncated) dan anomali 
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Gambar 4.9 menunjukkan hasil akurasi pengelompokkan proses yang terpotong 
dan anomali. Jumlah prose yang terpotong dan anomali sebenarnya didapatkan dari 
pengecekan proses sesuai trace yang diberikan oleh expert. List dari trace serta 
penjabaran penentuan nilai akurasi dapat dilihat pada LAMPIRAN C.  
Berdasarkan Gambar 4.9, nilai akurasi dari seluruh bulan tersebut adalah 1,0. 
Nilai akurasi yang sangat tinggi disebabkan karena proses-proses yang terbentuk di 
model proses adalah proses-proses yang dikategorikan sebagai proses yang benar oleh 
expert. Oleh sebab itu, baik buruknya hasil pengelompokkan proses yang terpotong dan 
anomali bergantung pada model proses yang terbentuk. 
 
 
Gambar 4.9 Perhitungan Akurasi Pengelompokkan Proses Terpotong dan Anomali 
 
4.3.4 Perbaikan Proses yang Terpotong 
Perbaikan proses yang terpotong berdasarkan list proses yang terpotong. 
Perbaikan proses yang terpotong didasarkan pada metode yang diusulkan. Metode 
tersebut telah dijelaskan pada subbab 3.1.6.2. Hasil dari pengaplikasian metode ini 
adalah urutan aktivitas yang membentuk proses yang lengkap. Contoh hasil dapat 
dilihat pada Gambar 4.10. Case 4453467 hanya memiliki aktivitas 
Documen_Entry_via_PDE,Vessel_Berthing_Process, Discharge_Container, 
Bring_Container_to_Yard, dan Stack_Container_in_Yard pada bulan Januari. Selain 
itu, case ini memiliki atribut yaitu “Dry, Green Line”. Berdasarkan aktivitas dan atribut 
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pada case, penambahan aktivitas sebagai pengganti aktivitas yang hilang pada Gambar 
4.10 ditunjukkan mulai dari aktivitas setelah Stack_Container_in_Yard sampai aktivitas 
Truck_Out. 
 
Gambar 4.10 Contoh Hasil Perbaikan Proses yang Terpotong 
 
4.4 Pembahasan   
4.4.1 Evaluasi Kinerja Pembentukan Model Proses 
Evaluasi kinerja pembentukan model proses imperatif berdasarkan empat sisi 
kualitas, yaitu fitness, presisi, simplicity, dan generalisasi. Evaluasi yang dilakukan 
dengan membandingkan kualitas hasil metode yang diusulkan dan kualitas hasil 
algoritma MinerFul. Algoritma MinerFul adalah metode yang dapat mengkonversi 
model deklaratif menjadi model proses, yang dapat disebut sebagai model proses 
imperatif. Hasil metode akan semakin bagus apabila nilai kualitas yang didapatkan 
tinggi. Rentang nilai kualitas adalah 0,0 sampai 1,0. Untuk hasil algoritma MinerFul 
dapat dilihat pada LAMPIRAN E. 
Hasil evaluasi kinerja dapat dilihat pada Gambar 4.11, Gambar 4.12, dan Gambar 
4.13. Detail perhitungan nilai kualitas dapat dilihat pada LAMPIRAN D. Dari hasil 
evaluasi tersebut, hasil metode yang diusulkan memiliki nilai presisi dan simplicity yang 
lebih tinggi dari hasil algoritma MinerFul. Kemudian, nilai fitness dari hasil metode 
yang diusulkan maupun hasil dari algoritma MinerFul memiliki nilai yang tinggi. Nilai 
tinggi dalam presisi dan simplicity dipengaruhi oleh kemampuan metode yang diusulkan 
dalam mendeteksi relasi non-free choice dan invisible task. Algoritma MinerFul tidak 
61 
 
dapat mendeteksi non-free choice sehingga model proses yang dihasilkan memiliki 
trace yang semakin bervariasi. Pembagi dari perhitungan presisi adalah jumlah trace 
pada model proses, sehingga semakin banyak variasi trace yang dibentuk model proses 
dan tidak muncul dalam log data akan memperkecil nilai presisi. Kemudian, algoritma 
MinerFul tidak mendeteksi invisible task sehingga banyak aktivitas yang didefinisikan 
berulang (redundan). Pendefinisian aktivitas secara redundan ini mengurangi nilai 
simplicity. 
 









Gambar 4.13 Kualitas Model Proses dari Metode yang Diusulkan dan MinerFul pada 
bulan Maret 
 
4.4.2 Evaluasi Kinerja Perbaikan Proses yang Terpotong 
Evaluasi kinerja perbaikan proses yang terpotong dilakukan dengan cara 
menghitung akurasi dari hasil metode yang diusulkan. Penilaian akurasi adalah 
meghitung prosentase hasil yang sesuai dengan data sebenarnya. Data sebenarnya 
diambil dari gabungan log data, mulai dari bulan Januari sampai dengan bulan Maret. 
Pada bulan Januari, terdapat 1504 proses terpotong dari 21710 case keseluruhan. Pada 
bulan Februari, terdapat 3509 proses terpotong dari 23335 case keseluruhan. Sedangkan 
pada bulan Maret, terdapat 2006 proses terpotong dari 24557 case keseluruhan. 
Hasil akurasi tersebut akan dibandingkan dengan metode pembanding, yaitu 
algoritma Heuristic Linear Approach. Hasil akurasi dapat dilihat pada Gambar 4.14, 
Gambar 4.15, dan Gambar 4.16. Dari keseluruhan log data tersebut, metode usulan 
memiliki nilai akurasi paling tinggi, yaitu 81% pada bulan Januari, 91% pada bulan 
Februari, dan 74,48% pada bulan Maret. Dari hasil evaluasi, didapatkan bahwa metode 
usulan dalam membedakan proses yang terpotong dan anomali mampu meningkatkan 
akurasi dari metode. Hal itu terbukti dari penambahan metode tersebut ke dalam 
algoritma Heuristic Linear Approach mengakibatkan nilai akurasi naik dibandingkan 
dengan hanya menggunakan algoritma Heuristic Linear Approach. Kemudian, 
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penambahan atribut pada model proses meningkatkan akurasi hasil perbaikan proses 
yang terpotong.  
 
Gambar 4.14 Kualitas Hasil Perbaikan Proses Terpotong dari Metode yang Diusulkan 
dan Heuristic Linear Approach pada bulan Januari 
 
Gambar 4.15 Kualitas Hasil Perbaikan Proses Terpotong dari Metode yang Diusulkan 




Gambar 4.16 Kualitas Hasil Perbaikan Proses Terpotong dari Metode yang Diusulkan 
dan Heuristic Linear Approach pada bulan Maret 
 
Kemudian, dari sisi running time algoritma, metode yang diusulkan memiliki 
running time lebih kecil dibandingkan algoritma Heuristic Linear Approach. Baik 
Metode Usulan maupun algoritma Heuristic Linear Approach memiliki running time 
terkecil pada bulan Januari, dikarenakan bulan Januari memiliki case paling sedikit dan 
proses terpotong paling sedikit. Hasil rincian dapat dilihat pada Tabel 4.5. 
Tabel 4.5 Hasil Running Time Metode Usulan dan Algoritma Heuristic Linear 
Approach 
Log Bulan Algoritma Running Time (detik) 
Januari Metode Usulan 89,92 
 Metode Usulan Tanpa Pembedaan Proses Terpotong 53,30 
Heuristic Linear Approach dengan Pembedaan 
Proses Terpotong 
103,74 
Heuristic Linear Approach 235,62 
Februari Metode Usulan 91,49 
 Metode Usulan Tanpa Pembedaan Proses Terpotong 63,19 
Heuristic Linear Approach dengan Pembedaan 
Proses Terpotong 
113,38 
Heuristic Linear Approach 255,53 
Maret Metode Usulan 97,40 
 Metode Usulan Tanpa Pembedaan Proses Terpotong 64,37 
Heuristic Linear Approach dengan Pembedaan 
Proses Terpotong 
115,97 
Heuristic Linear Approach 267,12 
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4.4.3 Analisa Hasil 
 Dari hasil eksperimen yang dilakukan, didapatkan bahwa model proses imperatif 
yang memiliki rata-rata nilai kualitas terbaik (utamanya adalah nilai fitness dan presisi) 
menggunakan nilai threshold minimum support untuk masing-masing bulan sebesar 
10%. Hal ini dikarenakan semakin kecil nilai minimum support, maka semakin besar 
rules yang terbentuk di model Deklaratif sehingga semakin banyak masukan yang dapat 
digunakan oleh metode yang diusulkan untuk membentuk control-flow patterns sebagai 
bahan pembentukan moel proses. Kemudian, hasil kualitas presisi dan simplicity model 
proses dari metode yang diusulkan lebih tinggi dibandingkan hasil kualitas model 
proses dari algoritma MinerFul. Hal ini dikarenakan pembentukan invisible task dapat 
mengurangi aktivitas yang redundan, sehinggan nilai simplicity lebih tinggi. Kemudia, 
pembentukan non-free choice menghilangkan kemungkinan trace yang terbentuk tetapi 
tidak terdapat di log data, sehingga nilai presisi menjadi lebih tinggi. 
 Kemudian, pengukuran kualitas perbaikan proses yang terpotong menggunakan 
tiga log data, yaitu log data bulan Januari yang mengandung proses terpotong di akhir, 
log data bulan Februari yang mengandung proses terpotong di awal dan proses 
terpotong di akhir, serta log data bulan Maret yang mengandung proses terpotong di 
awal. Hasil akurasi terbaik perbaikan proses menggunakan metode yang diusulkan pada 
bulan Februari. Hal ini dikarenakan prosentase aktivitas hilang pada proses yang 
terpotong di awal dan prosentase aktivitas hilang pada proses yang terpotong di akhir 
lebih kecil jika dibandingkan log bulan lain. Hal ini terlihat pada Tabel 4.6. Kemudian, 
atribut yang digunakan pada metode usulan berada pada aktivitas-aktivitas awal, 
sehingga mteode yang diusulkan dapat memperbaiki proses yang terpotong di akhir 
lebih baik dibandingkan proses yang terpotong di awal. Hal ini terlihat dari akurasi yang 
tinggi pada log bulan Januari dan Februari. Kemudian, akurasi log bulan Maret tidak 
tinggi dikarenakan proses yang terpotong di depan sehingga metode menggunakan 
probabilitas kemunculan aktivitas untuk menanggulangi atribut yang sedikit. 
Penggunaan probabilitas ini yang membuat nilai akurasi metode usulan dan nilai akurasi 
algoritma Heuristic Linear Approach terhadap seluruh proses terpotong yang 
merupakan hasil dari metode usulan untuk pembedaan proses terpotong dan anomali 
memiliki hasil akurasi yang sama. 
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Tabel 4.6 Prosentase Aktivitas Hilang pada Setiap Log Bulan 
Log Bulan Jenis Proses Terpotong Prosentase Aktivitas Hilang 
(%) 
Januari Awal 60,42 
Februari Awal 51,56 
Awal dan Akhir 66,67 
Akhir 38,35 
Maret Akhir 46,88 
 
Pada pengukuran running time metode yang diusulkan dengan algoritma Heuristic 
Linear Approach, running time metode yang diusulkan lebih cepat dibandingkan 
algoritma Heuristic Linear Approach. Perbedaan running time yang cukup besar 
dikarenakan algoritma Heuristic Linear Approach melakukan pengecekan per pasangan 
aktivitas(aktivitas pertama dan aktivitas kedua, aktivitas kedua dan aktivitas ketiga, dst) 
untuk setiap case dalam perbaikan proses dengan jumlah trace acuan yang besar, yaitu 
36 trace, sedangkan  metode usulan hanya melakukan pengecekan pada aktivitas awal 
dan akhir pada case yang dikategorikan terpotong untuk perbaikan proses. Trace acuan 
yang digunakan dapat dilihat pada LAMPIRAN F. Jumlah trace yang besar sebagai 
acuan algoritma Heuristic Linear Approach dikarenakan model proses yang digunakan 
tidak dapat membentuk non-free choice dalam relasi yang mengandung invisible task 
(dalam kasus TPS adalah relasi dari Determine_Container_Type sampai 
Lift_on_Container_Truck). Kemudian, algoritma Heuristic Linear Approach yang 
menggunakan metode pembedaan anomali dan proses terpotong untuk memilih case 
yang akan diperbaiki menghasilkan running time lebih cepat dikarenakan case yang 
diproses hanya proses yang terpotong dan perbaikan proses membutuhkan waktu yang 






BAB 5.  
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
1. Penggambaran relasi non-free choice dan invisible task dalam model proses 
imperatif dilakukan dengan penggambaran control-flow pattern sebagai bagian 
model proses. Relasi non-free choice dan invisible task digambarkan dengan 
melihat hubungan antar pattern untuk relasi paralel (XOR, OR, AND) yang telah 
terbentuk dimana pattern relasi paralel dibentuk dari hubungan antar rules pada 
model deklaratif. 
2. Perbaikan proses terpotong dilakukan dengan membedakan proses terpotong dan 
anomali kemudian memberikan aktivitas pengganti dari aktivitas hilang pada 
proses terpotong berdasarkan urutan aktivitas dalam node pada model tree. Pada 
proses yang terpotong di bagian akhir, urutan node dalam bentuk pre-order, dan 
proses yang terpotong di bagian awal menggunakan model urutan reverse dari 
pre-order. Kemudian, untuk relasi paralel pilihan (XOR, OR), aktivitas yang 
dipilih adalah aktivitas yang sesuai dengan atribut (dalam penelitian diambil dari 
detail attachment) yang terdapat dalam log dari proses terpotong. 
3. Hasil evaluasi dilakukan dengan membandingkan hasil metode usulan dan hasil 
dari algoritma MinerFul. Kemampuan penggambaran relasi non-free choice dan 
invisible task dalam model hasil metode usulan dapat menghasilkan nilai presisi 
dan simplicity lebih tinggi dari hasil algoritma MinerFul. Hasil rata-rata presisi 
dan simplicity dari metode usulan menggunakan log Terminal Peti Kemas adalah 
0,861 dan 0,878, sedangkan rata-rata presisi dan simplicity dari algoritma 
MinerFul adalah 0,517 dan 0,837. 
4. Hasil evaluasi dilakukan dengan membandingkan hasil metode usulan dan hasil 
dari algoritma Heuristic Linear Approach pada tiga log data, yaitu log data bulan 
Januari, log data bulan Februari dan log data bulan Maret. Log data bulan 
Februari memiliki hasil akurasi paling tertinggi karena log berisi proses yang 
terpotong di akhir dengan prosentase aktivitas yang kecil, sehingga banyak atribut 
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yang didapatkan untuk menunjang metode perbaikan yang diusulkan. Sedangkan, 
log data bulan Maret memiliki hasil akurasi paling rendah karena log berisi proses 
yang terpotong di awal, dimana atribut banyak terdapat pada aktivitas-aktivitas 
awal sehingga metode perbaikan yang diusulkan menggunakan probabilitas 
kemunculan aktivitas dalam penentuan aktivitas pengganti. Penggunaan 
probabilitas tersebut membuat akurasi metode yang diusulkan dan akurasi 
algoritma Heuristic Linear Approach dengan tambahan metode usulan untuk 
pembedaan proses terpotong dan anomali memiliki hasil akurasi yang sama. 
Untuk rata-rata akurasi pada tiga log data, metode yang diusulkan menghasilkan 
nilai akurasi lebih tinggi dari algoritma Heuristic Linear Approach, yaitu 82,16%. 
Sedangkan, dari sisi running time, metode yang diusulkan memiliki running time 
lebih cepat dibandingkan dengan algoritma Heuristic Linear Approach 
dikarenakan algoritma Heuristic Linear Approach mengecek pasangan aktivitas 
dalam setiap case untuk perbaikan proses, sedangkan metode usulan hanya 
mengecek aktivitas awal dan akhir pada setiap case yang sudah dikategorikan 
sebagai proses terpotong. 
5.2 Saran 
Pencarian data keterangan lain yang digunakan untuk pemilihan relasi pilihan 
selain keterangan pada aktivitas dokumen dapat digunakan untuk meningkatkan akurasi 
perbaikan proses yang terpotong, khususnya akurasi pada perbaikan proses yang 
terpotong di awal. Kemudian, perbaikan proses yang terpotong dapat dibentuk ke dalam 
log data dengan mengestimasi waktu pelaksanaannya, sehingga log yang berisi 
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1 2 3 4 5 6 7 8 9 10 11 12 
Document_Entry_via_PDE 1 1 1 1 1 1 1 1 1 1 1 1 
Vessel_Berthing_Process 2 2 2 2 2 2 2 2 2 2 2 2 
Discharge_Container 3 3 3 3 3 3 3 3 3 3 3 3 
Bring_Container_to_Yard 4 4 4 4 4 4 4 4 4 4 4 4 
Stack_Container_in_Yard 5 5 5 5 5 5 5 5 5 5 5 5 
Verification_Document_ 
Quarantine 6 6 6 6 6 6       
Create_Job_Order_ 
Document_Quarantine 7 7 7 7 7 7       
Bring_Container_from_ 
Yard_to_Quarantine 8 8 8 8 8 8       
Stack_Container_in_ 
Quarantine_Area 9 9 9 9 9 9       
Check_Goods_Quarantine 10 10 10 10 10 10       
Create_document_KH/KT 11 11 11 11 11 11       
Send_Certificate_KH/KT_Inf
o 
12 12 12 12 12 12       
Stack_Container_in_ 
Yard_From_Quarantine 13 13 13 13 13 13       
Verification_Document_ 
Behandle 14 14 14 14 14 14 6 6 6 6 6 6 
Create_Job_Order_ 
Document_Behandle 15 15 15    7 7 7    
Stack_Container_in_ 
Behandle_Area 16 16 16    8 8 8    
Check_Goods_Behandle 17 17 17    9 9 9    
Create_document_LHP 18 18 18    10 10 10    
Bring_Container_from_ 
Yard_to_Behandle 19 19 19    11 11 11    
Stack_Container_in_ 
Yard_From_Behandle 20 20 20    12 12 12    
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Create_document_SPPB 21 21 21 15 15 15 13 13 13 7 7 7 
Create_Job_Order_ 
Document_Delivery 22 22 22 16 16 16 14 14 14 8 8 8 
Truck_in 23 23 23 17 17 17 15 15 15 9 9 9 
Dispatch_WQ_Delivery_to_ 
CHE 24 24 24 18 18 18 16 16 16 10 10 10 
Determine_Container_Type 25 25 25 19 19 19 17 17 17 11 11 11 
Determining_Dry 26   20   18   12   
Determining_Refeer  26   20   18   12  
Determining_Uncontainer   26   20   18   12 
Decide_Task_Before_ 
Lift_Container 27 27 27 21 21 21 19 19 19 13 13 13 
Unplug_Refeer_Cable  28   22   20   14  
Prepare_Tools   28   22   20   14 
Lift_on_Container_Truck 28 29 29 22 23 23 20 21 21 14 15 15 
Truck_Go_To_Gate_Out 29 30 30 23 24 24 21 22 22 15 16 16 
Check_Container_ 
before_Truck_out 30 31 31 24 25 25 22 23 23 16 17 17 
Truck_Out 31 32 32 25 26 26 23 24 24 17 18 18 
Keterangan: nomor pada tabel menunjukkan urutan aktivitas pada masing-masing trace  
 
B. Data Lengkap Perhitungan Kualitas Model Proses dengan nilai minimum 
Support  
Bulan Nilai Minimum Support 
Fitness (0,0-1,0) 
 CasesCaptured CasesLog Qf 
 
Januari 
10% 20089 21710 0,925 
 20% 20032 21710 0,923 
 30% 15175 21710 0,699 
 
Februari 
10% 19697 23335 0,844 
 20% 19655 23335 0,842 
 30% 14568 23335 0,624 
 
Maret 
10% 22447 24557 0,914 
 20% 22393 24557 0,912 






Bulan Nilai Minimum Support 
Presisi (0,0-1,0) 
 traceCaptured tracesModel Qp 
 
Januari 
10% 11 12 0,92 
 20% 8 16 0,5 
 30% 2 4 0,5 
 
Februari 
10% 10 12 0,83 
 20% 8 16 0,5 
 30% 2 4 0,5 
 
Maret 
10% 10 12 0,83 
 20% 8 16 0,5 
 30% 2 4 0,5 
 
  
Bulan Nilai Minimum Support 
Simplicity (0,0-1,0) 
dupAct misAct nodeTree Qs 
Januari 
10% 3 3 49 0,878 
20% 0 5 43 0,884 
30% 0 17 23 0,261 
Februari 
10% 3 3 49 0,878 
20% 0 5 43 0,884 
30% 0 17 23 0,261 
Maret 
10% 3 3 49 0,878 
20% 0 5 43 0,884 
30% 0 17 23 0,261 
  
 
Bulan Nilai Minimum Support 
Generalisasi (0,0-1,0) 
 sum(exectNode) nodeTree Qg 
 
Januari 
10% 1,177 49 0,976 
 20% 0,601 43 0,986 
 30% 0,227 23 0,990 
 
Februari 
10% 1,302 49 0,973 
 20% 0,633 43 0,985 
 30% 0,287 23 0,988 
 
Maret 
10% 1,235 49 0,975 
 20% 0,628 43 0,985 
 30% 0,278 23 0,988 




C. Perhitungan Akurasi Pengelompokkan Proses yang Terpotong dan Anomali 
Bulan Januari 
Aktual 
Proses Terpotong (1504) Anomali (117) 
Prediksi 
Proses Terpotong 
(1504) 1504 0 




Proses Terpotong (3509) Anomali (129) 
Prediksi 
Proses Terpotong 
(3509) 3509 0 




Proses Terpotong (2006) Anomali (104) 
Prediksi 
Proses Terpotong 
(2006) 2006 0 
Anomali (104) 0 104 
 
D. Data Lengkap Perhitungan Kualitas Model Proses Metode yang Diusulkan 




casesCaptured casesLog Qf 
 
Januari 
Metode Usulan 20089 21710 0,925 
 
MinerFul 20089 21710 0,925 
 
Februari 
Metode Usulan 19697 23335 0,844 
 
MinerFul 19697 23335 0,844 
 
Maret 
Metode Usulan 22447 24557 0,914 
 






traceCaptured tracesModel Qp 
 
Januari 
Metode Usulan 11 12 0,917 
 
MinerFul 11 20 0,550 
 




MinerFul 10 20 0,500 
 
Maret 
Metode Usulan 10 12 0,833 
 





dupAct misAct nodeTree Qs 
Januari 
Metode Usulan 3 3 49 0,878 
MinerFul 8 0 49 0,837 
Februari 
Metode Usulan 3 3 49 0,878 
MinerFul 8 0 49 0,837 
Maret 
Metode Usulan 3 3 49 0,878 





sum(exectNode) nodeTree Qg 
 
Januari 
Metode Usulan 1,177 49 0,976 
 
MinerFul 0,934 49 0,981 
 
Februari 
Metode Usulan 1,302 49 0,973 
 
MinerFul 1,014 49 0,979 
 
Maret 
Metode Usulan 1,235 49 0,975 
 
MinerFul 0,982 49 0,980 
 
 
E. Hasil Model Proses dari Algoritma MinerFul 





Nama Aktivitas Singkatan Nama Aktivitas Singkatan 
Document_Entry_via_PDE DE Bring_Container_from_ 
Yard_to_Behandle 
BCYB 




Discharge_Container DC Create_document_ 
SPPB 
CPB 
Bring_Container_to_Yard BCY Create_Job_Order_ 
Document_Delivery 
CJD 



















Check_Goods_Quarantine CGQ Determining_Refeer DR 
























Check_Goods_Behandle CGB Truck_Out TO 

























1 2 3 4 5 6 7 8 9 10 11 12 
Document_Entry_via_PDE 1 1 1 1 1 1 1 1 1 1 1 1 
Vessel_Berthing_Process 2 2 2 2 2 2 2 2 2 2 2 2 
Discharge_Container 3 3 3 3 3 3 3 3 3 3 3 3 
Bring_Container_to_Yard 4 4 4 4 4 4 4 4 4 4 4 4 
Stack_Container_in_Yard 5 5 5 5 5 5 5 5 5 5 5 5 
Verification_Document_ 
Quarantine 6 6 6 6 6 6 6 6 6 6 6 6 
Create_Job_Order_ 
Document_Quarantine 7 7 7 7 7 7 7 7 7 7 7 7 
Bring_Container_from_ 
Yard_to_Quarantine 8 8 8 8 8 8 8 8 8 8 8 8 
Stack_Container_in_ 
Quarantine_Area 9 9 9 9 9 9 9 9 9 9 9 9 
Check_Goods_Quarantine 10 10 10 10 10 10 10 10 10 10 10 10 
Create_document_KH/KT 11 11 11 11 11 11 11 11 11 11 11 11 
Send_Certificate_KH/KT_In
fo 12 12 12 12 12 12 12 12 12 12 12 12 
Stack_Container_in_Yard_ 
From_Quarantine 13 13 13 13 13 13 13 13 13 13 13 13 
Verification_Document_ 
Behandle 14 14 14 14 14 14 14 14 14 14 14 14 
Create_Job_Order_ 
Document_Behandle 15 15 15 15 15 15 15 15 15    
Stack_Container_in_ 
Behandle_Area 16 16 16 16 16 16 16 16 16    
Check_Goods_Behandle 17 17 17 17 17 17 17 17 17    
Create_document_LHP 18 18 18 18 18 18 18 18 18    
Bring_Container_from_ 
Yard_to_Behandle 19 19 19 19 19 19 19 19 19    
Stack_Container_in_Yard_ 
From_Behandle 20 20 20 20 20 20 20 20 20    
Create_document_SPPB 21 21 21 21 21 21 21 21 21 15 15 15 
Create_Job_Order_ 
Document_Delivery 22 22 22 22 22 22 22 22 22 16 16 16 
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Truck_in 23 23 23 23 23 23 23 23 23 17 17 17 
Dispatch_WQ_Delivery_to_ 
CHE 24 24 24 24 24 24 24 24 24 18 18 18 
Determine_Container_Type 25 25 25 25 25 25 25 25 25 19 19 19 
Determining_Dry 26 26 26       20 20 20 
Determining_Refeer 
 
  26 26 26       
Determining_Uncontainer       26 26 26    
Decide_Task_Before_Lift_ 
Container 27 27 27 27 27 27 27 27 27 21 21 21 
 Unplug_Refeer_Cable 
 
28   28   28   22  
Prepare_Tools 
 
 28  
 
28   28   22 
Lift_on_Container_Truck 28 29 29 28 29 29 28 29 29 22 23 23 
Truck_Go_To_Gate_Out 29 30 30 29 30 30 29 30 30 23 24 24 
Check_Container_before_ 
Truck_out 30 31 31 30 31 31 30 31 31 24 25 25 





13 14 15 16 17 18 19 20 21 22 23 24 
Document_Entry_via_PDE 1 1 1 1 1 1 1 1 1 1 1 1 
Vessel_Berthing_Process 2 2 2 2 2 2 2 2 2 2 2 2 
Discharge_Container 3 3 3 3 3 3 3 3 3 3 3 3 
Bring_Container_to_Yard 4 4 4 4 4 4 4 4 4 4 4 4 
Stack_Container_in_Yard 5 5 5 5 5 5 5 5 5 5 5 5 
Verification_Document_ 
Quarantine 6 6 6 6 6 6       
Create_Job_Order_ 
Document_Quarantine 7 7 7 7 7 7       
Bring_Container_from_ 
Yard_to_Quarantine 8 8 8 8 8 8       
Stack_Container_in_ 
Quarantine_Area 9 9 9 9 9 9       
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Check_Goods_Quarantine 10 10 10 10 10 10       
Create_document_KH/KT 11 11 11 11 11 11       
Send_Certificate_KH/KT_Info 12 12 12 12 12 12       
Stack_Container_in_Yard_ 
From_Quarantine 13 13 13 13 13 13       
Verification_Document_ 
Behandle 14 14 14 14 14 14 6 6 6 6 6 6 
Create_Job_Order_ 
Document_Behandle       7 7 7 7 7 7 
Stack_Container_in_ 
Behandle_Area       8 8 8 8 8 8 
Check_Goods_Behandle  
 
   
 9 9 9 9 9 9 
Create_document_LHP       10 10 10 10 10 10 
Bring_Container_from_ 
Yard_to_Behandle       11 11 11 11 11 11 
Stack_Container_in_Yard_ 
From_Behandle       12 12 12 12 12 12 
Create_document_SPPB 15 15 15 15 15 15 13 13 13 13 13 13 
Create_Job_Order_ 
Document_Delivery 16 16 16 16 16 16 14 14 14 14 14 14 
Truck_in 17 17 17 17 17 17 15 15 15 15 15 15 
Dispatch_WQ_Delivery_to_ 
CHE 18 18 18 18 18 18 16 16 16 16 16 16 
Determine_Container_Type 19 19 19 19 19 19 17 17 17 17 17 17 
Determining_Dry       18 18 18    
Determining_Refeer 20 20 20       18 18 18 
Determining_Uncontainer  
 
 20 20 20       
Decide_Task_Before_Lift_ 
Container 21 21 21 21 21 21 19 19 19 19 19 19 
 Unplug_Refeer_Cable  22   22   20   20  
Prepare_Tools   22   22   20   20 
Lift_on_Container_Truck 22 23 23 22 23 23 20 21 21 20 21 21 
Truck_Go_To_Gate_Out 23 24 24 23 24 24 21 22 22 21 22 22 
Check_Container_before_ 
Truck_out 24 25 25 24 25 25 22 23 23 22 23 23 
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25 26 27 28 29 30 31 32 33 34 35 36 
Document_Entry_via_PDE 1 1 1 1 1 1 1 1 1 1 1 1 
Vessel_Berthing_Process 2 2 2 2 2 2 2 2 2 2 2 2 
Discharge_Container 3 3 3 3 3 3 3 3 3 3 3 3 
Bring_Container_to_Yard 4 4 4 4 4 4 4 4 4 4 4 4 
Stack_Container_in_Yard 5 5 5 5 5 5 5 5 5 5 5 5 
Verification_Document_ 
Quarantine             
Create_Job_Order_ 
Document_Quarantine             
Bring_Container_from_ 
Yard_to_Quarantine             
Stack_Container_in_ 
Quarantine_Area             
Check_Goods_Quarantine             
Create_document_KH/KT   
  
   
 
   
 
Send_Certificate_KH/KT_Info   
  
   
 
   
 
Stack_Container_in_Yard_ 
From_Quarantine             
Verification_Document_ 
Behandle 6 6 6 6 6 6 6 6 6 6 6 6 
Create_Job_Order_ 
Document_Behandle 7 7 7          
Stack_Container_in_ 
Behandle_Area 8 8 8          
Check_Goods_Behandle 9 9 9          
Create_document_LHP 10 10 10          
Bring_Container_from_ 
Yard_to_Behandle 11 11 11          
Stack_Container_in_Yard_ 
From_Behandle 12 12 12          




Document_Delivery 14 14 14 8 8 8 8 8 8 8 8 8 
Truck_in 15 15 15 9 9 9 9 9 9 9 9 9 
Dispatch_WQ_Delivery_to_CHE 16 16 16 10 10 10 10 10 10 10 10 10 
Determine_Container_Type 17 17 17 11 11 11 11 11 11 11 11 11 
Determining_Dry   
 12 12 12       
Determining_Refeer       12 12 12    
Determining_Uncontainer 18 18 18       12 12 12 
Decide_Task_Before_Lift_ 
Container 19 19 19 13 13 13 13 13 13 13 13 13 
 Unplug_Refeer_Cable  20 
  
14   14   14  
Prepare_Tools   20   14   14   14 
Lift_on_Container_Truck 20 21 21 14 15 15 14 15 15 14 15 15 
Truck_Go_To_Gate_Out 21 22 22 15 16 16 15 16 16 15 16 16 
Check_Container_before_ 
Truck_out 22 23 23 16 17 17 16 17 17 16 17 17 
Truck_Out 23 24 24 17 18 18 17 18 18 17 18 18 
Keterangan: Trace bercetak tebal adalah trace yang sesuai dengan trace lengkap di 
LAMPIRAN A dan aktivitas berwarna kuning menunjukkan aktivitas yang salah 
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