Abstract. In the present study, a molecular dynamics study of irinotecan molecule with the atom-centered density matrix propagation scheme was carried out at AM1 semiempirical level of theory, at series of different temperatures, ranging from 5 K to 300 K. Molecular dynamics simulations were performed within the NVE ensemble, initially injecting (and redistributing among the nuclei) various amounts of nuclear kinetic energies to achieve the desired target temperatures. Subsequently to initial equilibration phase of 2 ps, productive simulations were carried out for 8 ps. The accuracy of simulations and the closeness of the generated trajectory to those at the Born-Oppenheimer surface were carefully followed and analyzed. To compute the temperature-dependent rovibrational density of states spectra, the velocity-velocity autocorrelation functions were computed and Fourier-transformed. Fourier-transformed dipole moment autocorrelation functions were, on the other hand, used to calculate the temperature-dependent infrared absorption cross section spectra. The finite-temperature spectra were compared to those computed by a static approach, i.e. by diagonalization of mass-weighted Hessian matrices at the minima located on the potential energy surfaces. Thermally-induced spectral changes were analyzed and discussed. The advantages of finite-temperature statistical physics simulations based on semiempirical Hamiltonian over the static semiempirical ones in the case of complex, physiologically active molecular systems relevant to intermolecular interactions between drugs and drug carriers were pointed out and discussed.
1. Introduction. Appropriate delivery of drugs and other physiologically active substances to the tissue in which they are expected to exert their activity is a fundamental issue in life sciences. We have actually witnessed a drastic paradigmatic shift in pharmaceutical sciences concerning the drug delivery issues with the advent of nanoscience [1] . The medical treatment of diseases, the very essence of drugs pharmacological activity as well as its distribution and metabolism critically depends on proper delivery. Often the delivery systems (the drug carriers) are designed such to enable a controlled release of the active ingredients as well. At the present state of the art within the field, various forms of drug delivery systems have evolved towards nanoparticles acting as encaging systems for the physiologically active components. To understand the physicochemical basis of the encaging phenomena, often a close collaboration between theory and experiment is crucial. In-depth studies of the molecular basis of the nanoparticle-drug intermolecular interactions (often being of noncovalent type) can even lead to a much more efficient design of novel carriers. In the present study, we tackle this issue focusing on a rather interesting and important hydrophilic drug irinotecan. Irinotecan is a rather important physiologically active substance, as it is used in the treatment of colon cancer, as well as in treatment of small cell lung cancer together with cisplatin. This hydrophilic drug has been recently incorporated into nanoparticle carriers composed by the poly lactic-co-glycolic acid copolymer (PLGA) and coadsorbed PEO-PPO-PEO (polyethylene oxide polypropylene polyethylene oxide) copolymer [2] . Among the other experimental techniques, Fourier transform infrared spectroscopy has been utilized to study the structural and dynamic changes of both guest and host molecules in the course of drug-nanopartice interaction upon encapsulation. The changes in experimentally measured spectral patterns upon encapsulations were shown to be rather subtle. Therefore, in order to get in-depth insights into the spectroscopic manifestations of the 150 B. Koteska, M. Simonoska Crcarevska, M. Glavas Dodov, J. Tonic Ribarska, L. Pejov noncovalent interactions taking place between the incorporated drug molecule and the co-polymeric nanocarrier, substantial theoretical support is required. In the course of achieving this aim, we have recently undertaken a theoretical study of irinotecan molecule at several semiempirical levels of theory, as well as with a density functional theory (DFT) based approach [3] . We have shown in this study that theoretical treatment of this molecular system employing the semiempirical AM1 Hamiltonian is capable of reproducing most of its basic structural and spectroscopic properties computed at B3LYP/6-31G(d, p) level of theory. However, as discussed in [3] , static quantum mechanical calculations inherently refer to a system at 0 K, while essentially all processes relevant to its physiological activity and incorporation into drug carrier systems occur at finite temperatures, quite above absolute zero. If one wants a reliable description of the physical phenomena in question, therefore, temperature-induced effects must be properly accounted for. To achieve this aim, in the present paper we study the temperature dependence of structure and vibrational spectroscopic properties of isolated irinotecan molecule employing molecular dynamics simulations based on the atom-centered density matrix propagation scheme [4] with a semiempirical AM1 Hamiltonian [5] . Using such methodological approach, sufficiently long simulations may be performed with a sufficiently accurate Hamiltonian for a proper description of the mentioned properties. This is a first step towards a development and implementation of rigorous theoretical approach aiming at an in-depth understanding of subtle structural and spectroscopic changes in the course of irinotecan incorporation (encapsulation) into drug nanocarrier systems.
Computational details.
2.1. Atom-centered density matrix propagation (ADMP) simulations. Semiempirical molecular dynamics simulations of free irinotecan molecule were carried out employing the atom-centered density matrix propagation (ADMP) scheme. This particular method belongs to the extended Lagrangian approaches to molecular dynamics, based on propagation of the density matrix, using Gaussian-type basis functions [4] . The extended Lagrangian of the studied system is written in the form:
In (2.1), M , R and V are the nuclear masses, positions and velocities, respectively, while P , W and µ denote the density matrix, density matrix velocity and the fictitious mass for the electronic degrees of freedom, correspondingly. Λ is a Lagrangian multiplier matrix, and is here used to impose the constraints on the total number of electrons in the system and on the condition of idempotency of the density matrix.
Applying the principle of stationary action, one subsequently arrives at the Euler-Lagrange equations for density matrix propagation, which can be written in the form:
For the purpose of the present study, equations (2.2) and (2.3) were integrated by the velocity Verlet algorithm. Within this algorithm, the density matrix propagation is given by: Note that the extended Lagrangian molecular dynamics methodologies are especially well-suited for systems with very large number of the degrees of freedom, as the electronic subsystem is not treated by a full solution by e.g. a self-consistent field procedure; rather, it is propagated along with the nuclear degrees of freedom (which are, in turn, treated classically). This is achieved by an adjustment of the time scales of the mentioned motions (electronic and nuclear).
In the present study, as a starting point for the ADMP simulations, we have chosen the absolute minimum on the AM1 potential energy surface (PES) of the title molecule. This minimum has been obtained by our previous careful investigation of the potential energy landscapes of the title molecule employing a series of semiempirical Hamiltonians (AM1, PM3, PM6), as well as density functional levels of theory (e.g. B3LYP/6-31G(d,p)) [3] . The minimum has been located employing the Schlegel's gradient optimization algorithm [6] . Subsequently to the geometry optimization phase, harmonic vibrational analysis has been performed in order to compute the harmonic vibrational frequencies (at 0 K) as well as to test the character of the located stationary point on the explored PES. Absence of imaginary frequencies (negative eigenvalues of the Hessian matrix) served as an indication that a true minimum on the PES has been reached.
Starting from the located minimum on the AM1 PES, semiempirical molecular dynamics simulations have been performed within the mentioned ADMP scheme. All ADMP simulations have been performed in the microcanonical (N V E) ensemble. Various amounts of initial nuclear kinetic energies were initially injected to the system (and distributed among the atoms) in order to reach the finally desired temperatures. No thermostats were applied to maintain a constant temperature during each of the ADMP simulations. As shown below, such approach has led to acceptable temperature fluctuations throughout the simulation. Since we want to compute the spectroscopic properties of the title system within the dynamical approach, i.e. within the time correlation function approach, the dynamics of molecular system has to be sampled properly. Introducing a thermostat to maintain constant temperature, aside from allowing for much smaller temperature fluctuations, would however, severely distort the system's dynamics. Series of ADMP simulations were carried out at target temperatures of 5 K, 100 K, 150 K and at 300 K. This temperature range was chosen to follow the temperature-evolution of the vibrational spectroscopic properties of the title molecule starting from a situation where quasi-harmonic behavior is expected, up to a situation which is often encountered in vibrational spectroscopic experiments under ambient conditions.
Upon initial velocity assignment, the system was allowed to equilibrate for 2 ps. Equilibration phase was followed by production (simulation) phase which was 8 ps long. To integrate the equations of motions, a time step of 0.2 fs was used for productive computations. The fictitious electron mass was set to 0.1 amu and the Cholesky basis for the orthonormal set was used.
Both the initial geometry optimizations with the semiempirical AM1 Hamiltonian and the subsequent ADMP simulations were performed with the Gaussian09 series of codes [7] .
2.2. Time-correlation functions approach to spectroscopic properties. To compute the finitetemperature vibrational spectra of the studied irinotecan molecule from semiempirical molecular dynamics simulations, we relied on the time correlation functions approach, which is fundamentally based on the linear response formalism [8] . Within this approach, a particular autocorrelation function is computed from the collected data throughout the MD trajectory and this is sequentially Fourier-transformed to arrive at a spectrum of a given type. According to Wiener-Khintchine theorem [8] , the autocorrelation function of a function of time f (t) is given by:
It follows from (2.7) that the autocorrelation of f(t) can be obtained by first taking the Fourier transform of f(t) (which transforms it into the frequency domain), sequentially computing the square of its modulus and subsequently taking the inverse Fourier transform.
In the present study, we have used two types of autocorrelation functions to compute the vibrational spectra: autocorrelation function of the nuclear velocities (the velocity-velocity autocorrelation function) and the dipole moment autocorrelation function [9] [10]. The velocity-velocity autocorrelation function (VV-ACF) was computed from the data collected from the production (simulation) part of the ADMP trajectory as [8, 9, 10] :
where i ranges from 1 to the total number of atoms, while the index j refers to the three principal Cartesian directions and ranges from 1 to 3. Subsequently, VV-ACF was normalized with respect to the initial value ⟨ − → v (0) − → v (0)⟩. From the normalized VV-ACF, the rovibrational density of states spectra, which are proportional to the kinetic energy spectra were computed by [8] :
In an analogous way, also the dipole moment autocorrelation function was computed from the ADMP simulation (production) phase and the infrared absorption cross-sections were computed by a subsequent Fourier transformation, i.e.:
Since in the case of both types of autocorrelation functions we computed the spectrum by Fourier transforming the time series obtained from simulations of finite length ADMP simulations, we have used the Blackmans window function to account for the fact that T < ∞ and cause the integrand to diminish at suitable T values. Blackmans window function has the following form (in discrete notation) [11] :
Fourier transformations for all purposes in the present study were performed with the fast Fourier transform (FFT) algorithm.
3. Results and discussion. The starting geometry of irinotecan molecule from which the ADMP simulations were started (corresponding to the minimum on the AM1 PES) is shown in Fig. 3.1 .
As already implied in the methodology section, the atom-centered density matrix propagation scheme is an extended Lagrangian molecular dynamics method in which the electronic structure is accounted for by representing the electronic subsystem with a single-particle density matrix. This, in turn, is propagated simultaneously with the nuclear degrees of freedom (which are treated classically) by introducing the fictitious inertia tensor µ which practically results in an adjustment of the nuclear and electronic time scales.
In this manner, the resulting fictitious dynamics allows controllable oscillations around the Born-Oppenheimer surface. As in the ADMP scheme the self-consistence field (SCF) convergence is not achieved, one has to analyze carefully the errors in order to be certain of the accuracy of the dynamics as well as of its physical meaningfulness. In our present study, we have thoroughly analyzed the error by following the time-evolution of the adiabaticity index, as well as of the idempotency of the density matrix [9] [10]. We have also followed the time-dependence of the total angular momentum throughout the productive part of the simulation. Fig. 3 .2 depicts the time-dependence of the adiabaticity index in the production phase of the simulation (subsequent to equilibration) at two working temperatures: 10 K and 150 K.
As can be seen, the values of adiabaticity index indicate the stability of the simulations. This was also confirmed by checking out the idempotency of the density matrix, which was kept within the threshold value of 10 −12 . The total angular momentum value was conserved to < 10 −13h as well. The actually achieved average temperatures during the simulations compared to the target ones are given in Table 3 .1. Temperature fluctuations around the target and average values presented in Table 3 .1 were acceptable and in line with the statistical physics expectations for a dynamical simulation of molecular system with the current size. As mentioned in the Computational details section, however, temperature control has not been applied in the present study, since the main emphasis here is put on the computation of spectroscopic properties from dynamical simulations through the time correlation functions formalism. To do this properly, one needs to avoid the distortions of the dynamics which would be introduced by the imposed temperature control [9] [10]. Fig . 3.3 shows the kinetic energy spectra (i.e. the kinetic energy density of states spectra) obtained by Fourier transformation of the velocity-velocity autocorrelation function for the series of simulations carried out at the four different temperatures (5, 100, 150 and 300 K). In this figure, the usually encountered frequency region in experimental studies (spanning from 500 to 4000 cm −1 ) is shown. In Figs. 3.4 and 3.5, on the other hand, the lower-(i.e. the fingerprint region) and higher-frequency (C-H as well as O-H and N-H stretching) regions of the kinetic energy spectra are shown.
Though the intensity pattern in the kinetic energy spectra is not directly comparable to the infrared spectrum, but rather to the deep inelastic neutron scattering spectrum, it still contains valuable information concerning the spacings between vibrational energy levels of different intramolecular modes. One can therefore follow the temperature evolution of the energy level differences, i.e. albeit in rather indirect way, the temperature evolution of the molecular conformational flexibility and intramolecular vibrational energy redistribution as well. Having these data for a free molecule of physiologically active substance is of essential importance for further studies and an in-depth understanding of its interaction with nanosized drug carriers.
Throughout the present study, we will use the kinetic energy spectra in parallel with those computed from the dipole autocorrelation function due to the following reasons. These type of spectra, as already implied before, contain information about the molecular rovibrational density of states, or, perhaps even more precisely, about the existence of energy level difference at particular frequency (wavenumber) value. Existence of a frequency difference, however, does not tell us anything about the particular mode that is involved. The intramolecular (a) (b) Fig. 3.2 . Time-dependence of the adiabaticity index in the production phase of the simulation (sub-sequent to equilibration) at two working temperatures: 10 K (a) and 150 K (b).
nuclear motions corresponding to that particular mode may not involve a change in the dipole moment which would be responsible for absorption of light quanta upon interaction with the incident radiation from infrared spectral region. If one therefore restricts the analysis solely on the basis of spectra obtained from the dipole moment auto-correlation function, the thermally-induced behavior of modes which are not infrared active would be left out. Fig. 3 .6, on the other hand, shows the spectra obtained by Fourier transformation of the dipole moment Semiempirical Atom-centered Density Matrix Propagation Approach to Temperature-dependent Vibrational Spectroscopy155 Fig. 3.3 . The kinetic energy spectra (kinetic energy density of states spectra) obtained by Fourier transformation of the velocity-velocity autocorrelation function for the series of simulations carried out at the four different temperatures in the frequency region from 500 to 4000 cm −1 . Fig. 3.4 . The kinetic energy spectra (kinetic energy density of states spectra) obtained by Fourier transformation of the velocity-velocity autocorrelation function for the series of simulations carried out at the four different temperatures in the "fingerprint" frequency region from 600 to 1700 cm −1 .
vector autocorrelation function for the series of simulations of free irinotecan molecule carried out at the four different temperatures (5, 100, 150 and 300 K). Analogously as in Fig. 3.3 , the usually encountered frequency region in experimental studies (spanning from 500 to 4000 cm −1 ) is shown here as well. These spectra should be directly comparable to the experimentally measured frequency dependencies of the infrared absorption crosssections obtained by experimental infrared spectroscopic techniques. Figs. 3.7 and 3.8 depict the lower-(i.e. the fingerprint region) and higher-frequency (C-H as well as O-H and N-H stretching) regions of the dipole moment autocorrelation spectra.
The intensity patterns shown in Figs. 3.6-3.8 should, therefore, be directly comparable to the temperature- dependent infrared spectra of the studied species. Aside from the information related to the vibrational energy level spacings in the case of different intramolecular modes, from these spectra one can also directly follow the temperature evolution of the infrared absorption spectra, as well as the thermally-enhanced molecular conformational flexibility and intramolecular vibrational energy redistribution. Fig. 3 .9, finally shows the harmonic vibrational spectrum of free irinotecan molecule, computed in a "static" manner, i.e. by sequential geometry optimization (location of the minimum on the considered semiempirical PES) and computation and subsequent diagonalization of the mass-weighted Hessian matrix at this particular point on the PES. Note that such analysis, aside for the computation of the IR spectrum within the harmonic approximation, has also served as a test of the character of the located stationary point(s) on the studied molecular PES. Absence of negative eigenvalues of the second-derivative matrices (i.e. absence of "imaginary frequencies") indicates that a true minimum on the considered PES has been located (instead of, e.g. a saddlepoint).
It is worth noting, however, that the harmonic vibrational spectrum depicted in Fig. 3 .9 has been computed considering the minimum-energy structure of the studied molecular system at (implicitly assumed) temperature of 0 K. It is, therefore, most directly (although not quantitatively) comparable to the dipole moment autocorrelation spectra calculated at 5 K. The great advantage of the "dynamical spectra" is the fact that they inherently contain the influence of anharmonicity of the molecular vibrational modes, provided that the temperature is sufficiently high so that throughout the molecular dynamics simulation a sufficiently "wide" region of intramolecular motions is sampled (i.e. a sufficiently wide configurational space volume).
Both types of spectra computed from the ADMP simulations in the present study are based on the autocorrelation functions of averaged nuclear velocities or of the dipole moment vector. It is therefore worth recalling at this point that these are statistical quantities, which have been obtained as a statistical average from numerous different configurations spanned by the MD simulation.
The computed resultant spectrum should, therefore, correspond to a dynamically averaged picture of the studied molecular system. This, on the other hand, would result in an overall lowering of the intensity of the peaks (especially in the intermediate spectral region). At the same time, in the course of dynamical simulation, the immediate surroundings of each of the vibrational modes changes in a quite anisotropic manner. This, in consequence, leads to both broadening and flattening of particular spectral regions. Such observations are in line with previous results reported in the literature [9] [10].
The previously outlined theoretical results as well as the theoretical explanations behind such observations suggest that thermally-induced dynamical effects in the rovibrational density of states as well as in the infrared absorption cross-sections of individual molecular systems may lead to notables changes in comparison to the corresponding "static" properties (e.g. those computed for a particular stationary point on the studied PES or from a snapshot from a statistical physics simulation). This is especially important when one compares theoretical with experimental spectroscopic data, considering the fact that the later are often obtained at finite temperatures, much above the absolute 0 (which is the effective temperature at which "static" ab intio or semiempirical computations are often carried out). In case when several conformers of a complex, large molecular system are close in energy, thermally-induced intramolecular motions and intramolecular vibrational energy redistributions may cause effective dynamical transitions between the corresponding wells on the molecular PES. The computed statistically averaged spectra from statistical physics simulations by the time correlation functions formalism therefore account for such dynamical effects and inherently account for the intramolecular conformational flexibility of the studied molecule. Such aspects are expected to be of essential importance especially when intermolecular interactions of noncovalent type are in questions. Such are, e.g. the interactions between drug molecules (as the presently studied irinotecan molecule) and drug carriers, cellular receptors, enzymes and other systems relevant in the biomolecular context.
Summary and conclusions.
In the present study, semiempirical molecular dynamics simulations of hydrophilic drug irinotecan were carried out employing the atom-centered density matrix propagation scheme at series of temperatures ranging from 5 K to 300 K. From the computed molecular dynamics trajectories, various types of spectra were computed within the time correlation functions formalism. These included the rovibrational density of states spectra, which were computed from the velocity-velocity autocorrelation functions, as well as the infrared absorption cross section spectra, computed from the dipole moment autocorrelation functions. The thermally induced changes in the single-molecule spectroscopic properties were deduced and the reasons behind them were analyzed and discussed. This work is the basis for the development and implementation of an accurate and plausible statistical physics model for the drug nanocarrier intermolecular interactions and their spectroscopic manifestations.
