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9ABSTRACT
This thesis contributes to the itheory of thermo­
luminescence dating and describes the (development of a method 
for dating aeolian sedimentary deposits.
In part 1 a review is made of tlhe theory of thermo­
luminescence dating and this is supplemented by a collation 
of material relevant to the new field cof the dating of 
sediments by thermoluminescence. The problem of deriving 
dose rates under conditions of radioacttive disequilibrium 
in the decay series is tackled and this ultimately leads to 
the development of dating and error formulae which can be 
used under certain classes of disequiliibrium.
Part 2 describes the development: of a method for 
dating aeolian sediments and this is applied with some 
success to a variety of sedimentary uniits from Mungo in 
western New South Wales, and Nyah West in Victoria. The 
method is found to produce ages consistent with previous 
radiocarbon dates for the former site, but many of the units 
from which other samples were selected have never been dated 
before, and so the ages obtained for thiese are only tentative.
In the course of the experimental work some attempts 
to measure the extent of disequilibrium! are made and a new 
thick source alpha particle counter, designed for rapid 
discrimination between the decay series .activities, is described. 
^Several unexpected problems, such as thie existence of a larce 
amount of thermoluminescence remaining <after zeroing, and 
anomalous fading of- the thermoluijiinescemce of quartz, are
10
encountered but appear to have been overcome by the dating 
method developed. The method also copes with a non-linear 
thermoluiuinescence growth.
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CHAPTER 1
INTRODUCTION TO THERMOLUMINESCENCE DATING
1.1 The phenomenon of luminescence
"Luminescence" is the emission of radiation in the 
visible or near visible part of the electromagnetic spectrum 
as a result of the absorption of energy by a substance. The 
mode of excitation involved determines the prefix used. 
"Photoluminescence" is produced by absorption of visible or 
ultra-violet light; "electroluminescence" by the application 
of an electric field. If the luminescence is excited by 
ionizing radiation, such as a or 3 particles, or x, Y or 
cosmic rays, then the emission is termed "radioluminescence". 
"Cathodoluminescence" refers to the special case of electron 
bombardment, and is responsible for the images seen on a 
television screen. "Triboluminescence" is produced by 
mechanical strain, fracture and friction, while "chemi­
luminescence" is the result of a chemical reaction. If 
luminescence results from a chemical reaction in a
biological process, then the emission is called "bioluminescence", 
an example being the luminescence of a glow worm, which is 
the result of the oxidation of luciferin (Harvey, 1957).
Following the absorption of energy, de-excitation of 
the system can occur via two basic mechanisms, "fluorescence" 
and "phosphorescence". Perrin (1929) defined these as follows:
"The phenomenon is fluorescence if the emission
takes place by one or more spontaneous transitions.
If, on the contrary, the emission occurs with the
15
intervention of a metastable state followed by- 
return to the excited state due to addition of 
energy, then this is phosphorescence."
These two cases are illustrated in Fig. 1.1 where g is the 
ground state, e is the excited state and m is the metastable 
state. Such details as what is excited and what constitutes 
a metastable state will be treated in section 5.2.
The lifetime of the excited state is of the order of 
10"”8 sec. (Curie, 1963), so emission within this time is 
indisputably fluorescence. If emission is still occuring 
a second or more after excitation has ceased then phospho­
rescence is involved. If a substance is heated to a tempera­
ture above that at which excitation occurred, then any 
phosphorescence resulting is termed "thermoluminescence"
(TL) .
1.2 Historical background
The phenomenon of luminescence would first have been 
observed by prehistoric man who observed the aurora borealis 
or such creatures as fireflies or glow worms. The first 
written reference to luminescence is made concerning these 
animals, and appears in the Chinese "Shih Ching" or Book of 
Odes which dates from around 1500-1000 B.C. (Harvey, 1957).
Of more interest here is the luminescence from 
minerals. The Chinese referred to a "night shining jewel" 
as did ancient Greek and Roman authors (such as Pliny, 77), 
but it is not clear whether they simply transmitted or 
reflected light. According to Wiedemann (1909), the 
geographical Lexicon of Jaqüt mentions a place in Persia
16
absorption emission
Fig. 1.1. Fluorescence is the emission of radiation 
accompanying the spontaneous return from an excited 
state e to the ground state g, following the absorption 
of energy. If, following the absorption of energy, a 
transition is made from the excited state e to a metastable 
state m, followed by a return to the excited state e and a 
transition to the ground state g, then the emitted 
raliation is phosphorescence.
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where rubies are found which luminesce in the dark and 
A1 Muquaddasi recorded stones which luminesced at night. 
Albertus Magnus referred in the thirteenth century to the 
ability of a carbuncle and a diamond to light in darkness 
and throughout the fifteenth and sixteenth centuries belief 
in luminous stones persisted (Harvey 1957) .
Boyle (1663) made the first recorded scientific 
studies in the field of TL when he found that a diamond 
glimmered when held for "a good while upon a warm part of 
[his] naked body", near the flame of a candle, near a fire 
or over a thick piece of heated iron. Elsholtz (1676) 
described similar properties in the mineral fluospar.
Dufay (1726, 1732) established that certain precious 
or semiprecious stones, such as green fluospar, some rubies, 
amethyst, oriental topaz and hyacinth (zirconium silicate) , 
would luminesce on slight heating, but not oriental emerald, 
yellow jasper, sapphire or opal. Dufay (1738) studied other 
thermoluminescent materials, such as colourless quartz, and 
showed that once exhausted, exposure to light would revive 
its ability to thermoluminesce. However, too great heating 
would destroy the property permanently. Pott (1746) reported 
the phenomenon of TL in fluorite, calcite, opal and quartz; 
de Saussure (1792) noted the TL of dolomite.
Wedgewood (1792), son of the famous potter Josiah 
Wedgewood, compared TL abilities of various substances. He 
found blue fluospar to be brightest, giving a green light 
changing to lilac. Then came red feldspar, various marbles, 
chalk, and ruby powder with a red to orange luminescence,
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and diamond, quartz and white porcelain with a white 
luminescence. Haüy (1801), Dessaignes (1809, 1810),
Heinrich (1812) and Grotthus (1815) added to the growing 
list of thermoluminescent minerals, with the final author 
giving the first detailed TL theory (now know to be erroneous). 
Likewise Brewster (1819-21) studied luminescent minerals and 
provided a theory to explain TL.
Wiedemann and Schmidt (1895) were the first to use TL 
to detect ionizing radiation. They irradiated a number of 
minerals, including fluorite, with cathode rays and heated 
them in darkness. The glow observed was also present even if 
several weeks intervened between irradiation and heating. 
Trowbridge and Burbank (1898) exposed fluorite to X rays and 
so produced a luminescence on heating.
By the end of the nineteenth century it was realized 
that energy from some source must somehow be stored in a 
thermoluminescent body, to be released on heating. It was 
suggested that TL of fragments from the interior of opaque 
rocks, never exposed to sunlight in recent times, might be 
the result of energy accumulated from radioactive substances 
in the crust of the earth. However, to explore this 
possibility quantitative techniques to measure TL were needed.
A quantitative method of making TL measurements was 
first proposed by Urbach (1930) . The method is first to 
excite the phosphorescent solid at a low initial temperature 
and then heat it at a uniform rate, recording the intensity 
of the thermoluminescent emission as a function of temperature. 
Theories which attempted to explain the glow curves so obtained
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were first provided by Randall and Wilkins (1945) and 
Garlick and Gibson (1948). These will be outlined in 
section 5.3 along with more recent theories which attempt 
to explain various experimental results.
However, it was not until 1953 that Daniels et al., 
in a summary on the applications of TL, suggested using it 
for geological and archaeological age determinations. The 
process envisaged was one in which alpha (a) particles emitted 
by the decay of trace amounts of uranium and thorium in a 
sample created defects in the crystal lattice, which at the 
same time were able to capture electrons. The TL measurement 
process released the electrons from these metastable states. 
The natural TL was therefore directly proportional to the 
radiation damage sustained, and by knowing the rate at which 
the damage was inflicted (by measuring the rate of a emission 
by the sample) , the age could be determined.
For the geological dating of rocks it was assumed that 
the number cf defects existing at the time of crystallization 
was negligible compared to the number created by a particles 
in the subsequent time. Many of the early attempts at dating 
the time since crystallization met with mixed success, but 
the dating of pottery was proving more successful.
Kennedy and Knopff (1960) were able to show a linear 
relationship between the natural TL of a potsherd and its 
known age. They assumed that the firing of the pottery 
annealed the pre-existing defects., and that the TL output 
was thus proportional to the number of defects created since 
firing.
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Tite and Waine (1962) showed that the TL in pottery 
was due to the trapping of electrons in pre-existing defects, 
and that the numker of new defects created was insignificant 
over the archaeological time scale. Ralph and Han (1966) 
developed a relative method of dating pottery, but the age 
scale required calibration with known-age samples.
All of these studies had assumed that a radiation was 
the primary source of radiation dosage, as the a particles 
released by the radioactive decay of uranium and thorium 
carry away about ten times the combined energy carried away 
by other forms of radiation. y K, 87Rb and cosmic rays 
were not considered at all. It was soon found that a 
particles were only 0.1 to 0.2 times as effective as beta (6) 
particles and gamma (y) rays in inducing TL. Hence the ß 
and Y radiation from 40K as well as from uranium and thorium 
had t.O be included, along with the cosmic radiation. Later 
the ß radiation from 87Rb was also included. Still an attempt 
to obtain absolute ages yielded results which were too low by 
a factor of five (Tite, 1966).
However, by realizing that the a radioactivity and TL 
in a potsherd were distributed in a non-uniform manner, and 
by appreciating the quite different penetrating powers of 
a, ß and y radiation, methods were developed which resulted 
in reasonably accurate ages being obtained (Fleming, 1966; 
Zimmerman, 1967; Mejdahl, 1969).
In the past decade these techniques have been refined 
and, along with other techniques, extended to many types of 
non-pottery sanples including, quite recently, sediments.
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1.3 Brief outline of the principle of thermoluminescence
dating
In nature there are many materials which are TL phosphors, 
and they comprise many objects such as rocks, sediments, bone, 
meteorites and pottery. In the environment they are exposed 
to ionizing radiation which ionizes some atoms in a crystal.
Most electrons and holes recombine shortly afterwards, but 
some are trapped at defects in the crystal structure where 
they remain for long periods of time.
With the passing of time more electrons are trapped 
at defects as a result of the continual flux of ionizing 
radiation. However, if these electrons are suddenly released 
by an input of suitable energy, such as heat or sunlight, the 
process of charge accumulation begins all over again.
By heating the sample in a laboratory one not only 
re-zeros the "clock" , but by measuring the TL emitted it 
is possible to calculate the "dose" absorbed, that is, the 
amount of energy absorbed from the ionizing radiation per 
unit mass of sample, since the last zeroing. This is done 
by comparing the TL emitted with that induced by an artificial 
radioactive source (typically, ß emitting 90Sr or y emitting 
60Co) . The value obtained is called the "equivalent dose" 
and depends on the source used, the sensitivity of the 
material to the acquisition of TL, and the time over which 
the accumulation has occurred.
If the rate of delivery of ionizing radiation to the 
sample is also measured, and expressed in the same units as 
used to derive the equivalent dose, the time since last 
zeroing, the "age", is given by
22
age equivalent dose dose rate (1 .1)
1.4 The work of this thesis
(1.1) is deceptively simple, so before the experimental 
work of this thesis can be presented in part 2, a detailed 
theoretical background will be established in part 1. This 
will discuss the many complications inherent in (1.1). As 
this thesis will be of interest to geomorphologists and 
archaeologists without a physics or strong mathematical 
background, many basic physical principles will be given 
and some of the mathematics will be relegated to appendices.
Chapter 2 will examine the ionizing radiation from the 
environment and give equations which will be needed in 
chapter 3 tQ calculate the dose rate. Most workers in the 
field of TL assume the dose rate to be constant, but the 
equations given in chapter 2 can be used when this is not 
the case. Reasons for variations in the dose rate will 
be considered.
Chapter 3 will deal with the passage of ionizing 
radiation through matter, and the energy absorbed from 
each form of radiation will be calculated. These results 
will be inserted into versatile dating equations which 
will enable ages to be calculated even when the dose rate 
is not constant. The equations given will be accompanied 
by error equations which permit the effect of most of the 
errors involved in TL dating to be accurately reflected by
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the final error quoted with the age. Unless otherwise 
stated, all errors quoted in this thesis will be standard 
errors.
In chapter 4 the techniques which can be used to 
measure the environmental ionizing radiation flux will be 
discussed. Chapter 5 will explore the phenomenon of TL 
and discuss the models which have been used to explain it.
In anticipation of the experimental work of part 2, chapter 
6 will summarize some of the properties of the TL phosphor 
quartz which are of relevance to TL dating. After describing 
the commonly used TL dating methods and comparing them with 
other dating techniques in chapter 7, chapter 8 will consider 
sedimentation processes and chapter 9 will review previous 
work undertaken in the dating of surficial sediments by TL.
With a firm theoretical basis established, the experi­
mental work of this thesis will be presented in part 2.
Chapter 10 will describe the sites from where the samples 
were collected and will review previous dating work there. 
After a description of the measuring equipment used and its 
calibration in chapter 11, chapter 12 will detail the early 
investigative werk or. which the preliminary dating programme 
of chapter 13 will be based. Chapter 13 will also outline 
some of the problems associated with this early dating work, 
which will necessitate further exploratory work in chapter 14, 
before the final dating programme is presented in chapter 15. 
In this chapter the final ages and errors will be presented, 
and this will form a basis for the conclusion to the whole 
work of this thesis, as discussed in chapter 16.
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CHAPTER 2
E N V I R O N M E N T A L  I O N I Z I N G  R A D I A T I O N
2.1 Introduction
The ionizing radiation flux in the environment has 
two sources: from radioactive decay near the surface of
the earth and from cosmic rays of extraterrestrial origin 
impinging upon the earth. In most situations the former 
is the dominating source of radiation and so this chapter 
concentrates on it.
Section 2.2 outlines the structure of matter and 
explains why radioactive decay might occur; section 2.3 
describes the modes by which it proceeds, and by considering 
the nuclear stability relationships of the nuclei, the 
naturally occurring radionuclides are introduced in section 
2.4.
In anticipation of the need to develop a dating equation 
in section 3.24which considers the effects of disequilibrium 
on dose rates, section 2.5 gives equations (derived in 
appendix A) relating nuclide concentrations in the past to
those at the present time. They do not require any 
assumptions regarding initial concentrations. However, 
they assume that radioactive decay is the only source of 
addition or remaval of nuclei.
After reviewing the processes by which mobilization 
of radionuclides can occur, section 2.6 discusses possible 
fractionation in the decay chains which can lead to
25
disequilibrium. Section 2.7 deals exclusively with one of 
the most common causes of disequilibrium: radon emanation,
and gives equations (derived in appendix B) relating radon 
activity to depth below the earth's surface. These equations 
will be used in section 15.5 to assess whether laboratory 
measured radan emanation should be corrected for when deriving 
the dose rate for a sample.
In section 2.8 the return to secular equilibrium is 
considered. Section 2.9 discusses tlhe effect of radionuclide 
migration on dose rates and, finally, section 2.10 deals with 
the cosmic radiation incident upon the earth.
2.2 The structure of matter
Matter is made up of atoms of over 100 different 
elements. An atom is comprised of a dense "nucleus" of 
positive charge, surrounded by a cloud of negatively charged 
electrons. The nucleus consists of N neutral "neutrons" 
and Z positively charged "protons", making A "nucleons" in 
all. A is called the "mass number", Z the "atomic number" 
and N the "neutron number" . A particular "nuclide" has a 
certain Z anc A associated with it, and is represented by 
a symbol such as 2g328 U, where U is the chemical symbol for 
uranium, A = 238 and Z =92. Often the: subscript for Z is 
omitted.
The chemical properties of an atom are determined by 
the number of electrons and when an atom is neutral there 
are Z electrons. Thus "isotopes" of an element have a
26
constant Z, but different N. "Isotones" have constant N 
and "isobars' have constant A.
The nucleons are bound strongly together in the nu:leus 
by an attractive "strong force" which is of short range. 
Opposing this force is the repulsive "Coulomb force" acting 
between the protons. Following the inverse square law, :his 
is of much longer range than the strong force. As a resilt 
of the opposing effects of these two forces, certain 
combinations of nucleons produce stable nuclei, while otier 
combinations are unstable to varying degrees. An unstab.e 
nucleus will spontaneously decay into a more stable 
configuratior. by emitting certain particles or photons o: 
.electromagnetic radiation. Should this next configuration 
also be unstable, further radioactive decay will occur uitil 
a stable configuration is finally reached. There are 
SGViläl possible modes of decay.
2.3 Radioactive decay processes
Spontaneous fission is the process in which the nucleus 
splits into two fragment nuclei of roughly half the mass of 
the parent. The energy release is large, but as the process 
is only barely detectable in competition with the more 
prevalent a and 3 decay (see below) for the heavy naturally
occurring elements, it will not be considered further heie.
2+In alpha decay (a decay) an energetic He ion, called 
an alpha particle (a particle) , is ejected from the nucleus 
of atomic number Z and mass number A, leaving a daughter
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nucleus of atomic number Z-2 and of mass number A-4. An 
example is
2928 U ->2g3o4 Th+ 2 He . (2.1)
In beta minus decay (3 decay) an energetic electron
(3 ) and electronic antineutrino (v ) are emitted as ae
result of the process
n - > p + B  + v + 780 keV . (2.2)e
(An antineutrino is an uncharged particle with zero rest 
mass, which has an extremely small interaction with matter). 
The energy released is divided between the 3 particle and 
antineutrino statistically, so that when a large number of 
such decays are considered both particles are found to have 
energy distributions extending from zero to some maximum 
value, Emax
The daughter has the same mass number as the parent, 
but an atomic number of Z+l. An example of 3 -decay is
29304Th -> 2934Pa + 3"  + ve . (2.3)
In beta plus decay (B+ decay) an energetic positive 
electron (3+) called a "positron" is created and emitted 
along with an electronic neutrino as a result of
p -* n + B+ + ve - 1800 keV . (2.4)
As for 3 decay, the 3+  particles and neutrinos have a 
continuous energy distribution, however the process will 
not occur below a certain energy, as a result of the 
minus sign in (2.4).
28
The daughter has the same mass number ais the parent, 
but an atomic number of 7,-1. An example of srnch a decay 
is
“ c + “ b + ß+ + \>e • (2.5)
Electron capture (EC) is a process in which decay 
follows the capture by the nucleus of an orbital electron, 
according to
p + e -> n + . (2.6)
Usually the captured electron comes from the K shell as these 
have the greatest probability density of being in the nucleus, 
but sometimes it is energetically possible for L shell electrons
-f-to be captured. EC competes with $ decay, but can also occur 
when the transition energy is too small to allow 3+ emission.
As for 3+ decay the mass number of daughter and parent 
are the same, but the daughter has an atomic number of Z-l.
An example of EC is
^  K+ e" -<• Ar + ve - (2.7)
a or B decay may simply proceed directly to the ground 
(lowest energy) state of the daughter nucleus, but may also 
proceed wholly or partly to excited (higher energy) states 
of the daughter. This adds a fine structure to the a and 3 
spectra; in the latter case this is superimposed on the 
energy distributions already alluded to. A nucleus in an 
excited state may relax to the ground state in a variety of 
ways, and often in several steps involving intermediate 
excited states.
The most common transition is gamma decay (y decay) 
whereby a transition from a higher to a lower energy state 
is accompanied by emission of a photon of electromagnetic 
radiation known as a "y ray". The energy of this y ray is 
equal to the difference in energy between the two levels.
There is a wide range of rates of y emission processes. 
Usually dipole transitions, in which the y ray carries off 
one h unit of angular momentum (spin), are fast (clnsec.) 
Conservation of angular momentum requires that the sum of 
the spins of the y ray and daughter nucleus equals the spin 
of the parent nucleus. If the spins of initial and final 
states differ by more than 1, a dipole transition is forbidden, 
and y decay must proceed more slowly by a higher multipole 
(quadrupole, octupole, etc.) y transition. If the y decay 
half-life (see definition below) exceeds about a nsec., the 
excited nucleus is said to be in a "metastable", or "isomeric", 
state, and it is usual to classify the decay as another type 
of radioactivity, an "isomeric transition". An example is
234m
91 Pa ->
234
91 Pa + y (2 .8)
where m stands for metastable and indicates a nuclear 
"isomer".
An alternative to y emission is internal conversion 
electron emission (ce), where the nucleus transforms to a 
lower energy state by transferring the energy difference 
between the states directly to a bound atomic electron which 
is then ejected from the atom. The energy of this internal 
conversion electron is then equal to this transferred energy
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minus its binding energy. The electron will most likely 
come from the K shell, but may come from L, M or higher 
shells. The ratio of ce to y is called the "internal 
conversion coefficient".
Sometimes the excited states of the daughter nucleus 
are unstable with respect to a emission, so a decay can 
compete with y decay. This decay process adds to the fine 
structure of the a decay spectrum. Since the energy release 
is large the a particle range through matter is also large, 
so such an a particle is termed a "long range a particle".
As an example, ß decay of 2812 Bi populates the highly 
excited states of 28x42 Po, and this nucleus relaxes to the 
ground state via y or long range a emission.
Other alternatives to y emission, such as internal 
pair emission, delayed proton emission or delayed neutron 
emission, do not occur in the nuclides considered here, so 
they will not be treated.
As already noted, electron capture and internal 
conversion result in a vacancy in an inner electron shell 
of an atom. This is filled by the transition of an electron 
from an outer shell, accompanied by the emission of either 
an "X ray" photon (particularly in heavy elements) or an 
"Auger electron" (eA ) (particularly in light elements).
In the Auger process, the filling of the inner-shell vacancy 
is accompanied by the simultaneous ejection to the continuum 
of an outer shell electron, so the resulting atom is left 
with two vacancies. Vacancies created by the filling of the
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initial vacancy will cause further electrom transitions with 
accompanying X rays or Auger electrons, and! so the process 
continues until all vacancies have been tramferred to the 
outermost electron shell.
The probability that a vacancy in a particular shell
results in X ray emission is given by the " f luorescence
yield" (co) , so n vacancies will yieLd no) X rays and n(l-oo)
Auger electrons. If the original vacancy is in the K shell
and is filled by an electron from the Y shedl, the energy
of an emitted X ray is EK - EY , where EK and EY are the
electron binding energies in the neutral atom K and Y shell,
respectively. If instead a Z shell electron is ejected as
an Auger electron, its energy is E -E -E ' „ where E * isK Y o li
the binding energy of a Z shell electron iin an atom with a 
Y shell vacancy.
In nuclear physics the energies associated with emitted 
particles or photons are usually expressed! in terms of the 
kinetic energy acquired by an electron falLling through a 
potential difference of 1 volt, the unit fior which is the 
electron volt (eV) , which equals 1.6 x io-1 9 J.
2.4 Naturally occurring radionuclides
Fig. 2.1 is a diagram displaying nuclear stability 
relationships for the nuclei. The hatched! area covers the 
region of presently known nuclei and is oflten referred to 
as the valley of stability, because the di.agram may be 
considered to be a map of a nuclear bindinig energy surface,
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Fig. 2.1. Nuclear stability limits (after Ivanovich, 1982a).
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the lowest areas of which are most stable. Near the regim 
of the valley containing the heaviest nuclei (with larges: 
mass number A), the processes of a decay and spontaneous 
fission are prevalent. Both of these processes relieve tie 
energetically unfavourable concentration of positive charfe 
in the heavy nuclei.
Along the region which borders on the valley of staiility 
on the upper left-hand side 3 decay is the predominant d;cay 
process, with energy release and decay rates increasing tie 
further the nucleus is from the curve of stability. Alonf 
the lower right-hand border region are the 3+ emitting ani 
electron capturing radioactive nuclei, with the energy re.ease 
and decay rates again increasing the further away the nuc.eus 
is from the curve of stability.
A measure of the decay rate of a radionuclide can b* 
obtained from its "half-life" (tu), which is the time tak<n 
for the decay of half of the original number of nuclei.
There are some 274 known stable nuclides and 800 radioact.ve 
ones (Evans, 1955), many of the latter having been product 
artificially. Most of the naturally occurring radionuclices 
will have undergone decay since their original formation, so 
those which remain in nature today have half-lives comparable 
with or greater than the age of the universe (~ 1010 yr) , or 
are produced as a result of the decay of radionuclides wh.ch 
do.
238U (tx ~ 4.5 x 109 yr) decays to a daughter which ,s 
unstable and so decays to a granddaughter which is also 
unstable, and so the process continues until the stable 
nuclide 206Pb is reached. As a result of these decays a
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radioactive decay "chain" or "series" is formed, which is 
shown in Fig. 2.2. As can be seen from Fig. 2.1, the 
predominant mode of decay for heavy nuclei is a decay. The 
a decay energy of a nucleus is small if the nucleus 
it would a decay into is too far from the curve of stability. 
However, in these circumstances the 3 decay energy is 
relatively large. As the decay rates for both processes 
increase rapidly with increasing decay energy, the nucleus 
will 3 decay so that the daughter is near to the curve of 
stability. Hence in proceeding down the chain a and 3 decays 
alternate to maximize stability. In some cases, the decay 
rates for the two processes are comparable, so both processes 
can occur, and the series branches, as can be seen in Fig. 2.2.
232 Th (t^ ~ 1.4 x lo10 yr) and 235U (tj ~ 7.0 x 108 yr) also 
decay to form series as shown in Figs. 2.3 and 2.4, respectively. 
Other naturally occurring radionuclides, which do not form 
series, include 40K (t^~1.3 x 109 yr), 87 Rb (t^ ~ 4.9 x 10 10 yr ) ,
50 V,115 In, 123Te, 138La, 142 Ce, 144Nd, 147Sm,148Sm, 152Gd, 156Dy,
174Hf, 176 Lu, 187Re, 190Pt and 204Pb. Another category of
natural radionuclides includes species produced in the upper 
atmosphere by cosmic ray bombardment, such as 14C, 3H, 7Be and 
10Be.
TL dating is a process in which the integrated energy 
absorption of a sample is measured, so only those radio­
nuclides which contribute a significant proportion of the 
total energy need be considered. In practice one is interested 
in the three naturally occurring decay chains and 40K and 87Rb. 
The other naturally occurring radionuclides are of lower
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concentration and/or release only a very small fraction of 
the total radiation energy, and will not be considered 
further in this work.
2.5 Mathematical equations governing radioactive decay
If X is the probability that a nucleus will disintegrate 
in unit time, then the rate of depletion of N nuclei is
dN
dt - XN = A (2.9)
where X is called the "decay constant" and A is the "activity" 
of these nuclei.
The becquerel (Bq) is the SI unit of radioactivity, and 
is defined by
1 Bq = 1 sec 1 .
Physically, one becquerel represents one disintegration per 
second. Its relation to the old unit of radioactivity, the 
curie (Ci) is
1 Bq = y j  x 1CT10 Ci ~ 2.703 xio'11 Ci .
If X is independent of time (2.9) can be integrated to
N = N0 e"At (2.10)
where N0 is the initial number of nuclei. X is essentially 
independent of all physical and chemical parameters such as 
temperature, pressure, concentration, or age of the nuclei.
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As cie:fined in section 2.4, the half-life of a radionuclide 
is thie time tacei for the decay of half of the original 
number of nuclei, that is, N(t^) = . So from (2.10) ,
In 2 = 0.693
A A (2 .11)
If the i competing decay modes for a nuclide have 
probabilities per unit time, then the total probability 
of decay per uii- time is
A = I A. . (2.12)i 1
The "partial activity" of a sample of N nuclei, if measured 
by ai particular decay mode with decay constant, A^ is
4Nj
dt NA N0
using (2.10), end the total activity is
dN _ £ dNj
dt i dt N0
-Ate 2 A.i 1 NA .
(2.13)
(2.14)
From (2.13) it can be seen that each partial activity decreases 
in tiime as e not e This is becaiuse the decrease in
activity with tine is due to the depletion of the stock of N 
nuclei, and this depletion results from the combined action 
of all the competing decay modes.
When the dcugher is also radioactiv'e, the rate of decay 
of the daughter ruclei is
dN2
dt N]^ Ai - N2A2 (2.15)
where Ni and N 2 ere the number of parent and daughter nuclei,
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respectively, with decay constants Ai and A2 . This can be 
integrated (see appendix A for details) to yield
N2 X2 = N^Ai ----- (l - e ^ 1 N2 ,0 A2 e ^2t (2.16)A2”A i
where N 2/o is the initial number of daughter nuclei.
If N 2 o^ “ 0 then both at t = 0 and t =°°, N 2 =0. At some 
intermediate time N2 passes through a maximum, so = 0.
From (2.15) it can be seen that the activities of parent and 
daughter will then be equal. This condition is referred to as 
"ideal equilibrium".
From (2.16) with N 2,o = 0, if the half-life of the parent 
is smaller than that of the daughter (Ai >X2) then the activity
M  o r\ratio ^ ^  increases continuously with time, and a permanent 
state of "disequilibrium" exists. If the half-life of the 
parent is much smaller than that of the daugher (Ai >>X2) then
for t >> (tj ) 1 and any N2 0 /"2 '
N2A2 ~ q A2 s 2 (2.17)
and the daughter activity is effectively independent of the 
residual parent activity.
If N 2^0 = 0 and the half-life of the daughter is less 
than that of the parent (Ai < X 2 ) then for large t the activity 
ratio is
N2A2 _ X 2 
N1A1 A2~Ai (2.18)
This situation is called "transient equilibrium". When the 
half-life of the daughter is much smaller than that of the
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par.ent (X i <<A2 ) then the parent activity does not decrease 
significantly during many daughter half-lives and
N2A2 = -e X2t) . (2.19)
For: t >> (tj ) 2 and any N2 o»
'2 t
N2A2 = . (2.20)
Suchi a condition is referred to as "secular-equilibrium".
In general, for a radioactive decay chain, secular 
equilibrium implies that
NlAi = N2A2 = ... = n A (0 91)n n
If one or more daughters is removed from the chain by processes 
other than radioactive decay, (2.21) is no longer valid and a 
state of "disequilibrium" exists.
For a decay chain (2.15) can be generalized to give N., 
the number of nuclei of any member as a function of time, by 
integration of
dNi
“7  = Ni-1 Ai-1 - V i  * (2.22)
Bateman (1910) obtained equations for N± in the special case 
where Ni (t=0) =0. In anticipation of section 3.24, (2.22) has 
been solved to give the number of nuclei of granddaughter and 
great granddaughter as a function of time for the general case 
where INF (t=0) does not necessarily equal zero. The equations 
were then inverted to express N^(t=0) = N^  ^ in terms of IF and 
t. Details of the mathematical manipulations are given in 
appendix A. The results are:
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for the parent,
Nl,0 = Ni eA11 (2.23)
for the daughter,
*1
n 2, o X2 - Ni (eXlt -eA2t) + N2 eXzt , (2.24)
for the granddaughter,
n3 . o
XiX2 
X2 - Xi Ni _  eXlt _ __I__ eX2t +Xi A3 -X2 X 3 - X 2 X 3 - X 1
Mt\
x 2
X 3 - x 2 N2 (e^ 2^  - e^*’) + N3 e
X 3t (2.25)
and for the great granddaughter,
XiX2X3
%,0 = x
■2*3
^ Nl L ( X 3- X! ) (X 4 — X !) (eXlt -eXl,t) + (X 3 — X 2 ) (X4 - X 2 )
[-- -  I feX3t -eX4t)X4 - X 3 | X 3 - X 2 X 3 - x j 16 e  'J
XoX2A3
A3 “ *2 N2
1 r X 4 t X-+ xT^xI - e  1 1  +3t)l + I7Tx7N3 ^ X3t-eX4t) + N4 eX4t .
(2.26)
2.6 Radioactive disequilibrium
Uranium has six modes of occurrence in the fabric of 
igneous rocks (Neuerburg, 1956) :
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a) in uranium minerals;
b) in crystallographic sites or structural defects of 
major rock-forming minerals and minor accessory 
minerals;
c) in cation-exchange positions;
d) adsorbed on mineral surfaces;
e) dissolved in fluid inclusions; and
f) dissolved in intergranular fluids.
Such a distribution should also apply for thorium in most 
igneous rocks. Ivanovich and Harmon (1982) list those minerals 
which contain uranium or thorium as essential constituents. 
However, in crystalline rocks uranium and thorium are concentrated 
mainly in minor accessory minerals (Harmon and Rosholt, 1982) . 
Table 2.1 lists uranium and thorium concentrations, in parts 
per million (ppm), as well as the Th/U concentration ratios 
for some of these minerals. From the point of view of 
disequilibrium studies the four remaining categories of 
uranium incorporation are of major importance, for mobilization 
of uranium from crystalline rocks occurs by the release of 
loosely-bound uranium following dilation and its accompanying 
water release, and release during the normal weathering 
processes (Rosholt, 1982) .
In a closed system the activity of members of the 
uranium and thorium decay chains is determined by the 
activities of 238 U, 235U and 232 Th and the time since the 
system became closed. If the system has been closed for a
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Table 2.1
Uranium and thorium concentrations, and Th/U ratios in 
the minerals of igneous rocks (from Adams et al., 1959)
Mineral U(ppm) Th(ppm) Th/U
Accessory minerals
Allanite 30-700 500-5000 5-10
Apatite 5-150 20-150 1
Epidote 20-50 50-500 2-6
Ilmenite 1-50
Magnetite (and other 1-30 0 .3-20
opaque minerals)
Monazite 500-3000 2 5 ,000-200,000 25-50
Sphene 100-700 100-600 1-2
Xenotime 500- 35,000 low low
Zircon 300-3000 100-2500 0 .2-1
Major minerals
Biotite 1-40 0 .5-50 0 .5-3
Hornblende 1-30 5-50 2-4
Potassium feldspar 0 .2-3 3-7 2-6
Muscovite 2-8
Olivine 0.01 low
Plagioclase 0 .2-5 0 .5-3 1-5
Pyroxene 0 .01-40 2-25 4-5
Quartz (rocks) 0 .1-5 0 .5-6 2-5
(beach sands) 0.7 2.0 3
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time which is long relative to the half-lives of the daughters 
then secular equilibrium will have been established. However, 
most surface and near surface geological environments are not 
closed and some nuclides migrate due to physical or chemical 
processes, leading to radioactive disequilibrium. Fractionation 
occurs at liquid/solid, gas/solid and solid/solid phase 
boundaries. There are several important differentiation 
processes.
Solution and precipitation. Selective leaching of 
nuclides occurs as it percolates past the solid mineral grains 
in a soil. Some of the members of a decay series are more 
soluble than others under given conditions of oxidation 
potential, pH, and so on (Gascoyne, 1982). The result is a 
liquid phase with excesses of the soluble members, and a solid 
phase with surfaces which are deficient in them. Subsequently, 
dissolved species produce daughters by decay, which may be less 
mobile than their parent. These nuclides are then precipitated 
or adsorbed. In general, uranium, radium and radon isotopes 
are soluble; actinium, bismuth and lead isotopes are 
occasionally soluble; and thorium, protactinium and polonium 
isotopes are insoluble (Osmond and Cowart, 1982) .
Diffusion. Diffusive escape of gases at gas/solid and 
gas/liquid phase boundaries produces disequilibrium. Gaseous 
diffusion can also produce disequilibrium at solid/solid 
boundaries, for example, between radioactive mineral crystals 
and host rock. It is also possible for solid state diffusion 
of nuclides across phase boundaries to occur, especially if the
half-lives are long and the concentration gradients high 
(Nicolaysen, 1957) .
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Alpha recoil. cl particles from the naturally occurring 
radioactive series have energies from 3.72 to 10.543 MeV (Lederer 
and Shirley, 1978). Conservation of momentum requires that 
a daughter nucleus recoils with an energy given by
m
where the a particle has energy E and mass m , and thea a
recoiling daughter has mass Mr . For example, 238U decays 
by cl emission with an average of 4.185 MeV, so the 
daughter, 234Th, will recoil with an energy of about 72 keV. 
The ^38U cl particle is one of the least energetic a particles 
in the three naturally occurring decay chains, but is energetic 
enough to cause recoil displacement of the daughter by 0.205ym 
or more in quartz and similar crystalline materials (using the 
data of Janni, 1982). Recoil displacement can cause 
disequilibrium at phase boundaries of all kinds and is 
significant where phase domains are small in size, as for 
example in clay soils.
Leaching from radiation damaged sites. (Szilard-Chalmers 
effect). Radioactive decay, especially a decay, greatly 
disrupts the crystalline lattice along the path of recoil 
and in the vicinity of the displaced nuclide. The daughter 
isotope may lodge in an inhospitable lattice site and may 
exhibit an unstable electronic configuration. It then 
becomes more vulnerable to leaching by corrosive fluids
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(such as rainwater or groundwater) than its neighbouring 
atoms (Osmond and Cowart, 1982) .
Oxidation. Either by removal of orbital electrons in 
the emission of a and 3 particles, or by change in energy 
levels between original and dislocated sites, there may be 
an increase in oxidation state from one isotope to another 
of the same chemical species, which may favour increased 
solubility (Gascoyne, 1982).
Combinations of these differentiation processes can 
enhance the prospects for disequilibrium. For example, 
nuclides may recoil into crystal mosaic boundaries, dislocation 
lines or grain boundaries and then diffuse comparatively 
rapidly along such imperfections to the particle surface.
Loosely consolidated alluvial, lacustrine, glacial, 
aeolian, and other surficial sediments show an open system 
behaviour for the radionuclides during depositional processes 
and ensuing weathering and soil-forming cycles. The nuclides 
exist structurally incorporated in the matrix minerals or as 
part of a migratory water-dominated phase. This mobile phase 
is responsible for the observed fractionation. In semi-arid 
environments the migrating components exist either in solution 
or on colloids which slowly work their way through the solid 
framework, while the framework remains in place, but under­
goes weathering alterations. Most of the mobile-phase nuclides 
spend much of their time on the surface of dry solid grains, 
and only a small amount of time in solution or suspension in 
actual flow.
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As the parents of the two uranium decay chains, 238 U 
and 235U, are chemically equivalent they show no fractionation 
and have worldwide isotopic abundances of 99.275% and 0.720%, 
respectively (Lederer and Shirley, 1978), except at the Oklo 
uramite deposit of Gabon, West Africa, where considerably 
loweer 235 U contents have been ascribed to a natural fission 
reaction occurring some 1.8 xlO9 yr ago, when 238U was about 
3% abundant (Lancelot et al., 1975).
However, significant fractionation exists between 234U 
and U in nearly all natural materials influenced by surface 
and subsurface waters. This was first observed by Cherdyntsev 
(1955). When 238u and 234U atoms of the mobile phase a decay, 
recoiling daughter nuclides of 234 Th, 234 Pa, 234U and 230 Th are 
adsorbed or driven into particulate matter at the solid-liquid 
interface. This mechanism results in solids with 234 U/ 238U 
and üTh/2 34U activity ratios greater than one (Szabo and 
Rosholt, 1982) .
2 3 4U emplacement atoms would not be strongly bound to 
the solid surface and significant numbers of atoms could be 
leached back into the water phase before decaying. This 
leaching would be accompanied by a displacement mechanism 
inhere the 2 3 4U produced by decay of structurally incorporated 
238U was selectively released from mineral surfaces by recoiling 
Dt emitting atoms (Fleischer and Raabe, 1978) and by etching of 
recoil tracks by natural solutions (Fleischer, 1980) .
On the other hand 2 3 0Th (daughter of 234U) and 231Pa 
l(granddaughter of 238U) have a low solubility in water and 
so are readily adsorbed onto particulate matter, thereby
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separating them from their more mobile forebears. Radium is 
more soluble in water than thorium, so 226Ra (daughter of 
230Th) may be leached from particles containing 230Th. 
Alternatively, in semi-arid environments it may be deposited 
by ion exchange onto clays and organics from percolating soil 
waters (Titayeva et al., 1977).
Megumi and Mamuro (1977) and Megumi (1979) examined 
samples of B horizon soil originating from the weathering of 
granite and found that each activity ratio of a radioactive 
descendent to 2 3 8U or 2 3 5U in the weathered rock was greater 
than unity and increased with decreasing particle size. The 
adsorption of 2 3 0Th and 231Pa on the surfaces of soil particles 
was responsible for the radioactive disequilibrium. Extraction 
experiments indicated that more than 50% of the 2 3 8U, 231Pa,
2 3 0Th, 22 6Ra and 210Pb resided on the surfaces of soil particles.
The extremely low solubility of thorium in natural 
waters generally precludes the concentration of 232Th in 
sediments, so the deposits contain 2 3 2Th in concentrations 
similar to the source rocks (Gascoyne, 1982). Disequilibrium 
between 232Th and its great granddaughter 228Th may occur, 
not so much because of a recoil effects and differences in 
bonding and oxidation state, as occurs between 238U and 234U, 
but because the formation of 2 2 8Th from 2 3 2Th involves the 
intermediate 2 2 8 Ra, which is soluble (Gascoyne, 1982) . Both 
232Th and 228Th are readily absorbed onto particulate matter, 
but may be separated by migrating 228Ra.
Apart from radon gas, which is treated in section 2.7, 
of the other isotopes in the decay chains only 210Pb and 
210Po in the 238U decay chain are sufficiently long lived to
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appreciably influence the state of equilibrium, in that chain. 
Should 222Rn escape into the atmosphere, eventual decay to 
210Pb will cause that nuclide to fall to the ground. Rama et 
al. (1961) estimated the atmospheric flux of 21°Pb to be 15 
atoms/min/cm2. If the 222Rn dissolves in water then the 
210Pb will adsorb onto particles. 210Po is more readily 
adsorbed than 210Pb onto particulate matter, so sometimes 
disequilibrium between the two nuclides may occur.
Although not subject to disequilibrium, as no decay 
chains are involved, 40K and 87Rb can also migrate as a result 
of the processes described earlier in this section. Potassium 
and rubidium exist in surficial sediments either structurally 
incorporated in the matrix minerals (such as biotite or 
potassium feldspar in the case of potassium) or as part of 
a migratory water dominated phase. Again this mobile phase 
may result in transport of 40K and 87Rb through the sediment.
2.7 Radon emanation
Midway through each of the three natural decay chains 
chemically inert radon gas is formed. Its mobility is one 
of the main causes of disequilibrium in the 238U and 232Th 
decay chains, with the main modes of migration being by 
gaseous diffusion through the pores of loosely packed soil, 
or dissolution in water. There are several mechanisms 
which may release radon atoms into the fluid phase (Andrews 
and Wood, 1972; Torgersen, 1980), thereby permitting such 
migration to occur.
51
The average a particle energy resulting from the a 
decay of 226Ra is 4.775 MeV (derived from Lederer and Shirley, 
1978), so (2.27) shows that the 2 2 2Rn rtecoil atom will have 
an energy of 85 keV. Its recoil range :in quartz is 0.23 ym 
(using the data of Janni, 1982), so its range in rock will be 
comparable to this figure. For 224Ra and 223Ra the average a 
energies are 5.683 MeV and 5.680 MeV resspectively (Lederer 
and Shirley, 1978) so the recoiling 220IRn and 219Ra atoms will 
have energies of 101 and 102 keV, respectively, thus giving 
them even greater ranges in rock than recoiling 222Rn atoms.
The eventual resting point of such a recoiling atom 
is most likely to be in its solid source, but if it is near 
the surface of the particle it may be carried into the fluid 
phase. The recoil range of 222Rn in air: is 415 ym (using the 
data of Janni, 19 82) , so depending on thie size of the air gap 
between adjacent particles, it may come to rest in another 
particle, or in the air gap and so diffuise away. If the fluid 
is water the recoiling radon atom will hiave a recoil range of 
only 0.40 ym (using the data of Janni, 1.9 82) and will most 
likely be prevented from reaching an adjiacent particle and 
so will dissolve in the water and be carried away.
The radon atoms may recoil into crystal mosaic 
boundaries, dislocation pipes or grain boundaries and so 
diffuse rapidly along such imperfections to the particle 
surface. Radon may also diffuse through the crystal lattice, 
but with a diffusion coefficient within :solid clay of less 
than 10”20 cm2/sec. at normal ambient gjround temperatures 
(Fleming, 1979), the diffusion length of 222Rn will only be
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about 0.7 nm before decay. The diffusion length will be even 
shorter for the shorter lived isotopes 22üRn and 219Rn.
Radon escape will clearly be greater for small 
particles, and given that radium is frequently concentrated 
on the surface of particles, radioactive: disequilibrium will 
be greater than might otherwise be expected.
Once the radon has escaped from a. particle it is able 
to migrate through the porous soil. Many variables affect 
this migration and they include the decay rate of the nuclide, 
the diffusion coefficient in the pore-filling fluid, the 
porosity of the soil, the velocity of the fluid, and the 
composition of the fluid (Tanner, 1964).
There are two different mechanismis by which migration 
may occur. Diffusion occurs when the radon atom moves with 
respect to the fluid filling the pores of the medium and 
transport occurs when the fluid moves through the porous medium, 
carrying the radon atom with it.
When the fluid is air and only diffusion to the 
atmosphere from a semi-infinite emanating soil layer occurs, 
the total radon activity as a function of depth is
A(x) = a[l - e.exp (- x) ] (2 .28)
where x is the depth,
a is the total production rate of radon atoms,
e is the fraction of the radon atoms which escape 
(emanate) into the soil pores,
X is the decay constant of the ratdon atoms, and
D is the diffusion coefficient of radon in the porous soil.
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(2.28) is derived in appendix B.
The decay constants of 222Rn, 22JRn and 219Rn are
2.0982 x 10 6 sec. 1, 1.2462 x 10 2 sec. 1 and 0.1749 sec. 1 
(see Table 2.2). The diffusion coefficient in a porous soil
radon diffusing through a fluid of air with a 4% moisture 
content in a medium of building sand of density 1.40 g/cm3 
and 39% porosity, to 2.2 * 10-6 cm2/sec. for radon diffusing 
through a fluid of air with an 85.5% moisture content in a 
medium of mud of density 1.02g/cm3 (Tanner, 1964) . Using 
5.4 x 10“2 cm2/sec. and 2.2 x 10-6 cm2/sec. as the diffusion 
coefficients for dry and wet soils, respectively, the total 
radon activity as a function of depth is shown for 222Rn,
220Rn and 219Rn in Figs. 2.5a, b and c, respectively. The 
diagrams show that little radon escapes to the. atmosphere in 
wet soils, and that for 220Rn and 213Rn significant activity 
gradients only occur close to the surface.
If instead of a semi-infinite extent, the emanating 
soil layer has a finite thickness d and overlies a non-emanating 
layer of zero gas permeability, such as bed-rock, then the 
total radon activity as a function of depth becomes
is hard to assess, but ranges from 5.4 x 10 2 cm2/sec. for
(2.29)
This equation is derived in appendix B, along with a further 
equation giving the total radon activity as a function of 
depth for the case of an emanating layer of thickness d,
Activity/total production rate
0.25 0.50 0.75 1.00
Fig. 2.5a. 222Rn activity profiles, when e=l, for wet
and dry emanating soils of semi-infinite extent.
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Fig. 2.5b. 22®Rn activity profiles, when e=l, for wet and
dry emanating soils of semi-infinite extent.
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Fig. 2.5c. 219Rn activity profiles, when e=l, for wet and
dry emanating soils of semi-infinite extent.
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overlying a layer of semi-infinite extent, butt with a different 
emanating power. In this latter case, if the diffusion 
coefficients of both layers are identical and equal to D, 
then the total radon activity as a function of depth is
for x > d (2.30b)
where the parameters for the upper and lower layers are denoted 
by the subscripts u and 1, respectively.
The equations given above for the tot.al radon activity 
are rather simplistic as they do not consider transport of the 
radon by water. It is possible to derive solutions when there 
is a steady component of transport in a particular direction, 
but in a semi-arid environment transport of :radon by water will 
generally be rather erratic. In such environments, however, 
transport will generally be of minor importance when compared 
to continuous diffusion.
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2.8 Approach towards secular equilibrilum
If a nuclide, with decay constant A2 and a stock of N 2 
nuclei, has a half-life much shorter tham that of its parent, 
with decay constant Ai and a stock of N 1 nuclei, then its 
activity can be obtained from (2.16) as
N2X2 = mXi (l - e“Ä2t) + N2/o X2 e~'2t (2.31)
= NjXj + (n2 10 X2 - N1X1)e'A2t (2.32)
where N2fo is the initial number of daughiter nuclei. (2.31) 
shows that if N 2 ,o = 0 then the acitivityf of the daughter will 
grow as ~ 1 - e  (2.32) shows that any unsupported
daughter activity will decay as ~ e
Even though a decay chain may not ]be in overall secular 
equilibrium, many of the short-lived daugihter nuclides will be 
in secular equilibrium with their long-lived parents, so a 
decay chain can be divided up into a serines of groups, each 
independently in secular equilibrium, but headed by a nuclide 
which is likely to be in disequilibrium w i t h  the members of 
the preceding group. In the 2 3 8U chain tlhese key nuclides are 
2 3 8 U , 2 3 4U, 2 3 0Th, 2 2 6Ra, 22 2Rn and 2i;)Pb ; in the 2 3 2Th chain 
they are 2 3 2Th, 2 2 8Ra and 2 2 0Rn and in th(e 2 3 5U chain they are 
2 3 5U, 231Pa and 219Rn. Most of these nuc lides have long half- 
lives, except for the radon isotopes whiclh are included 
because of their high mobility. The half— lives and decay 
constants of these key nuclides (obtained by weighting the 
data of Lederer and Shirley (1978) by the errors) are given 
in Table 2.2, which divides the decay chaiins into the groups. 
40K and 87Rb are included for completenesss.
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Table 2.2
Groups of the three naturally occurring decay chains which are 
likely to be in secular equilibrium. Also given are the half- 
lives and decay constants of the group parents and of 40K and 
87Rb, as obtained by weighting the data of Lederer and Shirley 
(1978) by the errors.
232Th decay chain
t^= (14.063 + 0.051) x 109yr 
A = (4.929± 0.018) xl0-ilyr_1
228Ra
= 5.764 1 0.017 yr 
A = 0.12025 + 0.00035 yr-1 
22 8A c 
22 0Th
t, = 55.623 1 0.039 sec.
■i
A = (3.9326+0.0028) x I 0 5yr_1
2l6Po 
2l2Pb 
212Bi 
2 * 2Po
2 0 8rp£
40k
t, = (1.277 i 0.008) x lo9yr 
X = (5.428 ± 0.034) * lCT^yr“ 1
tij= (4.928 1 0.028) x l 0 luyr 
A = (1.4065 + 0.0080) x IQ-11 yr-1
238U decay chain 
238U
t^= (4.4716 + 0.0017) x ioyyr
A = (1.55011 +0.00059) xI0-10yr-1
234Th
2 34Pa 
234m
t, = (2.4726 + 0.0046) x 105yr 'S
A = (2.8033 + 0.0052) x 10 6yr 1 2*
2 3 0 Th
= (7.77 + 0.12) xl04yr 
A = (8.92+0.14) xio-6yr_1
t^ = 1603.0 + 4.1 yr
(4.324 + 0.011) x 10-4yr
t, =3.82352± 0.00034 day 
A = 66.2148 + 0.0059 yr- 1 
2 18Po 
218At 
214Pb 
214Bi 
214PO 
210T2
210Pb
t = 21.81 1 0.15 yr 
A = 0.03178 1 0.00022 yr-1 
21 8Bi 
2 1 Opo
235U decay chan 
2 3 8U
tjs= (7.0371 + 0.0050) : 108yr 
A = (9.8499± 0.0070):10_1°yr'1
231Pa
= (3.2841 + 0.0094) >104yr 
A = (2.1106 1 0.0060) >10“ 5yr“1
227A c 
22 7Th
22 3Fr
22 3Ra
2 1 yAt
tj = 3.962 + 0.011 sec.
A = (5.521 ± 0.015) x i|6yr-1
215Bi 
2 i 5p0
211Pb
211Bi
211PO
2u7T£
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Consider now the return to secular equilibrium of the 
groups after the parent isotope of a group has been completely 
removed. Fig. 2.6a shows the recovery curve of 234U up to 
equilibrium with 2 3 8U, from which it can be seen that secular 
equilibrium will be reached after ~1.3 x 106 yr. The recovery 
curve of 230Th up to equilibrium with 2 3 4U, Fig. 2.6b, shows 
that secular equilibrium will be established after ~5 * 105 yr; 
secular equilibrium between 226Ra and 230Th is reached after 
~ 9 x io3 yr (Fig. 2.6c) and between 210Pb and 226Ra after only 
~ 100 yr (Fig. 2.6d), when there is no radon emanation. As all 
of the daughter half-lives in the 232Th decay chain are 
relatively short, secular equilibrium throughout the whole 
chain is established within ~ 50 yr, when there is no thoron 
(220Rn) emanation.
2.9 Disequilibrium and thermoluminescence dating
As far as TL dating is concerned it is much easier to 
calculate the rate of energy absorption by a sample if the 
decay chains are in secular equilibrium, for in such cases it 
is a constant, providing 4°K and 87Rb have not been mobile 
over the history of the sample. When disequilibrium occurs 
two regimes are possible: the processes leading to
disequilibrium either occurred before or after the samples 
started to absorb energy following its last zeroing.
In the former case the equations of section 2.5 can be 
used to calculate the key nuclide activities (and hence the
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Fig. 2.6. Recovery curves of
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group activities) at the time of last zeroing of the sample.
The total energy absorption will then be the difference 
between the initial and present day number of nuclei multiplied 
by the energy adsorption per disintegration. Of course, to 
use the equations of section 2.5 one needs to know the age of 
the sample, but by using TL to measure the total energy 
absorbed by the sample and equating this to that absorbed 
from all disintegrations which have occurred, the age can be 
obtained. This procedure will be introduced into the dating 
equation developed in section 3.24.
Post-zeroing removal of radionuclides is more difficult 
to handle. If the removal is continuous or the intervals 
between successive removals are small relative to the half- 
life of the nuclide and the time since last zeroing, then the 
energy released by the nuclide and its daughters can be 
subtracted from that released by the chain as a whole. This 
method will also be introduced into the dating equation of 
section 3.24.
The combination of pre-zeroing disequilibrium and post­
zeroing quasi-continuous removal of nuclides can also be handled 
and the dating equation of section 3.24 will combine both 
procedures. It is also possible to deal with the post- 
depositional quasi-continuous addition of nuclides, but for 
the samples considered in this work this does not occur and 
so will not be considered further.
The erratic post-depositional removal or addition of 
radionuclides, including 40K and 87Pb as well as the nuclides 
of the decay chains, is difficult to handle, and unless one 
has evidence to indicate when such events may have occurred,
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there is little that can be done to correct for it. In the 
TL dating of sediments the best course of action is to search 
for evidence of post-depositional leaching of radionuclides, 
and depending on the nuclide involved, whether or not it has 
been removed or added quasi-continuously, and the effect its 
removal or addition has on the total dose absorbed, possibly 
reject suspect samples from the dating programme.
Fig. 2.7 summarizes the procedures which can be adopted 
when the TL dater is confronted by disequilibrium.
2.10 Cosmic radiation
"Primary" cosmic rays are predominantly protons, and to 
a lesser extent a particles, heavier nuclei and electrons, 
which travel with relativistic speeds and impinge upon the 
earth from all directions. However, the arriving flux is not 
evenly distributed around the earth. The charged particles 
interact with the geomagnetic field, so there is a latitude 
effect. The low energy particles travel along the lines of 
force, so more of these reach the upper atmosphere near the 
geomagnetic poles. Near the geomagnetic equator the particles 
must cross the lines of force and only the high energy particLs 
reach the atmosphere.
In addition to perturbations in the dipole structure of 
the geomagnetic field due to turbulence in the iron core of 
the earth, the field is distorted by the pressure of ionized 
gases in space, specifically the solar wind. This carries out 
part of the solar magnetic field and can scatter the primary
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Use equations (3.194) Use equations(3.194) No exact solution, 
and (3.195) Possibly rejectand (3.195)
Sample
zeroed
Nuclide removal 
precedes zeroing
Erratic nuclide
removal
Nuclide removal 
occurs after zeroing
Continuous or 
quasi-continuous 
nuclide removal
sample
Fig. 2.7. How to handle disequilibrium for the 
purposes of TL dating.
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cosmic rays of low energy. The rotation of the earth means 
that more low energy cosmic rays strike the atmosphere when 
that part is facing away from the sun (that is, at night), 
than when it faces the sun. Large solar disturbances, such 
as solar flares, produce turbulence in the solar winds, and 
this can decrease the intensity of cosmic rays. The cosmic 
rayr intensity is also low during periods of high solar 
activity and sunspot number, which follow an 11 yr cycle 
(Willson, 1976) .
The effects of solar disturbances and the solar diurnal 
effect are averaged out over a few years and it is thought 
that the effect of the 11 yr solar cycle could be averaged 
out over longer periods of time. Hence one might expect 
that the primary cosmic ray intensity only varies over the 
short term, while remaining constant when integrated over a 
long time. However, systematic errors in the radiocarbon 
ages (chapter 7) suggest long term changes in the primary 
cosmic ray flux (14c is produced by cosmic ray bombardment 
in the upper atmosphere), which may be due to geomagnetic 
field intensity variations or reversals.
The primary cosmic ray particles coming into the top of 
the atmosphere make inelastic collisions with nuclei in the 
i atmosphere and produce "secondary" cosmic rays. When a high 
energy nucleus collides with the nucleus of an air atom a few 
protons and neutrons may be knocked out with energies which 
are a significant fraction of that' of the incoming nucleus.
If these nucleons possess sufficient energy they may 
release further protons, deuterons, tritons, a particles and 
heavier nuclei upon collision with further air nuclei, however
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as the nucleon energy falls this is no longer possible. The 
protons rapidly lose energy through ionization losses in the 
air and the neutrons are eventually thermalized, but some 
nucleons still possess sufficient energy at sea level to produce 
additional cascades in condensed matter.
The collision of primary particles with air nuclei also 
produces pions (tt mesons) , in a way which is analogous to the 
production of bremsstrahlung radiation when a fast electron 
inelastically collides with a nucleus (see section 3.9).
Other less common primary cosmic ray interactions lead to the 
production of kaons, and other elementary particles.
The tt° mesons, with a half-life of 1.2 x 10"16 sec.
(Enge, 1966) , rapidly decay into two y rays which produce 
electron-positron pairs via the pair production effect (see 
section 3.14). Upon passing sufficiently close to air nuclei 
deeper in the atmosphere, the electrons and positrons lose 
energy in the production of bremsstrahlung radiation, which 
in turn create new electron-positron pairs, and so on. This 
cascade process continues until the energy of the initial tt° 
meson has been dispersed into a shower of electrons, positrons 
and photons with insufficient individual energies (< 1.02 MeV) 
to continue the pair production. The positrons annihilate 
with electrons, and the electrons and photons dissipate their 
energy by the ionization processes described in section 3.9 
and 3.14,and are readily absorbed by condensed matter when 
they reach the surface of the earth. They are referred to 
as the "soft” component of the secondary cosmic rays.
i — pThe tt mesons have a half life of 1.8 x 10 sec. (Enge, 
1966) before they decay into muons (y mesons). The muons do
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not interact with nuclei and are too massive to produce 
bremsstrahlung radiation. They lose their energy through 
ionization and collision with electrons, and so their 
interaction with matter is so weak they reach the surface 
of the earth and penetrate into the ground. They, and some 
other high energy particles, constitute the "hard" component 
of the secondary cosmic rays.
As the composition and intensity of the secondary 
cosmic radiation depends on the absorber thickness through 
which it passes, the cosmic ray intensity and composition 
which passes through a sample depends on the altitude and 
depth of the sample, as well as its geomagnetic latitude.
At sea level the thickness of the atmosphere above is more 
than 1000 g/cm2 and the intensity of the hard component is 
roughly twice that of the soft component, but at 5000 m above 
sea level the atmospheric thickness above is only 550 g/cm2 
and the intensity of hard and soft components are comparable. 
At any depth within the ground of more than 50 cm only the 
hard component remains (Prescott and Stephan, 1982).
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CHAPTER 3
A B S O R P T I O N  O F  E N E R G Y  F R O M  I O N I Z I N G  RAH) I ATI ON
3.1 Introduction
Having discussed the sources of environmental ionizing 
radiation in chapter 2, the consequences of its passage 
through matter are considered in this chaipter. After a 
brief introduction to crystal defects in section 3.2, the 
damage to crystals caused by radiation is; reviewed in 
section 3.3.
The next fourteen sections present equations needed 
to calculate the dose absorbed from the rradiation. The 
products of radioactive decay are dividedl up into three 
broad categories: a particles, bombardimg electrons
(3 particles and internal conversion and .Auger electrons) 
and ionizing electromagnetic radiation (y and X rays).
In each category the processes by which einergy is absorbed 
are first discussed and then, in anticipation of sections 
3.18 and 3.19, equations are given for thue dose absorbed 
by spherical absorber grains when embeddecd in an emitting 
matrix, and also when another absorber is present.
In section 3.18 the dose absorbed by quartz (in 
anticipation of part 2) from each decay piroduct is 
calculated and summed for each nuclide ancd certain groups 
of nuclides, and compared with the calculcations of other 
workers where appropriate. Most sanples iin the environment
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contain water in addition to the absorber of interest, and 
as this absorbs some of the energy which would otherwise 
be absorbed by the absorber of interest, the corrections for 
when it is present along with quartz are calculated in 
section 3.19.
Sections 3.21 and 3.22 deal with energy absorption 
from cosmic rays, which is of some importance in this work 
as the cosmic ray dose rate comprises more than a third of 
the total dose rate for some samples of part 2.
Finally, the results of all the calculations are 
combined into dating equations which will be used in 
chapters 13 and 15. Section 3.23 derives equations to 
be used when secular equilibrium in the decay chains 
pertains, and section 3.24 gives the appropriate equations 
(derived in appendix C) when the chains are in disequilibrium.
Throughout the whole of chapter 3 the accumulation of 
errors is traced, and this leads to some complicated equations, 
but these are necessary if an accurate calculation of the 
propagation of errors is to be attained.
3.2 Crystal defects
Most crystals contain defects which occur during crystal 
growth or recrystallization, or when subject to heat, 
pressure, plastic strain or a flux of energetic radiation. 
Defects are called point, line or surface defects, depending 
on whether they are bounded on the atomic scale by three,
two or one dimension.
"Point defects" involve a disturbance in the position 
of one atom only. "Vacancies" and "interstitials" consist 
of the absence or presence of extra ions in tthe crystal 
lattice. In diatomic ionic crystals charge neutrality can 
be preserved in several ways: by forming equal numbers of
positive and negative ion vacancies (known as "Schottky 
defects") or equal numbers of vacancies and iinterstitials 
of the same ion ("Frenkel defects").
A crystal lattice will generally contain "impurity" 
atoms which may substitute for an ion in the lattice or, 
if small enough, occupy interstitial positions. Charge 
neutrality must still be maintained so if a lattice ion is 
substituted by an impurity ion of a different valence 
state, a vacancy or interstitial ion may be required in 
its vicinity.
So far it has been indicated that charge neutrality 
requires vacancies of one constituent of a di.atomic ionic 
crystal to be balanced by equal numbers of interstitials 
of the same constituent, or by equal numbers <of vacancies 
of the other constituent. However, it is possible to 
balance the missing charge of a negative ion 'vacancy with 
an electron localized in the vicinity of the point defect 
whose charge it is replacing. Charge neutrality can also 
be maintained by holes (a "hole" is the absentee of an 
electron) being bound to point defects. Theses structures 
are known as "colour centres", since their presence impart 
a strong colour to an otherwise transparent crrystal.
71
A "dislocation" is a linear effect requiring the 
simultaneous removal, displacement or introduction of 
entire systems of atoms. If an applied stress causes 
the coherent formation of dislocations in successive 
crystal planes then the misplaced planes oif atoms so 
formed are known as "stacking faults". A "grain boundary" 
is formed by the junction of two single crystals of different 
orientation along a common planar surface.
3.3 Radiation damage to crystals
When energetic charged particles pass through matter 
they interact with free and bound electrons. In crystals, 
which have few free electrons, the energy imparted to bound 
electrons can be sufficient to ionize them,. That is, the 
electrons can be separated from the atoms, enabling them 
to move through the crystal.
Energetic charged particles also undeirgo elastic and 
inelastic collisions with the atoms in the material. If 
sufficient energy is transferred during thee collision then 
the recoil atom may be dislodged from its mormal lattice 
position and come to rest as an interstitiaal, its original 
site becoming a vacancy. The difference between these two 
effects is that ionization involves electron and hole 
movement, whereas atoms are moved by the displacement 
process.
Seitz (1949) estimated the energy rrequired to 
displace an atom in a monatomic "lattice" firom its normal
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lattice site to an interstitial position, thereby forming 
a Frenkel defect, as 25eV. The actual value varies from 
element to element and will be different if the solid is 
not monatomic, however in most simple treatments is 
given a value of exactly 25eV. If an atom receives less 
than this energy it will not be displaced, but if it 
receives more than this energy it is ejected as a "knock-on".
In a real crystal atomic vibrations will introduce a
width to E^. If the struck atom moves directly towards
another atom it will experience more resistance than if
it moves towards the region between two adjacent atoms.
Hence E, becomes a function of the direction in which the d
knock-on moves. If the knock-on strikes another atom it 
could lose so much energy that it is unable to escape the 
potential field of the vacancy it has created and so it 
replaces this second atom, which becomes an interstitial 
or goes on to induce further displacements so that a "cascade" 
is initiated.
The minimum energy required by a heavy bombarding
particle, such as an a particle, to produce atomic displace­
ments is
Emin
(Mx + M2)2Ed 
4 M}M2
(3.1)
where Mj_ and M 2 are the masses of the bombarding and 
stationary particles, respectively. For electrons travelling 
at relativistic velocities, E ^ is given by
2 E . (E . + m c2)min m m  e
M2c 2
(3.2)
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where m^ is the electron mass and c is the velocity of 
light. y rays do not produce displacements directly, but 
instead transfer their energy to electrons which do. 
Neglecting the kinetic energy of the electron prior to 
absorption of the y ray, and assuming that the y photon 
is completely absorbed by it, then the minimum y ray energy 
required for displacement is given by (3.2).
Displacement effects are observed in various solids 
for y ray energies in excess of 20 keV or so (Kelly, 1966). 
Energetic electrons, with energies of the order of 1 MeV, 
are able to produce displacements by direct interaction 
through the Coulomb potential with the nuclei of the solid, 
resulting in isolated Frenkel defects.
A heavy energetic particle passing through matter 
will be stripped of some of its electrons and be multiply 
ionized. At these higher energies its main source of energy 
loss is through electronic excitation. As its kinetic 
energy decreases, so does its degree of ionization, and 
with it the rate of energy loss in electronic excitation. 
Eventually the particle becomes neutral and its main energy 
loss is through collisions with the atoms of the lattice.
Table 3.1 shows the number of displaced atoms produced 
by some forms of radiation in passing through "thick" 
materials, in which all the initial energy is lost.
When a lattice atom is involved in a glancing collision 
with a bombarding particle and a displacement does not 
result, then the struck atom vibrates about its mean position 
in the lattice with the amplitude of vibration depending on
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Table 3.1
Displaced atoms produced in "thick" materials with Z < 30 
by each incident particle or y ray (from Levy, 1968) .
Radiation Energy (MeV)
Number of displacements 
Theoretically Measured-stable
predicted at room temperature
a 0-5 50-200 30-100
3 0-5 2xi0"2-2xi0_1 10_2-10_1
Y 0-3 2X10~ 3 10-3
Cosmic rays >10 50-200 for each 5 
MeV >10 MeV
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the energy transferred in the collision. In the course of 
the vibrations the energy will be transferred to the atom's 
neighbours, so the oscillations will be damped out by a 
spreading of the energy into the surrounding crystal.
This can be regarded as a sudden delivery of heat to a 
restricted volume of the lattice, and is referred to as a 
"thermal spike". If the distance between glancing collisions 
by the bombarding particle is small, then a large thermal 
spike of roughly cylindrical shape is produced.
When the mean free path for displacement collisions 
is of the order of an interatomic distance then atoms from 
neighbouring sites are forced out and away from the path 
of the primary. They are displaced as secondaries, and 
each of these displaces, on average, one tertiary. The 
changes wrought in the lattice before the energy of the 
displaced atoms is transformed into heat conist of a 
shell of interstitials surrounding a core of vacancies. This 
is called a "displacement spike". Since the density of atoms 
in the interstitial shell is greater than the normal 
atomic density, the temperature and pressure force some 
of the atoms to fall into the core and partially annihilate 
the vacancy region. However a restricted volume of the 
lattice will contain a considerable disorder.
Similarly, the compressive stress from a thermal 
spike leads to plastic flow and the formation of a 
"plasticity spike". In the centre of the thermal spike 
there is a volume over which plastic flow and the formation 
of dislocations occurs. This is surrounded by a region
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where the stress may be sufficient to remove pre-existing 
dislocations but cannot create new ones.
As a cascade develops in a close packed lattice the 
energy of the moving atoms decreases steadily and displace­
ments are produced. However when the energy of the moving 
atoms has an average value of E^, the focusing energy, which 
decreases with the interatomic separation, then the energy 
pulse, called a "focuson", is propagated along a row of 
atoms by a sequence of collisions. In this way energy is 
removed from the cascade without this energy being used to 
produce displacements. It is also possible to transfer 
matter down the row if atom n, after the collision, comes 
to rest at a position which is beyond the mid-point between 
the nth and (n+1)th lattice sites.
When an energy packet has passed an atom on the focusing 
axis, it vibrates around its mean position transferring some 
of this energy to atoms in adjacent close packed rows of 
atoms, the process being enhanced by thermal vibrations. 
Lattice vibrations can also lead to a small displacement of 
atoms from their equilibrium positions on the line and 
consequently to a scattering of energy out of the line due 
to the resulting misalignment. The energy from a focused 
collision sequence is further dissipated by the existence 
of defects along the focusing axis, or in a binary material, 
by an inefficient transfer of energy down the line between 
atoms of different mass.
If a loosely packed lattice is observed along certain 
spatial directions, then channels through the lattice are
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visible. A moving atom in a cascade may be deflected into 
such a channel and once in it only make glancing collisions 
with the atoms defining the channel. Hence the "channelon" 
continues its motion along the channel, transferring energy 
over a long range, without producing displacements. This 
mode of energy transport is important at high energies, but 
is susceptible to dissipation by lattice vibrations and 
imperfections. Nevertheless it leads to a reduction in 
the expected radiation damage.
Fig. 3.1(Seeger, 1962) shows a possible result of a 
displacement cascade when the above mechanisms for energy 
dissipation in an ordered lattice structure are taken into 
account. The final result is a "depleted zone" with a 
relatively high local density of vacant lattice sites, 
surrounded by a few interstitials.
3.4 Processes for energy absorption from alpha particles
The main process by which a particles lose energy in 
passing through matter is through inelastic collisions with 
bound electrons in the atoms, which results in their 
excitation and ionization. This is referred to as "primary 
ionization". The ionized electrons, called "delta rays", 
can go on to produce further ionization, termed "secondary 
ionization". Fig. 3.2 shows the number of excited electrons 
per unit pathlength produced by an a particle traversing an 
absorber, as a function of the distance from its source. As 
an a particle passes through the absorber it steadily loses
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energy and so its velocity decreases. This means that it 
spends more time in the vicinity of an absorber atom so 
thiat the probability of ionization increases. Eventually 
thie a particle captures electrons, thereby becoming neutral 
and so unable to excite the absorber's atoms. Hence the 
pnimary ionization falls abruptly.
Further energy losses occur by elastic collisions with 
nuiclei of the absorber, but this is only important for a 
pairticle energies below 80 keV (Janni (1982) gives 20 keV 
fo>r a bombarding proton) . When a fast charged particle 
passes an atom it may be deflected from its path and emit 
bremsstrahlung radiation. Cerenkov radiation is emitted 
whenever a charged particle passes through any medium in 
which the phase velocity of light is less than the particle 
velocity. These radioactive modes of energy loss are 
negligible for the energies of a particles produced by 
nuclear decay.
"Energy loss" or "stopping power" is the average 
kinetic energy lost per unit distance by a bombarding 
particle as it passes through matter. Upon dividing this 
quantity by the density of the absorber one obtains the 
"mass stopping power". The "pathlength" or "continuous 
slowing down approximation range" is the average distance 
travelled by a bombarding particle from a point where it 
enters an absorber to the point where no further displace­
ment of that particle is observed. It includes track 
deflections caused by angular scattering. The "range" is 
the mean depth of penetration of bombarding particles, again
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---- >
Distance from source
Fig. 3.2. The number of primary excited electrons per unit 
pathlength produced by an a particle originating at the surface 
of and traversing an absorber, as a function of the distance 
from its source (after Chadderton, 1965).
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measured from the point of entry to the point where 
displacement ceases. Fig. 3.3 shows the distinction 
between the pathlength and the range. The statistical 
variation in the number of interactions made by the 
bombarding particles, such as ionization, elastic nuclear 
collisions and electron capture and loss, means that not 
all of the particles cease to interact with the absorber 
at precisely the same distance from the source and so a 
slight variation in the range, termed "straggling", results.
The energy loss and range of heavy charged particles 
passing through an absorber have been calculated for various 
absorbers by many authors. Janni (1982) compares the methods 
and results obtained in these calculations. He calculates 
the energy loss and range of protons in traversing many 
compounds and elemental media, tracing the accumulation of 
errors throughout. For proton energies above 1 MeV the 
fully corrected relativistic Bethe equation for the mass 
stopping power is given as
1_ cLE 
p dx
27rNoZi2e4 Z 2mc2$2W
mc2$2 A 1 I2djd-3)2
2ziZa3F(ß,Z)
+ ----- Q3-----  1 (MeV/(g/cm2) )
A + TTOlZiß
(3.3)
where E is the kinetic energy of the particle;
p is the density of the absorber;
No is Avogadro's number;
z\ is the atomic number of the particle; 
e is the electronic charge;
absorber
pathlength
Fig. 3.3. Distinction between range and pathlength 
of an a particle traversing an absorber, having 
entered from the left. Scattering greatly 
exaggerated.
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m is the rest mass of an electron; 
c is the velocity of light;
3 = — , where v is the velocity of the particle; c
W is the maximum possible energy transfer from a 
particle to a free electron at rest;
Z is the atomic number of the absorber;
A is the atomic weight of the absorber;
I ,. is the adjusted ionization potential of the 
-1 absorber; and
e2a = t-—  , the fine structure constant.
? ^i
The term 2 ----  is a shell correction which compensates
Z
for the non-participation of inner-shell electrons in the 
particle showing down process. A charged particle passing 
through a material polarizes the surrounding atoms. This 
perturbs the electron field and reduces the energy lost by 
the particle. The A term accounts for this. The last two 
terms are corrections introduced by the second Born 
approximation.
Janni (1982) obtained the energy loss for protons 
between 20 keV and 1.0 MeV by statistically weighting the 
experimental data and averaging it. Below 20 keV the energy 
loss was found by normalizing theoretical expressions for 
the ionization, excitation and nuclear contributions to 
known values at 20 keV.
The range can be calculated from
R (E0)
rE o 1  c Le 'R(E ) < cos0 > f + < COS0 )
fi d x ,
dE (g/cm2)
(3.4)
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whhere E 0 is the initial kinetic energy of the particle;
is the final energy of the proton where it has 
completely stopped; and
< cosG > is the average value of the cosine of the 
scattering angle.
Jcanni (1982) arbitrarily took E^ to be 10 eV and set R(E^)
tco zero. The errors resulting from this choice are
neegligible for the energies of interest here.
In order to use proton stopping power and range data
fcor a particles, the a particle energy must be divided by
thhe ratio of the a particle and proton masses (3.97260) and
thhe resulting stopping power or range for such a proton
Meinergy must be multiplied by — r  (= 0.99315) where M andzz
z are the mass and charge of an a particle in units of the 
piroton (Barkas and Berger, 1964a).
3,. 5 Dose absorbed from an alpha particle
In attempting to evaluate the energy deposited in a 
nuedium due to a particle emission, it is necessary to assume 
tlhat the a particles are emitted uniformly and isotropically 
throughout the medium with a discrete initial energy E 0 and 
corresponding range R 0, and that they travel in straight 
lines. If N is the number of a particles generated per 
urnit mass, then the energy dissipated per unit volume at 
a point P by the a particles is (see Fig. 3.4)
d =
' 2 t t "FT
' c\ - A  >
Rq Nrzsin0
0 0 47Tr"
dE
dR drd0d(f> . (3.5)
Fig. 3.4. Geometry for a spherical region dissipating 
energy from a point isotropic a particle emitter.
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It is necessary to make an assumption about ^  , the
linear energy transfer (LET) of the a particles. Spiers 
(1953) and Kononenko (1957) assumed it to be a constant 
independent of energy, i.e.
dS _ 1
dR A (3.6)
which leads to
R = AE (3.7)
where A is a constant and R is the range of an a particle 
as its energy falls from E to zero.
By converting the data of Whaling (1958) for the proton 
stopping power of water, to values appropriate for a particles, 
Charlton and Cormack (1962a) found that for a particles of 
energy between 1 and 10 MeV
dE
dR (3.8)
which gives an energy-range relationship of the form
R = AEm (3.9)
where m is a constant.
Now consider the case of an absorbing medium and an 
emitting medium. Charlton and Cormack (1962a) showed that 
the dose absorbed at a point distant x from the interface 
of the two media is
NE0
D (x) = ---a msa
(3.10)
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where m s is the ratio of the mass stopping powers of
emitting and absorbing media, and G is a geometrical
function which depends on the shape of the interface and 
(3.9) .
For a plane interface Charlton and Cormack (1962a)
gave by
X 1UoJ 2 rarcos 1 - RgcosG^ s in 0 d 0 (3.11)
which Howarth (196 5b) showed could be reduced to a rapidly 
convergent series:
X 1
=  - f l  -  — 1
1
m
CO
1 ---- - ------- —  • i  2
C*1«i
i—i
UoJ 2 l RoJ Ro Ro m n = l L —+ n m
(3.12)
The work of part 2 will be concerned with a spherical 
absorber surrounded by an emitting medium. The geometry 
is shown in Fig. 3.5, in which D is the diameter of the 
sphere and x is the shortest distance between the absorbing 
point P and the interface. The geometrical function G^ is 
(Howarth, 1965a)
where
X D 1 f0 r \max a
,R° ' Ro. 2 1 “ R°. s in 0 d 0
, 2 , X 2 r \
D D D l— = —  — X + a z + 2a ----X2 [2 [2 J
(3.13)
(3.14)
and
dV = a2sin0drd0d(f>
max
Fig. 3.5. Geometry for a spherical absorber 
surrounded by an a particle emitter.
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f o r  (D - x )  ^  R0 ( 3 . 1 5 a )
0 =  7T
max
f o r  (D - x )  < R0 ( 3 . 1 5 b )
R0 and m must be determined experimentally, so errors in their 
measurement will be reflected in the geometrical function.
For (D-x) > R0 and x^D/2,
x  D D -x [ * ]  , Ro m
' \
l  x
Ro ' r ü. 2 ? -  *1 U o J  4D— -  X l+ m l1 Ro J
—+1  
m
( 3 . 1 6 )
and
2 2 a = a z 
S R0
a u
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1 2
D
12 -  X , k J
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( 3 . 1 7 )
For (D-x) < R0 and x f ,
x d ! D -x
f \
X -  • x  p
D -x ' _ Ro m
Ro '  r oj 2
D
T  -  x
P
a RoJ D - x  a l  R0 i 4
D
2 -  X
l+m
' - T .
—+1 m
1 -
D -x
0 J
+ 1
( 3 . 1 8 )
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expresses the dose absorbed at a point within the 
absorber. The mean dose absorbed by a spherical absorber 
is
D (Abs) = ^  S (Abs) (3.22)a mc asa
where
'2tt nt fD/2
S (Abs) a
0 max(0,D/2-Ro)
x_ _D_
(Ro 'Ro rzsin0 dr d0d(J)
'2it "IT
_ y
r D/2
r2sin0drd0dc|)
0 j q  J max (0, D/2-Rq )
'min „ , 1[2R S (u) •
f \D
y a [2Rq J
'min
0
(2Rq ' j
^2R0
- u du
(3.23)
(3.24)
using r = ^ - x and u = j-~- .
In part 2 it will be necessary to consider the mean 
absorbed dose D^(Abs) when an outer layer of thickness 
d has been removed. This simply alters the limits of 
integration in (3.24), so
★
D (Abs) a S (Abs)* a (3.25)
where
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S (Abs) a
min , 1 1 c
' R° ' S (u) . \~—  
jd/R0 a 2^R°
u I du 
J
rmin (2R0
)
d/Ro
'min f . l)
2R° S (u) . f °; a 2Rq
d/R0
2R0 u I du J
(3.26)
4 [min(j,R0)-d] + j  [d2 - (min(|,R0)) ] + ^  [(min(^,R0))3 - d 3]
and
(3.27)
Sa (Abs)* aR0 R0
d/R0
2R0 - u S (Abs)* - S (u) a a
9R0
- M s 1 ) • ?  - »>
) \ 2 r>du + Sa ( d  - S (Abs)* a RQ a J
• A  . fD . d) 
RO 2^ j 4- ö 2 d S (Abs) a
+ a R0'
(min(-^— , l) 8S'2Rq a r D
•n
d/R0
8m v2Rq
•\ 2u I du
j 4 [rainGpRo) -d] + “  [d2 - (min (^,Rq)) ] + j[ ( min(^,Ro))3 ~ d 3]|
(3.28)
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3.6 The efficiency of alpha particles in inducing 
thermoluminescence
When an a particle traverses an absorber its energy 
is deposited along an ionization track of short length.
For example, a 4.2 MeV a particle has a pathlength of 
14.2ym in quartz (Janni, 1982), so with a cylindrical 
track of 20 nm diameter (Fleming, 1969) the energy density 
within the track is approximately 60 kj/kg, which is equiva­
lent to a local dose of 60 k Gy. If such an energy density 
is more than enough to saturate all of the TL traps along 
the ionization track then the excess energy is dissipated 
thermally in non-radiative transitions in the saturated 
volume.
In reality the situation is a little more complicated
for as an a particle slows down its ionization density
increases (section 3.4), hence the proportion of the dose
which does not lead to charge trapping increases. Aitken
and Bowman (1975) found that a representative form of the
variation with residual range of TL per unit length of track
17is a constant level for residual range values above —  ym
(corresponding to 6.415 ym in quartz) and a linear rise between 
17 10 and —  ym from of that constant level. p is the density 
of the absorber in g/cm3.
The average TL induced over the whole range Ro of an
a particle of initial energy Eo, relative to that for a
17residual range greater than —  ym, is
fRo
Cl (R)dR
C(E0) = Ci(Ro) (3.29)
dR
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where £1 (R) is the TL per unit length of track for an a
particle having a residual range R, relative to the TL
per unit length of track for an a particle having a residual
17range greater than —  pm, and is given by
£l(R)
•0.25 + r if R < —  pm17 p
1 if R > —  pm
(3.30a)
(3.30b)
Hence
£ ( e o ) = £ i ( R q )
170.25 + 0.02206 p Rq if Rq < pm (3.31a)
1  -
6.375 
P Ro if Rq  ^ pm (3.31b)
and
0.02206 p a
,75(e0) °Ci(r0)
6.375
P Rq2 Ro
„ 17
Ro lf R° < T  um
_  „ 17lf Rq £ —  pm
(3.32a)
(3.32b)
The above error formula does not include the error in E,i (R) 
as no such information was provided by Aitken and Bowman 
(1975). % is assumed to be the same for all quartz samples
and independent of TL glow curve temperature.
In contrast to a particles, longer ranged electrons 
and ionizing electromagnetic radiation create much lower 
ionization densities and the efficiency of conversion of 
absorbed energy to the trapping of charges is kept relatively 
high. The effectiveness of a radiation in inducing TL, in 
comparison to 3 radiation, is expressed by an a efficiency 
factor k, defined by
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TL/unit absorbed dose of a radiation 
TL/unit absorbed dose of ß radiation (3.33)
In general, k varies from one sample to another and is a
function of TL glow curve temperature.
If k is measured using an a source of energy such
that the a particles emerge from the absorber with a residual
17range greater than —  pm, then the mean dose absorbed 
from a particles emitted anywhere in the surrounding medium, 
which is able to induce TL is
D (TL)* = k.£(En) . D (Abs)*a u a (3.34)
3.7 Total dose absorbed from alpha particles of many 
energies
Consider the case where a decaying nuclide can emit 
one of several a particles, each of initial energy and 
fractional intensity f^. Assuming mSa(Ei) =1 for all , 
then the mean absorbed dose able to induce TL is
(TL) * = Nk (TL) * (3.35)
where
E (TL)* = E £(E.).f..E.. S (Abs) * (E.) (3 35)01 ^ 1 1 1 a 1
with an error given by
96
a — , * = Z {[o- N-f.-E.. S (Abs)*(E.)]2 + [0 -ÜE.).E.. S (Abs) * (E. ) ] 2E (TL) *  ^ £(E.) i i a l f. l l a la 1 l l
+ [a • 1 (E.) .f. . S (Abs) * (E.) ] 2 + [a .E. l l a l R. 3r .l i i
3S (Abs)* (E.) a l . ?(E.) .f. . E J 2}
3S (Abs)* (E . ) _ 9S (Abs)* (E.)
+ [a . Z -r-^ -------- - . £(E.) .f, .E.]2 + [G . S -------- —  . £(E.) .f. .E,]d -j_ 9d i l l  m i 9m i l l
(3.37)
If now there are several different nuclide species present, 
each emitting Nn a particles per unit mass, then the total mean 
absorbed dose able to induce TL is
= = = = =  t --------D (TL)* = k E N- . E (TL)*,na „ n a (3.38)
--------1k N0. Ea (TL)* (3.39)
where
E (TL) * = E f . E (TL) *, n (3.40)a n a
and f is the fractional disintegration intensity of nuclide
species n, relative to No disintegrations per unit mass.
------ tk (TL)* is the total mean dose absorbed per disintegration 
per unit mass which is able to induce TL. The error in
E (TL)*  ^ is given bya
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E (TL)* a
I l[afn -Ea <TL>*'nl2 + f„2 .Z j-fi-Bi- Sa(Abs)*(E.) }2
+ {ö . £ (E . ) . E . . S (Abs)*(E.)}2 + {a S (Abs)*(E.)}2f . i i a  l E . l l a ll l
as (Abs)*(E.)
+ {°Ri-3T------—  .I(E.).f..E.}2]}
8S (Abs) * (E . )
+ [öa. E f , I — -------- . £ (E . ) . f..E.]2d n n i i i i
8S(Abs)*(E.)
+ [am . I f Z ---5------I(E.).f,.E.]2m n nj_ dm 1 1 1 (3.41)
3.8 The alpha dose absorbed when another absorber is 
present
In deriving the a dose absorbed and able to induce TL 
it was assumed that the absorber was surrounded by a uniform 
emitting medium. If that medium also contains non-radioactive 
inclusions (called absorber 2) then they will absorb some of 
the radiation that would otherwise reach the absorber of 
interest (called absorber 1) .
Consider only one nuclide species emitting a particles 
of initial energy Eo. Then the mean dose absorbed by 
absorber 1, and able to induce TL, when in a medium containing 
absorber 2 inclusions is
D (TL)*______  a_____
D (TL)*w 1 + f .mw sa,w
(3.42)
98
where f is the mass of the absorber 2 inclusions as a fraction 
of the total mass, and msa w is the mean ratio of the mass 
stopping power of absorber 2 and absorber 1.
m is obtained from m (E) , the ratio of the massSUC/W SOt , W
stopping powers of absorber 2 and absorber 1 at a energy E, by 
averaging over all energies an a particle assumes as it slows 
down. That is,
msa,w
'EO
0
msa,w (E)
(3.43)
where I is the number of a particles per unit 
number which strike an area dA of absorber 1 is 
Kocharov, 1962)
energy. The 
(Abrosimov and
dn
dE N dA (3.44)
where the subscript 1 refers to absorber 1. Hence
rE o
m (E) sa,w
dR
dE
»W ■E0 dR."
4 n dE \ )
(3.45)
and the error is given by
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2
ö ----msa,w 2 (E)
1
m sot (E)
2 +
msa,w
(E) msa,l
(E)
(i7
+
1,E0
m (E0)  ^ sa,w u msa,w
(3.46)
where m (E) and m 9 (E) are the mass stopping powers ofSQ,f-L S 06 f A
absorber 1 and absorber 2, respectively, at a energy E.
When many nuclei of an atomic species are present 
and emit a particles with initial energies E^ and fractional 
intensities f^, the mean dose absorbed by absorber 1, and able 
to induce TL, when in a medium containing absorber 2 inclusions 
is
*D (TL) a w y f . . D (TL) * (E . ) i a  i1 + f . m (E. )w sa,w l (3.47)
To use this formula the summation would have to be carried out 
individually for every possible value of f likely to be 
encounted in a sample. A more practical approach is the 
use the approximation .
D (TL)* a w
D (TL)* a
1 + f . mw sa ,w
(3.48)
where
100
Z U E . ) . f . . E . ,  S ( A b s ) * ( E . ) .  m (E. )  
i  l  l  l  a  l  s a , w  l
( 3 . 4 9 )
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+ [a . £  (E. ) . E . .  S ( Ab s ) * ( E . ) .  (m ( E .) - m  ) ] 2 f i  l  l  a l  s a , w  l  s a , w
9S^ (Abs)  * (E.  ) _ __________ ______
+ [a . — -------—----- -  . £ ( E . ) .  f . . E . . (m (E .) -  m ) ]R. 9R.  - i i  i ,  s a , w l  s a , w
i i
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+ [O----- 7— .. \ (E. ) . f . . E . . S (Abs) * (E . ) ]2m (E. ) 1 1 1 a  lsa ,w l
2E. .
+ [aE .£(Ej .f^. (Abs) * (Ej ] 2 [ (msa ^(Ej ” msa 2 +
IdEj1/E_
fEi dR
J .dE.
x (m (E.) - m ) (m (E.) - m (E.))]} sa,w l sa,w sa,w l sa,w i
3S (Abs)*(E.)
+ {a,.Z — ---- — ---—  . l(E. ) .f. .E. . (m ( E . ) - H  ) >2
d i Ji * i* i’ sa,w i sa,w
8S (Abs) * (E. ) ________  ____  ______
{a . E — ----------.C(E.).f,.E.. (m ( E . ) - m  ) }2] / [E (TL) *] 2m dm i l l  sa,w i sa,w a
(3.51)
If now there are several different nuclide species
present, each emitting a particles per unit mass, then 
the total mean dose absorbed by absorber 1, and able to
induce TL, when in a medium containing absorber 2 inclusions
is approximately given by
—  t
______ t D (TL) *
D (TL)* ~ (3.52)a w - — —
1 + f . mw sa,w
where
msa,w
E f .E (TL) *, . mn a n sa,w,n
E f .E (TL)*, n n a n
(3.53)
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Z f .Z £ (E.).f ..E .. S (Abs)*(E.).m (E.)n n 1 1 1 a i sa,w 1 (3.54)
Z f .Z ?(E.).f,.E. . S (Abs)*(E.) „ n • 1 1 1 a in l
and
m nsa,w 11
[ Z { [0_ .E (TL)*, .(m - m )]f a ' ' ' n ’ ' sa,w, sa, wn n
+ f 2 . Z {[a- ..f ..E .. S (Abs)*(E ).(m (E ) - m )]n £(Ej l i a i sa,w i sa,w
+ [o .5(E.).E.. Sa (Abs)*(E.).(n,saiW(E.) - m sajW)] 
i
3S (Abs) * (E. ) _________ =====
+ [a .—    -----—  . £(E.) .f • .E. - (m (E ) - m )]L r . 9r . l i i  sa,w i sa,w
+ [^ --- (57)- E,EiK f i ' V  Sa (AbS)*(E.) ]
sa,w i
2E. .l
+ [<JE ..C(Ei).fi. So (Äbs)*(E.)]^ - n.so/ =)2 + rE
IrEj
rE -i rdR
IdEj
X (m (E.) - m ) (m (E. ) - m (E ))]}}sa,w l sa,w safw i sa,w i
+ {a., . Z f . Z 
nd n n £
3S (Abs) * (E. ) ........  ... —  ,
— --------- - . I (E. ) .f. .E. . (m (E.) - m ) }‘3d i l l sa,w i sa,w
3S (Abs) * (E. ) _________ - ■ —
+ ----- • '5(Ei)-fi-Ei-(msa,w(Ei) -msa,„)} 1 '
[EaCTL)*" ]2
(3.55)
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3.9 Processes for energy absorption from bombarding electrons
When an electron of low kinetic energy passes through 
matter elastic electron/electron collisions are dominant, so 
most of a bombarding electron's energy is lost through 
excitation and ionization of the bound electrons. At high 
electron energies inelastic collisions between an electron 
and the nuclei of an absorber become important and so the 
major mode of energy dissipation is via emission of 
bremsstrahlung radiation. Due to the large difference in 
mass between an electron and an absorber nucleus, electrons 
do not lose much kinetic energy through elastic collisions 
with the nuclei of the absorber.
The small mass of an electron makes its trajectory 
much larger than that of an a particle of the same energy.
The result is that an electron undergoes many more elastic 
scattering collisions, each with a significant angular 
deflection, than would an a particle. Thus the path 
followed by an electron is very tortuous. As there is a 
high probability that an electron will lose a large amount 
of energy in a single collision, there is considerable 
straggling about the pathlength.
The energy loss and pathlength of electrons passing 
through many compounds and elemental media have been calculated 
by Pages et al. (1972) using the following mass stopping power 
formula:
dE
dx
27TN0r 2m0c2 Z T2 (T+2) T2/8 - (2T+l)ln2
----- 2-----  _ [in -------  + ---------------- + 1 - 32 - 6]
32 A 2I2 (T+l)2
N0 rT
+ ---- - E do (E ) (MeV/(g/cm2) )
Am0c2 'q Y Y
(3.56)
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where N 0 is Avogadro's number;
r^ is the classical radius of an electron;
m 0c z is the rest mass of an electron (= 0.510976 MeV);
Z is the atomic number of the absorber;
A is the atomic weight of the absorber;
3 = ^ , where v is the velocity of the electron;
T is the kinetic energy of the electron in units of m 0c 2;
E is the total energy of the electron in units of m 0c 2;
I is the mean excitation energy of the absorber in 
units of m 0c2; and
da(E^) is the probability of creation of a photon
of energy E^ from an electron of energy E.
The 6 term accounts for the decrease in energy loss by collision 
of charged particles due to polarization of the absorber and 
to its dielectric properties.
The pathlength can be calculated from
r0(T) r° (Tmin> (g/cm2) (3.57)
where Pages et al . (1972) set E equal to 1 keV and
evaluated r0 (Em^n) by assuming that the mass stopping power 
is linear between E = 0, where it equals zero, and E = 1 keV.
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3.10 Dose absorbed from a bombarding electron
To calculate the energy dissipated by bombarding 
electrons passing through a medium, it is necessary to assume 
that the electrons are emitted uniformly and isotropically 
throughout the medium with a discrete initial energy E0 and 
corresponding range R0, and that they travel in straight lines. 
Due to the tortuous path of an electron traversing an absorber, 
the pathlength r0 rather than the range R0 of an electron is 
more readily calculated. However, in order to use the 
formalism of section 3.5 r0 needs to be related to R0. Again 
an assumption about the LET of the bombarding particle must 
also be made.
Spiers (1949) assumed R0 =O.7r0 and R0 =AE0; Hindmarsh 
et al. (1958) assumed R0 = r0 and R0 =AE0. Charlton and
Cormack (1962b) and Howarth (1965b) assumed R0 =0.7r0 and 
R0 =AE0m, using m = 1.75. Charlton and Cormack (1967) varied 
the range assumption to 0.4r0  ^Ro ^0.9r0 and used m = 2.
As already described, energy losses due to inelastic 
electron/electron collisions and angular deflections due to 
elastic electron/nucleus collisions determine the penetration 
and diffusion of electrons through a medium. Spencer (1959) 
calculated the average energy dissipated near point isotropic 
sources of monoenergetic electrons by using the Bethe stopping 
power theory and the Mott scattering cross-section. By 
numerical solution of a set of coupled transport equations, 
a large number of spatial moments of the absorbed dose 
distribution were calculated. Using the numerical values 
of the moments and assuming a functional form based on
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analytical considerations, the absorbed dose distribution 
was obtained. The results depend on the electron's initial 
energy and on the medium, unlike the other models mentioned 
above.
Spencer's method applies to media which are homogeneous 
and unbounded and neglects electron energy-loss fluctuations 
and the transport of energy by secondary knock-on electrons 
and bremsstrahlung photons. In the electron energy range of 
interest here, energy loss by bremsstrahlung radiation is 
small compared to the energy lost through electronic 
collisions.
Cross (1967) compared experimental absorbed-dose 
distributions around point sources of 3 particles and 
predictions from Spencer's theory and found agreement to 
better than 4% for 3 particle spectra with endpoint energies 
between 0.15 and 3.58 MeV, agreement holding for all distances 
from the source up to that within which 95% of the emitted 
energy is absorbed.
Spencer presented his numerical results in the form 
of a "de-dimensionalized energy dissipation distribution"
J(x) which satisfies
J (x) Kp) (3.58)
where x is the distance from the source in units of r0;
is the stopping power of electrons at the initial o
energy E 0; and I(p)dp is the average energy per electron 
dissipated in a spherical shell of radius p and thickness 
dp around the point source. J(x) was evaluated for electrons
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with initial energies of 0.025, 0.05, 0.1, 0.2, 0.4, 0.7, 1, 
2, 4 and 10 MeV traversing selected elemental media with Z of 
6, 13, 29, 50 and 82 as well as air and polystyrene, using a 
mesh in x of Ax = 0.025. To interpolate in x requires the use 
of a quadratic interpolation formula.
To interpolate in Z at a particular initial energy one
uses
ln J (x) ln J (x) ln J (x) UZ LZ
'I rz - ZL
Z - Z
> U L
ln J (x) LZ (3.59)
and
A + LZ (ä  - A }  ^UZ LZ;
Z - Z
Z - Z I U LJ
(3.60)
where Z is the atomic number of the absorber of interest, 
bracketed above by Z and below by Z , with corresponding 
values of the de-dimensionalized energy dissipation 
distribution J (x) and J (x) , and constants (given byU h  ±j /j
Spencer) A ^  and AEZ.
To interpolate in initial electron energy for a 
particular Z one uses
ln J (x) ln J (x) ln J (x)UE LE log E - log EL
A A „ AUE LE J log E - log Et . U ^ Lv y
ln J (x) LE (3.61)
and
A A +LE
log E - log E^
log - log El (3.62)
where E is the energy of interest, bracketed above by E and 
below by El , with associated JUE (x) and JL£(x) , and AU E andALE*
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Since I (p) is normalized to one electron Charlton 
(1970) used it to describe the LET of a bombarding electron. 
The energy dissipated per unit volume at a point P by 
bombarding electrons is
D
■2tt
0
r71 rr o
i  o Np^sinQ4np2 I (p)) dpd0d<J) (3.63)
For a spherical absorber surrounded by an emitting 
medium, with the geometry shown in Fig. 3.6, the energy 
absorbed per unit volume at a point: P is given by
D (z) e se 'o
/2tt 7T
J  n  * >
'r° Np2sim9
4irp2 I (p) dpd6dcf> (3.64)
0 rmax max
se '
'IT r i f dE 1J J(x) [d?j rQsin0dxd0 (3.65)
0 rmax max/ro
NE o
mse
Se
D
r0, (3.66)
where z is the shortest distance be tween the point and the 
interface and mge is the ratio of tihe mass stopping powers 
of emitting and absorbing media. Tihe geometrical function 
is given by
se
r_ z _D_ 1 fdE £!
r0 ' r0^ 2 ldrJF. E° -
max
rl
sin0 J (x) dx-
rmax/r o
(3.67)
1
2
z' TT
sin0
0 max
Eo
ro
1
dE
,drj.
r /r0 max u _.J (x) dx
0
d0 (3.68)
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max
max
Fig. 3.6. Geometry for a spherical absorber surrounded 
by an electron emitter.
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since by definition
I dE £o_ f
ldrJ v /  E ” l
• —  I J (x) dx = 1 . „ Eu Eo '0
(3
Hence
z_ _D_ 
lr0 ' r0 sin0
max
fr  Aom.ax J(x)/dx
1 -
J (x) dx
de (3
where
max
D
2 - Z COS0 + V  | — — - zI sin^e (3
and
COS 0
D 2 9 D 2
2 ' ZJ + r0z - 2
max for (D-z) ^ rg (3
2 r0 D7 " z
e = omax for (D-z) < r0 . (3
r 0 must be determined experimentally, so an error in its 
measurement leads to an error in the geometrical function, 
given by
-  i
(r ' maxJSTT r0 9 rrmax
sin©
J f 1
9r0 l r0 J
0max J (x) dtx0
d6
sin0
2
1
f(rmaxA q) 9max
'o
, J(x)dx
ri
J (x) dx 
'o
00max
0ru (3
.69)
.70)
.71)
.72a)
.72b)
.73)
Ill
r0 sin0
max
r 0 ‘
max
max
< r0 ,
J (x) dx
(3.74)
0
The second term in (3.73) vanishes because r = r 0 at 0IUciX lUciX
The mean dose absorbed by a spherical absorber is
NEq
D (Abs) = —e m S (Abs) e (3.75)
where
s (Abs) e
r 2  7T f7T
)  ^ > n J
'D/2
0 ' max(0,D/2 - r0)
s I—  -e|r0 ' r0J rZsin0drd0dcf>
'2lT 'IT
' 0 J U '
D/2
max(0,D/2 - t q )
rzsin0drd0dcj>
(3.76)
min (^f-,1)
Se(uK^ - ^  du
rmin , l) ^^2ro ; ( Dl—  - ujz du
'0
(3.77)
D zusing r = ■»■ - z and u = —  .z r o
With an outer layer of thickness d removed, the mean 
absorbed dose becomes
D (Abs)* e
NE0 _______
---  S (Abs)*m e (3.78)
where
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S (Abs)* e
min , 11
d/r0________ 6 ^r°_________
min i) _ 2^2r0 ' J f D
^  - UJ du
(3.79)
d/r0
minimi)
r 0
d/r0
S (u) . (—----u) due 2rg
min (-,ro) - d dz -
N 2
min(f'ro) 3 m i n ( § ' r o) - d'
(3.80)
and
a 2_____S (Abs)* e u) . (S (Abs) * - S (u)J e e J
+
3S _e
3r0
2
+ ad2 [(Se (Abs)* - Se l^j).(|-dj2 ]2 }
/{ —  [min(y,r0) - d] + y [d2 - (min [y,r0]) 2] + i  [ (min (y, r0)) - d3] }2
(3.81)
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3.11 Dose absorbed from beta particles
When a nuclide decays and emits a ß particle that 
particle can have a range of possible energies up to a 
maximum value E . The mean absorbed dose from a ß particle 
must be averaged over this spectrum, so
Dg(Abs)* ---  E ß (Abs)*m Q ßsß
(3.82)
where
max m (E) .E .n (E )dE se
(3.83)
max E.n(E)dE
;0
max
E ^ (Abs)*
;o
S (Abs)*(E).E.n(E)dE e
max n (E) dE
(3.84)
and
E 0 (Abs)*p
max
to S (Abs)* (E).E.n(E)dE e + ö max
"max 8n
L U SE (Abs) * (E)max e
E 0 (Abs)*]dE P
" 2 (E
/ max . ,n(E)dE
_ >o
(3.85)
n(E)dE is the number of ß particles emitted per unit energy 
with initial energies in the interval E to E + dE.
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For many transitions the energy distribution of the 
spectrum is not fully known, but Murthy (1971) gives
n (E) dE
k (A0 + AiE + A2E‘) (E -E) max for Z > 81 (3.86a)
k(A0 + AiE + A2E2)(E - E) 2 — [ (E2 + 1.02E) 3 + (E - E) 6 u 1  ^ max 0.56 max
+ 7 (E2 + 1.02E)2 (E -E)2 +(E - E ) 2] f o r 40K (3.86b)'• max max
where A 0, Ai and A 2 are fixed values for each atomic number 
(and are given by Murthy) and k is a constant.
The mean absorbed dose from a ß particle can also be 
expressed in terms of the average ß energy, as
d q (Abs)*
p
NE ______
--- SQ (Abs)*m - 8 (3.87)
where the average ß energy and error are
and
rEmax E.n(E) dE
0 (3.88)
max n(E) dE
J0
o -E,
max 3n . - . .
°E si “  ' (E ■ E ß)dEmax 'o max
max n(E)dE
(3.89)
respectively, and the mean spherical geometrical function is
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sß(Abs)*P
Er max _________
Se (Abs)*(E).E.n(E)dE
0
Emax E.n(E)dE
0
with an error given by
(3.90)
(Abs)*
(EmaxJ °S (Abs)  * (E)
0 e
2
+
rEmax on r ;—----- ---------  >
ö E 3e  t S e ( A b s ) * ( E )  -  S ( A b s ) * J d E
E 'n max Pmax u
f Emax „
E . n  (E) dE
0
2
(3.91)
3.12 Total dose absorbed from bombarding electrons of many 
energies
Consider a decaying nuclide which can emit one of
several 3 particles, each with a maximum initial energy E
-1 max, .jand fractional intensity f^, and/or an internal conversion
electron or Auger electron, of initial energy Ei and fractional
intensity f . . Assuming m = in Q = 1 for all E. and E., thens e s p  l j '
the mean absorbed dose is
De (Abs)* = N Ee (Abs)* (3.92)
where
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E (Abs)* = Z f. . E . . S (Abs)*(E.) + Z f ..E_(Abs)* (E ) (3.93)l i e j J e max 'j
with an error given by
g— = Z { [a .E . . S (Abs)*(E.)]2 + [a . f . . S (Abs)*(E.)]2 E (Abs)* • f. 1 e i E. l e le 1 l l
9S (Abs)* (E.) _______________
+ [a — --- ------ ,f..E.]2} + Z {[a . E_ (Abs) * (E )]2r . 3r. l i  a f . p max. .i i  3 1 l
+  f . 2 .{[ D
max. 3S (Abs)* (E)
0
r(E) ar . E . n (E) dE ] 2
+ [a
max
j -- . (S (Abs) * (E) .E - E (Abs) * (E )JdE]2}^   ^^ 3 max, '3E ' emax, . 'q max,_. ' j
/ L
0
S as (Abs)* (E . )
maX/j n (E) dE] 2 } + [O {Z — ---- ----—  .f_..Ed j_ od ■i-ö i
+ Z f. [j 3 J
r E as (Abs) * (E)
m&x/ • 0 / v . i  / r3 ----- ------ . E. n (E) dE ] / [ max, j n(E)dE]}]2
0
(3.94)
If now there are several different nuclide species 
present, each emitting 3 particles and/or internal 
conversion electrons or Auger electrons per unit mass, then 
the total mean absorbed dose is
D (Abs)* e Z N .E (Abs)*, n n e n (3.95)
Nn.E (Abs)* u e (3.96)
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where
E (Abs) * = Z f . E (Abs)*, (3.97)e n e n
and f is the fractional disintegration intensity of nuclide 
species n, relative to N 0 disintegrations per unit mass.
Eg (Abs)* t is the total mean dose absorbed per disintegration 
per unit mass, and it has an error given by
E (Abs)* e
t = Z { [cJ .E (Abs)*, ]2 + f 2 . [E{ [o . E . . S (Abs) * (E . ) ] 2f e n i £if. i e
+ [o .f..S (Abs)*(E.)] + [a
as (Abs)* (E.) e l
Ei i e ’i
.f. . E j 2}
+ Z { [a . E q (Abs) * (E )]2 + f.2 .{[j fj 3 max,j :
max, as (Abs) * (E)j a
J0
r(E)’ 3r . E.n(E)dE]
+ [a.
max,j o
"max,. an
J 8E ' e. (S (Abs)* (E) . E - E 0 (Abs)* (E )JdE]2}^ ^ R max,- Jmax 'j
/  t
as (Abs)* (E.) e i
J0
maX'j n (E) dE] 2 }] } + [o -Z f .{E
d n n i 3d *fi*Ei
Z f.. [ j 3 J
(E as (Abs)* (E)max,j e_________ . E . n (E ) dE ] / [ maX'3 n(E)/dE]}]2
(3.98)
3.13 Dose absorbed from bombarding electrons when another 
absorber is present.
Consider only one nuclide species emitting electrons 
of initial energy E 0. When the emitting medium contains
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other non-radioactive inclusions (called absorber 2) then
the mean dose absorbed by the absorber of interest (absorber 1)
is
D (Abs)* =e w
D (Abs)* e
1 + f .mw se,w
(3.99)
where f is the mass of the absorber 2 inclusions as a function w
of the total mass, and m is the mean ratio of the mass' se, w
stopping powers of absorber 2 and absorber 1.
in is obtained from m (E) , the ratio of the massse,w se,w
stopping powers of absorber 2 and absorber 1 at bombarding 
electron energy E, by averaging over all energies an electron 
assumes as it slows down. That is,
m s e , w
'Eo
J0
mse, w (E)
fE 0  r
I IdndE «/ dE
E o
m se , w (E ) d r "dEy dE1
(3.100)
(3.101)
f ^n]where is the number of electrons per unit energy, and the
subscript 1 refers to absorber 1. The error is given by
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2____  (Eu m (E) !
m = [{ U o  ------] 2 + [o (E) s e , w  ] 2 } 2s e , w  m (E) m (E) m m . ( E )'O s e , 2  s e , l  s e , l  s e , l
dr
dE dF} 2
+ G z [E 0
dr'
• (m (Eo) -  m ) ] 2 ] /  [ E ° f^rdEj , _ s e , w  u s e , w  j IdE
n
dE] ( 3 . 1 0 2 )
where m (E) and m 9(E) are the mass stopping powers of 
absorber 1 and absorber 2, respectively, at bombarding electron 
energy E .
When the nuclide species only emits 3 particles of
maxinum initial energy E , then the mean dose absorbed by^2 max' 2
the absorber of interest is given approximately by
where
D -( A b s)*3 w
D . ( A b s ) *
p
1 + f  -mw s p  , w
( 3 . 1 0 3 )
max m ( E ) . E .n ( E ) d E  s e , w
* Qs 3 , w ( 3 . 1 0 4 )
max E .n (E )d E
0
and
s3 ,w
{ [
max
‘ Qs3/W (E) .E .n ( E )  dE]2 + G£2 [max jq
max „ 8n ,---------- -E.-rr------  . (m (E)dE s e , wmax
-  m -) dE ] 2 } /  [
s 3 ,w
maX E . n ( E ) d E ] 2 . ( 3 . 1 0 5 )
When many nuclei of an atomic species are present and
enit 3 particles with maximum initial energies E andmax, j
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fractional intensities f^, and/or internal conversion electrons 
or Auger electrons with initial energies and fractional 
intensities f ,^ then the mean dose absorbed by absorber 1 when 
in a medium containing absorber 2 inclusions is given 
approximately by
________ f..D (Abs)* (E.) f..D0 (Abs)*(E )
D (Abs)* - 2 ------  ■ - + 2 .... ......  — 3- (3.106)
e w i 1 + f .m (E. ) j 1 + f .m . (E )w se,w l w sp,w max, j
D (Abs)*
* ___ e- ... -  (3.107)
1 + f .inw se,w
where
Z f ..E ..S (Abs)* (E.).m (E.) + Z f ..En (Abs)* (E ).m 0 (E )l i e i * se,w i j j’ 3 max ,j s3/W max,j
se, w Z f ..E ..S (Abs)* (E.) + Z f .,Ee(Abs)* (E )i i i e i j 3 3 max, j
and
(3.108)
se, w
[Z {[a ,E..S (Abs)* (E.). (m (E.) - m )]2
i fi 1 e i se,w i se,w
+ [ o
3S (Abs)* (E.) e l f ..E.. (m (E.) - m ) ] 2 i l se,w l se,w
+ [a--- ——. . f. .E . . S (Abs) * (E . ) ] 2 + [a .f..S (Abs) * (E . ) ] 2 [ (m (E . )m (E.) l i e  i E. l e  i se,w ise,w l l
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- mse ,w
‘ 1 äE,l,Ei
rE -1
3o
dr
dE dE1
(m (E.) v se,w l m ) (m (E.)se,w - v se,w 1 m (E . )) ] } se,w l '
+ E {[a ,En(Abs)*(E ) . (m n (E ) - m )]
j f j e max, j s3,w max,.; se,w
0
3 3S (Abs) * (E)max, e _ , .3 a .----- r-----  . E.n(E)dEr(E) dr
max rJ n (E) dE
. f . . (m (E ) - m )j sp,w max,j se,w
0
+ [o-----77:-----, . f ..Eß (Abs)*(E )]Zm^Q ) 3 3 max,js 3/w max,
+ [0E 'Vmax, j
fE
;o
max, j --- . (e .S (Abs) * (E) - Eß(Abs)*(E .) J dE9E  ^ e 3 max,3 Jmax, j
max, -iJ n(E) dE
'o
x (m 0 (E .) - m ] ] + 2 En (Abs) * (E .) . (m (E .) - m )v s3,w max,3 se,w ; 3 max,3 s3,w max,3 se,w
x [
rE . __________  ________________ rE
max,3 dn . . (e .s (Abs)*(E) - Eß(Abs)*(E .)JdE]/[ maX'3 n(E)dE]3e .  ^ e 3 max, 3 ''0 max,3 '0
x [ max, 3  ^(m (E) - m (E .)) dE]/[
'O
3e . ' se,wmax, 3 s 3,w max,j ‘
"max, j E.n(E) dE]
;o
3S^(Abs)*(E.)
+ {a , [ E — ---- 7— ---—  . f. .E . . (m (eT) - m )d  ^ 3d x 1 v se,w x se,w;
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+ Z
Emax, j
0
8S (Abs)* (E) _e_________
9d .E .n (E) dE
Emax, -j . ,n (E) dE
(m (E 7)v sp,w max,j mse, w 2
/ [E (Abs)* ]2 e (3.109)
If now there are several different nuclide species 
present, each emitting Nn 3 particles and/or internal 
conversion electrons or Auger electrons per unit mass, then 
the total mean dose adsorbed by absorber 1 when in a medium 
containing absorber 2 inclusions is given approximately by
D (Abs)* e w
D (Abs)* e (3.110)
1 + f .mw se,w
where
se, w
Z f .E (Abs)*, .m „ n e  n se,w,n (3.111)
E f .E (Abs)*, n n e n
E f [Z f..E..S (Abs)*(E.).m (E.) + Z f ..E0(Abs)*(E .).m _ (E .) ]
n 11 in  ^ i i e i ' se,w i j j 3 max,j s 3,w max,j
Z f [Z f..E ..S (Abs)*(E.) + Z f ..En(Abs)*(E .)]n n i i i e j j 3 max, j
(3.112)
and
se,w
[Z { [ö ,E (Abs)*, . (m - m )]f e n se,w,n se,w11 n
+ f z [ Z {[ö .E ..S (Abs)* (E.).(m (E.) - m )]"n f. i e i se,w i se,w
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3S (Abs)  *  ( E . ) __________
+ [ö  . — ------r -----------— . f . , E . ( m  ( E . )  -  m ) ] z
r .  d r .  l  l  s e , w  i  s e , w
l i
+ [ a -------- T— . , f . , E . . S  ( A b s ) * ( E . ) ] 2 + [a . f  . . S (Abs)  * (E . ) ] z [ (m ( E . )
m ( E . ) l i e  i  E.  l e  l  s e . w  l
se ,w l  l
-  m ) z +
s e . v
'O
d r
dE
l l i i  (m ( E . )
s e ,  w i
m ) (m ( E . )  
s e , w  s e , w  l m ( E . ) ) ] }  s e ,  w l
+ E { [c .E (Abs)  *  (E .) . (m (E .) -  m ) ] 2 
j  f_. 3 max,  j  s 3 , w  m a x , j  s e , w
Jrr ax ,  j
3S (A b s ) * (E) 
e
. E . n ( E ) d E
0
r  (E)
. f  . .  (m (E .) 
j  s p , w  m ax , j
m ) 
s e ,  w
max,  j
0
n (E) dE
+ [a — 7------------ . f . . E  ( A b s ) * ( E  . ) ] 2 + [a . f . ] 2
m (E .) j  3 max,  j  E . j
s3 ,w  m a x , j  m a x , }
0
:nax, j  ----  . (E .S ( A b s ) * ( E )  -  E ( A b s ) * ( E  .) ) dE
3e e 3 max,  j
m ax , ]
. [ i n  (E .) v s3 /W m a x , j
m a x , j
n  (E) dE
0
-  m
se,W'
+ 2Eq (Ab s ) * (E . ) . ( m  (E .)  -  m ) 
3 m a x , j  s 3 f w m a x , j  s e , w  '
x [
Jm a x , j  9n
3 e . ( E . S e ( A b s ) * (E) -  E ^ ( A b s ) * ( E max . ) ) d E ] / [
m a x , j  S max,D
Jm a x , j
n (E) dE]
0
x [
Jm a x , j  3n
E ---------
0 "m ax, j
(m (E) -  m (E . )  ) d E ] /  [ 
s e , w  s3/W m a x , j
Jm ax , j
E . n ( E )  dE]
0
3S ( A b s ) * ( E . )
+ { o . E f  [ E — --------— ------ —  . f . . E , . ( m  (E. ) -  m )
d „  nn 11 i ' i  i *  se^w  i  s e , w
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rE . 8S (Abs) * (E) max, 3 e . E.n(E).dE
+ 2 . f . . (m (E .) 3 sß,w max,3 m )]>2]}]se,w
max, j n (E)dE
J0
/[ E (Abs) * t ]2 .
(3.113)
3.14 Processes for energy absorption from ionizing 
electromagnetic radiation
When electromagnetic radiation such as y rays or X rays 
passes through matter the photon is absorbed or scattered in 
a single event. This is in contrast to charged particles, 
which lose energy as they slow down. There are many inter- 
action processes leading to the attenuation of the number 
of photons travelling through an absorber. Those of minor 
importance are:
a) elastic scattering by bound electrons (Rayleigh 
scattering;
b) elastic scattering by nuclei (Thomson scattering);
c) elastic nuclear potential scattering (Delbrück scattering);
d) inelastic scattering by nuclei;
e) photodisintegration of nuclei, when the photon enerjy
exceeds the separation energy of a nucleon;
f) photomeson production;
g) photofusion, e.g. y + z35U'->- x + y (fission fragments .
However in the energy domain of interest for photons resulting 
from natural nuclear disintegrations, three other primary
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interaction processes are dominant: Compton scattering, the
photoelectric effect and pair production.
In Compton scattering a photon collides inelastically 
with an atomic electron and is scattered, or deflected, from 
its original path. Momentum and energy are conserved, the 
energy lost by the photon appearing as kinetic energy of the 
electron. At low photon energies the process is complicated 
by the bonds between the electron and the nucleus, but when 
the photon energy is sufficiently high (> 0.1 MeV) the electron 
may be considered as unbounded to the atom. The process is 
important for photon energies of around 1 MeV and for low to 
medium values of Z .
If q o is the cross-section per electron for a Compton 
interaction, then the probability of such an interaction 
occurring in a thickness dx of absorber is
G ZNp dx e
where the absorber has Z electrons per atom, N atoms per unit 
mass and density p. e<j varies in a complicated way with photon 
energy, but decreases as the energy decreases. As a beam of 
photons of intensity I photons/cm2/sec. passes through an 
absorber the number removed by Compton interactions /cm2/sec. 
is
Al = - I Ö ZNp dx (3.114)e
leading to an exponential intensity attentuation,
T _ -eö Z NPx
1 = IQ e (3.115)
-GX= I0 e (3.116)
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where I0 is the intensity at x=0 and
G = gG ZNp (3.117)
is the total Compton linear attenuation coefficient.
The two kinds of collision represented by are 
scattering of the photon, with a cross-section per electron 
of a , and absorption of energy from the photon, with a 
cross-section per electron of a . So
and
a = a + a e e s e a
a = g + a s a
(3.118)
(3.119)
where
0 = 0 ZNps e s (3.120)
is the Compton linear scattering coefficient, and
o = o  ZNP (3.121)a e a
is the Compton linear absorption coefficient.
At photon energies below about 0.1 MeV the atomic 
electrons must be considered as bound, so when a photon 
collides with an atom momentum is conserved by recoil of 
the atom as a whole. The entire photon energy hv is absorbed 
and an electron (usually from the K or L shell) is ejected 
with a kinetic energy
T = hv - I (3.122)
where I is the ionization energy of the particular shell 
from which the electron is ejected. The remainder of the 
energy appears as X rays and Auger electrons from the
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d_nner shell. This photoelectric effect is important for 
p)hoton energies of less than 0.1 MeV and high Z absorbers.
The total linear attenuation coefficient for the 
photoelectric effect is
t = t Np (3.123)a
where ^x is the cross-section per atom for a photoelectric
interaction in an absorber with N atoms per unit mass and
density p. x varies roughly as a
Ta (3.124)
with n increasing from about 4.0 to 4.6 as hv increases from 
0.1 to 3 MeV (Evans, 1955). At absorption edges x showscl
discontinuous jumps because the photon energy becomes smaller 
than the ionization energy of some of the electrons, so the 
nunber of electrons which can be ejected is suddenly decreased.
Although not all of the incident photon energy is 
imnediately absorbed, the emitted X rays and Auger electrons 
have ranges comparable to the photoelectrons, so it is 
sufficiently accurate to consider the effective energy 
absorption as represented by the total attenuation. Thus
T = Ta (3.125)
When the incident photon energy exceeds 1.02 MeV pair 
prcduction can occur. The photon is absorbed in the inter­
action and an electron-positron pair appears satisfying
hv = (T_ + mgc2) + (t + mQC2) (3.126)
where T_ and T+ are the kinetic energy of the electron and
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and positron, respectively, and m0c2 = 0.51 MeV is the 
electron rest mass. Electron-positron pairs are created 
by transitions which add an energy greater than 2moc2 to an 
electron in a negative energy state. The electron excited 
to a state of total energy m0c2 +T_ leaves a positron of 
total energy m0c2 + T+. Pair production cannot take place 
in free space because conservation of momentum and energy 
cannot then be simultaneously satisfied. Instead it occurs 
in the field of a nucleus, where a minimum photon energy of 
2m0c2 = 1.02 MeV is required, and to a lesser extent, in 
the field of an electron, where a minimum photon energy 
of 4m0c2 = 2.04 MeV (Perrin, 1933) is required. Pair production 
is important at high energies and for high Z absorbers.
The total pair production linear attenuation 
coefficient is
k = k N o (3.127)a K
where k is the cross-section per atom for pair production 
in an absorber with N atoms per unit mass and density p. 
k varies roughly as Z2 (Evans, 1955)
Cl
The portion of the photon's energy which becomes the 
kinetic energy of the pair can be considered as absorbed.
The remaining 2m0c2 is released as annihilation photons 
when the electron and positron slow down and annihilate 
themselves by combining with another positron or electron.
These annihilation photons can be considered as scattered 
radiation, but at the energies where pair production is 
important this scattered energy is only a small fraction 
of the total energy, so it is common to use
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K — K . (3.128)a
For a beam of photons incident on an absorber (3.116) 
gives the exponential intensity attenuation resulting from 
Compton interactions. The analagous equation for all three 
major modes of primary interactions for photons is
i I0 e-yx (3.129)
where
y = a + t + k (3.130)
is the total linear attenuation coefficient. It can be 
subdivided into a total linear absorption coefficient
y = G + T + K a a
and a total linear scattering coefficient
y = a s s
satisfying
y = y + ya s
(3.131)
(3.132)
(3.133)
The linear attenuation, absorption and scattering 
coefficients depend on the density p of the absorber. By 
dividing these coefficients by p the mass attenuation, 
absorption and scattering coefficients are obtained, which 
are now independent of the actual density of the absorber. 
(3.130) now becomes
(3.134)
The primary attentuation of photons in a compound 
depends only on the sum of the cross-sections for various
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iinteraction processes presented by all the atoms, so the total 
mnass attenuation coefficient for a compound is
i P (3.135)
wvhere nm are the mass fractions of the elements comprising
tthe compound, which each have total mass attenuation 
ticoefficients —— , and p is the bulk density of the compound. 
pi
Analogous equations apply for the various mass attenuation, 
aibsorption and scattering coefficients.
So far the three major modes of primary interactions 
ouf photons with an absorber have been discussed. The photon 
aind/or electron resulting from a primary interaction go on 
tto participate in further interactions, and so the process 
continues until the energy of the primary photon has been 
dlissipated. The secondary electron produced by the primary 
iinteraction may have almost as much kinetic energy as the 
p^rinary photon and can go on and dissipate its energy by 
eexciting and ionizing atoms in the absorber. These 
ssubsequent ionizations are termed "secondary ionizations".
3J.15 Dose absorbed from ionizing electromagnetic radiation
Consider the geometry of Fig. 3.7 where an absorber 
ait P is surrounded by a sphere of radioactive matter of 
rradius R, which uniformly and isotropically emits N photons 
of ionizing electromagnetic radiation of energy E, per unit 
imass. Let subscripts of 1 and 2 represent the emitter and 
aibsorber, respectively.
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Fig. 3.7. Geometry for a point absorber surrounded 
by a sphere of radioactive matter.
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The primary photon intensity at P from the volume 
element r2sin0drd0d(J) is
di . (P)prim
NpiE -yir----  e24?Tr
(3.136)
so the dose absorbed at P from these primaries is
dD . (P)prim
ya2 NPlE _Plr (3.137)
p2 47Tr'
From Evans (1968) the dose absorbed from secondary photons 
which have been scattered is
dD (P) = - sec y
sl 1 . .k _  . .
-  • n k T T T  <Uir) dDPrim(P) (3.138)
where k is a constant which depends on the initial photon 
energy E and the Z of the absorber, and r(k+1) is the gamma 
function, defined by
T(k+1) -x k , e x dx . (3.139)
Then the total dose absorbed per unit volume at P 
due to both primary and secondary photons is
Dp (P)
r 2tt
0 0 0
(dD . (P) + dDsec(P))r2sin0 dr d0dcj)prim
Np iEy<
P 2
sir rR
0 0 0
-yir sl 1 , .k
yal ’ r(k+i)(yir)
r2sin0
4irr‘:
NplEya2
P 2
1 - e-y lR sl
Pi y, -y i1 al
y iR -x k e x dx
r(k+i) o
(3.140)
drd0dcj)
(3.141)
(3.142)
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y iR x k e x dx
NE 1
Vl
(1 - - ^ )  ♦ (3.143)
-x k . e x dx
L o J
’where m^ . is the ratio of the total mass absorption coefficients 
for absorber and surrounding emitter. It is clear from (3.143) 
that as the radius of the sphere tends to infinity the total 
dose absorbed at P is simply the total photon energy emitted 
by the sphere.
3.16 Total dose absorbed from photons of ionizing
electromagnetic radiation of many energies
Consider a decaying nuclide which can emit one or 
more photons of ionizing electromagnetic radiation of energy 
E.
photon energies, the mean dose absorbed per unit volume at 
P from disintegrations occurring in a sphere of infinite 
radius is
and fractional intensity f^. Assuming m =1 for all
D (P) (Abs) = N E (Abs) P P (3.144)
where
E (Abs) = 2 f.Ei i (3.145)
with an error given by
2
°E (Abs) P
2 {[o_ E.]2 + [o f.]2} .
i *1 1 Ei 1
(3.146)
When there are several different nuclide species 
present, each emitting Nn photons of ionizing electromagnetic 
radiation per unit volume, then the total mean absorbed dose
at P is
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--------  t - ----D (P) (Abs) = 2 n E (Abs)P n n P #n (3.147)
= N0 E (Abs) P (3.148)
where
E (Abs) = 2 f .E (Abs) (3.149)P n n p ,n
and f is the fractional disintegration intensity of nuclide
species n, relative to N 0 disintegrations per unit volume.
E (Abs) P is the total mean dose absorbed per disintegration 
per unit volume, and it has an error given by
E (Abs) p
2 {[a .E (Abs) ]2 + [o— —  .f ]2} 
n fn P 'n Ep (Äbs),n n
(3.150)
It is not possible to collect a sample from a uniformly 
emitting sphere of infinite radius, but (3.144) to (3.150) can 
be used if R >> for all photon energies. Bell (1978) 
calculated that more than 90% of the ionizing electromagnetic 
radiation energy emitted by 40K and the nuclides of the 
uranium and thorium decay chains in a uniform sphere of 
infinite radius, with a composition similar to quartz and 
bulk density of 2.3g/cm3, was absorbed from disintegrations 
occurring in a sphere of radius 30cm around a point absorber. 
Hence by choosing samples which are surrounded by more than 
30cm of soil, (3.144) to (3.150) can be used.
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3.17 Dose absorbed from ionizing electromagnetic radiation 
when another absorber is present
Consider only one nuclide species emitting photons of 
ionizing electromagnetic radiation of energy E 0. When the 
emitting medium contains other non-radioactive inclusions 
(called absorber 2) then the dose absorbed by the absorber 
of interest (absorber 1) is
D (P)(Abs) p w
D (P)(Abs)_________
1 + f .mw ap,w
(3.151)
where f is the mass of the absorber 2 inclusions as a fraction w
of the total mass, and m is the ratio of the total massap,w
absorption coefficients of absorber 2 and absorber 1, given
by . .
(E0)
ap, w fUal
l P
For each absorber
(E0)
(3.152)
= __a + J_ + jc (3.153)
~  fO a + fcl ♦ f£ lCl_1 i w i w —i•H (3.154)
where m. are the mass fractions of the elements comprising 
that absorber. The error is given by
a2 = 2 m . 2 a 2 + Ö 2 + a 2
^  1 1 
P
fO >a
. P . . [-1lpJ± •H
(3.155)
and the error in the ratio (y / p ) 2/(y /p) i isa a
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l Va
/ hr2 [  P  J
a
P 1 J
'jda'
, P 2
P a  j  f [ V ' 2
l  P J l I p  J 1.
(3.156)
The error in m is given bya p , w r J
ap, w
°fla
P (E0)
rP
l p  J (E0)
a p f  w
Pa
P  J (Eq ) (E o)
+ o'
r
d H a ' d P a
p  J 2 l  P 1-  m ap/W
E 0
Pal
P ( E q )
(3.157)
When many nuclei of an atomic species are present and 
emit photons with energies and fractional intensities f^, 
the mean dose absorbed by absorber 1 when in a medium 
containing absorber 2 inclusions is approximately
D (P)(Abs) p w
D (P)(Abs) P
1 +  f  . mw ap, w
where
(3.158)
m ap,w
2 f ..E..m (E.) i l l ap, w l
2 V Ei
(3.159)
and
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ap, w
2 {ö . E . . (m ( E . ) -  m ) } 2 f  ^  l  ap,w l  a p fw
+ [ f . . E . ] 2 < 1 1
2 2 O . - O
m (E. )  E.  ap,w l  l
f t O 'I
d a
p 1
dE
.m (E. )  ap ,w l
( V  'i a ( E j
2^
+ [a . f . ] 2E. l l
m (E. ) - m + E ..ap, w l  ap , w l
r fu 1 'l
d
[ P 1
• m (E. )
dE E ap, w li
f u  'I
(E. ) 1 1
. 2
/  [E ( A b s ) ] 2 
P
( 3 . 1 6 0 )
[a . E . (m l  ap (E.) - m )]2,w l  ap , w + [o. (E. ) ,w 1
.E±]2
(m (E. ) - m  ) 2 + 
a p , w l  a p , w 2 E,
x (m (E.)a p , w l ( 3 . 1 6 1 )
If now there are several different nuclide species
present, each emitting photons per unit volume, then the
total mean dose absorbed by absorber 1 when in a medium
containing absorber 2 inclusions is given approximately by
__________  t
d (p) (A bs ) t  ~  
P w
D (^) Abs 
P
1 + f  .mw ap ,w
( 3 . 1 6 2 )
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where
aPfW
2 f .E (Abs) .mn p ,n ap,w,nn
2 f .E (Abs) n n P 'n
(3.163)
2 f 2 f ..e ..m (E.)n . l i  ap,w l _n____ l___________  ’_____
2 f 2 f . . E .n . l i  n l
(3.164)
and
ap,w
2
n [cf .E (Abs) . (m - m ) ]f p ,n ap,w,n ap,w
+ fn \  [öf,-Ei-(map,„(Ei) ‘“ap,»512 + <E. > ‘ f i ^ i 1'x ( i ap,w l
+ [<j . f . i 2E . l l
I (ml ap,w (E. ) -m ) 2 fl ap,w
f '
d k p .1
dE
.m ( E .) ap,w l
(E.) 1 1
x (m (E. ) - map, w l ap , W > } /[E (Abs^]2 . (3.165)
3.18 Dose absorbed from the products of radioactive decay
As described in section 2.3, when a radioactive nuclide 
decays it can do so by one or more processes, each with a 
probability which is given by the number of transitions per 
100 decays of the nuclide. Lederer and Shirley (1978) list 
a particle energies and intensities, $ particle maximum
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energies and intensities, y ray energies and intensities, 
most internal conversion electron coefficients, and X ray 
intensities, along with their associated errors in most cases, 
for each decaying nuclide. This data was used in the calcula­
tions described below. K X ray energies and fluorescent yields 
were obtained from Table 10 of Lederer and Shirley and L 
X ray energies and fluorescent yields were taken from Bearden 
(1967) and Martin and Blichert-Toft (1970), respectively. To 
calculate the energies of internal conversion electrons, the 
electron binding energies of the daughter nuclide, given in 
Table 9 of Lederer and Shirley, were subtracted from the 
relevant y energy. When internal conversion coefficients 
were not listed by Lederer and Shirley, they were calculated 
from Rösel et al. (1978) using the polarity of the particular 
y transition as denoted by Lederer and Shirley.
In a few cases the data quoted by Lederer and Shirley 
was not sufficient to calculate energies and intensities, so 
the relevant data was taken from Martin and Blichert-Toft 
(1970) . However for 2 2 8Ra, 219At and 215Bi there was 
insufficient published experimental data for some electron 
and electromagnetic radiation energies and intensities.
The errors in the energies and intensities, as used 
in the calculations described below, came from the above 
references in most cases. When not given by those references 
they were assumed to be one in the last significant figure.
In all, 219 a particle, 855 electron and 1293 electro­
magnetic radiation energies and intensities, plus their errors, 
were used in the calculations. Dose rate calculations have
I
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«also been performed by Bell (1976, 1977, 1978, 1979a, 1979b 
cand 1980) , Mejdahl (1979c) and Aitken and Bowman (1975) . 
lit is common to use the energy released and the fraction 
cabsorbed as calculated by Bell (1979a) and Bell (1979b and 
31980) respectively, and take f as 0.90 (as given by Aitken 
cand Bowman, 1975) . Bell obtained his data principally from 
'"Nuclear Data Sheets", a publication of the Oak Ridge 
National Laboratory's Nuclear Data Project. These formed 
ca major source of data for the compilation of Lederer and 
SShirley (1978), but many energies and intensities are not 
cgiven. None of the previous dose rate calculations has 
cconsidered the errors involved and this has been done here 
if or the first time.
When disequilibrium is present in the decay chains 
dit is necessary to calculate the dose absorbed from each 
muclide. Although Bell (1978) gave the energy released 
ffron each nuclide, the fraction absorbed was averaged over 
tthe whole of each chain. Likewise Aitken and Bowman (1975) 
gave X as averaged over the whole of each chain. In the 
calculations described below the absorbed dose will be given 
ilr.dividually for each nuclide, before summation over a chain.
To handle the equations given in sections 3.5, 3.10 
sind 3.15 for the 9468 energies, intensities and their errors, 
programs were written in BASIC and the calculations performed 
on a Univac 1100 series computer. In anticipation of part 2, 
the absorber was assumed to be quartz.
The range of each a particle in quartz, and its 
aissociated error, were calculated by fitting polynomials
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by least squares to the data of Janni (1982) for the proton 
ranges in quartz, and their errors, and the required range 
and error interpolated, using the proton - a particle 
conversion factors given in section 3.4.
Electron pathlengths in quartz were calculated by 
the least squares fitting of polynomials to the pathlength 
data of electrons in silica (labelled as range) of Pages et al 
(1972) and the required pathlengths interpolated. Pages et al 
quoted pathlengths in g/cm2, so to convert to ym in quartz 
the values obtained were multiplied by 10/2.65, where 2.65 
g/cm3 is the density of quartz. Pages et al. did not give 
any indication of the magnitude of the errors, but in 
subsequent work the pathlength errors were assumed to be 3%, 
which is slightly higher than the a particle range errors.
To calculate the mean a and electron doses absorbed 
by spherical grains of quartz it is necessary to calculate 
the mean spherical geometrical functions of sections 3.5 
and 3.10 for each grain size considered, and then average 
over the grain sizes of interest.
In fine grain TL dating it is usual to separate out 
the 1 to 8 ym diameter grain size fraction using the 
techniques of Zimmerman (1971), which leads to the grain 
size distribution shown by that author. In the coarse grain 
quartz TL dating technique used in part 2 90 to 125 ym 
diameter grains were separated out and an outer layer of 
2.1 ±0.1 ym was removed from each grain.
By fitting (3.9) to the range data for a particles 
in quartz, as derived from Janni (1982), m was found to
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equal 1.6 ±0.006. Using this value, the mean spherical 
geometrical function of a fine grain of quartz,and its 
error, were calculated for each a particle energy by using 
(2.27) and (3.28), with d=0, for each of 8 evenly spaced 
grain diameters between 1 and 8 ym, and then weighted 
according to the grain size distribution of Zimmerman (1971) . 
The mean spherical geometrical function of a coarse grain of 
qrartz, and its error, were calculated for each of the a 
particle energies by using (3.27) and (3.28), with 
d = 2.1 ±0.1 and m=1.6 ±0.006, for each of 18 evenly spaced 
grain diameters between 90 and 125 ym, and then the average 
was taken.
In order to calculate the fraction of the dose 
alsorbed from an a particle which is able to induce TL in 
quartz it is necessary to measure k (defined in section 3.6). 
This measurement is normally done using an a source which 
passes through a thin sample and emerges with a residual 
range greater than 6.415 ym. However when an a particle 
from the decay of a naturally occurring nuclide passes 
through a grain in the field it may have a residual range 
between 0 and that corresponding to its initial range. As 
explained in section 3.6 the average TL induced over the 
whole range of such an a particle, relative to that induced 
b^ an a particle with a residual range in quartz of greater 
than 6.415 ym, will be less than 1, so this ratio must be 
obtained for each a energy. This ratio and its associated 
error were calculated for each a energy using (3.31) and 
(3.32) .
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Having obtained these values for each a energy, the 
mean absorbed dose able to induce TL from a nuclide and 
family of nuclides, and their errors, were obtained using 
(3.36), (3.37), (3.40) and (3.41). The results are given
in Tables 3.2 to 3.5.
For each electron energy the mean spherical 
geometrical function of a fine or coarse grain of quartz, 
and its associated error, were calculated using (3.80) and 
(3.81), with d=0 for fine grains and d =2.1 ±0.1 for coarse 
grains. For a ß particle the mean energy absorbed, and its 
error, were then obtained by using (3.84), (3.85) and (3.86)
and the constants A0, Ai and A2 as given by Murthy (1971) 
for each atomic number. The calculations for electrons and 
ß particles yielded the mean spherical geometrical function 
or energy absorbed for a particular grain diameter, so the 
results were averaged for fine and coarse grains using the 
same weighting factors as were used for the a spherical 
geometrical functions.
Having obtained these values for each ß particle and 
internal conversion and Auger electron energy, the mean 
absorbed dose from a nuclide and group of nuclides, and 
their errors, were obtained using (3.93), (3.94), (3.97)
and (3.98) . The results are given in Tables 3.2 to 3.5.
The situation is somewhat simpler for photons of 
ionizing electromagnetic radiation as the dose absorbed is 
independent of the grain sizes considered here for most 
photon energies. The mean absorbed dose from a nuclide and 
group of nuclides, and their errors, were obtained using
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(3.145), (3.146), (3.149) and (3.150), and the results are
given in Tables 3.2 to 3.5.
Using the 235U to 238U activity ratio
;iU235/AU238
XU235 __________ °-720 ± 0 -001__________
XU238 (99.275 ± 0.001) + (0.72010.001)
(3.166)
= 0.045753 1 7.4 x 10 5 , (3.167)
based on the data of Lederer and Shirley (1978), the energy 
absorbed from the 235U decay series and part or or all of 
the 238U decay series were calculated using (3.36), (3.37),
(3.40), (3.41), (3.93), (3.94), (3.97), (3.98), (3.145),
(3.146), (3.149) and (3.150) and are shown in Table 3.5 along
with other groupings of nuclides from the 238U and 232Th 
series. The groupings given are in anticipation of the 
dating equations of sections 3.23 and 3.24. Tables 3.2 to 
3.5 express the energy (in MeV) absorbed and able to induce 
TL per disintegration, but in part 2 activities will be given 
in Bq/kg, so the dose rates (in y Gy/yr) per Bq/kg are given 
in Table 3.6. The gray (Gy) is the SI unit of absorbed dose 
and is defined by
1 Gy = 1 J/kg.
In TL dating it is common to quote the Th, U and Rb 
concentrations in ppm and the K or K20 concentration in % 
when making dose rate calculations, and so the data has 
been converted to this form and is gathered in Table 3.7.
For comparison the values obtained from using the dose rate 
data of Bell (1979a), the attenuation factors of Bell (1979b
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and 1980) and £ from Aitken and Bowman (1975) are also given. 
Although some values are quite close, there are many 
discrepancies, which can be explained in terms of the 
calculation methods used.
Instead of determining the mean spherical geometrical 
function for each a particle emitted, Bell (1978) only 
calculated it for the average a energy of the 238U and 232Th 
decay series (the 235U series was ignored), having obtained 
the ranges from the rather sparse data of Barkas and Berger 
(1964b) and using m=1.5. For fine grains Bell (1980) 
averaged over the 1 to 8 ym diameter grain sizes without 
taking into account the non-uniform distribution shown by 
Zinmerman (1971); for coarse grains the calculation were 
only performed for a grain diameter of 100 ym (Bell 1979b).
For bombarding electrons Bell (1978) interpolated 
the spherical geometrical functions of carbon and aluminium 
at 1 MeV of Charlton (1970) for quartz, and for D/r0 >2, 
tock the function to be equal to the values at D/r0 =2.
Rather than averaging the function over the 3 spectra, he 
tock the average 3 energy emitted by 40K and each nuclide 
of the 238U and 232Th decay series (again the 235U series 
was not considered) and calculated the mean spherical 
gecmetrical function for each average 3 energy, having 
calculated the range corresponding to this average energy 
frcm the data of Berger and Seltzer (1964a). For the 238U 
and 232Th series the function was then averaged over the 
chains and the fraction of energy absorbed obtained by 
multiplying these average figures by the total energy 
released by the decay series.
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Although he also calculated the mean spherical 
geometrical function for internal conversion electrons 
(but not Auger electrons) it would appear that he only 
did so for the average electron energy for each nuclide 
(he does not make this point clear). Later (Bell, 1979b) 
he also calculated the function for the average 87Rb 3 energy. 
The calculations for bombarding electrons were only performed 
for a grain size of 105 ym; the dose reduction for fine 
grains was not considered.
Apart from these calculation differences, as already 
mentioned the source of radiation data was more restricted 
than used here. Fortunately, the many discrepancies tend 
to cancel each other out. For example, with a sample 
having k=0.04, Th=2.5 ppm, U = 0.5 ppm, K = 0.5 % , Rb=10 ppm 
and H20 = 0% (typical values from part 2), the fine grain 
dose rate from Bell and Aitken and Bowman (as given in 
Table 3.7) is 985.7 yGy/yr, which is only 0.3% above the 
value of 982.4 yGy/yr as given by this author, while the 
coarse grain dose rate of 858.9 yGy/yr is only 1.5% below 
that of 871.7 yGy/yr as given by this author.
3.19 Water corrections to the absorbed dose
In the work of part 2 it will be necessary to correct 
for the presence of water in a sample. For a and bombarding 
electron radiations and most ionizing electromagnetic 
radiations water absorbs more energy per unit mass than 
quartz, so the energy absorbed by quartz per unit mass of
153
sample will be less than the energy released per unit mass 
of sample. In addition, the presence of water in a sample 
dilutes the radioactive content of the sample.
As water absorbs some of the radiation that would 
otherwise reach the quartz, the mathematical treatment of 
sections 3.8, 3.13 and 3.17 is appropriate. To utilize 
the equations given in those sections the mean ratio of 
the mass stopping powers of water and quartz for a particles 
and electrons and the ratio of the total mass absorption 
coefficients of water and quartz for photons of ionizing 
electromagnetic radiation, were calculated for each a, 
electron and photon energy in the following manner.
Polynomials were fitted by least squares to the data 
of Janni (1982) for proton energy losses, and errors, in 
water and quartz, and (dR/dE) in quartz was obtained by 
differentiating the polynomials which had been fitted to 
the range data. These polynomials were substituted into 
(3.45) and (3.46) to yield the mean ratio of the mass stopping 
powers of water and quartz for a particles and its error.
Similarly, polynomials were fitted by least squares 
to the data of Pages et al. (1972) for total electron energy 
losses in water and quartz. As Pages et al. did not give 
any errors they were assumed to be 3%, which is somewhat 
higher than the a particle energy loss errors. (dr/dE) in 
quartz was obtained by differentiating the polynomials which 
had been fitted to the pathlength data. These polynomials 
and errors were substituted into (3.101) and (3.102) to 
yield the mean ratio of the mass stopping powers of water 
and quartz, and its error. For a 3 particle the mean ratio, 
and its error, were then obtained by using (3.104), (3.105)
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and (3.86) and the constants A 0, A\ and A2 as given by 
Murthy (1971) for each atomic number.
To calculate the ratio of the total mass absorption 
coefficients of water and quartz for photons of ionizing 
electromagnetic radiation the atomic cross-sections for 
energy absorption by H, 0 and Si, as given at particular 
photon energies by Storm and Israel (1970), were converted 
to total mass absorption coefficients for those elements 
at those energies and summed according to (3.154), with 
the errors obtained by substituting the percentage errors 
given by Storm and Israel into (3.155) , to yield the total 
mass absorption coefficients,and errors, for water and 
quartz at those energies. The ratio of the total mass 
absorption coefficients of water and quartz, and the errors, 
at those energies were obtaining by using (3.152) and (3.156). 
Polynomials were fitted by least squares to these ratios and 
errors, and the ratio of the total mass absorption 
coefficients of water and quartz, and its error, at each 
photon energy were obtained by interpolation and use of 
(3.157) .
Having obtained the mass stopping power and total 
mass absorption coefficient ratios of water and quartz, 
the averages and errors for each nuclide were obtained 
using (3.49), (3.51), (3.108), (3.109), (3.159) and (3.161),
and are listed in Tables 3.8 to 3.11. Averages were taken 
over selected groups of nuclides using (3.54), (3.55), (3.112),
(3.113), (3.164), (3.165) and (3.167) and are given in Table
3.11. Although there is some variation from nuclide to nuclide
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particularly in the total mass absorption coefficient ratios,
the averages for each chain are similar, and there is little
difference between the mass stopping power ratios for fine
and coarse grains (the differences come from slightly
different energy weightings for each emitted particle).
Using tables of Evans (1955) and Berger and Seltzer
(1964b) of the specific stopping powers and absorption
coefficients of aluminium and water, at the average a,
3 and y energies emitted by natural radiations, Zimmerman
(1971) calculated in m 0 and m for pottery andsa,w, s3,w ap,w r 2
water to be 1.50, 1.25 and 1.14, respectively. Although the
effects of the differences between these values and those
given in Table 3.11 are small for nearly dry Australian
sites, they would be rather larger for samples from the ocean
floor where f may exceed 0.5 (Wintle and Huntley, 1980) .
Of course other non-radioactive absorbers may be
present in a sample to absorb some of the dose which would
otherwise be absorbed by the quartz grains. However if the
mass stopping powers and total mass absorption coefficients
are equal to those of quartz, although the radioactive content
of a sample will still be diluted, the dose absorbed by
quartz per unit mass of sample will equal the energy released
per unit mass of sample. In this case there is no need to
correct for the presence of these absorbers using (3.52),
(3.110) and (3.162) with m = m = m =1,sa,w se,w ap,w
as the effect of the radioactive dilution will automatically
be corrected for when the radioactive contents of a sample
are measured. Even if m , m and in ^ tt for water andsa,w se,w ap,w
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quartz had all been equal to unity the dose corrections of (3.52) , 
(3.110) and (3.162) would still have had to be applied as the 
radioactive contents are measured on a sample after it has 
been dried.
3.20 Importance of the similarity between emitter and 
absorber
Whether or not these other absorbers are present the
dose absorbed by quartz can only equal the energy released
by the emitters if the ratio of the mass stopping powers
of emitter and quartz for a particles and electrons, and
the ratio of the total mass absorption coefficients of
emitter and quartz for photons of electromagnetic radiation,
are equal to unity (see (3.22), (3.66), (3.87) and (3.143)).
From (3.3) and (3.56) the mass stopping powers of an
absorber for a particles and electrons vary approximately
as Z, while from section 3.14 the mass absorption
coefficients for the Compton, photoelectric and pair production
effects vary approximately as Z, Zn (with n~4) and Z2,
respectively, so variations in sample composition will lead
to variations in m , m and m , which will be small forsot se ap
m and m , but large for m when low photon energies are sot se ap
considered (the region where the photoelectric effect is 
dominant).
It is usual to consider the average Z of a sample
(excluding water content) to be similar to that of the TL
phosphor, so m , m and m can be taken as equal to unity, s ot s e ap
However for samples where the TL phosphor is not the dominating
161
mineral present, the mass stopping powers and total mass 
absorption coefficients of the TL phosphor, the emitters 
and the other absorbers present would have to be calculated 
over the complete ionizing radiation spectrum. Normally 
this is only done for the TL phosphor (usually quartz) and 
water, as these are common in most samples.
For fireplace samples from Mungo, which had a higher 
clay content than the sediments considered in this work,
Bell (1978) calculated that the ratios of the mass stopping 
powers of average sample composition and quartz for the a 
and 3 particles emitted by 40K and the nuclides of the 
uranium and thorium decay chains differed by less than 1% 
from unity. Likewise the ratios of the total mass absorption 
coefficients were close to unity for the y rays emitted by 
these nuclides.
Hence in calculating the total dose absorbed it will
be assumed that m = m = m 0 = m  = 1  in (3.22) , (3.66) ,sa se s3 ap
(3.87) and (3.143), respectively, and that m = mS CX / W  S S / w
= Hi d ,, = m = 1 in (3.42), (3.99), (3.103) and (3.151),sp,w ap, w
respectively, for all non-quartz absorbers except water.
3.21 Processes for energy absorption from cosmic rays
When the soft cosmic rays pass through condensed 
matter they are readily absorbed. The attenuation of high 
energy electrons and photons occurs mainly by radiative 
losses and pair production in the field of the media's 
nuclei. These processes were discussed in sections 3.9 and
3.14.
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The interaction of the hard component with condensed 
matter can be treated by considering the two main components 
in this category: the muons and the nucleons. The modes of
interaction of the nucleons are similar to those which gave 
rise to them in the atmosphere: pion production, spallation,
direct nuclear cascade and the emission of low energy 
evaporation particles.
The principal modes by which muons lose energy are 
ionization and collision. In the extreme relativistic case 
the total energy may be transferred to a knock-on electron, 
which can lose energy by the emission of radiation. When 
muons are brought to rest they may decay via
+ + — y e + v + v e y
y -*• e + v + v e y
or be captured via
y + XA -> YA + n +  YA 1  + v z z-1 z-1 y
(3.168a)
(3.168b)
(3.169)
Positively charged muons are not captured because of the 
Coulomb barrier. Most of the decay electrons are of 
sufficient energy to produce showers which add to the low 
energy photon flux. The cross section for y capture 
increases with Z and the probability for decay and capture 
are equal at about Z =11. In the capture process the muon 
is first trapped in a Bohr orbit, and upon transition to 
inner orbits mesic X rays are emitted. With a mass 206.8 
times that of an electron (Enge, 1966), the orbital radii 
are much less than those of electron orbits, and the innermost 
orbit penetrates the nucleus for an appreciable fraction of
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time. The resulting nuclear capture releases about 100 MeV 
of which most is carried off by the neutrino. The rest is 
carried off by one or more evaporation neutrons, and y rays 
with energies in the range 1-10 MeV (May and Marinelli, 1964). 
Photons are also emitted as neutrons suffer inelastic 
scattering and are captured in the resonance and thermal 
energy regions.
3.22 Dose absorbed from cosmic rays
Any calculation of the dose absorbed from cosmic rays 
must take account of the altitude and geomagnetic latitude 
of the site and the depth of burial of the sample. Considering 
only the cosmic ray hard component Prescott and Stephan 
(1982) arrived at the following formula for the absorbed 
dose of "standard rock" at a burial depth of 100 g/cm2:
= 0.185 (F + J e*1^ ) mGy/yr (3.170)
where h is the altitude of the site in km and F, J and H 
are slowly varying functions of the absolute value of the 
geomagnetic latitude as shown in Fig. 3.8. The geomagnetic 
latitude is given by
X = arcsin [0.203 cos 0. cos ($-291) + 0.979 sin0] (3.171)
where 9 is the geographic latitude (north being positive) 
and 4) is the geographic longitude (with east being positive) .
Standard rock has an atomic number of 11 and atomic 
weight of 22, but the actual composition makes little
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difference to the rate of energy loss by har'd cosmic rays 
over a range of Z and A. As soil has a simi.Lar compositian 
to standard rock the latter is adopted for esmergy absorption 
calculations.
At depths of greater than 100g/cm2 the! jhard cosmic 
rays lose energy at a rate of 8.5% per 100g/c:m2 in standard 
rock (Prescott and Stephan, 1982). Combining these factors 
gives
D = 0.1878x0.915Pd (F + J eh/H) mGy/yr for pd>l (3.172)c
where p is the bulk density of the rock or soil in g/cm3 
and d is the depth in m.
Shallower depths are more difficult to deal with.
Any calculation of the absorbed dose at shallow depths must 
consider both the hard and soft components, as well as the 
altitude and latitude. According to the ddt:a of Rossi (19 4 8) , 
the latitude effect of the soft component is more marked than 
for the hard component, and varies with altitude. Using 
their own experimental data and that of Aitken (1969),
Prescott and Stephan plotted a dose versus depth curve, 
which can be analytically written as
Dc = 0.2847 - 0.3018pd + 0.3641(pd) 2 - 0.1622 (pd)3 mGy/yr for 0 < pd< 1
(3.173)
however this is only applicable at sea level and the absolute 
geomagnetic latitudes between 45 and 54 (where the measure­
ments were made) . Although there does not appear to be any 
data on absorbed dose as a function of shallow depth, 
altitude and latitude, the surface dose rate has been measured
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as a function of altitude between 46°N and Swedish latitudes 
and is given by Herbst (1964) . The curve is shown in Fig.
3.9, and is an average over these latitudes.
When water is present in the ground it will absorb 
some of the dose which would otherwise be absorbed by the 
sample. The absorbed dose becomes
D
D = ----2---  (3.174)
C'W 1 + f .mw ac,w
where f is the mass of the water as a fraction of the total w
mass, and m is the ratio of the total mass absorptionac,w e
coefficients of water and standard rock for cosmic rays, 
m will depend on the relative contributions of the hard
and soft components, but for the hard component Prescott 
and Stephen (1982) give the rate of energy loss as 8.5% 
per 100g/cm2 in rock and 10% per 100g/cm2 in water, so at 
burial depths of greater than 100g/cm2, where the hard 
component dominates, m =1.176.
3.23 Dating equations under conditions of secular 
equilibrium
(1.1) may be written as
equivalent dose = age * dose rate (3.175)
or
edt = AT xdrt (3.176)
which more explicitly summarizes the TL accumulation process.
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Fig. 3.9. Surface cosmic ray dose rate as a 
function of altitude (after Herbst, 1964).
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The subscript T represents the TL analysis temperature.
In chapter 15 the equivalent dose will be taken as the 
difference between the average present-day natural TL 
signal (N ) and that remaining after zeroing, which is 
never complete for sediments. The latter is designated 
as ST which represents the average surface TL signal. If 
Nt and ST are expressed in terms of the equivalent 90Sr ß 
irradiation, then
EDT (Gy) (Nt (min.) - ST (min.)).ßq (Gy/min.).e-2.421x10 2t'(yr)
(3.177)
and
(a| + q| ) (ß0 e 2*421x10 2t')2 + [a2 + (l.lxio“4 60t')2]
N m  S_ PO
r -  -  . -2.421xl0"2t'12 x [(NT -ST)e ]
(3.178)
where ßo is the dose rate of the 90Sr ß source at the time 
of calibration;
t' is the number of years which have elapsed since 
the calibration of the ß source; and
^Sr90 = ^  1 ^  -*-0” 2yr_ 1 is the decay constant
of 90Sr (derived by weighting the data of Lederer and 
Shirley (1978) by the errors) .
Basically, the equivalent dose is the product of the 
total number of disintegrations which have occurred since 
zeroing and the mean energy released, absorbed and able to 
induce TL, per unit mass, per disintegration. When no 
disequilibrium is present in the decay chains
169
EDT Dc ,w ‘AT + (NK40,0 NK40)DK40,w  + (NRb87,0 NRb87)DRb87,w
+ (NTh232,0 " NTh232)DTh232 ->Pb208,w 
+ (NU238,0 -NU238)DU238 + Pb206,w 
+ (NU235,0 ~ NU235)DU235 + Pb207,w (3.179)
where N „ i s  the number of atoms of x per unit mass at X f o
the time of zeroing;
N is the present-day number of atoms of x per unit mass;
D is the cosmic ray dose rate corrected for the c , w
presence of water;
D is the mean energy absorbed and able to induce x , w
TL, per unit mass, from the decay of x, and corrected 
for the presence of water;
D is the total mean energy absorbed and able toX ”^ y
induce TL, per unit mass, from a chain decaying from 
x to y, and corrected for the presence of water; and 
EDt is the total energy absorbed by the sample and 
able to induce TL, per unit mass.
Using (2.23) this may be written as
1 , XK40AT ,. 1
E T = °C'” T + XK40 Ak4° " K4°'W + XRb87
1 _ , XTh232AT+ -----  a (p — 1 ^ nTh232 v ' Th232-*Pb208,w
XU238AT _
U238 L) U238->Pb206,w
X235AT _
u235 (e 1)DU235->Pb207,w
XRb87AT
ARb87 (e 1 DRb87,w
Th232
1
'U238
1 (3.180)
235
where Ax is the activity per unit mass of x (not to be 
confused with the age at temperature T, A ); and 
X is the decay constant of x.
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As the decay constants are all small relative to the ages 
considered in part 2, (3.180) can be simplified to
pn = A ( n  +A D +Ä D +A DT T c,w K40 K40,w Rb87 Rb87,w Th232 Th232-*Pb208,w
U235
+ U238‘ U238-*-Pb206 ,w + A DU235-+Pb207 ,w'U2 38 (3.181)
(3.182)
and using Tables 3.7 and 3.11 the age of a sample when using 
coarse grains of quartz is
_ 2
A (yr) = (n (min) - S (min)).8q (Gy/min).10e.e 3'434 ^(“)
D (yGy/yr) c ____
1 +1.176 f
+ K (%) . 839.6 240.51+1.207f 1+1.112f yw w'
+ Rb(ppm). 0.1681+1.217f
+ Th(ppm).
rk 151.9 __ __ .0T + 25.36 48.45
+ U(ppm)
1+1.377f 1+1.207f 1+1.099f yw w w'
kT473 + 131.9 + 109.7
1+1.391f 1+1.205f 1+lJ.OOfw w w-
-1
(3.183)
with an error given by
r°AT'
A
O -  + of
N m  Sm T T
(Nm - SJT T
fOßoBoJ + (1.1x10 4t ’)2 1 +
k D T a r-12
T ' DR
* <0‘
f \1 + rr 2 839.6 240.5 + G2 Rb
0.168
1+1.176f v w" K 1+1.207f ‘ 1+1.112fw 1+1.217f ^ w*
+ G ‘
k 151.9 25.36
T + -  _ v +
48.45 ^2
1+1.377f 1+1.207f 1+1.099fw w w'
+ o‘ kT 473 + 131.9 + 109.71+1.391f 1+1.205f l+1.100fw w W'
CM 4M
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+ 1 0 1 2 D 2 {cr + k 2 [ 
a k T
T
aa o
0 J + ( 7  x 1 0 ~ 7 t" ) 2 ] }
D 1 * 1 7 6  1 0 1 3 . 4
C + K[
w ( 1 + 1 . 1 7 6 f  ) 2 
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(3.184)
where
>-6 1 5 1 . 9  
1 + 1 . 3 7 7 f + U
473
1 + 1 . 3 9 1 f (3.185)
a 0 is the dose rate (in Gy/min) of the 241Am a source 
(used to measure kT ) at the time of calibration; 
t" is the number of years which have elapsed since 
the calibration of the a source; and 
^Am241 = (i*6035 1 0.0007) x lO^yr""1 is the decay 
constant of 241Am (derived from Lederer and 
Shirley, 1978).
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When the results are averaged over several analysis 
temperatures, the mean age is
with an error of
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Similarly the mean equivalent dose and error are
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and the mean dose rate and error are
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Note that in general
ED
DRA ? (3.192)
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and
2 a 2 ED, DR
ED.DR * (3.193)
3.24 Dating equations when disequilibrium is present
When disequilibrium occurs the dating equations are 
rather more complicated. There are many possible combinations 
of disequilibrium which can be considered, but attention will 
be focused on 222Rn and 220Rn emanation, quasicontinuous 
226Ra and 228Ra leaching and disequilibrium between 238U,
2 3 4U, 2 3 0Th and possibly 22 6Ra at the time of zeroing, based 
on some measurements given in sections 14.6b and g.
The other main sources of disequilibrium, between 
21°Pb and its parent, and in the 235U decay series will not 
be considered because post-depositional leaching or addition 
of 210Pb is unlikely in the environments considered in 
part 2; following any initial disequilibrium between 210Pb 
and its parent, secular equilibrium will be established 
rapidly compared to the ages considered here; and any 
235U decay series disequilibrium will have only a negligible 
effect on TL dose rates as that whole series only contributes 
a small amount to the total dose rate.
The derivation of the age equation and its associated 
error equation are given in appendix C. When using coarse 
grains of quartz the age (in yr) of a sample can be obtained 
by numerically solving for A in
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(3.195)
In both of these equations
lj; and p are the fractions of 2 2 8Ra and 226Ra,
respectively, which are quasicontinuously leached 
away;
t and e are the fractions of 220Rn and 222Rn, 
respectively, which emanate;
839.6 240.5+l+1.207f 1+1.112fw w
(3.196)
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k if there was disequilibrium between 230Th and 225Ra at the ^  203a) 
time of zeroing
0 if 230Th and 226Ra were in secular equilibrium at the 
time of zeroing (3.203b)
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181
L = <
e1.55011* 10-'°ÄT(3394_77 + e2.8033xl0-6*T(3394>59 ^
8 92xin-6Am
-  3 3 9 4 - 77 AU238> + 6 ‘ <1 0 8 2 - 25 AU238 -  3 4 4 3 ' 62 AU234
+ 2 3 6 1 ' 39 ATh 2 3 0 ) + e 4 - 324X1° ' 4AT( 4 9 . 0 3 1 0  Au234 -  0 . 3 1 7 8 7 5
- 2361.39 ATh230 + 2312.67 ARa226) - 2312.67 ARa22ß if there was
o o n o p rdisequilibrium between Th and Ra at the time of zeroing
0 if 230Th and 226Ra were in secular equilibrium at the time 
'"of zeroing
(3.206a)
(3.206b)
e d t  = (V  V 3q1°6 e~2‘421Xl°~2t' (3.207)
DR I7i7It? + KCtRbnt ATh2320 + a u238(i+k)
+ e1*55011x10 10AT[a  (5.52989x 10_5v + 1.73792xl0“ 5^ + 5.26227xi0"7y)]U2 38
+ e2-8033x10 6a T[a  (v + 0.458303? + 9.5l605xl(T3y) - A  (1.00005v
\ J Z 3 4 \ J Z 3 o
+ 0.458328? +9.51656xl0"3y)]
8 92x1o"6A+ e * T [Au238(0.458310? + 9.65367x10 3y) - Au234(1.45830?
+ 0.0307171y) + A (? + 0.0210636y)]Th2 30
44 324x10 A m  It e * T [y(0.0212010 Au234 - 1.37449x 10-** A ^  - 1.02107
+ ARa226} (3.208)
DaT At ATh232 L1+1.429f{— ■ 2: ^ v  + (l-*> [
9.54 ,, % 25.63 n1+ (1-T) t~ , ]}1+1.399f 1+1.365f
+ AT AU238 1+1.411f + (AT AU238 + 1 + J + L) (1 P>  ^ i+l.413f
25.06 -j 6.62•] + I 3.241+1.379f 1+1.414f 1+1.415f+ (1-e) + J (3.209)
182
At is in yr, and the activities are in Bq/kg.
Note that DR^ , is not the dose rate, although in many 
cases it is very close to the dose rate averaged over time. 
The notation has been chosen so that when the results are 
averaged over several analysis temperatures, the equations 
take on a form similar to (3.186) to (3.191). The mean age 
if still given by (3.186) but the error becomes
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(3.188) and (3.189) still hold for the mean equivalent dose 
and its error, but the mean dose rate (averaged over time 
and analysis temperature)is best given by
A öAm (3.211)
Iat
with an error of
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Caremust be exercised when using the age equation 
(3.194), prticularly with respect to initial 230T h - 226Ra 
disequilibium. As 225Ra has a 1603 yr half-life (Table 2.2) 
any initia excess or deficiency of 226Ra activity with 
respect to 2 3 0Th will vanish after several 226Ra half-lives, 
so if the ample is more than say 10,000 yr old, any measured 
differencemay be due to experimental error or post-zeroing 
migration f 226Ra. The likelihood and extent of this can
be gauged y comparing ARa2 2 6//ATh230 t0 ATh22 8//ATh2 32 °r 
ARa228^ATh32* this is not considered some numerical
methods ofsolving (3.194) may not converge or may lead to 
a spuriousage. In addition, even if y=0, a computer 
programme o solve (3.194) will still calculate 
e4.324x10 Ap an(^  depending on and the computer, this 
may lead t a memory overflow, unless the programme is 
written toavoid the computation of e4 *324x10 AT j_n such 
cases. Th same comments apply with respect to 2 3 0Th for 
samples ofgreater than say 500,000 y r .
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CHAPTER A
METHODS FOR DETERMINING DOSE RATES
4.1 Introduction
To determine the dose rate absorbed by a sample 
several approaches can be taken. One is to integrate the 
dose accumulated in a short period of time (days or years) 
by a sensitive TL phosphor or electronic device when 
surrounded by the sample and/or placed in the location from 
which the sample came. Another method is to measure the 
activity of several or all of the naturally occurring radio­
nuclides in a sample and its surroundings, and by the data 
and equations given in chapter 3, calculate the dose absorbed 
by the sample. A similar approach is to measure the 
concentrations of K, Th, U and Rb in a sample and its 
surroundings and from these values calculate parent activities 
and then dose rates. In the last two methods the cosmic ray 
dose rate must also be added on.
Each method has its advantages and disadvantages.
The absolute dosimetry method can provide a good approximation 
to present day dose rates, but provides no information on how 
these may have varied in the past. If a sufficient number of 
radionuclides is measured in a well homogonized sample then 
accurate present day dose rates can be calculated. In 
addition, variations in the past can often be predicted.
When only measuring parent concentrations in a sample some
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assumption about the state of equilibrium in the Th and U 
decay chains must be made in order to derive dose rates. 
Past variations in the dose rates cannot be predicted 
although it is possible to estimate what effect they may 
have on the final ages obtained. In practice it is common 
to use a combination of several of these methods, with the 
choice determined by the accuracy required, the facilities 
available, and convenience.
4.2 Absolute alpha dosimetry
In obtaining the dose rate by the integration method 
it is customary to measure the bombarding electron and 
ionizing electromagnetic radiation plus cosmic ray components 
separately. In devising a method to measure the a dose 
accumulated in a short period of time two points must be 
borne in mind (Aitken and Fleming, 1972): if a TL dosimetry
phosphor is to be mixed with the sample then the diameter of 
the phospor grains should be small compared to the a particle 
range, otherwise the a dose will be severely attenuated; and 
the value of k will in general be different for the dosimetry 
phosphor and the sample under consideration. This second 
point would require the determination of k for both the 
dosimetry phosphor and the sample, as well as the dose 
accumulated by the phosphor when mixed with the sample.
These considerations are not major obstacles to the develop­
ment of an absolute a dosimetry method, yet none has been
devised so far.
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4.3 Absolute beta dosimetry
Although r.ot strictly correct, 3 dosimetry refers to 
the dose absorbed from internal conversion electrons and 
Auger electrons, as well as 3 particles. That is, it refers 
to the dose absorbed from bombarding electrons. Several 3 
TL dosimetry techniques have been devised. In one (Aitken, 
1968) a pellet of CaSOi+:Mn was placed between two fragments 
of a sample (ir this case pottery) for several days, after 
which the phosphor was glowed out and the dose determined 
by calibration with a subsequent 90Sr 3 dose and glow out. 
Such a method recorded the a dose from the surface of the 
fragments as well as the bombarding electron dose, but the 
absorption of o end low energy electrons varied with depth 
in the phosphor pellet.
In a similar approach Mejdahl (1969) placed metal 
planchets, with depressions in them filled with CaSOi+zMn 
powder, on the surface of a fragment of a sample (again 
pottery). Plastic foil was placed between the sample and 
phosphor to shield the latter from a particles, but it also 
absorbed some of the low energy electrons.
One disadvantage of CaSCKiMn is that the TL signal 
fades by about 50-85% in 3 days at 25°C (Busuoli, 1981), 
so it is necessary to store the sample and dosimeter in a 
freezer to reduce the fading. At -19°C fading amounts to 
1%/day (Aitken, .968) .
By only measuring the dose on the surface of a 
fragment of samp.e the value obtained may not be representa­
tive of the samp.e as a whole, so the preferred approach is
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to crush the sample and homogenize it in a mill before 
measuring the dose from it.
Mejdahl (1979a) placed dosimeters of CaS04:Mn in 
teflon discs between two polyethylene bags of crushed 
sample in a freezer at -25°C. More CaS04:Mn discs were 
surrounded by two polyethylene bags containing a standard 
made by mixing known amounts of thorium and uranium ores 
and K2CO3 in an inert CaS04 matrix. With these placed by 
the sample whose bombarding electron dose was required, the 
fading and ionizing electromagnetic radiation plus cosmic 
ray background dose could be corrected for.
In another approach Bailiff et al. (1975) placed the 
TL phosphor CaF2 (MBLE type S), encapsulated in a high 
temperature silicon resin, on a copper tray. A 3mm thick 
layer of crushed sample was placed above this, separated 
from the phosphor by a 125pm thick sheet of melinex plastic. 
Althougi the plastic was used to absorb the a dose, the 
combination of plastic and silicon resin severely attenuated 
the electron contribution as well, so that only 20% of the 
full "ii matrix" bombarding electron dose was recorded, 
while tie ionizing electromagnetic radiation plus cosmic 
ray background was recorded. The latter could be monitored 
by placing an inert matrix above another melinex sheet/ 
phosphor tray combination.
In an effort to simulate the 3 dose absorbed by coarse 
grain qiartz Fleming (1969) mixed 100pm grains of 
CaF2(MBjE type S) with a powdered sample and placed the 
resultait material in a lead pot. An outer layer of the 
fluorite grains was made insensitive to a radiation by
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controlled hydrolysis. After accumulation of the dose the 
fluorite grains were recovered by sieving and washing.
All of the above methods require conversion of the 
dose absorbed by the TL dosimetry phosphor to that absorbed 
by the sample phosphor of interest (for example, quartz 
grains). Corrections must be applied for the attenuation 
or complete absorption of the bombarding electrons by the 
plastic, or in the last method listed, by the hydrolysed 
layer, as well as in the dosimeter itself. This must be 
related to the attenuation expected by the sample phosphor.
The ionizing electromagnetic radiation dose absorbed 
from the crushed sample will be small relative to a matrix 
of infinite extent, but still amounts to a few per cent 
(Fleming, 1969). This should be subtracted away, as well 
as the ionizing electromagnetic radiation plus cosmic ray 
background present at the location where the sample plus 
phosphor are stored. This latter background can be measured 
by placing an inert matrix of the same dimensions and 
similar y cross-section as the sample along with more of 
the TL dosimeter, in the same geometry and location as the 
sample whose bombarding electron dose is being measured.
Depending on the dosimetry phosphor used fading 
corrections may also need to be applied.
Although the TL dosimeter measures the bombarding 
electron dose almost regardless of the state of equilibrium 
of the sample, to accurately apply many of the corrections 
a knowledge of the true state of equilibrium as well as the 
relative contributions from K, Rb and the U and Th decay 
chains is required. To assess the extent of radon emanation
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one would have to accumulate the dose from the sample sealed 
and unsealed and then determine what proportion of the 
laboratory measured radon emanation would occur in the field. 
This depends on the isotopes of radon emanating, the depth 
of the sample, the moisture content of the soil and other 
factors outlined in section 2.7.
Should disequilibrium in the decay chains exist then 
the dose rate in the past will most likely have been different 
from that measured in the laboratory. As bombarding electron 
TL dosimetry provides no information on where in the decay 
chains this occurs, it is not possible to correct for it and 
derive a bombarding electron dose rate averaged over the 
life-time of the sample.
As already outlined above the ionizing electromagnetic 
radiation plus cosmic ray background can be corrected for.
At the same time any self-dose of the phosphor itself, 
resulting from radioactive impurities present, can be corrected 
for, but if this total background is a substantial fraction of 
the bombarding electron dose being measured then subtractive 
cancellation errors will be large, rendering the measurements 
of little value. Fleming (1969) found the effective background 
for his technique to be 0.189 mGy/yr, with 0.10 mGy/yr coming 
from the fluorite self-dose (Aitken and Fleming, 1972). The 
bombarding electron dose rates of samples used in the current 
work are as low as 0.15 mGy/yr, so the background involved in 
bombarding electron TL dosimetry techniques would be 
unacceptably high.
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4.4 Absolute gamma dosimetry
Again this term is not strictly correct as it refers 
to the dose absorbed from y, X and cosmic rays. Use of TL 
phosphors to record the ionizing electromagnetic plus cosmic 
ray dose rates is more straightforward, although still fraught 
with some difficulties. The procedure is to bury the 
encapsulated phosphor in the location from which the sample 
was taken, for some weeks or months. Aitken (1969) used 
about 50 mg of CaF2 (MBLE type S) contained in a small nylon 
capsule of wall thickness 4mm, to shield the phosphor from 
electrons emitted by the soil. The ionizing electromagnetic 
radiation plus cosmic ray dose rates of samples used in this 
current work vary upwards from 0.22 mGy/yr, so although the 
self-dose from the fluorite is as high as 1/2 of this the 
situation is not as bad as for bombarding electron TL 
dosimetry. Mejdahl (1970) used CaS04:Dy contained in a 
polythene bottLe which was fitted inside a steel tube.
This phosphor faded by up to 15% over 4-6 months.
One mode of interaction of ionizing electromagnetic 
radiation with an absorber is via the photoelectric effect, 
which is important at energies less than 0.1 MeV. The cross- 
section for the photoelectric effect varies as Zn , with n 
between 4 and 4.6 (section 3.14), so any mismatching between 
the Z of the desimetry phosphor and the phosphor of the 
sample being dated may lead to a significant difference in. 
the ionizing electromagnetic radiation dose rate actually 
absorbed by tha sample phosphor and that measured by the 
dosimetry phosphor. Fleming (1979) thought that fluorite
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might over-estimate the y plus cosmic ray dose rate appropriate 
to pottery by between 4 and 17%. Mejdahl (1979b) found that 
CaSCU :Dy over-estimated that y dose from the uranium series 
to quartz by 5%.
A rather different way of measuring the ionizing 
electromagnetic radiation plus cosmic ray dose rate was 
suggested by Mortlock (1979), in which an electronic radiation 
dosimeter is placed in the ground from which the sample was 
taken, instead of a TL dosimetry phosphor. The device can 
be zeroed and read-out in the field, doing away with the 
problem of possible pick up of radiation by a TL phosphor 
en route to the laboratory for glow out measurements, and 
the integrated result doesn't fade.
The dosimeter is a halogen quenched GM tube counter 
which gives the integrated exposure from y and X rays to 
air in mR (= milli Roentgen). Under charged particle 
equilibrium conditions dry air absorbs 8.69 mGy from an 
exposure of 1R of X or y radiation. The manufacturers state 
the energy dependence to be ±20% from 50 keV to 4 MeV and 
the accuracy of the exposure measurement to be ±15% of the 
indicated reading, excluding energy dependence, however 
Mortlock found the precision of the instrument to be better 
than 3%.
The accuracy of such a device when used for TL dating 
would have to be determined by measuring the response of it 
and the sample phosphor of interest, such as quartz, to 
typical ionizing electromagnetic plus cosmic ray field 
radiation, as the response to low y and X ray energies 
as well as to cosmic rays may differ significantly between 
the GM tube and, say, quartz. In addition, the electronic
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background as well as that due to radioactive impurities 
contained in the machine would have to be measured so that 
this background could be subtracted from field readings.
As with bombarding electron dosimetry, ionizing 
electromagnetic radiation plus cosmic ray dosimetry measures 
the present day dose rate regardless of the state of equili­
brium (and by burial in situ takes into account radon 
emanation), but is unable to give any clue about possible 
variations in the dose rate in the past.
4.5 Alpha spectrometry
In attempting to determine the state of radioactive 
equilibrium in a sample it is desirable to know the activity 
of each radionuclide present. This does not necessitate the 
measurement of every radionuclide in the decay chains, but 
only one from each of the groups into which the decay chains 
can be divided (section 2.8). To calculate the dose rate 
these activities, as well as those of 40K and 87Rb, must be 
determined. The activities are commonly measured with a or 
Y spectrometry, and more rarely, 3 spectrometry.
Because of their short ranges a particles from thin 
sources lose almost all of their energy in a detector, leading 
to spectra with sharp peaks. Besides a high intrinsic 
sensitivity, backgrounds from the thin detectors are 
extremely low as other forms of ionizing radiation lose little
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energy in traversing the detectors.
For the spectra to be well resolved the a emitters 
must be deposited In a submicron layer, otherwise self­
absorption in the sample will give rise to low energy tails 
on the peaks. High resolution is of utmost importance as 
some nuclides, such as 234U, 230Th and 226Ra, emit a particles 
of similar energies (see Fig. 4.1).
In order to achieve satisfactory counting statistics 
in a reasonable time, the a emitters must be radiochemically 
concentrated, and it is usual to separate out the different 
elements and count them separately. By only counting one 
element at a time the spectra are simplified and the 
resolution of the detector need not be so high.
Extraction procedures are complex and varied. The 
sample must first be dissolved, either by acid attack or 
fluxes and dissolution of the melt in water. Each element 
is individually separated out, for example uranium may be 
recovered by passing the solution through an ion exchange 
column, while thorium can be extracted by passing a HC£ 
solution through a cation exchange resin column and by 
eluting the adsorbed thorium with oxalic acid. Many different 
extraction techniques can be used and these are summarized by 
Lally (1982).
Complete recovery of the elements cannot be guaranteed 
by any of the separation procedures and the critical influence 
of many factors makes any estimate of the recovered fractions 
very difficult. Quantitative determinations are carried out 
by an isotope dilution method in which the sample is "spiked"
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by the addition of radioactive tracers of known concentrations, 
one radionuclide for each element to be separated, at an 
early stage of the extraction procedure.
The radioactive phase is then deposited onto a metal 
planchet, usually by evaporation or electrodeposition. The 
latter is the preferred technique as very uniform layers can 
be produced, necessary when very similar a energies have to 
be resolved. The planchet is then presented to the detector 
for a counting.
Several different types of detectors may be used.
The scintillation detector has a high counting efficiency 
but low resolution and is not generally used. At the other 
extreme is the magnetic spectrometer which has the best 
resolution but suffers from a low counting efficiency. The 
most usual detector used is a Si surface barrier detector 
with a 60ym depletion depth, which with a 450 mm2 area has 
a 20% counting efficiency, resolution of 20 keV (full width 
at half maximum - fwhm) and a typical background count rate 
of 0.001 to 0.003 counts/min. Another detector sometimes 
used is an ionization chamber which may have a 25 keV (fwhm) 
resolution, 40% counting efficiency and background of the order 
of 0.010 to 0.050 counts/min (Ivanovich, 1982b).
The puLses from such detectors are proportional to 
the a particle energies, so after pulse amplification and 
shaping, the pulses are fed into a multichannel analyser 
(MCA) and recorded as counts in the appropriate energy 
channels. Afner sufficient counting time a spectrum will 
have been proluced and the activities of the various nuclides 
can be determined by comparing the accumulated number of
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counts with that from the spike, which is of known activity.
a spectrometry is a very precise and sensitive 
technique with a lower limit of detection of a few 
disintegrations per hour. It is particularly appropriate 
for activity measurements of the uranium and thorium decay 
chains, as each of the groups of interest (see section 2.8) 
contains a strong a emitter, while in some groups no 3 
particles and only weak y rays are emitted. Unfortunately 
use of wet chemistry precludes a determination of the 2 2 0Rn 
and 219Rn emanation rates as the unsupported short-lived 
daughters of these isotopes decay away during the separation 
process. The 222Rn emanation rate, however, can be 
determined from the 210Pb activity as 21°Pb has a half-life 
of 21.81 yr (Table 2.2). As 40K and 87Rb are not a emitters 
their activities cannot be measured by a spectrometry, so to 
determine dose rates applicable to TL dating, supplementary 
measurements of these nuclides must be made.
Because of the complex wet chemistry involved in a 
spectrometry, the method is not generally used in TL dating, 
as few TL dating laboratories have the expertise or facilities 
necessary to perform this wet chemistry. Commercial a 
spectrometry measurements for one sample, MWC2, will be 
presented in section 14.6b. Although the results obtained 
were excellent, the high cost involved excludes routine 
commerical a spectrometry analysis.
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4.6 Beta spectrometry
This technique might more correctly be termed electron 
spectrometry as internal conversion and Auger electrons are 
detected, as well as ß particles. Due to the range of 
energies an emitted ß particle can have it is not easy to 
measure the activities of 3 emitters when several are 
present in a sample, but radionuclide activities can be 
determined by counting the internal conversion electrons 
emitted. These are of unique energies and result in sharp 
peaks superimposed on the ß spectra.
Again the sample is presented as a thin source to 
the detector, and as a profusion of internal conversion 
electrons is emitted in the decay chains it is preferable 
to chemically separate out the various elements present. 
Unfortunately 87Rb and 40K do not emit internal conversion 
electrons, although the latter emits weak Auger electrons, 
but once separated the total ß count rates can be measured.
The electrons can be counted with a magnetic spectro­
meter, or more usually with a surface barrier or Si(Li) 
detector. Resolutions of 30 keV (fwhm) are easily attained 
with the latter (Ivanovich, 1982b). Proportional gas and 
scintillation counters may also be used but the resolution 
of these detectors is much poorer, although their counting 
efficiencies are high.
In spite of its potential ß spectrometry is not 
normally used to obtain the activities of radionuclides 
present in a sample as a and y spectrometry are easier 
to apply.
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4.7 Gamma spectrometry
As for a and 3 spectrometry, y spectrometry relies on 
the identification of specific nuclear transitions, which 
are characteristic of certain radionuclides. Although 
crystal diffraction spectrometers exist, their efficiency 
is too low to be considered for environmental studies. The 
most usual spectrometers used are of the scintillation or 
semiconductor varieties, and the spectra consist of many 
approximately gaussian shaped peaks superimposed on a nearly 
characterless continuum which generally increases in intensity 
with decreasing energy.
Scintillation spectrometers have a high efficiency 
but their resolution is rather poor, being 7-8% at 662 keV 
(Adams and Gasparini, 1970). They can be used to distinguish 
between 4uK, 214Bi (from the 2 3 8U decay series) and 208t 1 
(from the 2 3 2Th decay series), using spectrum stripping 
techniques, as their high energy peaks are well separated. 
Assuming secular equilibrium in the decay series, the dose 
rates from them can be calculated. When disequilibrium 
exists this usually occurs early in the series and 214Bi 
and 2 0 8T1 activities are representative of the activities 
of most radionuclides in their respective series. As most 
of the ionizing electromagnetic radiation dose from the 238U 
series comes from post-222Rn nuclides (see Table 3.6), the 
ionizing electromagnetic radiation dose rate from that 
series as obtained from the 214Bi activity will be similar 
whether or not there is disequilibrium. Unfortunately, 
this does not apply to the a or bombarding electron dose
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rates. Most of the 232Th series dose come from post-228Ra 
nuclides, so the total 232Th series dose rate as determined 
by the 2 0 8T1 activity will be similar regardless of the 
state of equilibrium. Hence with a scintillation detector 
one can obtain good present-day 40K and 232Th series total 
dose rates and 238U series ionizing electromagnetic 
radiation dose rates, however to determine how these dose 
rates have varied in the past one needs to obtain the 238U,
2 34U , 2 3 0Th and 22 6Ra activities, and these cannot be obtained 
with such a spectrometer as the resolution is not good enough.
To measure these activities a Ge(Li) or intrinsic Ge 
detector can be used with limited success. Murray (1981) 
described the design and calibration of an intrinsic Ge 
detector for environmental studies, which held about 7g of 
sample in a well, had an absolute efficiency of 60% at 120 
keV and had a 2.65 keV (fwhm) resolution at 1332 keV. It 
also had an anti-Compton shield so that only y rays which 
were totally absorbed in the Ge crystal were counted, and 
the external background was virtually eliminated. Even so, 
measurement of pre-222Rn activities from the 238U series on 
soil and pottery samples was quite difficult.
The problem with y spectrometry for measuring 
disequilibrium is that the pre-222Rn nuclides, which 
contribute most to the 238U decay series disequilibrium, 
are weak y emitters. To measure the 238U activity the 
only y peak of sufficient intensity (only 5.4%) comes 
from three 234Th y rays of approximately 92.5 keV, but 
these are masked by the X ray peaks in that region of the
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spectrum. 234U emits a 53.3 keV y ray of 0.119% intensity, 
but this is overlapped by a 53.2 keV y ray of 2.2% intensity 
from 214Pb. 2 3 o Th emits a 67.7 keV y ray of 0.37% intensity,
but this is difficult to distinguish from the X ray peaks.
225Ra emits a 186.2 keV y ray of 3.3% intensity but there 
is overlap from a 185.7 keV y ray of 54% intensity from 
235U (data from Lederer and Shirley, 1978). Although it is 
possible to correct for some of these overlaps, the errors 
involved are large, and so accurate pre-222Rn activities for 
the 238U decay series are not possible from y spectrometry 
when dealing with samples of low activity, as is the case 
in part 2 of this thesis.
Apart from these problems, absorption of the y rays 
in the sample before reaching the detector depends on the 
matrix, and as alluded to in section 3.20, the problem is 
more serious for low energy y rays where the photoelectric 
effect dominates. Hence the calibrating sample should have 
a matrix similar to that of the samples being measured, and 
be of similar density.
4.8 Thick source alpha counting
Perhaps the simplest and most popular way of obtaining 
dose rates for TL dating is through thick source a counting. 
In this a powdered sample is spread over a scintillation 
screen to a thickness greater than the maximum range of 
naturally occurring a particles. The screens used are 
either of plastic impregnated in ZnS(Ag) or are made in the
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laboratory by sprinkling a monolayer of ZnS(Ag) onto a sheet 
of clear adhesive tape. Screen and sample are contained in 
a perspex holder which is placed directly on the window of 
a photomultiplier tube (PMT).
An a particle of sufficient energy will produce a 
flash of light when impinging upon the scintillation screen. 
This light is converted into an electrical pulse by the PMT 
and after amplification, pulse shaping and discrimination is 
recorded by a scaler. The light pulse intensity is 
proportional to the a energy, but by the time an a particle 
reaches the screen its remaining energy bears little relation 
to its initial energy. Hence a spectrometry is not possible. 
Instead the total number of a particles is counted. This 
gives a measure of the total a activity of the sample.
To discriminate between the decay chains one can 
count a pairs. Midway through the 23ZTh decay chain two a 
particles are emitted in quick succession, the half-life 
of the second nuclide of the pair being 0.146s. Similarly 
an a pair occurs midway through the 235U decay chain, with 
the half-life of the second nuclide of the pair being 
1.780 ms. By counting these a pairs one can arrive at 
the average activities of the three decay chains. This 
is not normally done, though, as the pair count rates are 
very low.
Accuracy of thick source a counting relies on the 
decay series being in secular equilibrium, which is often 
not the case. However, the average activities obtained 
are a better approximation to the true values than would
be obtained by simply measuring the activity of only one 
nuclide in each chain and assuming the activities of the 
other nuclides in the chain to be equal.
An estimate of the extent of radon emanation can be 
obtained by counting samples sealed and unsealed, or by 
using the gas cell analysis technique of Desai (1975). As 
the a pairs are emitted by post-radon nuclides, the extent 
of radon emanation in each chain can be obtained.
Intrinsic efficiencies of a particle detection can 
approach 100%, but it is usual to only count pulses above 
a certain threshold value, thereby reducing efficiencies 
to around 80 to 90%. This prevents the counting of 
occasional flashes of light produced by bombarding electrons, 
ionizing electromagnetic radiation and cosmic rays, and also 
reduces the electronic noise. With a typical screen 
diameter of 42mm, background count rates of 0.1 counts/hr 
are easily attained, with much of this background coming 
from radioactivity in the ZnS(Ag) phosphor itself.
The great popularity of thick source a counting lies 
in the minimum amount of sample preparation required.
Samples can be crushed and spread on a screen ready for a 
counting in just a few minutes. As 40K and 87Rb are not a 
emitters their activities must be determined by some other 
technique.
a counting will be used in part 2 of this thesis, and 
the mathematical equations needed to take advantage of a 
new a counter, described in section 11.7, are given in 
appendix D.
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4.9 Coincidence counting
Coincidence counting is based on the simultaneous 
emission of two or more nuclear particles and/or photons 
during the decay of a given nuclide, and depending on the 
nature of the emitted entities, is referred to as a-y, ß-y, 
y-y, etc.
A coincidence instrument usually consists of two 
detectors connected through discriminators to a coincidence 
circuit controlling the entrance of the signals into a pulse 
height analyser, multichannel analyser or scaler. The 
detectors are arranged with geometries which optimize 
the simultaneous detection of the coincidence events while 
minimizing the detection of random coincidences. The 
discriminators are set so as to prevent the recording of 
coincident events of energies other than those of interest. 
The arrival of a signal from one of the detectors to the 
coincident circuit triggers it so that the coincident event 
from the other detector enters the coincidence gate and is 
recorded. Depending on the instrumentation used a single 
output pulse is sent to a scaler when a coincidence occurs, 
or the separate pulses can be sent to pulse height analysers 
or a multichannel analyser.
Most of the a emitters in the 238U and 232Th decay 
chains have a very weak y activity. 226Ra is the most 
intense y emitter in the 238U decay chain, with 3.3% of 
the a disintegrations accompanied by y rays. * In the 232Th 
chain 224Ra is the most intense y emitter, with 3.9% of a 
decays accompanied by y rays. a-y coincidence techniques
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are of little use in these decay chains. Several of the 
emitters of the 235U decay chain are also intense y 
emitters: the a emitters 2 3 5U, 23LPa, 227Th, 223Ra and
211Bi are accompanied by y emissions in about 72, 42, 39,
34 and 12.7% of a decays, respectively. a-y coincidence 
measurements could be applied to the detection of these 
nuclides, but because of the self absorption of a particles 
the sample would have to be presented to the detector in a 
thin layer. As the 235U decay chain activities are generally 
low, the sample would have to be concentrated to achieve 
reasonable counting statistics. As the exact energies of 
the a particles are not important (one can rely on y 
energies for discrimination) it would not be necessary to 
chemically separate out the elements as for a spectrometry.
At least four 3~ emitters in the 238U and 232Th decay 
chains (namely 214Pb, 214Bi, 212Pb and 208t1) are also 
intense y emitters, but the decay schemes of all four 
nuclides are complex and 3~y counting techniques are not 
discriminative, however 3 counting combined with y spectro­
metry could distinguish between the nuclides.
y-y coincidence counting is possible when a nuclide 
does not give off all its excess energy by only one y 
emission, but passes through intermediate energy levels 
by multiple y emission. In 100% of cases 2 0 8T1 decays to 
an excited state of 208Pb, which decays in cascade to the. 
ground state by the emission of a 2.61447 MeV* y ray plus 
one other y ray. y-y coincidence counting of 208t 1 is
205
simple but does not offer any advantage over y spectrometry 
as the 2.61447 MeV y ray is very easy to resolve.
4.10 Autoradiography
Autoradiographic techniques are based on the high 
sensitivity of some photographic emulsions to ionizing 
radiation. a particles have short ranges in such emulsions 
(typically 15 to 50ym (Deutsch et al., 1956)) and tracks due 
to single particles can be resolved and counted.
The usual procedure is to place a powdered or 
polished sample in contact with the emulsion and let it 
expose under dark room conditions for some weeks in order 
to obtain good counting statistics. After development and 
drying of the emulsion, the tracks can be counted under a 
microscope. Uranium and thorium determinations are based 
on counting of the longest tracks due to 214Po (a nuclide 
of the 2 3 8U decay chain) and 212Po (from the 232Th decay 
chain), or by evaluation of five prong and three prong 
stars. A single 228Th nucleus can undergo five subsequent 
a emissions over a 72 to 720 hr exposure time, whereas 
nuclei from the 238U chain can only emit a maximum of 
three consecutive a particles during the same exposure 
time. An alternative radioactive determination can be 
made by using a long exposure time and measuring the density 
of tracks with a microdensitometer, how ever this does not 
allow a discrimination between the decay chains. To 
calibrate the emulsion sensitivity another emulsion of
206
the same batch is exposed to a sample of known radioactive 
content.
Autoradiography is not often used to obtain radioactive 
contents as the procedure of track counting is rather tedious. 
The methods described above rely on secular equilibrium in 
the decay chains, but by measuring the length of each track 
and relating it to an appropriate nuclide, it is possible to 
obtain the activity of each a emitting nuclide and so obtain 
a measure of disequilibrium in the sample, but this procedure 
is very time consuming.
4.11 Fission track analysis
The basis of the fission track method lies in the 
fact that 2 3 5U undergoes fission when exposed to thermal 
neutrons of an energy of ~ 25 meV, whereas 238U and 232Th 
do not. However 238U and 232Th undergo fission when 
irradiated by fast neutrons of energy > 0.9 MeV, or 30 MeV 
a particles. Thus by differential exposure to thermal 
neutrons, followed by exposure to fast neutrons or a 
particles, two fission track patterns can be produced, 
one reflecting the uranium content and the other the 
uranium and thorium contents.
The experimental procedure is to place the specimen 
in direct contact with one face of a thin sheet of fission 
track detector (such as muscovite mica or Lexan plastic) 
and to place a glass standard of known uranium and thorium 
contents against the other face. The slice is irradiated
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in a thermal neutron flux and some 235U nuclei undergo 
fission.
Fission products have a high kinetic energy and 
produce fission recoil tracks in the detector that are 
about 20ym long and 5 nm wide. These can be viewed with 
an electron microscope, or with an optical microscope 
following a selective chemical etching process which 
dissolves the damaged region at a much faster rate than 
the undamaged bulk material (Fleischer et al., 1975). 
Counting can be done manually or by using one of several 
automatic techniques described by Becker (1972).
The uranium content can be derived by comparing the 
number of tracks induced from the sample and standard 
glass. Fresh irradiation of the glass standard/detector/ 
sample slice to fast neutrons activates fission of 238U 
and 232Th, but the response of 232Th is only a third that 
of 238U (Bowie, 1977), so it is more useful to irradiate 
the slice with 30 MeV a particles for which the fission 
cross sections of 232Th and 238U are equal (Hour et al., 
1971). By comparing the number of tracks induced from the 
sample and glass standard, the thorium content can be 
derived, as the uranium content is already known.
Fission track counting is particularly useful for 
samples with low uranium and thorium concentrations, but 
can hardly be described as convenient.
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4.12 Neutron activation analysis
When a material is bombarded with neutrons any component 
nucleus may capture a neutron and be transformed into a 
compound nucleus. The compound nuclei are always in highly 
excited energy states and they lose this energy excess by 
prompt emission of nucleons or photons as they are transformed 
into a product nucleus, which in many cases has a neutron 
excess over stability and is therefore ß unstable.
(n,p), (n,a), (n,y), etc., according to the nature of the
prompt emission. When thermal neutrons are incident the 
excess energy of the compound nucleus is not high enough 
to permit the emission of nucleons, and so the (n,y) reaction 
is the most probable. Many nuclei of trace elements, when 
bombarded with thermal neutrons, are transformed into radio­
active product nuclei with short half-lives and hence high 
activity, and their presence can be detected by means of the 
radio-active characteristics of the product nuclei. In the 
cases of U, Th and K the following (n,y) reactions occur:
Neutron induced reactions are usually indicated as
a 235m
1
Epithermal neutrons are often used instead of thermal neutrons 
to increase the capture cross section of 238U.
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Samples of about lg are irradiated along with standards 
and the y rays emitted by the product nuclei can be measured 
with a Ge(Li) detector. Thorium is detected by a y ray emitted 
by 233Pa. Uranium can be detected by y emission from 2 3 9Np 
but this method is difficult because of the short half-life 
of 239Np and the many interferences in the energy region of 
intense 239Np y emissions.
Another approach for uranium and thorium determinations 
is based on the measurement of delayed neutrons emitted by 
highly excited fission products. Some fission products decay 
by $ emission to daughter nuclei with energy levels above 
the respective neutron binding energies. These highly excited 
nuclei lose their excess energy by neutron emission rather 
than y emission. These neutrons are referred to as "delayed" 
to distinguish them from the "prompt" ones emitted during the 
fission process. Neutrons can be selectively counted by BF3 
detectors and their emission rate is a linear function of the 
amount of fissionable nuclides present in the irradiated 
sample.
By irradiating the sample with thermal neutrons, the 
delayed neutrons emitted by 235U can be detected and the 
uranium content obtained. When the sample is irradiated 
with fast neutrons, delayed neutrons from both 238U and 
232Th are emitted, and knowing the uranium content the 
thorium content can be obtained.
To improve accuracy at low concentration levels 
radiochemical separation can be used to remove interfering 
y emissions when the y spectrometry method is used. Typical
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uranium and thorium detection limits are 0.lppm without 
chemical separation (Goles, 1977) and 1-10 ppb with 
separation (Yule, 1965) .
4.13 Spark source mass spectrometry
A radio frequency (rf) spark source is commonly used 
as the ion source to produce singly charged positive and 
negative ions as well as some multiply charged ions. The 
ionization is accomplished by the application of an rf 
potential to two conducting electrode rods of the sample 
material. As most samples are non-conducting the powdered 
sample is usually well mixed with a high purity conducting 
material and pressed into electrode rods.
The ions are accelerated through a hole in a plate 
and after being focused in a cylindrical electric field 
they pass through a magnetic field where they are dispersed 
according to mass and charge. The mass spectra can be 
recorded electronically, but are commonly recorded on photo­
graphic plates, with the intensity of darkening of a region 
of the emulsion proportional to the number of ions striking 
that region. The intensity of darkening is measured with a 
microdensitometer and compared to calibrating standards, and 
so the concentration of an ion of a particular mass can be 
determined.
In this way the concentration of most nuclides in a 
sample can be recorded simultaneously and measured to as 
low as ppb levels, with errors of 4-5% attainable (Weber
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and Deines, 1971). About 0.1 mg of the electrodes are 
removed and only a fraction of this material is actually 
ionized, so the electrodes must be compositionally 
homogeneous on this scale if the concentrations determined 
are to be representative of a bulk sample.
4.14 X ray fluorescence spectrometry
X rays form that part of the electromagnetic radiation 
spectrum which for the purposes of this discussion have 
energies from 0.25 to 120 keV or wavelengths between 5nm 
and 10 pm. When X rays pass through matter the principle 
mode of interaction is via the photoelectric effect, 
although at the higher energies the Compton effect becomes 
appreciable (section 3.14) .
Photoelectrons are mainly expelled from the K and L 
shells and the vacancies created are filled by electrons 
from outer shells, with the subsequent emission of Auger 
electrons or more commonly, X rays of energy equal to the 
difference in energy states of the replacing electron. The 
electron energy levels are characteristic of an element, so 
by measuring the intensity of the X rays of a particular 
energy the amount of an atomic species present in the target 
material can be determined.
The spectrum of fluorescent X radiation produced is 
divided into different series, the K,L,M,... series, 
depending on whether the line originated from a vacancy
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caused by a photoelectron ejected from the shell,
respectively. Electron transitions into these vacancies 
are governed by selection rules and some transitions are 
forbidden. For those which are permitted, different 
probabilities exist, and these determine the relative 
intensities of the emission lines.
The cross-section per atom for a photoelectric inter­
action increases with decreasing photon energy and has 
discontinuous drops at absorption edges when the photon 
energy becomes smaller than the ionization energy of 
electrons in a particular shell (section 3.14). Hence the 
number of photoelectrons which can be ejected is suddenly 
decreased and so the number of X rays emitted is 
correspondingly decreased.
Consider a uniform sample with the geometry shown in 
Fig. 4.2. The intensity of a monochromatic beam of 
incident X radiation at a depth i in the sample is
I. = I (4.1)1 o
where I in the intensity of the incident beam at the 
surface of the sample and is the total linear attenuation 
coefficient for the incident radiation.
The radiation emitted per unit area in a thickness 
dH of the sample by an element present in concentration c 
is
If' = IQ K cp e_1Jiisec<!>dJ, (4.2)
where p is the density of the sample and K is a constant.
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Fig. 4.2. Geometry of excitation and emission of fluorescent 
X radiation in a sample (after Norrish and Chappell, 1977).
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The intensity of fluorescent radiation originating at i and 
reaching the surface is
I^" = I qKcp exp [-£, (y seccj) + y^secijd ] d£ * ( 4 . 3)
where y^ is the total linear attenuation coefficient for 
the fluorescent radiation.
The total intensity of fluorescent radiation per unit 
area from a sample thickness L is
if
fL
I qKcp exp [ -£  (y^seccj) + y f  secip) ] d£
0
I qKcp { l  -  exp  [-L  (y^seccf) + y^secip) ] } 
y^secc}) + y^ sec^
(4 . 4)
( 4 . 5)
If exp [-L (y^ seccf) + y^ secijj) ] << 1 then the sample is effectively 
infinitely thick and
i0 k c
(—) seccj) + ] secijj
( 4 . 6)
where — and
r  \
y
1 PJ i .p.
are the total mass attenuation coefficients 
for the incident and fluorescent radiation, respectively.
If the sample being analysed does not have a major 
element with an absorption edge between the incident and 
fluorescent radiation, then (Norrish and Chappell, 1977)
c « y.
f
( 4 . 7)
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Hence in analysing a sample the fluorescent intensity and 
total mass attenuation coefficient for the wavelength in 
question must be obtained. The proportionality constant for 
(4.7) can be obtained by analysing a standard with a similar 
matrix composition and containing a known amount of the element 
whose concentration is desired.
In deriving (4.6) it was assumed that the sample has 
a uniform composition. A specimen can be considered homo­
geneous if each X ray that is completely attenuated has 
traversed an average section of the sample before being 
attenuated. For the incident wavelengths used to analyse 
for thorium, uranium and rubidium suitable homogenization 
can be achieved by very fine grinding of the sample and 
pressing the powder into a pellet. The wavelengths used 
to analyse for potassium do not penetrate very far into a 
sample, so to overcome particle size problems and reduce 
matrix variations it is often necessary to fuse the sample.
Fig. 4.3 shows the basic components of a wavelength 
dispersive X ray fluorescence (XRF) spectrometer. A generator 
supplies a stabilized high voltage to an X ray tube which for 
thorium, uranium and rubidium analyses is chosen to have a 
molybdenum anode. The X radiation from the tube is directed 
towards the sample and a small proportion of the fluorescent 
radiation emitted by the sample is selected by a primary 
collimator and allowed to pass onto the flat surface of an 
analysing crystal. The function of the analysing crystal 
is to disperse the X rays being analysed, and for thorium, 
uranium and rubidium a LiF crystal is commonly used. The
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Secondary collimator
X ray tube
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Pulse height
analyzer
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Recorder
Ratemeter
Analyzing crystal
Fig. 4.3. Basic components of a wavelength dispersive XRF 
spectrometer (after Norrish and Chappell, 1977).
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wavelength to be measured is selected by a secondary 
collimator and passes through to the detector, which is 
usually a scintillation counter for wavelengths of less 
than 300 pm and a proportional counter for longer wave­
lengths. The pulses are amplified and those to be analysed 
are selected with a pulse height analyser and are counted 
with a scaler.
Between the shortest wavelengths used and about 300 pm 
the spectrometer can be operated in air, but appreciable 
increases in intensity are obtained if a vacuum is used 
for wavelengths above 150 pm, and above 300 pm a vacuum 
is essential.
In an energy dispersive XRF spectrometer a Si(Li) 
detector and multichannel analyser are used to measure 
the fluorescent X rays directly, without an analysing 
crystal. Such a combination is suitable for major elements, 
but cannot resolve a small peak of a trace element when it 
occurs close to a large peak of a more abundant species.
For example, the weak U Lai line is close to the more 
intense Rb line and they cannot be resolved by an 
energy dispersive system, but this can be done with a 
wavelength dispersive system. Even so there is still some 
overlap and corrections must be applied.
A radioisotope source of suitable energy can replace 
the X ray tube, but as the intensity is less, such sources 
are best suited for major element analysis. For example, 
it is possible to analyse potassium with an 55Fe source 
giving an X ray energy of 5.97 keV (Lederer and Shirley, 1978) , 
and a Si (Li) detector.
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The detection limit attainable depends on the element 
being analysed and the instrument used. With sufficient 
counting times uranium can be detected down to approximately 
0.2 ppm (Norrish and Chappell, 1977). XRF was used 
extensively throughout this work and it was found that with the 
instrument and counting times used a detection limit of 
about 0.5 ppm was applicable to uranium and thorium.
4.15 Optical emission spectrometry
When electrical, optical or thermal energy is supplied 
to an atom electrons are raised from the ground state to 
excited states, from which they undergo transitions to lower 
energy states, emitting photons of electromagnetic radiation 
of energy equal to the energy difference between the states.
A considerable number of transitions are possible, and a 
large number of spectral lines can be found for most elements, 
but as the probabilities of these transitions vary, certain 
lines are found to dominate a spectrum, and from these the 
presence of elements can be identified.
Many methods of exciting spectra supply enough energy 
to ionize some atoms. The resulting ion may also be excited, 
but its spectrum differs significantly from the original 
"atomic spectrum" and resembles the spectrum of the 
preceding element in the periodic table. This spectrum is 
known as the "ionic spectrum". In addition to atoms and ions, 
certain molecules can be excited and the resulting molecular 
band spectra often interfere with line spectra.
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In spectrochemical analyses samples are vaporized 
and excited by means of flames, arcs, sparks or lasers.
As the excitation energy is increased the spectra become 
more complex. Potassium and rubidium are usually analysed 
with flame sources (see below), whereas uranium and thorium 
are analysed with arc or spark sources.
The resultant radiation is focussed on a narrow 
slit, dispersed by gratings or prisms, and observed visually 
or recorded photographically or electronically. If 
recorded photographically the intensity of a particular line 
can be found by use of a microdensitometer. Direct readings 
are obtained by use of a photomultiplier tube to convert the 
light into an electrical signal for subsequent amplification 
and recording. Calibration is achieved by the use of 
standards either analysed separately or added to the sample 
beforehand.
Using a dc arc source detection limits for K, Th and U 
of 0.1, 0.05 and 0.05% are readily achieved (Langheinrich 
and Roberts, 1971), while with a flame source detection 
limits for K and Rb are less than 0.01 ppm, and greater 
than 1 ppm for Th and U (Buell, 1972).
4.16 Flame photometry
Flame photometry, sometimes called flame spectrometry, 
is perhaps the most popular way of measuring the potassium 
content of samples. Its main drawback is that samples must 
be presented in solution form, so digestion of the sample
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in HF is required. With proper care accuracies of better 
than 1% can be achieved.
To produce the flame two gases are required, one for 
combustion and the other to support combustion. One mixture 
commonly used is air with propane. To achieve a steady 
emission the burner must be supplied with the gas mixture 
at a constant flow rate and the sample must be introduced 
into the flame in a steady manner.
For introduction of the sample solution into the 
flame two types of arrangements are used. One type is 
an integral atomizer-burner constructed so that the sample 
solution is injected directly into the flame. In the other 
a compressed-air aspirator vaporizes the solution within a 
chamber and the smaller droplets are carried along into the 
fuel-gas stream and then to the burner orifice. As each 
droplet passes through the flame, the solvent is evaporated 
and the solutes are vaporized, dissociated and excited.
Since flame temperatures are comparatively low, only 
the more volatile compounds are vaporized from the residue. 
Also, only the less stable molecules are dissociated, and 
only the more easily excited spectral lines are emitted. 
Hence flame line emission spectra are relatively simple.
The type of dispersing element employed in an instru­
ment determines if it is a flame photometer or spectrometer. 
Flame photometers use a band pass interference filter but 
this is an inefficient way of isolating any one line from 
a number that are closely spaced. Spectrometers employ 
prisms or diffraction gratings and allow a much wider 
variety of elements to be determined.
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For detecting the light farrier-layer photocells 
or photomultiplier tubes are used. The latter provides 
better sensitivity, allowing the use of narrower slits, 
which increases the ratio of line signal to background 
signal and fluctuations, thus lowering detection limits.
Outputs are fed to a digital meter from which readings 
can be taken.
The accuracy of the method can be affected by a 
number of factors. Certain constituents in a sample may 
change the viscosity and/or surface tension of the solution, 
leading to a change in spray rate and drop size distribution. 
The flame emits its own spectrum and this is added to the 
background. If any component in a sample causes a change 
in the background level of radiation then the intensity 
of light measured changes and this can be misinterpreted 
as a change in the intensity of the line. The radiant 
energy produced in the centre or back of the flame is 
subject to absorption by atoms of its own kind in the 
ground state which exist in abundance around the cool 
edge of the flame. This gives rise to a diminution in 
intensity of the line and becomes more severe at high 
concentrations, so the remedy is to work at low concentrations. 
If the flame is too hot then some atoms will become ionized 
and this reduces the number of atoms in the ground state 
which can be excited. When a solution enters the flame, 
the solvent is first evaporated, then the liberated salts 
are vaporized, then dissociated before the metal element 
can be excited. Some salts are less easily vaporized and
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dissociated so that the intensity of the line is depressed.
A variety of analytical techniques can be used to 
obtain the concentration of an element, and these are 
outlined by Energlyn and Brealey (1971). The method used 
depends on the element to be analysed and the instrument 
used. For the potassium analysis of section 14.6e a standard 
concentration of lithium was added to all samples and 
standards. The emission intensities of the potassium and 
lithium lines were measured simultaneously on a two channel 
instrument and the ratio compared to the ratio of the 
standards.
4.17 Atomic absorption spectrometry
Atomic absorption depends on the phenomenon whereby 
atoms of an element are able to absorb electromagnetic 
radiation. This occurs when the atoms are unionized and 
unbonded to other or similar atoms. The wavelengths which 
are absorbed are specific for an element and correspond to 
transitions from the ground state to excited states.
Atomic absorption may also occur from excited states to 
higher energy states, but the absorption probability is 
lower.
Atomic absorption is closely related to flame photo­
metry and much of the instrumentation is similar. For 
atomic absorption measurements a source of monochromatic 
radiation, usually a hollow cathode lamp made from the
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element to be analysed, is inserted into the optical path 
of a flame spectrometer so that its light beam passes 
through the flame and into the detector. When the sample 
is atomized into the flame ground state atoms are formed 
and these absorb light at their corresponding wavelengths 
of emission in the excited state. Sample concentrations 
are calculated from a calibration of absorbance versus 
concentration of standards.
In practice, longer flames are used to increase the 
absorption path, thereby increasing sensitivity, and an 
ac amplifier tuned to the wavelength in question is used 
to eliminate most spectral interferences derived from 
solvents, flame components and other elements in the 
sample. Chemical interferences are essentially the same 
for both flame photometry and atomic absorption spectrometry.
Fluctuations in the intensity of the light source may 
cause spurious variations in the absorption effect being 
measured. This difficulty can be avoided by measuring 
the ratio of the intensity of light which has passed 
through the flame to that of light which has not.
Sensitivities for atomic absorption spectrometry and 
flame photometry are similar as are the range of elements 
which can be detected. In general either technique can be 
used to measure potassium and rubidium concentrations for 
TL dating, but are unsuitable for measuring uranium and 
thorium contents, as the detection limits for these elements 
(greater than 1 ppm) are not sufficiently low.
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4.18 Colorimetry
Colorimetry is a technique related to atomic absorption 
spectrometry. When white light passes through a solution 
selected wavelengths are absorbed, corresponding to electron 
transitions between the ground state and excited states of 
atoms in the solution. The amount of radiation absorbed 
depends on the incident flux, the depth of the solution 
through which it passes and the concentration of the absorbing 
species in the solution.
To make quantitative analyses monochromatic light of 
a wavelength appropriate to the element being measured is 
selected with a filter, prism or grating and passed through 
the solution. The transmitted light is measured with a 
photomultiplier tube and by comparison with the incident 
light intensity the absorbance is calculated and displayed 
by a meter.
In order to analyse a sample it must first be 
dissolved and depending on the composition of the matrix 
of the sample it may be necessary to either isolate the 
desired constituent prior to development of a coloured 
system or to remove some interfering substance. The final 
chemical treatment consists of adding a reagent which 
undergoes a reaction with the desired constituent, producing 
a colour proportional to the concentration of this specific 
constituent.
Analysis is made by comparison with standards and 
precision of better than 1% can be obtained. Concentrations 
as low as 0.1 ppm can be determined (Parker and Boltz, 1971).
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Many metallic ions develop colours similar to uranium and 
thorium, so it is necessary to separate out the uranium 
or thorium.
4.19 Fluorimetry
When light passes through a solution containing 
uranium and certain other atoms it can raise electrons 
from the ground state to an excited state and after about 
10”8 sec. the electrons make transitions to the ground 
state emitting fluorescent radiation of a wavelength 
longer than the exciting radiation.
The measurement of fluorescent intensity is normally 
achieved by irradiating the sample solution with mono­
chromatic light and observing the emitted radiation at 
right angles to the beam. Most materials which fluoresce 
in the visible region can be excited by the 365 nm line 
from a high pressure mercury lamp. A filter is placed 
between the lamp and sample to select this line and another 
filter is placed between the sample and a photomultiplier 
tube to select the wavelength emitted by the element being 
analysed. The intensity of the mercury line is monitored 
and the ratio of the fluorescent and incident light is 
compared to standards to give a quantitative reading.
The sample must first be dissolved and as many ions, 
such as iron, manganese and cobalt, present in a sample in 
much larger concentrations than uranium, quench the 
fluorescence, the uranium must be separated out for accurate
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measurements. The method has often been applied for uranium 
determinations in the range 0.05 to 50 ppm with errors of 4 
to 15% (Adams and Gasparini, 1970) .
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CHAPTER 5
THERMOLUMINESCENCE THEORIES
5.1 Introduction
This chapter presents the theories used to explain 
TL. Section 5.2 describes how charge trapping occurs, 
using the band model. Section 5.3 begins by deriving the 
equations which describe the shape of a single glow curve 
for first and second order kinetics, and then introduces 
many other theories which have been proposed to explain glow 
curve shapes and glow curve growth curves. A glow curve plots 
TL intensity against temperature and a growth curve plots the 
TL intensity at some glow curve temperature as a function of 
dose. One theory is given some prominence as the growth 
curves predicted by it are supported by experimental work 
in part 2. The chapter ends with section 5.4 describing the 
difficulty in obtaining values for the trapping parameters 
from TL glow curves.
5.2 Charge trapping
In an isolated atom the energy states for free electrons 
consist of discrete levels separated by forbidden energies.
Upon bringing together isolated atoms to form.a crystal 
these levels are disturbed by mutual interaction, so that 
the discrete levels are so closely spaced as to constitute 
a quasicontinuum of allowed energies or energy band, separated 
by bands of forbidden energy. The bands extend throughout
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the crystal lattice so that electrons in them can move 
through the crystal without requiring any activation energy 
to do so. In an insulator all the bands up to what is called 
the "valence band" are fully occupied by electrons. All 
higher energy bands are completely empty, the lowest such 
level being called the "condition band". An energy gap, 
greater than 1 eV (Böhm and Scharmann, 1981), separates the 
two bands, but as electrons have an energy of the order of 
25 meV at normal room temperatures, transitions across this 
gap are not possible, unless excitation energy is provided.
This perfect periodicity of the crystal lattice is 
disturbed or destroyed by the presence of crystal defects. 
These non-periodic perturbations give rise to additional 
and usually discrete electron energy levels in the forbidden 
energy gap between the conduction and valence bands, the 
additional levels being localized at their respective defects. 
Fig. 5.1 shows an energy level band structure for an imperfect 
crystal. The meanings of the discrete energy level labels 
are given below.
Consider the case where electrons and holes are 
moving through the conduction and valence bands respectively, 
as the result of excitation by, for example, ionizing 
radiation. Following Mott and Gurney (1940), if the 
effective cross-section ae for electron capture and 
for hole capture by a defect are of the same order of 
magnitude or of the same importance, then that defect is 
known as a "recombination centre". If a centre's 
probability for radiative emission is much greater than that
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Fig. 5.1. Energy level diagram for an imperfect crystal, 
showing band structure and discrete energy levels.
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for non-radiative emission then it is a "luminescence
centre", the opposite being a "killer centre". An
"electron trap" is a defect for which a >>c, , a "holee h
trap" being the opposite. Transitions by electrons from 
electron traps to the valence band are almost forbidden, 
as are transitions by holes from hole traps to the conduction 
band.
In general a level which is normally empty and lying 
near to the conduction band behaves as an electron trap, 
while a level normally occupied by an electron and near to 
the valence band is a hole trap. A level approximately 
midway between the bands acts as a recombination centre.
In the ground state it is occupied by an electron.
Ionization by radiation excites electrons from the 
valence to the conduction band, while at the same time 
creating mobile holes in the valence band. Thermal 
equilibrium with the lattice is reached by 10“10 sec.
An electric dipole transition has a lifetime of 10 8 to 
10-7 sec., while a magnetic dipole transition or a quadrupole 
transition has an even longer lifetime, so it is unlikely 
that momentum will be conserved between the electron and 
hole, a requirement for the electron to recombine with the 
hole by a band to band transition. As a result the electron 
and hole will diffuse from their parent atom. The hole will 
be captured by a hole trap, which is often a recombination 
centre. The electron can be captured by an electron trap, 
or alternatively, it can recombine with a recombination 
centre, releasing its energy as light (fluorescence) if
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the centre is a luminescence centre, or by transferring 
the energy to another electron or to the lattice in 
multiphonon processes (Böhm and Scharmann, 1981) if the 
centre is a killer centre. The electron and hole neutralize 
each other so that the recombination centre is available to 
enter into further recombination processes.
Consider an electron in a trap. As direct transitions 
to the valence band are almost impossible, to be freed it 
must be excited from the trap to the conduction band 
before it can be either retrapped at the same or a different 
electron trap, or recombine at a recombination centre, 
releasing its energy as light (phosphorescence) if it is 
a luminescence centre.
The thermal activation energy E required to liberate 
a trapped electron is called the "trap depth", the energy 
being received by phonon interaction with its surroundings.
If t is the lifetime of the electron in a trap, then its 
escape probability p is given by
se-E/kT (5.1)
This expression is supported by experiment and, although 
lacking a sound theoretical justification, can be deduced 
using three different models (Curie, 1963; Williams and 
Eyring, 1947; Mott and Gurney, 1940). The pre-exponential 
factor s is known as the "attempt to escape frequency" and 
is of the order of the lattice vibrations. It has a small 
temperature dependence, which is usually neglected, however 
it does not necessarily have the same value for traps of 
different depths in the same crystal.
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5.3 Thermoluminescence models
Fig. 5.2 is a simple energy level scheme with 
one electron trap and one recombination centre, where, 
following a similar notation to Chen et al. (1981), nc 
is the number of electrons in the conduction band, n is 
the number of holes in the valence band, n is the number 
of electrons in traps, N is the number of electron traps, 
n^ is the number of holes in luminescence centres, is 
the number of luminescence centres, A is the transition 
probability of electrons from the conduction band to the 
traps, Ac is the escape probability of electrons from the 
traps to the conduction band, A^ is the transition probability 
of holes from the valence band to the centres, Ar is the 
recombination probability of electrons from the conduction 
band with holes in luminescence centres, and f is the electron- 
hole generation rate.
If the traps and centres are less than lOnm apart 
then an electron released from a trap will travel only a 
short distance before reaching the recombination centre 
(Curie, 1963). Hence the trap-centre combination can be 
considered as a monomolecular unit obeying first order 
kinetics. With no retrapping A=0, and with Ac =p, where p 
is given by (5.1),
the solution of which is
n = n0 e t//T (5.3)
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Fig. 5.2. Energy-level diagram for one electron trap 
and one recombination centre (after Chen et al., 1981).
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where t is the time which has elapsed since the end of
excitation by radiation and n is the number of filledo
traps at t=0. If A^ >>p then the number dnc of electrons 
recombining with centres equals the number arriving from 
traps, dn. The luminescence intensity (phosphorescence) 
as a function of t,I(t) is found by combining (5.2) and 
(5.3) :
I(t) = ' dt = n °s exp k P  *exp [_st exp (” ^)] * (5*4)
The extension of this theory to TL was given by 
Randall and Wilkins (1945). If now the temperature is 
raised, then T increases with time according to
dT = ß dt (5.5)
where ß is the heating rate. As a result of this heating 
p and t also vary with time, so (5.3) becomes
r  1 | r | S e x p ( - | ) dT 1j T ( t )  d  J = n0 exp -L ) T (5.6)
where Tq is the initial temperature. The TL intensity 
I (T) as a function of temperature T is
I (T) ngs exp (-
fT
JT (5.7)o
A constant heating rate need not be used, but the temperature 
of maximum emission T^ depends on the rate of heating, so ß 
will be assumed to be constant. The practical work of part 2 
will only use a constant heating rate. Tm is found by setting 
dl (T = T )/dT=0, which gives
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2 = BE E/kTm 
m sk (5.8)
If the traps are now spatially independent of the 
centres (greater than lOOnm apart) then an electron released 
from a trap can recombine at any of a large number of centres 
(Curie, 1963) . This situation is described as bimolecular, 
and as the recombination probability is proportional to the 
number of empty centres, second order kinetics is said to 
apply. Retrapping of electrons is now allowed, and for Ar=A 
the theory of Garlick and Gibson (1948) applies.
As n of the N traps are filled, then (N-n) are empty.
If nc << n then the number of empty luminescence centres is 
n. The probability that an escaping electron will recombine 
at a luminescence centre and not be retrapped is
p n _ n(N-n) + n _ N '
and so
for which the solution is
(5.9)
(5.10)
TN n0
t + , "0 t E >! + —  st exp [- — J
(5.11)
where n 0 and t have the same meaning as in (5.3). Combining 
(5.10) and (5.11) the luminescence intensity as a function of
t is
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Kt) = - —dndt
rig s exp 1 kTJ
n 0 , E ^  2N[l + —  st exp —  ]N v - -kT-
(5.12)
By raising the temperature according to (5.5), (5.11) becomes
no
l + —  
N
s exp r _Ej| dT ^  kT^  ß
(5.13)
where again Tq is the initial temperature The TL intensity
as a function of temperature is
I(T)
n o2 s exp
(5.14)
N[1 +T f exp ^  dT]2
and, for ß constant, Tm is given by
T 2 m
NßE
2ngsk [ *
exp ( -  - ) • e
E/kTr (5.15)
Equations (5.10) to (5.15) for the bimolecular case can 
be compared with equations (5.2) to (5.8) for the mono- 
molecular case. The graphical forms of (5.7) and (5.14) 
are shown in Fig. 5.3 and 5.4 respectively, from which it 
can be seen that Tm is approximately proportional to E, for 
constant n 0, s and ß; and Tm increases as ß increases or s 
decreases, for constant n 0 and E. In both cases the area 
under the curve is proportional to n 0, but Tm and the shape 
of the curve are independent of n 0 for first order kinetics 
and dependent for second order kinetics.
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Temperature (K)
Fig. 5.3. TL glow curves for the monomolecular case (after Garlick and 
Gibson, 1948). Parameters: irradiation temperature = 90K, 8=2.5 K/sec. and
a) E = 0.4 eV and s = 109/sec.
b) E = 0.4 eV and s = 107/sec.
c) E = 0.6 eV and s = 109/sec.
d) E = 0.8 eV and s = 109/sec.
e) E = 0.4 eV and s = 106/sec.
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Temperature (K)
Fig. 5.4. TL glow curves for the bimolecular case (after Garlick and 
Gibson, 1948). Parameters: irradiation temperature = 90K, (3=2.5 K/sec. , 
s = 108/sec. and
a) ng = N and E = 0.4 eV
b) no =N and E = 0.6 eV
c) ng = N and E = 0.8 eV
d) ng = 0.25N and E = 0.4 eV
e) n0 = 0.25N and E = 0.6 eV
f) ng = 0.25N and E = 0.8 eV.
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Many other theories have been proposed. Using the
Garlick and Gibson (1948) model Luchnik (1955) found
approximate solutions when Ar ^  A. Halperin and Braner
(1960) obtained glow curves when released electrons can
recombine or be retrapped from the conduction band or an
excited trap level. They found that the area under a glow
curve is proportional to the smaller of no and n, , whereno
n, is the initial number of holes in recombination centres, h o
Schön (1958) and Bräunlich (1963) considered the case where 
the energetic distance between recombination centres and 
the upper edge of the valence band is small enough to 
enable valence electrons to reach unoccupied centres, 
leaving holes behind, which can be filled by electrons 
coming from electron traps.
Kemmy et al. (1967) provided glow curve shapes using 
a numerical analysis of charge redistribution during the 
TL process for the one trap-one centre case. Kelly and 
Bräunlich (1970) analytically solved the kinetic equations 
governing TL for a single trap depth in the presence of 
thermally disconnected traps and a single type of 
recombination centre, assuming nc << n and dnc/dt << dn/dt, 
and Kelly et al. (1971) numerically solved the relations 
governing TL for the one trap-one centre case and when 
these are in the presence of thermally disconnected deep 
traps.
In many crystals it is found that the growth of TL 
with excitation dose exhibits supralinearity. This is a 
non-linearity in radiation response characterized by a low
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but gradually increasing sensitivity at small doses, 
giving way to a linearity in the growth at higher doses.
To explain this phenomenon, several models have been put 
forward. Halperin and Chen (1966) thought it to be due 
to a multistage transition of electrons from the valence 
to conduction band prior to being trapped. Cameron et al. 
(1967, 1968) suggested that the ionizing radiation creates 
additional traps and centres, leading to the observed 
response.
Rodine and Land (1971) suggested the existence of 
an additional trap, which competes with the recombination 
centres and the empty traps for the thermally released 
electrons, in order to explain a quadratic dose dependence. 
Kristianpoller et al. (1974) found the conditions for 
superlinearity for the model. The track interaction 
model (Attix, 1975; Fleming, 1979) is also based on 
competition during heating. At low doses the ionization 
tracks left in the wake of incoming radiation are well 
separated and TL arises from recombination in the same 
track, giving a linear growth of TL. At high doses the 
tracks overlap, so an electron released from a trap in 
one track during heating may recombine at a centre in a 
nearby track. Hence the recombination probability increases, 
leading to supralinearity.
Tite (1968), Suntharalingam and Cameron (1969), 
and Fleming (1969; 1979) considered the existence of 
another trap, T2 , with a larger capture cross-section 
for electrons than the original trap, . During irradiation
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T2 fills more rapidly than Ti , so as saturation of T2 is 
approached, more electrons are available to fill T i. The 
transition region from one linear region of growth to another 
would be supralinear. Chen and Bowman (1979) derived 
inequalities needed for supralinearity under this competition 
during irradiation model.
Aramu et al. (1975/76, 1975) and Maxia (1977, 1978, 
1979, 1980) analysed the kinetics of charge storage by 
discussing the filling of traps for a given intensity of 
ionizing radiation under certain simplifying assumptions 
and approximations. Taking a similar approach, Chen et al. 
(1981) solved the kinetic equations numerically, but 
unlike previous calculations which took into account the 
accumulated concentrations at the end of the irradiation, 
they included an additional period of time after the 
excitation has finished to allow for the relaxation of 
carriers in bands. By adding a competing trap level and 
changing the kinetic equations appropriately, they found 
that supralinearity emerges under an appropriate choice 
of parameters. Another important result to emerge from 
the analysis is the possible dependence of the TL output 
on the dose rate for a constant total dose.
Returning to Fig. 5.2 where now the numbers of charges 
in various locations are replaced by concentrations, the 
notation is that of Chen et al. (1981) . Also, let R be 
the total electron-hole generation, proportional to the 
total dose. Then their results for the one trap-one centre 
case are shown in Fig. 5.5a and b for the sets of parameters 
given in the captions.
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R(1014cm“3)
Fig. 5.5a. Growth of n, 50 sec. after the completion of 
irradiation, as a function of the total electron-hole 
generation for the case of one trap and one centre (after 
Chen et al., 1981). Parameters: N = 1015cm“3,
N, = 3xl014cm-3, A = 1 0 ”17 cm3/sec., A =10-13 cm3/sec., h r
A^ =10“15cm3/sec. and f = 1014/cm3/sec.
n (
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Fig. 5.5b. Growth of n, 50 sec. after the completion 
or irradiation, as a function of the total electron-hole 
generation for the case of one trap and one centre (after 
Chen et al. , 1981). Parameters: N = 1 0 15 cm-3, N ^=1017 cm”3,
A = 10-17 cm3/sec. , Ar =10-13 cm3/sec. , A^=10-15 cm3/sec.
and
a) f = 1013/cm3/sec. 
ß) f = 1015/cm3/sec. 
y) f = 1037/cm3/sec.
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Fig. 5.6 shows the energy-level diagram of two traps 
and one centre, where n^ is the concentration of trapped 
electrons in the competing traps of concentration and 
A^ is the transition probability of electrons from the 
conduction band into the competing traps. Fig. 5.7a, b, c 
and d show the growth curves with the sets of parameters 
given. It can be seen that Fig. 5.7a showssupralinearity.
An important feature of some of these curves is 
sublinear growth followed by linear TL growth. Experimental 
growth curves with similar characteristics will be presented 
in part 2.
Most crystals have several traps giving rise to 
luminescence, so a TL glow curve will often contain 
several overlapping peaks. Randall and Wilkins (1945) 
considered the consequences of a uniform or quasi-uniform 
distribution of trap depths on phosphorescence. Garlick 
and Gibson (1948) did likewise for the situation when the 
number of traps decreases exponentially with depth. Broser 
and Broser-Warminsky (1955) suggested a method for 
calculating a more general trap distribution.
So far it has been assumed that each trap has a 
discrete energy level, but Saddy (1949) and Curie (1949) 
established that the trap distribution is approximately 
Gaussian. This will result in a widening of the peak 
for a discrete energy level trap. Another consideration 
is that diffusion of the traps and centres may occur at 
higher temperatures, leading to their localization with 
first order kinetics resulting. A further factor is that
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nc
competing trap
Fig. 5.6. Energy-level diagram for two traps and 
one centre (after Chen et al., 1981).
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Fig. 5.7. Growth of n, 50 sec. after the completion of
irradiation, as a function of the total electron-hole generation
for the case of two traps and one centre (after Chen et al., 1981).
Parameters: N = N = N = 1 0 15cm-3 andk h
a) A = 10-17cm3/sec., 
A^ = 10 ^cmVsec.
b) A =10“17cm3/sec., 
A^ =10”13cm3/sec.
c) A = 10~3 3cm3/sec., 
A^ = 10"13cm3/sec.
d) A = 10-17cm3/sec., 
A^ = 10"13cm3/sec.
A^ =10 15cm3/sec.,
A = 10-16cm3/sec., k
A^ = 10_17cm3/sec., 
A^ =10“15cm3/sec.,
A =10 13cm3/sec. r
A =10 ^ c m 3/sec. r
A = 10_16cm3/sec. r
A = 10"16cm3/sec. r
and
and
and
and
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with increasing temperature the lattice vibrations will 
also increase, enhancing the probability of non-radiative 
recombinations (Hall and Dieke, 1957) .
5.4 Trapping parameters
Bräunlich (1968) catalogued many different methods 
used to obtain trapping parameters from TL glow curves. 
Methods used to obtain the trap depth, E, include 
estimations, the dependence of T^ on the heating rate, 
the shape of the glow peak, the initial rise of the peak 
and Fermi-level analyses. Also listed are a few methods 
for determining the attempt to escape frequency, s, and 
capture cross sections. Finding experimental results to 
be so conflicting he made the general statement:
"There is at present no method known which is 
independent of the reaction kinetical process."
Kemmy et al. (1967) illustrated this by constructing 
several different glow curves with maxima at the same 
temperature for different values of E and s, while keeping 
the other parameters constant.
Kelly and Bräunlich (1970) found that TL glow 
curves are determined by many parameters: A/Ar, N, , N,
E, s, no/N, T 0 and 3 (this is the notation of section 
5.3), which led them to conclude:
"whereas a model of the solid with given kinetic 
parameters uniquely specifies the TL curve, the 
TL curve, by itself gives little or no information 
about the model or the »parameters."
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However, they did concede that the initial rise method
will give the activation energy E, but with no model of
the solid established it is uncertain as to what E pertains
to. Kelly et al. (1971) came to the same conclusion,
stating that T depends on s, E, Nv, N and n0/N, the m k.
shape depends on A/Ar, N^. and N and the magnitude depends 
on N, n0/N, and the luminous efficiency.
More recently, Moharil (1981), after noting that 
reported values of the frequency factor s for a particular 
peak of the synthetic crystal LiF-TLDlO0 vary from 1012 
to 1042, suggested using the isothermal decay of TL to 
obtain a value for s. The method is independent of E 
and one chooses the order of kinetics which best fit 
the experimental data. Unfortunately, small errors in 
experimental data lead to large errors in s.
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CHAPTER 6
PROPERTIES OF QUARTZ RELEVANT TO 
THERMOLUMINESCENCE DATING
In order to appreciate some of the TL characteristics 
of quartz it is appropriate to consider some of its physical 
properties which give rise to these phenomena. Quartz, 
with a density of 2.65g/cm3/ is an abundant mineral that 
occurs as a characteristic constituent of many igneous, 
metamorphic and sedimentary rocks, being the principal 
constituent of sandstone, quartzite and unconsolidated sands 
and gravels.
The name "quartz" usually refers to a quartz, which 
is a polymorph of silica. At atmospheric pressure a quartz 
is stable up to about 573°C, where it undergoes a reversible 
rapid inversion to 3 quartz. The basic unit of structure of 
silica is a silicon atom coordinating with four oxygen atoms 
to form a Si04 tetrahedron. In quartz each oxygen atom is 
shared with two silicon atoms, the Si04 tetrahedra thus being 
linked by sharing of each of the corner oxygen atoms to form 
a three-dimensional network, as shown in Fig. 6.1. In the 
c-direction (out of the page), the silicon and oxygen atoms 
are spirally arranged. Open tunnels are formed between the 
spirals in a direction parallel to the c-axis.
There are many varieties of quartz, the classifications 
often having been based on colour in antiquity. They include 
amethyst, citrine, smoky quartz, white quartz, rose quartz, 
blue quartz, chalcedony, agate, flint, chert and jasper. 
Although the chemical composition of quartz is given by Si02 ,
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silicon atom in the plane of the page
oxygen atom below the plane of the page 
(^ ) oxygen atom above the plane of the page.
Fig. 6.1. The silicon-oxygen network in a quartz. 
C-direction is out of the page.
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trace amounts of Al, Li, Na, Ti, Fe, and other elements, are
commonly present in solid solution and sometimes give rise
to the different colorations of quartz.
The most important compositional variation is the
substitution of Al for Si, with valence compensation being
affected by nearby interstitial Li or Na. OH can substitute
for 0 ions and so provide valence compensation for Al or
other trivalent ions. Ti sometimes substitutes for Si, and
when it occurs in large amounts it gives the quartz a pink
colour - such crystals are called "rose quartz". In amethyst 
3+Fe is present in relatively large amounts. Other elements 
wThich have been found in trace amounts in quartz are listed 
by Frondel (1962), but it is not known whether these elements 
are present in solid solution or as constituents of inclusions 
in the quartz.
The presence of inclusions in quartz has been known 
since at least classical times.Pliny (77) states:
"Crystal is subject to numerous defects, sometimes 
presenting a rough solder-like substance, or else 
clouded by spots upon it; while occasionally it 
contains some hidden humour within, or is traversed 
by hard and brittle inclusions... while, in other 
instances, it contains filaments that look like flaws."
The list of mineral inclusions includes amphiboles, apatite, 
biotite, calcite, feldspar, fluorite, garnet, gold, haematite, 
ilmenite, magnetite, monazite, rutile, topaz, tourmaline and 
zircon (Frondel, 1962). Some of these are TL emitters, and 
depending on their size and frequency may contribute
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significantly to the TL signal from quartz. Known gaseous 
inclusions include ammonia, carbon dioxide, methane and 
water vapour. Liquid inclusions are restricted to water, 
hydrocarbons (rare) and carbon dioxide (extremely rare).
Rarely is a quartz grain completely free of water filled 
cavities, and natural white quartz contains about 109/cm3 
(Roedder, 1954), thus amounting to 0.1% of the volume of 
the grain. Often the water is rich in chlorides and 
carbonates of Na and K, with lesser amounts of Li, Rb and 
other ions. Some of these may diffuse into the quartz itself 
and affect the TL properties.
A thin strained layer is formed on the surface by 
mechanical abrasion of fine quartz powders. The layer is 
thought to be amorphous or to be hydrous silica through the 
adsorption of water (D'Eustachio, 1946; Nagelschmidt, etal.,1952). 
Although not appreciably attacked by HC1, HN03 or H2SO4, quartz 
grains are readily dissolved by HF. From weight loss measure­
ments on the etching of agitated 90-105ym diameter quartz 
grains in concentrated HF at room temperature, Fleming (1969) 
presented data on the depth of etching versus immersion time 
in HF, assuming isotropic acid attack on spherical grains.
The measurements indicate that a shell of 2.1± O.lym is 
removed by 10 min. in concentrated HF. Using a scanning 
electron microscope, Bell and Zimmerman (1978) categorized 
quartz grains into "shiny" and "frosty" varieties and found 
that HF attack was greater in the latter category. For 
etching times of 100 min. they found that the grains lose 
a substantial part of their inner volume as etching tunnels
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eat right through the grains. However, for only 10 min. of 
etching such non-isotropic attack was considerably less 
pronounced.
When heavily ground or scratched, pieces of colourless, 
smoky, amethyst and rose quartz show a bright yellow tribo- 
luminescence, and agate a dull reddish brown triboluminescence 
(Frondel, 1962). When quartz is crushed under heavy pressure 
a brilliant green glow is observed.
Quartz becomes smoky in colour when exposed to 
ionizing radiation, with the response varying markedly between 
different specimens. The smoky colour almost always is not 
uniformly distributed throughout the irradiated crystal and 
varies in proportion to the content of aluminium and other 
elements in solid solution in successive growth zones of the 
crystal. The development of the smoky colour is accompanied 
by variations in some of the properties of the quartz. The 
rate of solution is increased (Frondel, 1962), so that a 
small irradiated area is perceptibly more attacked by a 
solvent such as HF than is an adjacent non-irradiated area.
Quartz is highly transparent for visible and long 
wavelength ultraviolet (UV) light, but the absorption becomes 
appreciable in the short UV. Absorption maxima vary with the 
type of specimen (see Arnold (1960) for a comprehensive list) , 
but Mitchell and Paige (1954) found that smoky quartz gives 
maxima at 207, 468 and 618 nm.
The colour centres are related to the presence of
3+ 4 +Al ions in substitution for Si , with the intensity of
colour increasing with the coupled substitution of aluminium
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and alkali or H+ ions. The Al/alkali centres are thought 
to be the predominant hole traps. When quartz is irradiated 
at room temperature holes are trapped by the Al^ + ions, 
enabling the alkali ions to migrate away (O'Brien, 1955).
At or above room temperature the centre can be thought of 
as containing a hole jumping among all four oxygen neighbours 
(Weil, 1975). Heating to 500°C destroys the hole centres, 
presumably as a result of the recombination of the holes 
and electrons released from electron traps. The Al^+/h 
centres are associated with luminescence centres emitting 
near 485 nm (Schlesinger, 1964).
Electron traps often result from the presence of 
impurities. Substitutional Ge^+ ions can be electron traps 
in smoky quartz (Schlesinger, 1964) and substitutional Ti^+ 
is a significant electron trap in rose quartz (Wright et al., 
1963). Alkali impurities in quartz break up the Si-0 bonds, 
thereby introducing non-bridging oxygen atoms, and also act 
as electron traps. Although usually associated with 
aluminium impurities (to form hole traps), the alkali ions 
can occur without the presence of nearby aluminium (Lell et 
al., 1966), and TL peaks can arise from the presence of Li 
and Na alone (Batrak, 1958a, b and c; Ichikawa, 1968) .
Some evidence indicates that the total number of possible 
electron traps is insufficient to match the total number of 
Al/alkali hole-trapping centres present, implying that if 
extra electron traps were to be created (for example, by 
ionizing radiation) there would be sufficient hole traps 
(recombination centres) initially present to compensate 
for them (Durrani et al., 1977).
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Quartz shows a fluorescence during irradiation, and 
a brief phosphorescence. On heating, smoky irradiated quartz 
shows a bluish white TL; non-artificially, irradiated natural 
quartz also shows TL, in both colourless and natural smoky 
types, and the intensity varies markedly in different 
specimens and sometimes in different parts of a single crystal. 
The colour of the TL of irradiated rose quartz is pale orange.
Up to 6 TL glow peaks above room temperature have been 
found in the one specimen of quartz, with the peak temperatures 
depending on the heating rate. David et al. (1977) listed 
peaks centred at 70, 110, 170, 250, 315, 350, 425 and 500°C 
for various quartz specimens and at 66, 110, 175, 310 and 
375°C for rose quartz, but did not state the heating rate to 
which they pertain. From the glow curves it would appear 
that the peaks at or near 70°C correspond to the common 110°C 
peak obtained using a 20°C/sec. heating rate. The peaks 
below 250°C emit in bands centred around 350nm (David et al., 
1977) or 485 nm (Schlesinger, 1964) , whilst at or above 250°C 
emission is centred around 470 nm (David et al., 1977) . In 
specimens of natural quartz the peaks at or below 250°C are 
missing due to thermal drainage of electrons from the 
associated traps.
For doses of less than about 2 Gy quartz shows supra- 
linearity (Fleming, 1969), in which the TL sensitivity 
increases with dose. The onset of saturation occurs at 
different doses for different peaks, and varies.from one 
specimen to another. For rose quartz David et al. (1977) 
found saturation being approached for the 66, 110, 175, 310
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and 375°C peaks after y doses of approximately 2000, 4000, 
2000, 20000 and 20000 Gy, respectively, had been administered.
If a specimen is irradiated and then glowed out, the 
subsequent TL sensitivity depends on the dose received before 
the heating (Fleming, 1969) . This is known as the pre-dose 
effect and is particularly strong for the 110°C peak (at a 
heating rate of 20°C/sec.) present in most quartz specimens, 
for pre-doses of up to several gray. The TL emission at 
around 375°C (again with a 20°C/sec. heating rate) also 
shows a pre-dose effect, but this doesn't appear until pre­
doses of more than 200 Gy have been administered. For an 
activation temperature of 400°C, saturation of the effect at 
high temperatures doesn't occur until pre-doses of 3.4 x 105 Gy 
are reached (David et al., 1978) .
The 110°C pre-dose effect has a model (Fleming, 1979) 
which is pictured in Fig. 6.2. T and Z represent electron 
traps, with electrons released from T giving rise to the 110°C 
peak. Z lies low enough in energy that electrons trapped by 
it are not released by heating to 500°C, and is included to 
ensure the balance of charges. L and R are hole traps, L 
being a luminescence centre and R being a non-luminescence 
centre which acts as a hole reservoir. The initial radiation 
puts electrons into T and Z and holes into L and R. Heating 
to 110°C releases electrons from T and some of these 
recombine at L, the rest making non-radiative transitions. 
Continued heating to 500°C transfers holes (the number 
depending on the pre-dose) from R to L via the valence band, 
re-activating the latter. A further irradiation puts more
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electrons into T and Z and more holes into R and L so that 
on another heating to 110°C electrons released from T have 
more L recombination centres to recombine at, thus increasing 
the proportion of radiative to non-radiative transitions, 
and so the TL peak observed is larger.
Results on the effects of UV illumination on the 110°C 
TL peak of quartz are conflicting. Schlesinger (1965) showed 
that the 110°C peak in an X irradiated specimen containing 
germanium could be re-excited repeatedly, but with a slowly 
decreasing intensity, by illumination with 280 nm UV between 
glow-outs, provided heating did not exceed about 330°C.
The UV shifted electrons from the deeper germanium traps 
to the T traps via the conduction band and the glow-out 
either transferred holes from R to L via the valence band 
or only a few holes at L were involved in recombinations.
On the other hand, Zimmerman (1971a) found that a 
230-250 nm UV irradiation subsequent to the pre-dose reduced 
the sensitivity enhancement, but that the enhancement could 
be restored by heating to 500°C. The explanation given was 
that the UV excited electrons from the valance band to L 
where they recombined with the holes, thus reducing the 
number of recombination centres available for electrons 
released from T on a heating to 110°C. Some of the holes 
created in the valence band during the UV irradiation could 
diffuse until captured by R, so that on heating to 500°C 
holes could be transferred from R to L, thus re-activating 
the recombination centres and leading to the pre-dose effect 
again.
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Of course the model shown in Fig. 6.2 is greatly 
simplified as there are known to be at least two types of 
recombination centres and many types of electron traps in 
quartz. The discrepancy in the effects of UV illumination 
on the 110°C peak could be due to the use of different 
specimens with different competing trapping sites.
Regarding the high temperature TL peaks, UV irradiation 
generates low temperature glow peaks at the expense of the 
high temperature peaks. In a saturated specimen the 
bleaching is effective successively from the lower 
temperature side of a high temperature peak, while in 
an unsaturated specimen the bleaching is effective from 
the upper and lower temperature sides of the peak (David 
and Sunta, 1981).
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CHAPTER 7
THERMOLUMINESCENCE AND OTHER DATING TECHNIQUES
7.1 Introduction
This chapter puts TL dating into its archaeological 
and geological perspective. Section 7.2 lists some of the 
materials which can be dated by TL and briefly explains the 
criteria for being datable, including the importance of a 
zeroing mechanism. In section 1.2 it was mentioned that 
the significant developments in the technique occurred as a 
result of studies on pottery. As a consequence, most of the 
methods employed derive from pottery dating, so section 7.3 
reviews some of the more important general TL dating methods 
and some of their problems. Other methods have been developed 
for specific types of samples, such as porcelain and burnt 
flint, but these will not be treated here. References for 
some of these can be obtained from Wintle (1980). Section 7.4 
reviews other physical, chemical and biological dating 
techniques with emphasis on their applicability, or otherwise, 
for dating sediments. From this it will become clear that TL 
is the only technique which could be used to date many types 
of sediments.
7.2 Materials which can be dated by thermoluminescence
It is appropriate now to consider what materials can 
be dated by TL. To be datable a'material must first be
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composed of one or more TL sensitive minerals or biological 
substances. Many minerals which emit TL signals are given 
in papers edited by McDougall (1968) and include quartz, 
feldspar, fluorite, calcite, dolomite, anhydrite, zircon, 
apatite and halite. Other substances which emit TL signals 
include ice and bone.
The list of materials which can be dated or upon which 
dating research is proceeding has expanded rapidly over the 
last decade and a review of some of this work has been given 
by Wintle (1980) . The catalogue includes pottery; bricks; 
tiles; kilns; fireplaces; volcanic lava and rocks; baked 
soil; burnt stones, flint and chert; meteorites; stalagmites, 
stalactites and flowstones; shells; bones; and more recently, 
young sediments such as loess, till, ocean, lake and river 
deposits, glacial dust and sand dunes.
Intrinsic to any dating method is what event is 
actually being dated, or more to the point, what is the 
zeroing mechanism, for one is (hopefully) dating the time 
of the last zeroing. For many of the materials listed above 
the application of sufficient heat will liberate electrons 
from traps so that at the end of heating the TL accumulation 
process begins again. Hence for pottery one is dating the 
time since firing; for fireplaces the last use is being 
dated.
Another zeroing mechanism is the crystallization of 
the minerals, at which time it is assumed that there are 
few trapped electrons. This is the principle behind dating 
the formation of stalagmites, stalactites and flowstones.
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Less obvious is the zeroing process for sediment 
dating. It is thought that exposure to sunlight may release 
many electrons from traps and so one is dating the time of 
deposition and covering. More will be said of this in 
chapter 9.
Before a material can be dated it must fulfil certain 
TL requirements including stability of TL energy storage (so 
that the signal measured is representative of the radiation 
dose received since zeroing), reproducibility of TL response, 
adequate distinction between radiation and non-radiation 
induced TL, and a tractable dosimetry which enables dose 
rates to be calculated.
7.3 Common thermoluminescence dating techniques for pottery
The TL dating techniques employed are a consequence of 
the properties of the environmental radiation and the TL 
response of the phosphors themselves. Although a particles 
carry off most of the radionuclide decay energy, two factors 
limit the effectiveness of this in inducing TL, thereby 
increasing the importance of the bombarding electron and 
ionizing electromagnetic and cosmic radiation components of 
the natural dose.
The first of these limitations is the relative 
efficiency of a particles in inducing TL, when compared to 
the other forms of radiation (see section 3.6). This is 
expressed by the k factor which generally varies between 
0.1 and 0.3, but for quartz may be as low as 0.02 (Aitken,
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1974). The other limitation is a result of the ranges of 
the a particles themselves, typically only 23ym (see appendix 
D) . Hence if an a particle traverses a small grain, of say 
5ym diameter, then the average dose absorbed will only be a 
little less than that of an infinitesimal grain, but if the 
a particle traverses a grain of say lOOym diameter, then the 
average dose absorbed will be considerably below that absorbed 
by an infinitesimal grain.
These two limitations are reflected in Tables 3.6 and 
3.7, where if the a dose rates are multiplied by k, then they 
are comparable to the bombarding electron and ionizing 
electromagnetic radiation dose rates for fine grains, but 
considerably less for coarse grains. The result has been 
the development of the two principal TL dating methods: fine 
grain and quartz coarse grain.
In fine grain dating (Zimmerman, 1971) the 1 to 8ym 
diameter grains are separated out without regard to their 
differing mineralogy. This is usually done by Stokes settling 
in acetone: settling time depending on grain diameter. As 
already mentioned, these grains will have received almost 
the full a dose.
In the quartz coarse grain or quartz inclusion
technique (Fleming, 1970) the 90 to 125ym diameter grains 
(one can also use the 90 to 105 or 90 to 150ym diameter 
fractions) are sieved out and the quartz separated chemically 
and with a magnetic separator or by density separation with 
heavy liquids. The quartz is etched in HF to remove an outer 
a irradiated skin and to remove that part of the grain 
contaminated by the inward diffusion of impurities. Apart
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from an already low average a dose experienced by these grains, 
the etching removes a considerable part of the grain which 
received the a dose, thereby lowering the fraction of the a 
dose received even further.
A less common dating method is the feldspar inclusion 
technique (Mejdahl, 1969 and 1972) in which large (0.3 to 0.5 mm 
diameter) feldspar grains are separated out. The grains also 
receive a negligible a dose, although the bombarding electron 
dose is somewhat attenuated.
As discussed in chapter 2, there may be disequilibrium 
in the decay chains, including some radon emanation. If the 
sample has been collected from an environment of variable 
radioactivity (for example, from a mixture of soil and rocks) 
the y dose, which comes from approximately the surrounding 
30 cm, may be difficult to measure or calculate once the site 
has been disturbed. A further environmental complication is 
the water content. As outlined in section 3.19, water absorbs 
some of the dose which would otherwise be absorbed by the TL 
phosphor. The difficulty lies not only in accounting for 
its variation over a year, but also long term variations 
(over the course of thousands of years). These environmental 
problems affect the a, bombarding electron and ionizing 
electromagnetic radiation dose rates, but the a dose rate 
is often less affected than the other two. In an attempt 
to overcome these problems two further dating methods have 
been developed: subtraction and zircon dating.
In subtraction dating (Fleming and Stoneham, 1973) 
the equivalent dose is measured on both fine and coarse
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grains. The difference obtained is due (approximately) to 
the a dose received by the fine grains but not by the coarse 
grains, so if this difference is divided by the a dose rate 
(plus a small bombarding electron component) an age can be 
obtained which is virtually only dependent on the a dose 
rate. Unfortunately the subtraction leads to large errors 
and there is usually little to be gained over the fine or 
coarse grain methods.
For zircon dating (Zimmerman, 1979) grains of 
uranium and thorium rich zircon (see Table 2.1 for typical 
concentrations) are separated out and the equivalent dose 
determined. For these grains the dose comes predominantly 
from the internal a dose and so the environmental influences 
are virtually eliminated. Unfortunately this technique is 
beset with its own problems: the uranium and thorium 
concentrations are often zoned and show a negative correlation 
with the luminescence centres, and zircons frequently exhibit 
anomalous fading (see below).
When naturally irradiated grains are glowed out they 
do not show any low temperature TL peaks (for quartz a signal 
does not appear below about 200°C). This does not necessarily 
mean that there are no traps to be emptied in that temperature 
region, but more likely that the electrons have been thermally 
released over the period of burial of the sample. When a 
freshly irradiated sample is glowed out, low temperature TL 
peaks will generally appear in addition to the.high temperature 
ones. A plot of the ratio of naturally induced TL to the 
natural plus artificially induced TL rises from zero below 
200°C to (under favourable circumstances) a plateau above
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300 to 350°C. The plateau region indicates that portion of 
the TL glow curve which is thermally stable on the time scale 
of the sample and thus suitable for dating analysis (Aitken, 
1974).
Lack of a plateau of this sort can be due to a number 
of reasons. The most likely causes are inadequate zeroing in 
antiquity or the presence of non-radiation induced TL, termed 
"spurious TL". An example of this is the excitation of 
electrons during sample preparation. Electrons may be 
excited by excessive grinding and so be trapped at surface 
defects (electrons can also be released from their traps by 
grinding). Alternatively, if the sample preparation is not 
carried out under appropriate lighting conditions, photo 
induced TL may result (the TL signal may also be bleached 
by the light), and if the glow-out is not performed in an 
inert atmosphere then chemically induced TL may appear.
Depending on the phosphor and such experimental 
parameters as the heating rate used, the TL occurring at 300°C 
should be stable for tens of thousands of years; that at 
400°C should be stable for millions of years. Yet it has 
been found (Wintle, 1973) that certain minerals, such as 
zircon, sanidine and fluorapatite lose more than 10% of 
their TL signal within only a few hours. This loss is 
termed "anomalous fading" and is thought to be due to electrons 
quantum mechanically tunnelling from traps to nearby 
luminescence centres. The fading is generally independent 
of temperature and occurs rapidly at first and then slows 
down, so that most of the fading occurs in the first few 
hours or days. Anomalous fading presents a serious problem
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for TL dating, as little experimental work has been done to 
determine how to cope with it, other than rejecting samples 
from a dating programme which exhibit the phenomemon.
Wintle found that limestone and Norwegian a quartz did not 
fade (to within ±5%) at 370°C or above 350°C, respectively, 
for storage times of 2 months and 2 yr, respectively, leading 
Fleming (1979) to conclude that
"Fortunately, the 370°C dating-peaks of quartz 
and the high temperature TL peaks of limestone 
have been exonerated."
However data will be given in section 15.3 which suggests that 
some quartz may also exhibit anomalous fading.
Providing the sample passes the plateau test and does 
not fade anomalously, the equivalent dose must be determined. 
One might think that this could be done by glowing out an 
aliquot of sample, irradiating it, and glowing it out again, 
with the artificial dose being chosen (after some trial and 
error) so that the artificial TL signal matches the natural 
TL signal. Unfortunately this is not generally possible as 
the first heating invariably results in a sensitivity change 
for the subsequent accumulation of stored TL energy.
The almost universal solution is to use the "additive 
method" shown in Fig. 7.1. Here several aliquots are given 
different 3 doses (31,62,...) in addition to their natural 
dose prior to glowing out. A plot of TL output against 6 
dose gives the first glow growth curve, which when extrapolated 
back to zero TL output yields the equivalent dose Q. This 
procedure assumes a linear growth of TL with dose, but 
unfortunately two complications can upset this picture.
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first glow growth curve
second glow 
growth curve
Q Dose
Fig- 7.1. Principle of the additive method of determining the equivalent 
dose. ED = Q + I.
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The first is "supralinearity" (Fleming, 1969) in 
which the TL sensitivity increases during the first 1 or 
2 Gy. An estimate of this can be gleaned by building up 
a second glow growth curve by irradiating and glowing out 
aliquots which have already been glowed out once. For 
reasons of a pre-dose effect (see below) only aliquots 
which have received the same total first glow dose should 
be used for this re-irradiation and glowing out. The principle 
is shown in Fig. 7.1. The total equivalent dose is now Q plus 
the supralinearity correction I. The assumption here is that 
I as determined from the second glow growth curve is equal 
to that which pertains to the first glow growth curve.
There is nothing to justify this assumption other than the 
correspondence between known ages for pottery and those obtained 
when this value is used.
The second form of non-linear TL growth is the onset 
of "saturation" (Fleming, 1969) in the TL storage (see Fig.
7.2) . It is thought that when this occurs the pre-existing 
TL traps are full and that any further trapping occurs at a 
slower rate along with the formation of new defects by the 
irradiation process itself. However, there is little to 
justify this conclusion and there has been no explanation 
for the faster increase in accumulation that occurs at even 
high doses to quartz (see Fig. 7.2).
In section 13.2 a new technique which does not rely 
on this additive method will be introduced for sedimentary 
dating.
Another phenomenon of interest is the "pre-dose effect" 
(Fleming, 1969) in which the TL sensitivity after heating to
TL
 o
ut
pu
t 
(a
rb
it
ra
ry
 u
ni
ts
)
270
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Fig. 7.2. Non-linear TL growth of Norwegian a quartz at high doses 
(after Fleming, 1969).
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an activation temperature (say 500°C) is dependent on the 
dose received prior to the heating. The effect is particularly 
strong for the 110°C TL peak (at a heating rate of 20°C/sec.) 
of quartz for pre-doses up to several gray and is the basis 
of the pre-dose dating technique (Fleming, 1973) which is 
especially applicable to samples of up to 1000 yr old.
Of more interest for sedimentary dating is a high 
temperature TL pre-dose effect for quartz (see Fig. 7.3). 
Although the samples considered in this work have not received 
sufficiently high natural doses, a high temperature pre-dose 
dating technique could be developed for quartz which has 
received a natural dose in excess of 400 or 500 Gy. Based 
on the saturation level for the effect in some quartz specimens 
given in chapter 6 as 3.4 xl05Gy, samples receiving less than 
5 mGy/yr and with ages to at least 680 million years, may be 
datable by the method.
One further dating technique which shows some promise 
is phototransferred thermoluminescence (PTTL). The idea is 
to transfer electrons out of energetically deep traps into 
shallower ones by illumination with ultraviolet light 
(Bailiff et al., 1977). Hence one is able to measure the 
TL resulting from the trapping of electrons in deeper traps 
than can be readily observed by normal glowing techniques.
It is thought that PTTL may circumvent such problems as 
supralinearity and anomalous fading, but as yet the potential 
of this possible dating method has yet to be realized.
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Fig. 7.3. The pre-dose effect for Norwegian a quartz (after 
Fleming, 1970). So is the sensitivity of a 365°C peak after 
heating to 500°C and irradiation with a 10 Gy monitor dose.
S is the sensitivity of the peak for a pre-dose prior to the 
heating to 500°C and application of the 10 Gy monitor dose.
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7.4 Other physical, chemical and biological dating
techniques
Although TL dating is not a new technique, its appli­
cation to sediments is, so it is appropriate to compare it 
with other dating methods and point out the limitations of 
these alternative techniques with respect to establishing a 
chronology for sediments. The discussion of these methods 
will be brief; more information can be gained from such 
reviews as those of Aitken (1974) and Fleming (1976).
Certainly the best known and most widely applied 
dating technique is radiocarbon dating, 14C is produced 
in the upper atmosphere by cosmic ray bombardment of 14N, 
and this becomes mixed in the atmosphere, biosphere and 
ocean, where it is absorbed by living matter along with the 
more common 12C isotope. When the organism dies exchange 
of carbon with the outside environment ceases and the 14C 
activity 8 decays according to its 5730 yr half-life. Hence 
by knowing the amount of 14C present at the time of death 
and by measuring the present-day activity, the time since 
the closure of the system commenced can be determined using 
(2 .10) .
The present-day activity can be readily measured 
using a proprotional gas counter or liquid scintillation 
detector, but the original 14C content is rather more 
difficult to estimate. When the technique was first 
introduced the original 14C/12C ratio was taken to equal 
that in the carbon exchange reservoir today, however there 
has been some evidence to suggest that the 14C production
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rate has varied by up to 10% in the past. The fluctuations 
are both short term (over a few years) and long term (over 
thousands of years) and have been revealed by comparison 
with dendrochronological analyses of sequoia and bristle- 
cone pine and the varve chronologies of Sweden and the U.S.A. 
Unfortunately the Swedish and U.S. varve chronologies 
conflict beyond the range of the tree ring calibration 
(c. 7000 yr BP) and so the error in earlier radiocarbon 
ages is rather indeterminate at present. Hence radiocarbon 
dating laboratories usually quote uncorrected ages, with the 
error only representative of nuclear counting statistics.
Another problem with the method can be contamination. 
As the 14C activity decreases with time, the small addition 
of young carbon can lower the apparent age dramatically for 
sufficiently old samples. For example, the addition of 1% 
new carbon to a 34,000 yr old sample will give an apparent 
age which is lower by 4000 yr. Hence care must be taken when 
selecting samples and treating them for analysis.
At present the limit to the method is about 40,000 
yr BP, but techniques are being developed to measure very 
small amounts of 14C and so double the age range, however 
the addition of 1, 0.1 or 0.01% new carbon will give an
80.000 yr old sample apparent ages of 38,000, 57,000 and
72.000 yr BP, respectively, so the gain in such an extension 
of age range is rather limited for many samples. As for TL 
dating, there are many other sources of error and these have 
been summarized by Polach (1975).
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When it comes to dating surficial sediments the two 
main limitations are in respect of the age range and datable 
material. There are many sediments of interest to geomorpholo­
gists and archaeologists which have ages in excess of 40,000 yr, 
and even for younger sediments datable material is often 
limited to occasional charcoal, shells and, more commonly, 
calcite, although this latter may be contaminated with young 
carbon. However, for many sediments there are no carbon 
bearing deposits which can be dated.
In addition to the radiocarbon method there are several 
other radiometric dating techniques available. One of these 
is the potassium-argon dating method which is based on the 
decay of 40K by electron capture or positron emission to 4°Ar 
(three of four modes of decay), the relevant half-life being 
1.277 x io9 yr (Lederer and Shirley, 1978) . In favourable 
cases samples as young as 10,000 yr can be dated, but usually 
the minimum datable age is quoted as 100,000 yr. To determine 
an age the potassium content must be measured (for example by 
flame photometry), from which the 40K content can be 
calculated, and the 40Ar content is usually measured by mass 
spectrometry. The two quantities are then inserted into
NAr40 K40
Ae ( AtT te (7.1)
where A and Ae are the total and electron capture plus 
positron emission decay constants of 40K, respectively, to 
yield the age. The method requires that there be no argon
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remaining in the sample being dated at the time of zeroing, 
so this immediately restricts the method to samples which 
have been strongly heated (as in a volcanic eruption).
Other complications include the adsorption of atmospheric 
argon, loss of argon by diffusion, and external contamination 
by uptake or leaching of potassium. The result is a 
restriction to certain minerals such as biotite and sanidine.
A related technique is the 4°Ar - 33Ar method in which 
the potassium content is not measured directly; instead 
39Ar is produced by fast neutron irradiation of 39K. As 
the 39K/40K ratio is fixed there is only need to measure 
the 40Ar/39Ar ratio by mass spectrometry (as well as the 
39Ar production rate by including a standard when performing 
the neutron irradiation).
K-Ar dating has been important in establishing dates 
for geomagnetic polarity reversals and for establishing a 
chronology for the early hominid remains in Africa (which 
are associated with volcanic debris), but is of no use for 
unheated surficial sediments.
There are a suite of dating methods based on uranium 
series disequilibria and these are discussed by Ivanovich 
(1982c). One method for dating ocean sediments is based 
on the deposition of unsupported 230Th, which decays 
according to (2.32). Another method, used for dating calcite 
deposits, relies on measuring the build-up of 2 3 0Th after 
uranium has been incorporated into the matrix. Although 
the dozen uranium series dating methods together cover a
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time span from the present to over one million years, the 
restrictions on datable material are rather severe as there 
must be sufficient uranium in the sample for the daughter 
activity to be measurable; in the case of methods based on 
daughter accumulation, no daughter can be present at the 
time of zeroing, or if it is some means of correcting for 
its presence must be available (for example, by measuring 
the concentration of another isotope with a much longer half- 
life) ; for methods based on the decay of a daughter excess, 
the initial daughter activity must be known; and the sample 
must be closed to post-zeroing migration or addition of 
radionuclides used for dating.
When it comes to dating sediments more than 100 yr old 
one is limited to deep sea sediments or sediments containing 
carbonate satisfying the above criteria, hence uranium series 
disequilibria methods are of limited use for aeolian, lake 
or river sediments.
Other methods based on the decay series measure the 
lead produced as an end product of a whole series, assumed 
to be in secular equilibrium, and are only applicable to 
certain rocks with ages in excess of 10 million years.
There are many other less common radiometric dating 
methods (summarized by Fitch et al., 1974), but these are 
restricted to samples satisfying rigid contamination criteria 
and which have an abundance of the parent nuclide in question, 
or are applicable to quite different time spans than are of 
interest for surficial sediments.
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Fission track dating relies on the spontaneous fission 
of 238U contained in certain minerals and glasses. The 
recoiling fission fragments cause substantial damage to 
the lattice and by appropriate chemical etching these tracks 
can be made visible and counted, the number being proportional 
to the time since last heating to around 500°C (temperatures 
of this order will anneal the tracks) and the uranium content. 
This latter can be determined by exposure to a thermal 
neutron flux as described in section 4.11. This dating 
technique is applicable to a time span ranging from around 
100 yr BP to the oldest rocks, although there is considerable 
uncertainty in the value for the 238U spontaneous fission 
half-life (Lederer and Shirley (1978) report values from 
8.00 x 1015 to 1.01 x 1016 yr) . However, as the sample must 
be heated to erase previous fission tracks, the method is 
rather limiting when it comes to dating sediments.
In raw clay magnetic domains are randomly oriented, 
but when a domain is heated above its blocking temperature 
the domain becomes aligned with the external magnetic field, 
which is generally the geomagnetic field. In general, the 
blocking temperatures of different domains vary, so the 
number of aligned domains depends on the temperature to 
which the clay is heated. As the clay cools down the intensity 
and direction of magnetization of the clay is "frozen in" and 
the magnetism resulting is termed "thermoremnant magnetism" 
(TRM) .
If a magnetic mineral is formed in a sample as the 
result of a chemical change, for example by prolonged
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immersion in water, then it will take on a remnant magneti­
zation in a direction dictated by the existing external field 
direction. When particles erode from rock they inherit a 
remnant magnetism from the rock and as they settle as sediments 
in calm water they take on a "detrital remnant magnetism" (DRM) 
aligned to the geomagnetic field. In addition, a post- 
depositional magnetization, which is aligned to the geomagnetic 
field at that time, may be acquired by rotation or chemical 
change.
Hence magnetic minerals in a sample of baked clay or 
sediment core have a remnant magnetism which is related to a 
past geomagnetic field direction and intensity. Unfortunately, 
although small variations in intensity and direction of the 
geomagnetic field are the same over regions of the order of 
1000 km wide, they are different between different regions, 
and a particular intensity and/or direction may repeat after 
only a few hundred years. Thus archaeomagnetio dating of 
baked clay is usually restricted to small regions and time 
intervals, and is calibrated by known age samples. On the 
other hand, major changes in field intensity and direction 
may be either regional or worldwide, and polarity reversals 
have been recorded in baked clay and lake and ocean sediments. 
By dating these major changes by some other techniques, such 
as K-Ar dating, recognition elsewhere can be used to date 
samples. This is the principle of galaeomagnetic dating.
For the dating of surficial sediments, T.RM can be 
used if baked clay recording one of these major changes is 
present (for example as a fireplace), and DRM is restricted
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to sediments formed under calm waters, such as lakes or the 
deep ocean. However, for aeolian sediments palaeomagnetism 
provides little if any dating information.
Dendrochronology is tree ringdating. Each growing 
season a tree adds a new growth ring beneath its bark, with 
the width of the ring decreasing with distance from the pith. 
The ring width is also determined by climatic conditions.
Wet growing seasons produce thick rings; dry seasons yield 
narrow rings. By counting inwards from the outermost ring 
of a living tree, the date of growth of an inner ring can be 
determined, although seasonal conditions can create multiple 
rings or missing rings, so care must be taken to avoid errors 
due to these. By matching ring patterns between old beams 
or logs of wood and living trees in a climatic zone it is 
possible to build up a chronology, but the main use of the 
method has been in the calibration of the radiocarbon dating 
technique. As far as sediment dating is concerned, dendro­
chronology has little to offer as an absolute dating method, 
for sufficiently thick well preserved wood is entremely rare 
within sediments.
Varve chronology. In summer the melting rate of a 
retreating glacier is at its maximum and a suspension of sand 
and clay is carried into nearby lakes. The light coloured 
sand settles first, and with the passage of a year the finer 
dark clay sinks. The process is repeated each year so that 
a series of annual layers or "varves" forms. The thickness 
of a layer depends upon the amount of melting that occurred
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that year, so a series of thick and thin layers reflecting 
climatic conditions results. As for dendrochronology varve 
sequences in different lakes can be correlated and by relation 
to known ages a chronology is built up, but the main use of 
varve chronology is a linkage with pollen zones which are 
related to climatic changes, and as a method for checking 
the absolute accuracy of the radiocarbon dating technique. 
Varve chronology is of little use in dating Australian 
sediments, as the sequences used are restricted to Scandinavia 
and North America.
The concentration of 180 relative to 160 is about 
2 parts per thousand (2%0)in the atmosphere and oceans, but 
the ratio in various materials precipitated out of water 
depends on the water temperature at the time of deposition. 
Hence the ratio is a measure of the climate prevailing at 
the time of deposition, and by dating different levels by 
some other technique a dating relative dating method is 
established which can be used in similar environments. 
Unfortunately the 180 concentrations vary as some is locked 
up in polar ice. Melting of this ice increases the 180/160 
ratio in ocean waters. The variations of the ratio in ocean 
sediments are thus related to glacial and interglacial phases 
and cores have provided a detailed climatic record, which by 
virtue of the dating of some levels, enables other cores to 
be dated by correlation of the 180/160 ratio variations. 
However, for lake sediments, where the waters experience a 
more variable temperature, the ratios vary between different
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climatic regions and even from lake to lake in the same 
climatic region, so ratios are of little use for dating 
unless some layers in a localized climatic regime have 
already been dated by some other technique.
Pollen is also sensitive to climatic conditions and 
is preserved in certain sediments (particularly acidic ones).
By dating the boundaries of pollen zones by some other method, 
certain species of pollen found in other sediments can be 
ascribed to an age range and hence so is that sedimentary 
layer. The age ranges are usually related to glacial and 
interglacial periods as these have been responsible for the 
emergence or disappearance of certain plant species.
Obsidian hydration dating. When a fresh surface 
of obsidian, a variey of volcanic glass, is exposed to the 
environment it absorbs water, the thickness of the hydration 
layer depends on the temperature and time of exposure, but 
as growth rates have been established for different climatic 
regions, an age can be deduced from a measurement of the 
layer thickness. The age limit of about 500,000 yr is set 
by the breaking away of the thick hydrated layer due to 
mechanical strain. For the dating of sediments one is 
limited to finding obsidian tools made by man or the occurrence 
of a volcanic eruption.
Bones take up fluorine and uranium and lose nitrogen, 
but in a way which is dependent on external conditions such 
as climate and uranium and fluorine contents in ground water.
283
This principle forms the basis of three chemical dating 
methods.
In living organisms most amino acids are in the 
L-isomer form, but after death racemization occurs until 
there is an equilibrium mixture of D- and L-isomers for 
each amino acid, the process taking between 0.1 and 100 
million years to reach equilibrium. Hence it should be 
possible to measure the D/L ratio and determine the time 
elapsed since death, however the process is also sensitive 
to environmental conditions (for example, a 1°C change in 
temperature results in an approximately 20% change in 
racemization rate), so amino aoid racemization dating, 
which requires calibration with known age samples, is rather 
restricted in applicability.
Dating of sediments by any of these chemical methods 
requires the existence of appropriate fossils and can only 
be used where environmental conditions are accurately known.
How do these methods compare with the potential of TL 
for the dating of sediments? As already outlined each method 
is restricted to only a few datable materials, but as many 
minerals emit TL signals the possible number of different 
types of sediments which can be dated by the one process is 
large. Again these other techniques are only applicable to 
certain single zeroing mechanisms, whereas TL zeroing can be 
provided by heating, crystallization or exposure to sunlight. 
The time range of application of the principal dating methods 
is shown in Fig. 7.4. The upper limit for TL dating is not 
known and certainly would vary from one type of sample to
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another. Hence TL has the potential for dating a wide variety 
of different types of sediments with a wide range of ages 
which often can be dated by no other method.
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CHAPTER 8
SEDIMENTS
8.1 Processes leading to sedimentation
The purpose of this chapter is not to review the whole 
topic of sediments, but rather to collect together those 
aspects of importance for TL dating. Significant factors 
include the mineral species and grain sizes, so that sediments 
containing phosphors with propitious TL characteristics can be 
chosen for dating; the mode of zeroing and the length of time 
over which this can occur; the rate of sedimentation; and 
likely disturbances to sediments which may lead to re-zeroing 
or the mixing of layers with different ages. Integral to these 
studies are the weathering, erosion, transport and deposition 
processes.
The weathering of parent rock and the conditions influencing 
the transport and deposition of the resultant material are 
responsible for the distribution and composition of sediments, 
and has led to many types of sediments, with broad categories 
including aeolian, fluvial, lacustrine, glacial and deep sea, 
the names of which reflect the transport mechanism or 
depositional environment.
The actual weathering processes can be classed as physical 
or chemical. In the former set are processes such as dilation 
or rock expansion; crystal growth, particularly of ice crystals 
which force apart rocks when interstitial water freezes;
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thermal expansion and contraction at different rates between 
a surface layer and the interior of a rock and between different 
mineral species; and organic activity, which in the case of 
roots may result in the widening of fractures. The main 
chemical weathering processes are hydration, hydrolysis, 
oxidation, carbonation and solution, and these processes 
contribute to the disintegration of rocks by weakening the 
coherence between minerals, by forming solutions which are 
washed out leaving the rocks porous, and by forming products 
with a greater volume than the original material so that this 
altered matter swells and pulls away from the rest of the rock.
The factors influencing the rate of weathering are the 
rock structure,climate, topography and vegetation. The 
minerals forming a rock determine in part its susceptibility 
to physical or chemical weathering, as well as the grain sizes 
resulting from weathering. For the purposes of the following 
discussion weathered grains will be considered as roughly 
spherical, with clay being of less than 4ym diameter, silt 
between 4 and 62ym, sand between 62ym and 2mm, and gravel 
greater than 2mm. Physical features such as joints, faults 
and voids determine how much outside moisture may enter a rock, 
and the climate is responsible for the amount available as well 
as the temperature which may cause other forms of rock break­
down, such as exfoliation. The amount of rock exposure is 
affected by the topography and amount of vegetation, and the 
topography also influences the climate. Apart from determining 
the extent of rock outcrops, the amount and type of 
vegetation is responsible for the carbon dioxide and humic
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acids, derived from the decay of organic matter, which are able 
to chemically attack the rock.
Because of the relative influence of these factors in 
different regions of the earth, both the amount of weathering 
and grain sizes resulting varies across the face of the earth. 
In general, humid tropical climates produce the greatest amount 
of clay material with a large proportion of silt; tropical 
semi-arid and arid climates produce coarser clay-poor material; 
humid temperate climates produce silt with a large amount of 
clay and fine grain silt; and polar climates produce fine 
sand. On the basis of reported weathering depths, the average 
rate of soil formation over the surface of the earth is about 
100ym/yr (Kukal, 1971).
Erosion can be caused by wind, rain, rivers, glaciers 
or ocean waves, tides and currents. The basic erosion 
processes are the acquisition of loose material, the wearing 
away of rocks by the impact of loose material in motion, the 
abrasion and attrition of particles in motion, and the 
transportation of the acquired debris. The factors affecting 
the rate of erosion are basically the same as those influencing 
the rate of weathering, although generally for different 
reasons. For example, in mountainous areas with an arid or 
semi-arid climate occasional heavy rain may erode and 
transport large amounts of material away, especially if the 
topography is devoid of vegetation.
The rate of sedimentation is of some importance as 
far as TL dating is concerned, for if the zeroing mechanism 
is to be exposure to sunlight, then sufficient exposure time
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is essential. The following data, taken from Kukal (1971), 
shows that in some cases there may be very little exposure 
to sunlight. Fluviatile sediments may be deposited at rates 
of several millimetres to metres per year; wind storms can 
dump several millimetres to centimetres of sediment in a few 
hours, followed by long periods without any deposition, which 
may enable the material to be turned over by light winds or 
organisms and be re-exposed to sunlight. Cosmic dust 
originating from slow moving chondrites or fragments of 
large meteorites detached by friction during passage through 
the atmosphere, and ranging in size from less than a micron 
up to a millimetre in diameter, continually rains down on the 
earth. Castaing and Frederickson (1958) estimated that 1000- 
5000 tonnes falls on the earth annually, or only about 20-100 
grains/m2/yr.
The rate of deposition of lacustrine sediments is 
typically about 3mm/yr; accumulation of peat bogs and 
sedimentation in littoral swamps occurs at a similar rate.
The rate of sedimentation in inland seas is typically 100-200 
ym/yr; in bays and lagoons it may be a hundred times faster. 
Deposition rates in river deltas are highly variable, both 
temporally and in location, ranging between lmm/yr to in 
some places 3cm in 4 days. Again deposition rates in tidal 
flats are variable, but short term observations have shown 
several metres to be deposited in a few days, although rates 
are usually of the order of lcm/yr. Sedimentation rates in 
shallow seas may be 50-100ym/yr, but in the deep ocean the 
rate is only about 10ym/yr. Of as much importance as these
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yearly rates is the ratio of the time of sedimentation to 
the time of non-sedimentation which in river deltas may 
be 0.5-0.75, in lakes 0.9 and in tidal flats only 0.0002.
Organisms, both dead and alive, contribute to the 
formation of sediments. Not only do their solid parts 
build up sediments while the products of decay of their 
soft parts help in the formation of rocks, but they effect 
the sedimentation by altering the physicochemical conditions 
of the environment (for example, the pH) and by mechanical 
activity can turn over the uppermost parts of sediments, 
bringing other material to the surface. This last contri­
bution can have a profound effect on TL ages as the 
bioturbation may enable older material to be re-zeroed, 
leading to lower apparent TL ages. Less obvious is the 
mixing of sediments of different ages to produce some 
average age.
8.2 Aeolian sediments
The velocity of wind ranges from about 1 to 30m/sec. 
(Kukal, 1971), and depending on this velocity and the size 
of the grains, the latter may be lifted into the air and 
held aloft by the turbulent flow. Grains of less than 
50pm are mostly transported by suspension (Kukal, 1971), 
but for grains of up to 200pm the predominant mode of 
transport is by saltation. Here grains are lifted almost 
vertically by ascending currents of wind to a height rarely 
exceeding lm and more commonly only about 10cm, and depending
291
on their size and the strength of the wind, are carried 
along by the wind for a certain distance, before eventually 
falling to the ground at an angle of 10-16° to the horizontal 
(Bagnold, 1941) . The falling grains impart energy to other 
grains in the vicinity of the impact crater, and if light 
enough these may be ejected into the air stream, or pushed 
along the ground, so that the grains on the ground move 
slowly by traction.
Aeolian sands move principally by saltation, as well 
as traction, and accumulate in characteristic forms. A 
"sand shadow" is an accumulation of sand to the lee of 
and in the shelter of an obstruction, such as a bush, 
while a "sand drift" occurs to the lee of a gap between two 
obstructions, the gap acting as a funnel through which sand 
trails out to leeward.
In contrast to these forms which cannot move away from 
the obstruction, Bagnold (1933) defined a "dune" as a 
"mobile heap of sand whose existence is independent of 
either ground form or fixed wind obstructions". There 
are several varieties of dunes. A "barchan" is a crescentic 
shaped dune with tips extending to the leeward, making this 
side concave and the windward side convex. This form of 
desert dune does not occur in Australia (Allen, 1982). 
"Transverse dunes" are long dunes lying transverse to the 
wind with a convex vertical windward side and a steep lee 
side 30-35° to the horizontal (Allen, 1982). In both of 
these dune forms the grains build up on the windward side 
so the crest rises until the lee slope is so steep (Bagnold
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(1941) states this limiting angle to be 34°) that a mass of 
the deposit suddenly shears along a plane which is inclined 
a few degrees less steeply. For this reason the leeward 
slope is known as the "slip face" or "avalanche slope".
A "longitudinal dune" is parallel to the prevailing 
wind and can run for many tens or even hundreds of kilometres. 
Those occurring in the semi-arid regions of Australia are now 
fixed in position by a thin cover of vegetation. "Parabolic 
dunes" lie transverse to the prevailing wind, but unlike a 
barchan they have tips pointing upwind. Akin in shape and 
orientation are "lunettes" which are composed of a variable 
mixture of primary particles such as sand-size clay pellets, 
gypsum, dolomite, quartz sands which may be predominant, and 
fragile shells of salt-tolerant molluscs (Bowler, 1973).
They are common in southeastern Australia and are located 
around the leeward side of former lakes. They may be tens 
of kilometres long with crest heights of up to 15m (Allen, 
1982) or more. Cross-sections range from asymmetrical, 
with either the windward or leeward slopes steeper, to 
symmetrical and rounded. They are regarded as the result 
of transport by a unidirectional effective wind of loose 
aggregates of clay, sand, salts and shells from the bottom 
of a dried-up water body.
Aeolian sands may contain 65-70% quartz and 20% 
feldspars, with more than 1% heavy minerals (Kukal, 1971), 
but in desert environments quartz may amount to well over 
90% of the total mineral content. The grains are usually 
well sorted according to size and often exhibit near-perfect
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roundness, although the degree of rounding decreases with 
decreasing grain size. A characteristic feature, 
particularly of desert sands, is that the grains are 
coated with iron oxide, accompanied by traces of manganese 
and similar oxides, forming a red, yellow, brown or black 
film known as "desert varnish".
"Loess" is the name applying to aeolian sediments 
dominated by the silt size fraction which have high porosity, 
high cohesion, are light yellow or grey in colour, have a 
homogeneous structure and an admixture of CaC03. Median 
grain sizes are typically 20-60ym, although some fine grain 
sand and clay may be present. Quartz often amounts to 40-80%, 
while feldspars comprise 20-40%, and micas 1-15% (Kukal, 1971). 
The grains are thought to have been ground by glaciers, however 
other loess has a desert origin. Transportation is by 
suspension. "Parna" is an aeolian clay-rich sediment which 
forms a thin covering (less than lm) over the Riverine Plain 
of southeastern Australia (Butler, 1956) and conforms to the 
pre-existing topography.
8.3 Fluviatile sediments
In the upper reaches of rivers the velocity of flow 
may exceed 10m/sec., but in the middle reaches it is 
l-5m/sec., while in the lower courses it is only 0.8-2m/sec. 
(Kukal, 1971). The velocity determines the amount of erosion, 
transport and deposition taking place for a particular grain 
size, with the latter becoming increasingly important for
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low velocities and large grains. Modes of transport are 
suspension, saltation, traction, flotation and solution, 
although the first method dominates. These different 
means of transport lead to grain sorting as the fine silt 
and clay will travel in suspension at a rate corresponding 
to that of the stream, whereas the sand, transported as bed 
load, moves only about lm/day. If sunlight is the TL 
zeroing mechanism, then clearly the fine grains in suspension 
will be exposed to more light, but for only a short time, 
whereas the heavy grains may be exposed to little light, 
although the opportunities for such exposure may extend 
over a greater period of time.
The median size of grains in suspension ranges from 
7 to 60ym (Kukal, 1971), although clay and fine sand grains 
are also commonly carried, and depending on the degree of 
turbulence the clay particles are evenly distributed, while 
the coarser particles increase towards the bottom. Although 
rivers carry a continual amount of material in suspension, 
during times of annual or major floods huge amounts of 
debris may be carried, particularly from normally arid 
regions free of vegetation, and it is not likely that much 
will be exposed to sunlight.
As the flow velocity drops or the particles become 
heavier, they move by saltation, in which their leaps of 
between several centimetres and a few metres alternate 
between rest on the bed of the river or traction. Depending 
on the flow velocity and the grain sizes, several phases of 
transport by traction can be distinguished. In the first
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of these, individual grains are lifted by the current and 
slip and jump, with the height of the jumping being directly 
proportional to the flow velocity. On different parts of 
the floor whole groups of grains may be set in motion, and 
with a greater flow velocity a layer a few millimetres thick 
may be set in laminar motion. At much higher velocities a 
layer of several centimetres to decimetres is transported 
in a mixture with water, and this mode of transport is common 
during flood. Unless these grains were exposed to sunlight 
beforehand (prior to being moved by the river water) it is 
unlikely that they will receive much exposure when moving 
in this manner.
Although grains can be transported in air bubbles or 
on logs of wood floating down rivers, this mode of transport 
is subordinate in comparison to others. Another minor mode 
of transport is solution, and in certain environments 
carbonates and halides may be dissolved in the water and 
precipitated out or left by evaporation from ephemeral 
streams elsewhere.
As a general rule grains in transit decrease in size 
in going from mountainous to lowland areas, unless fresh 
material is added by erosion of a fresh source downstream 
or by the contribution of coarser material by a tributary. 
This is largely because of abrasion, which also leads to a 
rounding of the grains and a decrease in the number of 
unstable brittle grains. It is possible for abrasion to 
be a TL zeroing mechanism.
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River sedimentation takes place in river channels, 
in the proximity of the stream line and in shoals at the 
margin of the channel; in river banks; and on flood 
plains. The most frequent median grain sizes are (Kukal, 
1971) 0.1-2mm, 10-50ym and 5-50ym, respectively. Most 
of the material is deposited on flood plains, with a 
thickness of millimetres to centimetres per flood, and 
is laid down in a similar manner to varves (discussed in 
section 7.4); namely the coarse grains settle first and 
only as the water lowers do the finest grains settle.
Closely related to river sediments are alluvial fans, 
but these can be deposited by mudflows as well as by 
fluviatile processes.
8.4 Glacial sediments
The term "moraine" is used to describe both the debris 
carried by glaciers and the sediments deposited by them.
The sediments are also sometimes referred to as "till".
As a glacier advances rock fragments fall onto its surface 
during lateral abrasion. These soon sink into the mass of 
the ice. Material is also picked up from the base and sides 
and is borne in suspension in the ice mass. The material is 
thus distributed throughout the mass of the ice and can 
range in size from clay particles to large boulders. The 
composition of this debris reflects the terrain through 
which the glacier has passed.
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In the mass of the ice and at the base this material 
is crushed by the ice and this is one possible TL zeroing 
mechanism. If the lower part of the ice becomes saturated 
with debris so that it can no longer transport it all, the 
excess is deposited as "basal moraine", which is overridden 
by the ice above. The debris which reaches the end of the 
glacier is dumped as "terminal moraine" when the ice melts, 
and during the melting away of the glacier an "ablation 
moraine", composed of material originally scattered in the 
ice, is deposited on top of the basal moraine. The 
sedimentary structure is generally chaotic, with grain sizes 
reflecting that carried along by the glacier at the time of 
melting - from clay size to rocks. For this material it is 
not obvious whether the TL zeroing mechanism is exposure 
to sunlight or crushing, or even if the crushing may add 
to the TL.
Closely related are "glaciofluvial sediments" in which 
debris is carried out of the glacier by streams to be 
deposited in alluvial fans or deltas, or which are due to 
fluviatile reworking of the moraines. These produce a better 
sorting of grain sizes and when the glacier terminates in a 
lake varves may be formed as discussed in section 7.4. Ice 
rafted sediment may add to existing sediments in lakes and
seas.
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8.5 Lacustrine sediments
Sedimentation in lakes is affected by several factors 
including the temperature of the water, its salinity, 
drainage into the lake and the surrounding topography.
The sediments themselves can be divided into several 
categories: clastic, chemical, biochemical and organic.
Clastic sediments are washed into the lake by streams 
or slopewash and reflect the surrounding topography.
Generally the coarser grains are found around the shores 
while the finer clay particles are transported further into 
the lake. Over time the origin of the material may change 
so the grain sizes and minerals at a particular location 
may also change. In times of flood a large amount of 
debris may be washed in.
When evaporation from salt lakes produces a concentration 
of salts, carbonate sediments may be deposited. Carbonate ooids 
may have a quartz grain of silt as a core. Depending on the 
concentration of sulphate and calcium and the presence of 
hydrogen sulphide, gypsum may also be deposited and when a 
lake dries up halide crystals may form. Most of these 
minerals give off a TL signal, but it is important to 
differentiate between the different zeroing mechanisms.
Biochemical sediments consist of crusts and balls 
produced by algal activity, and lacustrine chalk. Organic 
deposits are most frequently the remains of shells, but in 
some circumstances include diatoms and soft unstable organic 
components. These latter may give rise to peat deposits.
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8.6 Deltaic sediments
The sediments from small rivers reflect the topography 
through which they travelled prior to reaching the sea.
Rivers flowing from a nearby mountain range deposit gravel 
and sands, while those from lowland areas deposit clay, with 
some silt and fine grain sand. They often shift channels 
and deposit the sediment in different places, but generally 
do so only on the continental shelf. During floods material 
may be deposited on the continental slope.
On the other hand major rivers deposit sediments over 
the continental shelf and slope and these consist 
predominantly of silt and clay with a small amount of fine 
grain sand. The distribution is controlled by the manner 
of influx of fresh water into the sea, wave action, currents 
and sediment slumps.
The deposits may be divided into two broad categories: 
subaerial and submarine, with further subdivisions of these, 
namely channels, flood plains, marshes and other deposits 
between distributaries for subaerial sediments, and river 
mouth bars, delta-front sediments, pro-deltal sediments, 
deposits of interdistributary bays and continental shelves 
for submarine sediments.
Channel sediments pass from fine grain sand into silts 
and clays, although medium and coarse grain sand may be 
present. The flood plain deposits are fine grain deposits 
of silt with sometimes fine grain sand. Marshes contain 
silts and clays and the other deposits between distributaries 
usually are of fine grain material.
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River mouth bars consist of fine grain sand with a 
mixture of silt and clay. Delta-front and pro-deltal 
sediments contain clays and silts, while deposits of 
interdistributary bays are of clay, silt and fine sand.
The deposits on the continental shelf are mostly coarser, 
calcareous sands and quartzose sands with glauconite (a 
hydrous silicate of potassium and iron), with intercalations 
of fine silts.
8.7 Beach sediments
Deposits of spits, bars, barriers, sand ridges, 
transverse, longitudinal and crescent ridges may also 
be classed along with beach sediments, as they have similar 
grain sizes and other characteristics. The composition and 
mode of deposition are affected by waves, currents, tides, 
storms and the composition of the shore. The source of the 
beach material is mostly the debris carried by rivers into 
the sea, although material from shore erosion may also be 
present.
Gravel beaches exist in some places, but these are 
not amenable to TL dating. On the other hand sand beaches, 
which may occur to a depth of 12m may be datable, although 
the upper sediments are often being continually reworked 
and so the TL may often be re-zeroed. The grain size varies 
with the position of deposition and can grade from sand to 
clay, but the composition is predominantly well-rounded
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quartz with 1-2% of heavy minerals, and in some locations, 
feldspars. In some places the beach sediments can be 100% 
heavy minerals, such as the monozite beaches of the 
Kimberleys.
Apart from the problem of reworking of beach sediments, 
burrowing animals may shift grains and so give rise to false 
TL ages. The main use of TL dating for beach sediments may 
be in dating relic beaches either submerged or left dry by 
changing sea levels during the Pleistocene period.
8.8 Tidal flats
Tidal flats may exist on a flat submerging coast 
between the low and high tide water levels and are subject 
to the periodical desiccation of large areas of sediments 
during low tide. In progressing away from the land a 
succession of environments is encountered. Above the high 
tide level, and especially at the margins of bays, clay 
and silt sediments are deposited fairly rapidly. These 
suffer only a very limited reworking by waves and organisms. 
Below the high tide level are belts of sandy flats which 
are bisected by channels and depressions frequently filled 
with coarse sediments. These are deposited slowly, and 
although only reworked a little by waves, are extensively 
reworked by some organisms. The deepest parts of tidal 
flats are under the low tide level, where fine grain sedi­
ments are rapidly deposited. These receive little reworking.
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Beyond are dune islands and adjacent sand flats and all 
are intersected by tidal creeks of up to several tens of 
metres in depth, which cut into the sediments so that 
vertical and lateral erosion is very rapid. These get 
filled with a deposition of sands, silt with clay and 
organic particles, and clay pebble gravels, and shift 
laterally. In the sediments quartz predominates in the 
non-clay fraction, otherwise clay minerals such as mica 
and organic matter are dominant.
TL dating samples would need to be chosen to avoid 
mud cracks which get filled with more recent sediments,and 
sites of biological or wave action reworking.
8.9 Sheltered shelf sediments
The above term refers to marine sediments occurring 
in bays, estuaries, lagoons, fjords, etc. For the purposes 
of the following discussion these environments will be 
collectively referred to as bays. In them the distribution 
and composition of sediments depends on the size and depth 
of the bay, the width of the straits connecting it to the 
ocean, the inflow of river water with its accompanying 
detritus, and the topography of the coast. Sandy sediments 
occur if the bay is small and shallow, there are nearby 
coastal aeolian dunes or a sand barrier between the bay and 
sea^r if old beach sediments remaining from Pleistocene 
times when the sea level was lower are not covered over by
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more recent fine sediments. During floods any river 
suspension is brought far into the bay and laid down 
without further sorting. In the shallowest parts of 
bays wave action results in coarser and well sorted 
deposits, while fine sediments deposited in quiet water 
occur mainly in the deepest central parts of bays. 
Carbonate and pyrite (FeS2) are usually common and in cold 
water diatoms may comprise the bulk of sediments. If the 
sedimentation rate is slow, marine fauna may disturb the 
sediments.
8.10 Open shelf sediments
Sediments of the open shelf refer to deposits occurring 
on continental shelves, except for those in the above category. 
In polar regions the sediments contain a large amount of 
glacial material transported by ice. Elsewhere the grain 
size does not decrease with depth, and often coarsens 
towards the outer shelf due to the presence of relic Pleistocene 
sediments or the transportation of coarse material by storms. 
Generally, muddy sediments are found where there is active 
sedimentation, otherwise the sandy and coarser Pleistocene 
deposits occur. Where Pleistocene sediments are not covered 
by more recent clay, it is usually because currents prevent 
it from being laid down. In tropical and temperate latitudes 
carbonates are common. Close to the mouths of major rivers 
fine grain sediments extend to the central and outer parts 
of shelves and even to the continental slope. The median
304
grain size varies between 10 and 80ym but may reach 500ym 
on the outer shelf (Kukal, 1971). Glauconite is common 
on open shelves and is often 3-10% abundant (Kukal, 1971). 
Generally the amount is inversely proportional to the 
sedimentation rate. With a high potassium content it may 
be a convenient TL dosimeter. Other important minerals 
are phosphates and feldspars which vary in relation to 
the concentration of quartz grains.
8.11 Deep sea sediments
The material suspended in sea water can derive from 
the land by rivers, glaciers, wind and coastal erosion; 
from outside the atmosphere as in the case of cosmic dust; 
from submarine eruptions; from the precipitation of chemical 
colloids or solids; or can be organic in nature. This last 
category includes unicellular phytoplankton and zooplankton, 
the first being a plant form (diatoms) while the second is 
an animal form (foraminifera and radiolarians), and 
pteropods, which are certain floating molluscs. When these 
organisms die their tests, which in the case of pteropods 
and foraminifera such as globigerina are calcareous and 
for diatoms and radiolaria are siliceous, usually become 
the major constituent of the sediments.
The distribution and composition of deep sea sediments 
is affected by the distance from land, and surface, local 
and world circulatory deep water and turbidity currents.
The last named lie in density between normal water currents
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and mud flows and can transport huge amounts of material 
over large areas.
Submarine canyons have steep walls and are cut into 
the continental shelf and slope. The sediments mostly come 
from the land and on the steep walls is chaotic both in 
grain size and age, while on the floors is generally sandy 
clays and silts or clayey and silty sands. Regular bedding 
may be formed by regular turbidity currents , but generally 
the grain size decreases with depth. At the mouth of most 
canyons sediments are laid down in deltas, although they 
can be transported large distances by deep currents.
Close to the continental shelves or in deep water 
trenches the sediments are dominated by detritus from the 
land and have median grain sizes of 5-40ym (Kukal, 1971).
The sediment is in the form of blue, red or green muds.
Away from the land masses the sediments contain some detritus 
from the land and some volcanic and cosmic material, but is 
usually dominated by biogenic matter. Where the biogenic 
component is dominant various foraminiferal, diatom and 
radiolarian oozes are found; otherwise a red-brown clay 
rich in accessory minerals and derived from wind borne 
dust and volcanic ash, volcanic materials from submarine 
eruptions, glacial material, cosmic dust, insoluble 
organic relics (such as shark teeth) and manganese nodules, is 
deposited.
It might be thought that such an admixture would be 
hard to date by TL, but Wintle and Huntley (1980) found 
that the TL from two deep sea sediment cores came
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predominantly from detritus (presumably from the land) 
attached to radiolaria, rather than from the siliceous 
tests of the animals themselves. In this case the origin 
of the zeroing mechanism can be more easily understood than 
if there were no detritus from the land. Then zeroing may 
be caused by sunlight exposure, crystallization or heating 
(in the case of volcanic material).
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CHAPTER 9
PREVIOUS RESEARCH ON THE THERMOLUMINESCENCE 
DATING OF SEDIMENTS
In this chapter a review will be given of the methods 
used by other workers for the TL dating of sediments, with 
emphasis on the shortcomings of those methods, and some of 
the fundamental problems yet to be resolved. It is 
difficult to deal with most of the early eastern European 
work as the papers are either difficult to obtain and/or are 
not available in English, so reliance must be placed on the 
reviews of Dreimanis et al. (1978) and Wintle and Huntley 
(1982).
The first suggestion on the use of TL to date sediments 
was made by Morozov (1969) when he noted little or no TL in 
modern sediments and an increase with the age of the sediments. 
The zeroing mechanism was considered to be the division of 
the grains to the powdered state, exposure to sunlight and 
the increase in surface temperature during weathering, and 
some experimental evidence was given to show that sunlight 
and grinding reduce the TL signal. Subsequently many dates 
for Soviet soils, glacial loams and loess were produced by 
Shelkoplyas (see Wintle and Huntley (1982) for references) 
who gave some details of their method (Shelkoplyas, 1971).
5 to 5 0ym diameter grains of quartz were separated out (no 
details of how were given), glowed out, and then given y 
doses so as to match the natural TL signal. Having obtained
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the a dose rates from radioactivity measurements, the ages 
were calculated by the division of the equivalent dose by 
the a dose rate.
The glow curves show a single peak centred at 230°C 
and are unlike any other glow curves for quartz, so it is 
unlikely that quartz was actually separated out for measure­
ment. Some of the curves show sensitivity changes between 
first and second glows, but this did not appear to have been 
allowed for. In addition, no consideration was given to the 
lack of complete zeroing at the time of deposition, or 
possible non-linearity in the TL growth. The dose rate 
calculations were quite incorrect. Only the a dose was 
considered (the bombarding electron and ionizing electro­
magnetic and cosmic radiation components were ignored) and 
no correction was applied for its attenuation due to large 
grain sizes or its inefficiency, as compared to £ or y 
radiation, in inducing TL. The problems of water content, 
disequilibrium in the decay chains and mobility of some 
radionuclides were ignored. In fairness, however, it should 
be pointed out that at the time some of these difficulties 
were also not considered by daters of pottery, and most 
papers on the resolution of some of them were only just 
being published. The problems of disequilibrium and 
radionuclide mobility are still ignored by most TL daters; 
this thesis tackles these problems for sediments for the 
first time.
A paper by Li et al. (1977) does provide many details 
of their method for dating Chinese loess and palaeosoil.
They used 10 to lOOym diameter grains consisting of 75-85%
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quartz, 10-25% feldspars and 1-2% of other minerals, 
assumed k = 0.05 and for a heating rate of 15°C/sec. obtained 
a mid-temperature peak from about 170 to 185°C. The equiva­
lent dose was obtained by comparing the area under this peak 
with that from second glows, after correcting for an overlap 
from a peak at about 115 to 135°C. Although the possibility 
of sensitivity changes was not considered, they were aware 
of other problems such as the thermal stability of the 170 
to 185°C peak, the possibility of disequilibrium in the 
decay chains and that the TL sensitivity to a and y radiation 
should be tested, instead of just that to y radiation.
Zeroing was justified by comparing TL outputs of wind-blown 
sand in the Arashan Desert with the loess. The TL signals 
of the desert sand were low, but most specimens of Malan 
loess gave lower TL signals. In general, though, the 
desert sand TL signals were well below the loess TL signals.
The method used by Hütt et al. (1979) was based on 
the quartz inclusion method, but they made no correction 
for the incomplete removal of the TL at the time of 
deposition or for non-linear TL growth. Samples studied 
include sand, clay, aleurite, till and glaciomarine deposits.
Other Soviet work has been done by Vlasov et al. (1980) 
with 100 to 250ym diameter quartz grains treated with HC1, 
HN03, water and alcohol (but not HF), but no information 
on the methods used to obtain the equivalent dose or dose 
rates has been provided.
Borsy et al. (1979) in Hungary used the quartz 
inclusion method on 71 to 90ym diameter grains and assumed 
zeroing to be confirmed by low TL signals from other samples
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of loess and soil. The additive dose method was used to 
obtain equivalent doses, but the existence of a plateau 
seems doubtful from the glow curves shown.
In Poland, Linder and Proszyriski (1979) published 
dates, but without details of their methods, however Wintle 
and Huntley (1982) give these from a personal communication.
2 to 16ym diameter grains were HF etched and the equivalent 
dose was obtained by the additive dose method. Bleaching 
did not completely remove the high temperature part of the 
glow curves, so the equivalent dose was measured from the 
middle temperature region. Non-linearity in the TL growth 
was observed, but not corrected for.
In Canada, Wintle and Huntley (1979a,b, 1980) developed 
three dating methods for 4 to Ilym diameter grains, although 
they eventually settled on one as the preferred method. The 
work was based on the dating of ocean sediments for which 
they assumed the zeroing mechanism to be exposure to sunlight, 
although they conceded that other zeroing mechanisms might 
be operating. A 275W Sylvania sunlamp was used to simulate 
sunlight. From a plot of the fraction of TL remaining 
versus sunlamp exposure (Wintle and Huntley, 1979b) they 
divided the natural TL of a sediment sample into two 
components
Inat Io + I (9.1)
where I is the residual TL at the time of deposition and 
1^ is the TL due to exposure to ionizing radiation since 
deposition. The justification for this division was that
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initially the TL was readily bleached by the sunlamp, but 
that beyond 1000 min. of exposure, no decrease was noted 
(Wintle and Huntley, 1980). They thought that the 
residual TL was made up of two components: one due to
trapped electrons which were unaffected by the bleaching 
(an alternative explanation will be given in section 14.5) 
and the other from biogenic silica. By bleaching samples 
given different y doses they showed that the fraction of 
TL remaining after a given exposure time was independent 
of the dose received prior to bleaching, but was a function 
of glow curve temperature. The explanation given for the 
temperature dependence was:
"TL sensitivity changes which occur after exposure 
to the sunlamp and occur to a different extent for 
different glow curve temperatures"
although no justification for this statement was given.
Three methods for measuring the equivalent dose were 
then introduced. In method (a) all but a fraction f of the 
1^ component was eliminated with a 40 min. sunlamp exposure 
(using a lamp to sample distance of 35 cm) and the y dose G 
required to bring the TL up to the original value was 
determined. The equivalent dose was then given by
ED = - ~ j  . (9.2)
To measure f the sample was bleached down to the residual 
(thus giving I ), then given a known y dose and a 40 min. 
sunlamp exposure, so that f was given by the fraction of 
the TL due to the y dose which remained after the final
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sunlamp exposure. They found that G was not a function of 
glow curve temperature, but as f was, ED would also be. To 
get around this problem, for all analysis temperatures of a 
particular sample they used f = 0.16, the value at 267°C 
where they stated that experiments indicated there was no 
sensitivity change after the sunlamp exposure, however such 
a statement was not supported by any evidence. Even so, 
they hadn't proved that the variation of f with temperature 
was caused by a sensitivity change after the sunlamp 
exposure. In addition, no argument was given for measuring 
G at one temperature and f at another when the latter was 
known to be a function of temperature.
In method (b) there was no need to measure f. Using 
the same procedure as in method (a), G was determined for 
the natural TL, and for other aliquots which were given y 
doses (T) in addition to the natural dose. G versus r is 
shown in Fig. 9.1 for one of their samples. The equivalent 
dose was obtained by extrapolation to G=0, as shown.
Method (c) was a simplified version of method (b).
The reduction R in the TL caused by a 15 min. sunlamp 
exposure of aliquots given a variety of y doses (D in 
addition to the natural dose was measured and extrapolated 
to R=0 to give the equivalent dose. An alternative way of 
plotting this is shown in Fig. 9.2.
In both methods (b) and (c) no allowance was made 
for the sensitivity change they stated was caused by sunlamp 
exposures. This would have the effect of shifting the line 
in Fig. 9.1 and the natural +y+ bleach line in Fig. 9.2, and
Gamma dose Y (Gy)
Fig. 9.1. The G-T method (method (b)) of Wintle and Huntley 
(1980) for their sample RC8-39 118 cm.
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Fig. 9.2. The R-T method (method (c)) of Wintle 
and Huntley (1980).
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so lead to a different equivalent dose. Another problem 
with these two methods is that they assume a linear growth 
of TL for the extrapolation to yield the correct equivalent 
dose. (Of course a non-linear extrapolation could be used 
if thought appropriate, but its functional form would 
require some justification).
None of the three methods enable one to gauge whether 
the sunlamp bleaching causes sensitivity changes or whether 
I as measured is indeed the TL signal remaining at the time 
of deposition.
The potassium contents were obtained commercially 
while the 2 3 8U, 2 3 5U and 2 32,Th decay chain contributions 
were derived from thick source a counting. In the latter 
the 232Th chain activity was obtained by pair counting and 
corrections were applied for the 2 3 0Th and 231Pa continuously 
precipitated onto the ocean floor (but no correction was made 
for disequilibrium between 238U and 234U, known to have a 
constant ratio in the deep ocean). Water contents were 
measured or assumed and the age equation used made allowance 
for the decay of unsupported 2 3 0rrh and 231Pa.
Several other sources of error and corrections were 
discussed and the results obtained by method (a) for one 
deep ocean core were compared with dates derived from the 
relative abundance of the diatom Cycladophora davisiana.
Two of the TL dates agree well; the other four are somewhat 
higher, but agree within the total known uncertainty of ~18%. 
However the dates are strongly dependent on the choice of a 
value for f.
Method (c) was recommended as the best to use, and was 
applied in subsequent papers (see below), but no comparison
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of the ages obtained by it and known ages was made. Indeed, 
for only one sample (RC8-39 118 cm) is there sufficient data 
given to make a comparison, and this yields an age of about 
lh times that given by C. davisiana.
Wintle (1981) used method (c) to date Devensian 
loesses in southern England, but although the ages were 
not inconsistent with expectations, none of the samples 
had been accurately dated by other methods. The same method 
was also used by Berger and Huntley (1982) in a study of 
glacial till and glaciolacustrine silt, however instead of 
using the bulk mineral fine grain fraction, the quartz and 
feldspar fine grain fractions were separated. Only the 
latter yielded reasonable dates.
The first attempt to date Australian sediments was 
performed by Mortlock and Price (1980). They noted that 
the TL of 90 to 150ym diameter grains of quartz increased 
with depth down a core from Lake George, N.S.W., but found 
that for most samples the natural TL signal lay in a non­
linear part of the growth curve. The uppermost sample's 
TL signal lay just before this non-linear region, so using 
the quartz inclusion additive method for pottery, the 
equivalent dose was obtained by extrapolation. Given the 
non-linear shape of the growth curve, however, it is 
doubtful that such an extrapolation is valid. No account 
was taken of the finite TL signal remaining at deposition, 
the water content of samples collected from the bottom of 
a lake, or disequilibrium in the decay chains which one would 
expect to be severe for samples immersed in an aqueous
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environment for most of their history. Radioactive contents 
were obtained from XRF.
Singhvi et al. (1982) produced a set of dates for 
Indian sand dunes, using a method similar to method (a) 
of Wintle and Huntley (1980). The equivalent dose was 
obtained using (9.2) but in this case f was taken to be 
the fraction of the natural signal remaining after a 
prolonged (1000 min.) 300 W Wotan sunlamp bleach, the 
assumption being that in nature all but a finite unbleachable 
residual would be removed by the intense desert solar 
radiation. G was measured using the usual additive dose 
method for pottery which assumes linearity of the TL growth. 
They thought that non-linearity would not be a problem "in 
view of the low equivalent doses" of their samples, even 
though one was as high as 168.6 Gy. They thought that 
their method would circumvent any error due to sensitivity 
changes following a sunlamp exposure, but did not consider 
the possibility of this in their determination of f. Again 
f showed a variation with glow curve temperature, but 
fortunately the equivalent doses did not.
The method was used for 1 to 8ym diameter grains and 
no water correction was thought necessary as the average 
water content in stabilized dunes does not exceed 1-2%.
The potassium contents were obtained by y spectrometry 
and thick source a counting was used to derive the uranium 
and thorium decay chain contributions. Disequilibrium was 
not considered. Of the 8 samples, only 3 could be compared 
to TL pottery or radiocarbon dates, with 2 of the sample ages 
showing some agreement.
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Several days later two more papers on the TL dating 
of Australian sediments were given at the First Australian 
Archaeometry Conference held in Sydney in February 1982.
That of Readhead (1982) will be the subject of chapter 13.
The other, by Smith et al. (1982), reported the dating of 
marine sediments from Spencer Gulf, S.A. Both 90 to 125ym 
diameter quartz grains and 4 to Ilym diameter bulk mineral 
grains were used. For most samples the equivalent dose was 
obtained using the additive dose procedure, but as the 
natural TL signal from some samples was approaching saturation 
an exponential, rather than linear, extrapolation was used 
for these. In such cases the errors involved were large.
The residual TL was measured directly by giving each sample 
a long exposure to natural sunlight. For some samples the 
equivalent doses were obtained using methods (b) and (c) 
of Wintle and Huntley (1980) .
Potassium contents were determined using atomic 
absorption spectroscopy, while the uranium and thorium 
contents were measured using neutron activation analysis 
(NAA) and thick source a counting. Both methods produced 
similar thorium contents, but the uranium contents as 
measured by NAA were consistently higher than those obtained 
by a counting, indicating the presence of disequilibrium 
in the 238U decay chain. No correction was applied for 
this. Although the need for a water correction was 
acknowledged, it is not apparent what water content was 
used.
Some results agreed with expected ages, but others 
were too old, suggesting incomplete bleaching of the TL at
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the time of deposition in the aqueous environment. This 
conclusion was supported by lack of a uniform plateau for 
such samples.
Other papers on the TL dating of sediments were 
presented at the Third Specialist Seminar on TL and ESR 
Dating, held in Denmark in July 1982. Apart from the first 
two papers discussed below (of which this author has copies), 
the discussion must be limited to any details included in 
the abstracts.
In response to the possiblity that the fine grain 
ages may reflect more recent dust blown onto and being 
washed into older sand dunes (Pye, 19 82) , Singhvi et al. 
(1983) dated the same samples considered by Singhvi et al.
(19 82) , using the same method, but with 90 to 105ym diameter 
grains of quartz. Some ages agreed quite well, but many 
quartz coarse grain ages were considerably less than the 
fine grain ages. Only in one case was the fine grain age 
considerably less.
Huntley et al. (1983) carried out a dating programme, 
using method (c) of Wintle and Huntley (1980) , on over 40 
samples belonging to sets of various Canadian sediment types 
such as aeolian, river, lake and bog. The purpose was to 
ascertain what types of sediments could be dated by TL, but 
as method (c) has yet to be shown to produce consistently 
correct ages for samples zeroed by sunlight, let alone 
correct ages for samples zeroed by some other mechanism 
such as grinding effects, it is difficult to see how such 
a study could determine the datability or otherwise of 
various sediment types.
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Pröszyriska (1983) found that a non-linear TL growth 
for Polish loess precluded the use of method (c) of Wintle 
and Huntley (1980) for determining the equivalent doses. 
Instead she bleached the samples down to the residual level 
with a 450 min. exposure to a mercury sunlamp and built up 
a secondary growth curve, to which the natural TL output 
was compared. This is similar to the method first introduced 
by Readhead (1982).
Olsen et al. (1983) used the additive method for 0.1 
to 0.3 mm diameter alkali felspar grains extracted from 
Norwegian fluvioglacial deposits. A correction for the 
residual, obtained by exposing the samples to a sunlamp 
for 20 hr whilst immersed in water, was included in the 
regression equation. The feldspar inclusion method was 
also used by Kronborg (1983) for dating Danish interglacial 
and interstadial waterlaid deposits. In a study of the 
zeroing process, he found that interposition of 80 cm of 
water caused no reduction in the bleaching efficiency of 
a sunlamp.
Murray et al. (1983) found saturation effects to 
preclude accurate dates by the fine grain method for 
inwashed material derived from glacial deposits in Scotland. 
Rendell et al. (1983) obtained linear growth curves for 2 to 
10ym diameter fine grains from loess deposits in Pakistan, 
but bleaching experiments led to uncertainties in the 
absolute age estimates. Hütt et al. (1983) used both the 
fine grain and feldspar inclusion techniques for Norwegian 
deposits, and although finding a relatively large spread
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in the ages within each layer, found the mean age for each 
layer to become consistently older downwards.
Other studies included those of Junger (1983) on 
organic deposits situated under moraine in Finland; on 
loess in Germany and Poland (Wintle and Proszyriska, 1983); 
on Himalayan and Antarctic glacier dust (Bhandari et al., 
1983) and on sand dunes at Roonka, South Australia (Prescott, 
1983) .
Other work performed at this laboratory, but as yet 
unpublished, include the dating of central Australian sand 
dunes by G. Gardner (using a simplified version of the method 
described in chapter 13) and the dating of mud flow sediments 
from Lanyon and Campbell Park in the A.C.T., by D.M. Price 
(using a method similar to that described in chapter 15).
Nearly all of the studies on sediments show evidence 
for zeroing occurring at the time of weathering, transport 
and/or deposition. However little research has been done 
on the mechanisms apart from the observation that exposure 
to sunlight dramatically reduces the TL. For many types of 
sediments, such as sand dunes, this is the most likely 
cause, but other sediment types receive little exposure 
to sunlight during transport and deposition. Alternatives 
such as mechanical grinding and chemical changes occurring 
during or after deposition have received scant attention.
Wintle and Huntley (1982) listed some questions 
which still need to be answered and towards which future
research should be directed. These include:
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a) Which contribution(s) to the TL is(are) zeroed?
b) What is(are) the zeroing mechanism(s)?
c) When does zeroing occur?
d) How can the equivalent dose be obtained when 
non-linearity in the TL growth occurs?
e) Which minerals or mineral fractions give reliable 
results?
f) Which grain size range should be used?
g) How can anomalous fading be circumvented?
h) How can the mobility of uranium in sediments be 
recognized and allowed for?
i) How can the best estimate of the mean effective water 
content be obtained?
Although most of the research reported in part 2 
of this thesis was completed before these questions were 
posed, many of these problems were tackled and the results 
are reported there.
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Part I I
Experimental Work
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CHAPTER 10
SITES AND SAMPLES FOR TH E R M O L U M I N E S C E N C E  DATING 
10.1 Introduction
In the development of a new TL dating technique for 
sediments it is necessary that tests be carried out on 
known-age samples. The known-age samples should be chosen 
to cover the time span to which the new method is intended 
to apply. If the ages agree then the new TL method used 
may be applicable to those types of sediments, however it 
should be stressed that it may not be applicable for other 
sorts of sediments. The reason for this is that the TL 
zeroing conditions may be dissimilar and there could be 
other complications, such as a quite different kind of 
ionizing radiation environment, one of which is susceptible 
to gross decay chain disequilibrium while the other is not. 
If there is a small systematic discrepancy between the TL 
and other ages, then this would indicate that the method 
used may have some faults or further complications which 
have been overlooked. Alternatively, the other dating 
technique may be at fault. If the ages are completely 
different then a whole new approach may be needed, or else 
there is something seriously wrong with the other dating 
technique.
It was stated in chapter 7 that the great value in 
the TL dating of sediments should be its ability to provide 
ages where no other technique can. Herein lies a problem
325
in obtaining known-age samples, for there are invariably 
no other reliable ages available to compare any new TL 
sediment ages with, or if there are, the time span covered 
may not be sufficiently large.
The chronology of some sedimentary systems has been 
well established by the radiocarbon dating of suitable 
material contained in them. Although this method does not 
usually date the time of deposition of the sediments directly, 
there is often little ambiguity in correlating the radio­
carbon and sediment ages, except when strata in different 
locations are cross-correlated with radiocarbon ages 
obtained from elsewhere. Hence this technique can be 
considered as providing a fairly reliable and well established 
chronology with which to compare TL sediment ages, providing 
the 5730 yr half-life of 14C is used. (Radiocarbon ages are 
usually quoted using a 5568 yr half-life for 14C, although 
the 5730 yr half-life is known to be more accurate.) In 
this thesis any radiocarbon ages quoted will be based on 
the 5730 yr half-life, unless otherwise stated. Conventional 
TL dating of pottery or fireplaces contained within some 
sediments also forms a valid basis for comparison.
10.2 Mungo
The Australian site with the best established chrono­
logy is undoubtedly that of Mungo in western New South Wales. 
It lies on the semi-arid eastern edge of the continental 
dune field and its location is shown in Fig. 10.1, along 
with several other places referred to later in part 2.
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The site lies approximately 100 km northeast of Mildura 
and in Pleistocene times lay by the edge of a lake (which 
is now dry) called Lake Mungo. This lake was one of 
several which formed a terminal drainage system on the 
Willandra Creek, a distributary stream which leaves the 
Lachlan River. Nowadays this stream only carries water 
during peak discharges or times of flood, but during the 
Pleistocene period it carried sufficient water to keep the 
Willandra Lakes full for long periods of time. The water 
overflowed from the last lake in the chain, Lake Arumpo, 
and was carried by a channel to the Murrumbidgee River.
The discovery of human remains and stone artifacts 
has made it the most important, as well as being one of 
the oldest, archaeological sites yet discovered in 
Australia. The site also records an important geomagnetic 
excursion, one of only a few which have been detected any­
where in the world in the current Brunhes epoch. Because 
of the importance of the site, radiocarbon dating and some 
conventional TL dating of fireplaces has been extensive 
there. Hence as Mungo had a well established chronology 
and is an important world site from a geomorphological, 
archaeological and archaeomagnetic point of view, it was 
chosen as the most appropriate site from which to collect 
samples for TL dating.
The relic lake lies approximately 80m above sea level 
and has a high lunette, of up to 37m above the lake floor 
(Bowler et al., 1970), on its eastern margin. This is 
known as the "Walls of China" and is subject to extensive
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modern erosion, which has led to the presence of mobile 
dunes to the east. The western margin is marked by a 
degraded cliff of up to 25m in height (Bowler et al., 1970), 
and longitudinal dunes have been trimmed on this shore by 
high water levels during the Pleistocene period.
Three principal units can be recognized in the 
lunette, termed the Zanci, Mungo and Golgol units (Bowler, 
1970 and 1971). Each of these can be divided into two.
The uppermost unit is the Zanci which is composed of a 
basal zone termed Lower Zanci and an upper zone known as 
Upper Zanci. The Lower Zanci zone consists of well sorted 
sands and as its bedding form resembles that of a modern 
coastal sand dune, it corresponds to a time when the lake 
was full of water. The Upper Zanci zone consists of well 
sorted quartz-rich sands alternating with calcareous silt- 
and clay-rich sands in horizontal laminae thought to have 
been laid down seasonally when the water level in the lake 
was fluctuating and the prevailing westerly winds blew clay 
pellets and sand from the drying floor and shores onto the 
dune. The end of dune building corresponded to the final 
drying of the lake. A calcareous brown to reddish brown 
soil has developed on its top.
The Mungo unit, which underlies the Zanci unit, 
has a lower well sorted quartz-rich red to reddish yellow 
sand zone known as Lower Mungo which is overlain by a 
calcareous clay-rich zone called Upper Mungo. The 
carbonate occurs as fine earth and soft concretions.
The interpretation of its formation is essentially the
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same as that for the Zanci unit, namely the lower zone 
corresponds to lake-full conditions while the upper zone 
was deposited during a time of fluctuating water levels.
A reddish brown soil horizon developed on the upper zone 
prior to deposition of the Lower Zanci zone.
Beneath the Mungo unit is the basal Golgol unit, 
divided into the upper Golgol A and lower Golgol B zones. 
Golgol A is a yellowish red calcareous soil with hard 
nodular to massive laminated calcrete, developed on the 
red quartz sands of Golgol B. The development of a mature 
soil points to a much greater antiquity than the overlying 
Mungo unit.
As the bedding is clear or the structures are quite 
solid, the layers from the Walls of China will be classed 
as "consolidated", to differentiate them from the loose 
crumbly longitudinal dunes at Mungo, which will be called 
"unconsolidated".
In 1968 J.M. Bowler came across stone tools and mussel 
shells bearing an encrustation of carbonate and eroding out 
of a midden in the Upper Mungo zone (Bowler et al., 1970). 
Their location in the dunes implied human transport being 
involved. Bowler also noticed burnt carbonate-encrusted 
bones protruding and an excavation revealed a human skeleton, 
later called Mungo I. Research showed that she had been 
cremated and pulverized about 26.2 ±1.0 kyr BP (Bowler 
et al., 1972), and this is so far the earliest evidence 
for ritual cremation in the world (Flood, 1983). Nearby 
were fifteen patches of black deposit containing charcoal, 
burnt animal and fish bones, fresh-water mussel shells,
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emu egg shells and also some stone artifacts. These were 
interpreted as fireplaces. Some more fragmentary burnt 
human bones were also discovered and these were called 
Mungo II.
In 1974 Bowler found part of a human skull eroding 
out of the sands (Bowler and Thorne, 1976) and this time 
excavation revealed a shallow grave containing a whole 
uncremated human skeleton thickly coated with red ochre, 
again some of the earliest evidence in the world of the 
use of this material in ritual practices. He was called 
Mungo III. Both Mungo I and III were fine-featured and 
gracile (lightly built), in fact more so than the twentieth 
century Aboriginal inhabitants of the region (Flood, 1983).
Since then many human remains have been found in the 
Willandra Lakes region, but none have been found in the 
Golgol unit. One of the remains, Willandra Lakes hominid 
50 (WLH 50) consisted of the skull and some arm, hand and 
foot bones, and was found on the surface of the ground 
near Lake Garnpung. The bones were not found in situ and 
may have eroded out of the Mungo unit. Radiocarbon and 
trace element analysis places them at more than 25 to 30 
kyr BP (Flood, 1983), and thus of a similar age to Mungo I 
and III. However the bones of WLH 50 may be of great 
antiquity as all the normal phosphate in the bone has been 
replaced by silicates. The bones are very robust (heavily 
built) and the brain was large. One intriguing consequence 
of this discovery is that both the gracile and robust forms 
were living in the same region at the same time.
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The evidence of many artifacts and fireplaces around 
the Willandra Lakes points to the Pleistocene exploitation 
of the fresh-water environment. During spring and summer 
the Aborigines caught fish and collected mussels from the 
lakes and during winter spread out over the surrounding 
plains in search of other food. Although the Willandra 
Lakes are no longer considered as the oldest archaeological 
site in Australia, the richness of the finds still make it 
the most important.
In a study on the Aboriginal fireplaces along the 
Lake Mungo lunette (Barbetti, 1973), a group of fireplaces 
was found whose thermoremnant magnetism recorded a 
geomagnetic excursion of up to 120° from the present 
field direction between at least 31.68 ± 0.54 and 28.95 ± 0.38 
kyr BP (based on radiocarbon dating), with very high field 
strengths of between approximately 80 and 160 A/m (Barbetti 
and McElhinny, 1976). The present field strength there is 
about 48 A/m. After the excursion the field strength 
decreased to between 16 and 24 A/m and there was also 
evidence of a second excursion associated with field 
strengths of between 8 and 16 A/m. This second excursion 
occurred around 26,000 years ago.
10.3 Previous dating at Mungo
As part of a geomorphological study of the Willandra 
Lakes , Bowler (19 70) dated a suite of samples of charcoal,
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shells, lake derived carbonates and soil carbonates by the 
radiocarbon method. The latter carbonates yielded ages 
which were younger than the sediments in which they were 
found, but a consistent pattern emerged from the other 
samples, the dates for which are given by Polach et al.
(1970). The beginning and end of the deposition of 
different sedimentary zones varies slightly from one lake 
to another, but for Lake Mungo the chronology, based on 
the ages with a 14C half-life of 5568 yr, is as follows 
(Bowler, 1970).
The Golgol sediments lie beyond the range of radio­
carbon dating and so cannot be dated by the technique, but 
the deposition occurred well before 40,000 yr BP. High 
water levels persisted from before 40,000 to 26,000 yr BP, 
during which time the Lower Mungo zone was deposited.
Soon after this date the water level began to fluctuate 
and the Upper Mungo zone was laid down. This situation 
continued until 23,000 yr BP, when high water levels again 
occurred. From 23,000 to 17,500 yr BP the Lower Zanci zone 
was deposited under this lake-full regime. Low water 
oscillations then occurred until 15,000 yr BP when the 
lake finally dried up, although after about 16,500 yr BP 
sediments were more frequently deposited near the floor 
of the lake than on top of the lunette. The above ages 
are of course approximate, as none of the samples directly 
dates the start or finish of a particular phase.
Barbetti (1973) also dated many fireplaces by the 
radiocarbon method as part of his study of archaeomagnetism.
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The ages are given by Barbetti and McElhinny (1972, 1976) 
and Barbetti and Polach (1973). Charcoal from each fire­
place was used in the dating and as some of these samples 
were also dated by conventional TL methods for heated 
material (see below) they provide a useful comparison 
of the two techniques. These fireplaces came from the 
Lower Mungo zone and just below one of the samples (MWC4) 
dated in this work, so the TL sediment age of this sample 
should be less.
The first TL dating at Mungo was performed by Adams 
(1973) on the fireplace of Barbetti (1973) designated F7-5. 
The quartz inclusion method did not yield an equivalent 
dose plateau so the fine grain additive dose method was 
used instead and a good equivalent 3 dose plateau was 
obtained. The dose rate calculations were based on a 
counting for the uranium and thorium contributions, and 
flame photometry for the potassium contribution. The age 
obtained was 30.4 ± 3.4 kyr BP (Adams and Mortlock. 1974). 
The method used had not considered the possibility of 
disequilibrium in the decay chains, had assumed the TL 
growth to be linear and had not considered anomalous fading 
(which at the time was not known about).
Initial studies by Bell (1978) on this same fireplace 
and others at Mungo indicated anomalous fading to occur 
for the TL of the fine grains, which may mean that the 
above date is an underestimate, other things being equal. 
With a counting to obtain the uranium and thorium contri­
butions to the dose rates and XRF to obtain the potassium
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contributions, and using the same procedure to obtain 
equivalent 3 doses, but this time with quartz inclusions, 
which gave good
______________TL from natural d o s e _______________
TL from natural + artificial 3 dose - TL from natural dose
plateaux, Bell obtained the ages listed in Table 10.1 for 
the fireplaces designated by Barbetti (1973) as F6, 7, 8 
and 9.
Although the additive dose method had been used, the 
3 doses given in addition to the natural dose were chosen 
to be small so that they would lie on a straight line, 
enabling the usual linear extrapolation to be used. This 
was done even though he had shown the equivalent doses to 
lie just below a region of marked non-linearity. It will 
be seen in chapter 15 that the growth curves of Mungo 
quartz from the sediments in general display a non-linear 
growth at lower doses before being heated. Although a 
linear growth at low doses may occur after heating to high 
temperatures for a long period of time, as in a fireplace, 
this is not certain and Bell's approach may have been invalid. 
If so, then the ages he obtained would be too large. In 
addition, no tests were carried out to check for anomalous 
fading of the TL of coarse grain quartz, and disequilibrium 
was not considered.
The third set of TL ages on these fireplaces at Mungo 
was provided by Huxtable and Aitken (1977). They found the 
fine grain TL signal to contain a spurious component, so they 
also used the quartz inclusion method, but this time used
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an exponential extrapolation with the additive dose method, 
as the TL growth showed signs of non-linearity. From the 
experimental data given, the value of the constant multiplier 
used in the exponent may have been in considerable error, 
and so the ages may be systematically in error. Dose rates 
were obtained from unspecified radioactive and chemical 
analyses, and again disequilibrium was not considered. For 
some of Barbetti's (1973) fireplaces several specimens were 
dated and the ages are given in Table 10.1. The results 
show a large scatter and again no tests for anomalous fading 
were reported.
One feature of the comparison of TL and radiocarbon 
ages is that although the results of Huxtable and Aitken are 
scattered, on average the dates are about 3500 yr older than 
the radiocarbon dates. Bell's results are much more consistent 
and show systematically larger ages of 4,500 yr. He thought 
that the explanation might be that if the geomagnetic 
excursion had been worldwide in extent then the 14C content 
in the carbon exchange reservoir would have been greater than 
at present, and so the radiocarbon ages would be too young. 
However subsequent palaeomagnetic studies have so far not 
been able to confirm the worldwide extent of the excursion.
Other possible explanations for the difference between 
TL and radiocarbon ages are that in both cases disequilibrium 
was not considered, and the extrapolation used to obtain the 
equivalent doses may not have been correct. In the case of 
Bell's ages a linear extrapolation may well have led to an 
over-estimate of the ages.
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However a more definite explanation has been forthcoming 
quite recently. In a re-evaluation of radiocarbon ages from 
the Willandra Lakes, J. Bowler, I. McBride and J. Head (1984, 
private communication) have found that ages in excess of about 
25,000 yr BP, and based on the analysis of organic carbon, 
such as from charcoal, are consistently too young in comparison 
to ages based on inorganic carbon, such as from shells. By 
fractionating the samples of organic carbon, they found that 
in some cases the ages obtained from the soluble fractions 
were greater than those from the insoluble residue, but in 
other cases the situation was reversed. Although the 
mechanism is not yet clear, it appeared that the organic 
carbon was reacting with modern carbon washed through the 
samples, even in the semi-arid environment of the Willandra 
Lakes. The uptake of modern carbon becomes apparent for 
samples more than 15,000 yr old, but becomes very significant 
at about 25,000 yr, when the activity of the initial 14C is 
quite low.
The ages of Barbetti's fireplaces were based on bulk 
samples of charcoal, and hence were an average of the two 
fractions. It is thought that the original radiocarbon 
ages should be increased by about 5000 yr, which would tend 
to bring them closer to the TL ages. As far as the climatic 
sequences are concerned, there now appears to be strong 
evidence for a lake-dry stage at about 35,000 yr BP, and 
it is no longer certain whether the drying which post-dated 
the fireplaces is this event, or indeed is a separate event 
commencing at about 26,000 yr BP (based on a 14C half-life 
of 5568 yr) as originally thought.
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10.4 Samples collected for the thermoluminescence dating of
sediments
All of the dating described in the preceding section 
had been confined to the Zanci and Mungo units of the lunette. 
No dating of the Golgol unit had been performed by TL as 
there were no fireplaces contained within it. The ages of 
the unit were also beyond the range of the radiocarbon method. 
In addition, no attempt had been made to date the longitudinal 
dunes as there was no suitable material in them for radio­
carbon or conventional TL dating. Hence only ages spanning 
some 20,000 years could be compared with TL sediment ages, 
and then only with samples from the lunette. In spite of 
this limitation samples were collected from undated locations 
in the hope that if the TL sediment ages agreed with the 
radiocarbon or conventional TL ages for samples from the 
Zanci and Mungo units, then there might be some justification 
for accepting TL ages from other samples if they were of a 
similar magnitude.
Six samples of approximately 500g each, one from each 
zone, and designated MWC1, 2, 3, 4, 5 and 6 were collected 
from places exposed by erosion gullies running through the 
Walls of China. Fig. 10.2 shows the general terrain from 
which they were taken. Their locations are shown in Fig.
10.3. (Note that the notation of MWC4, 5 and 6 differs from 
that of Fig. 1 of Readhead (1982)) . The cross-section shown 
bisects the geomagnetic excursion.site of Barbetti and 
McElhinny (1972) and so the ages of fireplaces F6, 7, 8,9 
and 12 correspond to the lower part of the Lower Mungo zone
in this part of the Walls of China. MWC4 lay just above these
■»fireplaces but was separated from them by a grey coloured
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layer. Hence it should possess a younger age than the 
fireplaces, but it is not possible to ascertain what the 
time difference should be, as the time taken to deposit 
this intervening layer is not known. Nevertheless, MWC4 
should have been deposited before the end of the Mungo lake- 
full stage.
To calculate the cosmic ray dose rates the latitude, 
longitude, altitude and depth of burial of the samples is 
required. The site lay approximately 80m above sea level 
and had coordinates of 143° 7' E and 34° 47' S. Due to the 
extensive erosion which has occurred it is not obvious what 
the average burial depth will have been over the course of 
a sample's burial. In the preliminary dating programme of 
chapter 13 MWC1 was assumed to have been at a depth of 26cm, 
which was its depth of burial upon collection. The other 
samples were assumed to have been buried at a mass-depth of 
100g/cm2. In the final dating programme of Chapter 15 the 
burial depths of MWC1, 2, 3, 4, 5 and 6 were assumed to be 
1, 1, 0.8, 1, 2 and lm, respectively.
Another six samples, designated MASH1, 2, 3, 4, 5 and 
6, were collected from a road cutting bisecting a longitudinal 
dune (143° 2'E, 34°43'S and approximately 80m above sea level) 
of yellowish red sands to the west of the lake (Fig. 10.4), 
at depths of 0, 0.70, 1.40, 2.36, 3.25 and 4.15m, respectively, 
below the surface.
The dune lies on the eastern extremity of the continental 
dune field and is now stabilized by a cover of vegetation. The 
age of deposition may be representative of the dune building
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phase across the country, but if not, is at least representa­
tive of the dune building phase in that region. Bowler (1970) 
stated that the initial stage of dune building in the Willandra 
Lakes region should pre-date the lake-full stage corresponding 
to deposition of the Lower Mungo zone. He based this conclusion 
on evidence that the overflow channel from Lake Arumpo to the 
Murrumbidgee River, established during the lake-full stage 
of the Mungo phase, runs through the linear dunes and is in 
part controlled by them. The longitudinal dunes were trimmed 
on their eastern extremities by water in the lakes during 
the last lake-full stage, so the final period of deposition 
should precede the end of that lake-full period. Hence the 
deposition should have commenced before about 40,000 yr BP 
and dune activity should have ceased by 17,500 yr BP.
The location of the two Mungo sites is shown in Fig.
10.5.
In the course of the preliminary dating programme 
described in chapter 13, it became apparent that the TL ages 
from the longitudinal dune steadily increased with depth from 
an age post-dating the last lake-full stage, in contradiction 
to the geomorphological evidence outlined above. The dune 
was of only one unit so it had been expected that all six 
ages should be similar. One possible explanation for the 
increase in apparent TL age with depth could be that biological 
activity had resulted in grains being brought to the surface 
for re-zeroing, the number so re-zeroed decreasing with depth 
and fall off in biological activity. Wind could play a 
similar role.
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inner lake floor 
terraced lake floor 
lunette
regular linear dunes 
irregular sub-parabolic dunes
Fig. 10.5. Location of the sampling sites at Mungo 
(geomorphological detail after Bowler, 1970).
a) Walls of China site.
b) Longitudinal dune site.
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To test this hypothesis twelve samples were collected 
from a rail cutting through a longitudinal dune at Nyah West 
in northwestern Victoria (see Figs. 10.1, 10.6 and 10.7). The 
site is also 80m above sea level and has coordinates of 143°21'E 
and 35°11,20,'S. The dune is divided into several units, the 
upper four being called Hyalite, Sipeewa, Bymue and Tooleybuc 
by Churchward (1961). Each unit has soft nodular carbonate 
horizons which are the sub-soils of the palaeosols. Pedogenesis 
has destroyed the original bedding in all but the Kyalite unit. 
As each unit represents a quite different depositional time, 
the ages should increase abruptly in going from one unit to 
the next lower one, although a steady increase with depth in 
apparent TL ages may still occur at the top of each unit 
before deposition of the next unit on top stopped any effects 
of biological activity or wind. As the dune is now quite 
solid the sediments will be referred to as "consolidated" 
in contrast to the crumbly sands of the longitudinal dune 
at Mungo.
In one section of the rail cutting the units are 
closely spaced, but a few metres further south the top units 
thicken. Four samples spaced approximately 0.5m apart were 
taken from this wide section and designated NW1, 2, 3 and 4 
from the top to bottom. Where the units were closely spaced 
eight further samples, designated NW5, 6, 7, 8, 9, 10, 11 and 
12, were collected at depths of 0.50, 1.30, 1.75, 2.50, 2.90, 
3.55, 4.15 and 5.10m, respectively, from the top (Fig. 10.7).
It is not clear exactly where one unit ends and the next 
begins, so the assignment of samples to units as shown in
Fig. 10.6. The longitudinal dune rail cutting at Nyah West 
from which NW1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 
and 12 were collected. Note the four distinct 
units.
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0 4 8 12
Metres
Fig. 10.7. Nyah West railway cutting showing sampling sites.
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Fig. 10.7 is only approximate. In particular it is not 
obvious from which unit NW7 came, but it was thought to 
be from the Bymue unit.
The site is not totally bereft of any radiocarbon 
dates. Bowler and Polach (1971) dated three samples at 
depths of 0.68-0.78, 2.44-2.60 and 3.96-4.10m, although 
given the lateral variation in thickness of the units, they 
cannot be directly related to the TL samples. Nevertheless 
they came from near the top of the Speewa, Bymue and Tooleybuc 
units and were designated ANU-183, 184 and 185, respectively. 
(Note that Bowler and Polach stated that the samples came 
from the Kyalite, Speewa and Bymue units, but it has been 
recently realized (Bowler, 1984, private communication), 
that this original assignment was incorrect.) Dating was 
based on soil carbonates and ages of 16.00 ±0.26, 24.70 ±
0.94 and 30.62 ±^*25 (using the 5730 yr half-life of
14C) were obtained. By a regional relationship of soil­
sedimentary layers, Bowler (1970) independently estimated 
the ages to be 12-20, 30 and >30 kyr BP, respectively, and 
attributed the young radiocarbon ages of ANU-184 and 185 to 
be due to contamination by more modern carbon. More recently 
(Bowler, 1980) he has proposed a correlation between the 
Zanci and Kyalite units, the Mungo and Speewa units, the 
Golgol and Bymue units (at about 130,000-160,000 yr BP) 
and a pre-Golgol unit and the Tooleybuc unit (at about 
260,000-290,000 yr BP).
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CHAPTER 11
THE EQUIPMENT AND ITS C A L IBRA TION
11.1 Introduction
This chapter describes the equipment belonging to 
the TL dating laboratory which was used extensively 
throughout this work. The equipment used for the XRF 
and flame photometric determinations will be described 
in chapter 14. After detailing the criteria used for 
choosing TL measuring equipment in section 11.2, that 
which was used is described in section 11.3. Sections 
11.4 and 11.5 deal with the radioactive irradiation facilities 
and the calibration of the radioactive sources used, and 
section 11.5 lists the criteria for selecting thick source 
a particle counting equipment. In section 11.7 two early 
a counters are briefly mentioned, and then a new a counter 
which was built and used extensively in the final dating 
programme is described. With this device high count-rates 
were achieved, as was the ready discrimination between the 
uranium and thorium decay chain a emitters. Section 11.8 
describes the sample preparation used for a counting and 
section 11.9 reports the calibration of the new a counter.
11.2 Criteria for selecting thermoluminescence measuring 
equipment
To quantitatively measure the TL of a sample for age
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determination it is necessary to heat it in a uniform and 
reproducible manner, to collect as much of the TL as 
possible and to only record TL induced by ionizing radiation. 
The first requirement is necessary so that the TL signal 
from an artificial laboratory irradiation can be compared 
with the natural TL (NTL) emission. As the TL intensity 
at low doses is generally weak (Aitken and Fleming (1972) 
state that a typical archaeological pottery sample emits 
about 105 photons/sec./sr., or roughly 10“11 lumens/sr.), 
the solid angle of light collection should be large. The 
light detection system should be sensitive and preferably 
have a spectral response which matches the light emitted 
by the sample.
From (5.7) and (5.14) it is clear that the TL 
intensity increases with the heating rate, so rapid heating 
is also desirable. Unfortunately, high heating rates lead 
to thermal lag in a sample, with resultant non-uniform 
heating, as well as broadening of the TL peaks.
As the temperature is increased thermal radiation 
from the sample and its mount becomes important and at 
temperatures in excess of 350°C it may be the dominating 
light signal. To minimize its effect the thermal radiation 
from various parts of the glow oven should be prevented from 
reaching the light detection system. The thermal radiation 
from the sample can largely be removed by interposing 
suitable infra-red and long wavelength visible light 
rejecting filters between the sample and light detection 
system. It is also desirable that this system be insensitive
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to the thermal radiation which is emitted at high tempera­
tures .
TL, induced by means other than ionizing radiation, 
and known as "spurious TL", may be emitted during a glow-out. 
It can be induced in a sample as a result of pressure, 
friction, chemical change or gas adsorption (Aitken, et al., 
1968a), and if of sufficient intensity, may mask the TL 
induced by ionizing radiation. It generally appears at 
around 400°C (Aitken and Fleming, 1972) and as its colour 
is usually in the green-yellow region of the spectrum (Aitken 
and Fleming, 1972), while the TL from quartz which is induced 
by ionizing radiation is blue-violet in colour, it may be 
discriminated against by using appropriate optical filters 
(Fleming, 1969). The spurious TL emission can be lessened 
by heating in an inert, oxygen free atmosphere (Titeand Waine, 
1962; Aitken et al., 1968a).
A further form of non-ionizing-radiation induced TL 
can occur if the sample is exposed to visible or ultra­
violet light, as already mentioned. Although it may be 
desirable to measure this, when this is not the case this 
form of TL can be eliminated by preparing the samples in 
total darkness, or more practically, under those frequencies 
of visible light which do not induce such TL.
The associated electronic equipment should have a 
high signal-to-noise ratio for maximum sensitivity, be able 
to handle the range of signals (amplitude, pulse width and 
frequency) expected from the samples and be relatively free 
from drift and aging (slow changes in circuit parameters, 
etc.) effects, as TL signals from a sample may have to be
354
compared over long periods of time (up to some months). 
Frequently electronic equipment gain will drift with the 
temperature of the room in which it is housed, so it is 
desirable to stabilize this temperature.
11.3 Thermoluminescence measuring equipment used
The system chosen was based on that developed at the 
Research Laboratory for Archaeology and the History of Art, 
Oxford (Aitken and Fleming, 1972), although several modifi­
cations and additions were made. Fig. 11.1 shows the basic 
features of the system used, in block diagram form. The 
photomultiplier tube housing, heating oven and servo-control 
mechanism were taken from an ELSEC 711 TL dating apparatus, 
however some of these components were modified by the author 
and staff of the Physics Department, ANU, to suit the 
requirements of the author.
Samples were placed on disposable aluminium discs 
of 11.4 mm diameter, punched out of sheet aluminium. Prior 
to use these discs were etched in dilute aqua regia (7% HN03, 
10.5% HC1 and 82.5% H20) to remove the aluminium oxide 
which may give a TL signal on heating. When fine grain 
samples were used, they were deposited onto flat discs, 
whereas coarse grain samples were deposited onto discs with 
a 1.7 mm high raised edge (to stop them rolling off) and 
held in place by prior spraying of the disc with Crown Slix-it 
6% Silicone Lube aerosol spray. This spray was found to be 
stable and emit no TL signal when heated from room temperature
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to 800°C, although its adhesive properties were lost at 
such high temperatures. When heating to temperatures in 
excess of 600°C, stainless steel discs were used, as 
aluminium melts at 660°C.
The discs were placed on a heating strip which was 
secured to two nickel-plated copper posts, one of which was 
fixed while the other was free to slide in a groove to 
compensate for the thermal expansion of the heating strip. 
Originally a nichrome heating strip (60.5 mm x 28.8 mm x 0.51 mm) 
was used, but this was found to buckle when heated above 600°C, 
so it was replaced by a titanium strip (60.1 mm x 31.2 mm x 
0.53 mm) which was pre-annealed to prevent buckling. A strip 
of large width was used so that the total area of the disc 
would be uniformly heated.
A chromel-alumei thermocouple was spot welded under­
neath the centre of the titanium strip. The cold junction 
used was an electronic auto-junction which was supplied with 
the glow oven servo-control.
Besides providing a measure of the temperature of 
that part of the heating strip to which it was attached, 
the output from the thermocouple was used to drive the 
servo-control, which heated the strip in a linear and 
reproducible manner (to within 1%). Steady power was fed 
from a transformer at 50 Hz and was limited by silicon- 
controlled rectifiers which only conducted current for a 
portion of each cycle. At higher temperatures heat radiation 
losses from the heating strip lower the heating rate, so by 
measuring the expected and actual temperature of the strip 
and using the voltage difference to time a thyristor firing
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pack, the rectifiers were switched on earlier in each cycle 
to allow more current through.
The servo-control was originally designed to heat 
the strip from room temperature to a maximum of 500°C and 
could either cut-out or be held at the maximum temperature. 
Linear heating rates between 1 and 110°C/sec. were available. 
The servo-control was modified so that the heating rate could 
be varied between 0.1 and 110°C/sec., and a maximum tempera­
ture of up to 800°C could be selected. For most of the 
work a heating rate of 5°C/sec. was used. This value was 
chosen so that the thermal lag of the sample would not be 
too great.
Rapid cooling of the strip was achieved by flowing 
water through the copper posts at a rate of 0.65^/min. To 
restrict the thermal radiation emitted by the heating strip 
from reaching the light detection system a thermally insulated 
nickel heat shield, with a hole cut in it so light from the 
sample could pass, was placed on the strip.
The glow oven was designed so that it could be 
evacuated, so to take advantage of this a vacuum plumbing 
system was designed and attached. Copper pipes were used, 
with the joints silver soldered. Dynavac high vacuum 
valves were used; and a needle valve was included to 
allow slow pumping or admission of a gas to the chamber.
The system was evacuated with a Dynavac backing pump and 
the pressure was monitored with an Edwards CG3 pressure 
gauge and an Edwards Pirani gauge. To assist in the 
evacuation, water vapour was removed by placing lg of P205
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in the glow oven chamber. A pressure of 20ym Hg (at standard 
temperature and pressure) could readily be achieved.
Subsequent to evacuation special grade argon gas, 
containing less than 6vpm oxygen and 12vpm moisture, was 
admitted to the chamber and a flow of 4£/min was maintained 
throughout a heating cycle, to eliminate spurious TL. For 
most of the work, however, it was found to be unnecessary to 
evacuate the oven prior to glowing, as simple flushing out of 
the air by the argon, and maintenance of the flow during a glow- 
out, reduced the spurious TL to non-detectable levels.
The light detection system, comprising a photo­
multiplier tube (PMT) and filters was housed over the heating 
strip. The PMT was an EMI type 9635QB with a biaikaii 
K2CsSb photocathode. Its spectral response falls off 
sharply above about 500 nm, as can be seen in Fig. 11.2, 
so its response to thermal radiation is small. With the 
EHT used its dark current noise (a signal generated by the 
PMT in the absence of light and mainly due to thermal 
emission of electrons from the photocathode) was also low, 
typically less than 10 pulses/sec.
To further decrease the response to thermal radiation 
the PMT was raised above the glow oven by the imposition of 
a 16 mm thick light pipe and two filters. The filter closest 
to the heating strip was a 5mm thick Chance Pilkington HA-3 
heat-reflecting filter and between it and the light pipe 
was one of three filters. Usually a 4 mm thick Corning 
7-59 blue-violet transmitting filter was used as it has a 
broad response and rejects most spurious TL emission, however 
when used above 500°C its response at the red and infra-red 
end of the spectrum was found to be too high, so either an
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Wavelength (ran)
Fig. 11.2. Spectral response of an EMI 9635QB PMT 
(Data from EMI Photomult'ipl'iers catalogue)
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11 mm thick Schott UG11 or 10 mm thick Schott SFK6 filter 
was used. Although these last two filters enable glows to 
800°C to be measured, they restrict the intensity of TL 
emission reaching the PMT somewhat. Fig. 11.3 illustrates 
the transmission characteristics of the filters used.
The EHT applied to the PMT was supplied by an Ortec 
446 High Voltage Power Supply. At first a new Ortec 456 High 
Voltage Power Supply was used, but this was found to generate 
a radio-frequency signal which masked the TL signal. The 
equipment was initially designed so that the EHT unit was 
only switched on during a glow-out, but to maintain long 
term stability a high voltage relay was incorporated so 
that the EHT unit could be left on all the time.
The signal from the photomultiplier was taken in 
pulse form from the anode and fed through an amplifying 
system to a ratemeter. The alternative DC mode of operation, 
in which pulses at the anode are integrated into a current 
and passed through a DC amplifier, was not used, as Aitken 
et al. (1968b) found that the former system was better 
able to discriminate against photomultiplier noise, and 
was less sensitive to changes in photomultiplier and 
amplifier gain. In an example they quoted that a 1% change 
in EHT caused a 13% change in response in the DC mode, but 
only a 2% change with the photon-ratemeter system. 
Unfortunately, at high count rates pulse pile-up occurs, 
leading to a non-linear response. It was found that several 
electronic components (namely a zener diode, resistor and 
capacitor) in the PMT housing supplied were missing.
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Fig. 11.3. Percentage transmittance of colour filters.
-------  Corning 7-59
-------- Schott UG11
Schott SFK6
(Data from Coming Colon Filter Glasses, Schott Color 
Filter Glass and Schott Interference filters and special 
filters catalogues).
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Although their absence did not prevent the system from 
working, the stability and dynamic response of the PMT 
were enhanced after they were inserted.
Initially the negative going pulses from the photo­
multiplier were fed through an Ortec 113 preamplifier,
Ortec 485 amplifier, and Canberra 1431 single channel 
analyser to an Ortec 441 ratemeter, but it was found that 
such a system could not cope with the high light intensities 
experienced during some glow-outs. As a wide range of light 
intensities was experienced between different samples and 
between different TL peaks of the same glow-out, two simple 
methods of reducing the amount of light striking the photo­
cathode could not be used. The two methods, of interposing 
either a neutral density filter or a plate with a small hole 
in it between the sample and the PMT, were impractical 
because they could not readily be inserted or withdrawn 
during a single glow out.
Instead, "fast" amplifying equipment was used. Now 
the anode pulses were fed through an Ortec 9301 preamplifier, 
emerging with widths of 3 nsec., then an Ortec 454 timing 
filter amplifier, Ortec 436 100 MHz voltage discriminator, 
Ortec 9310 dual divide prescaler to an Ortec 9349 log/linear 
ratemeter. The amplifier gain was set to 20 and the time 
constants were adjusted to give the narrowest pulses possible 
(7 nsec.). It was soon found that the built-in anti-noise 
discriminators of the other Ortec modules made the 100 MHz 
discriminator superfluous, so this was removed from the 
system. The prescaler was set to pass only 1 pulse for
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every incoming 10 pulses, and was necessary as the maximum 
ratemeter input of 106 pulses/sec. was frequently exceeded 
with the low temperature TL peak of quartz. For a rapid 
response the time constant of the ratemeter was set to 
30 msec. Towards the end of the work the timing filter 
amplifier was replaced by an Ortec 9302 amplifier/discriminator 
which was found to be more stable and less subject to electrical 
interference. With this a gain of 10 was used; the 
discriminator in the module was by-passed. All of the Ortec 
modules derived their power from an Ortec 401A/402A NIM 
bin/power supply combination. As the capacitors of this 
power supply were not designed to compensate for their own 
aging, they were replaced with capacitors which did. This 
halted a slow drift in the power delivered by the supply.
One disadvantage of the "fast" electronics was that 
it was extremely susceptible to both direct through space 
and mains derived interference. At first this was so bad 
that the ratemeter saturated on its highest scale, from 
just this interference alone. One source of interference 
resulted from inadequate earthing of the PMT housing, which 
was rectified by attaching clips between it and the glow 
oven, however the main sources of interference were from 
the ABC television broadcasts from the Black Mountain 
telecommunications tower, situated approximately 2 km away 
from the laboratory, and an 11,000V electric substation 
located in the Chemistry Department, ANU, only about 100 m 
away from the laboratory, with output cables running under 
the laboratory.
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A mains filter was inserted in the line supplying 
power to the apparatus; the direct through space inter­
ference, however, was more difficult to eliminate. A clue 
to the problem was the observation that much of the signal 
was being picked up by the preamplifier power cable. By 
coincidence the length of this cable matched the wavelength 
of the ABC transmissions. Some of the other cables were 
simple fractions of this length too (such as ^ or .
Hence the solution was to shorten and doubly-shield all 
cables. This virtually eliminated all interference.
With these precautions no noise from the electronic 
equipment was registered by the ratemeter. When an EHT 
was applied to the PMT, less than 10 pulses/sec. were 
registered. This was attributed to dark current noise, 
or cosmic rays impinging on the PMT and producing occasional 
pulses. The signal to noise ratio was excellent, as generally 
the ratemeter range was set to 3 x 103 pulses/sec. or more.
The analogue ouput from the ratemeter was used to 
drive the Y-axis of a Bolt, Beranek and Newman Plotamatic 
XY-plotter. The X-axis was driven by the thermocouple 
output. Hence glow curves were plotted with TL intensity 
as a function of temperature. Temperature calibration was 
effected by measuring all temperatures relative to the 
prominent TL peak of quartz which occurs at low temperature. 
This peak exhibits almost pure first-order kinetic behaviour 
(Aitken and Fleming, 1972), and at a heating rate of 20°C/sec. 
occurs at 110°C. Using the parameters E = 0.99 eV and 
s = 8.3 x 1012 sec.-1 (Fleming, 1979) in (5.8), this peak 
occurs at 102°C when a heating rate of 5°C/sec. is used.
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Each glow-out was individually calibrated to account for 
the differing thermal contact between the heating strip 
and disc experienced for each disc.
For maximum stability of the gain of the PMT and 
other equipment, the equipment should have been maintained 
at a constant temperature, however this was not possible. 
Throughout the summer months the air-conditioner in the 
laboratory, which never operated efficiently at the best 
of times, kept breaking down every few hours, whilst in 
winter the ANU delayed switching on the central heating 
until well into the season. Consequently daytime tempera­
tures of between 10 and 35°C were recorded in the laboratory 
over the course of this work. This made comparison of TL 
outputs recorded at different times of the day, or over long 
periods of time, very difficult.
The optimum EHT to apply to the PMT was determined 
by measuring the light signal from an ELSEC "Beta-light" 
source (a tritium source encapsulated in a phospor), and 
the thermal radiation from the heating strip when held at 
450°C, as a function of voltage. The results are shown 
in Fig. 11.4 as the ratio Beta-light/thermal radiation, 
and indicated that the best TL light signal to thermal 
radiation ratio was to be obtained at 890V. Hence the 
Ortec 446 High Voltage Power Supply output was set to this 
value.
The Beta-light source was provided with five plastic 
neutral density filters. By removing some of these and 
interposing various Balzers neutral density filters of
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Fig. 11.4. The ratio Beta-light output/thermal radiation at 450°C, 
as a function of voltage. Indicates optimum EHT to be 890 V.
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different transmission factors between the light source and 
the PMT, the linearity of the whole light measuring system 
could be checked on all ratemeter ranges. It was found 
that all ranges except the highest were linear. Fig. 11.5 
shows that the output dropped significantly after reaching 
a maximum of 4.5 x105 pulses/sec. This was traced to 
saturation of the PMT, which started registering two pulses 
as one, and so on, above input pulse rates of 4.5 x 106 
pulses/sec. At very high pulse rates all pulses merged 
into one.
Towards the end of the work, data collection and 
analysis were greatly simplified and sped up by the purchase 
of an Apple II Plus computer with 48K of memory, an Apple 
disc drive, a Kaga Denshi video monitor, an Apple Silentype 
thermal printer and a Mountain Computer 16 channel analogue 
to digital/digital to analogue converter (ADC/DAC). To 
interface this with the existing equipment the ratemeter 
analogue output, of from 0 to 10 V, had to be shifted to 
fit the ADC input voltage range of -5 to + 5V. Similarly 
the thermocouple output had to be amplified to fit into 
this range. In addition, inputs had to be prevented from 
exceeding the range of -5 to +5V, otherwise the ADC would 
be damaged. Appropriate attenuators and amplifiers 
satisfying these requirements and incorporating linearity 
throughout their range were constructed.
A program was written in Applesoft BASIC which 
interrogated the two channels, feeding in the temperature 
and TL output, at 2°C intervals from room temperature to 
a maximum temperature of 500°C. Values were plotted on
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Fig. 11.5. Linearity test for TL light measuring equipment. 
Saturation apparent at about 4.5x 106 pulses/sec.
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the video screen as a series of dots as the glow progressed, 
in much the same way that a glow curve is drawn as a 
continuous line on an XY-plotter. The background glow 
curve was then plotted on the same graph by the same 
procedure.
At the end of both glow-outs the graph was printed 
out, and after subtraction of the background the net TL 
output for each point was printed along with its associated 
temperature. As usual the temperature scale was calibrated 
by noting the position of the 102°C quartz peak and 
adjusting temperatures accordingly. This peak could either 
be taken from the first glow, if it occurred there, or from 
a subsequent glow which immediately followed an irradiation 
(provided the disc had not been moved).
Although the data from the whole glow curve could 
have been stored on disc, this occupied too much storage 
space, so only the smoothed TL outputs at 102°C and at 25°C 
intervals from 250 to 450°C were stored. Smoothing was 
achieved by use of
y 1 = n + hy + hy (ll.l)
where y 1 was the smoothed output obtained from the original 
output y^ and the outputs from the data points either side 
of it, yn-1 and y The whole process of printing and
storing data occurred while the heating strip cooled down.
The disc operating system was found to be susceptible 
to the discharges of static electricity in its vicinity so 
the stool on which the operator sat had to be earthed!
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11.4 Radioactive irradiation facilities
Ionizing radiation was delivered to the samples by 
using two radioactive sources, designated 33 and a3. 33
was a 90Sr beta plaque source (type SIP-13, supplied by 
the Radiochemical Centre, Amersham, U.K.) with a nominal 
surface activity of 1.48 GBq and diameter of 10 mm. This 
was mounted in a collar and sat 15.7 mm above the sample 
on an ELSEC irradiation stand. The source could also be 
placed 44 mm above the sample on a higher stand of the same 
design however most 3 irradiations were carried out at the 
lower height.
Shortly before the work was completed an ELSEC 733 
timed multiposition irradiation facility was obtained, but 
was modified so that a source to sample distance of 15.7 mm 
could be used. This unit enabled up to 15 discs to be 
irradiated sequentially for times ranging from 10 min. to 
30 hr. 33 was used in this unit.
a3 was an ELSEC 721 SN4 a irradiation facility, 
and contained six 241Am foil sources (type AMM3, supplied 
by the Radiochemical Centre, Amersham) of 12.5 mm diameter 
and 8.63 MBq activity, situated 10 mm above the discs. The 
initial 241Am a energy of 5.5 MeV was degraded by passage 
through the Au-Pd protective covering on the a emitting 
face to 4.2 MeV (Singhvi and Aitken, 1978), so to prevent 
further energy degradation irradiations were carried out 
after the chamber had been evacuated to below 20ym Hg 
pressure (at standard temperature and pressure).
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11.5 Calibration of the laboratory radioactive sources
Calibration of the sources was performed using a kit 
supplied by the Research Laboratory for Archaeology and the 
History of Art, Oxford. This kit contained fluorite powder 
(type MBLE Super S) grains with diameters ranging from 90 to 
150pm and irradiated in February, 19 78 with 60Co y rays to 
an absorbed dose of 1.00 Gy; 1 to 8pm grains of fluorite 
powder deposited onto aluminium discs and 8 irradiated to 
an absorbed dose of 1.02 Gy in February, 1978; and similar 
discs of fine grain fluorite powder individually a irradiated 
and calibrated.
The calibration of 83 was performed on 26 August 1980, 
by which time the fluorite retained an absorbed dose of 
0.950 ± 0.025 Gy, as fading of y induced TL in fluorite is 
2 ± 1%/yr (Aitken, 1979). A few grains of 90 to 150pm 
diameter fluorite were deposited on an aluminium disc and, 
after evacuating the glow oven and filling with argon, the 
glow curve was recorded using a heating rate of 10°C/sec. 
and a neutral density filter between the sample and the PMT. 
This filter attenuated the TL signal from fluorite by a 
factor of approximately 250. The glow curve was terminated 
at about two-thirds of the way down the high temperature 
side of the peak occuring at 294°C (as recommended by 
Aitken, 1979), to prevent any sensitivity change when 
glowed out again. A dose of approximately 1 Gy was 
administered using 83 and the fluorite was glowed out again. 
The actual absorbed 83 dose could be obtained from the ratio 
of the 294°C peak height obtained from the original y
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irradiation and the 3 irradiation. A further 33 dose was 
given and a glow-out recorded to check that there was no 
sensitivity change between successive glows.
This procedure was repeated for another five discs 
of fluorite and the results are contained in Table 11.1.
They show that the mean absorbed 33 dose rate to fluorite 
was 1.447 ± 0.047 Gy/min., and as the absorbed dose to 
quartz is higher than that to fluorite by a factor of 
1.05 ± 0.02 (Murray and Wintle, 1979), the mean absorbed 
33 dose rate to quartz on 26 August 19 80 was 1.520 ± 0.057 
Gy/min.
As the half-life of 90Sr is 28.63±0.13 years 
(obtained by weighting the experimental results listed 
in Lederer and Shirley (1978) by their standard errors) 
the absorbed 33 dose rate to quartz t years after the 
calibration date of 26 August 1980 is
_c o is -2.421 x io"2t , .[1.520 1 0.057(1 + 8.606 x10 btz) 2]e Gy/mm.
By comparing TL outputs from 90 to 125ym diameter 
grains of Mungo quartz on aluminium discs irradiated with 
33 doses of approximately 30Gy at heights of 15.7 and 44 mm, 
the absorbed 3 dose to quartz is lower by a factor of 0.141 ± 
0.014 when using the higher stand. High precision was not 
required as the 44 mm high stand was not used to give 
accurate 3 doses.
On 7 December 1978 D.M. Price used the kit to 
calibrate two similar beta plaque sources, 31 and 32, 
and found that the dose to coarse and fine quartz grains
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on aluminium discs was the same to within the experimental 
errors. He also used the kit to calibrate a3 and found it 
to deliver 4.563 ±0.148 Gy/min. to 1 to 8ym quartz grains. 
The half-life of 241Am is 432.28 ±0.18 years (derived from 
Lederer and Shirley, 1978), so the absorbed a3 dose rate 
to fine grain quartz t years after the calibration date of 
7 December 1979 is
[4.563± 0.148(1+4.238xio"1°t2)^]e"1'6035 X 10 3t Gy/min.
11.6 Criteria for selecting thick source alpha counting
equipment
In choosing an a counting system it is desirable that 
the device used requires little sample preparation and 
accurately measures the sample a activity. Although a 
surface barrier detector can be used, the act of chamber 
evacuation may alter the amount of radon emanation from the 
bulk sample. It is usual, therefore, to place the sample on 
a ZnS(Ag) screen and count the light scintillations produced 
by impinging a particles with the use of a photomultiplier 
tube (PMT) whose spectral response matches the spectra of 
the light pulses.
As only a particles from a small height above the 
screen are able to reach it and produce measurable pulses,, 
the a activity of only a small part of the sample is 
measured, so apart from presenting a homogenous sample to 
the screen, high counting efficiencies are required. At
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the same time light pulses from 3 particles and y rays 
passing through the phosphor should not be recorded as 
they will give a value for the a activity of a sample which 
is too high. The background count-rate should also be small 
in comparison to the sample count-rate and if possible the 
count-rate should be increased by recording the pulses off 
a phosphor screen of large surface area.
It is also preferable for the device to have a 
sufficiently high count-rate so that the a pair count-rate 
can be accurately measured. In this way the relative a 
activities of the decay chains can be determined.
As counting of a sample will generally occupy several 
days, with longer periods between calibration checks, the 
system should be free from drift. Sources of drift include 
a varying EHT applied to the PMT, changes in amplifier and 
PMT gain and discriminator levels, and a variable room 
temperature. It is therefore preferable for stabilized 
power supplies and units which show little aging to be used, 
and for all the equipment to be kept in a room at constant 
temperature.
11.7 Alpha counters used
Three different a counting devices were used through­
out the course of this work. The first was taken from an • 
ELSEC 711 TL dating apparatus, but this was abandoned as it 
was found that the count-rate from the calibrating a source 
provided, varied by more than 5%/month. The electronics
were therefore replaced. Using an EMI 6097B PMT the pulses 
were fed in turn into an Ortec 113 preamplifier with an input 
capacitance of lOOpF, an Ortec 485 amplifier with a gain of 
12, an Ortec 730 single channel analyser with a 0.2 to 10 V 
window, to a Canberra 1491 nuclear counter. An EHT of 700 V 
was supplied by a Brandenburg 475R power supply.
Such a system counted the a particles emitted by a 
calibrated 239Pu foil source with an efficiency of 83.6%.
2 3 9Pu emits a particles of energies 5.1554, 5.1429 and 
5.1046 MeV with intensities 73.3, 15.1 and 11.5%, respectively 
(Lederer and Shirley, 1978) and ranges in quartz of 19.1690, 
19.0954 and 18.1707ym, respectively, (Janni, 1982), so from
2 R.f. - Rn 2 f. = 0.836 2 R.f. (11.2)i i i 0 i i i 1 1
the residual range in quartz required to activate the 
counter was 3.1363ym.
The phospor screen in a plastic holder rested directly 
on the PMT and had a diameter of 42 mm, or an area of 13.85 cm 
Typical total count rates for the samples of section 15.5 
varied between 3 and 16 counts/hr. At the lower count rate 
almost 14 days was required to attain 1000 counts, with an 
associated error of 3.2%. A considerably longer time would 
have been required to differentiate between the decay chains 
by pair counting. It was preferable, therefore, to increase 
count rates.
This was achieved by the use of the relatively simple 
and inexpensive device illustrated in Fig. 11.6, which was 
designed and constructed with the assistance of D.M. Price
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aluminium ring
O-ringspacers
base
sample
Fig. 11.6. Cross-section through the a counter head assembly, 
to half scale.
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and the staff of the workshop of the Physics Department, ANU. 
A sheet of Pascal 710 transparent adhesive was stretched over 
an aluminium ring of inner diameter 20.4 cm, or an area of 
326.85 cm2, and trimmed to size. Levy West G345 ZnS(Ag) 
was sprinkled uniformly over this and the excess was shaken 
off. The ring and screen were placed in a perspex sample 
holder and the sample, if any, was spread over it to a 
depth of about 1 mm, which is much greater than the maximum 
a range in quartz of 61.21ym (using the data of Lederer and 
Shirley (1978) and Janni (1982)). Perspex spacers filled up 
the space to the lid, which was screwed onto the holder 
walls, with an 0-ring separating the lid and walls to 
provide an airtight seal.
The sample holder was placed over the mouth of a 
plastic conical funnel which had a silver painted inner 
wall to reflect the light pulses from the screen down to 
the PMT base. White high gloss enamel paint was found to 
be more reflective than the silver paint and was used on 
another funnel. The funnel was secured to the PMT base 
with a plastic collar. The sample holder, funnel and PMT 
were housed in a light tight aluminium and steel holder.
The negative pulses from the PMT were fed into an 
Ortec 113 preamplifier with an input capacitance of lOOpF, 
and an Ortec 716A amplifier with a gain of 150, to a 
Canberra 1431 single channel analyser with a 0.2 to 10 V 
window. The output from this was divided three ways. On 
one cable pulses went directly to an Ortec 484 scaler, on 
another to an Ortec 431 timer-scaler and on a third to an 
Ortec 719 timer. Using a General Radio 1217-ASI pulser,
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delivering 50 pulses/sec., as the time base for the Ortec 
719 timer, an incoming pulse from the single channel 
analyser triggered an output signal from the Ortec 719 
timer of 0.4 sec. duration, but with a random delay of 
up to 20 msec. With this signal gating the Ortec 431 timer- 
scaler, only pulses occurring within 0.4 sec. of the 
triggering pulse were recorded, excepting those occurring 
in the up to 20 msec, delay. Hence the Ortec 484 scaler 
recorded the total number of pulses, while the Ortec 431 
timer-scaler recorded the number of pulse pairs of less 
than 0.4 sec. separation. Fig. 11.7 is a block diagram 
of the system.
The amplifier, single channel analyser, timer and 
scalers derived their power from an Ortec 401A/402A NIM bin/ 
power supply combination, which had its original capacitors 
replaced with ones which compensated for their aging. This 
was to prevent a drift in the power delivered by the supply.
A Brandenburg 475R high voltage power supply 
delivered 600 V to the PMT. Attachment of a digital 
voltmeter to the EHT output indicated a drift of less 
than 0.5 V over a period of 10 months.
To prevent drifts caused by a fluctuating room 
temperature, the whole system should have been housed in 
a room maintained at a constant temperature, but no such 
room was available.
As the light pulses from the screen generally 
suffered many reflections before reaching the photocathode, 
they were of weak intensity and so the PMT pulses had to 
be greatly amplified to raise them above the electronic
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noise background. This amplification also pushed some of 
the noise pulses over the lower energy limit of 0.2 V of 
the single channel analyser. Typically, a background of 
2.5 counts/hr total and 0 pair counts/hr, was recorded from 
the electronic noise alone.
The complete system background was measured by 
placing the perspex spacers directly on top of the screen 
and counting for 24 hrs. Imposition of the spacers kept 
radon away from the screen. Before counting, however, the 
sealed sample holder was left for 2 days after screen 
preparation. This enabled the short-lived daughters of 
radon already on the screen, and the ZnS(Ag) phosphorescence 
to decay. The background then obtained, typically 7.5 
counts/hr total and 0.03 pair counts/hr, was due to the 
decay of long-lived daughters of radon on the screen, the 
phosphor's own activity and electronic noise. In an effort 
to further reduce the background Wm. B. Johnson ASP-3 
Alpha Phosphorescent Sheets were tried but, apart from 
being much more expensive, they gave a background count- 
rate twice that of the "home-made" screens.
To check that only light pulses from a particles 
were being recorded a 437 Bq encapsulated 234U $ source 
was placed on the screen. This showed the efficiency of 
3 particle detection to be less than 0.02%. For a 
3.34 x 105 Bq 137Cs y source the detection efficiency was 
only about 5 x10”6%. Hence for all practical purposes 
the recorded count-rates can be assumed to be due only 
to a particles, and the electronic noise.
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11.8 Sample preparation for alpha counting
The basic theory of thick source a counting assumes 
that the a emitting nuclei are distributed uniformly through­
out the sample. By counting over a screen area of 
326.85cm2, instead of 13.85cm2, the a activity is averaged 
over a sample volume greater by a factor of 23.6, but the 
form in which the sample is presented to the screen can 
still lead to a particle under - or overcounting, relative 
to the "true" a activity of a completely homogenized sample. 
Radioactive grains, such as zircon or monazite, and grains 
with a large proportion of the a activity distributed on 
the surface may have an activity, as seen by the screen, 
greater or less than this true value. For example, grains 
of zircon with diameters much larger than the a ranges of 
the a emitting nuclides, will be undercounted relative to 
the average a activity of those grains, while large grains 
with most of the a activity on the surface tend to be 
overcounted. It is also possible for radon to diffuse 
into the pores between grains, so the a activity of radon 
and its daughters as detected by the screen may come from 
a region outside the respective a ranges. This leads to 
overcounting.
In an effort to reduce the effect of radon diffusion 
Murray (1981) mixed samples with a polyester resin so as to 
replace the air in the pore spaces with the resin. Jensen 
and Prescott (1983) fused samples in a solid solution, 
which not only reduced radon diffusion but overcame the 
problem of sample inhomogeneity. Such a technique dilutes
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the sample a activity, thus reducing count rates. In 
addition, the production of 20.4cm diameter fusion discs 
with a reasonably flat surface may be difficult to achieve.
Instead, to obtain the average decay chain a 
activities without radon diffusion, samples were homogenized 
by powdering them to less than 20ym diameter grain size in 
a ring mill. A sample was then spread on a fresh ZnS(Ag) 
screen, for which the background count-rates had been 
determined, to a thickness of about 1 mm. Typically, 
approximately 40g. of sample was used. The sample holders 
were sealed and left for a month before counting commenced, 
so that the radon isotopes and their short-lived daughters 
could build up to secular equilibrium with the appropriate 
radium parents. They were then counted for the time 
required to obtain the true pair count-rate with an error 
of less than 6%, typically 4 to 12 days. By this time the 
total count-rate error was well less than 1%. Such a pair 
count-rate precision is not generally warranted as 
Sasidharan et al. (1978) have pointed out that thorium/ 
uranium mass ratios varying between 1.2 and 10.5 lead to 
errors in the final age of only about 2% in most samples 
when the decay chains are in secular equilibrium. This is 
because the average energy released per disintegration in 
either chain is similar when the chains are in secular 
equilibrium. However this no longer applies when 
disequilibrium is present as the energy released per 
disintegration varies markedly from nuclide to nuclide.
As the 232Th decay chain is more likely to be in secular 
equilibrium than the 238U chain, a reasonably accurate
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estimate of the average energy released per disintegration 
from the 232Th chain can be obtained by pair counting.
To determine the extent of radon emanation samples 
were crushed only enough to break down large clumps of 
grains, before spreading onto a screen. Use of powdered 
samples may have enhanced the emanating power. After being 
sealed for a month a sample was counted for two days, then 
the lid was removed, and after allowing several days for 
the short-lived radon daughters to decay, the sample was 
again counted for two days. Count-rates were always higher 
than for the corresponding powdered samples, so pair count- 
rate errors of 8 to 17% and total count-rate errors of less 
than 1% were achieved in only two days of counting.
11.9 Calibration of the alpha counter
Placement of a 239Pu foil source at different positions 
on a 20.4 cm diameter phosphor screen indicated that the 
counting efficiency was less at the edges than in the centre, 
so in order to calibrate the a counting system a sample of 
known activity had to cover the whole screen.
For this purpose 10g of Th(NO3)4. 6H2O was obtained 
from the Radiochemical Centre, Amersham. As this was refined 
in 1906 it is now in secular equilibrium. By dilution in 
Tennant Trading silica (the least radioactive of several 
brands of silica which were a counted) and homogenization 
in a ring mill, batches of 2 and 100 ppm Th were prepared 
and a counted in turn.
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Conversion from concentration (C) in ppm to activity 
(A) in Bq/kg is achieved using
A(yr l ) .6.025 x1023
Bq
lkgj
1atoms •103
•\
g
 ^mole ^ lkg;
1C(ppm)
365.2522 daysl yr J
hrs
day • 3600
sec
hr Mass number - g 1 -in6
” \ atoms
mole] . PPm >
(11.3)
so with ^Th232 = (4 • 929 ± 0 • 018) x 10” 1 1 (Table 2.2),
ÄTh232 (Bc2//kg  ^ = (4*0562 10.0148). CTh (ppm)' . (11.4)
The counting results are gathered in Table 11.2, 
from which the average value for the residual range in 
quartz required by an a particle to activate the counter 
(R0) is 3.824 ± 0.251ym. A major source of error was in 
trying to accurately produce batches with the stated thorium 
concentrations. Substitution of R 0 into (D.31), (D.33),
(D.39) and (D.40) gives activities of
Th232 (1.9778 N ) P ± (5.3729x10
-3 2 + 3.9116 oj;
) N .
and
(11.5)
A = (9.0226 x 10 2 N - 1.7648 N ) ± (3.1640 x 10-6 N Z U238 t p t
+ 3.9596 xio“ 3 N 2 - 3.9154 x io"5 N N + 8.1407 x lo“ 3 o *  p t p N
+ 6.2159 x10“5)^
(11.6)
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for a sample with a total count-rate (minus background) N^_ 
and true pair count-rate N .
True pair count-rates could not be derived from the 
batches of 100 ppm Th in silica, as the recorded pair count- 
rates were dominated by random pairs. For the two batches 
of 2ppm Th in silica, Table 11.3 shows that the 2 32Th 
activities as deduced by the pair count-rates are less 
than those derived from total count-rates. The reason 
for this discrepancy is not known, but as 220Rn and its 
daughter are the pair counted, the low pair count-rates 
argue against radon diffusion towards the screen being the 
reason for the total count-rate overcounting as reported by 
Murray (1981) and Jensen and Prescott (1983). Huntley and 
Wintle (1981) found their pair count-rates to be about 
15% lower than calculated. Although they could not give 
a reason for it, they thought that it may have been due 
to disequilibrium in their geological counting standards. 
Such an explanation cannot be used here, however. The 
total count-rates are the preferred values as the device 
was calibrated from them, so in lieu of a satisfacotory 
explanation for the discrepancy, 232Th activities as derived 
from pair count-rates were multiplied by 1.1386 ±0.0670. 
Using this factor the activity formulae become
A = 2.2519 N ± (0.024498 N 2 + 5.0711 G 2 ) Z (11.7)Th232 p p NP
and
A = 0.090226 N - 2.0094 N ± (3.1640 x 10"bN 2 + 0.019094 N 2 U238 t p t p
- 4.4581xlo“5 x n N +8.1407xio“3 o2 +6.2159x10"5)^ t P N
(11.8)
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The fractional 2 2 0 Rn emanation is independent of 
the calibration and from (D.44) and (D.45) is given by
Rn220 1.0012 1 -- ± <2.6650 x io“6P/S
1  - P/UiP/S
+ 1.0023
(11.9)
where N and N are the true pair count-rates of the P/S p,u
sealed and unsealed sample, respectively. For 222Rn the 
fractional emanation is given from (D.48) and (D.49) as
0.18184 (N -N ) - 2.6353 (N -N )
e = --------- ^ ^ ^ ±  (1.8466 *10“5(N -N )2
Rn222 0.090226 N - 2.0094 N P 'S P 'Ut,s p,s
+ [(N -N ) 4.9933 x 10“4 - e (3.6126 x 10-4 N - 2.1583 xl0~3 N )] 2p,s p.u Rn222 t,s p,s
2 2 2
+ gN (0.18184-e 0.090226) 2 + aN 0.033067 + °N 6.9450t,s Rn222 t,u p,u
+ aN (2.6353 - e 2.0094) 2 } 2/ (0.090226 N - 2.0094 N )p,s Rn222 t,s p,s
(11.12)
where and N, are the true total count-rates of thet,s t,u
sealed and unsealed sample, respectively.
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CHAPTER 12
P R E L I M I N A R Y  I N V E S T I G A T I V E  W O R K
12.1 Introduction
After the MWC1, 2, 3, 5 and 6 and MASHl, 2 and 3 
samples had been collected from Mungo, exploratory work 
was done on MWC1 to see whether it would be possible to 
date it by TL. At this stage the only papers on the TL 
dating of sediments of which the author was aware, were 
those of Wintle and Huntley (1979a), Hütt et al. (1979) and 
Mortlock and Price (1980) . Other papers published by Soviet 
and Chinese workers and that of Wintle and Huntley (1980) 
were not revealed by a computer based library catalogue 
search, and did not come to the attention of the author 
until after the preliminary dating programme (reported in 
chapter 13) was almost complete. Hence the approach taken 
here was quite different from that of other workers in the 
field of TL sedimentary dating, and as the preliminary dating 
programme had shown some promise, this independent approach 
was maintained until the completion of the work comprising 
this thesis. The result has been a TL dating method for 
sediments which is quite different from any other, and the 
observation of some complications which affect the methods, 
used by other workers, but of which they are not yet aware.
Chapter 12 describes the early investigations which 
preceded the preliminary dating programme. It commences
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in section 12.2 with a failed attempt to date MWC1 by the 
fine grain dating method for pottery of Zimmerman (1971).
In retrospect the approach taken had been too simplistic.
With the subsequent knowledge gained it would now be possible 
to develop a fine grain dating method based on the coarse 
grain quartz method of chapter 15. As the samples from 
Mungo were mostly of coarse grain quartz, at the time it 
was thought appropriate instead to try dating the samples 
using a technique based on the quartz inclusion dating method 
for pottery of Fleming (1970). Section 12.3 describes the 
quartz separation procedure used.
Most previous papers on the TL of quartz referred to 
only three TL peaks, occurring at 110, 325 and 375°C when a 
heating rate of 20°C/sec. was used. Although the relative 
intensities of the 325 and 375° peaks were known to vary 
(Fleming, 1970) , these two high temperature peaks were 
always present and were the only ones which had been commonly 
observed. (David et al. (1977) found one sample of quartz 
giving six peaks.) The quartz from Australia often had 
quite different high temperature TL peaks. Section 12.4 
describes some of the glow curve structures observed.
Wintle and Huntley (1979a) claimed (but did not provide 
any evidence) that exposure of 4 to llym diameter detrital 
grains to sunlight reduced the TL signal. This reduction 
could also be achieved by using a sunlamp. To see whether 
such exposures could reduce the TL of coarse grains of 
quartz they were bleached as described in section 12.5. 
Bleaching of the TL signal was thought to be necessary in
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order to have a TL zeroing mechanism. The TL dating of 
sediments using quartz as the TL phosphor would require 
an ability of the quartz grains to acquire large doses 
without the TL signal saturating. This property was 
investigated and is described in section 12.6.
The first attempts at coarse grain quartz dating 
were hampered by lack of any plateaux. Any attempt at 
analysis produced ages which increased with temperature. 
Section 12.7 describes the problem and its simple though 
unexpected solution. At first the TL outputs were generally 
too scattered to produce any accurate ages, but this scatter 
was reduced as explained in section 12.8.
12.2 Attempted fine grain dating analysis of MWC1
All sample preparation and measurement was performed 
in a room dimly lit by fluorescent tubes which were wrapped 
with two sheets of Cinemoid No. 1 yellow filters and sealed 
at the ends with black adhesive tape. The transmission 
characteristics of a single sheet of this filter are given 
by Jensen and Barbetti (1979) . Such lighting excluded those 
frequencies of UV and visible light which may have given rise 
to bleaching of the TL or a phototransferred signal. When 
samples were not being handled they were stored in darkness.
Although previous dating work on the baked clay 
firehearths at Mungo by the fine grain technique (Zimmerman, 
1971) had been unsuccessful because of anomalous fading 
(Bell, 1978) and the presence of spurious TL in the natural
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glow curves (Huxtable and Aitken, 1977), the technique was 
initially contemplated for the sediments, as such compli­
cations may not have been present for such samples.
Initially work concentrated on MWCl which like all 
Mungo samples had very few fine grains. The first step in 
sample preparation was to scrape off the outer few milli­
meters as this portion may have been exposed to sunlight 
during collection. Grains of less than 43ym diameter were 
sieved out from the bulk sample, which did not require any 
crushing as it was only loosely held together. By Stokes 
settling in a 6 cm column of acetone for periods of 2 and 
20 min., the 1 to 8ym diameter grains were separated out.
14 flat aluminium discs were placed on the bottom of flat- 
bottomed test tubes and 2.5 ml of the sample suspended in 
acetone was poured into each test tube, which was then 
evaporated to dryness at 50°C.
After evacuation of the glow oven and admission of 
argon the discs were heated to 150°C and held there for 5 
min. before glowing out, to ensure that the TL in the high 
temperature region of the glow curves was associated with 
sufficiently deep traps (Aitken and Fleming, 1972). Discs 
were then heated to 500°C at 20°C/sec., during which time 
they changed in colour from cream to black.
The additive method (Zimmerman, 1971) was used to 
obtain TL growth curves. The TL signal induced by the 
natural dose (N) was obtained from 4 discs; Fig. 12.1 shows 
a typical glow-curve from one of them. Of the remaining 10 
discs, two each were given (3 doses of 65.1, 130.2 and 195.3 
Gy and a doses of 60 8.4 and 1216_. 8Gy prior to glowing out.
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Temperature (°C)
Fig. 12.1. Natural TL glow curve of fine grain MWC1. Recorded 
at 20°C/sec.
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The TL outputs are referred to as N+ß and N+a respectively. 
Fig. 12.2 shows a typical N+ß glow curve. When plotted as 
a function of dose the first glow TL growth curves for a and 
ß irradiations were obtained. After the first glow, the N 
discs were given ß doses of 65.1, 130.2, 195.3 and 260.4Gy 
and glowed out again. When plotted these outputs gave the 
second glow TL growth curve for ß irradiations, required for 
the supralinearity correction.
Before the curves could be plotted, however, an 
analysis temperature had to be chosen. The plateau test 
(Aitken et al., 1963) revealed a narrow plateau around 400°C 
(see Fig. 12.3) , so 400°C was chosen as the analysis 
temperature. The growth curves at this temperature are 
plotted in Fig. 12.4. Comparison of the N+ß first glow 
growth curve and ß second glow growth curve showed the latter 
to approach saturation of the TL signal at doses considerably 
less than for the former which exhibited approximate linearity 
up to doses of N+195.3Gy. Also shown are straight lines of 
best fit for the first glow growth curves which gave an a 
efficiency factor of k= 0.092, and when extrapolated back to 
zero TL output yielded an equivalent ß dose, excluding the 
supralinearity correction, of 61.84Gy.
X-ray diffraction (XRD) analysis by the Department of 
Geology, ANU, indicated the presence of dolomite, calcite, 
chlorite and illite on the discs along with quartz. The 
glow curves did not reveal any of the usual quartz peaks 
(Fig. 12.5 shows a glow-out recorded at 5°C/sec. without 
a 150°C temperature hold) so they may have been hidden by 
TL emission from these other miaerals.
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Fig. 12.2. TL glow curve of fine grain MWC1 after a dose of 
N +76.0 ±2.9 Gy. Recorded at 20°C/sec. with a 5 min. hold at 150°C.
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Fig. 12.5. TL glow curve of fine grain MWC1 given a dose of N+607±20 Gy 
from a3. Recorded at 5°C/sec. without a temperature hold at 150°C.
400
In all, there were several unfavourable TL character­
istics associated with the fine grain discs: extreme colour
change on heating, a very narrow plateau, sensitivity changes 
between first and second glows and lack of clear quartz peaks, 
in addition to the possibility of anomalous fading and 
spurious TL as noted by previous workers. With so little to 
recommend continued use of the fine grain method, it was 
abandoned in favour of the quartz coarse grain method, which 
seemed to be the natural method to use for sand dunes containing 
a high coarse grain quartz content but low fine grain content.
12.3 Sample preparation for coarse grain quartz dating of MWC1
Grains with diameters between 90 and 125ym were sieved 
from the bulk MWC1 sample and subjected to two 10 min. acid 
treatments: the first in 18% HCl and the second in 40% HF.
The former acid removed calcite, of which little was present, 
while the latter removed feldspars (Fleming, 1970) as well 
as etching away a shell from the surface of the quartz grains. 
Within only 1 min. the "desert polish" on the quartz grains 
was removed, leaving them white.
The magnetic fraction of the remaining sample was 
removed with the use of a Cook magnetic separator. The 
grains were vibrated down a chute between the poles of an 
electromagnet through which a 2A current passed and which 
applied a magnetic field at right angles to the direction 
of motion. Apart from a downward tilt of 15° from the
401
horizontal, the chute was also tilted side-ways at 5° to the 
horizontal. The magnetic grains were forced to travel uphill 
by the magnetic field, and by division of the chute into two 
channels half-way down its length, they could be separated 
from the non-magnetic grains which had continued undeflected 
down the other channel. Both fractions were collected in 
buckets at the end of the journey.
Infra-red spectroscopy of the non-magnetic fraction 
by the Department of Geology, ANU, only showed the presence 
of quartz in that fraction, however examination under the 
micropscope revealed the occasional non-quartz grain. More 
will be said of these grains in section 12.8.
In separating out quartz for the quartz coarse grain 
dating technique it is usual to do the magnetic separation 
before the acid treatment (Fleming, 1979) and pass the sample 
through the magnetic separator many times, each time increasing 
the current passed through the electromagnet coils and finally 
reducing the angle of side-ways tilt. This multiple pass 
system systematically removes grains with decreasing 
magnetic susceptibility without dragging non-magnetic grains 
with them, however it is very time consuming .
D.M. Price of this laboratory first tried the acid 
treatment followed by only one pass through the magnetic 
separator at the maximum current and minimum angle of side­
ways tilt and found that the final quartz separate was just 
as pure as for the more usual method. In addition, a large 
amount of time was saved by only having to make one pass 
through the magnetic separator. The reason why only one
402
pass is required is that most of the magnetic fraction is 
removed in the acid treatment.
Quartz grains were deposited onto cupped aluminium 
discs using the dispenser described by Bell (1978). It 
consisted of an oblong stainless steel block with a hole 
cut in it which was filled with grains and levelled with a 
straight edge. When the block was inverted the grains 
passed through a funnel onto the disc. The device held a 
set volume of quartz grains and when used deposited slightly 
less than 5mg of quartz onto the disc, with a standard 
deviation in the weight of less than 2%. A simple calculation 
shows that each disc was given about 2900 grains. The grains 
were spread over the disc with a small spatula to form a 
monolayer. Initially no silicone spray was used to hold 
the grains in position so care had to be taken not to let 
them roll around on the disc.
12.4 Glow curve structure
Discs were heated at 5°C/sec., a rate which gave a good 
thermal contact between the grains and the heating strip.
Fig. 12.6 shows a natural-dose-induced glow curve for MWC1 
which has two overlapping peaks centred at approximately 
330 and 370°C. When a ß dose was given on top of the natural 
dose prior to glowing out a host of peaks resulted, as shown 
in Fig. 12.7. Again there is overlapping of the high 
temperature peaks. The 102°C peak appears in all quartz 
samples, but the other peaks occur to varying extents in
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Fig. 12.6. Natural TL glow curve of MWC1 90 to 125 ym diameter 
grains of quartz.
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Fig. 12.7. TL glow curve of MWC1 90 to 125 ym diameter grains of 
quartz after a N+75.0±2.8 Gy dose.
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different samples. Fleming (1969) found he could remove 
peaks in Norwegian a-quartz, which correspond to the 150 
and 210°C peaks of MWC1, by using long HF etching times, 
which led him to conclude that they were due to impurities 
having diffused into the surfaces of the grains. However, 
etching times of up to 70 min. made little difference to 
the relative peak heights of MWC1, indicating that the 
defects responsible for the peaks are distributed throughout 
the grains.
A complex structure of peaks is not limited to quartz 
from Mungo. Coarse grain quartz from Nyah West, Vic.
(section 15.2) from sand dunes near Moomba, S.A. (separated 
by G. Gardner), from Lake George, N.S.W. (separated by 
D.M. Price) and from near Jindabyne, N.S.W. (separated by 
W.T. Bell) were glowed out after receiving a (3 dose in 
addition to the natural dose and showed peak structures 
different from each other and also different from the Mungo 
quartz. Figs. 12.8a and b show these glow curves for quartz 
from Lake George and Jindabyne, respectively. On the other 
hand quartz from Wyperfeld, Vic. (separated by D.M. Price) 
showed similar glow curves to Mungo quartz. The different 
glow curve structures for quartz from different locations 
are probably due to differing amounts of trace impurities 
which act as traps or recombination centres.
In an attempt to relate glow curve peaks to specific 
impurities, several different artificial quartz crystals 
were glowed out after receiving a $ irradiation. Some pure 
Johnson Matthey artificially grown quartz in powder form
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Fig. 12.8. TL glow curves of 90 to 125 ym diameter grains of quartz 
given doses of N +24.88 ±0.93 Gy.
a) Quartz from Lake George, New South Wales
b) Quartz from Jindabyne, New South Wales
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was glowed out, but did not have any glow curve measurable 
above the thermal background. Several artificially grown 
crystals of quartz (designated SM) were obtained via 
R.J. Wasson from Monash University, along with a crystal 
of Brazilian quartz. The trace impurity levels, as supplied 
by Monash University, are shown in Table 12.1. A sliver was 
removed from each crystal with a diamond saw and 3 irradiated 
before glowing out. The irradiation doses were chosen to give 
an easily measurable TL signal. The glow curves are shown 
in Figs. 12.9a, b, c, d and e. Each glow curve is different 
but it is hard to relate a specific peak to any impurity as 
all crystals contained substantial amounts of more than one 
impurity.
12.5 Bleaching of the thermoluminescence signal by sunlight
To see whether the natural TL signal from MWCl was 
readily bleached by sunlight, discs were placed on the roof 
of the building in summer sunlight for varying periods of 
time before being glowed out. Fig. 12.10 shows the reduction 
in TL output at 325°C as a function of exposure to sunlight. 
This indicates that exposure to sunlight is one of the TL 
zeroing mechanisms for aeolian sediments, but not necessarily 
the only one. Another possible mechanism, the friction 
experienced by moving grains, will be considered in section
14.4.
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Table 12.1
Trace impurity levels of quartz crystals from Monash
University
Average (ppm) ± 1 standard deviation
Sample Li A£ Mg Fe Na
„ 2.45 „ _  4.81 „ 0.295 „ 5.04 , _  1.84SM-1 1.76 3-23 , 0.176 „ rtr.„ 2-84 „ 1-321.07 1.65 0.057 0.64 0.80
1.35 3.80 0.302 , 4.14 „ 4.67SM-2 0.89 „ 3.01 _ 0.167 „ _ 3.04 , .. 2.98 , ^0.43 2.22 0.032 1.94 1.29
1.54 3.80 „ _  0.515 ^  8.62 „ 0.67SM-3 1.09 " ~ . A 2-41 , ^ 0.403 6.66 „ 0-500.64 1.02 0.291 4.70 0.33
1.73 „ , „ 3.30 ^ _  0.361 r -  —> r~ 8.02 , _  1.62SM-4 1.43 3.17 „ _ 0.305 ^ _ 5.75 „ _ 1.30 ^1.13 3.04 0.249 2.48 0.98
Brazilian „ 3.83 ^  12.26 . 0.181 , o, 1-42 _ 2.893.76 12.17 0.177 1.21 2.74quartz 3.67 12.08 0.173 1.00 2.59
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Fig. 12.9 TL glow curves of selected quartz crystals.
a) SM-1 after a 2848 Gy ß dose.
b) SM-2 after a 378 Gy ß dose.
c) SM-3 after a 378 Gy ß dose.
d) SM-4 after a 10,398 Gy ß dose.
e) Brazilian quartz after a 0.49 Gy ß dose.
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Fig. 12.10. TL output at 325°C of 90 to 125 ym 
diameter grains of MWC1 quartz as a function of 
sunlight exposure.
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A more controlled manner of bleaching was achieved 
by placing the discs 10 cm below a 300 W Phillips sunlamp 
(type HP3202). The spectrum of this filament heated mercury 
discharge lamp which penetrated the glass envelope was 
measured with an Optica Spectrophotometer and is shown in 
Fig. 12.11. This can be compared with the solar spectrum 
at sea level, Fig. 12.12, from which it can be seen that the 
sunlamp emits a more restricted range of wavelengths, but 
these do not lie outside the range received from the sun.
The intensity of emission from the sunlamp was higher than 
that received from the sun, so bleaching was more rapid.
Fig. 12.13 shows the decrease in TL output at 325°C as a 
function of sunlamp exposure.
Fig. 12.14 shows the changes in glow curve shape 
after selected bleaching times. In the early stages of 
bleaching a 102°C TL peak appears resulting from the photo­
transfer of electrons from deeper traps. With increasing 
time the lower temperature portions of the glow curve were 
bleached away while the higher temperature part was less 
affected. Eventually a residual signal was left which could 
not be removed even with very long bleaching times, such as 
60 days of sunlight or 87 hrs under the sunlamp. The 
residual signal was of the same shape and intensity after 
bleaching by either sunlight or sunlamp.
It was assumed that this residual would be the TL 
signal remaining after deposition at Mungo and. the TL signal 
in excess of it would be due to inducement by ionizing 
radiation in the time since the sample was covered over. 
However, in section 14.5 it will be shown that this
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Fig. 12.11. Spectrum of 300 W Phillips sunlamp 
(type HP3202).
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Fig. 12.12. The solar spectrum at sea level for a clean and dry 
atmosphere (after Kondratyev, 1969). Absorption lines are not 
shown.
a) Sun 65° above the horizon.
b) Sun 11.3° above the horizon.
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Fig. 12.13. TL output at 325°C of 90 to 125 ym 
diameter grains of MWC1 quartz as a function of 
sunlamp exposure.
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Fig. 12.14. TL glow curves of 90 to 125 ym diameter grains of MWC1 quartz 
after sunlamp bleaching times of
a) 0 min.
b) 0.5 min
c) 5 min.
d) 20 min.
e) 3 hr.
f) 15 hr.
g) 87 hr.
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assumption was wrong. More bleaching data will be presented 
there.
12.6 Thermoluminescence response to large beta doses
Having established that the coarse quartz grains of 
MWC1 could be readily bleached by sunlight, it was thought 
to be useful to find out what maximum irradiation dose could 
be absorbed before saturation of the TL signal occurred.
Some of the quartz was spread out to monolayer thickness 
on a glass dish and placed 10 cm below the sunlamp for 65 
hr, sufficient time to reduce the TL signal down to the 
residual level. Discs were then prepared and given a variety 
of 3 doses up to 1749 ± 66Gy. The TL outputs at 375 °C as a 
function of 3 dose are shown in Fig. 12.15. Vertical error 
bars are not shown because only one disc was glowed out for 
each 3 dose, hence the error in the TL signal is rather 
indeterminate. An idea of the extent of the errors can be 
gained from the scatter in the measurements at different 
doses.
Discs of unbleached MWC1 quartz were also given a 
range of 3 doses, up to 7498 ± 281Gy. By fitting a polynomial 
curve to the 3 outputs it is possible to obtain the equivalent 
3 dose to which the natural signal corresponds. The N output 
at 375°C is marked in Fig. 12.15.- The total 3 dose of an N+3 
disc is simply the sum of the equivalent 3 dose of N plus the 
artificial 3 dose delivered, so the N+3 outputs at 375°C are
421
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Fig. 12.15. TL outputs of 90 to 125 ym diameter grains of MWC1 quartz. 
The arrow indicates the equivalent $ dose of the natural TL output and 
other N+3 disc outputs are plotted at doses corresponding to this natural 
dose plus the artificial ß dose.
o 65 hr sunlamp bleaching followed by a ß dose 
k ß dose given in addition to the natural dose
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plotted in Fig. 12.15 at these total 3 doses. This polynomial 
curve fitting process and interpolation of N on that curve 
will form the basis of the dating method used in section 13.2.
A selection of 3 and N+3 glow curves is shown in 
Figs. 12.16a to g. It can be seen that some peaks disappear, 
while others appear, as the absorbed 3 dose increases.
Fig. 12.15 shows that the sunlamp bleaching did not introduce 
any TL sensitivity change as the 3 and N+3 data points follow 
each other with increasing dose, within the scatter of the 
experimental data. Fig. 12.15 also shows that saturation of 
the TL signal still had not occurred after a total 3 dose of 
over 7500 Gy had been administered to the quartz. Hence for 
constant annual dose rates of 0.4 and 2.0 mGy/yr (the approxi­
mate range at Mungo) the TL signals from samples 19 and 4 
million years old, respectively, should show no signs of 
saturation. Presumably even older samples will not show 
TL saturation as 7500 Gy was not the dose corresponding to 
the onset of saturation. Lack of saturation does not 
necessarily mean that samples as old as indicated here can 
be readily dated by TL, as many complicating factors may 
emerge.
12.7 Plateaux
By heating straight through to 500°C at 5°C/sec., 
after administering a 3 irradiation, a plateau could not 
be obtained for MWCl coarse grain quartz, as shown by Fig. 
12.17, which plots the ratio
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Fig. 12.16. TL glow curves 90 to 125 ym diameter grains of MWC1 quartz 
after the following treatments:
a)
b)
c)
d)
e)
f)
g)
65 hr bleaching by 
65 hr bleaching by 
65 hr bleaching by 
65 hr bleaching by 
65 hr bleaching by 
N
N + 7515 ± 279 Gy.
sunlamp + 
sunlmap + 
sunlamp + 
sunlamp + 
sunlamp +
100.2 ±3.7 Gy. 
326 ± 12 Gy.
752 ± 28 Gy. 
1503 ± 56 Gy. 
2505 ± 93 Gy.
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_______ TL from natural dose - residual TL_______
TL from natural + artificial (3 dose - residual TL
for 3 =24.99 ±0.94 Gy at 25°C intervals between 250 and 450°C. 
Although such a plateau is not an essential prerequisite for 
obtaining an age plateau (Fleming, 1979) its attainment is 
more important for coarse grains than for fine grains, as 
variations of other parameters with temperature, such as k, 
often have only a small effect on the age.
The lack of a plateau indicated that during the glow- 
out of an artificially irradiated sample more light was 
emitted from the 330°C peak recombinations than the 370°C 
peak recombinations, relative to what was emitted from a 
naturally irradiated sample. As already mentioned in section 
12.4, long HF etching times had little effect on the relative 
TL peak heights so it was not possible to selectively remove 
one of the peaks by etching the grains. Due to the broad 
wavelength spreads in the TL emission of the peaks, it was 
not possible to separate out the 330 and 370°C peaks by 
differences in wavelengths. However, use of an interference 
filter which passes wavelengths greater than 395 nm, decreased 
the peak intensities by the following amounts:
102°C peak - approximately 80%,
210 and 330°C peaks - approximately 70%,
370°C peak - approximately 50%.
This indicates that there may be at least two types of 
recombination centres, the light from which have wavelengths 
centred below and close to or above 395nm.
No improvement in the plateau was attained by heating 
the sample to 150, 200 or 250°C and holding it there for 5 
or 10 min. before glowing out, as Fig. 12.18 shows. Such a 
technique is often used in fine grain dating (Aitken and 
Fleming, 1972) to ensure that the TL from the high temperature 
region of the glow curve of an artificially irradiated sample 
comes from sufficiently deep traps. Using slower heating 
rates such as 0.25 or l°C/sec., which shifted the whole glow 
curve to lower temperatures, produced no improvement either, 
as can be seen from Fig. 12.19.
A greater TL emission from 330°C peak recombinations 
than 370°C peak recombinations for artificially irradiated 
samples relative to naturally irradiated samples may have 
reflected a greater number of electrons trapped in 330°C peak 
traps than 370°C peak traps for artificially irradiated samples 
than for those naturally irradiated. This difference between 
naturally and artificially irradiated samples may have several 
possible explanations: the irradiation conditions in the
laboratory were different to those in the field; there was 
a transfer of electrons to 370°C peak traps with time; or 
the 330°C peak faded anomalously with time while the 370°C 
peak either didn't, or did so at a slower rate.
The laboratory and field irradiation temperatures 
were similar, however the laboratory dose rates were some 
hundreds of millions of times greater than the field rates, 
so it is possible that the efficiency of charge trapping 
may have been significantly different for the two cases.
Groom et al. (1979) presented data showing that the TL response
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l°C/sec. (o).
432
of quartz varies with dose rate, but the rates they used 
were higher than in this work. Extrapolation of their 
results to lower dose rates suggests that the TL response 
should be the same for the range of dose rates considered 
here. If there is competition between the 330 and 370°C 
peak traps for charges during irradiation, then their 
equilibrium populations during filling may be dependent on 
the rate at which they are filled. Unfortunately, dose rate 
dependences such as these cannot readily be tested for the 
low dose rates in nature are too low to enable a significantly 
large TL signal in quartz to be built up over the period of 
an experiment.
In the field the coarse grains are subjected to both 
3 and y irradiation, as well as a small a dose, so a bulk 
sample of MWC1 coarse grain quartz was y irradiated with a 
6°Co y source in the Division of Plant Industry, CSIRO, to 
see whether there was any difference in the TL response after 
3 or y irradiation. Plateaux results were the same. This 
was to be expected as y rays produce secondary electrons which 
are responsible for the ionization and trapping of electrons 
in a lattice.
As it was considered likely that electrons were slowly 
transferred to 370°C peak traps from some other location, such 
as the traps of a thermally fading peak, discs were left for 
varying periods of time following a 3 irradiation, before 
glowing out. Fig. 12.20 shows the remarkable improvement 
in plateaux with increasing time between the end of irradiation 
and the glow-out. After 8hr a good plateau was obtained and
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Fig. 12.20. The ratio
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TL from natural + 24.9910.94 Gy ß dose - residual TL N+ß-R
as a function of glow curve temperature for 90 to 125 ym diameter 
grains of MWC1 quartz left for Ohr (x) 4 hr (o) and 8 hr (^ ) between 
irradiating and glowing out.
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_______TL from natural dose - residual TL_______
TL from natural + artificial 3 dose - residual TL
remained the same for longer times.
Two simple explanations for this rapid improvement can 
be given. The half-life of the 102°C peak at 20°C is 145 min. 
(Fleming, 1969), and when the electrons are released from 102°C 
peak traps they will either recombine with holes at recombination 
centres or become retrapped in the same or deeper traps.
Depending on the spatial arrangement and capture cross-sections 
of the traps it is possible for electrons released from 102°C 
peak traps to be more readily trapped at 370°C peak traps than 
at 330°C peak traps. Hence the number of electrons in 370°C 
peak traps increases with time relative to electrons in 330°C 
peak traps, reaching a constant value when the 102°C peak has 
completely faded.
If such an explanation is correct one would expect the 
trapping of electrons released from 102°C peak traps in 370°C 
peak traps to occur during a glow-out, so good plateaux would 
be expected without having to wait several hours for the 102°C 
peak to fade at room temperature. As Fig. 12.17 showed, this 
was not the case. One reason for this apparent anomaly could 
be that the number of electrons trapped in 370°C peak traps 
decreases with increasing temperature. A disc of 72 hr 
sunlamp bleached MWC1 coarse grain quartz was heated to 200°C 
and irradiated at that temperature, and then glowed out. The
TL from natural dose - residual TL 
TL from artificial 3 dose - residual TL
ratio
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for ß =24.99 ±0.94 Gy, is plotted in Fig. 12.21 as a function 
of glow temperature, and shows a marked decrease in the number 
of electrons trapped in deep traps for such an irradiation 
temperature. Apart from showing that schemes to speed up 
the fading of the 102°C peak should be approached with 
caution, this indicates that the transfer of electrons from 
102 to 370°C peak traps at room temperature cannot be ruled 
out.
The other explanation for the improvement in plateaux 
with increasing time between the end of irradiation and the 
glow-out is that part of the 330°C peak TL signal may fade 
anomalously in a few hours while the 370°C peak does not 
fade, or does so at a much slower rate. This second 
explanation would appear at first sight to be less likely, 
as anomalous fading of TL in quartz has never been reported 
before. More will be said of anomalous fading in section 
15.3.
12.8 Techniques used to reduce scatter in the thermo­
luminescence data
When glowing out discs given the same dose a scatter 
in the TL outputs was always obtained. Mass normalization 
did little to reduce the scatter, nor did deposition of the 
grains with a vibrating spatula which gave a more even 
spread of grains across an aluminium disk than the usual 
dump and manual spread method described in section 12.3. 
However, by administering a monitor ß dose to all discs
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Fig. 12.21. The ratio
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as a function of glow curve temperature for 72 hr sunlamp bleached 90 
to 125 ym diameter grains of MWC1 quartz irradiated at 200°C.
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after the first glow-out, and then glowing the discs out 
again, the scatter was decreased in most cases. The monitor 
dose, usually 1000 sec. of 3 irradiation, normalized the 
first glow outputs for variations in output from disc to 
disc, caused by differences in mass and transparency of 
the quartz on each disc, and drifts in the equipment. If 
the monitor dose was too small, say 250 sec., then the 
resulting second glow output was too low for accurate 
normalization.
This second glow normalization procedure had to be 
approached with caution, for if the first glow dose was 
too large (greater than 300 Gy) then the 370°C peak second 
glow output was subject to a sensitivity enhancement 
proportional to the first glow dose (an effect noted by 
Fleming, 1970). In section 15.2 most results have been 
calculated with and without normalization. Inspection of 
the growth curves there shows that this normalization 
procedure generally reduces the scatter in TL outputs, 
but sometimes changes the equivalent 3 dose obtained.
Occasionally a disc had a much higher than normal 
TL output than other discs given the same dose. This was 
more pronounced for N and N+3 discs than for 3 discs. 
Although the second glow output was also large in such 
cases, normalization couldn't completely remove the large 
scatter in outputs resulting from these occasional discs. .
As mentioned in section 12.3, examination of the 
separated quartz sample under the microscope revealed the 
presence of occasional non-quartz grains. By flotation of
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some of the sample in tetrabromoethane (which had a density 
of 2.96 g/cm3) most of these grains were removed from the 
quartz, as they had densities in excess of this figure.
Fig. 12.22 shows a suite of some of the heavy minerals 
obtained. The most ubiquitous were rutile and to a lesser 
extent zircon, but grains of ilmenite, magnetite, monazite, 
hornblende, topaz, kyanite, luecoxene, allanite, tourmaline, 
biotite and garnet were occasionally found. As some of these 
minerals may have been more TL sensitive than quartz or 
received a large internal dose from the uranium and thorium 
they contained, only a few grains amongst the 2900 quartz 
grains on a disc may have been enough to produce the observed 
scatter in TL outputs.
Samples of rutile, zircon, monazite, ilmenite, topaz 
and garnet with approximately lOOym diameter grain sizes 
were obtained from the Geology Department, ANU, deposited 
on aluminium discs in the same manner as for quartz, and 
glowed out. The glow curves are shown in Figs. 12.23a, b, c, 
d, e and f along with the natural glow curve for MWC1 quartz 
in Fig. 12.23g. It can be seen that zircon and topaz had 
large natural TL signals, relative to quartz so a small 
number of these grains on a disc containing quartz may 
increase the observed TL signal significantly. Just what 
effect such heavy minerals may have on the TL signal depends 
not only on the number present, but also on their past 
histories.
As rutile and zircon were the most common heavy 
minerals found in MWCl some further tests on their TL 
sensitivity were performed. Fig. 12.24a, b and c shows 
the second glow outputs after a 24.82 ±0.93 Gy 3 dose to
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Fig. 12.23. Natural TL glow curves of approximately 100 ym diameter 
grains.
a) Rutile from Bunbury, Western Australia
b) Zircon from Bunbury, Western Australia
c) Monazite from Sri Lanka.
d) Ilmenite from central coast of New South Wales
e) Topaz from Jefferson County, South Carolina
f) Garnet from central Australia
g) MWC1 quartz.
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Fig. 12.24. Second glow curves of approximately 100 ym diameter grains 
after a 24.82 1 0.93 Gy dose.
a) Rutile from Bunbury, Western Australia
b) Zircon from Bunbury, Western Australia
c) MWCl quartz
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rutile, zircon and MWC1 quartz. Fig. 12.25a, b and c 
shows the first glow outputs after 16 hr of sunlamp 
bleaching; and Fig. 12.26a, b and c shows the first glow 
outputs after 16 hr of sunlamp bleaching followed by a 
24.82 ±0.93 Gy 8 dose. These tests indicate that the 
presence of small amounts of rutile on an MWCl disc can be 
ignored, while the presence of zircon will only enhance the 
TL signal if present in sufficient numbers. The post- 
bleaching sensitivity of zircon is similar to that of quartz 
so it should only be a major problem on N and N+8 discs 
where its high uranium and thorium content (Table 2.1) 
will give such grains a much higher internal dose than the 
dose experienced by quartz.
As zircon was present in high numbers in the 90 to 
125ym diameter grain size range (sometimes up to 0.3% of 
MWCl coarse grains on a disc were zircon) it may have 
accounted for the scatter in TL outputs which was worse 
for N and N+8 discs than for 8 discs, so it was decided 
to remove the heavy minerals by density separation. As 
the flotation method left behind a substantial fraction 
of the heavy minerals with the quartz, MWCl was centrifuged 
with tetrabromoethane for 3 min. using a Clements GS15 
centrifuge. Examination of part of the separated quartz 
sample under a microscope revealed no non-quartz grains, 
however some quartz grains had heavy mineral inclusions, 
most notably zircon. Fig. 12.27 shows the improvement in 
the normalized MWCl growth curve at 375°C achieved after 
the removal of heavy minerals. Each point represents only
one disc.
10
446
o0)inV
in<1>in
r— I3ft
-P3ft
4->3O
ftft
U0)in\ina)
in
i— t3ft
■P3ft
4->3O
ftft
ü0)in\inQJin
r H3ft
4-)3ft
4-13O
ftft
Temperature
Temperature (°C)
Temperature (°C)
Fig. 12.25. TL glow curves of approximately 100 ym diameter grains after 
16 hr bleaching by sunlamp.
a) Rutile from Bunbury, Western Australia
b) Zircon from Bunbury, Western Australia
c) MWC1 quartz.
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Fig. 12.26. TL glow curves of approximately 100 ym diameter grains after 16 hr 
bleaching by sunlamp and a 24.82 ±0.93 Gy 3 dose.
a) Rutile from Bunbury, Western Australia
b) Zircon from Bunbury, Western Australia
c) MWCl quartz.
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CHAPTER 13
PRELIMINARY DATING PROGRAMME
13.1 Introduction
Using the experience gained thus far preliminary 
dating of 6 of the Mungo samples was performed. The data 
for the equivalent 3 dose measurements will not be presented 
here as all measurements were repeated in the final dating 
programme along with further measurements. This more recent 
data, as well as the data for k, will be given in chapter 15. 
Chapter 13 introduces the dating routine which, although 
eventually modified, formed the basis for the method adopted 
in the final dating programme. This chapter also serves as 
a basis to point out what was wrong with the earlier results 
of Readhead (1982). The implications of the ages obtained 
will not be discussed here as the measurements were repeated 
in the final dating programme, and the conclusions regarding 
those ages will be treated in chapter 16.
Sections 13.2 and 13.3 introduce the method used to 
obtain the equivalent 3 dose and k. Although the method 
used to obtain the equivalent 3 dose was modified for the 
final dating programme, the procedure used to determine k 
remained unaltered. The measurements from which the dose 
rates were calculated are given in section 13.4.
The ages as given in section 13.5 were based on an 
equation commonly used to calculate the age for a single 
analysis temperature. However in this section the ages
450
were averaged over several analysis temperatures. This 
procedure is not normally adopted by other workers as it 
is very time consuming, but it will become clear in 
section 15.6 that analysis at only one temperature may 
introduce a bias into the age obtained.
A scheme for error analysis was provided by Aitken 
and Alldred (1972) and Aitken (1976), but this assumed 
that a counting and the additive dose method was used for 
dose rate and equivalent dose measurements. As different 
methods were used here, different error analysis equations 
were used. In addition, an error equation when averaging 
over several analysis temperatures was needed. The equations 
of Aitken and Alldred (1972) and Aitken (1976) did not 
consider such averaging. The error equations are given 
in section 13.5.
Finally, section 13.6 discusses the faults of the 
preliminary dating programme, which needed attention if 
more accurate ages were to be obtained.
13.2 Equivalent beta dose determination
For each sample the 90 to 125ym diameter grain fraction 
was sieved out, then 18% HCl was added for 10 min. followed 
by 40% HF for 10 min. After washing and drying of the 
grains they were centrifuged in tetrabromoethane for 3 min. 
and ultrasonically cleaned in acetone to remove all traces 
of the heavy liquid. When dry a portion of the separated
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quartz was spread in a monolayer thickness on a glass dish 
and bleached 10 cm below the sunlamp for a minimum of two 
days .
A series of discs of bleached quartz was prepared 
and each was given a different 3 dose, going in units of 
a quarter of the expected equivalent 3 dose, up to a level 
of twice this expected dose. Other unbleached discs were 
given 3 doses in the same units of a quarter of the 
expected equivalent 3 dose, up to a total dose level of 
twice this expected equivalent 3 dose. In this way 8 
3 discs and 4 N+3 discs were irradiated, and after leaving 
them for at least one day, they were glowed out along with 
one residual (R) disc and 8 N discs. Normalizing doses of 
1000 sec. 3 irradiation were given to each disc and all 
discs were glowed out again.
At this stage of work the Apple computer was not 
available so the outputs were measured off each glow curve 
at 25°C intervals from 250 to 450°C. All outputs of a 
particular temperature were then normalized to the average 
second glow output at that temperature, and these normalized 
outputs were used for subsequent analysis. At each of the 9 
analysis temperatures a polynomial curve was least squares 
fitted to the R and 3 disc outputs to give the growth curve. 
The order was chosen to give the best visual fit to the 
data and this was usually attained by a third order 
polynomial. Of course one could lower the sum of the squares 
of the residuals between the data points and the curves by 
choosing a higher order polynomial, with the result that for
452
a sufficiently high order polynomial the curve passes 
through every data point, but this has no physical reality, 
and fails to take account of the errors in the experimental 
data.
Fig. 13.1 shows the growth curve of MWC1 at 375°C.
This is a third order polynomial curve and each cross 
represents only one data point. The horizontal axis is 
in seconds of 3 irradiation, conversion to Grays being 
performed later in the age determination. Error bars are 
not shown as the errors in the irradiation times were 
negligible and the TL output was only determined from 
one disc at each 3 dose. One feature of this growth curve 
is very striking: although the curve is linear beyond a
dose corresponding to 20 Gy, sublinearity occurs at lower 
doses. Such a growth curve has been predicted by Chen et al.
(1981) , as was shown in section 5.3. As far as the author 
is aware this is the first experimental confirmation of 
such behaviour. If one were to use the additive dose 
methods of Wintle and Huntley (1980) or Singhvi et al.
(1982) and extrapolate back to lower doses to find the 
equivalent dose, by assuming linearity at those lower doses, 
then the equivalent dose so obtained would be too large, by 
up to 50% in this case.
The output for each N disc was then fitted onto the 
curve and the equivalent 3 dose to which it corresponded 
obtained by the Newton-Raphson method. The average 
equivalent 3 dose at each temperature was taken as the 
average over the 8 N discs. The equivalent 3 dose was
453
• >i
N X  
X
P X! 
td d) 
p X  
CJ1 -P 
■H 
X  4-1
0)
S
•H
X
P
O
•H
-P
cd
•H
T 5
(d
P
P
•H
S  C 
S  a) 
a)
44 X!
o
CO
co td 
P X! 
•H
cd I—I 
P td 
cp Xe
CD X
§ a
•H
Td p
<D
g  X!
P- P
o
m
CM X3
*—i p
•H
o x  
x  x
o  CD 
<p> x  
Eh 
4-1
o
CO P 
-p 5  
P o 
C4 X  
X  CO
p
o
Td 
CD 
N 
•H 
1-1
fd x
g
in  Td
4 H
o
X  u  
Cd CO 
•H 
a) Td 
>  
p  
p  
Ü
Ü
CD
CO
\
o
+1
CO
CM
o
X  
X
o
p  
CP CD 
p
CD
X
Cd
p
CD
CO
o
Q
• X
X  p
• X
m  o
x  Xi
• X
CP U 
X  Cd
(0
CD
p
rd
p
G*
CO
X
CO
cd
CD
( • o a s / s a s i n d  }{) q .ndq.no t m
Ph W X
454
plotted as a function of temperature to obtain the equiva­
lent dose plateau.
Using the average equivalent 3 dose just determined 
the N+3 disc outputs were plotted at doses equal to the 
sum of the average equivalent 3 dose and the artificial 3 
dose administered, for each temperature. This provided a 
check on possible sensitivity changes caused by the bleaching: 
if they occurred the N+3 outputs either all occurred above or 
below the 3 growth curve.
The plateau test was then performed using the ratio
________TL from natural dose - residual TL______
TL from natural + artificial 3 dose - residual TL '
the average TL output from the N discs and each of the 4 
N+3 discs in turn. In the final age analysis only data 
from temperatures which occurred on these plateaux, the 
equivalent 3 dose plateau and did not show any sensitivity 
changes were used. For MWC1 and MWC3 the temperature range 
used was 275 to 450°C; for MWC2, MASH2 and MASH3 it was 
275 to 425°C; and for MASH1 it was 350 to 425°C.
13.3 Alpha efficiency factor determination
To determine k some of the coarse grain quartz was 
crushed in a mortar and pestle and the 1 to 8ym diameter 
grains deposited onto 18 flat aluminium discs in the manner 
used for fine grains (section 12.2). All the fine grain 
crushed quartz discs were bleached together 10 cm below the
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sunlamp for two to three days. 8 of the discs were given 
3 doses increasing in units of an eighth of the equivalent 
3 dose up to that equivalent dose, and assuming a value for 
k, another 8 of the discs were given equally spaced a doses 
up to a level thought to correspond approximately with the 
equivalent 3 dose.
After leaving the irradiated discs for a minimum of 
one day, they were glowed out at 5°C/sec. Normalizing doses 
of 1000 sec. 3 irradiation were given to each disc and all 
discs were glowed out again. All outputs at a given 
temperature were then normalized to the average second 
glow output at that temperature, and these normalized 
outputs were used for subsequent analysis.
It was found necessary to evacuate the glow oven 
prior to admitting argon and recording a glow curve and 
again before recording the background, as a spurious TL 
signal appeared above 375°C if this was not done. Even 
so, there was still a small spurious signal above 425°C. 
Given that the coarse grains of the same sample had been 
glowed out without the necessity for pumping down, it was 
thought that the spurious TL signal may have arisen from 
the release of the water inclusions most quartz crystals 
contain (chapter 6) when the grains were crushed. Using 
infra-red spectroscopy, D.M. Price found water inclusions 
present in the Mungo coarse grain quartz. The heating may 
have driven some of the water to.the surface of the fine 
grains. The presence of water vapour on grain surfaces 
is thought to be one of the causes of spurious TL (Aitken 
and Fleming, 1972).
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At each of the analysis temperatures used to obtain 
the equivalent ß dose a polynomial curve was least squares 
fitted to the R and ß disc outputs and another to the R and 
a disc outputs. Two sets of k values were then derived. The 
output for each a disc was fitted onto the ß curve and the ß 
dose to which it corresponded was obtained by the Newton- 
Raphson method. The average value was designated k, . 
Similarly the output for each ß disc was fitted onto the a 
curve and the a dose corresponding to it was obtained, the 
average value being k9 . For both methods k for each disc 
was given by
k _ ß irradiation time (sec.) ß dose rate (Gy/min)
a irradiation time (sec.) a dose rate (Gy/min)
(13.1)
Both sets of k values were not independent, so when obtaining 
the overall average value of k, kT, from k^ T and k2 T by
k, k„1,T + 2,T
“1,T "2 ,T
(13.2)
1 1 --- + — —
‘1,T "2, T
k a  ^ + k a ^1,T k m 2, T kn m ________2 ,T_____  1,T
G,2 ö 2
kl,T + k2,T
(13.3)
the covariance between the two sets of results had to be 
used in the error formula given by
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a2k'T
(13.4)
k as a function of glow curve temperature will be given in 
section 15.4.
13.4 Dose rate measurements
For each sample potassium contents were measured on 
two small specimens by R. Maier of the Potassium Argon 
Dating Laboratory, RSES, ANU, using flame photometry; 
and the uranium, thorium and rubidium contents were measured 
by staff of the X Ray Fluorescence Laboratory of the Geology 
Department, ANU, using wavelength dispersive XRF on two 
pellets for uranium and thorium and one pellet for rubidium. 
Water contents were obtained by weighing samples as collected, 
then drying them in an oven and weighing again. Cosmic ray 
dose rates were calculated from the graphs and data of 
Prescott and Stephan (1982) assuming all samples were at 
an absorber depth of 100g/cm2, except for MWC1 which was 
at a depth of 26 cm, and MASH1 which was a surface sample.
together in Table 13.1. The errors in the uranium and thorium 
contents are only the standard deviations for the two pellet 
measurements, whereas the potassium content errors also 
include the errors in each measurement. The small errors 
in the water content measurements are not quoted as they 
bear little relevance to the errors in the average water
The results of these measurements are collected
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contents over time. Similarly, the errors of about 6% in 
the cosmic ray dose rate calculations are not included 
as the errors in the average cosmic ray dose rates over 
time will be larger. In the age calculations the errors 
in the rubidium contents, water contents and cosmic ray 
dose rates were assumed to be 10, 20 and 20%, respectively, 
of the values used.
13.5 Preliminary ages
The age equation for data collected at a temperature T 
was based on the dose rate data of Bell (1979a) with appropriate 
grain attenuation factors (Bell, 1979b and 1980) and water 
corrections (Zimmerman, 1971) and is given by
age (yr) equivalent 3 dose (Gy) dose rate (Gy/yr) (13.5)
or
ED (13.6)A,T TDRT
(13.7)
N 3 [k W (1.498 xlO"4 Th + 4.675 * 10~4T T a U)
+ W _ (2.37 x 10 5p Th + 1.288 x 10~4 U + 6.659 x 10 4K20 + 1.76 x lo“7Rb)
+ W (5.14 x io“5 Th + 1.148 x 10 4 Y U + 2.069 x 10 4K20 + D )]c
(13.8)
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r k
= N 3 -— ( 1 . 498  X 10 4 Th + 4 . 6 7 5  x 1 0 ' 4 U)T 1 + 1 . 5 0  fL w
+ , ----L- - -■■■ -F ■ ( 2 . 3 7  x 10- 5  Th + 1 . 2 8 8  x 10"4U +-6 .6 59  x 10“ 4 Kz01 +- 1 . 2 5  fw
+ 1.76 x i o “ 7 Rb) + l ~-+ ■1 1 1-4- ( 5 . 1 4  x i o “ 5 Th + 1 . 1 4 8  x 10~4 U
w
+ 2 . 0 6 9 x i o " 4 K2O + Dc )j
(13.9)
where NT is the average equivalent 3 dose irradiation time 
in sec.;
3 is the 3 source dose rate in Gy/sec.;
D , D„, D and D are the a, 3/ Y and cosmic ray a 3 Y c ' ' 1 J
dose rates in Gy/yr;
W , W0 and W are the a, 3 and y dose rate watercr 3 Y
corrections;
Th, U and Rb are the thorium, uranium and rubidium 
contents in ppm;
K2O is the potassium oxide content in %;
f is the fractional water content; and w
kT is the a efficiency factor.
The associated error formula is
+ [a D J 2 + [a (k W 1 . 4 9 8  x i o - 4 +-W 2 . 3 7 x l 0 " 5 + W 5 . 1 4  x 10 5 ) ] 2 + 
T a a Y
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+ töu (kT 4.675 * IO“4 + 1.288 xlO"4 + 1.148xIO-4)]2
+ [a (W0 6.659 xio"4 + W 2.069 x IO-4) ] 2 + [<* W0 1.76 xio"7]2 K 2 O p Y Rb p
+ [ö W ]2 + [g (1.50 k W D + 1.25 W D0 + 1.14 W (D +D ))]2' D y  f T a a  3 3  y y c 1c w
(13.10)
where a is the a source dose rate in Gy/sec.
The preliminary dating results are gathered in 
Table 13.2. They were calculated by averaging over data 
from all analysis temperatures satisfying the plateaux and 
stability criteria outlined in section 13.2. The averaging 
equations used were (3.186) to (3.191) but with S_ = a-2 =1 bm
0 _ 2 _ = Ü-2- = G-2, = 0.
STj_ST j NtpSiji Sipkip
13.6 Criticisms of the preliminary dating programme
There were several faults and unsubstantiated 
assumptions involved in the preliminary dating programme.
It had been assumed that the radiation field experienced 
by a sample was uniform and so only a few grams of material 
had been used for potassium content analysis and to prepare 
the XRF pellets. This had not taken into account the actual 
inhomogeneous distribution of radionuclides in the sediments. 
The result was that each measurement of the concentration of 
an element often yielded a quite different value from previous 
measurements. The solution to this is to homogenize a much
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Table 13.2
Preliminary dating results for Mungo
Sample Mean dose rate 
(mGy/yr)
Equivalent dose 
(Gy)
Mean age 
(yr BP)
MWC1 0.993 ± 0.100 21.92 ± 0.84 22,100 ± 2500
MWC2 1.102 ± 0.062 23.58 ± 0.77 21,400 ± 1600
MWC3 1.149 ± 0.105 30.66 ± 1.10 26,700 ± 2600
MASH1 0.644 ± 0.084 3.53 ± 0.21 5,480 ± 810
MASH2 0.545 ± 0.069 5.77 ± 0.27 10,600 ± 1500
MASH3 0.587 ± 0.060 10.05 ± 0.40 17,100 ± 2000
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larger mass of sample in a ring mill and remove material 
from this for analysis.
The errors quoted for the thorium and uranium contents 
in Table 13.1 had not taken into account the errors in the 
individual measurements. Proper error analysis in section 
15.5 shows that the errors in the thorium contents happened 
to be of the right magnitude, but the errors in the uranium 
contents were too low. Section 15.5 also shows that the 
assumed rubidium content errors were almost an order of 
magnitude too large.
No account had been taken of the possibility of post- 
depositional leaching or escape of the radioactive nuclides 
or of disequilibrium already existing in the decay chains 
prior to deposition. Although the samples are now in a semi- 
arid environment, those from the Walls of China were formerly 
on the floor of Lake Mungo, so it is to be expected that some 
of the more soluble elements , such as uranium and radium, 
were leached away, while excesses of thorium isotopes were 
precipitated on the lake floor, later to be blown onto the 
Walls of China. In addition, continual radon emanation and 
diffusion from the sediments is to be expected, although 
transport of radon by groundwater can be ruled out in the 
semi-arid environment.
In (13.8) the dose absorbed per unit of parent assumed 
no disequilibrium in the decay chains. If disequilibrium 
is to be taken into account then the doses absorbed from 
each of the nuclides present must be summed in proportion 
to their activities, account taken of the continuous removal
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of some nuclides, such as the radon isotopes and their 
daughters, and the gradual approach of the decay chains 
towards secular equilibrium. As well, the proportion of 
the dose absorbed by water in a sample will vary from 
nuclide to nuclide, depending on the nature and energies 
of the radioactive emissions, so water corrections should 
be applied individually to each nuclide.
Although originally covered over by Upper Zanci 
sediment, MWC2 had been exposed on the surface of the Walls 
of China by recent erosion. Its water content more closely 
matched that of the genuine surface sample MASH1, and was 
considerably lower than that of its more deeply covered 
relatives in the Walls of China. Hence a larger average 
water content should have been assumed for this sample.
In addition, although the environment has been semi-arid 
since the drying of the lake, it was somewhat wetter in 
earlier times, so the average water contents over time for 
samples deposited before the drying may have been larger 
than those measured today. It is difficult to give figures 
for the average water contents which accurately reflect 
fluctuating environmental conditions in the past, so if 
the modern day water contents are to be used they should 
have large errors associated with them. The errors used 
in the preliminary dating programme are considered to have 
been too low.
The cosmic ray dose rates'for all but MWCl and MASH1 
did not take account of the gradual absorption of the 
cosmic ray flux with depth: the value for a "standard rock"
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absorber thickness of 100g/cm2 was used. The water correction 
term was assumed to be the same as for y rays, but this was 
not substantiated.
For MASH1 the y dose should have been approximately 
halved as the sample extended from the dune surface to a 
depth of 5 cm. This would have increased the age by 
approximately 15%. Section 14.5 will show, however, that 
this sample effectively has a zero age.
In calculating the dose absorbed from a particles 
the variation with residual range of TL per unit length 
of track was incorrectly assumed to be constant. The errors 
actually quoted in Table 13.2 only took account of measure­
ment errors. The systematic errors in the dose equations 
were not considered as they were thought to be small. A 
full error analysis should have considered these errors.
Some of the faults and assumptions discussed above 
are of minor importance and would have negligible effects 
on the final ages relative to the large measurement errors 
quoted. However, one major assumption was not substantiated 
and if it was found to be incorrect would considerably alter 
the ages. This was that upon deposition of a sample the TL 
signal was bleached down to the residual signal easily 
attained under laboratory conditions by sunlight or sunlamp 
bleaching. This assumption might seem reasonable, given 
the high solar fluxes at Mungo, but section 14.5 will 
show it to be in considerable error.
A further untested assumption was that the growth 
curve as measured in the laboratory was independent of the
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dose absorbed in the field. It was possible that there 
could be a pre-dose effect, although Fleming (1969) had 
found for Norwegian a-quartz that this did not occur 
without a heating step, and that a UV irradiation prior 
to the heating eliminated the pre-dose effect.
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CHAPTER M
FURTHER INVESTIGATIVE WORK
14.1 Introduction
Much of the work described in this chapter was 
performed in response to the criticisms of the preliminary 
dating programme as detailed in section 13.6. The dose rate 
data and error calculations, and the derivation of the dating 
equations to be used when disequilibrium in the decay series 
is present, were also done in response to these criticisms 
and were presented in chapter 3.
One reason why dates for the Golgol samples from 
Mungo had not been presented in the preliminary dating 
programme was that any attempt at measuring the equivalent 
6 doses was hampered by a large scatter in the TL outputs 
from different discs given the same dose. Section 14.2 
shows how bad this was and describes how the scatter was 
partly reduced. A test was carried out to confirm that the 
TL of a sample is unaffected by the dose received before a 
sunlamp bleach, and this is briefly described in section 14.3.
It had been assumed in the preliminary dating 
programme that the TL zeroing mechanism was exposure to 
sunlight. One other possibility for aeolian sediments is 
the friction experienced by moving grains before deposition 
and covering. Section 14.4 describes experiments to test 
this, the results of which eliminate this possibility.
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Another assumption had been that the residual measured in 
the laboratory after a long sunlamp bleach was the same as 
that retained by the grains at the time of deposition and 
covering. Section 14.5 details a number of experiments 
showing that this is not the case and that indeed the TL 
remaining is quite high.
The laboratory was severely handicapped in having 
almost no facilities to search for the presence of 
disequilibrium and measure its extent. A number of measure­
ments were performed by other workers on behalf of the 
author and these are reported in section 14.6, as are many 
measurements made by the author to search for signs of post- 
depositional nuclide leaching and radon emanation. The 
chapter ends in section 14.7 with a comparison of the 
results of different techniques used to measure nuclide 
activities. There it will become clear that some other 
methods must be employed to obtain more reliable uranium 
and thorium decay series activities. It was in realization 
of this need that a description of different techniques 
was given in chapter 4 for the benefit of other TL daters 
who may be faced with the same problem and need to know 
what alternatives there are.
14.2 Scatter in the thermoluminescence outputs of the 
Golgol samples
Unfortunately initial studies on samples from the 
Golgol zones were hampered by a large scatter in the TL
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outputs, even after centrifuging of the quartz samples in 
tetrabromoethane to remove the heavy minerals. Fig. 14.1 
shows an example of a ß growth curve for MWC6 coarse grain 
quartz measured at 375°C, after a 66hr sunlamp bleach. Each 
point represents the output from one disc. The second glow 
outputs at 375°C were subject to a sensitivity enhancement 
for pre-doses exceeding about 300 Gy, as shown by the two 
glow curves in Fig. 14.2 and the second glow outputs at 
375°C as a function of pre-dose in Fig. 14.3. Hence the 
high temperature first glow outputs could not be normalized 
by the second glow outputs. The scatter in N+ß disc outputs 
at 375°C was as bad as for the ß discs, as can be seen by 
comparing Figs. 14.1 and 14.4.
Above about 100 Gy the TL output of MWC6 (see Fig. 14.1) 
and MWC5 increased slowly with dose. Unfortunately this was 
the region into which the natural dose TL outputs fell, so 
the scatter inherent in the data led to large errors in the 
derived equivalent doses. In an effort to find a region of 
the glow curves where the growth curve above 100 Gy was 
steeper, discs were glowed out to 800°C, with a Schott UG11 
filter replacing the Corning 7-59 filter. Fig. 14.5 shows 
the glow curve of an MWC6 disc given a total dose of 
N +1370 ±51 Gy before glowing out. There is no evident glow 
peak structure beyond 550°C. To check that the Schott UGll 
filter passed the wavelengths of TL emission from quartz at 
temperatures above 550°C a crystal of Brazilian quartz which 
had already been heated to 500°C was given a 0.48 ±0.02 Gy 
ß dose and glowed to 800°C. The glow curve is shown in 
Fig. 14.6, and shows a glow peak structure to 750°C.
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Fig. 14.1. TL output at 375°C as a function of 3 dose to 66 hr 
sunlamp bleached 90 to 125 ym diameter grains of MWC6 quartz.
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Fig. 14.2. TL second glow curves of MWC6 after a monitor dose of 
6.03 ± 0.2 3 Gy.
a) After a pre-dose of 301.7 ±11.3 Gy.
b) After a pre-dose of 663.7 ±24.9 Gy.
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Fig. 14.3. TL second glow outputs at 375°C of 90 to 125 ym 
diameter grains of MWC6 quartz. Monitor dose: 6.03 ±0.23 Gy.
a) 66 hr of sunlamp bleaching followed by a pre-dose.
b) Unbleached grains given a pre-dose in addition to 
the natural dose.
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Fig. 14.4. TL output at 375°C as a function of 3 dose to 
unbleached 90 to 125 ym diameter grains of MWC6 quartz.
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It appeared that the large scatter in TL outputs 
would have to be tolerated, however a 0.5g sample of 
MWC5 was completely separated again, and it was found that 
the scatter in TL outputs from this quartz was largely 
removed. Normally several grams of material were separated 
at once, so presumably by using a smaller sample each of the 
treatment steps used in the separation procedure was more 
efficient in removing contaminants. A 0.5g sample of MWC6 
was separated again too, but while not being as successful 
as for MWC5 in reducing the TL output scatter, the situation 
was greatly improved.
14.3 Pre-dose check
To see whether the TL output following a sunlamp bleach 
was affected by the dose accumulated before that bleach, some 
MWC5 coarse grain quartz was bleached by the sunlamp for 55hr 
and a batch of discs was prepared and given a range of 3 doses 
up to 488 ± 18 Gy. They were then bleached under the sunlamp 
for a further 40 hr, given a 12.19 ±0.45 Gy monitor 3 dose 
and glowed out. The TL outputs from 250 to 450°C are 
gathered in Table 14.1. Although there was some scatter 
in the high temperature TL outputs, no evidence for a pre-dose 
effect was found. The implication of this is that the 3 
growth curve as measured in the laboratory is independent 
of the total dose absorbed in the field, for total pre-doses 
up to 488 Gy.
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14.4 The effect of vibration on the thermoluminescence
of quartz
In the preliminary dating programme it had been assumed 
that sunlight was the sole zeroing mechanism for coarse 
quartz grains. A possible zeroing mechanism not considered 
was the friction experienced by grains as they bounced across 
the ground on their way to their final resting places. To 
simulate such motion coarse grains of MWC6 quartz were placed 
on the vibrating plate of a polishing machine and left to 
travel around it for 14 days in darkness. A circuit of the 
plate only took a few seconds and the grains never stopped 
moving for the duration of the experiment. At the end of 
14 days a disc was prepared and glowed out. No decrease in 
the TL output was observed when compared to similar motionless 
MWC6 coarse grain quartz.
To test the combination of sunlight and vibration, 
coarse grains of MWC6 quartz were placed on the vibrator 
in sunlight for 9 hr, while other MWC6 quartz was placed on 
a glass dish in sunlight for 9 hr also. Again the TL outputs 
were the same, within experimental error. Table 14.2 collects 
together the results of both of these experiments. The 
conclusion to be drawn is that the friction experienced by 
bouncing grains can be ruled out as a TL zeroing mechanism.
14.5 Further experiments on the bleaching of the thermo­
luminescence signal
In Section 12.5 it was stated that the residual TL 
signal remaining after bleaching of MWC1 coarse grain quartz
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was of the same intensity whether bleaching was performed 
by sunlight or sunlamp. This result may have been 
fortuitous due to the choice of a lamp to sample distance 
of 10cm, and the exposure times chosen for sunlight and 
sunlamp bleaching. The lamp generated heat as well as 
light so the heat may have helped to reduce the TL signal. 
Similarly when samples were bleached by summer sunlight 
the TL signal may have been partly reduced by the temperatures 
experienced by samples on the hot galvanized iron roof. 
Likewise a newly deposited grain at Mungo would have been 
bleached while resting on the hot sands. These comments 
are only qualitative, so to investigate the intensity of 
the residual signal attained by coarse grains of quartz in 
the field a series of experiments was performed.
To see whether there was an unbleachable residual 
signal a batch of MWC6 coarse grain quartz discs was prepared 
and bleached under the sunlamp at lamp to disc distances of 
10 and 25cm for varying periods of time. They were then 
glowed out and Fig. 14.7 shows the results at a glow curve 
temperature of 375°C. The outputs steadily decreased 
together and by approximately 500 hr of bleaching the 
difference in outputs at the two lamp to disc distances 
was small relative to the original signal, however no 
unbleachable signal had been reached. Also shown in the 
diagram is the decrease in TL output at a glow curve 
temperature of 375°C with exposure time for a batch of
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MASH2 discs 10 cm away from the lamp. Again no unbleachable 
residual signal was found after approximately 500 hr of 
sunlamp bleaching. These results suggested that even though 
the TL output fell at an ever decreasing rate, given enough 
time virtually all of the original TL signal may have been 
completely bleached away.
It has been suggested (Wintle and Huntley, 1980) that 
after a sufficiently long bleaching time a residual TL 
signal remains which cannot be bleached away, and that one 
cause may be due to the presence of traps from which electrons 
cannot be removed by exposure to sunlight. This leads to the 
concept of some traps w7hich are easily emptied, while others, 
which are at the same energy difference below the conduction 
band for a single mineral species, cannot be emptied by 
sunlight exposure. For a sample consisting of one mineral 
species it is difficult to see how some electrons can be 
released by a particular frequency of electromagnetic 
radiation, while others cannot, when both require the same 
energy to be de-trapped.
An alternative explanation for the apparent residual 
would be that the electrons in traps giving rise to a 
particular TL peak are readily released by the sunlight 
or sunlamp frequencies, but that the maximum frequency is 
just sufficient to release some electrons from deeper traps, 
some of which are retrapped in the trap giving rise to the 
TL peak of interest. As the number released from deeper 
traps slowly diminishes (as they are "used up"), the number 
being retrapped in the shallow traps also diminishes, and 
so there is a slow decrease of TL intensity versus bleaching 
time. This was the explanation used in chapter 6 to explain
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the results of Schlesinger (1965) on the slow decrease in 
the 110°C peak (at a heating rate of 20°C/sec.) resulting 
from the phototransfer of electrons from deeper traps. The 
experimental data given above does not conflict with the 
explanation given here. Hence one may not be able to talk 
about a unique residual, but for practical purposes the 
decrease in TL intensity for long bleaching times is so 
slow that it is convenient to do so.
All of the bleaching experiments so far had been 
performed on grains of quartz which had been cleaned and 
etched in HF beforehand. As most of the grains originally 
had a desert polish or oxide coating on them it was likely 
that the bleaching would have been slower than for the clean 
grains, with possibly a different residual being reached due 
to the limitation on the portion of the spectrum of UV and 
visible light able to penetrate the surface coating.
Uncleaned 90 to 125ym diameter grains of MWC1 and MWC6 
were placed in a monolayer on glass dishes on the roof of 
the building in summer sunshine and bleached for varying 
periods of time. After bleaching the quartz was separated 
out and cleaned in the usual manner and discs were prepared 
and glowed out. Fig. 14.8 shows the outputs at 375°C, 
along with the original sunlight bleaching results at 
375°C for cleaned MWCl quartz grains. The bleaching rate 
was clearly slower for uncleaned grains and it was not 
obvious that residuals had been attained.
It was thought that surface samples from Mungo would 
provide the best measure of the TL signal remaining at the
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Fig. 14.8. TL outputs at 375°C of 90 to 125 ym diameter grains of 
quartz as a function of sunlight exposure. The arrows correspond to 
the levels of the natural TL outputs.
X uncleaned MWC6 grains 
0 uncleaned MWC1 grains 
A cleaned MWC1 grains
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time of burial of a sample so a series of surface samples 
was collected from Mungo. Strips of clear adhesive tape 
were placed on surface exposures adjacent to all sampling 
sites and by gentle rubbing the top layer of grains was 
removed. Back in the laboratory the grains were removed 
from the tape with acetone and the 90 to 125ym diameter 
quartz grains were separated out in the usual way. Discs 
were then prepared and glowed out. Fig. 14.9a, b and c 
compares the glow curves of MWC1 for the natural TL signal 
(N), surface TL signal (S) and that from the 32 hr sunlight 
bleach of the previous experiment. The S output was much 
higher than for a 32 hr sunlight bleach at the laboratory, 
and at 375°C corresponded to a laboratory bleaching time 
of less than 2 hr sunlight. This seemed extraordinary 
given that the surface samples had been exposed to sunlight 
for at least the time since the preceding rains at Mungo, 
some months beforehand.
This result was not isolated to MWCl. All of the 
surface sample TL outputs were higher than expected, and 
could readily be bleached to lower levels by a few hours 
of sunlight in Canberra. Three possible explanations 
of this apparent anomaly were that grains from below the 
surface (and therefore unexposed to sunlight since their 
initial deposition) had been inadvertently collected on 
the adhesive tape along with bleached surface grains, or 
that the solar flux and/or spectrum at Mungo was quite 
different from at Canberra (rather unlikely), or that the 
laboratory techniques had not reproduced field conditions.
TL
 o
ut
pu
t 
(k 
pu
ls
es
/s
ec
.
486
Temperature (°C)
Fig. 14.9. TL glow curves of 90 to 125 ym diameter grains of quartz.
a) MWC1 natural output.
b) Surface sample adjacent to MWC1.
c) MWC1 after 32 hr bleaching by sunlight before cleaning.
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To test the first possibility 9 samples were collected 
from the mobile sand dunes lying to the east of the Walls of 
China (Fig. 14.10). These were formed from sand eroding out 
of the consolidated Zanci, Mungo and Golgol units and it 
could be assumed that any sample within a few millimetres 
of the surface had been well exposed to sunlight as the sand 
was continually being turned over and brought to the surface 
while being blown to the east. Of the surface sand, that at 
the west of the dunes was the most recently eroded from the 
consolidated sediments, while that at the east had been 
moving around on the surface of the dunes for the longest 
period of time.
4 samples were collected from the upper few millimetres 
at approximately equally spaced intervals, from the west of 
the dunes to the eastern avalanche slope. In one region 
of the mobile dunes an older layer, which was no longer 
mobile, was exposed underneath. A sample was collected 
from its surface as well as one from about 20cm below this 
surface. Some kilometres to the north a mobile east-west 
longitudinal dune lay across the mobile transverse dunes. 
Samples were collected from the surface of its north face, 
crest and south face. In the latter case the sand did not 
receive direct sunlight, but may have been exposed to 
direct sunlight on its passage to that face.
Back in the laboratory the 90 to 125ym diameter quartz 
grains were separated out, and discs were prepared and 
glowed out. The glow curves are shown in Fig. 14.11a to i. 
Within experimental errors the intensities were the same for
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Fig. 14.11. TL glow curves of 90 to 125 ym diameter grains of 
quartz of samples from mobile dunes east of the Walls of China, Mungo.
a) Surface at westernmost extent.
b) Surface east of (a).
c) Surface east of (b).
d) Surface of eastern avalanche slope.
e) Surface of lower layer.
f) 20 cm below (e).
g) Surface of north face of east-west longitudinal dune.
h) Surface of crest of east-west longitudinal dune.
i) Surface of south face of east-west longitudinal dune.
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the 4 samples collected across the surface of the mobile dunes 
and the lower non-mobile layer. As expected the TL output from the 
sample collected about 20cm below the surface of this 
no longer mobile layer was higher, indicating that it 
had begun to accumulate TL energy since it was last exposed 
to sunlight. The outputs from the samples collected from 
the surface of the east-west dune were also equal to each 
other. The equality of all of the TL signals of these 
surface samples indicated that the output was not gradually 
reduced by long residence times on the dunes and was the 
same regardless of whether or not the grains had received 
direct sunlight for a long period of time.
Fig. 14.12a to f shows TL signals from the surface 
samples adjacent to MWCl, 2, 3, 4, 5 and 6 for comparison.
The TL signals from the mobile dune samples were an average 
from the bleached grains from all zones, weighted by the 
proportion of each zone's grains present in those mobile 
dunes. Comparison of Figs. 14.11 and 14.12 suggests that 
the TL outputs of the surface samples collected adjacent 
to each dating sample were reasonable estimates of TL 
outputs remaining when each dating sample was covered over 
in antiquity.
A surface sample was taken from directly above the 
site where MASH1, 2, 3, 4, 5 and 6 had been collected and 
a disc of its coarse quartz grains was found to emit a TL 
signal of the same intensity as the coarse grain quartz N 
discs of MASHl. MASH1 was a sample extending from the 
surface of the dune to a depth of 5 cm so equality of TL 
intensities implied that at least the upper few centimetres
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Fig. 14.12. TL glow curves of 90 to 125 ym diameter grains of 
quartz of surface samples adjacent to
a) MWC1
b) MWC2
c) MWC3
d) MWC4
e) MWC5
f) MWC6.
of this unconsolidated dune were continually being turned 
over and brought to the surface by wind and/or biological 
activity.
Further evidence that the higher than expected TL 
signals of surface samples were not simply due to the 
collection of unexposed grains was provided by a lunette 
which had formed in the last few months of 1982 on the eastern 
shore of a lagoon near Lake Tyrell, Victoria (Fig. 14.13).
A sample was collected from several centimetres below the 
surface and some 90 to 125ym diameter grains were placed in 
a monolayer on a glass dish and bleached in sunlight on the 
roof of the laboratory building for 6 hr. Fig. 14.14a and b 
shows the glow curves obtained after separation of the coarse 
grain quartz from both the original sample and that bleached 
in Canberra. It was clear that laboratory sunlight bleaching 
could readily decrease the TL signal to a level significantly 
lower than that known to have pertained at the time of 
deposition and covering.
These experiments did not completely rule out the 
possibility of accidental collection of some unexposed grains 
on the adhesive tape, but pointed to some other cause as the 
main contributor to the difference in TL signals of field 
and laboratory bleached samples.
The second possible cause of the apparent anomaly 
between bleaching results at Mungo and Canberra was eliminated 
by collecting surface samples from locations near Canberra, 
namely Bungendore and the Cotter Reserve. These were 
collected both with the adhesive tape method and by scraping
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Fig. 14.14. TL glow curves of 90 to 125 ym diameter grains of 
quartz from a new lunette beside a lagoon near Lake Tyrell, Victoria.
a) Sample as collected.
b) After 6 hr of bleaching in sunlight before cleaning.
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off and collecting the upper few millimetres of sand. 90 to 
125ym diameter grains were sieved out and placed in a mono-
layer on glass dishes on the roof of the building in summer
sunlight for 8 hr, and the quartz grains then separated out. 
Discs of both this quartz and quartz which had been separated 
out and kept in darkness since collection were prepared and 
glowed out. Again the TL signals were readily reduced by 
the laboratory sunlight bleaching, as shown in Fig. 14.15 
for a surface sample from Bungendore.
It appeared that for some reason the sunlight bleaching 
on the roof of the building did not adequately reproduce 
field bleaching conditions. At the laboratory about 20 mg 
of 90 to 125ym diameter grains had been dispersed in a mono-
layer on glass dishes of 9 cm diameter and placed on a
galvanized iron roof. In the field grains of all sizes were 
packed closely together and rested on other grains.
To check whether the albedo or temperature of the 
surface on which grains rested affected their bleaching 
by sunlight, 90 to 125ym diameter grains of a sample from 
the mobile dunes at Mungo were thinly dispersed on black 
and white sheets of paper placed directly on the roof and 
raised above it, and on glass dishes placed directly on 
the roof, above it and on a bulk sample of this mobile dune 
sand. After 8 hr in the sunlight the quartz was separated 
out and discs were prepared and glowed out. In each case 
the glow curve was of the same intensity.
Having ruled out an albedo or temperature effect, 
several portions of this same sample with different grain
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Fig. 14.15. TL glow curves of 90 to 125 ym diameter grains of quartz 
from Bungendore, New South Wales.
a) Surface sample.
b) Surface sample after 8 hr of bleaching by sunlight before cleaning.
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packing densities were bleached on the roof for 5 hr.
Some 90 to 125 diameter grains were thinly dispersed on 
2 glass dishes, one of which was covered with a less than 
lym thick sheet of clear plastic to prevent the grains from 
being blown around. Other 90 to 125ym diameter grains were 
thickly spread in a monolayer on a sheet of clear adhesive 
tape, such that there were no gaps between grains. In the 
same manner grains of all sizes were spread on another sheet 
of clear adhesive tape. A bulk sample of the same sand was 
also placed on the roof and the surface grains were removed 
from it with adhesive tape afterwards.
The 90 to 125ym diameter quartz grains from the sheet 
of adhesive tape containing grains of all sizes gave a glow 
curve of the same intensity as the quartz from the bulk 
sample, which itself gave the same glow curve as when collected 
from the field. The quartz from the sheet of adhesive tape 
containing only the 90 to 125ym diameter grains gave a TL 
signal of slightly lower intensity, while the quartz from 
the two glass dishes gave glow curves of equal intensity 
(indicating that free movement of the grains did not produce 
a glow curve of lower intensity), but even lower intensity 
than the other glow curves. Fig. 14.16 shows these three 
different intensity glow curves. Note that the above comments 
only apply at the peak. At other points on the glow curves the 
relative intensities are quite different.
The conclusion drawn was that close packing of the 
grains may restrict the amount of bleaching which can occur, 
and this was thought to be the reason for the earlier 
difference in TL signals from field and laboratory bleached 
samples. However, why the amount of bleaching possible was 
lowered by such a packing arrangement was not clear.
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Temperature (°C)
Fig. 14.16. TL glow curves of 90 to 125 ym diameter grains of quartz 
from the mobile dunes east of the Walls of China, Mungo, bleached by 
5 hr of sunlight under the following conditions:
a) Unclean grains of all sizes stuck in a monolayer to adhesive tape.
b) Unclean 90 to 125 ym diameter grains stuck in a monolayer to 
adhesive tape.
c) Unclean 90 to 125 ym diameter grains dispersed onto a glass dish.
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14.6 Disequilibrium measurements
In a search for disequilibrium in the decay chains 
and post-depositional migration of radionuclides, two sorts 
of measurements are required: the relative activities of
key nuclides in the decay chains and evidence of post- 
depositional leaching and radon emanation.
14.6a Gamma spectrometry
Two different approaches were taken to measure nuclide 
activities in the decay chains: a and y spectrometry. For y
spectrometry a 7.6 x 7.6 cm Nal(T£) crystal with an 
aluminium window was first tried on a geological standard 
containing 500 ppm Th and 20 ppm U, but it soon became 
apparent that the resolution was too poor to distinguish 
between adjacent low energy peaks.
The resolution of a 7.6 x 7.6 cm Ge(Li) detector was 
certainly better, but unfortunately the detector, which 
was borrowed from the Nuclear Physics Department, ANU, had 
suffered from neutron bombardment damage and the resolution 
was poor. Nevertheless the instrument wasn't abandoned 
immediately.
A perspex Marinelli type beaker was constructed to 
surround the crystal with MWC1 to a thickness of 2 mm. It 
soon became obvious that the background was far greater 
than the sample signal being counted (since y rays from 
wall thicknesses of up to about 30 cm will be counted as 
well as from the sample), so 5 cm thick lead shielding was
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placed around the sample and detector. This dramatically 
reduced the background, but the activity of the lead and 
background still detected was greater than the activity of 
the sample being counted.
To increase the proportion of counts coming from a 
sample a larger perspex Marinelli type beaker was made and 
filled with MWC6 so that the crystal was surrounded by 
sample to a thickness of 25 mm. The beaker was then 
surrounded by an annular gas proportional counter which 
in turn was surrounded by 9 cm of boric acid and paraffin, 
and 5 cm of lead. The Ge(Li) detector and proportional 
counter were connected to count in anti-coincidence, but 
the efficiency of the latter was too low to be of much use. 
Even though the background had been reduced to less than 
half that of the sample count rate, the use of a 25 mm 
thick sample meant that most of the low energy y rays 
detected did not correspond to total energy absorption 
events. Hence the Compton background was large with only 
small poorly resolved peaks appearing above it. What was 
needed was an anti-Compton guard ring surrounding the 
detector and sample, but this was not available.
To subtract off the background the sample holder 
needed to be filled with an inert matrix with the same 
absorption characteristics as the sample being counted, 
as the photoelectric effect (important at the energies 
where the important y peaks occur) varies strongly with 
Z (see section 3.14). Ideally silica should be used, but 
most brands are derived from beach sands and had activities
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almost as high as some of the samples to be counted.
Calibration of the spectrometer would require the use 
of samples with decay chains known to be in secular equili­
brium. This requirement could be easily satisfied for the 
2 3 2Th decay series using the Th(N03)4.6H20 used to calibrate 
the a counter, when mixed with silica. However it is 
difficult to obtain a sample containing uranium for which 
the 238U decay series is known to be in secular equilibrium. 
An alternative would be to obtain standards of each of the 
key nuclides and calibrate the detector individually for 
each one. This was the approach taken by Murray (1981) 
for calibrating the a spectrometer described in section 4.7.
Given the high cost of all the standards required, 
the high background still evident, the poor resolution 
of the detector (which could only be borrowed occasionally), 
the lack of an anti-Compton guard ring, and the fact that 
many of the key nuclides are weak y emitters anyway 
(discussed in section 4.7), further work on y spectrometry 
was abandoned.
14.6b Alpha spectrometry measurements
a spectrometry was performed by T. Torgersen of the 
Research School of Earth Sciences, ANU. Each of three 
samples (MWCl, MWC6 and MASH2) was divided into three 10g 
portions and dissolved in HF, and after the addition of 
128.3 Bq/kg of 232U and 131.5 Bq/kg of 228Th (as spikes) 
the uranium and thorium were separated out (radon gas was
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also separated to determine the 22 6Ra activity, but became 
contaminated) and evaporated onto discs and a counted. The 
z38U/234U, 232Th/230Th and 230Th/228Th activity ratios are 
shown in Table 14.3. Conversion to absolute 238U and 234U 
activities is straightforward and the values are also shown 
in Table 14.3.
As 228Th occurred as part of the 232Th decay chain and 
had also been added as a spike, it was necessary to distinguish 
between the two. One approach is to assume that there is no 
disequilibrium between 232Th and 228Th; the other is to use 
an independent determination of the 232Th activity (such as 
by XRF) and so obtain the 230Th activity by using the 
232Th/230Th ratio. For one sample (MWC2) submitted to the 
Geophysical Tracer Studies Unit of AERE, Harwell, for a 
spectrometry analysis (see below) it was found that 
disequilibrium between 232Th and 228Th existed. On the 
other hand, the XRF measurements were subject to large errors 
due to low thorium concentrations. Neither approach is 
satisfactory, but both sets of values are given in Table 14.3. 
The XRF measurements reported in section 15.5 have been used. 
The errors quoted are only those due to counting statistics.
As mentioned, MWC2 was sent to AERE, Harwell, for a 
full a spectrometry analysis. The results are reported in 
Table 14.4. Again the errors quoted are only those due to 
counting statistics. The similarity of the 226Ra and 210Po 
activities indicates that although 222Rn emanation may be 
present, it makes little difference to the total 222Rn 
activity at the depth from where the sample was collected.
Table 14.3
a spectrometry measurements by T. Torgersen of 
RSES, ANU. (Activities in Bq/kg).
Sample MWCl MWC6 MASH 2
AU238/AU234 1.08 ± 0.09 1.06 ± 0.09 1.13 ± 0.28
ATh232/ATh230 1.19 ± 0.11 1.58 ± 0.10 1.22 ± 0.04
ATh230/ATh228 0.26 ± 0.10 0.28 ± 0.09 0.24 ± 0.04
AU238 7.8 ±0.2 6.8 ±0.7 5.4 ± 1.4
AU234 7.3 ±0.6 6.5 ±0.9 4.8 ±1.7
t 7.0 ±1.2 6.6 ±0.7 4.5 ±0.2
Th230 +8.7 ±0.9 10.3 ±2.1 7.0 ± 1.6
t 8.2 ±2.2 10.4 ±1.0 5.5 ±0.2
Th232 +10.4 ±0.5 16.3 ±3.2 8.5 ±2.0
232 22T derived assuming no disequilibrium between Th and 
+ based on XRF measurements of Th.
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Table 14.4
a spectrometry measurements for MWC2 by 
AERE Harwell. (Activities in Bq/kg).
238U decay series 232Th decay series
Nuclide Activity Nuclide Activity
238u 6.3 ± 0.2 2 3 2Th 11.5 ± 0 . 8
234u 6.7 ± 0.2 22 8Th 9.8 ± 0.8
2 3 0 13.2 ± 1.0
226Ra 8.5 ± 0.5
21°PO 8 . 8 1 0 . 3
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However there is clearly disequilibrium between 23°Th and 
234U, 226Ra and 230Th, and 228Th and 232Th. In the case
of the third pair, the disequilibrium is a result of 228Ra 
mobility in the system. As 228Ra has a half-life of only 
5.764 yr (Table 2.2) it is evident that even in the semi- 
arid environment of Mungo, recent leaching of radium from 
MWC2 (situated near the top of the Lower Zanci zone of 
the Walls of China) has occurred, presumably as a result 
of occasional rain.
14.6c Technique used to search for evidence of radionuclide
leaching
This leads to the question of how much of the other 
disequilibrium is due to post-depositional uranium and 
radium mobility, and whether potassium and rubidium have 
also been mobile. An indication of leaching can be gained 
by measuring elemental concentrations (or nuclide activities) 
down a profile of sediment and scanning for any accumulation 
of the element in question. This procedure was brought to 
the attention of the author by R.J. Wasson. To check that 
any accumulation isn't just due to the deposition of a layer 
with a greater concentration of radioactive material (such 
as incorporated in heavy accessory minerals), a non-leachable 
element found in association should also be measured down 
the profile. Here the technique is to measure uranium, 
potassium and rubidium concentrations against the non-mobile 
thorium. Ideally radium activities should also be measured,
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but this is a more difficult procedure, requiring radio­
chemical separation.
To gauge the extent of post-depositional leaching, 
uranium, thorium, potassium and rubidium concentrations 
were measured down profiles at Mungo from all Walls of 
China zones and the longitudinal sand dune site. Each 
vertical profile (one for each sedimentary zone) lay in 
a direct line above and below the dating sample. Samples 
were collected 20 cm apart near dating samples, but 50 cm 
apart when well away from them, using a corer driven into 
the exposed erosion gully walls. Fig. 14.17 shows the 
sampling technique. In all, 71 samples were collected 
for measurement.
14.d X ray fluorescence measurements
Uranium, thorium and rubidium concentrations were 
measured by wavelength dispersive XRF, based on (4.7) .
Use of that equation requires three principal measurements: 
the intensity of the fluorescent radiation for one line 
emitted by each element, the total mass attenuation 
coefficient of a wavelength such that there are no 
absorption edges between it and the line of the element 
being analysed, and the intensity of the fluorescent 
radiation for the same element lines of standards (to set 
the proportionality constants).
Fig. 14.17. Sampling technique used to search for the existence 
of post-depositional radionuclide leaching. Here 
samples spaced 20 and 50 cm apart have been collected 
with a corer from the Lower Zanci zone.
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For the line intensity measurements approximately 
2g of finely crushed and homogenized sample was pressed 
into pellets with a boric acid back, as described by 
Norrish and Chappel (1977). One pellet was made for each 
sample. The measurements were made with a Phillips PW1220 
spectrometer, operated at 70 kV, with a 160ym primary 
collimator for U and Th and a 480ym primary collimator 
for Rb, a (220) LiF crystal for U and Rb and a (200) LiF 
crystal for Th, and a scintillation detector. With a 
molybdenum tube to provide the exciting radiation, the
fluorescent radiation from the U L w  Th L , and Rb Kal al a
lines were counted separately for 200 sec. each, and 
bracketed by counting pure silica blanks for 100 sec.
The instrument drift was measured after every 3 sample 
pellets. Standards in silica matrices were also run, ani 
the Pb contents were measured to check for Pb L0 interferencep
with the Rb and Th lines. To improve counting
statistics, 8, 4 and 2 runs were made for U, Th and Rb, 
respectively. For each run for a particular element the 
intensity of a peak (in counts/sec.) was given by
s ■—i CQ U CB2 1
TP tb t b 1
I-1 1 t-3 I
 O
 
D
l 
I'D ■-9 a
i
1 - Cßl T ' 1
t b d
CB2-----T
t b d j
2.NLB
1  -  D i * T D
1 - D .T F D
(-4.1)
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where Cp is the number of counts recorded for the peak;
CR, is the number of counts recorded for the first 
blank;
C ~ is the number of counts recorded for the second 
blank;
Tp is the peak counting time (200 sec.);
Td is the blank counting time (100 sec.);
Dst is the starting drift (in counts);
Dp is the initial drift for a batch of three pellets; 
D„ is the final drift for a batch of three pellets;r
TD is the dead time of the detector (0.97 ysec.); and
NLB
0.9997 for Rb 
1.0001 for Th 
1.0004 for U.
Total mass attenuation coefficients were measured 
directly with the Rb line using
r > 
£ = —  In [l0]IpJRb PX l1 j
where px is the mass per unit area of a parallel-sided slab 
of sample;
I0 is the incident intensity; and 
I is the attenuated intensity.
The procedure for doing this was to press about 300 mg of 
accurately weighed finely crushed and homogenized powder 
into thin 1.27 cm diameter discs with a piston die. Two 
discs , each supported by a perspex frame, were prepared . 
for each sample. The discs were placed between the source
of Rb K radiation and the scintillation counter of thea
spectrometer, and the attenuated intensity recorded. The
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incident intensity was recorded without a disc interposed.
With these measurements made, the elemental 
concentrations were given by
Rb (ppm) = --------
KRb
, Th V ^ bTh (ppm) = ---------
KTh
(14.3)
(14.4)
and
u (ppm)
where C ^ ,  and are the sample peak intensities
(in counts/sec.) for Rb , Th and U, respectively;
(C + C .0.0002). (-1 U Rb kp;Rb (14.5)
(—1 . is the total mass attenuation coefficient v Rb
of the sample for Rb radiation; and
K_, , K_, and Ktt are constants derived from running Rb Th U 3
standards.
The term Ch,.0.0002 in (14.5) is a correction for the overlap Rb
of the Rb K and U L , lines.a al
Potassium contents were first measured by energy 
dispersive XRF on the same pellets using an Ortec 7016 Si(Li) 
detector, however, as the X rays only penetrated a few 
microns into the pellets, surface inhomogeneity was readily 
apparent. One solution would have been to fuse the samples 
and count the discs so formed, but flame photometry was 
employed instead.
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14.6e Flame photometry measurements
As explained in section 4.16, measurements are 
best performed on samples with a low concentration of the 
element to be measured (preferably less than 30 ppm), so 
all samples had to be dissolved and diluted. The preparation 
of the sample solutions was rather involved as contamination 
can easily occur to the diluted samples.
Teflon dishes and rods were cleaned by boiling them 
in concentrated HC£ followed by washing four times in 
distilled water, boiling in distilled water and drying.
About 0.45g of accurately weighed sample was added to each 
dish to which a few millilitres of de-ionized water and 
21 ml of an HF/H2S04 mixture (prepared in bulk by adding 
500 ml of Analar HF to 200 ml of 1:1 H2S04) were added.
A teflon rod was added to each dish and allowed to stand 
overnight in a fume hood. Dishes were then heated until 
evaporation ceased (evident from a lack of moisture on 
the teflon rods) and then a further 10 ml of Analar HF 
was added and evaporation repeated. Evaporation was 
continued until dense white fumes of SO3 were given off.
This was to ensure that the last traces of HF had been 
removed.
Approximately 40 ml of de-ionized water was then 
added and the dishes heated until the salts had passed 
into solution. 50 ml of a 2500 ppm Li solution was 
pipetted into 250 ml volumetric flasks which had been 
rinsed twice that day in de-ionized water, and twice on 
the previous day. The contents of the teflon dishes
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were poured into the 250 ml flasks and thoroughly washed 
with de-ionized water to ensure that no salts were left 
behind. When cool the flasks were made up to volume with 
de-ionized water and the solutions were transferred to 
clean and dry plastic bottles which had been filled and 
left to stand with distilled water each day for three 
days, and rinsed with alcohol before being left to dry.
Three drops of triton (needed to wet the flame photometer) 
were added to each plastic bottle before capping. The 
purpose of all the thorough washing throughout was to 
remove any potassium which may have diffused into the 
container walls.
Sample solutions were run on an Instrument 
Laboratory Special Flame Photometer 443 Au which recorded 
the potassium content, and by comparing the lithium content 
with an internal lithium standard, automatically corrected 
for any small variations from sample to sample or between 
sample and standard solutions. The lithium and standard 
solutions were prepared by J. Wasik of the Geology Depart­
ment, ANU, by mixing LiC£, NaSCK, K 2 SO 4 / H 2 SO 4 and 
de-ionized water in appropriate proportions. The measurement 
procedure was to bracket each sample above and below by 
potassium standard solutions and assuming a linear 
concentration versus counts fit (ensured by the use of 
dilute solutions), obtain the sample potassium concentrations 
from
K (%) (PH-V + P 0.025_______Mass of sample (g)
(14.6)
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where C0, CT and C„ are the number of counts from theb Li n
sample, lower standard and upper standard, respectively;
PL' PH anc^  PB are t*le concentrat:i-ons (in PPm) °f the 
lower standard, upper standard and blank, respectively; 
and
0.025/Mass of sample (g) accounts for the dilution of 
the sample.
The blank was used to determine the potassium content of the 
HF used in dissolving the sample and was prepared as for a 
sample solution, except that no sample was added. Fortunately, 
the potassium content of the HF was barely detectable.
In practice each sample solution had to be run 
several times along with the bracketing standards, to 
improve counting statistics, and a minimum of two solutions 
per sample had to be prepared until two solutions gave the 
same K content to within better than 1%. This latter 
requirement was to check for possible sample contamination, 
a not infrequent occurrence when samples of initially 
0.1 - 1% K were diluted to less than 30 ppm K. On the 
whole, the potassium concentrations obtained by flame 
photometry were excellent, with quite small counting errors.
14.6f Elemental concentration profiles
The results of all of these measurements after 
averaging are plotted in Fig. 14.18a to g. The error bars
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Fig. 14.18. Elemental concentration profiles for the (a) longitudinal dune 
west of Lake Mungo, the (b) Upper Zanci, (c) Lower Zanci, (d) Upper Mungo, 
(e) Lower Mungo, and (f) Golgol A zones and the (g) Golgol A - Golgol B 
boundary (Golgol A has negative depths in (g)). Depths are relative to the 
top of each zone • Arrows indicate depth of dating samples.
X K, • U, o Th, A Rb
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represent counting statistics only. It is immediately 
apparent that the K and Rb measurements are quite precise, 
but the XRF measurements for Th, and particularly U, have 
unacceptably large errors in general, typically amounting 
to 0.5 ppm for both elements. Although the errors in the 
uranium concentrations are quite large, there is no evidence 
of post-depositional leaching, as variations of the uranium, 
potassium and rubidium contents closely follow variations 
in non-leachable thorium. Hence the disequilibrium shown 
up by the a spectrometry measurements resulted from 
nuclide mobility prior to deposition (except for radium). 
Hence in the final dating programme of chapter 15 it is 
appropriate to use the age equation (3.194).
14.6g Radon emanation measurements
Radon emanation can be measured by a spectrometry by 
comparing the 2 2 6Ra and 210Pb activities, but as only one 
sample could be submitted for full a spectrometry analysis 
other methods had to be employed. Two techniques were used:
Y spectrometry and thick source a counting. Using a Ge(Li) 
detector with appropriate shielding, R. Meakins of the 
Division of Mineral Physics, CSIRO, used the 1.76450 MeV 
y ray of 214Bi to obtain the equivalent uranium concentration 
and the 2.61447 MeV y ray of 208Tl to obtain the equivalent 
thorium concentration (after correcting for the background 
and Compton scattering of higher energy radiation) for
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approximately 300g samples of uncrushed MWC1, MWC6 and 
MASH2 when in equilibrium with the atmosphere, and after 
the samples had been sealed and stored for 30 days to 
allow 2 2 2Rn to reach secular equilibrium with 226Ra. In 
both cases this is a direct measure of the radon emanation, 
as the y rays counted come from post-radon nuclides. The 
results, converted to activities, are given in Table 14.5.
Thick source a counting was employed to measure 
the fractional radon emanation for all Mungo samples used 
in the final dating programme and one Nyah West sample, 
using the procedure and equations outlined in section 11.8 
and appendix D. The results are collected in Table 14.6.
There is a clear disparity between the y spectro­
metry and thick source a, counting measurements, which 
cannot simply be put down to the fact that a counting 
determines the average chain a activities, because the 
220Rn emanation measurement by a counting is made directly 
on the 220R n - 216Po pair. One difference between the two 
methods is that for a counting the sample thickness was 
only 1.5 mm, while for y spectrometry it was several 
centimetres. This would be reflected by lower 220Rn 
emanation rates by y spectrometry, as the diffusion length 
of 220Rn is only about 2 cm (assuming the diffusion 
coefficient for the sample is 5.4 x 10“2 cm2/sec.), however 
the discrepancies between the two sets of measurements are 
not systematic. What affect the. anomalously low pair count 
rates, observed when calibrating the sealed a counter, 
would have is not clear. Often the 220Rn emanation as
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indicated directly by pair counting was larger than the 
total radon emanation measured from total count rates, 
leading to the negative signs for the 2 22Rn emanation.
One possible cause of this is that the equations of 
appendix D assume that the only form of disequilibrium 
in the decay chains is radon emanation.
For the purposes of TL dating the 220Rn emanation 
can be ignored for depths well in excess of its diffusion 
length, but the 222Rn activity relevant to TL dating must 
be calculated using (2.28) or (2.30), as the diffusion 
length of 222Rn is 160 cm (assuming the diffusion coefficient 
of the sediment to be 5.4 x 10"2 cm2/sec.).
The large emanating powers and chain activities of 
the uncrushed samples (when compared to the activities for 
the crushed and homogenized samples given in Tables 15.13 
and 15.14) point to a major part of the radioactivity 
residing in crusts around the sediment grains, supporting 
the contention (justified by the a spectrometry measure­
ments) that the sediment grains were in an environment 
conducive to processes leading to disequilibrium, especially 
between uranium and thorium isotopes, within the last few 
hundred thousand years. This is not unexpected for the 
samples collected from the Walls of China, as they originally 
came from the floor of Lake Mungo, but also applies to the 
samples from the longitudinal dune west of the lake.
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14.7 Results of the different techniques used to
determine nuclide activities
The disparate results for radon emanation were not 
the only activity measurements for which there was 
disagreement. Tables 14.8 to 14.11 summarize all activity 
and concentration measurements made on the dating samples 
from Mungo. All errors quoted are simply counting errors.
A brief explanation of each set of measurements is given 
in Table 14.7.
Some of the differences can be explained by the 
existence of disequilibrium in the decay chains. Thick 
source a counting requires secular equilibrium in the 
decay chains for the average activities to equal the parent 
activities. However for MWC2, the average activities as 
obtained using the large a counter did not agree with the 
average activities given by a spectrometry, which are 8.6 
and 9.9 Bq/kg for the 238U and 232Th decay chains, 
respectively. If the average 232Th chain activity, as 
obtained by the pair count rate, had not been multiplied 
by 1.1386, then the activities from a counting would have 
been 5.16 and 9.99 Bq/kg for the 238U and 232Th decay 
chains, respectively,which still does not account for the 
large 238U series activity discrepancy. Unfortunately,
MWC2 is the only sample for which this comparison can be 
made. As the 232Th and 228Th activities were assumed to 
be equal, which may not be the case, average 232Th and 
238U chain activities cannot be calculated with any 
confidence for the three other samples measured by a spectro­
metry .
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Most of the differences between the a counting 
results can be attributed to the different modes of sample 
preparation. When counting with the large screen the 
samples were either finely crushed and homogenized (code J) 
or only gently crushed (codes H and I). Zimmerman (1971) 
claimed that the difference in count rates would be small, 
but this is clearly not the case. The reason was given in 
section 14.6g, namely that a large proportion of the 
radioactivity resides in crusts surrounding the grains.
Some of the differences between the use of large and 
small screens for counting gently crushed samples can be 
attributed to the quite different amounts of material seen 
by the detectors, and the corresponding effect any 
inhomogeneity would have.
The reason for the disagreement between 232Th 
activities as obtained by the a counting of homogenized 
samples and y spectrometry is not apparent, as in both 
methods the activities are obtained from post-220Rn 
nuclides. If the activities from the pair count rates 
had not been multiplied by 1.1386, the differences would 
have been even larger. The differences in the 238U 
activities can possibly be attributed to the different 
parts of the decay chain used in the measurements, 
y spectrometry only measured the 214Bi activity, whereas 
a counting averaged over the whole chain.
It is difficult to comment on the different 
activities as obtained by y spectrometry and a spectrometry, 
as in the latter an assumption had to be made about the
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relative activities of 232Th and 228Th, which turned out 
not to be justified for MWC2.
The fluorimetry measurements are often in disagree­
ment with the XRF measurements, but for some samples agree 
quite well with the a counting results for homogenized 
samples.
The errors quoted for pellets D and E of the XRF 
measurements make the reason for scatter in the U 
concentrations apparent. It would appear that at these 
low levels XRF is unsuitable for obtaining U contents, 
being near the detection limit of the method for that 
element. Taking the material for the pellets from 70g 
of homogenized sample instead of 10g made little difference 
generally, because of the inherently large scatter. The 
errors quoted by AMDEL are too low, given that the total 
mass attenuation coefficients were assumed by them to be 
constant, whereas the author found them to vary between 
8.1 and 11.1 cm2/g. The 232Th activities are consistently 
higher for the XRF measurements, than from the other 
techniques. Disequilibrium between 232Th and 228Ra may 
explain some of the differences, but for most samples the 
disequilibrium would have to be severe. However disequil­
ibrium cannot account for the discrepancy between the XRF 
and a spectrometry determinations of the 232Th activity of 
MWC2 .
The K content measurements by flame photometry are 
generally very good. The discrepant figures for the 
measurements on lg samples are simply a reflection of the 
inhomogeneity of the specimens. The K concentrations are
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the most accurate of the dose rate measurements, which is 
fortuitous as the dose rate from 40K often comprises over 
50% of the total dose rate when the TL phosphor is coarse 
grain quartz.
Similarly the Rb contents by XRF are reliable, 
when the problem of specimen inhomogeneity has been 
realized and corrected for by pressing the pellets from 
a large homogenized sample. Unfortunately, due to equip­
ment breakdowns and other delays, no XRF measurements on 
MASH6 by the Geology Department, ANU, were available to 
compare with the figure given by COMLABS, who did not 
measure the total mass attenuation coefficient. Generally 
the contribution of 87Rb to the dose rate is small, and 
usually ignored or a value assumed by most TL daters.
The conclusion to be drawn from these comparisons 
is that while the K and Rb concentrations can be measured 
quite easily and precisely, there exist severe problems 
in deriving dose rates from the decay chains. The ideal 
method to use is a spectrometry as it gives maximum 
information about the state of equilibrium, and changes 
of this in the past can be calculated. However, unless 
one has ready access to the chemical expertise needed to 
perform the separations, the high cost of commercial 
measurements rules out the method as a standard technique 
which can be applied to all samples.
It was expected that thick source a counting would 
give the best estimate of average activities to use when 
calculating dose rates, but the disagreement with other
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methods is a cause of some concern. Perhaps the best 
approach is to use a counting and at least two other 
techniques to obtain the U and Th concentrations (so 
minimizing the possibility of chance agreement). This 
would give some indication of the existence of disequili­
brium. It is not obvious which other techniques are the 
best to use, and in any case this would depend on the 
concentrations involved and facilities available. XRF 
does not appear to be suitable for the low concentrations 
encountered in most of the Mungo samples. For those samples 
displaying strong disequilibrium, a spectrometry should 
then be used if possible, to examine its nature and extent, 
before precise ages are issued. This is particularly 
important when the dose rate from K does not dominate the 
total dose rate.
In section 15.6 ages will be given based on XRF 
and a counting results, showing in some cases the large 
disagreement between the two and indicating the need for 
accurate a spectrometry measurements.
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CHAPTER 15
F I N A L  DATING PROGRAMME 
15.1 Introduction
In the final dating programme an attempt was made 
to date all the samples from Mungo and Nyah West, however 
in the process yet more complications were found and the 
ages obtained can at best only be considered as relative. 
Section 15.2 describes the methods used to obtain the 
equivalent ß doses and presents the results as a function 
of glow curve temperature.
The results of anomalous fading tests are presented 
in section 15.3 and there it will be seen that although 
the data is poor it is hard to escape the fact that the 
TL of quartz from two of the three sites investigated fades 
anomalously. As far as the author is aware this is the 
first time that quartz has been found to suffer from this 
problem. It has serious implications for TL dating and is 
one of the reasons why the dates cannot be classed as 
absolute.
In section 15.4 the results of the alpha efficiency 
measurements are given and with the dose rate data of 
section 15.5, the dose rates were calculated and the ages 
obtained in section 15.6. Here more problems will be 
apparent. One is the general lack of age plateaux for 
the samples from the site which didn't display obvious 
anomalous fading, another is the difficulty in deciding 
which set of conflicting TL data most closely approximates
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the true ages and the third is the difficulty in getting 
reliable dose rate data.
15.2 Equivalent beta dose determination
Equivalent 3 dose determinations basically followed 
the method of the preliminary dating programme, except that 
now it was taken as the difference between the equivalent 3 
dose of the sample and that remaining at burial. The latter 
was obtained by fitting the natural TL output of the associated 
surface sample onto the growth curve of the sample actually 
being dated. For each sample from the Walls of China the 
surface sample used was that collected by adhesive tape from 
a location adjacent to the dating sample (section 14.5); 
for samples from the longitudinal dune to the west of Lake 
Mungo, MASH1 was used; and for samples from Nyah West a 
surface sample collected by adhesive tape at the top of the 
profile was used. Outputs from discs prepared from these 
surface samples will be referred to as S, and when given 
an artificial 3 dose prior to recording the first glow, as 
S+3.
The 90 to 125ym diameter grains of quartz for both 
the dating and surface samples were separated out as 
described in section 12.3. That is, the 90 to 125ym 
diameter grain fraction was sieved out and subjected to 
10 min. of 18% HC1, 10 min. of 40% HF, 3 min. of centrifuging 
in tetrabromoethane and ultrasonic cleaning in acetone. When 
dry a portion of the separated quartz of the dating sample
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was spread in a monolayer on a glass dish and bleached 10 cm 
below the sunlamp for a minimum of two days.
20 discs of bleached quartz, 20 discs of unbleached 
quartz of the dating sample and 20 discs of unbleached quartz 
of the surface sample were prepared for each sample being 
dated. Of the discs of bleached quartz, 2 were each given 
the same 3 dose at one of 8 different 3 dose levels equally 
spaced between OGy and twice the expected equivalent dose 
of the dating sample. 2 discs of unbleached quartz of the 
dating sample were each given the same 3 dose at one of 4 
different 3 dose levels equally spaced between OGy and the 
expected equivalent dose of the dating sample, so as to 
give total N+3 doses equally spaced between the equivalent 
dose and twice the expected equivalent dose of the dating 
sample, and 2 discs of unbleached quartz of the surface 
sample were each given 3 doses at one of 4 different 3 dose 
levels equally spaced between OGy and the expected equivalent 
dose of the dating sample, so as to give total S+3 doses 
equally spaced between the equivalent dose of the surface 
sample and the equivalent dose of the surface sample plus 
the expected equivalent dose of the dating sample.
In this way 16 3 discs, 8 N+3 discs and 8 S+3 discs 
were irradiated, and after leaving them for between 17 and 
176 days (depending on the sample) they were glowed out 
along with 2 residual (R) discs, 12 N discs, 10 S discs 
and 2 further discs of bleached quartz just given 3 doses 
of the expected equivalent dose of the dating sample. The 
final two discs listed were used for a fading test. Just 
prior to glowing out, each disc was given a 0.25Gy 3 dose
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to locate the 102°C peak for temperature calibration. 
Normalizing doses of 1000 sec. 3 irradiation were given to 
each disc and several weeks later they were glowed out, 
after receiving a 0.15Gy 3 dose to locate the 102°C peak 
again. As the automatic 3 irradiator was not available 
until towards the end of this work, most of the more than 
2000 3 doses (plus all of the small doses given just before 
recording a glow out) were administered manually.
It was found that the discs prepared from the MWC6 
surface sample emitted a spurious TL signal above 350°C 
and it was only partly eliminated by evacuating the glow 
oven prior to admitting argon. This spurious signal was 
not present for second glows though.
Fortunately the Apple computer was available to 
record the glow curves using the program described in 
section 11.3. Fig. 15.1a to u shows a representative 
selection of glow curves obtained. Smoothed outputs at 
102°C and at 25°C intervals from 250 to 450°C were stored 
on disc for subsequent analysis, although the outputs at 
102°C were not used.
At the completion of all glow-outs for a sample a 
program written in Applesoft BASIC normalized all the 
first glow outputs at each analysis temperature to the 
average second glow output at that temperature, and printed 
out both the normalized and un-normalized outputs of all 
sample discs. Both sets of outputs were used for subsequent 
analysis. Another program fitted a polynomial curve by 
least squares to the R and 3 disc outputs to give growth 
curves at each of the 9 analysis temperatures for both
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Fig. 1.1 . Selection of TL glow curves of 90 to 125 ym diameter
>de Sample Glow Dose
a MWC1 2 23.96 ± 0.90 Gy
b MWC1 1 S + 23.96 ± 0.90 Gy
c MWC2 1 35.95 ±1.35 Gy
d MWC2 1 N + 23.96 ±0.90 Gy
e MWC3 1 N
f MWC5 1 N + 335 ± 13 Gy
g MWC5 2 23.94 ± 0.90 Gy
h MWC6 1 N
i MWC6 1 S
j MASH1 It S
k MASH1 It S + 14.32 ± 0.54 Gy
1 MASH2 2 23.87 ± 0.90 Gy
m MASH 3 It N
n MASH4 It 10.74 ± 0.40 Gy
o MASH5 1 N + 19.10 ±0.72 Gy
P MASH6 2 23.87 ± 0.90 Gy
q NW13* 1 S
r NWl 1 N
s NW6 1 N + 85.2 ± 3.2 Gy
t NW9 1 191.4 ± 7.2 Gy
u NWll 2 28.43 ±1.07 Gy
t 102°C peak located with subsequent irradiation 
+ Nyah West surface sample
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normalized and un-normalized data. For MWCl, 2, 3 and 4,
MASH 2, 3, 4, 5 and 6 and NW1, 2 , 3, 4 and 5,third order 
polynomial curves were fitted. Due to the sharp curvature 
of parts of the growth curves of MWC5 and 6 and NW6, 7, 8,
9, 10, 11 and 12, fourth order polynomial curves were fitted 
to their outputs, but as these curves still did not accurately 
fit the data at doses of less than 100 Gy, fourth order 
polynomial curves were fitted again after heavily weighting 
the outputs of discs given ß doses of less than 100 Gy.
The output for each N disc was then fitted onto the 
curve and the equivalent ß dose to which it corresponded 
obtained by the Newton-Raphson method. The average equiva­
lent ß dose of the dating sample at each temperature was 
taken as the average over the 12 N discs. Using this average
the N+ß disc outputs were plotted at doses equal to the sum
of the average equivalent ß dose of the dating sample and 
the artificial ß dose administered, for each temperature.
This provided a check on possible sensitivity changes caused 
by the bleaching, as described in section 13.2.
Similarly the output for each S disc was fitted onto 
the curve and the equivalent ß dose to which it corresponded 
obtained by the Newton-Raphson method. The average equiva­
lent ß dose of the surface sample at each temperature was 
taken as the average over the 10 S discs. Using this average
the S+ß disc outputs were plotted at doses equal to the sum
of the average equivalent ß dose of the surface sample and 
the artificial ß dose administered, for each temperature.
This was to check that the TL sensitivity of the surface 
sample matched that of the bleached dating sample.
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For MWC5 and 6 and NW6, 7, 8, 9, 10, 11 and 12 the 
N discs were fitted to the unweighted fourth order polynomial 
curves, while the S discs were fitted to the weighted curves 
which more closely represented the data at lower doses.
Fig. 15.2 a to r shows a representative selection 
of some of the more than 400 curves so fitted, with average 
N, average S, N+ß and S+ß disc outputs plotted on them. Non­
linearity of the growth curves is seen to be common.
It was found that normalization generally reduced 
the scatter in the outputs of MWC1, 2, 3 and 4, MASH2, 3, 4,
5 and 6 and NW1, but introduced a sensitivity change into 
the data of MWC2 and MASH5, while removing one from MWC4 
and MASH6 at most analysis temperatures. The S outputs for 
MWC1 were rather high and normalization increased these 
outputs even further, while decreasing the N outputs. This 
may indicate contamination of the MWC1 surface sample with 
older material just below the surface, but such a conclusion 
is by no means certain. Normalization could not be used to 
obtain the equivalent ß doses absorbed since burial of MWC5 
and 6 and NW2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 because 
of a pre-dose effect in second glow outputs. NW2 and NW12 
had sensitivity changes between N+ß and ß disc outputs at all 
analysis temperatures.
Tables 15.1 to 15.9 collect together the equivalent 
ß doses of the dating and surface samples and the equivalent 
ß doses absorbed since the burial of the dating samples, 
except for NW2 and 12. Each value is an average over 12 N 
or 10 S discs, with the errors being the standard deviations 
in the equivalent ß doses. Omissions correspond to data
Fig. 15.2. Selection of TL growth curves. 3rd order polynomial 
curves fitted by least squares. 3 dose rate - 23.8 mGy/sec.
-f 8 disc TL output.
X S+B disc TL output (point of lowest dose corresponds to S) 
□ N+3 disc TL output (point of lowest dose corresponds to N)
Code Sample Glow curve Status t
temperature (°C)
a MWC1 425 n
b MWC2 250 u
c MWC3 400 n
d MWC4 400 u
e MWC4 400 n
f MWC5 350 u,uw
g MWC5 350 u,w
h MWC6 325 u,uw
i MASH 3 350 n
j MASH4 300 u
k MASH5 300 n
1 NW1 325 n
m NW2 350 u
n NW3 300 u
o NW6 425 u,uw
P NW8 325 u,w
q NW10 375 u,uw
r NW12 350 u,uw
t u: un-normalized data 
n: normalized data 
w: weighted 4th order polynomial 
uw: un-weighted 4th order polynomial
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showing sensitivity changes between ß and N+ß or S+ß disc 
outputs. In Table 15.3 the equivalent ß dose absorbed by 
MWC1 since burial has been calculated using both the MWC1 
and 2 surface samples, the latter being chosen because if 
the MWC1 surface sample has been contaminated, then the 
MWC2 surface sample may be the best estimate of the 
equivalent ß dose remaining at burial, as it also comes 
from the Zanci unit and so may have been subjected to the 
same bleaching conditions and have a similar TL sensitivity.
Ideally the equivalent ß doses of the one surface 
sample used for MASH2, 3, 4, 5 and 6 should have been the 
same at any one temperature. The same comment applies to 
the Nyah West samples. This was not the case, but the 
variations were small relative to the equivalent ß doses 
of the dating samples.
From Tables 15.3, 15.6 and 15.9 it can be seen that 
normalization usually systematically altered the equivalent 
ß doses absorbed since burial; lowering them for MWC1 and 
MWC3, but raising them for MASH2, 3, 4 and 6, while hardly 
affecting them for NW1. Given that normalization generally 
reduced the scatter in the data, and sometimes removed or 
introduced sensitivity changes, it is not apparent which 
set of equivalent ß doses is the preferred one .
For most of the samples from the Walls of China and 
Nyah West the equivalent ß dose plateaux are reasonably 
good, but they are very poor to non-existent for the samples 
from the longitudinal dune at Mungo. For these latter 
samples the equivalent ß doses absorbed since burial generally
569
decrease with increasing analysis temperature. These 
features will become apparent in section 15.6 when the age 
plateaux are shown in diagramatic form.
15.3 Anomalous fading tests
Although the high temperature TL peaks of Norwegian 
a quartz do not fade anomalously (Wintle, 1973) tests were 
carried out to see whether the quartz used in this dating 
programme exhibited anomalous fading. For each sample 2 
discs of bleached quartz were given 3 doses of the expected 
equivalent dose and glowed out immediately and their TL 
outputs compared with those of 2 discs given the same 3 
dose several weeks or months beforehand. The un-normalized 
data, collected in Tables 15.10 and 15.11, was of poor 
quality and often contradictory due to variations in output 
from disc to disc. Normalization did little to improve the 
situation.
By averaging over all discs from the three locations 
of the Walls of China, the longitudinal dune west of Lake 
Mungo and Nyah West, there was no trend in the fading with 
glow curve temperature, but the samples from these three 
locations faded anomalously by 15 ± 3%, -2 ± 7% and 6 ± 4%, 
respectively. These values can be compared with 0 ± 5% as 
given by Wintle (1973) for Norwegian a quartz after 2 yr of 
storage. The data from the Walls of China samples was the 
most convincing evidence for anomalous fading, while such
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fading could probably be ruled out for the samples from 
the longitudinal dune west of Lake Mungo. Some anomalous 
fading seemed to be evident for the Nyah West samples after 
about 3 weeks storage time.
In section 12.7 it was suggested that the rapid 
improvement in plateaux with storage time may have been 
due to fading of the 330°C peak, with little or no fading 
of the 370°C peak, in the space of a few hours. The data 
of Tables 15.10 and 15.11 were collected after much longer 
fading times, and although showing no trend with temperature, 
it cannot be concluded that such a trend did not exist after 
only a few hours storage.
The existence of anomalous fading in the TL of the 
samples may lead to ages being too young, however if all 
the anomalous fading occurred in only a few days, with no 
more occurring thereafter, then the procedure of leaving 
irradiated discs for several weeks or months before glowing 
them out, may have overcome the problem. Whether more 
anomalous fading would have occurred after this time can 
best be judged by comparing the TL ages with known ages: 
if the TL ages are too low then anomalous fading may be the 
cause. As fading has been shown to vary from site to site, 
even when they are only separated by a few kilometres, it 
would be necessary to have a sample of known age from each 
site before anomalous fading could be ruled out as a problem 
for samples from that site which exhibit the phenomenon in 
the laboratory. None of the samples from Nyah West were of 
reliably known age, so anomalous fading may lead to the 
ages for samples from that site being too young.
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15.4 Alpha efficiency factor results
In the preliminary dating programme the alpha 
efficiency factor k was determined for MWC1, 2 and 3 and 
MASH1, 2 and 3 (see section 13.3 for a description of the 
method used). The values obtained were so low that it was 
thought that the work involved in measuring k for each sample 
was not justified in view of the small a particle contribution 
to the total dose rate. k was measured for NW1 and was 
assumed to be the same for all other Nyah West samples, 
k for MASH4, 5 and 6 were assumed to be the same as for 
MASH3, and k for MWC4, 5 and 6 were assumed to be the same 
as for MWC3. Table 15.12 lists k as a function of glow 
curve temperature for MWCl, 2 and 3, MASH2 and 3 and NW1.
The data at the high temperatures for the Mungo samples 
was too poor to determine k, so for these temperatures it 
was assumed to be equal to the value at the highest tempera­
ture where k could be measured. The values at 250°C were 
not required for the dating in section 15.6. The errors 
were obtained by using (13.4) .
15.5 Dose rate data
Where possible the depth of a sample below the surface 
was measured upon collection. In those cases where erosion 
had removed upper layers a value for the original depth 
below the surface was assumed. Having measured the bulk 
density, and with the assumption that the present depth
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of a sample was representative of that over most of its 
burial time (an assumption likely to be wrong for some of 
the Nyah West samples, where layers laid down at different 
times on top of each other are clearly visible), the cosmic 
ray dose rates were calculated using (3.172) and (3.173). The 
water contents of MWCl, 2, 3, 5 and 6 and MASH2 and 3 were 
measured when collected in June 1980. The other samples 
were collected in October 1982 and January 1983, at the 
height of a very severe drought, and although the water 
contents were measured, they were found to be very low, 
so values based on the 1980 measurements were assumed.
For all samples in the final dating programme (except 
NW12) the average 2 3 2Th and 238U decay chain activities 
were obtained by thick source a counting using the procedure 
and equations given in section 11.8 and appendix D. The 
results (some of which were given in Tables 14.8 and 14.9) 
are collected in Tables 15.13 and 15.14.
The fractional radon emanation results as determined 
by a counting have already been given in Table 14.6. For 
all the Nyah West samples the emanation was assumed to be 
the same as for NW1. The 220Rn emanation can be ignored 
as all samples were sufficiently deep for the 220Rn activity 
to be the same as if no emanation had occurred. The 222Rn 
activities applicable to TL dating for a sample of a certain 
depth were calculated using (2.28), in which the effects of 
different emanating powers down a profile were ignored.
Thus it was assumed that the emanation was constant from 
the surface to an infinite depth and equal to that for the
T
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sample in question. Although (2.30) or a more elaborate 
formula for many layers could have been used, knowledge 
of the emanating power down a profile would be required 
and the large number of measurements needed for this was 
not thought to be justified given the large errors obtained 
for the emanating powers by a counting, and the small effect 
such a correction would have on the total dose rates.
Although several other attempts had been made to 
measure the uranium and thorium decay chain activities, 
as listed in Tables 14.8 and 14.9, the most extensive 
measurements were carried out by XRF on all Mungo samples 
except MASH6. The results on 2g pellets made from 70g of 
homogenized sample were also used in the final dating 
programme as a comparison with the a counting results.
In addition, the nuclide activities for MWC2, as determined 
by a spectrometry, were also used.
In the final dating programme the potassium 
concentrations used came from the flame photometry measure­
ments on aliquots taken from 70g of homogenized sample, 
and the rubidium contents from the XRF measurements on 2g 
pellets made using 70g of homogenized sample were used.
The results of all of these measurements after 
averaging are collected together in Tables 15.15 and 15.16 
(except the a spectrometry results for MWC2). Assumed 
values are indicated by brackets. Errors in the water 
content measurements and cosmic ray dose rates are not 
given as the variations of these over time are more applicable 
to an error analysis of dose rates. In the final dating
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programme the errors in the water contents and cosmic ray 
dose rates were assumed to be 100% and 20% respectively.
The a spectrometry measurements for MWC2 listed in 
Table 14.4 give the activities of 2 3 8U, 2 3 4U, 230Th and 
2 3 2Th directly. In section 14.6 it was concluded that the 
reason for the low 228Th activity, with respect to 232Th, 
was most likely due to recent leaching of 228Ra by rainwater. 
It is not possible to say whether the same fraction of 228Ra 
had always been quasi-continuously leached away, but this 
was assumed in the final dating programme. As the sample 
was expected to be in excess of 16,000 yr old, which is 
10 226Ra half-lives, any initial 226Ra deficiency would by 
now have been made up, so the low 226Ra activity, with 
respect to 230Th, may again be due to recent leaching.
That the fraction of 225Ra leached is more than twice the 
fraction of 228Ra leached may reflect a greater proportion 
of 226Ra atoms on unstable surface sites of grains than 
228Ra atoms, however the a counting measurements for radon 
emanation given in Table 14.6 do not support this view. As 
stated in section 14.6b, the a spectrometry measurements 
indicate that the activity of 222Rn at the place of burial 
of the sample is the same as if no 222Rn emanation had 
occurred, which is supported by the a counting. Hence 
there is some conflict in the data. For the purposes of 
the final dating programme it was assumed that the 226Ra 
deficiency measured was representative of the fraction 
which had always been quasi-continuously leached away.
The data used to obtain the dose rates for MWC2 from the 
a spectrometry measurements is given in Table 15.17. Again 
assumed values are bracketed.
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Table 15.17
Data used to calculate the dose rates for MWC2. K and Rb 
concentrations come from flame photometry and XRF measure­
ments, respectively. 232Th, 238U, 234U and 230Th activities, 
226Ra and 228Ra leaching, and 222Rn emanation are derived 
from a spectrometry measurements.
Depth (m) (1)
OBulk density (g/cm ) 1.4
(m Gy/yr) 0.168
H 20 (%) (3.0)
K (%) 0.588110.0019
Rb (ppm) 24.8710.24
ATh232 (Bq/kg) 11.510.8
au238 (Bq/kg) 6.310.2
AU234 (Bq/kg) 6.710.2
ATh230 <Bq/kg) 13.211.0
226Ra leaching (%) 35.416.6
228Ra leaching (%) 14.519.1
222Rn emanation (%) 013.6
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15.6 Ages obtained
The age calculations for all samples were based 
on the equations given in section 3.24. Two programs 
were written in Applesoft BASIC to analyse the results 
of the curve fitting which had already been stored on 
disc. The first solved (3.194) analytically by using 
the bisection method to assure convergence, followed by 
the Newton-Raphson method to clear up any round-off errors. 
The first order method needed to be used first because 
second order methods often did not converge if the initial 
guess taken was too far from the final solution, leading 
either to a computer memory overflow, an untenable age 
(such as a negative one) or oscillation around the solution 
required. The program also calculated the error in the age 
using (3.19 5) . The program was written so that the same 
formula could be used whether or not disequilibrium was 
considered, or if so, whether it was present at the time 
of deposition for each of the key 238U decay series 
nuclides. If the age of the sample was large (more than 
200 k yr) or the convergence procedure would require 
calculation of ages as large as this, measures had to be 
taken to avoid the calculation of e^Ra226 At even though 
initial disequilibrium of 226Ra was not considered, other­
wise a memory overflow would occur.
For each analysis temperature where sensitivity 
changes did not occur, the ages based on the a counting 
measurements of the decay chain activities are given in
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Tables 15.18 to 15.20 for un-normalized and normalized 
data, and these results are plotted in Fig. 15.3a to 6, 
where results from data of lower analysis temperatures 
displaying sensitivity changes are also shown.
Some features are readily apparent from these 
diagrams. On the whole, the age plateaux are good for 
the Walls of China and Nyah West samples, except for the 
normalized data of MWC1 when the MWC1 surface sample 
was used in the analysis. On the other hand, the age 
plateaux for the samples from the longitudinal dune west 
of Lake Mungo are consistently poor to non-existent, 
although the plateaux based on the normalized data are 
generally somewhat better than those based on un-normalized 
data.
The same downward trend with increasing temperature 
was obtained by Smith et al. (1982) for the equivalent doses 
of their SG182 (175 cm) sample, and would have been obtained 
by Wintle and Huntley (1980) for their method (a) analysis 
of the RC8-39 core samples had they used f as a function 
of temperature in (9.2) as shown by their Fig. 5.
For a typical set of un-normalized data of MASH6, 
Fig. 15.4 shows plateau tests based on the ratios
______TL from natural dose - TL from surface sample_________
TL from natural + artificial ß dose - TL from surface sample
and
TL from natural dose - TL from surface sample 
TL from artificial ß dose - TL from surface sample' '
where in the latter the artificial ß dose was administered 
after a long sunlamp bleach. These show that the former
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ab
le
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Figure 15.3. Age plateaux based on a counting the uranium and
thorium decay chain contributions to the dose rates.
Code Sample Normalizationt Code Sample Normalizationt
a MWCl u P MASH4 n
b MWC1 n q MASH5 u
c MWCl u + r MASH6 u
d MWCl n * s MASH6 n
e MWC2 u t NWl u
f MWC3 u u NWl n
g MWC3 n V NW3 u
h MWC4 n w NW4 u
i MWC5 u X NW5 u
j MWC6 u Y NW6 u
k MASH2 u z NW7 u
1 MASH2 n a NW8 u
n MASH3 u ß NW9 u
n MASH 3 n Y NW10 u
o MASH4 u 6 NW11 u
u: based on un-normalized data 
n: based on normalized data
using MWC2 surface sample
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15.4. The ratios
__________ TL from natural dose - TL from surface sample________  _ N-S
TL from natural + 23.86 10.89 Gy 6 dose - TL from surface sample N+ß-S
______ TL from natural dose - TL from surface sample _ N-S
TL from 23.86 1 0.89 Gy ß dose - TL from surface sample ~ ß-S
as a function of glow curve temperature for 90 to 125 ym diameter grains 
of MASH6 quartz.
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plateau is reasonably good, whereas the latter displays the 
same downward trend with increasing glow curve temperature. 
Clearly use of the first of these plateau tests to choose an 
analysis temperature is misleading and would have one believe 
that ages calculated anywhere across the plateau would be 
similar, when this is not the case. The second test is more 
appropriate as it reflects the technique used to obtain the 
equivalent ß dose: namely the comparison of the natural TL
signal with that due to a ß dose given to a bleached aliquot 
of sample. The fact that one plateau is quite good while 
the other is not, suggests that the sunlamp bleaching was 
responsible for the difference. Wintle and Huntley (1980) 
stated, without giving any proof, that the increase of f 
with analysis temperature (and hence the decrease of the 
equivalent dose with analysis temperature) was due to 
sensitivity changes caused by the UV bleaching, but Fig. 15.2 
shows this not to be the case. Hence an alternative explana­
tion must be sought, but it is not apparent what this might be. 
It can be noted, however, that the consolidated sediments, 
which showed anomalous fading, generally had quite good age 
plateaux, while the unconsolidated sediments, not showing 
anomalous fading, had very poor age plateaux.
By using another program written in Applesoft BASIC 
and based on (3.186), the ages were averaged across the 
plateau, where it existed, or over a range of analysis 
temperatures otherwise. The same program calculated the 
average equivalent ß dose and dose rate and all associated 
errors using (3.188), (3.211), (3.210), (3.189) and (3.212).
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Tables 15.21 to 15.23 display the results. The average 
equivalent 3 doses given are based on the results using a 
counting for the uranium and thorium decay chain activities.
The average equivalent 3 doses obtained when using XRF instead, 
were only slightly different, and due to different error 
weightings and variations of the a particle contributions 
with analysis temperature.
For any one set of equivalent 3 dose data, the 
variations in the ages obtained using XRF or a counting 
for the chain activities range from less than 1% for MWC4 
to over 30% for MASH5. In many cases these discrepancies 
are within the errors quoted, but the ages using XRF are 
systematically lower. The situation is worst for the 
samples from the longitudinal dune west of Lake Mungo, where 
the potassium concentrations are low and hence the decay 
chain contributions are large by comparison. In these 
samples the cosmic ray dose rate is also important, 
particularly for MASH6 where it contributes almost a third 
of the total dose rate. These discrepancies in the ages 
clearly demonstrate the effects of the large scatter in 
activity measurements given in Tables 14.8 and 14.9 and point 
to the possible existence of disequilibrium in the decay chains. 
Note that the age of MWC2 obtained when calculated using the 
a spectrometry measurements does not agree with the ages from 
XRF or a counting, although it is somewhat closer to the 
latter. This points to the need for a spectrometry analysis 
of most samples before reliable dose rates can be used to 
calculate the ages.
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Of just as much concern are the discrepancies between 
ages based on un-normalized and normalized data, where it 
has been possible to calculate both. As it is not clear from 
the TL data alone which is the preferred set, it is difficult 
to comment on any systematic errors in the ages based on only 
one set. The effect of using the MWC2 surface sample for 
MWC1 is to raise the age based on the un-normalized data by 
about 70%, but as the age plateau for the un-normalized 
data with the MWC1 surface sample is reasonable, although 
not as good as for both the un-normalized and normalized 
data with the MWC2 surface sample, it is not apparent from 
the TL data alone which set of data most closely represents 
the correct average equivalent 3 dose and TL age.
For the purpose of comparison with the radiocarbon 
ages, only the TL ages based on dose rates using a counting 
for the uranium and thorium decay chain contributions will 
be considered. As already discussed in section 10.3, a 
re-evaluation of the radiocarbon ages has led to an increase 
in their values, although this is only large for samples 
with ages in excess of about 25,000yr. The only part of 
the Walls of China which has been dated by other means and 
is very close to the samples considered in this work, is 
the Lower Mungo zone containing the fireplaces of Barbetti 
(1973) . The radiocarbon ages for these will be increased 
by about 5000 yr, bringing them more closely into line with 
the TL ages for the fireplaces. MWC4 was separated from 
these fireplaces by a layer of grey sediment of unknown 
depositional time, so just how much younger than the fireplaces
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it should be is not known. The radiocarbon ages for the 
zones containing MWC1, 2 and 3 will only be increased 
slightly by the re-evaluation, so it is appropriate to 
compare the TL ages with the depositional times given in 
section 10.3.
The Upper Zanci zone was deposited between 15,000 and 
17,500 yr BP and only one MWC1 age fits this interval. This 
is that for the un-normalized data using the MWC1 surface 
sample. The normalized data did not yield an age plateau. 
Although the un-normalized and normalized data using the 
MWC2 surface sample gave good plateaux, the ages are too 
large, and so although the MWC1 surface TL signal may have 
appeared to be too high, it was in fact the correct one to 
use.
For MWC2 only the age based on un-normalized data is 
available and although it fits the expected age interval 
of 17,500 to 23,000 yr BP, it is toward the upper end, 
whereas it lay near the top of the Lower Zanci zone and 
should have had a lower age. The discrepancy may be due 
to the radiocarbon ages being a little too low because of 
contamination by modern carbon, as discussed in section 10.3.
For MWC3 again there is a discrepancy between the ages 
based on un-normalized and normalized data, but only the 
former age fits the time span of deposition of the Upper 
Mungo zone, namely 26,000 to 23,000 yr BP. Only an age 
based on normalized data for MWC4 could be given and this 
does not conflict with the expectation that it be younger 
than the ages of the fireplaces, however without a good 
age control the agreement is not conclusive.
Unfortunately there are no other ages available with 
which to compare the Golgol sample's TL ages, however the
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ages obtained do not conflict with the geomorphological 
evidence that they be considerably older than the Mungo unit 
ages to enable a mature soil to develop. If the TL ages are 
indeed approximately correct, then the large age gap between 
the Golgol and Mungo units might explain why no archaelogical 
discoveries have been made in the Golgol unit. However, it 
should be emphasized that without any age controls on the 
Golgol unit the ages quoted in Table 15.21 can only be 
regarded as tentative.
From the above comparisons there are four points worth 
noting. Firstly, normalization may lead to quite incorrect 
ages, although in some cases, as for MWC4, normalized ages 
may be acceptable. Unless one has strong grounds for believing 
a surface sample to be contaminated by un-exposed material, 
its TL is most likely to be a good approximation to that 
remaining at the time of deposition, even if it is 
surprisingly high. A good age plateau is not necessarily 
an indication of a correct age. Finally, anomalous fading 
does not appear to have been a problem for MWC1, 2, 3 and 
4, so the procedure of storing the discs for several weeks 
or months between irradiating them and glowing them out may 
have overcome it.
Almost all of the Nyah West ages could only be 
derived from un-normalized data, so a comparison with ages 
from normalized data is not possible, however the agreement 
is very good for NW1 where such a comparison is possible.
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As uranium and thorium decay series activities were only 
measured by thick source a counting, a comparison with 
ages based on XRF measurements is not possible.
The result for NW1 suggests that the Kyalite unit, 
which retains its original bedding, was deposited about 
27,000 yr ago. Although the TL outputs from the 3 discs 
of NW2 were subject to sensitivity changes, the signals from 
the N discs were almost identical with those of NW3. NW2 had 
a cosmic ray dose rate of 0.168 m Gy/yr, a K content of 0.3940± 
0.0024%, average 232Th and 238U decay chain activities of 8.83± 
0.81 and 5.95±0.59 Bq/kg, respectively, and 13.9% 222Rn 
emanation, which would yield a total dose rate of approximately 
0.87 m Gy/yr, which is similar to that of 0.82±0.05 m Gy/yr 
for NW3. Assuming the pre-sunlamp bleaching TL sensitivity 
of NW2 and 3 to be similar, their TL ages will also be 
similar, so the TL ages for NW2, 3 and 4 indicate that 
the Speewa unit was deposited approximately 130,000 yr ago.
The age of NW6 also concurs with this result, but the 
age of NW5 is lower, perhaps as a result of turbation some 
time after deposition, due to its proximity to the modern and 
fossil surfaces. Down this profile the units are closer 
together, and as noted in section 10.4 it is hard to dist­
inguish where one unit stops and the next begins. Assuming 
the assignment of samples to units, as given in Table 15.23, 
is correct, then the age of NW7 with respect to NW6 and 8 is 
reasonable, but it is unsubstantiated by any other sample 
from the Bymue unit. However it is possible that NW7 came 
from the top of the Tooleybuc unit, in which case its lower 
age with respect to the other samples from that unit, NW8 and 
9, may be due to turbation prior to the deposition of the 
Bymue unit. NW11 has a similar age to NW8 and 9, but
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NW10 yielded a considerably larger age, although it agrees 
with the other three within the errors. The TL output of 
NW12 N discs was greater than that of NW11 N discs, but 
with the large errors already associated with the TL age 
of NWll, and the lack of dose rate data for NW12, it is 
not possible to say whether the difference is statistically 
significant. It is not clear whether NWll came from the 
same unit as NW10 or 12. If it came from the latter then 
its apparent TL age may have been lowered by turbation 
before the deposition of the next unit. Nevertheless it 
should have yielded a greater TL age than NW10.
The similarity in TL ages for NW8, 9, 10 and 11 may 
be due to saturation of the natural TL, although this is 
hard to accept as the 3 disc outputs readily increase above 
this level; the effects of anomalous fading; or the 
inability of the technique to distinguish between closely 
spaced but discrete ages for the deposition of the bottom 
three units, when large errors are involved. Because of 
this similarity in the TL ages of three geomorphologically 
distinct units, and the uncertainty in the assignment of 
NW7, only the ages given for the Kyalite and Speewa units 
are convincing.
All the Nyah West TL ages are considerably older than 
the radiocarbon ages of Bowler and Polach (1971), although 
these latter were thought to have been low due to contamination 
with modern carbon. The TL ages of the upper three units are 
also considerably older than the estimates of Bowler (1980).
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In Fig. 15.5 a comparison of the TL ages has been 
made with the correlation given by Bowler (1980) between 
the marine oxygen isotope curve (see section 7.4 for an 
explanation) and the known or assumed time of deposition 
of the lunette units (as at Mungo) and dune units (as at 
Nyah West). Only the Zanci and Mungo units were fixed in 
time by radiocarbon ages. It can be seen that agreement 
between the Zanci and Mungo units is good, but this is not 
so for the Golgol unit. Two reasons for this may be the 
very slow increase in TL with 3 dose experienced by the 
Golgol samples in the region of N (if the response to 
radiation in the field was more rapid, the ages would be 
less), or the presence of significant disequilibrium in 
the decay chains. Although the TL ages for the Nyah West 
samples do not agree with Bowler's estimates, the age for 
the Kyalite unit corresponds to the Mungo low water level 
event and the deposition of the Speewa unit neatly coincides 
with the end of the penultimate glacial maximum. If this 
correlation is correct then the anomalous fading seems to 
have had little effect on the ages of the samples from 
these units. As discussed above, it is not yet certain 
whether much credence can be given to the TL ages of the 
other four dune units.
It should be noted that the "ages" given for the 
samples from the longitudinal dune west of Lake Mungo 
are really averages taken over a range of analysis 
temperatures, and that in general they may be systematically 
different from the true ages. Although absolute ages cannot 
be given for these samples, the values listed in Table 15.22
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Fig. 15.5. Comparison between the marine oxygen isotope curve and 
stratigraphic lunette units at Mungo and the Woorinen Formation 
dune units of Churchward (1961) as given by Bowler (1980), and the 
results of this work. Errors are not indicated. Note that this 
author's ages for the Zanci and Mungo units agree, but the other 
ages do not, however the ages for the Kyalite and Speewa units 
coincide with the Mungo unit and the end of the penultimate 
glacial maximum, respectively.
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can be taken as relative ages. In the following discussion 
only the ages based on a counting the decay chain contri­
butions to the dose rates will be considered.
Again it is not obvious from the TL data alone whether 
ages based on the un-normalized or normalized data most closely 
approximate the true ages, but generally the age plateaux of 
the latter set were better. The difference in average ages 
was small except for MASH3. For MASH6 a sensitivity change 
below 375°C for the un-normalized data prevented an average 
being taken over the whole region of thermal stability (above 
about 300°C), so an average age could only be given over the 
upper analysis temperatures. This led to a pronounced 
weighting of the lower age part of the plateau. The ages 
based on averaging over the same temperature range for 
normalized data gave a significantly higher age. For the 
purposes of comparison with the other sample's ages only 
the result for MASH6 calculated by averaging ages between 
325 to 450°C should be used as this age is an average over 
the whole plateau region, as are the ages for the other 
samples.
Fig. 15.6 plots the TL ages, based on the a counting 
of the uranium and thorium decay chain contributions, as a 
function of depth. A line has been fitted by least squares 
to the ages, including the approximately zero age of MASHI.
The data convincingly show a linear increase in TL ages 
with depth, although the errors do not exclude the possibility 
of a more complex behaviour. As expected from geomorphological 
evidence, dune building commenced more than 41,000 yr ago, 
but instead of stopping before the end of the last lake-full
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Fig. 15.6. Ages based on un-normalized and normalized data as a function 
of depth for the longitudinal dune site at Mungo. Line fitted by least 
sguares. Arrows indicate sample depths. For MASH1 the natural TL output 
corresponded to the surface signal; for MASH2 and 4 the ages from 
un-normalized and normalized data coincided on the scale of this diagram.
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stage, the TL ages continue to decrease linearly with 
decreasing depth. Although the upper portion of the dune 
may have been re-zeroed after the original deposition, as 
a result of turbation by the wind or biological activity, 
it would be a coincidence if the increase in age with 
depth due to a fall off in, say, biological activity exactly 
matched the dune building rate as given by TL dates for 
depths beyond the reach of the re-zeroing mechanism.
Instead, the TL dates may be providing some information 
about dune building mechanisms and deposition rates 
themselves. Whether this is an isolated case or may be 
applicable to other un-consolidated dunes is not known.
Note, however, that for the consolidated dune at Nyah West 
the ages of NW1, 2, 3 and 4 point to a specific deposition 
time, although some mechanism had presumably lowered the 
age of the uppermost sample.
As for the Walls of China samples, where it has been 
possible to calculate ages using un-normalized and normalized 
data, in some cases there is agreement (as for MASH2 and 4) 
but if not, only the un-normalized age fits the pattern (as 
in the case of MASH3). Where sensitivity changes permit 
the calculation of an age based on only one set of data, 
that age agrees with the general trend (MASH5 and 6 were 
calculated using un-normalized and normalized data, 
respectively).
The same comments were made with regard to the Walls 
of China and Nyah West samples. The ages of NW1 were 
similar when calculated from un-normalized or normalized 
data. Only the ages based on un-normalized data were
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acceptable for MWC1 and 3, while the ages of MWC2 and 4, 
which could only be calculated from un-normalized and 
normalized data, respectively, were not inconsistent with 
expectations. The conclusion to be drawn, at least for 
young (< 50,000 yr old) sediment samples, is that in general 
ages from un-normalized data are reasonable, whereas those 
from normalized data are often not, but in cases where 
sensitivity changes in un-normalized data are removed by 
normalization, the resulting ages from normalized data may 
be acceptable.
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CHAPTER 16
CONCLUS IONS
Having presented the results of the experimental work 
it is now appropriate to return to the questions posed by 
WintLe and Huntley (1982) and listed at the end of chapter 9. 
With the experience gained it is now possible to answer some 
of them, and also to add to the list.
The first question was "Which contribution(s) to the 
TL is (are) zeroed?". The bleaching experiments of section 
14.5 indicated that for coarse grain quartz there is no 
unique residual, and given sufficiently long bleaching times 
all the TL may be removed. An explanation was proposed to 
account for the initially rapid, but later slow, fall-off in 
TL with bleaching. It maintained that electrons were readily 
removed from the traps giving rise to the peak of interest. 
This gave the rapid decrease in TL. With further bleaching 
almost all the electrons initially in these traps were 
removed, but a TL signal still persisted because of the 
phototransfer of electrons from deeper traps. The slow 
decrease in TL intensity was thought to be due to the 
decreasing number of electrons in the deeper traps which are 
left for phototransfer, the rest having already been "used 
up". This explanation satisfied the experimental data but- 
its veracity has yet to be demonstrated.
For the aeolian sediments considered here the answer 
to the question "What is (are) the zeroing mechanism(s)?"
615
is straightforward. Given the sensitive response of quartz 
to sunlight, this is the most likely mechanism. The 
possibility of friction as a significant zeroing mechanism 
was ruled out in section 14.4.
The question "When does zeroing occur?" is not so 
easily answered. Although zeroing most obviously occurs 
during transport and deposition of the grains, the ages 
obtained for the longitudinal dunes showed that zeroing 
may also occur well after deposition as the grains are brought 
to the surface for subsequent re-zeroing by some agent such 
as biological activity or wind. However this conclusion was 
arrived at by a comparison of TL ages and geomorphological 
evidence, but should the geomorphological interpretation 
have been wrong, then this latter re-zeroing may only have 
occurred to a small fraction of the grains and so TL ages 
may have been only slightly less than the true ages 
corresponding to the time of deposition.
The curve fitting procedure introduced in section 13.2 
is a suitable response to the question "How can the equivalent 
dose be obtained when non-linearity in the TL growth occurs?" . 
Not only does it circumvent the problem of non-linearity, but 
it also provides information on whether the bleaching 
introduced sensitivity changes.
Despite the problem of anomalous fading, for the 
younger samples quartz satisfied the question"Which mineral 
or mineral fractions give reliable results?". However, for 
the samples from the Golgol, Bymue and deeper Nyah West 
units the TL ages from quartz may not have been correct.
One problem with quartz is its slow increase of TL with doses
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above about 100 Gy, so an alternative mineral species may 
be more useful here.
The answer to "Which grain size range should be used?" 
is often dictated by the composition of the sediments. In 
the case of sand dunes the coarse fraction predominates and 
there may be little fine grain materials with which to carry 
out a TL analysis. In such cases, as at Mungo, the fine 
grains may not contain minerals with propitious TL properties.
Although the discovery of anomalous fading of the TL 
of some quartz was unexpected, the answer to "How can 
anomalous fading be circumvented?" was found by leaving 
the 3 irradiated discs for several weeks or months before 
glowing them out. This procedure led to good plateaux in 
most cases and reasonable ages. None of the samples from 
the Walls of China yielded ages which were too young. On 
the contrary, the ages for the Golgol samples may have been 
too old.
Much effort was expended in providing an answer to 
"How can the mobility of uranium in sediments be recognized 
and allowed for?", and the method used also provided 
information on the mobility of other radionuclides. The 
first step was to find out whether there was any disequili­
brium in the decay chains. The best way of doing this was 
by a spectrometry as it also gave the activities of the key 
nuclides if well done (as required for the next step below), 
but when this was not possible alternatives had to be sought. 
Y spectrometry was found to be unsuitable and comparison of 
XRF and a counting results was unsatisfactory due to a wide 
scatter in the former measurements and doubt about the
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accuracy of the latter results. Although a new a counter 
was designed for both fast analysis and discrimination 
between the uranium and thorium decay chain contributions, 
the low pair count-rates and disagreement with the results 
of other techniques cast doubts on the validity of the 
activities obtained. Thus although the a counting results 
were precise, they vrere not necessarily accurate, and 
alternative methods for obtaining the activities are 
required. The catalogue of techniques available was made 
in chapter 4 for the benefit of other workers who may be 
faced with the same problem and have access to the facilities 
required by these methods.
Having recognised the presence of disequilibrium, its 
extent must be measured. Again a spectrometry is the only 
viable method, although radon emanation can be measured 
by other techniques. Unfortunately only one sample 
studied in this work could be submitted for complete a 
spectrometry measurements. The extent of radon emanation 
as obtained by a counting and y spectrometry did not agree 
and the precision was low, so again alternative methods 
are required. A gas cell analysis based on the large a 
counter may be suitable, but firstly a counting must be 
shown to consistently provide accurate activity analyses 
for normal thick source a counting. The low pair count- 
rate phenomenon must be resolved.
Once the extent of disequilibrium has been measured, 
it is necessary to find out whether it originated before or 
after deposition of the sediment. As pointed out in
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section 2.9, disequilibrium originating before deposition 
or quasi-continuously after deposition can be readily 
handled. Radon emanation and radium leaching may fall 
into the latter category, but it is necessary to check 
that other forms of disequilibrium were pre-depositional 
in origin. This is done by searching for evidence of post- 
depositional leaching of uranium, thorium, potassium and 
rubidium down a vertical profile. Lack of such leaching 
points to a pre-depositional origin for the disequilibrium. 
For 22 6Ra it is necessary to distinguish between quasi- 
continuous leaching of it and any pre-depositional 
disequilibrium between it and 230Th. How this might be 
done is not obvious.
Having collected all of the activity information, 
the effects of disequilibrium can be accounted for by using 
the equations of section 3.24.
The final question of "How can the best estimate of 
the mean effective water content be obtained?" was not 
tackled in this work as the water corrections were of minor 
importance for samples from aeolian sediments located in a 
semi-arid environment.
Apart from answering most of the above questions, this 
work has revealed many other unsuspected complications to 
the TL dating of sediments, but in some instances has also 
provided solutions.
It was found that the glow curve structure of quartz 
varies from sample to sample and that the "325°C" and "375°C" 
peaks referred to by Fleming (1979) and others as character­
istic of quartz, may in some cases be absent altogether.
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Although not proven, this most likely reflects different 
impurities and concentrations of them in different specimens 
of quartz. In addition, whereas Fleming (1969) found some 
impurities to be concentrated near the surface of quartz 
grains, here it was found that these same impurities may 
be distributed right throughout other grains.
Scatter in the TL outputs was reduced by removing the 
heavy minerals from the quartz fraction, but it has not been 
shown that all interfering TL phosphors were removed. If an 
interfering mineral has a sufficiently high TL sensitivity, 
even one grain per disc may be unacceptable. Such would be 
the case with the heavy mineral topaz, and the same may 
apply to other minerals with similar physical properties to 
quartz, and which would not be removed by the separation 
procedure. This may be the explanation for the scatter in 
TL outputs of the Golgol samples, particularly MWC6.
Although the TL growth of quartz above about 100 Gy 
is slow, no evidence for saturation was found for doses 
of up to 7500 Gy. Even though MWC6 didn't have any TL 
peaks above 550°C, a crystal of Brazilian quartz had a 
glow curve structure to 750°C and presumably other varieties 
of quartz may similarly have high temperature TL peaks.
These two phenomena, along with the high temperature pre­
dose effect suggest further avenues for research into new 
dating techniques, both to extend the time range and when 
other complications, such as sensitivity changes, rule out 
use of the method used in chapter 15 to obtain the equiva­
lent doses. The remarkable TL sensitivity of topaz may
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lend itself to a dating technique based on this mineral as 
the TL dosimeter.
An unexpected observation was the high TL signals of 
surface samples, confirmed by samples from the mobile dunes 
at Mungo and the new lunette forming by a lagoon near Lake 
Tyrell. As yet no adequate explanation has been found for 
these high TL signals, which can be readily lowered by only 
a few hours of bleaching by sunlight. Although section 14.5 
showed that grain packing densities may be the cause, the 
data were not conclusive. This suggests more, research to 
find the reason for the high signals, but for the purposes 
of TL dating the phenomenon shows that surface samples 
should be collected as well as the sample to be dated. The 
ages obtained for the samples from the Zanci and Mungo units 
confirmed the validity of the approach taken.
The correctness of the TL ages of these samples also 
vindicated the curve fitting method used to obtain the 
equivalent doses. Of some importance was the general non­
linearity of the TL growth of quartz at low doses, which 
is the first confirmation of the predictions of Chen et al.
(1981) .
Another unexpected observation was the first evidence 
yet found for the anomalous fading of the TL of quartz. 
Fortunately the storage procedure originally introduced to 
overcome the problem of poor
____TL from natural dose - residual TL_________
TL from natural+ artificial 3 dose - residual TL
plateaux, also seems to have overcome the problem of anomalous
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fading, at least for the samples from the Zanci, Mungo and 
Kyalite units. Nevertheless for samples of unknown age 
which exhibit the problem, the TL ages should be treated 
with caution until a satisfactory explanation for the pheno­
menon has been provided. Although the problem of anomalous 
fading has been known of since 1973, little research has 
been cone to discover how the fading occurs and how to 
circumvent it. Instead TL daters have avoided samples 
exhibiting the effect, although they generally have not 
tested quartz in this respect, as Wintle (1973) exonerated 
Norwegian a quartz. Now that anomalous fading has been 
observed in some specimens of quartz, the problem can no 
longer be ignored, as quartz is the principal TL phosphor 
used fcy most TL daters.
Another phenomenon ignored by some TL daters of 
sediments is the decreasing TL age obtained with increasing 
analysis temperature. So far an explanation for this 
problem has not been forthcoming. In the meantime it is 
dangerous to issue TL ages based on analysis at only one 
temperature. Although averaged ages may not be correct, 
at least the error associated with the averaging is more 
'realistic.
A good equivalent dose or age plateau does not 
necessarily provide confidence in the equivalent dose 
obtained. This was demonstrated in section 15.6 for MWC1 
when using the MWC1 and 2 surface samples. Use of the latter 
gave very good age plateaux, but the level of the poorer 
plateau of the un-normalized data when using the MWC1 
jsurface sample much more closely approximated the expected 
age.
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Only a comparison of the TL and expected ages was 
able to decide on the correctness of ages based on 
un-normalized and normalized data, when each set of data 
was equally good. The comparison showed that provided 
sensitivity changes did not prevent equivalent doses being 
calculated from un-normalized data, in every case (at least 
for samples less than 50,000 yr old) the ages from 
un-normalized data more closely approximated the expected 
ages. Where ages based on un-normalized and normalized 
data could be calculated, the latter set sometimes agreed 
with the former, but on other occasions did not. For the 
two samples for which normalization removed sensitivity 
changes in the un-normalized data, the ages based on 
normalized data agreed with expectations, but given the 
general unreliability of ages based on normalized data, 
this may not always be the case. If only ages based on 
such data can be issued, they should be treated with caution.
Having discussed the conclusions concerning equivalent 
dose determination, the consequences of the dose rate 
measurements will now be considered. The first observation 
mace was that activity and concentration analyses should be 
based on well homogenized material drawn from large samples. 
Use of 70g of sample for homogenization appeared to be 
adequate. Of course for glacial sediments containing gravel 
and small rocks the alpha and bombarding electron dose rates 
should be based on samples homogenized without the gravel 
and rocks, whereas the ionizing electromagnetic radiation 
dose rates should be based on analyses of samples drawn from 
both sand and finer sediment grains as well as the gravel and 
rocks, unless absolute Y dosimetry is used.
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It was found that the concentrations of potassium 
and rubidium as measured by flame photometry and XRF, 
respectively, were very precise, although little comparison 
with other analysis techniques was attempted to test the 
accuracy of the measurements, as the two methods used are 
well-established and reliable techniques for the concentrations 
involved.
On the other hand, XRF was found to be of little use 
for uranium concentration measurements at the levels 
considered in this work. Even though the thorium concentra­
tions were well above the detection limit of XRF for that 
element, the values obtained were consistently too high in 
comparison to other analysis techniques. Hence the XRF 
measurements of both uranium and thorium are of doubtful 
validity for the levels considered here.
Any method which only measures uranium and thorium 
concentrations cannot allow accurate calculations of the 
dose rates to be made when disequilibrium is present. As a 
counting averages over decay chain activities it is an improve­
ment. Bearing this in mind the new large a counter was 
designed which counted samples with a minimum of preparation, 
measured activities over a large and hence more representative 
volume of sample, and with high count-rates enabled the 
uranium and thorium decay chain contributions to be 
distinguished. Unfortunately the pair count-rates were 
anomalously low and the activities obtained by it did not 
agree with those of a spectrometry. The device was of 
limited use for radon emanation measurements, but was able
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to show for the first time that the radon emanation of most 
samples is predominantly that of 220Rn/ and hence can be 
largely ignored for the purposes of TL dating. Unfortunately 
the assessment of 222Rn emanation was subject to large errors.
The large decrease in count-rates in going from gently 
to finely crushed samples provided convincing evidence that 
much of the radioactive material is concentrated in crusts 
surrounding the grains, which incidently justifies the emitter- 
absorbed model used in chapter 3 to calculate the dose rate 
data. The large radon and particularly 220Rn emanation rates 
also supported the above contention for the distribution of 
radioactive material and this distribution explains the easy 
leaching of radium. Presumably thorium was adsorbed onto 
particles when in the lake or river environment.
The a spectrometry measurements confirmed the 
suspicion that the decay chains were in significant disequili­
brium, but surprisingly they also showed that recent radium 
leaching had occurred in a semi-arid environment. Presumably 
disequilibrium will be even more severe in wetter climates.
The water contents used to correct the dose rates 
were little better than guesses as they reflected the contents 
prevailing at the time of collection and did not necessarily 
correspond to the average contents over time. Fortunately 
the contents in a semi-arid environment are low and do not 
greatly affect dose rates.
For samples with low radioactive contents the cosmic 
ray dose rate is important, but to accurately assess this 
the burial depth needs to be known. This presents no problem
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if the sample has been rapidly covered over and no erosion 
has taken place, however at the Walls of China the erosion 
has been so severe that the burial depth was difficult to 
estimate. For the dune samples a knowledge of the dune 
building rate is required to assess the rapidity of burial. 
The dose rate for shallow samples must take into account both 
the hard and soft cosmic rays, and the contributions of these 
will increase with altitude. Some data on the increase of 
the latter component were given in section 3.22, but a more 
detailed study is required. Fortunately, for most Australian 
sediments the altitude effect is not too large, except in the 
southeastern highlands.
The calculations of chapter 3 formed a major part of 
the work described in this thesis. The data presented in 
the tables enabled age equations which handled disequilibrium 
to be derived. Although only the major categories of 
disequilibrium were considered, age equations covering other 
disequilibrium regimes can be easily derived by following 
the formalism of section 3.24 and appendix C. Another major 
feature of chapter 3 was the derivation of error equations 
both for the dose rate data and age equations. This enabled 
errors in the ages to be quoted when disequilibrium is 
considered.
The ages obtained for the samples can only be 
considered as relative because the extent of disequilibrium 
was not accurately measured for any of them, except for 
MWC2. In addition, although anomalous fading was found 
to have had little effect on the ages of some samples, 
the same cannot necessarily be said for others. Lack of
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age plateaux for the samples from the longitudinal dune at 
Mungo also means that the ages obtained for these samples 
are only relative. Conclusions regarding the ages were given 
in section 15.6, but a further comment can be made. The 
dating procedure introduced by this work yielded acceptable 
ages for aeolian sediments when the equivalent 3 dose was 
less than about 130 Gy, but its validity for higher equivalent 
3 doses has yet to be established. The ages given for the
Golgol, Bymue and deeper Nyah West units should be treated 
cautiously and not be accepted unless they can be verified by 
samples of similar ages but much lower dose rates and hence 
equivalent doses (where the method works) or by some other 
dating technique. It has yet to be demonstrated that the 
slow increase of TL with dose above about 100 Gy is a 
characteristic of quartz reflected in the field, or is a 
laboratory effect caused, for example, by using very high 
dose rates.
It should be stressed that this dating method has 
only been tested on aeolian sediments, and may not necessarily 
be applicable to other sorts of sediments, especially if the 
zeroing mechanism is not the same.
Directions for future research
The work of this thesis has resolved many questions about 
the TL dating of sediments, but before TL dating of sediments can 
be considered as routine, more research is required to resolve 
some outstanding problems. These are:
a) When sensitivity changes occur how can the equivalent
dose be obtained?
If normalization removes sensitivity changes are 
the ages based on normalized data acceptable?
How can good age plateaux be obtained?
Do poor age plateaux indicate mixing of layers 
deposited at different times?
How significant is re-zeroing as caused by wind 
or biological activity?
Why are the TL signals of surface samples so high?
How can equivalent doses of more than, say, 130 Gy 
best be measured?
How can one tell whether an age has been lowered 
by anomalous fading when no known-age samples are 
involved in the dating programme?
If anomalous fading is a problem, how can it be 
circumvented?
Why are the thick source a counting pair count-rates 
too low?
If one does not have access to analyses by a 
spectrometry, how can the extent of disequilibrium 
be accurately measured?
How can quasi-continuous 226Ra leaching be distinguished 
from disequilibrium between 226Ra and 23°Th existing 
before deposition?
How can radon emanation best be measured?
Is the extent of radon emanation directly related to 
the amount of radium leaching? If so, how can a 
measure of one be used to gauge the extent of the
other?
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APPENDIX A
DERIVATION OF I N I T I A L  NUMBERS OF 
IN TERMS OF SUBSEQUENT NUMBERS
RADIONUCLEI 
OF NUCLEI
Let N be the number of nuclei with decay constant A, 
and let the subscripts 1,2,3 and 4 refer to the parent, 
daughter, granddaughter and great granddaughter respectively. 
Then the rate of decay of the parent is
dN l - A in l
This can be integrated directly to give
Ni,0 -Alt
(A . 1)
(A.2)
where Ni^o is the initial number of parent nuclei. Inversion 
gives
Nifo = Ni 11 . (A. 3)
For the daughter,
= NiAi - N2A2 . (A.4)dt
This can be rewritten and integrated as follows:
dN2
dt A 2N2 A 1 N 1 (A.5)
N 2 A2te
't
A iN 1 A 21 e dt + c
0
't
A iNif 0
0
(A 2-A1)t e dt + c
(A.6)
(A.7)
Ai
A2-A1 Ni,o
A 2t e • e-Ait + c (A.8)
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Ai -Ait -A2tNi o e + c eA 2 — A i ' (A.9)
As t N 2 -*■ 0 and if N 2 (t=0) = N 2 0 , then
Ai -Ait
N* = *7-T7 Nl'° e N2,0 “
 ^1
A 2— A i Ni ,o
- A 2t (A.10)
A l
A 2— A i Ni, o
- A i t  - A 2t e - e + N 2 ,o e - A 2t (A.11)
A 2—A i Nl + N2ro e (A.12)
Inverting this gives
n 2(0 =  N l  ( e X l t  - e X 2 t )  +  N2 e * 2 t (A.13)
For the granddaughter,
d N  3 A 2N  2 — A 3 N  3 (A.14)
d N  3 + A 3N 3 AiA2 „ f -Ait -A2t'\ . , „ -A2t A 2-A_i~ N l '° le “ e J +  A 2N 2fo e (A.15)
A3t ( AiA2 r (A 3-A1) t (A3-A2)t'v (A 3—A 2) t )N3 e = Nl/° le _e j + A2 N 2 ,o e > dt
0
+ c (A.16)
A 1 A 2
A 2 ~  A 1 N  1,0 t A 3 - A 1
A 3 t - A i t  e • e A 3 - A
A 3 1 - A 2 te . e3  A 2
A 2 „ A 3 1 - A 2 1
I7-Ä7 N2'° e *e + c
A 1 A 2 
A2-A 1 . • [ r f
-A it
A1
1 - A 2t l  , A 2e J + 77— ~  n 2.o e
(A.17) 
-A 2t
A 3- A 2 A 3 - A 2
+ c e-A3t (A.18)
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As t+°°, N 3 0 and if N 3 (t=0) = N 3/0 , then
X1X2 
X 2 - X 1 ’° [^3-Al X 3-Ä 2
— Xit 1 — X 2t I J a 2 — A 2
N o n  S
-X 9 t
x 3~ x 2 LN2'°
X 9 X 1X2[ n 3, o  -  i r r t  N 2 - °  +  n u r N i
! l ' °  [ i r r
'° ^X 3 — A2 X 3- X r J
X2-X1 X 3-X2 ■ X 3 — X 2 X 3 — X 1
e (A.19)
1__ 3 — X 31 j- x j  e  J
X2
X3-X2
( - X 2 t  - X 3t^ , _ - X 3t :,o [e - e J + N3,0 e (A.20)
X l X 2  M i r  1 1 (X 1 — X 2) t , f 1
X2-X1
1—
>-* oj 1 CM
c<1CO
c<
1
c H 3 - X 2
1 x2 -  r X l  N i f p x l t  - X 2 t l +  p x 2 t 1  f,
X 3 - X 2  [ X 2 - X  1 le
e  j ■+* in 2  s  1 v
_1__ 'j e (X 1 — X 3 ) t
- e
+ N 3,0 -X 31e (A.21)
Inverting this gives
N  3 ,0 X1X2X2^ Xi N1 [ < 1X 3 “ X 1 1 'j Xi t  + 1 e (Xi“ X2 + X 3)tX 3 — X 2 X3-X2 - 1 e 3^t X 3 “ X 1
X2
X3-X2 
X 3 t
r Xi „  r Xit X 21') , „  X2tl f1 (X 3 X 2) t'iL x P x T Nl le _e J + n 2 e J U - e  J
+ N3 e (A.22)
x 1X2 r 1 xit _ 1 x 21 r 1
X2-X1 x X s - X i  e X3-X2 X3-X2 — ] eX3tl X3-X1-1 e J
X2 f X2t X 31^\ X 313 —  N2 (e -e J + N3 eX3-X2 (A.23)
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For the great granddaughter,
dN4 X3N3 - X4N4 (A.24)
dN4 + X4N4 = X3N3
XiX2X3
(A.25)
X2-X1 [x3-Xi e-Alt _ 1 e*A2t + -------------- , eA3-A2  ^X 3 — A 2 A3-A1'f— i -- r _ )  e* x 3tllA - 3 AiJ
X2X 3 
X3-X2
r ~^ 2t -Xst'j , , „  ~ X 31:,o [e - e J + X 3N3,0 e (A.26)
N 4 eX 41
rt /X1X2X3
{T ^ x 7  »1-» [ i t (X4—Xi)t 1 (X4 — X2)tXi e X3-X2 e
X3-X2 X3-X1
1 >! (X4-X3)t| , X2X3 „ ( (X4 — X2) t (X4-X3)t'l— J e + TT—  N 2,o le -e JX3-X2
t } XT (X4 — X3)t-|+ X3N3 ,o e i dt + c (A.27)
X1X2X3
n „ = Nl
r
,0 |_ (X3-X1) (X4-X1)
1 ( 1 1  ^ — x 31 ~|U,-X* X,-xJ e
-Xit — X 21
(X3-X2) (X4-X2)
X4-X3  ^X 3 —X 2 X3-X1
  X I  x 2x 3 „ ( 1 - X 2t  1 - X 3t"N 2 ,0 -------  ----X 3-X2 ‘X 4— X 2 X4-X 3
X3 „ —X3t . -X4t+ -r--r—  N3 ,0 e + c eX4-X3 (A.28)
As t^°°, N 4->-0 and if N 4 (t=0) = N 4#p, then
X1X2X3 
X2-X1
r _ _ _ i _
/0 [_ ( X 3-X 1 ) ( X4-
-X it — X 2t
^l) ( A 3 — A 2) (X4-X2)
— -—  r - A _  - _ l _ )
X4-X3 X^ 3 —X 2 X3-X1'
-X 3t X2X 3
1 + X3-X2 N2'° ^x4- x 2 e ' ' e1 — X 2t 1 -X 3t'X4-X3
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I tt - _ X - , t  I rTT . XlX?X3 TT+ ,---e + {N4(0 1X 4- 3 “ 3 '0 '° [ ( X 3- X 2)2) (X 4 — X 2 ) (X 3 — X 1) (X 4 X 1)
X4—  fi— “------M l-X3 ^X3“Xl X 3 — X 2 ' J
X2X 3
X3-X2 12,0 ^X 4“X 3 X4-X2) X4-X3 1''3,°
X 3 N, „} , - U t
X 1 X 2X 3 
X 2“X 1 Ni,o (X3-X1) (X4-X1)
(A.29)
r X M  — x 4t ^  _ _ _ _ _ _ 1_ _ _ _ _  r  ~ X 4t  _ p ~ X 2t 'i
(X3-X2) (X4-X2)1 j[e~Al" -e A4 j +
+ 7---—  It---—  - M r - 1  fe~X"t - e_X 31 f 1__________ 1__> rX4-X3 M 3 - X 1  X3-X2 * > ]
■^2^3
X 3“X 2 ,0 [ x ~ x 7  (®'X2t - e'X4t) + x^ 7  ^
X 4-X 3 N3 ,0 (
X o t X I, t 
e 0 -  e ] 4- N -Xu t4 ,0 (A.30)
X 1X2X 3
X2- Xi
______ 1______  r , _ (X 1 —X 4 ) t\ ______ 1______  r (X 1 -X4 ) t
1 |_ (A3-X1 ) (X4-X1) l1 S J (X3-X2) (X4-X2) ^
- e (X 1 -X2 ) t> 1 f 1_______ 1 _ >  f
j + A 4 —X 3 U 3 - X 1  X 3 —X 2' ^
 w  (Xi-X4 )t (Xi-X3)t- e >]
X 2X 3 
X3-X2
x4
_ x  1  f X i t  X  2 X 2t i r  1 f
[x2-Xi NM  e J + n 2 e J [ x 4-X2 ^
M  ( e - X , l t - e ' X 3 t l l  +  M h  (-X3 1 X4-X3 ^
-X 2 t -X 4 t'l e - e
X 3 r “X 31 -X4 r X 1X 2 I 1 Xit
x 7^ M e  - e  J {e - e X 2 “X 1 X 3 -X 1[
1 X 21e +X3 -X2 M ------- M  eX3tl + — N2 (eX2t - eX3tll X 3- X 2 X 3- X i J  e  J  x 3- x 2 *- -
X  3 t i  — X  4 t+ N3 e } + N„i0 e (A.31)
Inverting this gives
X1X2X30 = —  Nl
• X2 - X1
[ _ _ _ _ _ _ 1
[_ (X 3 — X1) (
X it X 4t
i) X4-X1) 
XitA 1 r___1
e J + L ,-
X 2X 3
e - e 1 + {A3 — X2) (X4-X2)
( X 1 — X 2"*" X 4 ) t
J.__'j f (X1-X3+X4) t Xit
X4-X3 M3-X1 X3-X2 »]
X 3-X2
X1 f Xjt X 2 tA X21L x 7 _ —  M e  -  e  2 J  +  N 2 e ][l^x7 (1 - e(X4'X2>t
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Ä  «"[ip AitAi
1 eX2t +A3“ A2
r 1 _ 1  ^ A3t l
'■X3-X2 X3-X1- e j
a 11 , A2 „ r.^2t _x 3
1 ^ x 7  N 2 'e - e J
A3t-1 A4t+ N3 e } + N4 e (A.32)
[______________-L (A3-A1)Ai A2 A3A2-A1 ^    — 1  (A4-A1)
_1__ r_JL_______ 1__) r
A4-A3 ^A3-Ai A 3 — A2' ^
(eAlt-eA4t) +
+ 1 ^ - ^  - -— =-— I |e<Al-X3 + A‘*>t -eAltl + — —:—  eAlt
(A3-A2) (A4-A2)
'1 ----- f---
J A3-A2 ''A4-A2
c (Ai-X2+A4)t Ait^ [e -e J
__1___ (Ai+A4“A2)t 1 (Ai + A4~A3)t _ 1 Ait _ 1 A2t
A4-A2 S A4-A3 6 A4“A3 A4-A2
1 A.4t 1 (A2+A4—As)t . 1 _A2t^
-j- —— —— — —  0  —  “ 0  *T“ —— — — —  0
A4-A2 A4-A3 A4-A3
(A4-A3) (A3-A1)
—-^'1 4 ,-
r Ait (A1 + A4“ A3) t'v[e -e J + (A4-A3)(A3-A2)
r (A2 + A4 — A3)t A2t^le “e J
, _________________ 1_3 rpx3t _ a4t
(\4—A3)  ^A 3 — X2 A3-A1' ^ 1]
A2A3+ xT^ I N2U|_ A 4 -A2 A2t 1 A4t 1 (A2+A4“A3)te -   ;—  e +  -- ;—  eA4-A2 A4 — A3
1 ^A2t + 1 ^A2t - 1 1 e (A4-A3+A2)t
A4-A3 A4-A3 A4-A3 A4-A3
A4 ~ A 3 ]1 X h t ' ■ A3 N3(eA3t - eA4t) + eA4tA4-A3 (A.33)
Ai A2 A3 
A2-Ai N|[«?-:u> (Xu-Xii fe e " )
11 ( 1 1 w  A3t A41>+ A4-A3 ^a3-a2 a3-a J  e
(A 3 — A2) (A4~A2) 
A2A3
A3-A2
e^x4t _ ex2t^
[iAr (*‘!l
+ x747 (eXl+t _ e^3tl I + A 3A4-A3 N3(
A3t A4te - e ) + n 4 A41 (A.34)
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APPENDIX B
D E R I V A T I O N  OF R A D O N  A C T I V I T Y  P R O F I L E S
Consider diffusion of radon to the atmosphere from a 
semi-infinite emanating soil layer. From the second law of 
diffusion
3N
3t AN + ea (B.l)
where A N is the decay rate of the radon atoms in 
atoms/cm2/sec., A is the decay constant of these radon atoms,
N is the free radon concentration in atoms/cm3 at a depth x, 
e is the fraction of the radon atoms, from a total production 
rate of a atoms/cm3/sec., which escape (emanate) into the soil 
pores, and D is the diffusion coefficient of radon in the
porous soil. In a steady-state situation 3N 31 0, so
9ZN
3x2 - AN + ea = 0 (B . 2)
for which the general solution is
N (x) Ciexp V d x] + C2exp \- VI x] + T ( B . 3)
where Cj and C 2 are constants which are determined by the 
boundary conditions.
At the surface/atmosphere interface N=0 and at an 
infinite depth AN =ea. The second condition sets Ci =0, while 
the first condition sets C 2 = - —  , so the free radon 
concentration as a function of depth becomes
635
N (x) ( B . 4)
The total radon activity is given by the sum of the 
activities of free radon atoms, and non-emanating radon atoms:
A(x) (l-e)a + AN(x) (B. 5) 
( B . 6)
If instead of a semi-infinite extent, the emanating
layer has a finite thickness d and overlies a non-emanating
layer of zero gas permeability, then the boundary conditions
3Nare N=0 at the surface/atmosphere interface, and = 0 at x=d. 
Thus
N (x=0) 0 eaC 1 +  c2 +  ~ (B  . 7)
and
Vf [c> ®xp(Vd a
From (B.8),
c2 exp [ - -y/| djj. (B.8)
(B.9)
(B.10) 
(B.11)
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so
and
c 2
(B.12)
(B.13)
Substitution into (B.3) then gives the free radon concentration 
as a function of depth:
N (x)
exp |[-VE (d-x)]*■ exp
U<lo
i___i
2 coshj(v'H
l-x)] (B.14)
(B. 15)
so the total radon activity as a function of depth becomes
A (x)
cosh
1 - e [Ve (d-x>]Vicosh I *%/“ d for x ^  d ( B .1 6 )
Consider now the case of an emanating layer of thickness 
d, overlying a layer of semi-infinite extent, but with a 
different emanating power. Further, let the parameters for 
the upper and lower layers be denoted by the subscripts u and 
S L , respectively. Then the diffusion equation is
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BN
at
92N 
u 8x2
92N 
£ 8x2
XN + e a u u
XN + v *
for x < d
for x > d
(B.17a) 
(B.17b)
for which the general solution in the steady state M  = o at
N(x)
4Cl exp I y —  x) + C2 exp -VI— 'iXu '
£ a
4C3 exp ) x| + C4 exp -VI x +
for x < d (B.18a)
£a£ ^ for x > d (B. 18b)
At the surface N=0 and at an infinite depth XN =s^a^.
The second condition sets C 3 =0, while the first condition sets
c2 Ci +
£ a  ^u u
( B .19)
3NAt the boundary of the two layers N and will have only one 
value each, so
C1 exp I y -  d4 Cl + -}LR\ exp -V-T DD dJ + ¥ *  ■ c .  exp ( -1^  a) + ^
(B . 20)
and
- ^  c4 exp (- d) =Vl |ci exp(Vl I + exp (- Vla]]+- i r * * *
Vl [2 Cl cosh [ ^ - d
u L  ^ u
£ a u u+ — -—  exp - 4-d)] •u J J .
(-VIu
(B.21)
(B.22)
From (B.22)
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C4 Vs1 I2 Cl exp(V^" d) cosh ( Vi
"U f £
£ a u u exp ( # - * £v £ u
Substituting into (B.20) gives
(B.23)
2 C i sinh V R e a u u 1 - exp) - duV;
- V £i f / X 1
e a f /T-
2 Ci cosh 1 y ~  d + X eXP ' V d dV U 'JL u ^
e£a£ (B.24)
from which
Ci
£ a u u
X }-Vi^ ) * exp [ 'U J
1-----1
1—1173
H
qp
e£a£
X
2 sinh | y£  *} * #  u ; u c°shVra]v u '
(B.25)
Using (B.25), (B.19) and (B.23), the free radon concentration
as a function of depth becomes
N(x)
sinhj -y—  x 
u
Vrd) + ^ cosh{^rn  ' n v nsinh
 ^£ a r /rT-\ ( /~r- ”1J u u 1 . J x
-T- 'l) X
1 \ D -exp y D d X
-A- d 1 3 u; v u ; J
i £ a r / ~ r -  l “[ u u
( + x 1 ‘ exp - V d -  x) u _
for x <d (B.26a)
-V: exp 11/d^ d]*cosh(lRu '
sinh |V Ru ' + cosh fu ^Vfdu
£ a u u 1
- 1
£„a„ I £ a £ £ \ , u u + — -—  / + — -—  exp # -  V ?U' J exp -Vr ££a£x| + — :—  for x >d£ J
(B.26b)
639
e a u u
i*-*-» ( - V ?  * +
(V?sinh I \ I ~—  x  ^ u
sinh,V ^ d) + cosh f V f t d
[(l-'^.eKpj-V^d)-1 +^ t ] for x ^ d (B.27a)
£ aa £
- t e  % - B allD„ " Vd I JJn- J -Iexp I x
&
exp[V^ (d-x>] -c°sh(V^
Lsinh( Vf" dl + Vd£' COSh\^D~ dv u ' [l1 ■ Vi^-exp(-V^di 1 D
. i] * ij for x > d . (B . 27b)
The total radon activity as a function of depth is given 
iy (B.5), so in the simplified case where the diffusion coefficients 
?f both layers are identical and equal to D,
i(x) =•<
a (1 - e . exp u ) u -V:A_ x - £ \ £ a u u
X 'sinh I x
_sinh|^^ dj + cosh|^^ d
for x < d (B.28a)
■.. u I /Xa „ {1 - £ ---- exp - V  —  x£ u a M  TD -  £ 1 -
£ a u u
£ £■
exp[VI (d_x)] -^ (Vd
_sinh|^^- dj + cosh | dj
for x - d . (B.28b)
APPENDIX C
DERIVATION OF THE DATING EQUATION 
WHEN D I S E Q U I L I B R I U M  IS PRESENT
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Consider decay chain disequilibrium caused by 222Rn 
and 22 0Rn emanation, quasicontinuous 2 2 6Ra and 228 Ra leaching 
and disequilibrium between 238U, 234U, 23°Th and 226Ra at the
time of zeroing. (3.176) can be written as
EDT Dc,w *AT + (NK40,0 ” NK40)DK40,w  + (NRb87, 0 “ NRB87} DRb87,w
+ (NTh232,0 " NTh232)^DTh232,w + (1“^' D^Ra228->Ra224, w + (1_T)
x d ] } + ( N  -N ) DRn220->Pb208,w U238,0 U238 U2 38->Pa2 34m, w
+ (N -N + N  -N ) DU2 34,0 U234 U238,0 U238 U234,w
+ (N -N +N -N +N -N ) Dv Th230,0 Th230 U234,0 U234 U238,0 U238' Th230,w
+ (N -N +N -N +N -N + N -N )Ra226,0 Ra226 Th230,0 Th230 U234,0 U234 U238,0 U238
x { (1-p) [D + (l-e)Dn J)Ra226,w Rn222->Pb206 ,w
+ (NU235,0 NU235} °U235 ->Pb207,w (C.l)
Dc,w‘AT + (NK40,0 “ NK40)DK40,w + (NRb87,0 ~ NRb87) °Rb87 ,w 
+ (NTh232,0 " NTh232} {°Th232,w + [DRa228tRa224,w + (1“t)
DRn220->Pb208,w^ + (NU235,0 ” NU235} °U235^Pb207,w 
+ (NU238,0 “ NU238){DU238^Th230,w (1_P) D^Ra226,w (1-£}DRn222+Pb206,w “* * 
+ (NU234,0 " NU234} ^ DU234->Th230,w (1_P) ^°Ra226,w (1_e) DRn222->Pb206 ,w] } 
+ (NTh230,0 " NTh230} ^ °Th230fw vl_P} ^°Ra226,w ( °Rn222^Pb206 ,w] }
+ (NRa226,0 ~ NRa226)^ (1 P) ^°Ra226,w (1~£)°Rn222->Pb206 ,w ^ (C. 2)
To simplify the notation, let
K40 ,w
R b87 ,w
° T h 2 3 2 ,w  + tDR a 2 2 8 + R a2 2 4 ,w  + (1_T } °R n220->P b208 , vJ
a U235
DU 2 3 8 ^ T h 2 3 0 ,w  + A ^ ^  ° U 2 3 5 ^ P b 2 0 7 , w
U =  ( 1 - p ) [ D  _ _ _  +  ( 1- £ ) D _  _ , o n c  1R a 2 2 6 ,w  Rn222->Pb206, w
DU 2 3 4 + T h 2 3 0 , w  + K
(C. 3) 
( C .  4 ) 
( C . 5) 
( C .  6 )
( C .  7 ) 
( C . 8 )
DT h 2 3 0 , w  + K
1 r AU238AT AU234ATa 1
( C .  9 )
A ___A
\ j 2 3 4  U234
* r u234 TA-------  [e -  l j
(C.10)
AU238AT
AU234  
1 . 5 5 0 1 1 x1 0 _ 1 uAt
AU234AT+ e
A^U234 " AU238 U238-
AU234
AU234 U234 AU 2 3 4 - AU238 U238
(C.llj
( 3 5 6 7 4 2  AU 2 3 8 ) + S
2.8033xl0-%(356722 a
U234
-  3 5 6 7 4 2  ^ 2 3 8 *  -  3 5 6 7 2 2  AU234
(C.12)
U234 ,  r 1 AU238AT— A ___ [ - ------------- ;--------- e
AU234 AU238 U238 ATh2 3 0  AU238 ATh23 0  AU234
1 AU234AT— e
XT h 2 3 0 _XU234 XT h 2 3 0  AU238,
'v A A
Th2 3 0  T 1 1_________
AT h 2 3 0 ~ AU234 U234
A „ _ . A_ A >
U234 T T h 2 3 0  T 
e  -  e A
Th2 30
, AT h 2 3 0 AT _ 
A , _ _ _ e  -  1
T h 2 3 0  { (C.13)
AU238AT r 
e  L
U234
(AU234 \ j 2 3 8 ) ( A Th2 3 0  AU 2 3 8 } U238
X A -I
 ^ , U234 T r 1
At t_ _ _ ] + e  [
AT h 2 3 0  AU234
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X A U234
(XU234 AU 2 3 8 ) ( X Th230 XU 2 3 4 ) U238
, XT h 2 3 0 AT r XU234I + e L
XU234 XU238
x A -1 -
U238 lXT h 2 3 0  XU234 XTh230 XU 238 j XTh2 3 0  XU234 U234
Th2 3 0
A 1 -  —
T h 2 3 0 J X
Th2 30
Th230
( C . 1 4 )
e1.55OllxlO->0AT(112116 + e2-8033X10-^
( 1 6 3 4 8 7  ^  -  1 6 3 4 9 6  A ^ g )
8 9 2 x 1 0 " 6 A
+ e '  t ( 5 1 3 8 0 . 1  A + 1 1 2 1 0 8  A , _  -  1 6 3 4 8 7  A „ ) - 1 1 2 1 0 8  A ,
U238 T h 2 3 0  U234 Th2 3 0
( C. 1 5 )
= XU 2 3 4 XTh2 30  , ___________________ 1___________________  f XU238AT _ XR a 2 2 6 AT|
XU 2 3 4 ~ XU238 U238 (XTh2 3 0  ~ XU 2 3 8 } (XR a 2 2 6  ~ XU 2 3 8 } 1 -1
XR a 2 2 6 AT XU234ATe — e
(XT h 2 3 0 ~ XU 2 3 4 ) ( X R a 2 2 6 _XU 2 3 4 )  ^ J
(XRa 226  XT h 2 3 0 } XT h 2 3 0 _XU234 XT h 2 3 0  XU 2 3 8 ‘ 1
X A X A
T h 2 3 0  T Ra 226  T 
e  -  e
Th23 0
^ 2 3 4  ^XT h 2 3 0 ~ XU234 *U234 XRa 2 2 6 ~ XU234
XU 234AT XR a 2 2 6 AT 
e  -  e
1 f XR a2 2 6 AT XT h 2 3 0 AT
+ 7----------- ZT----------- l e -  e
R a226  T h230  ^
] +
XR a 2 2 6 _XT h 2 3 0  Th230
r X A
Th2 30  T XR a 2 2 6 A,r] 1
r \  A *\
Ra 2 2 6  Te -  e
+ AR a 2 2 6Ra 226
e -  1
( C . 1 6 )
XU238AT Te [
XU 2 3 4 XTh2 30
(XU234 XU 2 3 8 }( X T h 2 3 0  XU 2 3 8 } ( X R a 2 2 6 ~ XU 2 3 8 ) U238
XU234AT r __________ XTh2 3 0 ___________________
(XT h 2 3 0 " XU 2 3 4 }( X R a 2 2 6 ~ XU 2 3 4 ) Au234
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AU 2 3 4 XTh23 0
]
(XU234 XU 2 3 8 ) ( X T h 2 3 0  XU 2 3 4 ) (XRa226 XU 2 3 4 )
XT h 2 3 0 AT r 
+  e [
X X 
U234 Th2 3 0
(XU234 XU 2 3 8 } (X Ra226 XT h 2 3 0 } ^XT h 2 3 0  XU234 XTh 2 3 0  XU 23 8 j
\ l 2 3 8  (X
Th2 3 0
T h 2 3 0  XU 2 3 4 } (X Ra 226  XT h 2 3 0 ) ° 23 4  XRa 22 6  XTh2 3 0
n
Th23 0  J
XR a 2 2 6 AT r XU 2 3 4 XTh 2 3 0  r
+ e {------------ ;----------- A_____ [
XU234 XU238 U238  (XTh 230  XU 2 3 4 } (X Ra 2 2 6  XU 2 3 4 }
(XT h 2 3 0  XU 2 3 8 ) ( X Ra 226 XU 2 3 8 ) XRa 2 2 6  XT h 2 3 0 XT h 2 3 0  XU234 XT h 2 3 0  XU 238;
Th2 3 0
+ A „ "X „„„  AU234T h 2 3 0  U234 XRa 226 XTh23 0 XR a 2 2 6  XU234
XR a2 2 6  XTh2 3 0  Th230  XRa 226
A } — —
Ra 226 X
Ra 226 Ra 226
( C . 1 7 )
1 . 5 5 0 1 1 x 1 0  10Arp . 2 . 8 0 3 3 x 1 0 - ^Ate  T ( 3 3 9 4 . 7 7  ^ 2 3 3 ) + e  T 3 3 9 4 . 5 9  A ^
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where the decay constants have been taken from Table 2.2 
Using (2.23) to (2.26), (C.2) becomes
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As the decay constants of 40K, 87Rb/ 232Th, 235U and 238U 
are all small relative to the ages considered in part 2, 
(C.19) can be simplified to
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(C.20)
Using Tables 3.6, 3.7 and 3.11, the age of a sample 
when using coarse grains of quartz can be obtained by 
numerically solving for A^ , in
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At is given in yr, and the activities are expressed in Bq/kg. 
To simplify notation in the error equation, let
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The error in the age is now given by
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T  n 9 1 V-
2 r (  k T 0 . 3 0  ^ 2 _ r _ _ ° - 07_ l 2 , r ° * 00 2  ' l 2 . ( k T 0 . 2 3 f w ) 2
T" U 2 3 8 '  ' • l + l . 4 1 1 f  J ' • l + l . 2 0 4 f  J l' l + 0 . 9 6 6 f  J ( l + 1 . 4 1 1 f  ) ^
W W W w
( 0 . 2 1 f w) 2 ( 0 . 0 0 5 1 f w) 2 ,
( 1 + 1 . 2 0 4 f  ) 4 + ( 1 + 0 . 9 6 6 f  ) 4  J 
w w
+ 1( V u 2 3 8 ) 2  + l 2 + j 2 + L 2 J ( 1 - P ) 2 { (
kT 0 . 1 6
1 + 1 . 4 1 3 f - ) 2 +
<•4.2x10 4 'j2
' • l + 1 . 2 1 8 f  Jw
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I 9X10 4 y 2 (kT 0.17fw)2 (2.9*lQ-4fw) 2 (0.0 0 3 5 f w)2
^1+1.017f J (1+1.413f )4 (1+1.218f )4 (1+1.017f )4w w w w
+ (i-e)2 [ ) 2 +  r— “ i M — i2 +  r ■ 1L _ ) 2 + < k T  0 . 6 5 fw)2ll+1.379f J '•l+l. 207f J J1+1.104f ' (1+1.3791 )4w w
(0.13fw )z (0.30fw )z 1}
(1+1.207f )4 (1+1.104f )4J ^w w
2 [f kT 0-23 >>2 r 0.0012 .2 r 3.1x10 \  2 (kT 0.20 fw ) 2
L ^ 1+1.414f > '‘l+l.224f J 'l+0. 409f 7 (l+1.414f ) *♦w w w w
(2.3X10 4fw )2 (1.4X10 4fw )2
(1+1.224f )** (1+0.409f )4 Jw w
2 r [ kT 0.14 \ 2 r 9x10 4 .2 ,3.1X10 4 >2 (kT 0.14fw )2
J *• '•i+i ^ i 5 f  J J + 4-n t q a -f J M j-i /n <;-f u‘1+1:225f J '•l+O.396f w w (1+1.4l5f )4 w
(2.2xiQ~4fw )2 (1.4x10 Hfw )
+ (1+1.225f ) 4 + (1+0.396f )4 J
-4* v2
+ 3.481X10"27 [ — ----- (Iv + J£ +Ly) ] 29X U238
+ 2.704X10"17 [— ----- (Iv + J£ + Ly) ] 29X U234
+ 1.96x10 14 [ 9X ( + U O  12Th2 30
+ 1.21X10-12 [ 3X y]2}Ra226
(C . 4 7 )
where
- C -2.421xl0“2t ’EDT = (NT -ST)80lObe (C . 4 8 )
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TTTT76 + KC + Rbn + \ h 2 3 2 6 + AU238(1+K)
+ e1.55011x10 10AT[a (5.52989x10_5v + 1.73792x10 5£ + 5 .26227x 10 7y) ]U238
+ e2.8033x10 6a T[Au 234(v + 0.458303^ + 9.51605x10 3y) - Au23Q(1.00005 v
+ 0.458328^ + 9.51656xl0_3y)]
+ e8 *92xl° 6a T[a  (0.458310^ + 9.65367x10 3y) - A (1.45830£ U238 uZ34
+ 0.0307171y) + A (£ + 0.0210636y) ]Tn2 30
,_4
+ e4 *324X10 AT [y (0.0212010 A 700„ - 1.37449X10"4 Au2 38 " 1 * 02107 AU234 Th2 30
+ ARa226} ■* (C . 4 9)
and
A AaT T Th232 l+1.429f{. i ü v - + (i-*) [ 9 -54 4 {1—T) 3)1+1.399f 1+1.365f
+ A A --- 10‘ - + (A A +I + J + L) (1—p) [ , , ^  ‘T U238 1+1.411f T U238 l+1.413f
, 25.06 , 6.62+ (1-E) , . , + I1+1.379f 1+1.414 f + J
3.24
1+1.415f (C . 5 0 )
(C.47) is given in section 3.24 as (3.195), but with the 
final four terms rearranged.
(C.21) and (C.47) were derived under the assumption 
that there was disequilibrium between 230Th and 226Ra at 
the time of zeroing, as well as quasicontinuous leaching 
of 226Ra since that time. When there is quasicontinuous 
leaching of 2 2 6 R a b u t  no significant secular disequilibrium
655
between 230Th and
"W = NRa226,0 Ra226
of (C.21) and (C. 
one sets L = y = 0 
(C.50) .
2 2 6Ra at the time of deposition, then 
in (C.2). The age and error equations 
47) can still be used in this case if 
in (C.21), (C.26), (C.47), (C.49) and
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A P P E N D I X  D
MATHEMATICAL EQUATIONS GOVERNING 
THICK SOURCE ALPHA COUNTING
D.l Gross counting
Consider the geometry of Fig. D.l which represents 
a layer of material of thickness d uniformly and isotropically 
emitting N 0 a particles per unit volume and time, which 
travel in straight lines and have a range R in that material. 
The layer rests on a plane phosphor XY. The number of a 
particles from the elemental volume da.dh which pass through 
the circular area of phosphor AB per unit time is
dN dadh (D.l)
so the total number of a particles striking a unit area of 
phosphor per unit time is
No
2
rd
J  n r kJ (D.2)
If R 0 is the "residual range" of an a particle that 
has the minumum energy required to cause a measurable pulse, 
then the number measured per unit area of phosphor per unit 
time is
'dNp
2
J0
1  - R-R0 dh . (D.3)
When the thickness of the sample is greater than the maximum
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Fig. D.l. Geometry for thick source a counting.
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source-phosphor distance of an a particle able to produce a 
measured pulse, that is d > R - R0, then the upper limit of 
integration can be replaced by R - R0 and
N 0
N ■ ~t (R- R0) (D.4)
II (R- R0) (D.5)
where p is the density of the material and A is the activity 
per unit mass.
For a material containing several a emitting nuclides 
of activity per unit mass A^ and range R^ , the total number 
of counts recorded per unit area and time is
N = 7  E A.(R. - Rn) . (D. 6)4 i i u
When the material contains a decay chain in secular 
equilibrium the total number of counts measured from a 
phosphor of area a in time t is
ptaA
N = — —  {[Z (Z R. f .) f ] - R0 [E (Z f.)f ]} (D. 7)4 n i i i n n i l n
where A is the activity of the parent, f is the fractional 
a intensity of each nuclide in the chain and R^ is the range 
of each a particle emitted by a nuclide, with fractional 
intensity f ^ . A, R0, R^, f. and fn will all have experimental 
errors, 0 , 0 , 0 ^ , o^  and o^ , respectively. The small
A  K  n K . T  . £u 1 1 n
errors from p.t and a can be ignored in comparison to these 
errors.
The parent activity is
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4N
pta {[Z(Z R.f.Jf ] -n i i i n'
R0[Z(Z f.)f ]} 
n i 1 n
-1 (D. 8)
4N
pta(a - Rq3) ( D . 9)
and when Rq is independent of the other variables,
’a 2 “ [^ {Gf2 Ri V - R»-| fil2 + fn2-|[°f2 (Ri - R0)2+<ORi£i,2l}+(OR0e)2]
X AV(a - r03) 2 + a AN, (D.10)
I 0 * ] CNJ ro \ Nb r j [n J + ([Z{a n
- 2 R0 2{o 2 
n n
+ Ro2 Z{a 2 n fn
2 (Z R.f.)2 + f 2*Z [(o R.)2 + (a f.)2] } f . i i  n f. l R. ln i i i  i
(Z R. f. ) (Z f. ) + f 2 (Z o 2 R. ) }i i i i i n ± f. i
(Z f.)2 + f 2.Z a 2 }] + a 232}/(a - R03) i i n i f i Rq
2
Y - 2Rq6 + Ru2e + °Ro232 
(a - Ry3) 2
(D.ll) 
( D .12)
Using the data of Lederer and Shirley (1978) and Janni (1982) 
the coefficients in (D.9) and (D.12) are given in Tables D.l 
to D .3 for the 232Th, 238U and 235U decay series when in a 
quartz matrix.
The residual range can be obtained from (D.9) as
4Na - -- —ptaA
RO = -------  (D. 13)
3
with an error given by
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Table D.2
Coefficients of (D.12) for the a emitting nuclides of the 
232Th and 238U decay series.
Nuclide Y 6 e
2 32Th 0.116238 2.57205X10"3 2.01X10"4
228Th 0.182705 4.13978X10“4 2.003X10"5
224Ra 0.302721 3.63633X10-4 1.625X10“5
22 °Rn 0.435039 1.964X10"6 8X10“8
216PO 0.532828 8.6416x10”10 3.2X10“11
212Bi 2.83595X10“2 7.87636X10“6 3.17256X10"7
212Po 0.451769 4.0779X10-6 9X10-8
232Th-208Pb 2.04971 3.36358x10~ 3 2.37767X10-4
238u 0.697864 4.3984X10"2 3.2xl0"3
234u 0.443917 1.90373X10-2 1.125X10“3
2 3°Th 0.125543 1.6463X10"4 lxiO~5
226Ra 0.189835 3.30749X10-7 2.00102X10-8
222Rn 0.302344 2.11818X10-5 1.00010X10"6
2 18Po 0.384249 6.81638x10~11 2.99926X10-12
2 1 8At 1.83004X10"8 1.30735x10”10 4.49095x10*"12
214Bi 4.66645X10-8 1.76589X10-9 8.09620X10-11
214Po 0.756374 1.13214X10-7 3.36766X10-9
210Pb 1.22172x10” 15 1.035x10” 18 9X10- 18
210Bi 1.56052x10” 12 8.5028X10"14 5.2X10“ 15
210Po 0.270394 1.4264x10”12 8X10"14
238u_206pb 3.16191 6.32075X10-2 4.33602X10-3
Table D.3
Coefficients of (D.12) for the a emitting 
nuclides of the 235U decay series.
Nuclide Y 6 e
2 35u 0.150921 6.04196x10~ 3 4.08004X10“4
231pa 0.106647 3.71780X10“3 2.12010X10"4
227Ac 2.94987X10“5 7.16708x10“7 3.99666X10"8
227Th 0.240302 7.54062X10“3 3.16220 x10"4
223Fr 7.91111x10~12 3.86064X10“ 13 1.90461X10"14
22 3Ra 0.202335 3.50130X10"3 1.55941X10"4
219At 1.25023x10~11 4.71340x10~13 1.79490X10“ 14
219Rn 0.627294 9.06183X10“3 3.06104X10“4
215PO 0.671645 1.9842X10“8 6X10~10
211Bi 0.370835 2.18272X10-4 7.95736X10"6
211PO 6.96826X10"6 5.53930X10-8 1.60383X10"9
235U-207Rb 2.37001 3.00826X10"2 1.40618x10~ 3
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0 R„2 ■ {^ {°f2[<? Ri V  - R»i£il2 + fn2 1 [°f2 (Ri-R0>2+<aR.fi>2^l
11 n ± x x l  l
+ a
[ p t a A j
+ a 4N
p t a A j }/3 (D.14)
rO
Y -  2R06 + R02 e + (a -  R03) 2 [
3‘
rO
(D.15)
In section 11.9 such an ot counter will be calibrated
232by mixing nuclides of the Th decay series, in secular 
equilibrium, in a matrix of quartz, so
4,n (cph).10
1 4 9 . 8 2 8 2  -
H-io3[—1cm] Ikgl
R0 (ym)
2 . 6 5 g • 3 2 6 . 8 5 c m 2 . 3600 s e c . . A Bq'[cm3 kgl
6 . 0 0 3 7 8
( D .1 6 )
= 2 4 . 9 5 5 6 2 . 1 3 6 7 N(cph) A(Bq/kg) (D.17)
and
öRo
2 0 . 0 5 6 8 6 4 7  -  1 . 8 6 6 3 0  x 1 0 " 4 R0 + 6 . 5 9 6 3 3 x 1 0  6R02 + ( 2 4 . 9 5 5 6  -  R0) 2
(D.18)
where A is the activity of the sample, in Bq/kg, which yields 
N counts/hr.
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D.2 Pair counting
When a sample contains all three decay chains, each in 
secular equilibrium, they can be distinguished by counting 
a pairs which occur in the 2 3 2Th and 235U decay chains 
(Turner et al., 1958; Griffin et al., 1963). In the 2 32Th 
chain the relevant sequence is
22°Rn « 216Po l 212ßi
where the half-life of 216Po is 0.146 ± 0.002sec^Lederer and 
Shirley, 1978), and in the 235U chain the sequence is
219Rn + 215Po 5- 2H Bi
where 215Po has a half-life of 1.780 ± 0.004 msec. (Lederer.and 
Shirley, 1978).
Returning to the geometry of Fig. D.l, consider only 
the n 0 pairs of a disintegrations occurring per unit volume 
and time, where Rj and R 2 are the ranges of the a particles 
with R 2 >Ri. The number of pairs from the elemental volume 
da.dh which pass through the circular area of phosphor AB 
and are measured is
dnP no-i
L  h 1 [l h  ]01r~H04
1H • 2 R2—Ro j dadh (D.19)
so the total number of pairs measured per unit area and 
time is
no
4
I'd
1 - Ri-Ro 1 - R2-R0 (D.20)
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T I [‘ - Rl-Ro R2-R0 + h‘ (Rl-Ro)(R2-R0) (D.21)
no. I" hl (R1+R2-2R0) h^ _ . _____ 1______ 1
4 L 2 (R1-R0)(R2-R0) 3 * (R1-R0)(R2-R0)J 0
(D.22)
When the thickness of the sample is greater than the 
maximum source-phosphor distance of the least energetic 
of the two a particles which are able to produce a measured 
pulse, that is d > R i  -Ro, then the upper limit of integration 
becomes Ri - R 0 and
nP
np  ^1 ' Rj-Rp 
4 6 R2—R q (3R2 - R i - 2R 0) (D. 2 3)
24
(Ri-Rp)
(R2-R0) •(3R2 - R i - 2R0) (D.24)
where A^ is the activity of the decay chain parent per unit 
mass of material of density p.
D.3 Radioactivity analyses from total and pair counts
In section 15.5 the 235U/238U activity ratio will be 
assumed to be constant, so only the 238U and 232Th chain 
activities need to be determined. By counting the a pairs 
in the 232Th chain, the 232Th activity can be calculated, 
so that chain's contribution to the total a count-rate can 
be subtracted off. Hence one is left with the count-rate 
due to the uranium chains, so the 238U activity can be
calculated.
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The ö l pairs from the 2 3 2Th chain will be obtained by 
counting pairs of a particles emitted within a time t of 
each other, however counting will not commence until a time, 
randomly spaced between 0 and t0, has elapsed. This delay 
time is chosen so that the a pairs in the 235U chain are 
not counted. The fraction of the a pairs in the 232Th chain 
which are counted is
^ ( 1  -.-“ «)(!-a-**) D . 25)
where A is the decay constant of 216Po. In section 11.7 
t =0.4 sec. and t0 =20 msec., so F = 0.812± 0.027.g
If in a total counting time T, the total number of
counts is n. and n pairs are observed, then the pair t po
counter will have been switched on n,_ - n times, for a
P» n
time t on each occasion, so with a total count rate , g T
the number of random pairs observed will be (n, - n  ) ,tt po g I
Without any sample present the counting system may record 
n^ pairs in a background counting time t^. Hence the true 
pair count rate is
(n - n ) tt po g t2
t _ ftp 
t. (D.26)
with an error
= Ö 2
t
(2n - n )
2
+ 0 2
i---G
4>°1+1
2
+ Ö 2 i
nt t2 t po Po 2 t L T Tz J nbP Jy,. (D.27)
t 2 " 1 t 2 "
= nt —  (2n - n ) t2 t po + nPO -P 1
+1 H
_____
1
+ nh ftp
_____i
(D. 2 8)
assuming Poisson counting statistics.
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From (D.24),
ATh232<BqAg)
24.N (cph) xlO4 (— IxlO3 (t2-)p kcirr Meg' (RP 0216 R°)fp0216
2’65^  x326.85(cm2) x3600(^*j x0.812 ( R , ^  - R„> f,
[3(RP 0216 “ Ro)fp 0216 (RRn220 R°)fRn220]
(D.29)
Both 220Rn and 216P0 decay by a emission with fractional 
intensities and average ranges fRn220 an<^  216' an<^  
RR n220 anc^  ^p 216' resPectively• Upon decay each of these 
nuclides can emit one of two a particles with ranges and 
fractional intensities indicated by the bracketed super­
scripts .
ATh232(BqAg) 94.7891N (cph). P
r.(l) ,f(l) , ,r (2) .f(2)
[(RP q216 R°)fp0216 (R P0216 R° fp0216]
[ (RRn220_Ro) fRn220 + (RRji220_R° } f Rn220]
/{3 t ( C l 6 - Ro)C l 6 +(RPo216-R0^fp!2^
[(RRn220 R )fRn220 + (RRn220 R°)fRn220]^ (D.30)
N (cph) 94.7891 (29.6999-R0) _P__________________________
(62.7821 - 2R0) (26.317 5-Rq)
(D.31)
using the data of Table D.l. 
The error is given by
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Th2 3 2
Th2 32 Th 232 + ATh232
0 . 1 6 6 5 6 2 1 . 3 3 1 2 3 4 0 . 8 3 3 4 3 8
2 2
a (i) (i)
2 9 . 6 9 9 9 - R q 6 2 . 7 8 2 1 - 2 R Q ‘ 2 6 . 3 1 7 5 - R 0 j i=l _ f Rn2 2 0 (RRn22 0 R°
4- 0 (i) (i)
Rn220 Rn220
2
+ 0 . 8 3 3 4 3 8  
2 9 . 6 9 9 9 - R q
. 2
2 . 6 6 6 8 7 7  0 . 1 6 6 5 6 2
6 2 . 7 8 2 1 - 2 R 0 + 2 6 . 3 1 7 5 - R 0/
2 _ 2
a  ( i )  ( i ) a  ( i )  ( i )
_ f Rn220 (RR n 2 2 0 _ R o ) _ RPo 2 1 6 P o 2 1 6  .
f
1 2 1 1 (2 9 . 6 9 9 9 - R 0 6 2 . 7  8 2 1 - 2 R 0 2 6 . 3 1 7 5 - R qJ j
(D.32)
where a_. 2 is given by (D.15) , but y ,  6 and e exclude the
Ro
contributions from 22 0Rn and 21GPo. Substituting data 
from Tables D.l and D.2 yields
Th232 
^Th2 32-' V
+ 1 . 1 0 6  x 10 3 + I ( 2 9 . 6 9 9 9 - R 0)(6 2 . 7 8 2 1 - 2 R 0 ) ( 2 6 . 3 1 7 5 - R 0 )
x | ( 7 8 8 . 7 2 4 - 4 6 . 4 8 2 9 R 0 + O . 6 6 8 7 6 6 R 0 2 ) 2 . ( 0 . 4 3 5 0 3 9 - 3 . 9 2 8 x 1 0  6R0+ 8 x iO  8R0 2 )
+ ( 3 9 8 . 3 4 1 - 3 2 . 9 5 3 4 R 0+ O . 6 6 8 7 6 6 R 0 2 ) 2 . ( 0 . 5 3 2  8 7 8 - 1 . 7 2 8 3 2 x i O ~ 9R0+ 3 . 2 x 1 0 “ 1 1R0 2 )
rO
N* Z
N*
1 
Si!
+ ( 1 7 7 5 . 6 1 - 1 1 8 . 8OOR0+ 2 R 02 ) 2 . | 3 . 0 0 2 0 0 x1 0 " 2- 1 . 86521X10 4R0+ 6 . 5 9 4 1 1 x 1 0  6R0 :
( O .
+ ( 2 4 . 9 5 5 6 - R q) ~
(D.33)
where N 1 and A' were the number of counts/hr and activity, 
respectively, of the calibrating sample.
The total count-rate, N , can be found by summing the 
contributions from each of the three decay series. Hence
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( D .7 )  may b e  w r i t t e n  a s
2.65  ( - -M  x326.85 (cm2) . 3 6 0 0 ( ^ * 1
N (cph) = ----------------------------------------------- -----  { (149 .8282-R06 . 0038) AmVOOO(Bq/kg)
4 xio‘*(Hi;).1o3m  Th232
c^m-' kkg'
+ (166 .1425-Rq 7 .9969)A (Bq/kg) + (1 7 1 .4563-R07 .0276)A (Bq/kg) }
U 2 3 8  U 2 3 5
( D. 3 4 )
As t h e  i s o t o p i c  a b u n d a n c e s  o f  2 3 8U a n d  2 3 5U a r e  9 9 . 2 7 5  ± 0 . 0 0 1  
a n d  0 . 7 2 0 ± 0 . 0 0 1 ,  r e s p e c t i v e l y ,  t h e  a c t i v i t y  r a t i o  i s
A AU235 U235 (0.720 1 0.001)
A AU238 U238 (99.275 ± 0.001) + (0.720 ± 0.001)
= 0.045753 1 0.000074 . ( D . 3 6 )
U s i n g  t h i s  r a t i o  i n  ( D . 3 4 )  y i e l d s
N = 0 . 0 7 7 9 5 3 7 { ( 1 4 9 . 8 2 8 2 - R 06.OO38)A ^ . +  ( 1 7 3 . 9 8 7 1 - R m8 . 3 1 8 4 ) A „ >t  u Th232 u U238
( D. 3 7 )
= 0 . 0 7 7 9 5 3 7 ( 1 2 . 8 2 8 1  ~  A .  + ( 1 7 3 . 9 8 7 1 - R Q8 . 3 1 8 4 ) A }
A TnZZZ j o
( D . 38)
w h e r e  N '  a n d  A '  r e f e r  t o  t h e  c a l i b r a t i n g  s a m p l e  a s  u s u a l .  
The  2 3 8 U a c t i v i t y  i s  now
AU238(Bq/kg)
1 2 , 8 2 8 1  [Nt(cPh) y 2 3 2 <B^ g ) i
173.9871 -  R n (ym)8.3184
w i t h  a n  e r r o r  g i v e n  b y
( D . 39)
oj
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U238 < [ * ■
, a 5 5 3 A  +  12 8 2 8 1 ^  A 7 8 8 , 7 2 4 - 4 6 . 4 8 2 9 R 0+O . 6 6 8 7 6 6 R q2
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D.4 Radon emanation
Until now it has been assumed that the decay chains are 
in secular equilibrium. In general this will not be the case 
for a field sample, so the chain activities obtained are 
average a activities at the time of counting. Depending on 
the nature and extent of disequilibrium, the average a 
activity of a chain will not be equal to the average 3 or y 
activity, and in addition, the average ot activity at any 
moment in the past will have been different from that at 
the time of counting, as the decay chains tend towards secular 
equilibrium.
One source of disequilibrium, namely radon emanation, 
can be measured by a counting, albeit in an approximate 
manner. The method is to count the sample in a sealed container 
after such a time that the radon isotopes have reached secular 
equilibrium with their immediate parents, then open the 
container and count again after their short-lived daughters 
have decayed away. 222Rn, with a half-life of 3.82 days, 
is the longest lived of the three radon isotopes, so if 
counting is commenced a month after sealing of the chamber 
then secular equilibrium with the appropriate radium isotopes 
will have been established.
When the chamber is opened the daughters of 219Rn will 
decay away within a few hours. The decay of the 220Rn 
daughters is controlled by the 10.6hr half-life of 212Pb, 
while the nuclides between 222Rn and 210Pb decay away within 
hours. The activity of 210Pb# with a half-life of 21.81 
years, and its daughters will scarcely change in a few days.
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Hence counting of the unsealed sample can commence within 
a few days, by which time all of the short-lived radon 
daughters in the chains will have decayed away.
For an unsealed sample of thickness d, the radon activity 
at the screen is, using (.2.29),
A = AR n , u R n , s 1 - 4coshV“ d
(D.41)
where A is the radon activity of the sealed sample,Rn, s
e is the fraction of radon atoms which escape into the 
soil pores, A is the decay constant of the radon isotope, 
and D is the diffusion coefficient of radon in the soil.
Inversion of (D.41) yields the fraction of emanating 
radon atoms
dj]i - Rn, u ( D .42)
Rn, s ;
with an error given by
[1 -  - ^ J  s i n h l  Rn, s 4 # 2 d2 2 Ad2 2d 4AD A 4d 3 D ]
HVH] ■[°ARn, uRn, s r°A .ARn, s  Rn, uA2 Rn, s rGA-  2 R n . s , A .A 2 1Rn, u R n ,u^ R n , s   ^ -I
(D. 4 3)
219Rn emanation will not be considered as the 235U decay 
chain only contributes a small amount to the total a count- 
rate. The fraction of emanating 220Rn atoms can be obtained 
directly from the reduction in the pair count-rate, as one 
counts the a pairs emitted by 220 Rn and its short-lived
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daughter 2 1 6Po. Using D = (5.4 ± 5.4) x lO""2 cm2/sec. 
(section 2.7, and using a 100% error) , d =1.0 ± 0.5 mm (as 
in section 11.8), A = (1.2462 ± 0.0009) x 10“2 sec"1 
(Table 2.2) and (D.42) gives
£Rn220 1.00115
■
1
N 'iP/U
NP#s ;
(D.44)
and
a 2
£Rn220
2.66497X10"6 1
2 ÖN 2 °N .N 2
+ 1.00231 P/U P/S p,uN 2
_l P/SJ N ^ P/S ; _
(D.45)
where N and N are the pair count-rates of the sealedP/S P/U ^
and unsealed samples, respectively.
The fraction of emanating 222Rn atoms cannot readily 
be obtained from (D.42) as the 222Rn activity is not 
directly measured. However it can be derived from (D.34) .
N = 0.0779537{ [(55.8940-Rq 3.0036) + (l-£ _^ .r.) (93.9341-R03.0002) ]A t,u Rn220 Th232
+ [(84.1212-Rq4.9971) + (l-£ _ )  (82.O16O-R02.9998) ]ARn222 U238
+ [171.4563-R07.0276]A }U235
(D.46)
where ^ is the total count-rate of the unsealed sample 
and the data has been obtained from Table D.l. Using (D.35),
N = 0.0779537{ [(55.8940-RQ 3.0036) + (l-£ ) (93.9341-RQ 3.0002) ] At,u Rn220 Th232
+ [(91.9658-RQ5.3186) + (1 - £ ) (82.O16O-R02.9998)]A } .Rn222 U238
(D.47)
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Making use of (D.37) and rearranging yields
1 2 - 8 2 8 1 ( N t , s - Nt , u >  -  £ R n 2 2 0 ( 9 3 - 9 3 4 1 - R° 3 - 0 0 0 2 ) f l Th232
Rn222
( 8 2 . 0 1 6 0  -  R02 . 9 9 9 8 )  A.U238
(D. 48)
where N. is the total count-rate of the sealed sample t, s
and at^2 32 anc  ^AU2 3 8 are determined bY  counting the sealed 
sample. The error is given approximately by
ooo "  \ ° J  [ 1 2 . 8 2 8 1  ( l  -  eRn222 ) N v
8 2 . 0 1 6 0 - R n 2 . 9 9 9 8  > 2
t , s
■0
Rn222 1 7 3 . 9 8 7 1 - R 0 8 . 3184 ■J] + 1 6 4 . 5 6 0 1  a I 2
t , u
f ATh232+ ( 9 4 . 0421-Ro 3 . 0 0 3 7 - £ Rn222 1 2 . 8 2 8 1  SL
P / S  «- p , s
'n N
d . s L r
[+ a N2 I -^ h 2 3 ~  ( 9 4 . 0 4 2 1 - R q3 . 0 0 3 7 )P i U u p , s ■ H
Th232
P / S
(N -  N ) 
P / S  p , u
>]
I Th232
x ( 0 . 1 5 3 3 4 5 - R 04 . 8 9 7 7 5 X 1 0 - 3 ) I + Ö 2 ~N 1 - 0 0 1 1 5  (Np ^s " Np f U )
Kq L P / S
X ^ 3 . 0 0 0 2  -  ( 9 3 . 9 3 4 1  -  R0 3.OOO2) (— 7 8 2 1 - 2 R 0 2 9 . 6 9 9 9 - R q 26
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. 3 1 7 5 - R q' J
i A r ( 8 2 . 0 1 6 0 - R o 2 . 99 9 8 )  8 . 3 1 8 4  _ "
Rn222 ( U238 L 1 7 3 . 9 8 7 1 - R 0 8 . 3 1 8 4
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