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Abstract
Given a convex polygon with n vertices in the plane, we are interested in triangulations of its interior, i.e., maximal sets of non-
intersecting diagonals that subdivide the interior of the polygon into triangles. The MaxMin area triangulation is the triangulation
of the polygon that maximizes the area of the smallest triangle in the triangulation. Similarly, the MinMax area triangulation is
the triangulation that minimizes the area of the largest area triangle in the triangulation. We present algorithms that construct
MaxMin and MinMax area triangulations of a convex polygon in O(n2 logn) time and O(n2) space. The algorithms use dynamic
programming and a number of geometric properties that are established within the paper.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Triangulations of point sets in the plane have been studied in the last three decades as one of the important structures
in computational geometry. There are optimality criteria based on edge length, angles, areas and other elements of
the individual triangles in a triangulation [1]. Usually, in connection with those criteria, we consider MinMax and
MaxMin problems. The first quantifier defines the optimization that is done over all possible triangulations of the
given point set and the second quantifier specifies the optimization that is done within the respective elements (edges,
angles, triangles) of a particular triangulation. For example, MinMax angle stands for the triangulation that minimizes
the maximum angle in a triangulation over all possible triangulations of the given point set.
If the point set is a convex polygon, there is a dynamic programming algorithm by Klincsek, described in [7],
that finds the optimal triangulation with respect to a large number of criteria. The algorithm runs in O(n3) time
and requires O(n2) space. Some of the optimal triangulations, though, admit better problem-specific algorithms. The
Greedy and the Delaunay triangulations are computable in linear time and space for convex polygons [4]. Some other
optimal triangulations can also be computed within time and space bounds that are better than those of the general
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and the MinMax Area triangulations of a convex polygon, and on our previous algorithmic result [6].
We study the problems of optimizing the area of the triangles in the triangulation of a convex polygon. The problem
of finding the MinMax Area triangulation of a point set is mentioned as one of the open problems in Edelsbrunner’s
book [5]. This problem has application to the interpolation of two-dimensional functions. In the following section we
provide the necessary geometric background for the algorithms, properties and structure of the optimal triangulations.
In Section 3 we present the main result of the paper: the algorithms for computing the MaxMin and MinMax area
triangulations of a convex polygon, and prove the O(n2 logn) time and O(n2) space bounds. Next, in Section 4
we discuss the extensions of this algorithmic approach to other optimal triangulations. The paper concludes with
directions for future work and open problems.
2. Geometric properties of the optimal area triangulations
Definition 1. Denote by A the area of the triangle . Let μ(T ) be the quality measure that represents the minimum
area of a triangle in a given triangulation T , i.e., μ(T ) = μ0 ⇔ ∀ ∈ T : A  μ0,∃′: A′ = μ0. Similarly, λ(T )
is the quality measure that represents the maximum area of a triangle in a given triangulation, i.e., λ(T ) = λ0 ⇔ ∀ ∈
T : A  λ0,∃′′: A′′ = λ0. Denote by M1(P ) the MaxMin area triangulation of the polygon P and by μ∗(P ) the
area of the worst triangle in M1(P ). Denote by M2(P ) the MinMax area triangulation of the polygon P and by λ∗(P )
the area of the worst triangle in M2(P ).
The following is a well-known result from elementary geometry, we found a reference to it in [3].
Property 2. Given a triangle DEF in the plane and a triangle PQR inscribed in it so that P ∈ EF,Q ∈ FD,R ∈
DE: APQR min(ADQR,AERP ,AFPQ).
In other words, if we inscribe a triangle inside another triangle, the inscribed triangle is not the smallest in terms of
area. Using this property we will establish a useful fact about the “worst” triangle in the MaxMin area triangulation
of a convex polygon.
Lemma 3. Given a convex polygon P in the plane and a triangulation T of P , the triangle in T that has smallest
area has at least one edge on the boundary of P .
Proof. Let us denote the vertices of the polygon by 0,1,2, . . . , n − 1. We shall assume, for the rest of this paper
that the vertices of the polygon are enumerated modulo n, and that the order of the vertices from 0 to n − 1 is their
clockwise order. Suppose that in the triangulation T the smallest area triangle is ijk, where i < j < k and no two of
the vertices i, j, k are adjacent along the boundary of P : (j − i > 1, k − j > 1, i − k > 1). Please refer to Fig. 1.
Let us denote by D, E and F respectively the vertices of the other triangles in T adjacent to the edges ij , jk
and ki. Because of the convexity the edges DE, EF and FD intersect the edges of ijk. Consider now another
triangle, D′E′F ′ obtained by the intersection of the lines parallel to the sides of DEF and passing trough the
points i, j and k. By Property 2, ijk is inscribed in D′E′F ′ and thus Aijk  min(AD′ij ,AE′jk,AF ′ki).
But we also have AD′ij > ADij , since we have enlarged the triangle Dij , clearly the point D is inside D′ij .
Similar reasoning can be applied to the other two triangles enlarged: Ejk and Fki. Thus, for areas we have:
Aijk  min(AD′ij ,AE′jk,AF ′ki) > min(ADij ,AEjk,AFki). This contradicts our assumption that ijk is
the smallest area triangle in the triangulation T . The contradiction means that at least two of the vertices of ijk are
adjacent, i.e., the triangle has a boundary edge. 
Here we recall another classical result about convex polygons.
Property 4 (Distance unimodality [8]). The distance between the line supporting an edge of a convex polygon and
the vertices of the polygon in clockwise (or counterclockwise) order along its boundary is unimodal.
The above property implies that the area of the triangles with a given base edge in a convex polygon is also
unimodal. Another way of looking at this property (the unimodality of area) is by defining the threshold lines. For
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Fig. 2. Threshold line t of the segment ab for the area of τ : t is the locus of points c such that Aabc = τ .
each value τ of the threshold there is a line, parallel to the edge and such that every point on that line forms a triangle
(with the edge’s endpoints) with area equal to τ , as illustrated in Fig. 2. We will concentrate only at the threshold
line that lies on the same side of the edge as the polygon itself. Then, another way of describing the unimodality with
relation to the threshold lines is to say that if the function is unimodal, then the intersection of each threshold line with
the interior of the polygon is a single segment (or the line does not intersect the polygon at all).
Definition 5. Given convex polygon P , for a pair of vertices (i, j) of P we will denote by Top(i, j) the vertex of P
in the interval [i, j ] that is farthest from the line through the edge ij . If there are two such vertices, we use the one
preceding the other in the clockwise order from i to j as Top(i, j).
The value of the function Top for all the edges and diagonals in P can be computed in O(n2) time by rotating
calipers. This approach is due to Toussaint, [9].
Definition 6 (Zonality). Given a convex polygon P in the plane and a clockwise ordering of its vertices, consider
the subpolygon Pij containing the vertices i through j : Pij is a k-zone subpolygon, k ∈ {1,2,3,4} if and only if
k = ⌈ 2( 	 ji(i+1)+	 (j−1)j i)
π
⌉
.
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and Pji is P .
Definition 8 (Zonality function). Let z(i, j) be a function defined over the subpolygons Pij of the convex polygon P
in the plane and having its values in the set {1,2,3,4}, such that z(i, j) = α iff Pij is α-zone subpolygon.
Property 9. z(i, j) + z(j, i) 5.
Proof. By Definition 6, we have z(i, j) = ⌈ 2( 	 ji(i+1)+	 (j−1)j i)
π
⌉
. We can rewrite this as:
z(i, j) − 1 < 2(	 ji(i + 1) + 	 (j − 1)j i)
π
 z(i, j) ⇔ π
2
[
z(i, j) − 1] < 	 ji(i + 1) + 	 (j − 1)j i  π
2
z(i, j).
Now consider the diagonal ij , because of convexity of the polygon P at both i and j we have: 	 (i − 1)ij +
	 ji(i + 1) < π and 	 (j − 1)j i + 	 ij (j + 1) < π . Adding the two together we obtain: 	 (i − 1)ij + 	 ji(i + 1) +
	 (j − 1)j i + 	 ij (j + 1) < 2π . Notice that the first and the fourth terms on the left are the angles that define the
zonality of Pji , while the second and the third terms define the zonality of Pij . Therefore, we can regroup the terms
and further use the left part of the double inequality derived above:
( 	 ji(i + 1) + 	 (j − 1)j i)+ ( 	 (i − 1)ij + 	 ij (j + 1)) < 2π
⇒ π
2
[
z(i, j) + z(j, i) − 2] < (	 ji(i + 1) + 	 (j − 1)j i)+ ( 	 (i − 1)ij + 	 ij (j + 1)) < 2π
⇒ z(i, j) + z(j, i) − 2 < 4 ⇔ z(i, j) + z(j, i) < 6 ⇒ z(i, j) + z(j, i) 5.
Property 10. Let i, j and k be three vertices of P in clockwise order. Then z(i, j) + z(j, k) + z(k, i) 6.
The proof of this property is similar to the proof of Property 9.
We now study area triangulations in 2-zone subpolygons. We can think of a 2-zone subpolygon as a subpolygon
that is entirely contained in a parallel strip formed by lines through the endpoints of its base edge.
Lemma 11 (MaxMin area in 2-zone polygons). Let Pij be a 2-zone polygon. Given a threshold τ , if there exists a
triangulation T of Pij such that μ(T )  τ , then there exists a triangulation T ′ of Pij such that μ(T ′)  τ , and the
triangulation T ′ contains one of the triangles i(i + 1)j or i(j − 1)j .
Proof. The triangulation T contains a triangle ikj for some i + 1 k  j − 1, as shown in Fig. 3. If k = i + 1 or
k = j − 1 we are done. Otherwise, the vertex k will be either between Top(i, j) and j or between i and Top(i, j).
Assume, without loss of generality, that k is between Top(i, j) and j . Since Pij is a 2-zone subpolygon, for all edges
of the chain between Top(i, j) and j , the farthest vertex of Pij is i. We construct T ′ from T by connecting all vertices
from the range (k + 1) . . . (j − 1) to i. In the triangulation T each of the edges of the chain k . . . j is connected to
another vertex of this chain, since the edge kj is a part of the triangulation T (remember that T contains ijk). The
part of T inside the subpolygon Pik will remain unchanged in T ′. Note that ikj is not the smallest area triangle in T .
To see this, consider the other triangle adjacent to the diagonal kj . It has smaller area than ikj , because its third
vertex is closer to the diagonal kj than i, as a consequence of the zonality (remember that Pij is a 2-zone polygon).
In fact the area of the entire subpolygon Pkj is smaller than the area of ikj .
To see that μ(T ′) τ , consider an edge u from the chain k . . . j . It is connected in T to a vertex u∗ from the range
k . . . j . Because of the fact that the point i is farther from u than u∗, connecting u to i will increase the area of the
triangle adjacent to u in the new triangulation T ′, compared to the area of the triangle that was adjacent to u in the
triangulation T . Thus, connecting all the edges in the chain k . . . j to i either increases the smallest area triangle (if
it was part of Pkj ) or does not influence the value of the smallest area triangle (if it was part of Pik). In both cases
μ(T ′) μ(T ) τ . Thus, the triangle i(j − 1)j will be in T ′. 
Note that the proof of Lemma 11 automatically implies that the same is true for all 1-zone subpolygons.
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Fig. 4. Retriangulation in 2-zone polygon, MinMax area.
Lemma 12 (MinMax Area in 2-zone polygons). Let Pij be a 2-zone polygon. Given a threshold τ , if there exists a
triangulation T of Pij such that λ(T ) τ , then there exists a triangulation T ′′ of Pij such that λ(T ′′) τ , and the
triangulation T ′′ contains one of the triangles i(i + 1)j or i(j − 1)j .
Proof. The triangulation T contains a triangle ikj for some i + 1 k  j − 1, as shown in Fig. 4. If k = i + 1 or
k = j − 1 we are done. Otherwise, the vertex k will be either between Top(i, j) and j or between i and Top(i, j).
Assume, without loss of generality, that k is between Top(i, j) and j . We will show that the triangulation T ∗, obtained
by flipping the edge kj in T , has the property λ(T ∗)  τ . To see this, consider l—the other vertex incident to the
edge kj in T . We replace the edge kj by il. We have Aikj > Ailj because l is closer to the edge ij than k.
Similarly Aikj > Aikl because l is closer to the edge ik than j . Thus, removing the edge kj and introducing the
edge il, we obtain two triangles ikl and ilj that are both smaller in area than the previously existing triangle ikj .
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Therefore T ∗ is either strictly better than T , if ikj was the worst triangle of T , or of the same quality as T . In other
words λ(T ∗)  τ . If l = j − 1 we are done, T ′′ ≡ T ∗. Otherwise we will repeat the described procedure until we
arrive at j − 1. 
Note that Lemma 11 can be proven by the same method as Lemma 12. However, in the case of MaxMin area
triangulation a simple and straightforward one-step retriangulation is possible. For the MinMax area we may need to
repeat the flip several times.
Again, note that the proof of Lemma 12 implies that for all 1-zone subpolygons the same property is in place. Fur-
thermore, Lemmas 11 and 12 establish that the MaxMin and MinMax area triangulations of up to 2-zone polygon Pij
always contain one of the triangles i(i + 1)j or i(j − 1)j immediately adjacent to the base edge ij . Thus, the
optimal triangulations, both MaxMin and MinMax area, of up to 2-zone polygon Pij consist of exactly two ears (the
base triangle and some other ear) and all other triangles have exactly one boundary edge, as illustrated in Fig 5. There
are no internal triangles, i.e., triangles whose edges are all proper diagonals of the polygon. Such triangulations are
called sleeves. In order to handle 3-zone and 4-zone convex polygons we introduce the following lemma.
Lemma 13. In every triangulation T of a convex polygon P , there exists a triangle ijk, such that z(i, j)  2,
z(j, k) 2, z(k, i) 2.
Proof. Note that Property 10 implies that you can have only one of the subpolygons surrounding a triangle with a
zonality of 3 or more. Thus, consider some triangle pqr of T . If it has the desired property we are done. If it does
not have the property then without loss of generality we can assume that z(p, q)  3. By Property 9 we have that
z(q,p) 2. We are going to proceed in the interior of the subpolygon Ppq , it contains a triangle pr1q of T . If it has
the desired property, we are done. Otherwise, we can repeat this in the interior of the subpolygon Ppr1 say, which is a
proper subpolygon of the previous polygon Ppq . This procedure stops whenever a triangle with the desired property
is found or if we exhaust the polygon (which will mean in our terms that the polygon itself has a zonality of 2 with
respect to some of its edges). 
One important consequence of Lemma 13 is that the structure of the optimal triangulation, in both MaxMin and
MinMax area cases, is specified. The optimal triangulation contains at most one internal triangle and at most three
ears, all other triangles have exactly one boundary edge.
Definition 14. Let i be a vertex of P . We will denote by MaxCW(i) the last (in clockwise order from i) vertex of P
such that z(i,MaxCW(i))  2. In other words, the subpolygons in the series Pi,i+1,Pi,i+2, . . . ,Pi,MaxCW(i) all have
zonality of 2 or less and z(i,MaxCW(i) + 1)  3. Analogously, we will define MaxCCW(i) to be the last vertex in
counterclockwise order from i, such that z(MaxCCW(i), i) 2.
Property 15. MaxCCW(i) = Top(i − 1, i), and MaxCW(i) = Top(i, i + 1) or MaxCW(i) = Top(i, i + 1) + 1.
Proof. Consider j = Top(i −1, i), and draw a line through Top(i −1, i) parallel to the edge (i −1)i. By the definition
of Top(i − 1, i) the entire subpolygon Pij will lie in the strip between these two parallel lines. Thus z(j, i)  2.
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Therefore all the subpolygons Pji,Pj+1,i , . . . ,Pi−1,i will have zonality of 2 or less, and obviously because of the
slope of the edge (j −1)j , z(j −1, i) 3. Consequently, MaxCCW(i) = Top(i −1, i). Repeating the same reasoning
with respect to edge i(i + 1), for MaxCW(i) two possibilities exist. If there is an edge parallel to i(i + 1) then
MaxCW(i) = Top(i, i + 1) + 1, otherwise MaxCW(i) = Top(i, i + 1).
Fig. 6 illustrates the situation addressed by the following lemma. Recall that μ(T ) represents the minimum area of
a triangle in a given triangulation T .
Lemma 16 (Intervals of admissibility for MaxMin Area). Let Pij be a subpolygon of P . Consider the interval of the
vertices of Pij between MaxCCW(j) and Top(MaxCCW(j), j). Given a threshold τ , if there exist two vertices k1
and k2 in the interval such that there exist triangulations T1 of Pk1j and T2 of Pk2j , respectively such that μ(T1) τ
and μ(T2) τ , then for each vertex k in the interval between k1 and k2 there exists a triangulation T of Pkj such that
μ(T ) τ . The largest such interval over all i is called the interval of admissibility for MaxMin area with respect to
j and τ .
Proof. The idea of this proof is similar to that of Lemmas 11 and 12. We will show how to obtain T from T2. Please,
refer to Fig. 6. The subpolygon between MaxCCW(j) and j is 2-zone by definition. This means that for all the edges
in the chain between MaxCCW(j) and Top(MaxCCW(j), j), the vertex j is the farthest vertex in PMaxCCW(j),j . Then,
we can obtain T by adding to T2 a fan from j to the vertices in the chain between k and k2. Because of the existence
of T1, we know that all the edges in the chain between k and k2 are contained in triangles of T1 that have area larger
than τ . In T we connect them to a third vertex j that is at least as far from them as the vertex that they were connected
to in T1. 
This argument is symmetric, thus we also have that in the interval between the vertices Top(i,MaxCW(i)) and
MaxCW(i) there is an interval of vertices (possibly empty) such that a triangulation of the subpolygon between i and
any of these vertices that satisfies the given threshold condition is possible. This is the interval of admissibility with
respect to i and τ .
It should be mentioned that, depending on the shape of the polygon Top(i,MaxCW(i)) could precede MaxCCW(j)
in the clockwise order. Similarly, Top(MaxCCW(j), j) can be after MaxCW(i) in the clockwise order. However, the
key observation here is that Top(i,MaxCW(i)) precedes Top(MaxCCW(j), j), i.e., the intervals from MaxCCW(j) to
Top(MaxCCW(j), j), and from Top(i,MaxCW(i)) to MaxCW(i) completely cover the interval between MaxCCW(j)
and MaxCW(i). Refer to Fig. 6.
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measure μ. There is another important consequence of Lemma 16.
Corollary 17 (Unimodality of the optimum). Let i be a vertex of P . The area μ∗(Pik) of the minimum area
triangle in the MaxMin Area triangulation of the subpolygon Pik , considered as a function of k is unimodal
over the interval k ∈ [Top(i,MaxCW(i)),MaxCW(i)]. Similarly, μ∗(Pmi) is unimodal over the interval m ∈
[MaxCCW(i),Top(MaxCCW(i), i)].
Proof. To see that this claim is true, we are going to consider the intervals of admissibility for some special val-
ues of the threshold. For area threshold of zero, the admissibility interval coincides with the entire interval, say
[Top(i,MaxCW(i)),MaxCW(i)]. If we set the threshold value above the area of the polygon P , then obviously the
admissibility interval will be empty. Further, for any two arbitrary values of the threshold area, τ1 and τ2, τ2 > τ1,
the admissibility interval of τ1 will include the admissibility interval of τ2. This geometric inclusion property implies
the unimodality of the function. The functions we defined here are discrete and we use the term unimodality in this
sense. 
Recall that λ(T ) represents the maximum area of a triangle in a given triangulation T . Refer to Fig. 7.
Lemma 18 (Intervals of admissibility for MinMax Area). Let Pij be a subpolygon of P . Consider the interval of
the vertices (if any) of Pij following Top(i, j) in the clockwise order and lying in the parallel strip defined by the
lines perpendicular to the edge ij at its endpoints. Given a threshold τ , if there exist two vertices k1 and k2 in the
interval such that there exist triangulations T1 of Pk1j and T2 of Pk2j , respectively such that λ(T1)  τ,Aik1j  τ
and λ(T2) τ,Aik2j  τ , then for each vertex k in the interval between k1 and k2 there exists a triangulation T of
Pk1j such that λ(T ) τ,Aikj  τ . The largest such interval is called interval of admissibility for MinMax area with
respect to j and τ .
Proof. We will show how to construct the triangulation T . We will add to the existing triangulation T2 a fan from the
vertex j to the vertices of the chain between k and k2. Fig. 7 illustrates this construction. To see that these triangles
satisfy the area condition, consider any edge e in the chain from k to k2. In the chain from k1 to k2 each consecutive
point is closer to the edge ij than its predecessor. This means that A(e,j) < A(e,i), because the point j is closer to
the edge e than the point i. On the other hand A(e,i) < Ailj , where l is the left end of e, because the point r , the right
end of e is closer to the edge il than the point j . In turn Ailj < Aikj since the point l is closer to the edge ij than
the point k. For the same reason Aikj < Aik1j  τ . Thus, we have established that all the triangles in the fan from
Fig. 7. Intervals of admissibility for MinMax area.
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Hence, λ(T ) τ . 
Symmetrically, in the ascending chain of vertices preceding Top(i, j) in the clockwise order and lying inside the
strip defined above, those vertices that satisfy λ(T ) τ,Aimj  τ for some triangulation T of the polygon Pim form
an interval—the admissibility interval for MinMax area with respect to i and τ . Of course, here we are restricted by
the strip and one or both of these intervals might not exist.
Corollary 19. Let i be a vertex of P . The area λ∗(Pik) of the maximum area triangle in the MinMax Area triangulation
of the subpolygon Pik , considered as a function of k is unimodal over the part of the interval k ∈ [i,Top(i, j)] lying
inside the parallel strip perpendicular to the edge ij at its endpoints, for every other vertex j . Similarly, λ∗(Pmi) is
unimodal over the part of the interval m ∈ [Top(j, i), i] lying inside the parallel strip perpendicular to the edge ji at
its endpoints, for every other vertex j .
Proof. Identical to the proof of Corollary 17. 
To summarize the results of this section, we have shown that the worst triangle in a MaxMin Area triangulation
is adjacent to the boundary of the polygon. We have described a way to classify subproblems based on the angles
formed by their extreme edges. Some special cases exist: polygons that can be inscribed in a parallel strip through the
base edge can be triangulated using triangles immediately adjacent to the base edge. Every triangulation contains a
triangle such that the three outside parts can be treated more easily than the general case. Based on this we only need
to check a small number of possible triangles and these checks are facilitated by the fact that the points that admit
triangulations with respect to a given threshold value of area form intervals. In the case of MinMax Area, although
the worst triangle does not necessarily have a boundary edge, the optimal triangulation still uses one of the triangles
immediately adjacent to the base edge of a subpolygon for the above described special types of subpolygons. Intervals
of admissibility can be constrained to the interior of the parallel strip, perpendicular to the edge and passing through
its endpoints. However, as we shall see further, this is enough to obtain a similar algorithmic result to that of MaxMin
Area. Considerations in this section also reveal the specific structure of the two optimal area triangulations.
3. The algorithm
The general algorithm used to compute the MaxMin and MinMax area triangulations of the convex polygon P is
based on the dynamic programming approach. We solve all subproblems (i.e., find the optimal area triangulations of
the subpolygons) in order of increasing size, starting with the triangles and going up to the polygon P itself. However,
we will not solve subproblems with zonality of more than 2. Instead, if we detect that a subproblem is not 1- or 2-zone
problem, we will proceed to the next subproblem. After running through all possible subproblems, we will use the
data collected, to determine the answer in the following way. The optimal triangulation contains either a diagonal that
has both subproblems associated with it solved or a triangle that has all three subproblems associated with it solved.
The algorithm will use special data structures to achieve the claimed space and time bounds; those will be discussed
later in this section. The overall scheme used to construct the two optimal triangulations is the same. However, the
search for the optimal triangulations after the dynamic programming phase, and the data structures used are different,
based on the specific properties of the two triangulations derived in the previous section. The array SubPr[] is used to
carry the results of the dynamic programming phase. In the entry SubPr[i, j ] we store k—the vertex that is connected
to the edge ij in the optimal triangulation of Pij , or −1 if z(i, j) 3, along with the value of the maximal/minimal
area for the subproblem. Thus the entries in SubPr[i, j ] have two fields for the vertices and areas in each of the two
optimal triangulations being computed. All these data structures are global for the described algorithm. The searching
phase, performed in step (iv), creates and uses additional data structures, which will be introduced and explained later
in this section. These are all of quadratic size, O(n2) as it will be shown in the subsequent analysis.
Algorithm 20 (Optimal Area Triangulation).
Input: Convex polygon P represented by the list of its n vertices in sorted clockwise order.
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mum area over all triangulations of P and triangulation T2 (MinMax Area triangulation) of P such that the maximum
area triangle in T2 has minimum area over all triangulations of P .
(i) Compute, for each edge and diagonal of P , the most distant vertex of P .
Store the results in the array Top[0..n − 1,0..n − 1].
Compute the arrays MaxCW[0..n − 1] and MaxCCW[0..n − 1] from Top[0..n − 1,0..n − 1].
(ii) Initialize the array SubPr[0..n − 1,0..n − 1] with −1.
For i := 0 to n − 1
Set the area fields of SubPr[i, (i + 2) mod n] with the area of i(i + 1)(i + 2)
Set the index fields of SubPr[i, (i + 2) mod n] with (i + 1) mod n.
(iii) For l := 3 to n − 1
For i := 0 to n − 1
If z(i, i + l) 2 then
Set the area fields of SubPr[i, (i + l) mod n] with the minimum/maximum
area in the optimal triangulations of Pi,i+l
Set the index fields of SubPr[i, (i + l) mod n] with the vertex adjacent to
the edge i(i + l) in each of the optimal triangulations of Pi,i+l
(iv) For i := 0 to n − 1
For j := 0 to n − 1
If SubPr[j, i] 	= −1 then
If SubPr[i, j ] 	= −1 then
compare to the current best triangulations and update if necessary
else
Search in [i, j ] for a k such that the triangle ikj yields a solution,
compare to the current best triangulations and update if necessary
(v) Construct the two optimal triangulations T1 and T2 obtained from the search in (iv).
Time and space analysis. As was mentioned earlier in the paper, the computation of the values in the array Top[]
in step (i). can be performed in O(n2) time. The idea is to use rotating calipers [9], but instead of considering edges
on the boundary of P one after another and moving the calipers accordingly, we consider the fan of edges that are
incident to one particular vertex and move the calipers to compute the Top[] of the edges in this fan. This is done in
O(n) time since the calipers do not make more than one full rotation around the boundary of P . We have n vertices,
and for each vertex we perform two rotations, as we consider the fan of diagonals adjacent to the vertex in both the
clockwise and the counterclockwise directions, hence there are 2n such passes and the task is completed in O(n2)
time.
The computation of MaxCW[] and MaxCCW[] requires linear time, due to their relationship with the values in Top[]
given by Property 15. The initialization of SubPr[] in step (ii). takes O(n2) time. In step (ii) we also initialize the entries
in SubPr[] that correspond to triangles. This takes linear time. Step (iii) performs the dynamic programming and solves
all subproblems of zonality up to two reflecting the solutions in SubPr[] as discussed. There are two nested loops, in
each of the iterations through the inner loop we only perform a constant number of checks and value assignments.
This is based on the fact that for each subproblem we only have to compare the two possible triangulations containing
the triangles immediately adjacent to the base, as was proven in Lemmas 11 and 12. Thus, step (iii) also takes O(n2)
time. In step (iv) for each diagonal we check whether both subproblems are solved, if so we compare the solution
which includes this diagonal to the best solution so far. If only one of the subproblems associated with the diagonal is
solved, we need to find the best way that this diagonal can be a part of a 2-2-2-zone triangle, as Lemma 13 suggests.
Fig. 8 illustrates the two possible types of the optimal triangulation. Indeed, Property 9 guarantees that at least one
of the subproblems associated with every diagonal will be solved during the dynamic programming phase. So, we
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search for a vertex in the unsolved part that will give us a certain quality of the triangulation. This is done differently
for the MaxMin and MinMax area triangulations and it is done in logarithmic time, O(logn) per diagonal as will be
proven later. Moreover, this step of the algorithm requires that preprocessing is done to set up the data structures used
in the search. Again, it will be shown that the preprocessing takes O(n2 logn) time for both MaxMin and MinMax
area triangulations. So, the overall time required to complete step (iv) is O(n2 logn).
The last step of the algorithm is done in linear time, O(n). In fact, during the search phase, in (iv), we do not
maintain a complete triangulation as currently best. Once we know which diagonal generates the optimal triangulation
and the value of the optimal area, we can retrieve the whole triangulation (list of its edges, for example) in linear time.
In fact, each edge within a solved subproblem is retrieved in constant time per edge. In the unsolved part we can allow
ourselves to test each vertex once to find the one that yields the best triangulation.
From this analysis it follows that:
Theorem 21. Algorithm 20 computes the MaxMin and MinMax area triangulations of a convex polygon with vertices
in O(n2 logn) time, using O(n2) space.
It remains to explain the data structures and properties that are used to find the MaxMin and MinMax area triangu-
lations based on the data gathered during the dynamic programming. We start with the MaxMin area triangulation.
Lemma 3 establishes that the worst triangle, in the case of MaxMin area, contains a boundary edge. If the optimal
MaxMin area triangulation contains a non-degenerate 2-2-2-zone triangle, we do not have to account for its area as
it is not going to be the worst triangle. We may also assume that we discover the desired 2-2-2-zone triangle from
the edge ij such that μ∗(P ) = μ∗(Pji). We try to find a vertex k in the interval [i, j ] such that μ∗(Pik)  μ∗(Pji)
and μ∗(Pkj )  μ∗(Pji). In fact it is sufficient to know that the desired vertex k exists in the interval [i, j ]. We do
not need to find the exact vertex until we need the optimal triangulation. Remember that the subinterval of [i, j ] that
contains vertices forming 2-2-2-zone triangles with base ij is completely covered by the intervals of unimodality
of μ∗(Pik) and μ∗(Pkj ), as shown in Corollary 17. Thus, if we have to check whether there is triangulation of a
certain quality, we may divide this task into two parts. Check whether there is a vertex with the desired property
in [Top(i,MaxCW(i)),MaxCW(i)], and whether there is such a vertex in [MaxCCW(j),Top(MaxCCW(j), j)]. Let’s
consider the first part. We are looking for a vertex k in [Top(i,MaxCW(i)),MaxCW(i)]. μ∗(Pik) will be unimodal over
this interval. Thus we have to find the portion of this interval in which μ∗(Pik) μ∗(Pji). According to Lemma 16
this portion is a subinterval. Now we are interested in whether there is some k in the interval of admissibility of i
and μ∗(Pji) such that μ∗(Pkj )  μ∗(Pji). It is important to emphasize that μ∗(Pkj ) is generally not unimodal in
this interval. A natural way to represent this problem is a two-dimensional range search with a 3-sided open query
rectangle. Please refer to Fig. 9 for an illustration.
If we represent μ∗(Pji), μ∗(Pkj ) and μ∗(Pik) as functions of the vertex k over the interval [Top(i,MaxCW(i)),
MaxCW(i)], then the query rectangle will be given by the lines y = μ∗(Pji), x = xleft and x = xright, where xleft
preceding xright are the endpoints of the interval of admissibility of i and μ∗(Pji). The x coordinate axis represents
the vertices of the original polygon P in [Top(i,MaxCW(i)),MaxCW(i)], and the y coordinate axis represents area.
Once again, we only need to check whether there is a point from the curve y = μ∗(Pkj ) (green curve in the figure (for
colors see the web version of this article)) inside the query rectangle. This kind of range searching can be performed
in O(logn) time, given preprocessing of O(n logn) time using a structure of linear size, [4]. Thus, we can preprocess
the polygon, using the data from the dynamic programming phase. For each vertex i we are going to keep four data
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structures: two arrays containing the values of μ∗(Pik) for k ranging from (i + 1) to MaxCW(i) and μ∗(Pki) for k
ranging from MaxCCW(i) to (i − 1), and two data structures that correspond to the first two arrays preprocessed in a
way that is required to answer range searching queries of the specified type. As we have n vertices, we have to build
4n data structures of linear size, and thus the space used will be quadratic, O(n2) and the preprocessing will require
O(n2 logn) time. Computationally, there is one more issue. We have to find the sides of the query rectangle. The
bottom is given by μ∗(Pji), found by lookup in the SubPr[j, i]. We also have to compute the sides of the rectangle,
xleft and xright. Using the unimodality of μ∗(Pik) this can be done by three binary searches in the array representing
values of μ∗(Pik): one to determine the point of the maximum, and two in each of the parts to find the two intersection
points with the given value of area, μ∗(Pji). Thus, per diagonal we only spend O(logn) time inside the nested loops
of step (iv) in Algorithm 20.
Lemma 22. Step (iv) of Algorithm 20 computes the MaxMin Area triangulation in O(n2 logn) time and O(n2) space.
In the case of MinMax area triangulation the approach is a bit different. We are not guaranteed that the worst
triangle has a boundary edge. In fact it is easy to construct a six-point example where the largest area triangle in
MinMax area triangulation has no boundary edge, see [10]. Therefore, we cannot use the value of λ∗(Pji) to guide
the search. Furthermore, we are restricted to unimodality within a parallel strip, perpendicular to the diagonal of
reference, ij . The intervals of unimodality of λ∗(Pik) and λ∗(Pkj ) do not necessarily share more than the vertex
Top(i, j). Together though, they still cover the parallel strip. This is enough to guarantee an algorithmic result with
the same time and space complexity as in MaxMin area case. Instead of using the value of λ∗(Pji), we are going to
use the fact that for each triangle at least one of its vertices lies in the parallel strip perpendicular to the opposite side.
This is true for the vertex opposite the largest side of the triangle. Thus, if the optimal MinMax Area triangulation
contains a non-degenerate 2-2-2-zone triangle we will discover it from its largest side ij and the third vertex k will
lie within the parallel strip. Otherwise, there will be a diagonal that has both subproblems associated with it solved
and M2(P ) will be found when the named diagonal is examined.
It remains to consider the problem of finding vertex k in the strip perpendicular to ij so as to minimize
max(λ∗(Pik), λ∗(Pkj )). Let Left(i, j) preceding Right(i, j) be respectively the leftmost and the rightmost vertices
of P in the perpendicular strip of the edge ij . Depending on the position of Top(i, j) with respect to the interval
[Left(i, j),Right(i, j)] we have two possibilities. If Top(i, j) ∈ [Left(i, j),Right(i, j)] then λ∗(Pik) will be unimodal
over [Left(i, j),Top(i, j)] and λ∗(Pkj ) will be unimodal over Top(i, j),Right(i, j)] by Corollary 19. Otherwise, ex-
actly one of the two functions will be unimodal over the entire interval [Left(i, j),Right(i, j)]: it will be λ∗(Pkj )
if Top(i, j) precedes Left(i, j) and λ∗(Pik) if Top(i, j) follows Right(i, j), again by Corollary 19. Without loss of
generality we can illustrate the algorithmic approach with the case where λ∗(Pkj ) is unimodal over the entire interval
[Left(i, j),Right(i, j)]. Denote the vertex where the minimum of λ∗(Pkj ) is attained by Min(i, j). This situation is
illustrated in Fig. 10. To be able to find the index k for which max(λ∗(Pik), λ∗(Pkj )) is minimum we need to introduce
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Fig. 11. Rejection of points in staircase structures, NE case.
some monotonicity in λ∗(Pik). It seems natural to use staircase structures for this purpose. In the interval of increase
of λ∗(Pkj ) we need the staircase structure for λ∗(Pik) that represents only the points of λ∗(Pik) that decrease the
area, i.e., points (k, λ∗(Pik)) are rejected that lie NE (in the I quadrant) relative to a point (k′, λ∗(Pik′)) for k′ < k.
To see that this is true, consider two points on λ∗(Pik): (x1, λ∗(Pix1)) and (x2, λ∗(Pix2)) for x1 < x2. Assume that
λ∗(Pix1) λ∗(Pix2), that is the point (x2, λ∗(Pix2)) lies in the I quadrant relative to a coordinate system having origin
at (x1, λ∗(Pix1)). Keeping in mind that λ∗(Pkj ) is increasing in the interval, we can see that λ∗(Px1j )  λ∗(Px2j )
and therefore max(λ∗(Pix1), λ∗(Px1j ))max(λ∗(Pix2), λ∗(Px2j )). As we need to minimize the maximum, the point
(x2, λ∗(Pix2)) can be rejected from our considerations. Please, refer to Fig. 11 for an illustration of the rejection
rule. Analogously, for the interval of decrease of λ∗(Pkj ) we need the staircase structure for λ∗(Pik) that represents
points of λ∗(Pik) that increase the area, i.e., points are rejected that lie NW (in the II quadrant) relative to a point
of λ∗(Pik). We call a staircase NE if it is built by the NE (I quadrant) rejection rule and NW if it is built by the
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and the unimodal λ∗(Pkj ), i.e., the points where the two functions change their dominance one over the other, where
we find the locally best MinMax Area triangulation. Only the two entries adjacent to each point of intersection, ei-
ther to the left or to the right, have to be compared to determine the MinMax Area triangulation for each part of the
interval.
Using binary search we need O(logn) time to determine Min(i, j) in the respective interval [Left(i, j),Right(i, j)].
In addition we have to perform at most two binary searches to find the intersection points and MinMax points in each
of the two parts [Left(i, j),Min(i, j)] and [Min(i, j),Right(i, j)], respectively. In order to do this, we need to compute
the data structures representing the staircase filtered versions of λ∗(Pik) and λ∗(Pkj ). Thus, for each vertex i we are
going to keep seven arrays: two arrays containing the values of λ∗(Pik) (solutions of the subproblems starting from i
in clockwise order) and λ∗(Pkj ) (solutions of the subproblems ending at i in counterclockwise order), and four arrays
that correspond to the staircase filtered versions of the first two arrays—NW and NE in both directions. One additional
array per vertex stores the values of Min(i, j) sorted in clockwise order and this array is used to guide the construction
of the staircase arrays. For each diagonal ij we can find the vertex Min(i, j) using binary search in O(logn) time.
Thus, we have O(n logn) time per vertex to precompute all the values of Min(i, j) and we can sort them within the
same time. Given the fact that we have to build n such arrays of linear size, we will be within O(n2 logn) time and
O(n2) storage space. The arrays representing the solutions of the subproblems starting and ending at i will also be
precomputed, and this takes O(n2) time and O(n2) space. The arrays representing the staircase structures will be built
during the process of examining diagonals adjacent to i. When we examine the diagonal ij we have to find the points
Left(i, j) and Right(i, j)—the ends of the interval of vertices of P lying inside the strip. This can be done by two
binary searches over the interval [i, j ], hence in O(logn) time. To be able to build and handle staircase structures
efficiently we need to examine the diagonals adjacent to the vertex i in a particular order. This order is given by the
location of the vertex Min(i, j).
We need to consider the two intervals [Left(i, j),Min(i, j)] and [Min(i, j),Right(i, j)] separately, find their Min-
Max points and compare them to find the overall MinMax point for the interval [Left(i, j),Right(i, j)]. Without loss
of generality consider the NE staircase structure that is used to determine the local MinMax point in the interval
[Min(i, j),Right(i, j)]. We examine the diagonals ij adjacent to i in the order of decrease of their Min(i, j). For
the first diagonal we compute the NE staircase structure by examining all the points from (i − 1) down to Min(i, j)
rejecting some according to the NE rejection rule. The points that represent the staircase structure will be kept in an
array. When each subsequent diagonal is examined, its respective Min(i, j) is going to be to the left of the previous
one, so we have to examine the points between these two consecutive locations of Min(i, j) and to update the staircase
structure, i.e., its left end. It might be necessary, in doing this, to go over the points in the beginning of the array and
reject them, if they are dominated by a point to the left. The key here is to notice that we are going to examine each
point exactly once, i.e., each point can enter the staircase structure once and leave the staircase structure exactly once.
However, once rejected, a point can never reappear. This guarantees that over all diagonals adjacent to a vertex we
spend linear time on updates in the staircase structures, leading to overall O(n2) time and space spent on this process.
Finally, given the current staircase structure, we can find its intersection with λ∗(Pkj ) in logarithmic time by binary
search. The binary search should be guided by the points represented in the staircase structure as these points are a
subset of the points represented in λ∗(Pkj ). It remains to mention that trimming the array representing NE staircase
structure from the right (effectively finding the position of Right(i, j)) is also a logarithmic time operation, done by a
simple binary search in the array representing the staircase structure. The intervals [Left(i, j),Min(i, j)] are handled
in one more pass through the diagonals adjacent to i in the opposite order—increase of Min(i, j). During this pass the
NW staircase structures are used analogously to determine the intersection points with λ∗(Pkj ).
Thus, for each diagonal ij we can find the vertex k that gives the MinMax Area triangulation of Pij in logarithmic
time. Therefore, the overall time spent is O(n2 logn). Here, after examining each diagonal we have to keep the index
of the vertex to which it is connected in the 2-2-2-zone triangle that is part of the optimal triangulation. Moreover,
we are able to do so because we compute the exact best triangulation for each diagonal. After the completion of the
process, the MinMax area triangulation can be retrieved in linear time given the information about the index without
any further checks. This settles our final claim.
Lemma 23. Step (iv) of Algorithm 20 computes the MinMax Area triangulation in O(n2 logn) time and O(n2) space.
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In this paper we present an approach to computation of the MaxMin and the MinMax Area triangulations of a
convex polygon. The algorithm uses a number of geometric properties outlined in Section 3. Some of the properties
are in force for other measuring functions. For example for the MaxMin inradius, we have similar definitions of Top
and the unimodality of the inradius is in place. However, the algorithm presented here cannot be easily adapted to
solve the MaxMin inradius because the specific properties of admissibility intervals do not exist in this case. The ratio
between the inradius and the circumradius, specifically MaxMin inradius/circumradius, may be tractable in a similar
way.
Consider the decision problems: Given a threshold area τ , is there a triangulation such that M1(P ) τ , respectively
M2(P ) τ . This paper establishes that the MinMax Area decision problem is solvable in O(n2 logn) time and O(n2)
space. Thus, it is not known whether the MinMax Area decision problem is easier than the corresponding optimization
problem. The MaxMin Area decision problem is solvable in O(n2 log logn) time and O(n2) space [10].
The future research that stems from this work has two main directions. First, there are some other optimal triangu-
lations that might be attacked using the apparatus outlined here in the case of a convex polygon, e.g. MaxMin Inradius
and MaxMin Inradius/Circumradius. Second, the question arises about the computability of MaxMin and MinMax
Area triangulations in the case of a simple but not convex polygon, and in the case when the point set is in general
position as mentioned by Edelsbrunner [5].
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