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a b s t r a c t
In this paperwe consider the pos/neg-weightedmedian problem on a tree graphwhere the
customers aremodeled as continua subtrees.We address the discrete and continuousmod-
els, i.e., the subtrees’ boundary points are all vertices, or possibly inner points of an edge,
respectively.We consider two different objective functions. If weminimize the overall sum
of theminimumweighted distances of the subtrees from the facilities, there exists an optimal
solution satisfying a generalized vertex optimality property, e.g., there is an optimal solu-
tion such that all facilities are located at vertices or the boundary points of the subtrees.
Based on this property we devise a polynomial time algorithm for the pos/neg-weighted
1-median problem on a tree with subtree-shaped customers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In location theory the p-median problem plays an important role. It can be stated as follows: Let G = (V , E) be an
undirected graph with a length function l : E → R+ and nonnegative vertex weights. We want to locate p facilities on
edges or vertices of G so as to minimize the overall sum of the weighted distances of the vertices to the respective closest
facility. The problem possesses the so-called vertex optimality property (see for example Mirchandani [9]) which asserts
that there exists an optimal solution such that all facilities are located at vertices of Kariv and Hakimi [8] showed that the
classical p-median problem in graphs is NP-hard. For the case where the underlying graph is a tree, these authors designed
an O(p2n2) algorithm. Then Tamir [13] improved the time complexity of the p-median problem on trees to O(pn2). In 2005,
Benkoczi and Bhattacharya [2] designed an O(n logp+2 n) time algorithm to solve the pmedian problem on trees.
If obnoxious facilities are considered by allowing the negative vertex weights, i.e., facilities which should be desirably
located far away from the clients, one obtains the so-called obnoxious facility location problems. An obnoxious facility could
be, e.g., a nuclear plant, a military depot or a garbage dump. A more general problem, namely the semi-obnoxious case
where positive and negative weights are allowed, was considered by Burkard and Krarup [6]. They developed a linear time
algorithm for the 1-median problem on a cactus.
Burkard, Çela and Dollani [4] considered the 2-median problem on trees for the semi-obnoxious case and called this
kind of location problem the pos/neg facility location problem. They proposed two different objective functions. One tries
to minimize the sum over all vertices of the minimal weight times the distance (MWD), whereas the second one minimizes
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the sum over all vertices v of the weighted minimum distance from v to the facilities (WMD). In particular, they show that
in general networks with pos/neg weights the vertex optimality does not hold. In the case of trees they showed that this
property holds for model (MWD). Based on this observation they developed in the case p = 2 an O(n2) algorithm for trees.
For the (WMD) problem they found an algorithm that runs in O(n3) time on a tree. These results were recently improved
by Benkoczi [1] and Benkoczi, Breton and Bhattacharya [3]. Using the spine tree decomposition they showed that the 2-
median problem on a tree with positive and negative vertex weights can be solved in O(n log n) time for the MWD model.
For the WMDmodel they developed an O(nh log2 n) time algorithm where h represents the height of the tree. Burkard and
Fathali [5] gave an O(n3) algorithm for the 3-median problem on trees with positive and negative weights in the MWD
model.
In the last decade there has been a great interest in locating ‘‘extensive" servers (new facilities), like paths or subtrees of a
network,which cannot be represented as points of the network or points in a continuous space (see, for example, the surveys
by Plastria [11] and Díaz-Báñez et al. [7]). In this paper we study and focus on location problems with extensive customers
(see the paper byNickel et al. [10], Puerto et al., [12] and the references therein). Formotivation purposes consider a network
with communication lines, where each line is used exclusively to connect a pair of points. To check whether a line properly
works it is sufficient to reach any point on that line, and transmit to each one of that line’s endpoints. From a given point
the server can test the functionality of all lines passing through that point. In this model each communication line is viewed
as an extensive customer on the network and the servers are the checkpoints that we need to choose on the network so
that we cover all the extensive customers (lines). The optimization problem is to find the minimum number of checkpoints
needed to cover all lines.
Motivated by the above example of extensive customers, we consider the median problems on a tree graph where the
demand originated at continua (extensive) connected facilities: subtrees. That is, we consider a finite collection of subsets
Si, i ∈ I = {1, 2, . . . ,m}, where Si ⊆ V . Si is viewed as a set of demand points. Let n = |V |. When a demand is originated
at some subset Si, a server located at x must travel and visit each of the customers in Si and return to its home base. The
total travel distance of the server will be 2d(x, Ti) + 2L(Ti), where Ti is the subtree induced by Si, d(x, Ti) is the distance
between x and its closest point in Ti, and L(Ti) is the sum of the edge-lengths of Ti. The transportation cost of Si is assumed
to be a linear function of 2d(x, Ti) + 2L(Ti). Specifically, for i ∈ I , let wi and ki be a pair of reals. Then the transportation
cost is wi(d(x, Ti) + ki), where the terms ki and wi are referred to as the addend and weight of the extensive customer Ti,
respectively. Since
∑m
i=1wiki is a constant, our optimization problem is related only to
∑m
i=1wid(x, Ti). Due to the form of
the distance function which depends on Ti we refer to the extensive Ti customer instead of Si customer.
For more general case, the weight of extensive customer Ti can be positive or negative. The pos/neg-weighted p-median
problem of the above extensive customer model is to locate p points (servers) on the tree network, minimizing the sum
over all extensive customers of the minimal weight times the distance from Ti to the facilities (MWD) or minimizing the
sum over all extensive customers Ti of the weighted minimum distance from Ti to the facilities (WMD). By the definitions of
MWD and WMD models, it is easy to get that the general median problem is equivalent to this problem without addends.
Thus in this paper we only consider the two models without addends.
In this paper, we shall propose a polynomial time algorithm for finding the one median on a tree with subtree-shaped
customers. The rest of the paper is organized as follows. First, we introduce some notations, definitions and preliminaries
which will be used throughout the paper. In Section 3, we first consider the discrete case and propose a property of this case
for the MWD model. Based on this property, we devise a polynomial time algorithm for the pos/neg-weighted 1-median
problem. Finally, we consider the continuous case by constructing a modified tree.
2. Notation, definitions and preliminaries
Let T = (V , E) be an undirected tree with vertex set V (T ) = {v1, v2, . . . , vn}. Each edge (vi, vj) has a nonnegative
length l(vi, vj). In particular, edge (vi, vj) is identified as a closed interval [0, l(vi, vj)] so that we can refer to its inte-
rior points. Let A(T ) be the continuum set of points on the edges of T . Consequently, a point x in A(T ) is either a vertex
v ∈ V (T ) or an interior point of some edge (vi, vj) ∈ E. For any point x on edge (vi, vj), we define its distance d(x, vi) = t
and its distance d(x, vj) = l(vi, vj) − t where 0 ≤ t ≤ l(vi, vj). Let P(x, y) be the unique path connecting the points x
and y in A(T ). Distance d(x, y) denotes the length of path P(x, y). For any pair of closed compact subsets X, Y ⊆ A(T ),
d(X, Y ) = min{d(x, y)|x ∈ X, y ∈ Y }. If d(X, Y ) > 0, then there exists a point x′ ∈ X and a point y′ ∈ Y such that d(X, Y ) =
d(x′, y′). Here, we define path P(x′, y′) just is the path between subsets X and Y , i.e., P(X, Y ) = P(x′, y′). If d(X, Y ) = 0, then
X ∩ Y 6= ∅. Specially if X = {x}, then d(X, Y ) = d(x, Y ) = min{d(x, y)|y ∈ Y }. A subtree is a compact and connected subset
of A(T ). A subtree is discrete if its relative boundary points are all vertices. Otherwise we call it continuous.
We suppose that T is a rooted tree with root v1. The level number level(vi) of vertex vi, i = 1, 2, . . . , n, is the number
of vertices on path P(vi, v1). For a given rooted tree T rooted at v1 we number the vertices in the following way: if
level(vi) < level(vj), then i < j; if level(vi) = level(vj) and vi lies on the left of vj, then i < j (see Fig. 1). If vertex vi is
adjacent to vj and level(vj) = level(vi) + 1, then vi is called the parent of vj and vj is called a son of vi. Vertex vi is a leaf if
it has no sons. For any vertex vj, vpar(j) denotes the parent of vertex vj and Son(vi) denotes the set of vi′s sons. A vertex vh
is a descendant of vi (and vi is an ancestor of vh) if vi is on the path P(vh, v1). If we delete edge (vi, vj) with vi = vpar(j), the
rooted tree T will be decomposed into two subtrees.We denote one subtree containing vj by Tvj and the other one containing
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Fig. 1. A rooted tree T and the subtrees labeled by the dashboxes.
vertices vi and v1 by T cvj . Obviously, vertex set V (Tvj) is the set of vj’s descendants and Tvj is rooted at vj. An example is shown
in Fig. 1, where the number in each cycle is the index of the vertex and the number on each edge is the weight of the edge.
In this paper we consider the following pos/neg-weighted median location problems. Given a collection of m subtrees
T = {Ti}, i ∈ I = {1, 2, . . . ,m}. Each subtree Ti, i ∈ I , has a weightwi which can be positive or negative. For each subtree Ti,
i ∈ I , we denote zi to be the closest vertex in Ti to v1, the root of tree T . Similarly, we call zi the root of subtree Ti. A subtree is
discrete if its relative boundary points are vertices. Assume that p facilities are located at p points in A(T ). We identify each
facility with its location and denote by Xp = {x1, x2, . . . , xp} the set of p facilities. Similar to the models in [4], we present
two different objective functions as follows:
The sum of theminimum weighted distances (MWD) between the subtrees and the facility set Xp:
FMWD(Xp) =
m∑
i=1
min1≤j≤p(wid(xj, Ti)). (1)
The MWD p-median problem is to find a set X∗ of p points in A(T ) such that
FMWD(X∗) = minXp⊆A(T ) FMWD(Xp).
And the sum of the weighted minimum distances (WMD) between the subtrees and the facility set Xp:
FWMD(Xp) =
m∑
i=1
wi (min1≤j≤p d(xj, Ti)). (2)
The WMD p-median problem is to find a set X∗ of p points in A(T ) such that
FWMD(X∗) = minXp⊆A(T ) FWMD(Xp).
Note that if p = 1 or all weightswi, i ∈ I, are positive, FMWD(Xp) = FWMD(Xp) for all Xp ⊆ A(T ), i.e., MWD p-median problem
is equivalent to WMD p-median problem.
3. The pos/neg-weighted median problem
In this section we first discuss the median problem if the subtrees are all discrete. For each subtree Ti, i ∈ I = {1, 2,
. . . ,m}, let E(Ti), V (Ti) and L∗i be the edge set, the vertex set and the boundary vertex set of Ti, respectively, and let|E(Ti)| = εi, |L∗i | = n∗i . A good property in [4] of theMWD p-median problem on a tree if all customers are located at vertices
is the vertex optimality property: there exists an optimal solution which locates all facilities at vertices in V (T ). Similarly, if
we consider the MWD p-median problem on a tree with all discrete subtree-shaped customers, vertex optimality property
holds:
Lemma 1. The vertex optimality property holds for the MWD p-median problem on a tree with all discrete subtree-shaped
customers.
Proof. Let X∗ = {x1, x2, . . . , xp} be an optimal solution of the MWD p-median problem containing the smallest number of
non-vertices. If all xi are vertices, then we are done. Otherwise we suppose that there exists an interior point xk on edge
(vr , vs)with d(vr , xk) = t0, (0 < t0 < l(vr , vs)). Define the collections
Tk = {Ti ∈ T |wid(Ti, xk) = min1≤j≤pwid(Ti, xj)},
Tr,k = {Ti ∈ Tk| d(Ti, xk) > 0 and vr ∈ V (P(Ti, xk))},
Ts,k = {Ti ∈ Tk| d(Ti, xk) > 0 and vs ∈ V (P(Ti, xk))},
T0,k = {Ti ∈ Tk| d(Ti, xk) = 0}.
Note that the collection Tk contains all subtrees that are served by facility xk. Since Ti, i ∈ I , is discrete, there is a vertex
u ∈ V (Ti) such that P(Ti, xk) = P(u, xk) and d(Ti, xk) = d(u, xk) if d(Ti, xk) > 0 and edge (vr , vs) ∈ E(Ti) if d(Ti, xk) = 0.
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In the following we discuss a function f : [0, l(vr , vs)] → R with an argument t , where t = 0 corresponds to vertex vr
and t = l(vr , vs) corresponds to vs. Moreover, the interior point y on edge (vr , vs)with d(vr , y) corresponds to t = d(vr , y)
and 0 < t < l(vr , vs). Clearly, for any Ti ∈ Tr,k, d(Ti, y) > 0 and vr ∈ V (P(Ti, y)); For any Ti ∈ Ts,k, d(Ti, y) > 0 and
vs ∈ V (P(Ti, y)) and for any Ti ∈ T0,k, d(Ti, y) = 0. Let f be the function given by
f (t) =
∑
Ti∈Tr,k
wi(d(Ti, vr)+ t)+
∑
Ti∈Ts,k
wi(d(Ti, vs)+ l(vr , vs)− t)
=
 ∑
Ti∈Tr,k
wi −
∑
Ti∈Ts,k
wi
 t + ∑
Ti∈Tr,k
wid(Ti, vr)+
∑
Ti∈Ts,k
wi(d(Ti, vs)+ l(vr , vs)).
Because d(Ti, y) = 0 for any Ti ∈ T0,k, Ti dose not contribute to the function f (t). Obviously, f (t) is amonotone linear function
and min0≤t≤l(vr ,vs)f (t) = min{f (0), f (l(vr , vs))}. Without loss of generality, we suppose that f (t) achieves its minimum at
vr , i.e., t = 0. Now we set X˜ = (X∗ \ {xk}) ∪ {vr} and
FMWD(X∗) = f (t0)+
∑
Ti∈T \Tk
min1≤j≤p,j6=k wid(Ti, xj)
≥ f (0)+
∑
Ti∈T \Tk
min1≤j≤p,j6=k wid(Ti, xj)
≥ FMWD(˜X).
Note that X˜ is also an optimal solution with strictly less non-vertices than X∗. It contradicts our assumption. 
For WMD p-median problem it is easy to get that the median problem on a tree if all customers are located at vertices is
a special case of the median problem on a tree with all discrete subtree-shaped customers. Unfortunately from [4] we know
that the vertex optimality property dose not hold for the former problem. Thus the WMD p-median problem on a tree with
all discrete subtree-shaped customers dose not possess this nice property.
Since each subtree is discrete, the root zi of subtree Ti is a vertex in V (T ). By numbering the vertices stated in Section 2,
we can get the following observation easily.
Observation 2. The subtree Ti’s root zi is the vertex with the smallest index in V (Ti).
For any edge e and vertex v, let the subcollection T (e) = {Ti ∈ T | e ∈ E(Ti)} and T (v) = {Ti ∈ T | zi = v}. Clearly for
any subtree Ti ∈ T (e), Ti has edge e and for any subtree Ti ∈ T (v), Ti’s root is v. We denote the sum of weight of Ti ∈ T (e)
and Ti ∈ T (v) byW (e) andW (v) respectively, i.e.,W (e) =∑Ti∈T (e)wi andW (v) =∑Ti∈T (v)wi.
Observation 3. For any vertex vj subtree Ti ⊆ Tvj if and only if zi ∈ V (Tvj).
Note that for any vertex vj and any subtree Ti if Ti ⊆ Tvj , then d(Ti, vj) = d(zi, vj). LetD(vj) be the sumofweight of subtree
Ti ⊆ Tvj , i.e., D(vj) =
∑
Ti⊆Tvj wi. For convenience, we denote F(T
′, vj) = ∑Ti⊆T ′ wid(Ti, vj), where T ′ is a subtree of T . In
order to solve the pos/neg-weighted 1-median problem, we should find a vertex v∗ such that F(T , v∗) = minvj∈V (T )F(T , vj).
Next we propose a polynomial time algorithm for finding the medians.
Algorithm A.
Input: A given weighted tree T rooted at v1, {Ti}i∈I with E(Ti), V (Ti) and L∗i
Output: Find the medians of T .
Step 1: For every edge e ∈ E(T ), computeW (e);
Step 2: For every vertex v ∈ V (T ), computeW (v);
Step 3: Compute D(vj) =∑u∈Son(vj) D(u)+W (vj) in a bottom-up fashion;
Step 4: Compute F(Tvj , vj) =
∑
u∈Son(vj)(F(Tu, u)+ D(u)d(u, vj)) in a bottom-up fashion;
Step 5: compute F(T , vj) = F(T , vpar(j))+ [D(v1)− 2D(vj)−W (vj, vpar(j))]d(vj, vpar(j)) in a
top-down fashion;
Step 6: Find the vertices with the smallest F(T , vj)which are the medians.
Now we shall explain the correctness of Algorithm A.
Lemma 4. For any vertex vj ∈ V (T ), D(vj) =∑u∈Son(vj) D(u)+W (vj).
Proof. If vj is a leaf, then Son(vj) = ∅ and V (Tvj) = {vj}. So for any subtree Ti ⊆ Tvj , we can get V (Ti) = {vj} and zi = vj. So
D(vj) =∑Ti⊆Tvj wi =∑zi=vj wi = W (vj).
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If vj is not a leaf, we suppose that this claim holds for any vertex u ∈ Son(vj). For any subtree Ti ⊆ Tvj , then zi = vj or
there is a vertex u ∈ Son(vj) such that Ti ⊆ Tu. So we can get
D(vj) =
∑
Ti⊆Tvj
wi =
∑
u∈Son(vj)
∑
Ti⊆Tu
wi +
∑
zi=vj
wi
=
∑
u∈Son(vj)
D(u)+W (vj).
This completes the proof. 
Lemma 5. For any vertex vj ∈ V (T ) and Tvj , F(Tvj , vj) =
∑
u∈Son(vj)(F(Vu, u)+ D(u)l(u, vj)).
Proof. If vj is a leaf, then we get Son(vj) = ∅. For any subtree Ti ⊆ Tvj , V (Ti) = {vj}. So F(Tvj , vj) =
∑
Ti⊆Tvj wid(Ti, vj) = 0.
If vj is not a leaf, we suppose this claim holds for any vertex u ∈ Son(vj). So for any subtree Ti ⊆ Tvj , there are two cases:
Case 1. There is a vertex u ∈ Son(vj) such that Ti ⊆ Tu. Clearly, d(Ti, vj) = d(zi, vj) = d(zi, u)+ l(u, vj).
Case 2. zi = vj. So d(Ti, vj) = d(zi, vj) = 0.
Thus we can get
F(Tvj , vj) =
∑
u∈Son(vj)
∑
Ti⊆Tu
wid(Ti, vj)+
∑
zi=vj
wid(Ti, vj)
=
∑
u∈Son(vj)
∑
Ti⊆Tu
wi(d(zi, u)+ l(u, vj))
=
∑
u∈Son(vj)
∑
Ti⊆Tu
wid(zi, u)+
∑
u∈Son(vj)
(∑
Ti⊆Tu
wi
)
l(u, vj)
=
∑
u∈Son(vj)
(F(Tu, u)+ D(u)l(u, vj)). 
Lemma 6. For any vertex vj ∈ V (T ),
F(T , vj) = F(T , vpar(j))+ [D(v1)− 2D(vj)−W (vj, vpar(j))]l(vj, vpar(j)).
Proof. According to the relation between vertex vj and subtree Ti ∈ T , we can decompose T into three disjoint subcollec-
tions:
T 1(vj) = {Ti ∈ T | Ti ⊆ Tvj};
T 2(vj) = {Ti ∈ T | Ti ⊆ T cvj};
T 3(vj) = {Ti ∈ T | edge (vj, vpar(j)) ∈ E(Ti)} = T (vj, vpar(j)).
For any Ti ∈ T 1(vj), we get that path P(Ti, vpar(j)) passes through vertex vj. So
d(Ti, vpar(j)) = d(Ti, vj)+ l(vj, vpar(j)). (3)
For any Ti ∈ T 2(vj), path P(Ti, vj) passes through vertex vpar(j). So
d(Ti, vj) = d(Ti, vpar(j))+ l(vj, vpar(j)). (4)
For any Ti ∈ T 3(vj), edge (vj, vpar(j)) ∈ E(Ti). So
d(Ti, vj) = d(Ti, vpar(j)) = 0. (5)
From (3)–(5), we can get
F(T , vj) =
∑
Ti∈T
wid(Ti, vj)
=
3∑
k=1
∑
Ti∈T k(vj)
wid(Ti, vj)
=
∑
Ti∈T 1(vj)
wi(d(Ti, vpar(j))− l(vj, vpar(j)))+
∑
Ti∈T 2(vj)
wi(d(Ti, vpar(j))+ l(vj, vpar(j)))+
∑
Ti∈T 3(vj)
wi · 0
=
∑
Ti∈T
wid(Ti, vpar(j))−
 ∑
Ti∈T 1(vj)
wi −
∑
Ti∈T 2(vj)
wi
 l(vj, vpar(j)). (6)
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Fig. 2. The value ofW (e) for every edge e ∈ E(T ).
Fig. 3. The computation ofW (vi), D(vi), F(Tvi , vi) and F(T , vi).
From the definitions of T 1(vj) and T 3(vj),∑
Ti∈T 1(vj)
wi =
∑
Ti⊆Tvj
wi = D(vj),
∑
Ti∈T 3(vj)
wi =
∑
Ti∈T (vj,vpar(j))
wi = W (vj, vpar(j)).
Since D(v1) =∑Ti∈T wi = D(vj)+∑Ti∈T 2(vj)wi +W (vj, vpar(j)), we get∑
Ti∈T 2(vj)
wi = D(v1)− D(vj)−W (vj, vpar(j)).
As an immediate consequence, this claim holds. 
From the definition of T (v), it is easy to get that T (vi) ∩ T (vj) = ∅, (vi 6= vj), and⋃vj∈V T (vj) = T . Thus we can
traverse each vertex v and get {W (v)}v∈V in O(m + n) time. Since there are εi edges in Ti, subtree Ti shall be computed εi
times when we compute {W (e)}e∈E . So we can traverse each edge e and get {W (e)}e∈E in O(∑mi=1 εi + n) time. In step 3 and
4 we can get {D(vj)}vj∈V (T ) and {F(Tvj , vj)}vj∈V (T ) in O(n) time through a bottom-up tree traversal respectively. Obviously,
F(Tv1 , v1) = F(T , v1). If F(T , v1) is obtained, we can compute {F(T , vj)}vj∈V (T ) in O(n) time through a top-down tree
traversal. At last step 6 take O(n) time to find the medians of T . Therefore, we obtain the following theorem.
Theorem 7. The pos/neg-weighted 1-median problem on a tree with discrete subtree-shaped customers can be solved in
max{O(∑mi=1 εi + n), O(m+ n)} time.
Here we give an example in Fig. 1 to illustrate Algorithm A and the resulting values are shown in Figs. 2 and 3 with the
optimal solution v10.
For the continuous case, i.e., at least there is a subtree in T which is not discrete. Based on tree graph T = (V , E), we
construct a new tree graph T ′ = (V ′, E ′),V ′ is obtained by adding all the points in⋃mi=1 L∗i which are not inV toV , theweights
of these new vertices are large enough, and connect the new vertices to their adjacent vertices in V , the edge-lengths for
the edges that are incident with these new points are corresponding updated. Note that this preprocessing can be done in
O(
∑m
i=1 n
∗
i ) time and we get a modified tree graph T
′ = (V ′, E ′) with |V ′| = O(n +∑mi=1 n∗i ). On this modified tree, all
subtrees are discrete. Thus in order to solve the pos/neg-weighted 1-median problem of the continuous case, we shall apply
Algorithm A and get
Corollary 8. The pos/neg-weighted 1-median problem of the continuous case can be solved in max{O(n + ∑mi=1 n∗i +∑m
i=1 εi), O(n+
∑m
i=1 n
∗
i +m)} time.
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