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Abstract 
ErdBs, P. and F. Calvin, Some Ramsey-type theorems, Discrete Mathematics 87 (1991) 
261-269. 
It is easy to see that the infinite homogeneous set A in Ramsey’s theorem may be arbitrarily 
sparse. We study some versions of Ramsey’s theorem in which the homogeneity requirement is 
weakened so that the rate of growth of the elements of A can be bounded from above. 
1. Introduction 
Let N be the set of all positive integers. According to the infinite version of 
Ramsey’s theorem [S, Theorem A], for any coloring of the r-element subsets of N 
with k colors, there is a infinite set A = {a,: n E N} E N, a, < a2 < a3 < . - * , such 
that all r-element subsets of A have the same color. In the trivial case r = 1, one 
can say more: the set A can be chosen to have upper density 21/k; in fact, it can 
be chosen so that a, G k(n - 1) + 1 for infinitely many n. For r 5 2, on the other 
hand, no bound can be put on the rate of growth of the sequence al, u2, . . . (see 
Theorem 2.3). In this paper we state some weakened versions of Ramsey’s 
theorem for which we can give bounds on the a,,?, in analogy with the case r = 1. 
In Section 2 we show that, for any coloring of the r-element subsets of N with k 
colors, there is a set A E N such that the r-element subsets of A are colored with 
at most 2’-’ colors, and JA fl (1, . . . , n( 3 c log,_,n for infinitely many IZ, where c 
is a positive constant depending only on r and k, and log,_, is the (r - 1)-times 
iterated logarithm (Corollary 2.2). 
In Section 3 we show that, if the edges of the complete graph on N are colored 
with k(a2) colors, then there is an increasing infinite path P, whose edges are 
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colored with at most two colors, and whose vertex-set V(P) satisfies IV(P) n 
(1, . . . ) n}l >n”k for infinitely many n (Theorem 3.3). 
In Section 4 we consider the analogous questions regarding Hindman’s finite 
sums theorem. 
Our notation is fairly standard. R is the set of all real numbers; N is the set of 
all positive integers; w = N U (0). If A is a set, then ]A] is the cardinality of A, 
and [A]’ is the set of all r-element subsets of A. For a function (a ‘coloring’) f 
defined on [A]‘, a set X GA is f-homogeneous if f is constant on [Xl’. The 
partition symbol a -+ (x); denotes the assertion: given a set A with (A] = a and a 
coloringf:[A]‘+ (1, . . . , k}, there is an f-homogeneous set X E A with IX]2 x. 
Here x is not necessarily an integer; for a real number x 3 0, a+ (_x); is 
equivalent to a + ( 1x1);. The vertex-set and edge-set of a graph G are denoted 
by V(G) and E(G). 
2. Ramsey’s theorem 
The following theorem is the main result of our paper. The proof will be given 
at the end of this section. 
Theorem 2.1. Let r and k be positive integers, and let the function Q, : N+ R be 
such that It+ (q(n))ll+I holds for all suficiently large It. Given any coloring 
f :[hJ]‘+{l,. . . ) k}, there is a set A E N such that: 
(1) ]{f(X):XE[A]‘}( ~2’-‘; 
(2) IA n (1, . . . , n}] 2 q(n) for infinitely many n. 
Now, for any positive integers r and s, there is a constant c = c(r, s) > 0 such 
that n + (c log,_, n): holds for all sufficiently large n [5, Theorem 26.6, p. 1531; 
here log,_, denotes the (r - 1)-times iterated logarithm. Thus, by setting 
q(n) = c(r, k + 1) log,_l n, we can put Theorem 2.1 into the following more 
concrete form, which was stated in [l] (for the special case r = 2, k = 3) and in 
141. 
Corollary 2.2. For any positive integers r and k, there is a constant c > 0 
(depending only on r and k) such that, for any coloring f : [N]‘+ (1, . . . , k}, 
there is a set A c N such that: 
(1) ]{f(X):XE[A]‘}(S2’-‘; 
(2) IA n (1, . . . > n} I 2 c log,_, n for infinitely many 12. 
Next, we give examples showing that 2’-’ is best possible in Theorem 2.1 and 
Corollary 2.2. 
Theorem 2.3. Let a positive integer r and a function q : N 3 N be given. There is a 
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coloring f : [N]’ + I, with 111 = 2’-’ colors, such that, for any infinite set A = 
{ al, a2, . . . }&N, a,<a,<.*., either {f(X): X E [A]‘} = I, or else a,, > q(n) 
for all but finitely many n. 
Proof. We may assume without loss of generality that Q, is strictly increasing. Let 
mk=cp(rk); then mI<rn2<.... Let I be the set of all binary vectors of length 
r - 1, and define f : [NIT + Z as follows: For any positive integers x1 < . . . <XT,, put 
f({XI, . . . , x,>) = (-% . . . 9 E,_~), where .ci = 1 if xi < mk G xi+] for some k, and 
.si = 0 otherwise. 
Now consider A={a,:nEN}sN/, a,<a,,<.*.. Clearly, if IA fl 
] mk, mk+1)l 2 r for at least r values of k, then {f(X): X E [A]‘} = I. On the other 
hand, suppose that IA fI [mk, mk+l)l < r for all sufficiently large k. It follows that 
there is a number k0 such that IA n [l, mk+l)l < rk for all k 2 kO. Now, if n is 
sufficiently large, we will have mk 6 a, < mk+l for some k 3 kO; then n < rk and 
a, 2 mk = q(rk) > q(n). q 
Proof of Theorem 2.1. Let r and k be positive integers. We may assume without 
loss of generality that q(n) is the greatest m for which n+(m);+, holds; thus 
n + (9G))ll+r holds for every n, and lim,,, q(n) = 00. If r = 1, then q(n) = 
[n/(k + I)]. In this case the theorem is trivial; in fact, for any mapping 
f :N+{l, . . . ) k}, there is a set A c N such that f is constant on A and 
IA r-1(1,. . . , n>l 2 [n/k] > q(n) f or infinitely many n. Hence we may assume 
that r 2 2. Let a coloring f : [N]‘+ (1, . . . , k} be given. 
We will call a set S E [FV]‘-’ large if it satisfies the following condition, and 
small otherwise: for any m, p E N and any colouring g: [kJ-‘* (1, . . . , p}, 
there exist n E N and YE N such that m <n, YE (m, n], IYI 3 v(n), Y is both 
f-homogeneous and g-homogeneous, and [ Ylrpl E S. 
Claim 1. [F+Jr-’ is large. 
Proof of Claim 1. Let m, p E N and g : [Nlr-‘+ { 1, . . . , p} be given. Choose n 
large enough so that q(n) - m + (r&-l. Define a partition [{ 1, . . . , n}]’ = E,, U 
E1U*-- UE, as follows: for X E [{l, . . . , n}]‘, put X in Ei (1 CiS k) if 
X E (m, n], X is g-homogeneous, and f (X) = i; put X in E0 if X $ (m, n] or X is 
not g-homogeneous. Since n --, (q(n));+l, there is YE (1, . . . , n} such that 
lY1 z= q(n) and [Y]’ E Ei for some i E (0, 1, . . . , k}. If i = 0, then no r-element 
subset of Y’ = Y n (m, n] is g-homogeneous, but this is impossible, since 
I Y’I 3 q(n) - m and v(n) - m + (r)i-l. Hence 1 s i c k. Clearly, Y c (m, n] and 
Y is f-homogeneous. Since g is a coloring of (r - 1)-element sets, and since every 
r-element subset of Y is g-homogeneous, it follows that Y is g-homogeneous. 0 
Claim 2. The union of two small sets is small. 
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Proof of Claim 2. Let S = S, U S, E [tV]‘-‘, and suppose that S1 and S, are small 
but S is large. For each i E (1, 2) choose mi, pi E IV and g, : [IV]‘-‘+ (1, . . . , pi} 
witnessing that Si is small. Let m = max{m,, m2}, p =2p,p,. For Z E [lV]‘-’ 
define g(Z) = (gi(Z), g*(Z), g3(Z)) where g3(Z) = 1 if Z E S,, g3(Z) = 2 if Z 4 S,. 
Thus g is a coloring of [fWlr-’ with p colors. Since S is large, there exist IZ E N 
and Y c PV such that m <n, Y c (m, n], IYI 3 q(n), Y is f-homogeneous and 
g-homogeneous, and [Y]‘-’ E S = S, U S,. Since Y is g,-homogeneous, it follows 
that [Y]‘-’ G Si from some i E (1, 2). Now Y is g,-homogeneous and YE (mi, n]. 
Since mi and gi were supposed to witness that S, is small, this is a 
contradiction. 0 
Claim 3. There is an ultrafilter Ou on [kI]‘-’ such that, for any S E % and any 
m E N, there exist an integer n > m and an f-homogeneous set Y E (m, n] with 
IYI 2 q(n) and [Y]‘-’ c S. 
Proof of Claim 3. It follows from Claims 1 and 2 that there is an ultrafilter %! on 
[N]‘-’ such that every member of % is large. 0 
Choose an ultrafilter % as in Claim 3. For each p E (1, . . . , r - l}, define 
Qp = {T s [NIP: {Z E [IV]‘-‘: [Z]” G T} E Q}. 
In particular, Qr_, = %. 
Claim 4. For each p E (1, . . . , r - l}, “u, is an ultrafilter on [IV]“. Moreover, 
[N \ X]” E qP for every finite set X E PV. 
Proof of Claim 4. Clearly, “u, is a filter on [N]“. Consider any partition 
[NIP = q U G; let Si = {Z E [fWlr-‘: [ZIP E r} and let S = [lV]‘-’ \ (S, U S,). If 
S E Ou, then there are arbitrarily large finite sets Y G N with [Y]‘-’ E S; taking (Y] 
large enough so that (YI + (r - l)$, we get a contradiction, showing that S 4 W 
Since Q is an ultrafilter, for some i E (1, 2) we must have Si E Ou, or equivalently, 
r E ‘jUp. This shows that ‘?Lp is an ultrafilter. For a finite set X E N, it is easy to see 
that [fV \ XlrP1 E 011, whence [N \ X]” E 9!Lp. 0 
Let us call an integer sequence (s, rr, . . . , rr) admissible if s + r, + . . . + r, = r, 
Osscr, and 16q<r-1 for j=l,..., t. For each admissible sequence 
( s, 5, . . . , I;), we define a coloring fS,r,, , s: [N]‘+- { 1, . . . , k}, by induction 
on te{O,l,..., r}, as follows. If t = 0 then s = r, and we define fr = f. Now 
consider an admissible sequence (s, r,, . . . , rl) with t 3 1. Then (s + r,, r,, . . . , rJ 
is also an admissible sequence, and so we can assume that the coloring 
f s+r,. Q, , r,: [V’“+ 11, . . . 9 k} has already been defined. Now consider a 
set Z E [NY. By Claim 4, %r, is an ultrafilter on [N]O, and [N \ Z]” E 9&,; thus we 
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can define fS,r,, , ,(Z) to be the unique i E { 1, . . . , k} for which 
{X l ]N \ w:fr+r,,, ___, .(Z u X) = i> E %,. 
Claim 5. For any finite sef WE N, there is a set S(W) E %, S(W) c [N \ WI’-‘, 
such that, for any Y G N with [Y]‘-’ c S(W) and IYI 2 r - 1, and for any 
admissible sequence (s, rl , . . . , r-J with t 2 1, one has fs+r,,r *,... ,,(Z U X) = 
fs,, ,,..,,, (Z) for all Z E PI” and X E PT. 
Proof of Claim 5. This is a straightforward consequence of the way we defined 
fS,r,,..,,r, and %,. Note that, since % is a filter, it suffices to consider one choice of 
( s, r,, . * * , rr) and Z at a time. 0 
Let R be the set of all integer sequences (I,, . . . , rJ such that r, + - . . + r, = r 
and l=~q~r-1 for j=l,... ,t. If (r, ,..., r,)cR, then (O,r, ,..., rt) is an 
admissible sequence; define i(rI, . . . f rt> =fcl,r ,,..., .(0)7 and let I= 
{i(rI, . . . , rJ: (rl, . . . , rJ E R}. Then I G { 1, . . . , k} and 111 G IRI = 2’-’ - 1. 
Choose IZ~ E N so that q(n) 3 T - 1 for all n > n,. Now, we can inductively 
choose n,EN and Y,cN (PEG!) so that no<n,<..., Y,c(n,_,,n,J, IY,Is 
q(n,,) 2 r - 1, YP is f-homogeneous, and [YP]‘-’ E S(Y, U . . . U Y,_J. 
Note that, for any (rI, . . . , rJ E R, any integers 1 spl < . . - <pr, and any sets 
Xi E [Y,,]q (j = 1, . . . , t), we have 
f,+... +‘j,5+ ,..... JX1 U * * * U-JQ = i(h . . . , rt) for i = 0, 1, . . . , t. 
In particular, for j = t we have f (XI U . . . U X,) = i(rI, . . . , rt). Hence f(X) E I 
for every X E [lJTxl Y,]’ \ l&i [I$]‘. 
For each p E N, there is ip E (1, . . . , k} such that f(X) = i, for all X E [%I’. 
Choose i(r) E (1, . . . , k} so that i, = i(r) for infinitely many p, and define 
P={pEN:ip=i(r)} and A= U{Y,:peP}. 
Then 
{f (-0 X E [A]‘) E 1 U {i(r)>, 
whence 
[{f(X): X E [A]‘}[ s 111 + 1~2’~‘; and 
IA r7 (1, . . . , np}l 2 lYpl 3 q(n,) for all p E P. 
This completes the proof of Theorem 2.1. Cl 
3. Increasing paths 
The case r = 2 of Corollary 2.2 says that, if the edges of the complete graph on 
N are colored with k colors, then there is an infinite complete subgraph whose 
edges are colored with at most two colors, and which, for infinitely many n, has 
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at least c log n vertices below n, where c is a positive constant depending on k. In 
this section we show that, if we merely want a 2-colored increasing path (instead 
of a complete subgraph), then the bound c log n can be improved to nllk. Two 
colors are needed in order to get any bound at all; this is shown by the following 
theorem, which is an improved formulation of the case r = 2 of Theorem 2.3. 
Theorem 3.1. For any function Q, : N -+ N, there is Q partition [N]’ = C1 U C2 such 
that, for any infinite sequence x1 <x2 <x3 < . . . of positive integers, if 
{{4l, x,+1): n E N} G Ci for some i E {1,2}, then i = 2 and x, > q(n) for all n E N. 
Proof. We may assume without loss of generality that pl is strictly increasing. For 
x, y E N, x < y, put {x, y} in C2 if ~(1) <x s rp(n) < y for some n E N, and put 
{x, y} in Ci otherwise. q 
The following lemma is a consequence of the graph-theoretic generalization [2, 
Theorem IIa] of the theorem of Erdiis and Szekeres [6] on monotonic 
subsequences. The proof given here (for the convenience of the reader) is similar 
to Seidenberg’s imple proof [9] of the ErdGs-Szekeres theorem. 
Lemma 3.2. Let k, n E N, and let V be a linearly ordered set with IV1 > nk. 
Suppose the edges of the complete graph on V are colored with k colors, say 
[v’l~=cllJ~~~ U Ck. Then there ti a monochromatic increasing path with n i 1 
vertices, i.e., for some i E (1, . . . , k} there are x1 < * * * <x, < x,,+~ in V such that 
{Xj, Xj+l} E Ci for 1 <j s n. 
Proof. Let m be the maximum number of vertices in a monochromatic increasing 
path; we have to show that m > n. For x E V and i E { 1, . . . , k}, let mi(x) be the 
maximum number of vertices in an increasing path which is monochromatic of 
color Ci and ends with the vertex x; thus 1 s m,(x) < m. Clearly, if x < y and 
{x, y} E Ci, then m&x) <m,(y); if follows that the map x H (m,(x), . . . , mk(x)) 
is an injection from V into (1, . . . , m}“. Hence mk 2 [VI > nk, i.e., m > n. 0 
Theorem 3.3. Let 2 Sk E N. For any partition [N]’ = C1 U . . * U Ck, there is an 
increasing infinite path P, with vertex-set V(P) = {x,: r E N} s N, x1 <x2 < * . -, 
and edge-set E(P) = {{x,, x,+~}: r E N}, such that E(P) s Ci U Cj for some i, j E 
(1, . . . > k} and IV(P) n [l, n]] > nl” for infinitely many n. 
Proof. We inductively define positive integers pr, m, (r E N) so that pr > (m, + 
* . . + m,_l)/k and m, = (pr)“ + 1; thus pr + 1 > (ml + . - - + rnr)llk. Let n, = m, + 
. . . + m, (for r = 0, 1, 2, . . . ), and let V, = N II (n,_l, n,] (for r = 1, 2, . . . ). Thus 
N is partitioned into disjoint successive intervals VI, V2, . . . with IV,1 = m,. 
By Lemma 3.2, for each r E N we can choose a monochromatic increasing path 
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P, with 
IV,) c_ K, (V(P,)( = p, + 1 > (nr)‘lk, and 
E(P,) c C+, for some i(r) E (1, . . . , k}. 
Let a, = min V(Pr), b, = max V(Pr). For r, s E N, r <s, there is i(r, s) E 
{I, * . . > k} such that {b,, a,} E Cjcr,S,. 
By Ramsey’s theorem, there are i, i E (1, . . . , k}, and there is an infinite set 
R E N, such that i(r) = i and i(r, s) = j whenever r, s E R, r <s. Let P be the 
infinite increasing path with vertex-set V(P) = U{V(Pr): r E R}. Then E(P) c_ 
Ci U Cj and, for each r E R, 
IV(P) r-l [L &II 2 IV(Pr)l > (%y. q 
If we do not require the path to be increasing, then we can get monochromatic 
paths of positive upper density. More precisely, for each positive integer k, there 
is a constant c k 2 l/k such that, for any coloring of the edges of the complete 
graph on N with k colors, there is a monochromatic infinite path whose vertex-set 
has upper density 3~. Moreover, in the case k = 2, there is a monochromatic 
path P such that, for infinitely many n, the set { 1, . . . , n} contains (at least) the 
first n/24 vertices of P. These results will be the subject of another paper [3]. 
4. Finite sums 
For X 5 N, let FS(X) be the set of all positive integers that can be expressed as 
a sum of distinct elements of X, i.e., FS(X) consists of all numbers of the form 
E {x: x E F} where F is a nonempty finite subset of X. Also, let CFS(X) be the 
set of all positive integers expressible as a sum of consecutive elements of X, i.e., 
all numbers of the form C {x: x E X, a sx<b} where a,bEX,acb. Clearly 
CFS(X) 5 FS(X). Hindman’s finite sums theorem [7] says that, for any partition 
of N into finitely many classes, say N = Cr U . * . U Ckr there is an infinite set 
X= {x1, x2,. . . } EN, x1 <x2< * - *, with FS(X) E Ci for some i. The 
following example shows that, even for k = 2, no bound (independent of the 
partition N = C1 U C,) can be put on the rate of growth of the sequence 
Xl, x2, . f. in Hindman’s theorem, or even in the weakened version of Hindman’s 
theorem where FS(X) is replaced by CFS(X). 
Theorem 4.1. For any function Q, : N + N, there is a partition N = C, U C2 such 
that, for any infinite sequence x1 <x2 < . . - of positive integers, the following 
statements hold: 
(1) for every sufficiently large u E N, either u E C2, or else x1 + u E Cz; 
(2) Gz+4n+1+.- -+x,EC2forsomem,nEN, mG2<n; 
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(3) ifCFS({x,, . . . , 4) G G Aen x, > q(n); 
(4) if CFS({xI, x2, . . . }) c Ci for some i E {1,2}, then i = 2, and x, > q(n) for 
all n E N. 
Proof. We may assume without loss of generality that cp is strictly increasing. 
For x E N write x = 2’~ where r E w = N U {0}, y E N, and y is odd; put x in C2 if 
y 3 cp(2’“), and put x in Cr otherwise. Let an infinite sequence x1 < xz < . . . of 
positive integers be given. 
Let 2” be the highest power of 2 that divides x1. Suppose u E N, u > 
~‘I&Y+~). Choose x E {u, x1 + u} so that x is not divisible by 2”+‘. Write x = 2’~ 
where T E o, y E N, and y is odd. Then x E C2, since y = x/2’ 2 u J2” 5 &P1+l) 3 
&Y+‘). This shows that (1) holds; (2) follows from (1) on setting u = 
x2+.*-+x,. 
Suppose n E N and CFS( {x1, . . . , x,}) c Cz. Let 2” < n < 2s+l, and choose 
i,jE{O,l,..., 2”}, i<j, SO that x,+***+xiexr+--*+xj(mod2”). Let x= 
Xi+1 + " - +xj; then x is divisible by 2”, and x E CFS({x,, . . . , x,}) G C2. Write 
x = 2’~ where r E o, y E N, and y is odd; then 
x, 2x/2” = 2’-“y ay 2 &2’+‘) 2 q(2s+l) > q(n). 
This shows that (3) holds. Finally, (4) is an immediate consequence of (2) and 
(3). 0 
We do not know if there is a theorem that bears the same relation to 
Hindman’s theorem that Theorem 2.1 does to Ramsey’s theorem: 
Problem 4.2. Does there exist, for some positive integer k, a function Q, : N+ N 
such that, for any partition of N into k + 1 disjoint classes C1, . . . , Ck+r, there is 
an infinite sequence x1 <x2 < * - * of positive integers with FS({x,, x2, . . . }) II 
Ci = 0 for some i E (1, . . . , k + l} and x, s q(n) for infinitely many n? 
By Theorem 4.1, the answer is negative for k = 1. We know nothing about the 
case k = 2; however, if we replace FS with CFS, we have the following positive 
result: 
Theorem 4.3. For any positive integer k, there is a constant c > 0 (depending only 
on k) such that, for any partition N = C1 U . . . U Ck, there is a set X c N with 
CFS(X)rCiUCjforsome i,jE{l,...,k}, and IXfl{l,...,n}(~cloglogn 
for infinitely many n. 
Proof. By Corollary 2.2 (with r = 2) there is a constant c > 0 such that, for any 
coloring f : [N]‘+ { 1, . . . , k}, there is a set A G N such that: 
(1) I{f(Y): YE [Al211 c2; 
(2) IA f~ (1, . . . , n} ( 3 c log n for infinitely many n. 
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Define f : [N]‘+ { 1, . . . , k} so that, for a, b E N, a < 6, if f({a, b}) = i, then 
2’ - 2” E Ci. Choose a set A E N satisfying (1) and (2); let A = {a,, a2, . . . }, 
a,<a,<..-, andlet 
{f(Y): YE [A]*} = {i, j} G (1, . . . , k}. 
For each s E N put x, = 2++’ - 2”S, and let X = {q: s E N}. Clearly, x1 <x2 < . . . . 
If S, I E N, s < t, then 
xS+xS+l+” * + x, = 2”l+’ - 2”s E ci u cj, 
since f({a,, u,,~}) E {i, j}. Finally, if n is such that IA fl (1, . . . , n}l 3 clog IZ, 
then for m = 2” we have 
IXn{l,...,m}J3clog s -1. 0 
( > 
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