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ABSTRACT
Let L be a 4th order differential operator with coefficients
in K(z), with K a computable algebraically closed field. The
operator L is called symplectic when up to rational gauge
transformation, the fundamental matrix of solutions X satis-
fies XtJX = J where J is the standard symplectic matrix. It
is called projectively symplectic when it is projectively equiv-
alent to a symplectic operator. We design an algorithm to
test if L is projectively symplectic. Furthermore, based on
Kovacic’s algorithm, we design an algorithm that computes
Liouvillian solutions of projectively symplectic operators of
order 4. Moreover, using Klein’s Theorem, algebraic solutions
are given as pullbacks of standard hypergeometric equations.
Categories and Subject Descriptors: 34M15
Keywords: Differential Galois theory, Symplectic differen-
tial systems, Liouvillian functions, Kovacic’s algorithm
1. INTRODUCTION
A solution to a linear ordinary differential equation is called
Liouvillian over the base field if it is in a field extension
obtained by successively adjoining antiderivative, hyperex-
ponential or algebraic functions. The solutions to a linear
ordinary differential equation are all Liouvillian if and only
if the connected component of its differential Galois group is
solvable. Existing algorithms computing Liouvillian solutions
for linear ordinary differential equations with coefficients in
K(z) are based on Kovacic algorithm [7, 11]. For equations
of order n, these algorithms require a classification of all Lie
groups in GLn(K) whose identity components are solvable, a
procedure to identify whether the differential Galois group of
the equation corresponds to one of these Lie groups and in
such case to which one, and finally an algorithm to effectively
compute the solutions. The procedure of identifying the dif-
ferential Galois group relies on computing the invariants and
semi-invariants of the equation (i.e. the rational and hyper-
exponential solutions to the symmetric powers). The main
problem is that, even if the complete list of possible groups is
known up to dimension 4, effective calculations of the invari-
ants and semi-invariants is not available because identifying
the differential Galois group requires computations of hyper-
exponential or rational solutions of very high order. Because
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of this, a fully effective algorithm for computing Liouvillian
solutions has for now been restricted to order 2, which is pre-
cisely the Kovacic algorithm. This article intends to extend
the Kovacic algorithm up to order 4, under the assumption
that the equation is symplectic.
In dynamical systems, many physical problems involving
conservative forces admit a Hamiltonian formulation, and
therefore the conservation of a non-degenerated 2-form, called
the symplectic structure. When the system is linearised for
analysis of perturbations, the symplectic structure defines a
symplectic structure on the linearised system. In the study of
the linearised system one often requires the computation of its
solutions, and up to now, only in very specific cases, explic-
itly when the equations split in order 2 equations, this solu-
tions can be effectively computed using Kovacic’s algorithm.
Now, every symplectic system is even dimensional. In dimen-
sion 2, symplectic systems are unimodular systems because
SP2(K) = SL2(K). In general, we have SP2n(K) ⊂ SL2n(K)
and this inclusion is strict for n > 1. Moreover, for n > 1,
SP2n(K) properly contains SL2(K)
n, and thus symplectic
systems cannot be in general uncoupled in order 2 systems.
Definition 1. A matrix M ∈ GL2n(K) is symplectic if it
satisfies M tJM = J where
J =
(
0 In
−In 0
)
,
is the standard symplectic form. It is projectively symplectic
if it satisfies M tJM = λJ for some λ ∈ K∗. The group
of symplectic matrices is denoted SP2n(K) and the group of
projectively symplectic matrices PSP2n(K).
Definition 2. The Lie algebra of SP2n(K) and PSP2n(K)
are respectively
sp2n(K) = {M ∈M2n(K), M tJ + JM = 0},
psp2n(K) = {M ∈M2n(K), ∃λ ∈ K, M tJ + JM = λJ}.
Let us recall that the Galois group of a differential operator
L of order n with coefficients in K(z) is the group of differen-
tial automorphisms of the differential field generated by the
solutions of L fixing the base field K(z). This group is always
isomorphic to a Lie subgroup of GLn(K).
Definition 3. An operator L of order 2n is symplectic (re-
spectively projectively symplectic) when its Galois group is
isomorphic to a subgroup of SP2n(K) (resp. of PSP2n(K)).
Writing L(x) = 0 as a differential system X ′ = AX in
dimension n, Kolchin-Kovacic Theorem ensures us that if the
Galois group of L is contained in a connected Lie group G,
then there exists a K(z) gauge transformation such that the
differential system writes X ′ = AX with A in the Lie algebra
of G [1]. We can thus also use this property to equivalently
define symplectic/projective symplectic operators
Definition 4. An operator L of order 2n is symplectic, re-
spectively projectively symplectic, if there exists an invertible
matrix P with coefficients in K(z) such that we have respec-
tively
P−1AP +P ′P ∈ sp2n(K(z)), P−1AP +P ′P ∈ psp2n(K(z))
where A is the companion matrix associated to L.
Linear ordinary differential equations arising from prob-
lems in physics with a Hamiltonian formulation are symplec-
tic, however the base field is not always the field of coefficients
K(z). In many cases this is due to algebraic changes of the
independent variable, which can introduce algebraic exten-
sions of the base field. In particular, it is possible that the
linear system is no longer symplectic, but its Galois group
is included in a finite extension of SP2n(K) in PSP2n(K).
However these systems are still projectively symplectic (see
Proposition 6). Throughout the paper we assume familiarity
with the Picard-Vessiot theory and the tensorial constructions
of differential modules [10], as well as with the algorithms to
factor linear ordinary differential operators [12], to find their
rational [2] and hyperexponential solutions [9] over K(z) or
over a quadratic extensions of K(z) [3].
2. CHECKING SYMPLECTICITY
Proposition 1 Let L be a 2n-th order operator with coeffi-
cients in K(z) and A its companion matrix. The operator L
is symplectic (respectively projectively symplectic) if and only
if there exists an invertible antisymmetric matrix W with co-
efficients in K(z) such that
AtW +WA+W ′ = 0
and respectively for projective symplectic a λ ∈ K(z) such that
AtW +WA+W ′ + λW = 0. (1)
The matrix W will be called a symplectic structure associated
to L, and λ its multiplier.
Proof. Let X = (xi,j) be a fundamental matrix of solu-
tions of L. Let V be the vector space over K generated by
the columns of X. Let G ⊆ GL2n(K) be the representation
of the Galois group of L associated to X.
Assume first that L is projectively symplectic. Since L
is projectively symplectic, we may choose X so that G ⊆
PSP2n(K). Then W˜ = (X
−1)tJX−1 is an invertible antisym-
metric matrix with semi-invariant coefficients. Indeed, for
any g ∈ G, (X−1)t(g−1)tJg−1X−1 = (X−1)tλgJX−1 = λgW˜
for some λg ∈ K. On the other hand XtW˜X = J , therefore
0 = AtW˜ + W˜ ′ + W˜A.
The invertible antisymmetric matrix with semi-invariant coef-
ficients W˜ defines a non-degenerate alternating bilinear forms
on V , so the coefficients of W˜ form a hyperexponential solu-
tion to the exterior square of the dual of the system X ′ = AX
(for, if W˜ = (w˜i,j) and J = (i,j),
i,j =
2n∑
k,l=1
xk,iw˜k,lxl,j =
∑
1=k<l=2n
w˜k,l(xk,ixl,j − xk,jxl,i).)
So there exist λ ∈ K(z) such that W = e−
∫
λ(z)dz
W˜ ∈ K(z)
and
0 = AtW +W ′ + λW +WA.
Conversely, assume that there exist an invertible antisym-
metric matrix W with coefficients in K(z) and a λ ∈ K(z)
such that
AtW +WA+W ′ + λW = 0.
Then, if W˜ = e
∫
λ(z)dz
W , XtW˜X is a matrix with con-
stant coefficients. In particular, for every g ∈ G we have
gtXtW˜Xg = XtW˜X, so G is isomorphic to a subgroup of
PSP2n(K).
The non-projective case correspond to the case λ = 0.
Corollary 1 Let L be a 2n-th order operator with coefficients
in K(z). If the operator L is symplectic (respectively projec-
tively symplectic) then the exterior square of L has a rational
(respectively hyperexponential) solution.
Proof. In the proof of proposition 1, we showed that if A
is the companion matrix of L, the equation on W˜ , AtW˜ +
W˜A + W˜ ′ = 0, is equivalent to the exterior square of the
dual of X ′ = AX. If the system is symplectic (respectively
projectively symplectic), the equation AtW +WA+W ′ = 0
admits a rational (respectively hyperexponential) invertible
matrix solution, and thus so its dual, which is equivalent to
the exterior square of L.
A function is hyperexponential over K(z) if its logarith-
mic derivative is in K(z). The exponential type of f is the
equivalent class of f for the equivalence relation
f ∼ g ⇔ f/g ∈ K(z).
Definition 5. A non-trivial solution of AtW+WA+W ′ = 0
which is
• hyperexponential is called a projective Poisson struc-
ture.
• hyperexponential invertible is called a projective sym-
plectic structure.
• rational is called a Poisson structure.
• rational invertible is called a symplectic structure.
Note that if W,λ is a solution in the projective case, then
e
−
∫
λ(z)dz
W (z)
is a solution in the non-projective case whenever exp
∫
λ(z)dz
6∈ K(z). In particular we can detect whether the Galois group
is a finite extension of SP2n(K).
Proposition 2 Let L be a 2n-th order operator with coeffi-
cients in K(z) and A its companion matrix. The Galois group
of L is isomorphic to a subgroup of Zp⋉SP2n(K) if and only
if it is projectively symplectic with λ ∈ K(z) as in Proposition
1 such that
e
p
∫
λ(z)dz ∈ K(z).
Proof. Let L be projectively symplectic. Let X and W˜ =
exp
∫
λ(z)dzW = (X−1)tJX−1 be defined as in the proof
of Proposition 1. Since W˜ is semi-invariant under the ac-
tion of the Galois group G, for every σ ∈ G there exist
λσ ∈ K such that σ(exp
∫
λ(z)dz) = λσ exp
∫
λ(z)dz. So
λ ∈ K(z) such that exp p
∫
λ(z)dz ∈ K(z) is equivalent to
exp (p
∫
λ(z)dz) = σ(exp (p
∫
λ(z)dz)) = λpσ exp (p
∫
λ(z)dz),
or equivalently λσ ∈ Up. Now, if g is the image of σ in the
representation associated to X of G in GL2n(K), we have
gtJg = λσJ . Therefore exp (p
∫
λ(z)dz) ∈ K(z) is equivalent
to g ∈ Zp ⋉ SP2n(K).
A symplectic structure is an antisymmetric matrix of di-
mension 2n, and thus we can compute its Pfaffian.
Definition 6. Let W = (wi,j) be an antisymmetric matrix
of dimension 2n. The Pfaffian of W is defined by
Pf(W ) =
1
2nn!
∑
σ∈S2n
sgn(σ)
n∏
i=1
wσ(2i−1),σ(2i).
Recall that the square of the Pfaffian is the determinant.
From the relation XtW˜X = J in the proof of Proposition 1
we get Pf(XtW˜X) = Pf(J) = 1 and thus Pf(W˜ ) = det(X)−1.
Hence
Pf
(
e
−
∫
λ(z)dz
W
)
= det(X)−1
and
e
n
∫
λ(z)dz
Pf
(
W−1
)
= det(X).
As Pf(W−1) ∈ K(z), we can deduce the exponential type of
expn
∫
λ(z)dz, but not the exponential type of exp
∫
λ(z)dz,
as possibly n-th roots could appear. In fact
{M ∈ GL2n(K), ∃λ ∈ Un, M tJM = λJ} ⊂ SL2n(K).
So in particular, even if the Wronskian of the system is a
constant and the system is projectively symplectic, the Galois
group is either symplectic or a subgroup of Zn ⋉ SP2n(K).
Our algorithm to detect symplecticity has two parts. The
first part searches for solutions to the exterior square of the
dual system. The second part identifies the solutions that
define a non-degenerate antisymmetric form and their expo-
nential type.
IsSymplectic
Input: A differential operator L of order 2n with coefficients
in K(z).
Output: A projective symplectic structure if it exists.
1. Noting W the matrix

0 J1(z) J2(z) · · · J2n−1(z)
−J1(z) 0 J2n(z) · · · J4n−3(z)
−J2(z) −J2n−1(z) 0 · · · J6n−6(z)
...
...
...
. . .
...
−J2n−1(z) −J4n−3(z) −J6n−6(z) · · · 0


and A the companion matrix of L, we write down the
system
AtW +WA+W ′ = 0. (2)
2. Compute a basis B = {W˜1, . . . , W˜m} of the hyperex-
ponential solutions of (2), which is equivalent to the
exterior square of the dual of X ′ = AX.
3. For each exponential type of solution in B, look for
linear combinations of the W˜i’s with the same expo-
nential type, W˜i1 , . . . , W˜ip , such that Pf(a1W˜i1 + . . .+
apW˜ip) 6= 0. If there are none, return []. Else set
W˜ = a1W˜i1 + . . .+ apW˜ip .
4. Let exp(
∫
λ(z)dz) be the exponential type of W˜ . Set
W = exp(−
∫
λ(z)dz)W˜
5. Return exp(
∫
λ(z)dz)W (z).
Theorem 1 The algorithm IsSymplectic returns a solution if
and only if L is projectively symplectic.
Proof. The solutions Wi form a basis of the projective
Poisson structures (step 1). A projective symplectic structure
is a hyperexponential solution of (2), and thus is a linear
combination of the Wi. As it should be hyperexponential, it
can only be a linear combination of Wi of the same type and
the invertible condition is equivalent to a non zero Pfaffian
(step 2). The symplectic structure and its type is returned
(steps 3,4).
3. A KOVACIC ALGORITHM
From now on, we will restrict ourselves to order 4 operators.
Let us first classify the possible Lie groups we will encounter.
3.1 Symplectic groups
Definition 7. A Lie subgroup G of SL4(K) is said to be
intransitive if it admits a block triangular representation, i.e.
if it stabilizes a non-trivial proper subspace of K4, otherwise
it is called transitive. It is called imprimitive if there exists
a decomposition K4 = ⊕pi=1Vi, where each Vi is a non-trivial
proper subspace, such that G acts permuting the Vi’s, i.e.
∀g ∈ G, ∃σ ∈ Sp s.t. g(Vi) ⊂ Vσ(i),∀i = 1 . . . p.
Otherwise it is called primitive. When G is imprimitive and
p = 4, G will be called monomial imprimitive.
Proposition 3 A Lie subgroup of SP4(K) is up to conjugacy
generated by elements of the form
i) Upper block triangular matrices with diagonal blocks of
size at most 2× 2.
ii) 2×2 block diagonal matrices and anti-diagonal matrices.
iii) The group SP4(K).
Proof. We recall that a group G ⊆ SL4(K) is conjugate
to a subgroup of the symplectic group if we can find an anti-
symmetric invertible matrix J0 ∈ GL4(K) such that
gtJ0g = J0, ∀g ∈ G.
We will prove the proposition following the classification of
Lie subgroups of SL4(K) found in [5], by first examining the
transitive primitive groups, then the transitive imprimitive
non-monomial followed by the transitive imprimitive mono-
mial and finally the intransitive.
Let us begin by looking for transitive primitive groups. We
just have to test the above condition on a generating set of the
group. Thus the condition becomes a set of linear equations
and the entries of J0 and an inequality condition Pf(J0) 6= 0.
We begin with the 30 finite primitive groups which are
listed in [4]. We find that none of them is in SP4(K).
Now for infinite primitive groups, there are four possibilities
with G0 irreducible, namely G0 ≃ SL4(K), SP4(K), SO4(K)
and SL2(K) in its third symmetric power representation, and
the only one satisfying the condition is SP4(K). We obtain
case iii) of the proposition.
The possibilities for infinite primitive groups with G0 re-
ducible are the groups G with
G0 =
{(
A 0
0 A
)
, A ∈ SL2(K)
}
and G = HG0 where H = I2 ⊗ T and T is a finite subgroup
of SL2(K). The symplectic structures compatible with such
G0 are of the form
 0 u1 0 −u4−u1 0 u4 0
0 −u4 0 u6
u4 0 −u6 0


Now the possible groups for H are diagonal extensions of or-
der at most 2 of the primitives groups A4, S4, A5. Let us
search for 2 × 2 matrices T of determinant 1 leading to a
matrix H compatible with one of the above symplectic struc-
tures. If det(T ) = 1 and T is not triangular, we find
T =
(
qt2−t2w+q+w
2qt
− (q2−w2)(t2−1)
4qt
− t2−1
qt
qt2+t2w+q−w
2qt
)
where q, w are fixed constants and t ∈ K is free. These matri-
ces generate either a finite cyclic group if t ∈ Un, a group iso-
morphic to K∗, or when adding a matrix T with det(T ) = −1
a degree two extension of these two. So the only finite groups
generated by matrices of type T compatible with the sym-
plectic structure are either cyclic or finite dihedral and thus
the groups A4, S4, A5 and their diagonal extensions are not
possible. Thus this case cannot happen.
Now we consider the transitive imprimitive non-monomial
groups. They exchange two 2-dimensional vector spaces V1,
V2. On an adapted basis, the group is then generated by 2×2
block diagonal matrices and anti-diagonal matrices
 ⋆ ⋆ 0 0⋆ ⋆ 0 0
0 0 ⋆ ⋆
0 0 ⋆ ⋆

 ,

 0 0 ⋆ ⋆0 0 ⋆ ⋆
⋆ ⋆ 0 0
⋆ ⋆ 0 0

 .
We obtain case ii) of the proposition.
For transitive imprimitive monomial groups, we need to
look for matrices of the form diag(a, b, c, d)P where P is a
permutation matrix of S4. The permutation group acting
on four 1-dimensional vector spaces should be transitive, and
thus can be one of the following groups:
a) Z4 ≃ 〈(1, 2, 3, 4)〉,
b) the Klein group in it standard representation (i.e. gen-
erated by (1, 2)(3, 4), (1, 3)(2, 4)),
c) the dihedral group D8 ≃ 〈(1, 2, 3, 4), (1, 3)〉,
d) A4 = 〈(1, 2, 3), (1, 2)(3, 4)〉, and,
e) S4.
For the Klein group, the group then admits a representation
by 2 × 2 block diagonal and anti-diagonal matrices. For the
groups Z4 and D8 we can consider the decomposition
{(1, 0, 0, 0), (0, 0, 1, 0)} ⊕ {(0, 1, 0, 0), (0, 0, 0, 1)}
on which the group either permutes or stabilizes the two 2-
dimensional spaces. For these three groups we obtain case ii)
of the proposition.
The representation of A4〈 0 1 0 00 0 1 0
1 0 0 0
0 0 0 1

 ,

 0 1 0 0−1 0 0 0
0 0 0 1
0 0 −1 0

〉
is compatible with the symplectic structure
J =

 0 1 −1 −1−1 0 1 −1
1 −1 0 −1
1 1 1 0

 .
The subspace V is spanned by v1 and v2 where
v1 = (−
√
3− i, i
√
3− 1,−2−
√
3 + i, 1 + 2i+ i
√
3)t
and
v2 = (i+ i
√
3,−1−
√
3, 1− i, 1 + i)t
is stable under this representation. The complex conjugate
of V , V¯ , is also stable by G and V ⊕ V¯ = K4. Therefore this
group is block diagonalizable with 2 × 2 blocks. We obtain
case i) of the proposition.
The representation of S4
G =
〈
 0 −i 0 00 0 −i 0
0 0 0 −i
i 0 0 0

 ,

 0 −i 0 0−i 0 0 0
0 0 −i 0
0 0 0 i


〉
.
is a degree 2 extension of the previous case, and thus after
conjugacy, the group is generated by 2 × 2 block diagonal
matrices and anti-diagonal matrices. We obtain case ii) of
the proposition.
Now we treat the case where G is intransitive. We assume
the group is symplectic. Up to conjugacy we may assume
that G is such that gtJg = J for every g ∈ G, where J is the
standard symplectic form. Since G is intransitive, the group
has a stable subspace V of dimension either 1, 2 or 3 where
the group acts transitively. Assume first the case dim(V ) = 3
and let V J be the symplectic orthogonal complement of V .
We have dim(V J ) = 1, and let w ∈ V J , w 6= 0. Let g ∈ G,
then for every v ∈ V , if we denote v′ = g−1v ∈ V , we have
(gw)tJv = wtgtJgv′ = wtJv′ = 0.
Therefore V J is stable by G. But since dim(V J ) = 1, V J ⊆
(V J )J = V , which contradicts the assumption G acts tran-
sitively on V . Similarly, in the case dim(V ) = 1, V J is sta-
ble under G and V ⊆ V J , therefore we can represent G by
block triangular matrices with blocks in the diagonal of size
at most 2× 2. We have case i) of the proposition. Finally, if
dim(V ) = 2, we also have case i).
We deduce that if a symplectic L is irreducible but has Li-
ouvillian solutions (case ii) in Proposition 3), then the Galois
group is of the form Z2 ⋉ G1 with G1 subgroup of SL2(K).
In particular, in that case L admits a factorization in two
operators of order 2 with coefficients in a quadratic extension
of K(z).
3.2 The irreducible solvable case
If L is symplectic irreducible with Liouvillian solutions, we
show that the factorization of L in two operators of order
2 with a quadratic extension can be identified using Poisson
structures.
Proposition 4 If the Galois group of a symplectic operator
L can be represented as subgroup of SP4(K) formed by 2× 2
block diagonal and anti-diagonal matrices, then L admits two
linearly independent rank two Poisson structures with coeffi-
cients in a quadratic extension of K(z).
Proof. The Galois group of L is isomorphic to Z2 ⋉ G1
where G1 is a subgroup of SL2(K). Let X = (xi,j) be a
fundamental matrix of solutions of L. Let V be the vec-
tor space over K generated by the columns of X. Since L
is symplectic there exits an invertible antisymmetric matrix
W ∈ GL4(K(z)) such that XtWX = J . Let K = K(z)(xi,j)
be the Picard-Vessiot extension of L andK1 = K
G1 . We have
that K1 is a quadratic extension of K(z) and the Galois group
of L over K1 is isomorphic to G1. Therefore V = V1 ⊕ V2
where V1 and V2 are symplectic subspaces invariant under G1
and there exists 4× 4 projection matrix P1 and P2 with coef-
ficients in K1 such that P1+P2 = I4 and the columns of P1X
and P2X span V1 and V2 respectively. Define W1 = P
t
1WP1
and W2 = P
t
2WP2. The anti-symmetric matrices W1 and W2
define two linearly independent rank two Poisson structures
with coefficients in a quadratic extension of K(z).
Note that the two Poisson structures in the proposition cor-
respond to two conjugate solutions in a quadratic extension
of the exterior square of L.
Proposition 5 The kernel of a Poisson structure W of a
symplectic operator L is an invariant vector space.
Proof. Let X = (xi,j) be a fundamental matrix of solu-
tions of L and let V be the vector space over K generated
by the columns of X. The Galois group of L acts on V and
it fixes W , for the Poisson structure has coefficients in the
ground field. In particular, the Galois group stabilizes the
kernel of the Poisson structure.
Corollary 2 i) If L is symplectic and irreducible, then all
projective Poisson structures are projective symplectic
structures and their Pfaffians have the same exponential
type.
ii) An irreducible symplectic operator L whose Galois group
is isomorphic to Z2 ⋉ G1, G1 ⊂ SL2(K) admits two
linearly independent projective symplectic structures in
a quadratic extension of K(z).
iii) Let L be an irreducible operator admitting a symplectic
structure W1 and W2 a linearly independent projective
symplectic structure. Then there are two linear com-
binations of W1,W2 that are linearly independent rank
two Poisson structures in a quadratic extension of K(z).
Proof. i) If L admits a projective Poisson structure
that is not symplectic, then, after multiplication by
a hyperexponential function, we may assume that the
Poisson structure has rational coefficients. Now from
Proposition 5 it follows that its kernel is a non-trivial
invariant vector space of dimension 2, and thus L is
reducible. Thus if L is irreducible, then all projective
Poisson structure are symplectic structures. Now, since
a solution to equation (2) has a Pfaffian equal, up to a
constant factor, to the Wronskian of L and the Pfaffian
is not zero, they all have the same exponential type (the
exponential type of the Wronskian).
ii) If L is an irreducible symplectic operator with Galois
group isomorphic to Z2 ⋉ G1 where G1 is a subgroup
of SL2(K), then from Proposition 4, L admits two lin-
early independent Poisson structures in a quadratic ex-
tension. In particular, it admits two projective Poisson
structures and therefore, from i), these are projective
symplectic structures.
iii) Let W1, . . . ,Wp be a basis of the projective symplec-
tic structures, with W1 rational. From i) we know all
their Pfaffian have the same exponential type, and thus
the Pfaffians of W2, . . . ,Wp are rational. Thus the Wi
belong to a field extension F = K(z,
√
w2, . . . ,
√
wp),
wi ∈ K(z). So the Galois group G = Gal(L/F) admits
p invariant symplectic structures J1, . . . , Jp. It also ad-
mits Poisson structures which are the linear combina-
tions of the Ji with zero Pfaffian. The space of non
invertible Poisson structures stabilized by G is thus of
dimension p− 1. Thus L should admit a continuum of
dimension p−1 of non invertible Poisson structures in F.
A solutionW of (2) in F can be written as a linear com-
bination of elements in
√
wiM4(K(z)) and M4(K(z)).
Acting the Galois group on the square roots concludes
that each of these matrices are themselves solutions of
(2), and thus that W is a linear combination of the Wi.
Thus theWi form a basis of the Poisson structures with
coefficients in F. Therefore the equation
Pf
(
p∑
i=1
λiWi
)
= 0 ∈ K(z) (3)
admits a continuum of solution of dimension p− 1, and
so is equivalent to a single equation in (λ1 : . . . : λp) ∈
P
p−1(K). Bezout theorem implies that this projective
variety intersects λ3 = · · · = λp = 0, and thus that a
linear combination of µ1W1 + µ2W2 gives a rank two
Poisson structure. Now if W2 is rational, then the re-
sulting Poisson structure has coefficients in K(z), which
would mean that L is reducible, contrary to the hypoth-
esis. Thus W2 is not rational, and its exponential type
has a square root. So by Galois action, µ1W1 − µ2W2
is also a rank two Poisson structure. These are distinct
as µ1, µ2 6= 0, because W1,W2 are invertible.
Example:
G =
〈
 λ 0 0 00 1/λ 0 0
0 0 ǫλ 0
0 0 0 ǫ/λ

 ,

 0 1 0 0−1 0 0 0
0 0 0 1
0 0 −1 0

 ,

 0 0 1 00 0 0 1
1 0 0 0
0 1 0 0


〉
,
λ ∈ K∗, ǫ = ±1. This group is transitive, admits two sub-
groups of index 2, more precisely generated by removing the
third matrix, and restricting ǫ = 1. Each of these subgroups
admits two symplectic structures, and the intersection, an
index 4 subgroup, admits three symplectic structures.
4. THE ALGORITHM
Note that if L is projectively symplectic, then up to a mul-
tiplication of a hyperexponential function, we can ensure that
the operator is then symplectic. Indeed, using the notation
in the proof of Proposition 1, if Xt exp(
∫
λ(z)dz)WX = J ,
then for Y = exp( 1
2
∫
λ(z)dz)X, we have Y tWY = J .
We know that if L has Liouvillian solutions, then we can
always obtain a factorization with operators of order 2, either
over the base field or in quadratic extension of it. To obtain
an explicit expression of the Liouvillian solutions, we apply
the Kovacic algorithm to the order two factors: More pre-
cisely the Ulmer-van Hoeij-Weil version of Kovacic algorithm
[11, 6]. Indeed, the important property of it is that it only
uses the computation of rational solutions of symmetric pow-
ers, which will be here much easier than the computation of
hyperexponential solutions for an operator with non-rational
coefficients.
SymplecticKovacic
Input: A symplectic differential operator L = ∂4 + a(z)∂3 +
b(z)∂2 + c(z)∂ + d(z) ∈ K(z)[∂].
Output: A basis of the vector space of Liouvillian solutions of
L.
1. Factorize L in K(z)[∂] [12].
2. If L = L1L2L3L4 with Li of order 1 for i = 1, 2, 3, 4
solve by variation of constant and return the solutions.
3. If there is a single factor L˜ of order 2, then L = L1L2L3
where L˜ = Li for some i ∈ {1, 2, 3} and the other two
factors are of order 1. Apply Kovacic algorithm to L˜
[11].
(a) If L˜ is solvable, then solve L by variation of con-
stants.
(b) If L˜ is not solvable, compute hyperexponential so-
lutions of L [9].
i. If there is one, then L = ML0 where M is of
order 3 and L0 is of order 1. Compute hyper-
exponential solution of M [9].
A. If there is one, then L = NM0L0 where N
is of order 2 and M0 is of order 1. Solve
M0L0 by variation of constants and return
their solutions.
B. If there are no hyperexponential solutions
to M , return a solution of L0.
ii. If there are no hyperexponential solutions to
L, return [].
4. If there are two factors of order 2, L = L1L2, apply
Kovacic algorithm [11] to them
(a) If L1 is not solvable, return the Liouvillian solu-
tions of L2.
(b) If L1 and L2 are solvable compute the solution
through variation of constants
(c) If L1 is solvable but L2 is not, compute an LCLM
factorization of L [12]. If it has two factors, solve
them by Kovacic algorithm and return the Liouvil-
lian solutions. Else return [].
5. Else L is irreducible. Compute linearly independent
projective Poisson structures of L
(a) If there are less than 2, return [].
(b) Else denote two projective Poisson structures by
W1,W2, such that W1 has rational coefficients and
W2 has coefficients in a quadratic extension. Let
w(z) ∈ K(z) be such that the coefficients ofW2 are
in K(z,
√
w(z)).
i. Solve Pf(W1 + λW2) = 0, and compute the
two conjugate kernels V1, V2 with coefficients
in K(z,
√
w(z)) of W1 +λW2 for the two solu-
tions λ.
ii. Compute the companion differential system as-
sociated to L restricted to V1. Use a cyclic
vector to compute an operator L˜ of order two
with coefficients in K(z,
√
w(z)).
A. If the symmetric square of L˜ has non-trivial
solutions inK(z,
√
w(z)), compute two lin-
early independent Liouvillian solutions to
L˜ [11] of the form
e
∫ √
α(z)+
√
w(z)β(z)dz
.
B. Else, if for some i ∈ {6, 8, 12} the i-th sym-
metric power of L˜ has non-trivial solutions
in K(z,
√
w(z)), use van Hoeij-Weil algo-
rithm [6] to compute a basis of solutions
to L˜ of the form
e
∫
α(z)+
√
w(z)β(z)dz
F (p(z) +
√
w(z)r(z))
where F is a solutions of a standard equa-
tion.
C. Else L˜ is not solvable.
Return the Liouvillian solutions to L˜ obtained in ii.
together with their conjugate
√
w(z)→ −
√
w(z).
Theorem 2 The algorithm SymplecticKovacic returns the
vector space of Liouvillian solutions of L.
Proof. According to Proposition 3 the possible factoriza-
tions of L are for factors with orders:
i) 1, 1, 1, 1, ii) 1, 1, 2, iii) 1, 2, 1, iv) 2, 1, 1, v) 2, 2, vi) 4.
The first step tests whether we are in one of the first four
cases.
The second step deals with case i), where we can obtain a
basis of the space of Liouvillian solutions, which has dimen-
sion 4, by using variation of constants.
The third step tests whether we are in cases ii), iii) or iv).
If the order 2 factor L˜ is solvable, we can obtain a basis of
the space of Liouvillian solutions, which has dimension 4, by
using variation of constants after finding Liouvillian solutions
to the factor of second order. If L˜ is not solvable, step 3(b)
test whether we are in case iii), in which case the space of
Liouvillian solutions has dimension two, and a basis can be
obtain by variation of constants, or in case ii), in which case
the space of Liouvillian solutions has dimension one, and a
basis can is obtain by computing hyperexponential solutions
to L. If we are not in either of these two cases, the only
possible factorization of L is of the form case ii) and there
are no Liouvillian solutions, for the order two factor L˜ is not
solvable.
The fourth step addresses the case v). If only the right
factor is solvable, then the space of Liouvillian solution has
dimension two and using Kovacic algorithm one can find a
basis of it. If both factors are solvable, then the space of Li-
ouvillian solution has dimension four and using variation of
constants one can find a basis of it, after using Kovacic algo-
rithm on both factors. If only the left factor is solvable, then
step 4(c) test whether the Galois group has a representation
2 × 2 block diagonal. In which case the space of Liouvillian
solution has dimension two, as one of the two factors of the
LCLM factorization is solvable.
The fifth step deals with the irreducible case, which is case
v). According to Corollary 2 ii), L is not solvable if L does
not admit at least two linearly independent projective Pois-
son structures in a quadratic extension. Step 5(a) rules this
case out. When there are two linearly independent projective
Poisson structures in a quadratic extension, Corollary 2 iii),
implies that a linear combination of them will produce two
non-trivial and non-invertible Poisson structures. These Pois-
son structures are obtained in Step 5(b)i. Their kernels are
two invariant vector spaces V1, V2 of solutions of L. None of
these kernels V1 and V2 is rational, or else L would possess an
invariant vector space of dimension 2, and thus would factor-
ize. Therefore V1 and V2 are conjugate by an automorphism
of a quadratic extension. In particular the solutions in V1 are
Liouvillian if and only if the solution in V2 are Liouvillian.
Step 5(b)ii computes the operator L restricted to V1, tests
using Kovacic algorithm whether this restriction is solvable,
and in such case computes its Liouvillian solutions. The so-
lutions of V2 when they are Liouvillian can be obtained by
taking the conjugates of the Liouvillian solutions in V1.
5. COMPLEXITY AND EXAMPLES
The complexity of computing rational solutions of differen-
tial operator does not depend only on the degree and order of
the operator, but also on the local exponents at the singular-
ities [2]. The same applies to operator factorization [12], and
therefore also to our work. Because of this, we do not aim at
obtaining low complexity in terms of the degree, order and
coefficients height. The objective is more to obtain a work-
able algorithm on reasonable examples rather than on cases
of worst complexity. The most expensive part is in the three
last steps where finite groups are tested and so our algorithm
was designed to optimize this part.
• The factorization in a quadratic extension allows to
compute symmetric powers of an order 2 operator in-
stead of 4
• The finite Galois groups are tested using invariant in-
stead of semi-invariants. Even if using semi invariant
would allow lower order operators, the search of hyper-
exponential solutions in a quadratic extension is equiv-
alent to searching hyperexponential solutions of an op-
erator of order 14, which is too expensive.
• The rational solutions in K(z,
√
w(z)) are searched by
first constructing a differential system, which is cheap,
and secondly by constructing a universal denominator
for each of the two unknowns by computing possible
local exponents at the singularities. The rational solu-
tions are then finally obtained using linear algebra.
We present a table of examples obtained by considering the
annihilator of f(
√
z) where f is a solution of f ′′ + (z2n+1 +
z + 1)f = 0. This produces a symplectic operator of order 4,
which is bi-projectively symplectic as the Galois group will
be a subgroup of Z2 ⋉ SL2(K). This also ensures that the
algorithm do not use early termination paths to avoid the
last steps. The computations were done on a Macbook pro
2013 2.8 Ghz.
n 0 1 2 3 4
degree 3 7 11 15 19
time 2.4 s 5 s 9.2s 37.5 s 5757s
We present now the solutions of several symplectic oper-
ators with finite Galois groups. The pullbacks are obtained
using the formulas in [6], where the pullback functions are in
a quadratic extension.
A D8 example. We consider the LCLM of the following
operator with its conjugate
Dz2 +
3(20z + 37
√
z + 21
256z2(
√
z + 1)2
.
The solutions are found in 1.7s:
√
z(1±√z) 14 e
1
16
∫
1
z
√
1±√z
dz
,
√
z(1±√z) 14 e
−
1
16
∫
1
z
√
1±√z
dz
An A5 example. We consider the LCLM of the following
operator with its conjugate
Dz2 +
1
2z
Dz +
739z3/2 + 864z2 + 611
√
z − 314z + 800
14400z2(z − 1)2 .
The solutions are found in 12.4s
12
√
z2P (z)(
√
z − 1)2
(5589
√
z − 800)3 L
(
−1
6
, 5,
√
99
(27945z − 19967√z + 1600)2
(5589
√
z − 800)3(1−√z)
)
together with the conjugates
√
z 7→ −√z, where L a basis
a solutions of the Legendre differential equation (whose so-
lutions can also be written in terms of the hypergeometric
function) and
P = 251894530944z2 − 360031369239z3/2 + 134021894211z−
17568425600
√
z + 765440000
An A4 example. We consider the LCLM of the following
operator with its conjugate
Dz2 +
108z2 + 648z3/2 + 1505z + 1498
√
z + 560
576(
√
z + 1)2z2(2 +
√
z)2
.
The solutions are found in 17s(
(189z2 + 810z
3
2 + 1118z + 526
√
z + 20)24z10
P (z)Q(z)14(2 +
√
z)6(
√
z + 1)6
) 1
24
2F1
(
13
24
,
25
24
,
5
4
,
P (z)
45(z + 3
√
z + 2)2Q(z)2
)
with
P = 67191201z6 +863886870z11/2 +4900709061z5 +16136882532z9/2+
34114858452z
4
+48314544768z
7/2
+46335734636z
3
+29648385408z
5/2
+
12093966336z2 +2856633184z3/2 +318081360z +10315200
√
z +104000
Q = 945z2 + 3240z3/2 + 3354z + 1052
√
z + 20
A S4 example. We consider the LCLM of the following
operator with its conjugate
Dz2 +
4z9/2 + 4z3/2 + 4z + 3
16z2
The solutions are found in 9.3s
((
√
z + 1)3z7/2(252z + 311
√
z + 63)−3(144027072z3 + 534597840z5/2+
774164272z
2
+550356683z
3/2
+198862573z+34349049
√
z+2250423))
1/8
L
(
− 1
4
,
1
3
,
√
− 28(1512z
3/2 + 2815z + 1496
√
z + 189)2
5(252z + 311
√
z + 63)3
)
An application in Hamiltonian systems. We consider
the potential
V = q1q
2
2 + q1q2q3 + q1q
2
3 + q
2
1 + q
2
2 + q
2
3 .
This potential admits a particular solution along the line q2 =
q3 = 0. The variational equation is given by(
X¨
Y¨
Z¨
)
=
(−2 0 0
0 −2q1(t)− 2 −q1(t)
0 −q1(t) −2q1(t)− 2
)(
X
Y
Z
)
Now making a time change by denoting q1(t) = z, we obtain
in the lower right 2× 2 invariant block
(1− z2)
(
Y¨
Z¨
)
− z
(
Y˙
Z˙
)
+
(
2(z + 1) z
z 2(z + 1)
)(
Y
Z
)
= 0
Applying cyclic vector on Y (z) we obtain the following order
4 operator L =
Dz4 +
2(2z2 + 1)
z(z2 − 1) Dz
3 − 4z
5 + 2z4 − 4z3 − 3z2 − 2
z2(z2 − 1)2 Dz
2−
4(z2 − z + 1)
(z2 − 1)(z − 1)zDz +
3z4 + 8z3 + 2z2 + 4
z2(z2 − 1)2
This operator admits 2 linearly independent projective sym-
plectic structures of same type:
(z2 − 1)3/2
z2


0 −4 zz−1 2 z
2+1
z2−1 z
4 zz−1 0 −z 0
− 2 z2+1
z2−1 z 0 0
−z 0 0 0

 ,
(z2 − 1)3/2
z2


0 − 3 z2−2
z2−1 −6
z
z2−1 −2
3 z2−2
z2−1 0
4 z2−1
z2−1 z
6 z
z2−1 −
4 z2−1
z2−1 0 z
2 − 1
2 −z −z2 + 1 0


It is not symplectic despite coming from a Hamiltonian sys-
tem due to the algebraic change of variable. Indeed the base
field we should consider here contains
√
1− z2, but as it does
not appear in the coefficients, we “forget it” in the compu-
tations. This adds a finite extension on the Galois group as
the base field becomes smaller, but it has no consequences on
the Liouvillian solvability of it. Actually algebraic changes of
variable never pose a problem to our algorithm, as the result-
ing operator will always have a Galois group in PSP4(K).
Proposition 6 The Lie groups of GL4(K) which are finite
extensions of SP4(K) are of the form
{M ∈M2n(K), ∃λ ∈ Up, M tJM = λJ} ⊂ PSP4(K)
where Up is the set of p-roots of unity.
Proof. Using the classification of [5], we look for Lie group
whose identity component are SP4(K). In SL4(K) these
groups are diagonal extensions of SP4(K) with an additional
generator of the form ωI4 with ω
4 = 1. The group GL4(K)
is itself a diagonal extension of SL4(K) and thus finite exten-
sions of SP4(K) in GL4(K) are obtained by adding a generator
of the form ωI4 where ω is a root of unity.
Applying the algorithm SymplecticKovacic returns [], mean-
ing that there are no Liouvillian solutions, and thus that the
potential is not integrable [8]. Still, the existence of two sym-
plectic structures of the same exponential type allows us to
build two linearly independent Poisson structures, and thus
implies that the operator is the LCLM of two operators of
order 2:
Dz2 +
zDz
z2 − 1 −
3z + 2
z2 − 1 , Dz
2 +
zDz
z2 − 1 −
z + 2
z2 − 1 .
Conclusion. We produced an algorithm for computing Li-
ouvillian solutions of symplectic operators of order 4 whose
execution time is manageable on reasonable examples. The
key point is that the symplectic group admits much less prim-
itive/imprimitive finite groups than SL4(K), allowing the i-
dentification of solvable Galois groups to be much faster. This
allows in particular to study irreducible order 4 operators
which where before intractable. One of the application is
the study of variational equations in Hamiltonians with 3 de-
grees of freedom, which was impossible before as generally
the variational equation has its Galois group in PSP4(K)
and so it does not necessarily decouple into smaller order
operators. Possible future enhancements include early ter-
mination by exponent analysis, optimization of the universal
denominator, using the Poisson structures to speed up the
factorization in reducible cases, optimization of the pullback
expressions for the finite case representation, minimization of
iterated integrals in the representation of the solutions, and a
better handing of quadratic extensions. The code is available
at http://combot.perso.math.cnrs.fr/software.html.
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