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Abstract: In this study, for the purpose of improving the efficiency and accuracy of numerical 
simulation of massive concrete, the symmetric successive over relaxation-preconditioned conjugate 
gradient method (SSOR-PCGM) with an improved iteration format was derived and applied to 
solution of large sparse symmetric positive definite linear equations in the computational process of 
the finite element analysis. A three-dimensional simulation program for massive concrete was 
developed based on SSOR-PCGM with an improved iteration format. Then, the programs based on 
the direct method and SSOR-PCGM with an improved iteration format were used for computation 
of the Guandi roller compacted concrete (RCC) gravity dam and an elastic cube under free 
expansion. The comparison and analysis of the computational results show that SSOR-PCGM with 
the improved iteration format occupies much less physical memory and can solve larger-scale 
problems with much less computing time and flexible control of accuracy.     
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1 Introduction 
Massive concrete plays an important role in construction projects. Although there is no 
uniform standard for the definition of massive concrete in different countries, the essential 
difference between massive concrete and normal concrete is determinate. The hydration of 
cement in concrete produces heat. When it comes to massive concrete, the heat loss inside is 
not as rapid as that from the surface, resulting in large internal and external differences in 
temperature. The thermal stress might then cause cracking. A typical example of massive 
concrete is a concrete dam. 
It is important to study the numerical simulation methods of massive concrete, because 
their results are important references that guide construction. In this field, at present, the finite 
element method (FEM) is one of the main methods. In each interval of simulation, the FEM 
computation is carried out, and the large sparse symmetric positive definite linear equations 
are solved twice, in order to solve the temperature field and the displacement field. Because of 
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its substantial volume and complicated boundary conditions, the numerical model must have a 
mesh fine enough to guarantee precision. In addition, because the time course is included in 
the simulation, the discrete time intervals should be short enough to generate the quasi 
real-time physical field. Generally, in a full massive concrete numerical simulation process, 
thousands of large-scale linear equation groups should be solved. Furthermore, many concrete 
placement batches are arranged in massive concrete construction. The computational scale 
increases gradually along with construction progress. These issues make the problems of 
large-scale computation and time consumption quite significant in the numerical simulation of 
massive concrete. 
Wilson (1968) first introduced the time course analysis method based on FEM into the 
thermal stress analysis of a concrete dam and developed a two-dimensional FEM construction 
simulation program for massive concrete, DOT-DICE. In China, research on the massive 
concrete simulation method began with Zhu (1999). For solving the large-scale computation 
and time-consumption problems, he proposed the mixed-layer method (Zhu 1994). With this 
method, the FEM mesh can be mixed and expanded according to the concrete age, reducing 
the computational scale to a certain extent. Zhu and Xu (1996) also proposed a method using 
different increments in different regions. This method causes the computational time steps to 
lengthen with the concrete age, decreasing the number of iterations to a certain extent. Other 
researchers have also carried out explorations of this problem. Chen and He (1998) applied the 
floating mesh method, which can reduce the FEM mesh scale and the computational scale 
during the process of simulation. Zhao et al. (1994) proposed the multi-layer dynamic 
substructure method, reducing the physical memory usage of the computer during simulation.  
However, the reduction of the computational scale is not the only way to solve the 
problem of greater time consumption in massive concrete simulation. Improving the method 
of solving the large-scale sparse linear equation group can also work. The Krylov subspace 
method is recognized as one of the most effective ways to solve the large-scale linear equation 
group. This method was proposed in the 1950s, but it was seldom used in computation because 
it was considered unstable. People did not realize its important value until the research of 
Paige and Saad (Dai 2001). At present, the Krylov subspace method is widely used in many 
computational packages, including Lapack, Aztec, LINSOL, PARMS, and PETSc. However, 
there have been few applications of these algorithms in hydraulic structure engineering, 
mainly because the algorithms are complicated and difficult to design. The conjugate gradient 
method (CGM) is the typical representative of the Krylov subspace method. It has been 
studied and applied to the computational processes of FEM simulation. Feng and Owen (1996) 
provided a detailed description of CGM for solving the smallest eigenpair of large symmetric 
eigenvalue problems. Saint-Georges et al. (1996) studied high-performance preconditioned 
conjugate gradient method (PCGM) solvers for FEM structural analysis and compared the 
computational efficiency with the direct methods. Lin (1997, 1998) applied the symmetric 
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successive over relaxation-preconditioned conjugate gradient method (SSOR-PCGM) to the 
FEM computational process, raising the computational efficiency and precision of the 
large-scale finite element problems greatly; later he introduced this method into the 
numerical computation process of massive concrete (Lin and Su 2003). Chen et al. (2000, 
2002a, 2002b, 2006) applied some preconditioning schemes to CGM for solving the large 
sparse symmetric positive definite linear equations resulting from the use of the edge-based 
FEM, including the SSOR preconditioning scheme, the multifrontal method preconditioning 
scheme, and the diagonally perturbed incomplete factorization preconditioning scheme. Kim 
and Im (2003) proposed the Jacobi PCGM solving techniques for three-dimensional 
rigid-viscoplastic FEM analysis. Kress et al. (2005) applied PCGM to analysis of the damage 
progression. Bai and Wang (2006) used the restrictive PCGM for solving the large sparse 
symmetric positive definite linear equations. Jiang et al. (2007) proposed a PCGM solver 
and studied its computational complexity for an implicit control-volume FEM of mold 
filling simulation in resin transfer molding. Karátson (2008) studied the superlinear 
convergence of PCGM for non-symmetric elliptic problems (convection-diffusion equations) 
with mixed boundary conditions. 
Thus, application of PCGM to the massive concrete simulation is reasonable to 
improve the computational efficiency. In this study, SSOR-PCGM with an improved 
iteration format was derived and applied to the most time-consuming process of the 
massive concrete FEM simulation.  
2 SSOR-PCGM with improved iteration format 
Numerical methods of solving linear equations can be generally divided into two types: 
the direct method and the iterative method. Although the direct method can theoretically solve 
any nonsingular problem, when the coefficient matrix is a large sparse matrix, zero elements 
in the coefficient matrix will become non-zero elements during the computational process. Too 
many unnecessary data operations not only make the computation very time-consuming, but 
also exacerbate the accumulation of rounding errors. In short, for a large sparse matrix such as 
the matrix derived from FEM, the direct method is time-consuming and cannot easily 
guarantee the accuracy of the results. 
CGM is a kind of iterative method for solving linear equations, especially for the 
problems of large sparse symmetric positive definite linear equations derived from FEM. 
Unfortunately, CGM is sensitive to the condition number of the coefficient matrix. Generally, 
the coefficient matrix should be transformed by some preconditioning methods in order to 
reduce the condition number and guarantee fast convergences to results that meet the precision 
requirement. Obviously, the rules of preconditioning should make the new condition number 
as small as possible and be easy to implement. 
Let R  represent the real n -dimensional vector space, and ′R  the real n n×  matrix 
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space. The n -order symmetric positive definite linear equations can be written as 
=Ax f                                    (1) 
where A  is a large sparse symmetric positive definite matrix,  ∈ ′A R ; x  is the unknown 
vector, ∈x R ; and f  is a given vector, ∈f R . 
Because A  is a symmetric positive definite matrix, it can be written as 
T= + +A L D L (2)
where L  is the strict lower triangular matrix of A , and D  is the diagonal matrix of A . 
Thus, the SSOR preconditioning matrix of A  can be written as 
1 T
= + +
(2 )ω
ω ω ω
−
−ª º§ · § ·¨ ¸ ¨ ¸« »© ¹ © ¹¬ ¼
D D DQ L L                       (3) 
where ω  is the relaxation factor (Lin 1997). 
According to the general steps of derivation of PCGM from CGM, the characteristics of 
Q  cannot be fully considered. In order to take advantage of the symmetric characteristics of 
the coefficient matrix during the processes of formula derivation and programming, some 
kinds of split of the preconditioning matrix may create a shorter iteration scheme to reduce the 
computational load. For convenient transformation of the preconditioning matrix,Q  can be 
split to three parts directly. Two significantly different parts can be respectively written as
1 = +
ω
D
S L , 
( )
2
2 ω
ω
−
=
D
S (4)
The iterative process of SSOR-PCGM with the improved iteration format (hereinafter 
referred to as the improved SSOR-PCGM) for solving Eq. (1) can be described as follows:  
When the initial value 0x is given, 0 0= −r f Ax , 
1
10 0
−
=y S r , 20 0=z S y , and 
T
10 0
−
=p S z  can be obtained. For the kth iteration,  
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                        (5) 
1 1kk k kα− −= +x x p                              (6) 
     ( )11 1 1 1 2 1kk k k k kα −− − − −= − ª º+ −¬ ¼y y p S z S p                   (7) 
If ( )2 ,k k ε≤S y y , the iteration ends, and kx  is considered the approximate solution of 
equations. Otherwise, 
1k k=r S y                                  (8) 
( )
( )
2
2 1 1
,
,k
k k
k k
β
− −
=
S y y
S y y
                            (9) 
2 1kk k kβ −= +yz S z                            (10) 
T
1k k
−
= Sp z                                (11) 
 1k k= +                                 (12) 
The calculation then goes back to Eq. (5) to carry out the next iteration step. 
The selection of the relaxation factor is still a problem. Now there is no effective method 
of obtaining the optimal relaxation factor of the matrix derived from complex engineering 
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problems. Values determined by experience are widely used. For caution, ω  should be a 
value very close to 1.0. For example, 1.0 ω≤ ≤ 1.1. 
3 Programming 
The three-dimensional FEM simulation code of massive concrete was developed through 
FORTRAN programming (Wu and Luna 2001; Zhang et al. 2002; Lin and Su 2003). Its flow 
chart is shown in Fig. 1. The ordinary massive concrete simulation programs rely on the direct 
method to solve the large symmetric positive definite linear equations for the temperature field 
and the displacement field. After the derivation of the improved SSOR-PCGM, it was used to 
replace the direct method in the simulation program. 
 
Fig. 1 Flow chart of FEM simulation program of 3-D massive concrete structure 
Before iterative solution, the requirement for storage space of the index matrix and the 
integral stiffness matrix need to be estimated. The index matrix is used to mark all of the 
non-zero elements of the integral stiffness matrix. It then forms and gives instructions for the 
accumulation of non-zero elements to their respective positions. 
The formation of the index matrix is one of the key steps, because almost all of the 
subsequent computational operations involve searching the specific elements in the integral 
stiffness matrix under the direction of the index matrix. During the formation of the index 
matrix, every degree of freedom (DOF) of nodes except DOFs without any displacement 
should be searched for within the whole computational domain. The combinations of every 
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two DOFs show the distribution of the non-zero elements of the integral stiffness matrix. The 
storage of a symmetric matrix only concerns the locations of the diagonal elements and the 
strict lower triangular elements. Thus, in every meshed element with a sequence of DOFs, 
each related DOF which is not larger than the sequence number is searched for and marked. 
The former sequence DOF number is the row number. The related DOF number is the column 
number. For the simultaneous mark of the row number and the column number, the storage 
sequence of elements is not strictly required. 
According to the iteration format given by Eqs. (5) through (12), the subroutines for the 
improved SSOR-PCGM computation can be programmed. Most of the operations are inner 
product and matrix-vector multiplication. Specifically, the subroutines for the iterative 
initialization, the product of the inverse matrix and the column vector, the generation of new 
gradients, and the computational accuracy should be programmed (Lin 1998). 
To further reduce the computational time, the temperature field of the former time step 
can be set as the initial value of the temperature field of the next time step. Because they are in 
the same batch of concrete placement, continuous change of quasi real-time temperature field 
occurs at adjacent time steps during the simulation of massive concrete. The application of this 
method can reduce the number of iterations. The method can also be used in the computation 
of the displacement field. The case of a sudden load exerting on the structure should be noted. 
Because remarkable differences of load situation may lead to the mutation of the displacement 
field, the number of iterations cannot be guaranteed to decrease. 
In the simulation of the operation period using the direct method, the general assumption 
is that after a period of construction, the elastic modulus of concrete will not change. This 
assumption contributes to avoiding the reformation and decomposition of the integral stiffness 
matrix during most of the time steps of the operation period. However, the assumption is 
unnecessary in the simulation using the improved SSOR-PCGM, because the formation time 
of the integral stiffness matrix is so short that it can be ignored. This also makes the simulation 
more realistic. 
The simulation program using the direct method generally stores data such as the element 
information, the constraint information, the element stiffness matrix, and even the integral 
stiffness matrix in the hard disk, in order to avoid using a high physical memory. The data 
should be read when they are required. There are thousands of FEM computations in the 
simulation process of massive concrete. This causes the hard disk read-write movements to 
occur repeatedly, which increases the computational time and reduces the computational 
efficiency. Correlation tests also show that application of the simulation program using the 
direct method cannot keep the CPU stable under a high-occupancy rate because of the frequent 
hard disk utilization. The improved SSOR-PCGM can considerably reduce the physical 
memory occupancy, so it is possible to move all of the data into physical memory. The 
simulation program using the improved SSOR-PCGM can ensure a high CPU usage rate, and 
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Fig. 2 Zoning of materials at overflow section 
in addition to reading the original input data and writing the output file, there are few hard disk 
read-write operations. 
4 Numerical experiments and analysis 
The programming and test were implemented by PC (mainly configured with an Intel 
Pentium M processor of 1.86 GHz, with 1 GB of RAM). The compiler was Compaq Visual 
FORTRAN 6.5. 
The Guandi RCC gravity dam is located on the Yalong River, at the junction of 
Xichang and Yanyuan cities, which are both in Liangshan Yi Autonomous Prefecture in 
Sichuan Province. The normal water level of the reservoir is 1 330 m. The elevation of the 
dam crest is 1 334 m. The maximum height and base width of the dam are 168 m and 152.8 m, 
respectively. The simulation analysis of the construction period and the operation period was 
focused on one of the overflow sections. 
The selected section has one kind of 
normal concrete and four kinds of RCC, 
and its base is rock. An overview of the 
material zoning is shown in Fig. 2. The 
structure was meshed into 13 088 eight- 
node hexahedral elements. There were a 
maximum of 4 7813 computational DOFs. 
During construction, 64 placement batches 
are divided. With the construction 
simulation carried out, the number of 
elements gradually increased, and the 
computational scale of the problem gradually grew. 
The memory occupancy, precision, and computational time of the simulation programs 
using the direct method and the improved SSOR-PCGM were compared. As a more objective 
comparison, the direct method does not appear in the block case. 
The main data types were the default single-precision float (four-byte) and long integer 
(four-byte) in the compiler. The comparison of requirements for storage of the integral 
stiffness matrix in Table 1 shows the large differences in physical memory occupancy between 
the direct method and the improved SSOR-PCGM. The improved SSOR-PCGM can 
completely eliminate the requirement of bandwidth for storage space. Only about 20% of the 
requirement for storage space of the direct method is sufficient for the improved SSOR-PCGM 
to implement the element positioning and storage of the integral stiffness matrix. The demand 
for storage space of the intermediate process also has a corresponding reduction. Low memory 
usage indicates that the improved SSOR-PCGM has high data utilization, which also makes it 
possible to carry out larger-scale computation with original computational devices. 
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      Table 1 Comparison of requirements for storage space of integral stiffness matrix         Byte 
Computational method  Elements of stiffness matrix  Elements of index matrix Total 
Direct method 17 795 243 × 4 47 813 × 4 71 372 224 
Improved SSOR-PCGM 1 912 520 × 4 1 960 333 × 4 15 491 412 
For a certain problem, only one set of results could be obtained from the direct method, 
so the accuracy was determined. The accuracy of the direct method can be indicated by the 
largest and smallest infinite norms ( || ||
∞
r ) of residuals in each placement batch, which are 
shown in Fig. 3. The simulation accuracy of the direct method in the case study of the Guandi 
RCC dam is in the range of 10–6 to 10–3, with large individual deviation and high instability. In 
contrast, the simulation program using the improved SSOR-PCGM allows the compiler to 
freely specify the precision control factor. It is easier to achieve higher accuracy and stability. 
 
Fig. 3 Accuracy of program using direct method 
Using the improved SSOR-PCGM not only achieves high accuracy, but also consumes 
less time. With similar accuracy, the simulation program using the improved SSOR-PCGM 
could reduce 70% of the computational time, compared with the simulation program using the 
direct method (Table 2).  
Table 2 Comparison of computational time for case of Guandi RCC gravity dam 
Computational method || r || Ȧ Computational time (s) 
Direct method 5.9 × 10–6-1.09 × 10–3  5 741 
1.0 × 10–5 1.0 1 807 
1.0 × 10–5 1.1 1 872 
1.0 × 10–5 1.2 1 982 
1.0 × 10–6 1.0 2 035 
1.0 × 10–7 1.0 2 189 
Improved SSOR-PCGM 
1.0 × 10–8 1.0 2 355 
Table 2 also shows the comparisons of the computational time for different precision 
control and different relaxation factor selections. First, the increase of the computational time 
with improved accuracy is significant, but the increase rate is small. Thus, the improved 
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SSOR-PCGM can ensure the accuracy as well as efficiency of computation. In addition, the 
reasonable selection of the relaxation factor can reduce the number of iterations and further 
reduce the computational time. According to the computational experiences, ω ∈ [1.0, 1.1]. 
In fact, in each time interval, computation using the improved SSOR-PCGM is invariably 
much less time-consuming than the direct method. With similar accuracy (for the improved 
SSOR-PCGM, || ||
∞
=r 1.0 × 10–5, ω = 1.0), the comparison of the average computational time 
of the displacement field within each placement batch using the improved SSOR-PCGM and 
the direct method is shown in Fig. 4. The time course of comparison is from the formation of 
the integral stiffness matrix to the end of the displacement field computation. For the improved 
SSOR-PCGM, the formation of the index matrix is also included. The change of the elastic 
modulus of each element at different time leads to the reformation of the stiffness matrix. The 
formation and decomposition of the stiffness matrix is the most time-consuming procedure of 
the direct method. It creates the remarkable gap between the two lines in Fig. 4. 
With the same accuracy (for the improved SSOR-PCGM, || ||
∞
=r 1.0 × 10–5, and ω = 1.0), 
the comparison of the average computational time of the displacement field within each 
placement batch using the improved SSOR-PCGM by the specified initial vector and the 
default zero initial vector is shown in Fig. 5. It can be seen that setting the results of the former 
time step as the initial vector of the next time step could basically guarantee a faster 
convergence of results and a quicker meeting of the precision requirement than using the 
default zero initial vector. In the later placement batches, when the computational scale is 
growing and there are more time steps, the advantage is more obvious. 
 
Fig. 4 Comparison of average computational time of     Fig. 5 Comparison of average computational time 
        displacement field using two methods           of displacement field using two initial vectors 
To further illustrate the advantages of the improved SSOR-PCGM relative to the direct 
method in computation, the two methods were respectively applied to another 
three-dimensional case to obtain the displacement field and the stress field. There is a cube 
composed of a kind of elastic material. The rigid body translation and rotation is the only 
constraint. The cube is in free expansion under a uniform temperature rise of 10 . It can be ć
meshed into 30 × 30 × 30 eight-node hexahedral elements. There are 88 409 computational 
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DOFs. For a more objective comparison, like the situation of the simulation comparison above, 
the direct method does not appear in the block case. Another PC (mainly configured with an 
Intel Pentium Dual E2160 processor of 1.80 GHz, with 2 GB of RAM) was used for the test. 
ω = 1.0 was chosen in the computation of the improved SSOR-PCGM. On account of the fact 
that the sufficient accuracies can be obtained in the computation with the two methods, in this 
case, only the computational time is focused. The comparison of the computational time of the 
FEM programs using the two methods is shown in Table 3. Obviously, with the computational 
scale growing, the advantage of the improved SSOR-PCGM is more remarkable, compared 
with that of the direct method. The outstanding problems of large-scale computation and 
significant time consumption are solved to a certain extent. 
Table 3 Comparison of FEM computational time in case of elastic cube 
Computational method || r || Computational time (s) 
Direct method  931 
1.0 × 10–10 13 
1.0 × 10–12 19 
1.0 × 10–14 21 
1.0 × 10–20 34 
Improved SSOR-PCGM 
1.0 × 10–21 38 
5 Conclusions 
(1) The results of FEM computation using the direct method are generally thought to 
have high precision. For small-scale problems, this is true. But with the increases of 
computational scale, the rounding error accumulates, and computational accuracy decreases. 
In addition, with physical memory occupancy and time-consumption problems, the direct 
method is no longer suitable for precise and efficient solution of the large-scale sparse 
symmetrical definite linear equations in the FEM computational process. 
(2) The improved SSOR-PCGM is suitable for the computation of the temperature field 
and the displacement field in the FEM simulation process for massive concrete. With high 
computational efficiency and accuracy, the outstanding problems of large-scale computation 
and significant time consumption in the numerical simulation of massive concrete reach a 
fine solution. 
(3) The influence of the stiffness matrix bandwidth on the storage space requirement can 
be completely eliminated by the improved SSOR-PCGM. With the improved method, no 
matter how the nodes are numbered, there is a same amount of physical memory usage and 
computational load. When the FEM meshes generate, the node number arrangement is free. 
Thus, the improved SSOR-PCGM has more advantages in the simulation of arch dams where 
huge bandwidth cannot be avoided when the direct method is applied. 
(4) In this paper, we mainly focus on the improvement of linear equation algorithms. If 
the combination of the improved SSOR-PCGM and the methods reducing the DOFs and the 
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computational time steps (e.g., the mixed-layer method and the method using different 
increments in different regions) is used, the computational efficiency, accuracy, and scale of 
massive concrete simulation could be further improved. In addition, the memory occupancy, 
precision and time of computation of the improved SSOR-PCGM and the direct method were 
compared; other algorithms were not involved. This is a future research direction. 
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