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We study dissipation in a small quantum system coupled to an environment held in thermo-
dynamic equilibrium. The relaxation dynamics of a system subject to an abrupt quench in the
parameters of the underlying Hamiltonian is investigated using two complementary renormalization
group approaches. The methods are applied to the Ohmic spin-boson model close to the coherent-
to-incoherent transition. In particular, the role of non-Markovian memory for the relaxation before
and after the quench of the spin-boson coupling and the Zeeman splitting of the up and down spin
is investigated.
I. INTRODUCTION
Obtaining a detailed understanding of a dissipation
in small quantum systems coupled to a reservoir held
in thermodynamic equilibrium poses a formidable chal-
lenge. With the increasing accuracy of experimen-
tal techniques in diverse fields such as condensed mat-
ter physics, quantum optics, cold atomic gases, phys-
ical chemistry, and quantum information science, phe-
nomenological approaches need to be complemented by
a more microscopic view. One thus has to develop
appropriate microscopic models for dissipation as well
as the corresponding quantum many-body methods to
solve those with sufficient precision. We here report on
progress with respect to the second aspect. Focusing on
the commonly investigated spin-boson model (SBM),1,2
we propose two complementary renormalization group
(RG) based methods which allow controlled access to
the relaxation dynamics of the Ohmic SBM close to its
coherent-to-incoherent transition1,2: the real-time RG
(RTRG) (Ref. 3) and the functional RG (FRG) (Ref. 4).
We study the relaxation dynamics under the SBM Hamil-
tonian out of an initially (at time t = 0) prepared prod-
uct state of spin-up and the boson vacuum together with
the time evolution after a quantum quench where one of
the parameters of the SBM is changed abruptly; we here
exclusively consider temperature T = 0.
The time dependence of the position of a classical
damped harmonic oscillator constitutes a possible point
of reference for the functional dependence of the spin ex-
pectation value P on time t in the SBM. An important in-
trinsic property of the SBM that is absent in the oscillator
is the system’s memory. Non-Markovian memory effects
are a fundamental issue in dissipative quantum systems,
in particular due to their relevance in quantum informa-
tion theory. Several ways have been proposed to char-
acterize and measure to which degree the dynamics of
an open quantum system shows non-Markovian features,
see e.g. Ref. 5 for a recent review. Here, we define non-
Markovian memory by those effects which result from the
energy dependence of the effective kernel in Laplace space
determining the time evolution of the local quantum sys-
tem. Using RTRG, a generic analysis6,7 has shown that
non-Markovian dynamics results in additional exponen-
tially decaying terms for the time evolution, which have
unexpected oscillation frequencies and decay rates com-
pared to the leading Markovian terms, together with pre-
exponential functions containing power laws and loga-
rithmic functions in the long-time limit. These effects re-
sult from the nonanalytic energy dependence of the effec-
tive kernel, where the position of a branching point deter-
mines the exponential part, whereas the pre-exponential
function follows from the scaling behavior around the
branching point. In special cases, like e.g. quantum crit-
ical points or reservoirs with specific nonanalytic density
of states, it may even happen that non-Markovian effects
lead to a pure power law in the long-time limit without
any exponentially decaying part, as it is e.g. the case for
multi-channel Kondo models.8
Non-Markovian effects have already been reported for
the Ohmic SBM. Its Hamiltonian reads as
Htot =
ǫ
2
σz − ∆
2
σx +
∑
k
ωkb
†
kbk
−
∑
k
λk
2
σz
(
b†k + bk
)
, (1)
where ση, η = x, z, are the Pauli matrices, and b
(†)
k are
bosonic ladder operators. A spin- 12 with Zeeman split-
ting ǫ and tunneling ∆ ≥ 0 between the two states is
coupled by λk to a reservoir of bosonic modes with dis-
persion ωk. Of interest is the computation of the spin
expectation value P (t) = 〈σz〉(t) primarily considering
the initial condition 〈σz〉(0) = 1. P (t) corresponds to the
population imbalance of left and right double-well states
when exploiting the analogy of the SBM to a particle in a
double-well potential.1,2 The spin-boson coupling is char-
acterized by a spectral density J(ω) =
∑
k λ
2
kδ(ω − ωk)
containing the microscopic details of the model.1 We
concentrate on the extensively studied ohmic case when
the spectral density is linear up to a cutoff D, e.g.
J(ω) = 2αωe−ω/ωc . In the special case without bias,
ǫ = 0, the standard result quoted for the spin expecta-
tion value P (t) is the one resulting from the noninteract-
ing blip approximation (NIBA), where P (t) decomposes
into a coherent (pole) and incoherent (branch cut) con-
tribution P (t) = Ppole(t)+Pbc(t). In the long-time limit,
2TKt≫ 1, the NIBA predicts1,2
Ppole(t) = θ(1− 2α) 1
1− αe
−Γ∗1t cos(Ωt) (2)
Pbc(t) =
1
Γ(2α− 1)
1
(TKt)2−2α
. (3)
Here, Γ∗1 = TK sin
πα
2(1−α) and Ω = TK cos
πα
2(1−α) are
the characteristic scales determining the exponential time
dynamics of the coherent part Ppole(t), and TK =
∆(∆/ωc)
α/(1−α)
is an effective tunneling rate. The in-
coherent part Pbc(t) is a term resulting purely from non-
Markovian dynamcis, whereas the coherent part Ppole(t)
is also obtained in Markov approximation but the pre-
cise values of Γ∗1, Ω, and the prefactor are influenced by
non-Markovian contributions. For strong enough damp-
ing α > 12 , the NIBA predicts correctly that the coherent
term Ppole(t) is absent. Although the results (2) and (3)
were originally predicted for all values of α, controlled
calculations for small α and for α close to 12 have shown
that this result can not be correct for all α. For small α
it has been shown recently that Pbc(t) is also exponen-
tially decaying with a rate Γ∗2 ≈ 2Γ∗1 (Refs. 9 and 7) and
the O(α) correction to the exponent of the algebraically
decaying function is absent7. Especially the latter re-
quires a controlled analysis close to branching points of
the effective kernel, such that all powers ∼ [α ln(TKt)]n
are systematically taken into account. So far, this has
only been achieved by the RTRG method, where a con-
trolled renormalization group study is possible for the
weak-coupling regime of small α.
For α close to the coherent-to-incoherent transition at
α = 12 , which is the regime of interest in this work, a
systematic perturbative analysis is also possible in the
parameter g = 1 − 2α. For small |g| ≪ 1 and for ωc
being the largest energy scale (scaling limit) the SBM
can be mapped onto the interacting resonant level model
(IRLM),1,2 which describes a quantum dot connected to
a lead featuring fermionic degrees of freedom with a con-
stant density of states of bandwidth 2ωc. Its Hamiltonian
reads
Htot = ǫ d
†d+
∑
k
εka
†
kak +
√
Γ0
2πν
∑
k
(d†ak+da
†
k)
+
U
2ν
(d†d− dd†)
∑
kk′
: a†kak′ :, (4)
where d(†) is the fermionic dot ladder operator, a(†)k is
an annihilation (creation) operator of a fermion in the
lead with energy ǫk, and the density of states in the
lead is
∑
k δ(εk − ω) = ν for ω ≪ ωc. Normal order-
ing with respect to (w.r.t.) the reservoir equilibrium dis-
tribution is denoted by : · · · :. The IRLM parameters
are related to the ones of the SBM as U = 1 − √2α
and Γ0 = ∆
2/ωc. Our observable of interest P (t) corre-
sponds to 2
〈
d†d
〉
(t) − 1, with the expectation value of
the dot level occupancy
〈
d†d
〉
(t) and the initial condi-
tion
〈
d†d
〉
(0) = 1. Throughout this work we mainly use
the language of the IRLM but switch to the SBM lan-
guage whenever this is useful to describe the underlying
physics.
Concerning the relaxation dynamics of P (t) for α close
to 12 , is has already been shown by an improved NIBA
calculation10 that the incoherent part Pbc(t) has to be
changed to
Pbc(t) = −g[1 + 3Θ(−g)] e
−Γ∗2t
(TKt)1+|g|
, (5)
i.e. it is also exponentially decaying with a rate Γ∗2 ≈
Γ∗1/2, the prefactor changes to −4g = 4(2α − 1) for
α > 12 , and the exponent of the algebraically decay-
ing function was predicted to change to 1 − g = 2α for
α > 12 . However, a systematic analysis containing all
powers ∼ [g ln(TKt)]n with g = 1 − 2α is still missing,
i.e. the corrections in O(g) to the exponent can not be
trusted so far. The predictions of improved NIBA were
recently confirmed in a letter-style paper using RTRG
and FRG for the IRLM.11 In addition, it was shown that
the incoherent part Pbc(t) has the form Eq. (5) for expo-
nentially large times (TKt)
|g| ≫ 1 only and an analytical
formula was proposed valid for all times TKt & 1. Fur-
thermore, an improved expression for the rate Γ∗2 was
presented, and it was shown that the prefactor of the co-
herent part Ppole(t) has to be changed to 2
1−g
1+g =
2α
1−α .
12
One purpose of this paper is to present more details of
the results from RTRG and FRG for the relaxation dy-
namics close to the coherent-to-incoherent transition at
α = 12 .
From this discussion, it is obvious that the relaxation
dynamics of the unbiased, Ohmic SBM differs from the
NIBA prediction for α ≪ 1 and for |1 − 2α| ≪ 1 and it
remains to be seen if similar deficits prevail for other α.
The RTRG and FRG methods are perturbative renor-
malization group methods for nonequilibrium systems,
and therefore their applicability range for a controlled
analysis of the time evolution is restricted to the weak-
coupling regime. However, in contrast to bare pertur-
bation theory or the self-consistent Born approximation,
as e.g. applied to the Ohmic spin-boson model at small
α,9,13 the RTRG and FRG are unique in the sense that
they can select systematically all logarithmically diverg-
ing terms in the band width ωc in all orders of pertur-
bation theory, such that renormalized parameters and
exponents of power laws for the time evolution can be
determined. Other numerical studies for the SBM us-
ing a variety of different methods, either being formally
exact or selecting certain subclasses of processes in all or-
ders of perturbation theory, have found exponential de-
pendence and substantiated the coherent-to-incoherent
crossover but pre-exponential functions were so far not
identified unambiguously.14–19
For α close to 12 , one of the important characteristics
to compare is the transition between coherent and inco-
herent relaxation. In accordance with the standard ter-
minology in the field of dissipative quantum mechanics
3we speak of incoherent dynamics if P (t) is a monoton-
ically decaying function while we refer to coherent be-
havior if P (t) is nonmonotonic. To understand the effect
of the memory on this transition, we study the system’s
dynamics in two cases: (1) when it relaxes with time-
independent Hamiltonian out of a nonequilibrium prod-
uct state, and its dynamics is affected by the memory col-
lected over time, and (2) when in addition at time tq some
of the Hamiltonian’s parameters are changed abruptly so
that the behavior of the system at t > tq is influenced by
the interplay of the dynamics in the new regime and the
memory collected before tq. The first case we name the
relaxation protocol, implying that the small system and
the bath held in thermodynamic equilibrium were decou-
pled initially [i.e., Γ0 = U = 0 or ∆ = 0, α = 1/2 for
the SBM Hamiltonian Eq. (1)], and at the time t = 0 the
Hamiltonian in Eq. (4) with non-zero Γ0 and U comes
into effect. The quench protocols in addition to the steps
of the relaxation protocol imply the sudden change of the
Hamiltonian parameters ǫ, Γ0, and/or U at time tq > 0
[in the language of the SBM the parameters ǫ, ∆, and/or
α are quenched; see Eq. (1)]. Particularly interesting
is the quench that invokes a transition between the co-
herent and incoherent regimes of the dynamics. In this
case the difference in the time dependencies is particu-
larly clear. The quench dynamics constitutes the main
focus of our work. We investigate quenches of the system-
bath coupling as well as those of the Zeeman splitting of
the up and down spin. In addition we leave the frame-
work of the SBM and identify a part of the SBM physics
in a bias voltage driven IRLM with two leads. As the
standard relaxation dynamics forms the basis for the un-
derstanding of the quench ones a detailed study of the
former is presented first. In particular, we note that an
understanding of the crossover between coherent and in-
coherent dynamics requires the knowledge of the time
dynamics on intermediate time scales, which is accessi-
ble by our methods, numerically as well as analytically.
Parts of our results for the quench dynamics were earlier
published in a letter-style publication.11
At U = 0, that is α = 1/2, the fermionic quantum dot
model (4) becomes noninteracting and can be solved ex-
actly (Toulouse limit). For finite interactions we use the
RTRG and FRG method. The RTRG was specifically
developed as an analytical tool to study the nonequilib-
rium physics of small interacting quantum systems cou-
pled to noninteracting reservoirs in the weak coupling
limit.3,20 In particular, the method has the advantage
that it can address each individual term contributing to
the time evolution and it can provide analytical insight
as to what the generic form of the time evolution looks
like.6,7 The method has already been applied to the sta-
tionary properties of the IRLM and to the time evolution
for ǫ ≫ Γ0.21 In this paper, we will discuss the solution
of the RG equations and the time dynamics for the more
difficult resonant case ǫ = 0. Moreover, we will gener-
alize the RTRG method to the case of arbitrary time-
dependent Hamiltonians and will discuss in detail the
quench dynamics for an abrupt change of some system
parameter. The second method applied in this paper is
the FRG, which is a very flexible RG method and can
be used for open as well as closed quantum many-body
systems of different dimensionality.4 The practical imple-
mentation for the time evolution in the model at hand has
been developed in Refs. 22 and 23. We discuss in detail
how the combined use of the two methods provides con-
trolled analytical as well as numerical access to the stan-
dard relaxation and the quench dynamics of the IRLM
for small |U | that is close to the Toulouse point. The
time evolution of the SBM in other parameter regimes
and for other nonequilibrium setups was investigated in
Refs. 13, 18, 24–30 using a variety of methods.
The paper is structured as follows. In the next section,
we introduce the RTRG method essentially without re-
ferring to a specific model and explain in detail how it can
be extended to time-dependent Hamiltonians, in partic-
ular to study the quench dynamics. In Sect. III, we dis-
cuss the basic steps to obtain FRG flow equations. Next
in Sect. IV we apply both RG approaches to the IRLM
and study the dynamics within the relaxation and quench
protocols. This section contains the RG flow equations to
be solved as well as our analytical and numerical results.
We conclude with a brief summary in Sect. V. The Ap-
pendixes contain technical details on the generalization
of the RTRG method to time-dependent Hamiltonians
and quantum quenches together with the flow equations
and their solutions for the IRLM.
II. RTRG METHOD
A. Basic concepts
The main goal of the RTRG method is to compute
the reduced density matrix of a small interacting quan-
tum system coupled to several reservoirs by integrating
out the degrees of freedom of the noninteracting bath.
From this, the observables of interest can be extracted.
The reservoirs are initially decoupled from the interact-
ing system and are held in thermodynamic equilibrium.
Wick’s theorem, which is applicable for the ladder op-
erators of the bath, allows us to write a diagrammatic
series for an effective Liouvillian which determines the
time evolution of the reduced density matrix of the local
quantum system.3 For the SBM (Ref. 7) at small α and
the IRLM21 at small |U |, that is the SBM for α close
to 1/2, the perturbative series contains logarithmic di-
vergencies, which can be regularized either by cutting off
the Matsubara frequencies characterizing the poles of the
Bose/Fermi-functions of the reservoirs3 or by using the
Laplace variable E as a flow parameter. The latter is ex-
ploited in the recently developed E-RTRG method.8 In
both cases one obtains RG flow equations, the solution
of which gives the effective Liouvillian.
Here in the main text we qualitatively summarize the
ideas of the RTRG method and its extension to time-
4dependent Hamiltonians and quenches; for technical de-
tails and the precise diagrammatic rules we refer the in-
terested reader to Appendices A and B.
The time dependence of the reduced density matrix
ρ(t) of the local quantum system is determined by the
von Neumann equation. Due to the coupling to the bath,
the system acquires a memory which is stored in the
form of excitations in the leads. This results in a time-
dependent effective Liouvillian L(t, t′), defined for times
t > t′, which acts in Liouvillian space of the local sys-
tem and determines the dynamics of the reduced density
matrix via the effective von Neumann equation
iρ˙(t) =
∫ t
t0
L(t, t′)ρ(t′)dt′, (6)
where the coupling of the system to the bath at time t =
t0 is implied (later on we will set t0 = 0 for convenience).
The effective Liouvillian can be decomposed as
L(t, t′) = LS(t) δ(t− t′ − 0+) + Σ(t, t′), (7)
where LS(t) is the bare Liouvillian of the isolated local
quantum system and Σ(t, t′) is the dissipative part of
the kernel emerging from the coupling to the reservoirs.
Defining for t > t′ a propagator Π(t, t′) relating the re-
duced density matrix at time t to the one at t′ where
system and bath are assumed to be decoupled, we can
write the solution of the kinetic equation formally as
ρ(t) = Π(t, t0) ρ(t0), (8)
where the relation between Π(t, t′) and L(t, t′) is given
by
Π(t, t′)=θ(t−t′)−i
∫∫
θ(t−t1)L(t1, t′1)Π(t′1, t′)dt1dt′1. (9)
Here, all functions depending on two time arguments
are retarded ones, i.e., are defined as zero for negative
time differences. The last equation expresses the physical
property that −iL(t, t′) contains the sum of all correlated
processes between t′ and t. The rules for the classifica-
tion of all these processes by a diagrammatic expansion
in the system-bath coupling are provided in Appendix A.
For a time-independent Hamiltonian, the effective Li-
ouvillian is a function of the time difference only. The
resulting von Neumann equation
iρ˙(t) =
∫ t
t0
L(t− t′)ρ(t′)dt′, (10)
can be formally solved by means of a half-sided Fourier
transform (or Laplace transform with the rotated Laplace
variable z → −iE)
ρ(t) = Π(t− t0) ρ(t0),
Π(t) =
1
2π
∫ +∞+i0+
−∞+i0+
e−iEtΠ(E)dE, (11)
where
Π(E) =
i
E − L(E) (12)
is the propagator containing the effective Liouvillian
L(E) =
∫∞
0
L(t)eiEtdt in Laplace representation. The
analytical continuation of the propagator can be per-
formed from the real axis into the complex plane. As a
response function with Π(t < 0) = 0, Π(E) is an analyt-
ical function in the upper half-plane. Thus, the Laplace
integral transforms into an integral over the contour C
which goes around the nonanalyticities of the propaga-
tor in the lower half-plane. The general structure of those
has been investigated in Refs. 6 and 7. In short, the real
and imaginary parts of the pole positions zi = Ωi − iΓi
determine the oscillation frequencies Ωi and decay rates
Γi of an exponential decay. Poles with a finite real part
occur in pairs z±i = ±Ωi − iΓi. One pole is always lo-
cated at E = 0 corresponding to the stationary state
L(i0+)ρstat = 0. Additionally, branch cuts occur from
the nonanalytic function L(E), which contains typically
logarithms or power laws arising from logarithmic diver-
gencies in the perturbative series. For the time evolu-
tion they lead to pre-exponential functions which, in the
long-time limit TKt ≫ 1, are typically proportional to
(TKt)
−kF (g ln[TKt]) with some model-dependent integer
k = 0, 1, . . . and a slowly varying logarithmic function
F (g ln[TKt]), where TK is a typical low-energy scale (ana-
log of the Kondo temperature) and g is a dimensionless
coupling constant.
The non-Markovian contribution to the dynamics is
encrypted in the E dependence of the effective Liouvil-
lian L(E). L(E) is computed by means of the RTRG
approach.3,8 As proposed in Ref. 8, it is convenient to
decompose the Liouvillian as
L(E) = L∆(E) + E L
′(E), (13)
where L∆(E) and L
′(E) are slowly varying logarithmic
functions. The idea of the E-RTRG method,7,8 where the
Laplace variable E is used as the flow parameter, is to set
up equations for the derivatives ∂EL∆(E) and ∂EL
′(E),
and to resum the series on the right-hand side (r.h.s.) of
the differential equation in terms of effective propagators
and effective vertices. Closing the set of differential equa-
tions by deriving corresponding differential equations for
the effective vertices, one obtains universal RG equations
in the infinite band-width limit ωc →∞ which are free of
logarithmic divergencies. Provided that the effective ver-
tices stay small (the so-called weak-coupling limit), the
RG equations can be solved perturbatively in the renor-
malized couplings along an arbitrary path in the complex
plane, providing analytical access to an individual study
of all singularities and branch cuts in the lower half of
the complex plane.
Once the parts L∆(E) and L
′(E) of the effective Liou-
villian are known, the propagator Eq. (12) can be written
5as
R(E) = −iΠ(E)
=
1
E − L˜∆(E)
Z ′(E) = R˜∆(E)Z ′(E), (14)
where we have defined
Z ′ =
1
1 − L′(E) , L˜∆(E) = Z
′(E)L∆(E) , (15)
and
R˜∆(E) =
1
E − L˜∆(E)
. (16)
For the special case of the IRLM, the RG equations for
L˜∆(E) and L
′(E) together with the results for the effec-
tive vertices have been derived in Ref. 21 using the Mat-
subara cutoff scheme of Ref. 3. The same equations can
be obtained within E-RTRG by using the Laplace vari-
able as flow parameter.31 The results are summarized in
Appendix C and will be used in this work as a starting
point to analyze the dynamics within the relaxation and
quench protocols.
B. Extension to quenches
In this paper, we extend the RTRG method to
quenches, namely, abrupt parameter changes in the
Hamiltonian. The system is described by the Hamilto-
nian Hitot before the time of the quench tq and by H
f
tot
afterwards, while bothHitot as well asH
f
tot are assumed to
be time independent. In this case, the integral in Eq. (6)
can be split into two parts that describe the memory of
the system before and after tq. Equation (10) determines
the density matrix ρi(t) = ρ(t)θ(tq−t) before the quench,
where the Liouvillian Li, calculated using H
i
tot, is taken.
In the equation describing the dynamics of the density
matrix ρf (t) = ρ(t)θ(t − tq) after the quench there is an
additional term containing the memory of the systems
dynamics before the quench:
iρ˙f (t) =
∫ t
tq
Lf (t− t′)ρf (t′)dt′
+
∫ tq
t0
Σfi(t, t
′)ρi(t′)dt′, (17)
where the Liouvillian Lf is calculated using the Hamilto-
nian Hftot after the quench, and the kernel Σfi(t, t
′) de-
scribes the system’s memory of processes that took place
before the quench. Therefore, Σfi(t, t
′) is only defined
for t′ < tq < t.
Most conveniently, the solution of Eq. (17) can be
written in terms of the propagator Πfi(t, t
′) = θ(t −
tq)Π(t, t
′)θ(tq − t′), which connects the density matrix
after the quench with the initial density matrix before
the quench:
ρf (t) = Πfi(t, t0) ρ(t0). (18)
Π
 f i 
(E , E’ )  = +
− i Σ
 f i 
(E , E’ )  =
+
=
= +
+ + +
+ +
(a)
(b)
,
+  ...  .
FIG. 1. (Color online) (a) Diagrammatic view of a quench
propagator corresponding to Eq. (19) (time representation)
or Eq. (22) (Laplace representation). (b) Diagrammatic se-
ries for a quench kernel; the first diagrams is expressed in
Eq. (24). The thick horizontal lines are propagators of a lo-
cal system; diamonds are quench vertices; single circles depict
tunneling vertices, while doubled circles represent an interac-
tion vertex; the green lines connecting circles correspond to
reservoir contractions.
Using Eq. (9), this propagator can be split into two parts
Πfi(t, t
′) = Πf (t, tq)Πi(tq, t′)
− i
∫∫
Πf (t, t1)Σfi(t1, t
′
1)Πi(t
′
1, t
′)dt1dt′1, (19)
where Πf/i(t, t
′) = Πf/i(t− t′) are only defined for t > t′
and are the propagators of a system time evolved for
all times with H
i/f
tot taken from Eqs. (11) and (12) with
Liouvillian Li/f . Inserting Eq. (19) in (18) and using
Πi(tq − t0)ρ(t0) = ρ(tq) we obtain
ρf (t) = Πf (t− tq) ρ(tq)
− i
∫∫
Πf (t− t1)Σfi(t1, t′1)Πi(t′1 − t0)ρ(t0)dt1dt′1. (20)
The first term describes the dynamics without any mem-
ory to times smaller than the quench time, i.e. the den-
sity matrix ρ(tq) at the quench time is used as initial
condition for the time evolution after the quench as if
the local system and the reservoirs were decoupled up
to time tq. The second term describes the memory part
where the quench time is inside the memory kernel Σfi.
Defining the double Laplace transform
Πfi(E,E
′) =
∫∫
eiE(t−tq)−iE
′(t′−tq)Πfi(t, t′)dtdt′, (21)
and analogous for Σfi(E,E
′), Eq. (19) can be written in
Laplace space as
Πfi(E,E
′) = Πf (E)
[
1− iΣfi(E,E′)
]
Πi(E
′). (22)
Using the inverse Laplace transform of the second term
on the r.h.s. of this equation and substituting it for the
second part of the propagator Eq. (19), we can write the
6time evolution Eq. (20) as
ρf (t) =
1
2π
∫
e−iE(t−tq)Πf (E) ρ(tq)dE
− i
∫∫
e−iE(t−tq)−iE
′(tq−t0)
×Πf (E)Σfi(E,E′)Πi(E′) ρ(t0)dEdE
′
(2π)2
. (23)
The two terms of Eq. (22) and the diagrammatic ex-
pansion of the memory kernel in terms of the coupling
vertices are illustrated in Laplace space in Fig. 1(a) and
Fig. 1(b). Here, the quench vertex is indicated as a dia-
mond and is implemented in the diagrammatics as a unit
matrix vertex:
quench vertex: 1ˆ = .
As implied by Eq. (22) all operators on the left of the
quench vertex depend on the Laplace variable E and
have to be taken w.r.t. Hftot , while the ones on the
right depend on E′ and are taken w.r.t. Hitot. The dia-
grammatic rules are explained in detail in Appendix B,
some examples of diagrams are shown in Fig. 1(b) for
the IRLM. The diagrams consist of vertices with one
or two reservoir lines, corresponding to tunneling and
Coulomb interaction vertices, respectively. The vertices
are connected by propagators R = −iΠ (horizontal black
lines) and reservoir contractions (green lines). In each di-
agram the quench vertex has to be inserted in every bare
propagator. Analogous to Ref. 8, we resum all diagrams
with excitations living only before and after the quench
(i.e. contractions which do not cross over the quench)
such that full effective propagators and vertices occur to
the left and right of the quench vertex. As a consequence
only diagrams with contractions crossing over the quench
vertex have to be considered. Sorting diagrams by the
number of contractions, i.e. the number of excitations
gone through the quench, the series starts as shown in
Fig. 1(b). In this we present all diagrams with one or
two contractions. Using (B12) and (A14) and consider-
ing the IRLM with only one reservoir, chemical potential
µ = 0, and zero temperature, the first diagram is ex-
plicitly given by (for the notation see Appendices A and
B)
−iΣfi(E,E′) =
∫
p′f(p′ω¯)Gf1 (E)
×Rf (E + ω¯)Ri(E′ + ω¯) (Gi)p
′
1¯
(E′ + ω¯)dω¯,
where f(ω) = θ(−ω) is the Fermi function at T = 0, ω¯ =
ηω, G
f/i
1 ≡
∑
p(Gf/i)
p
1 and Rf/i(E) = 1/[E − Lf/i(E)].
No frequency cutoff is needed since the integral con-
verges. Neglecting the frequency dependence of the sec-
ond vertex (giving rise to higher order terms) and clos-
ing the integration contour in the upper half of the
complex plane we see that only the nonanalytic part of
p′f(p′ω¯) = − 12 sign(ω¯) + p′/2 contributes to the integral.
The integral around the branch cut of the sign-function
at ω¯ = iΛ, 0 < Λ <∞, leads to
Σfi(E,E
′) =
∫ ∞
0
(Gf )1(E)Rf (E + iΛ)
×Ri(E′ + iΛ) (Gi)1¯(E′)dΛ (24)
This result will be used in Sec. IVB to analyze the quench
dynamics via Eq. (23). All other diagrams of Fig. 1(b) are
unimportant. The second diagram is divergent and has
to be treated by the E-RTRG method by considering its
derivative w.r.t. E.8 However, it contributes only to the
dynamics of the off-diagonal terms of the reduced density
matrix, which we do not consider here. The integrals
over the frequencies in all other diagrams do not diverge
and therefore computing those does not require a RG
procedure. They can be directly evaluated but lead to
higher order terms.
III. FRG METHOD
The FRG is a flexible method which allows to tackle
a variety of open as well as closed quantum many-body
models within the same framework.4 In this approach one
aims at the one-particle irreducible vertex functions from
which observables can be computed. The formulation of
the FRG approach in Matsubara space provides direct ac-
cess to the equilibrium properties of microscopic many-
body models. It was used for studying quantum dots,
quantum wires and two-dimensional lattice models.4 The
FRG was extended to Keldysh space and steady-state
nonequilibrium properties32–35 as well as nonequilibrium
time evolution22,23,36 was studied. To keep the presenta-
tion simple we focus on the Keldysh formalism (used in
this paper) when presenting explicit formulas from now
on.
In a first step of the derivation of flow equations one
introduces a cutoff Λ to the free propagator
G0 → GΛ0 , GΛ=∞0 = 0, GΛ=00 = G0, (25)
which is a 2×2-matrix in Keldysh contour space. During
the RG flow this cutoff is removed and the problem of
interest is restored. One takes the derivative of the gen-
erating functional ΓΛ({φ¯}, {φ}) for the irreducible vertex
functions with respect to Λ
Γ˙Λ({φ¯}, {φ}) =Tr
[
GΛ0 ∂Λ
[
GΛ0
]−1]
∓ iTr
[
∂Λ
[
GΛ0
]−1 δ2Wc,Λ
δη¯ΛδηΛ
] (26)
and expands with respect to the source fields φ¯, φ. Aside
from the usual dependence on the quantum numbers and
times, the latter carry an additional index for the upper
or lower Keldysh contour. Here, the upper (lower) sign
is for bosons (fermions) and we defined the generating
7functional of the connected Green’s functions by
Wc,Λ({η¯}, {η}) = ln
[
1
Z0
∫
Dψ¯ψ exp{SΛ0 − iSint
−(ψ¯, η)− (ψ, η¯)}
] (27)
with the noninteracting partition function Z0 and the
noninteracting SΛ0 and interacting Sint part of the action
defining the quantum many body problem. This leads
to an infinite hierarchy of flow equations for the vertex
functions, with the first three given by
∂Λγ
Λ
0 = Tr
[
GΛ0 ∂Λ[G
Λ
0 ]
−1]− Tr [GΛ∂Λ[GΛ0 ]−1]
∂Λγ
Λ
1 (1
′; 1) =
∑
22′
SΛ22′γ
Λ
2 (1
′2′; 12)
∂Λγ
Λ
2 (1
′2′; 12) =
∑
33′
SΛ33′γ
Λ
3 (1
′2′3′; 123)
−
∑
33′44′
SΛ33′γ
Λ
2 (3
′4; 12)GΛ4′4γ
Λ
2 (1
′2′; 4′3)
−
[ ∑
33′44′
SΛ33′γ
Λ
2 (1
′3′; 14)GΛ44′γ
Λ
2 (2
′4′; 23)
− (1′ ↔ 2′)− (1↔ 2)
+ (1′ ↔ 2′, 1↔ 2)
]
,
(28)
where we have used
SΛ1′1 = S
Λ(1′, 1) =
∑
22′
GΛ1′2
[
∂Λ[G
Λ
0 ]
−1]
22′
GΛ2′1 (29)
and an appropriate multi-index 1, 1′, . . . denoting the
quantum numbers, time, and the contour label. In prac-
tical applications to time evolution, one is restricted to
the lowest-order (in the two-particle interaction U) trun-
cation scheme of the resulting coupled differential equa-
tions for the vertex functions (see Fig. 2). This results in
differential equations for the Keldysh components of the
self-energy which are controlled to leading order in the
interaction but due to the RG resummation go beyond
plain perturbation theory; e.g. in a variety of applica-
tions one obtains power laws with interaction dependent
exponents.4 The flow equations can be solved numerically
with minor computational effort which allows to study
the entire parameter space of a given model with high ef-
ficiency. In limiting cases one often even succeeds in gain-
ing analytical insights from these flow equations. Within
the time-dependent FRG approach one can straightfor-
wardly treat quenches as all parameters of the Hamilto-
nian can carry an explicit time dependence. This was
discussed in detail in Ref. 36.
=
t
t
FIG. 2. Diagrammatic representation of the self-energy flow
equation. The dot indicates the derivative w.r.t. Λ and the
slanted line is the single-scale propagator SΛ.
IV. APPLICATION TO DISSIPATIVE
DYNAMICS
In this section we apply the RG methods introduced
above to the IRLM and describe its dynamics. We re-
strict ourselves to the small-|U | regime corresponding to
the SBM close to its coherent-to-incoherent transition.
Ultimately, we are interested in the quench dynamics but
first present a comprehensive study of the relaxation pro-
tocol. It presents the basis for the understanding of the
quench protocol.
A. Relaxation protocol
1. The RTRG approach
The general Eqs. (11) and (12) can be used to describe
the behavior of the system between the initial time t0 = 0
of coupling the reservoir to the dot and the time of the
quench tq. Using the form Eq. (14) for the propagator,
we obtain
ρ(t) =
i
2π
∫
C
e−iEt R˜∆(E)Z ′(E) ρ(0)dE, (30)
where C is a contour enclosing clockwise the lower half of
the complex plane including the real axis.
For the particle-hole symmetric case ǫ = 0, the 4 × 4
matrices R˜∆(E) and Z
′(E) are provided in Eqs. (C1) and
(C6). Since we are only interested in the relaxation of the
diagonal matrix elements ρ00(t) and ρ11(t) of the density
matrix, we obtain(
ρ00(t)
ρ11(t)
)
=
i
2π
∫
C
e−iEt
×
(
τ+
E
+
τ−
E + iΓ1(E)
)(
ρ00(0)
ρ11(0)
)
dE, (31)
with τ± = 12 (1 ± σx). Using i2π
∫
C e
−iEt 1
E = 1 and
ρ00(0) + ρ11(0) = 1, we find(
ρ00(t)
ρ11(t)
)
=
1
2
(
1
1
)
+
i
2π
∫
C
e−iEt
E + iΓ1(E)
1
2
(−1
1
)
〈σz〉(0)dE, (32)
8with 〈σz〉(0) = ρ11(0)− ρ00(0). This gives
〈σz〉(t) = P (t) 〈σz〉(0), (33)
where
P (t) =
i
2π
∫
C
e−iEt
E + iΓ1(E)
dE (34)
is defined as the solution for 〈σz〉(t) with the initial con-
dition 〈σz〉(0) = 1.
To determine P (t) we need the function Γ1(E), which
follows from the RG equations (C4) and (C5):
∂EΓ1/2(E)=−gR2/1(E)Γ1(E) , (35)
where g = 2U − U2 and
R1(E) =
1
E + iΓ1(E)
, R2(E) =
1
E + iΓ2(E)/2
, (36)
with the initial conditions Γ1/2(E = iωc) = Γ0. For high
energies |E| ≫ |Γ1/2(E)|, the solution of the RG equa-
tions is
Γ1/2(E) = Γ0
(
ωc
−iE
)g
= TK
(
TK
−iE
)g
, (37)
where
TK = Γ0
(
ωc
TK
)g
= Γ0
(
ωc
Γ0
)g/(1+g)
(38)
is the typical low-energy scale which is kept fixed in the
scaling limit ωc → ∞ and g,Γ0 → 0. In this limit,
the RG equations (35) cover systematically all orders
of g ln(ωc/E) and the exponent of the power law in
Eq. (37) is controlled up to O(U2). The terms neglected
on the r.h.s. of the RG equation for Γ1(E) contain terms
∼ U3(Γ1/E) of higher orders in U (which can be ne-
glected for small U) and terms ∼ U(Γ1/2/E)2 of higher
order in Γ1/2/E. Integrating the latter from E = iωc
down to E ∼ iΓ1/2 gives a correction to Γ1 of order
O(UΓ1/2) ∼ O(UTK [TK/Γ1/2]g). This is a small correc-
tion to Eq. (37) of relative order U , which changes only
the prefactor of the Kondo temperature TK but does not
influence the power law exponent. The FRG approach
described above can cover such corrections up to O(U)
since all orders in the tunneling are fully taken into ac-
count in each order of the Coulomb interaction.
We note, however, that neglecting higher orders in
Γ1/2/E might imply a change of the power-law expo-
nent of the time evolution in the regime of exponen-
tially large times TKt ≫ 1 and |g ln(TKt)| ' 1. In
this regime one needs a solution of the RG equations
for E exponentially close to a singularity z∗ of the resol-
vents Rn(E) and it may happen that neglected terms
∼ g(Γ1/2)2R1(E)R2(E) are of order g|Γ1/2/(E − z∗)|
since one resolvent is of order 1/|z∗| ∼ 1/|Γ1/2| while
the other one has a pole at E = z∗ and is of order
ϵ
t
H 
τ
D=2τ
H 
2/τ
τ
H 
lead
dot
DoS
E
u=πUD/2
FIG. 3. Quantum dot model considered within FRG.
1/|E − z∗|. Such terms lead to additional logarithmic
contributions close to the singularities of the resolvent
R1(E) which might result in logarithmic corrections for
pre-exponential functions relevant for exponentially large
times. Recently, it has been shown7 that such behavior
can occur for the SBM at small coupling α and it needs to
be analyzed whether similar effects may be realized in the
IRLM31 at small g. The most interesting physics occurs
when different terms in the dynamics compete. For the
relaxation as well as the quench protocols this happens at
intermediate (TKt ∼ 1) to long (TKt ' 1) times while at
exponentially large ones |g ln(TKt)| ' 1 one term dom-
inates (see below). For the former we can safely ignore
higher-order terms in Γ1/2/E. We note that for com-
pleteness and to make contact to existing results we also
analyze our approximate RG equations for exponentially
large times keeping in mind that the corresponding result
might not present the final answer.
2. The FRG approach
In the FRG approach to the IRLM [Eq. (4)], we con-
sider a semi-infinite tight-binding chain, where the first
site is tunnel coupled to a single level almost resonant to
the Fermi level in the chain (see Fig. 3). A fermion occu-
pying the first site of the chain interacts with the resonant
level by a density-density–type interaction of strength u.
The first lead site and the single level define our quantum
dot region. Initially the two sites of the quantum dot re-
gion are empty. With the rest of the chain we proceed as
follows. We achieve a structureless reservoir by choosing
the hopping τ between the corresponding sites and the
hopping τH from the second to the first site such that
τ → ∞, τH → ∞, but τ2H/τ remains constant. As long
as the hopping tH between the first site of the chain and
the resonant level remains small compared to the band-
width ωc = 2τ
2
H/τ , we capture the physics of the IRLM
as defined in Eq. (4), where the parameters are mapped
by choosing Γ0 = 4t
2
H/ωc and U = 2u/(πωc).
22,35
The FRG flow equations to be solved numerically were
already derived in detail in Ref. 22. The main steps
and essential equations are summarized at this point to
keep our presentation self-contained. The nonequilib-
rium problem at hand is tackled by using the Keldysh
9formalism.37,38 First, we determine the retarded (R), ad-
vanced (A), and Keldyh (K) components of the Green’s
function of the decoupled and noninteracting dot region
gRij(t, t
′) = −iΘ(t− t′)
[
e−iǫˆ(t−t
′)
]
ij
, (39)
gKij(t, t
′) = −i [gR(t, 0)gA(0, t′)]
ij
. (40)
Here and in the following the two sites of the quantum
dot region are labeled by the single-particle indices i, j ∈
{1, 2}. The matrix ǫˆ appearing in the argument of the
exponential function is given by
ǫˆ =
(
tH ǫ
0 tH
)
. (41)
We next treat the influence of the reservoir and the inter-
action separately in the form of self-energies. To obtain
the reservoir part, we project the reservoir contribution
on the noninteracting dot Green’s function g0, exploit-
ing that the interaction is restricted to the quantum dot
region. This way, the influence of the reservoir is consid-
ered by tracing over the particles temporarily (virtually)
residing in the reservoir by tunneling from the dot and
back. This yields a Dyson equation for the reservoir-
dressed but noninteracting dot Green’s function G0:
G0 = g0 + g0ΣresG0, (42)
where we have left implicit internal matrix multiplica-
tions w.r.t. the Keldysh and single-particle indices and
convolutions w.r.t. time. If we restrict ourselves to a
structureless reservoir, the reservoir contribution to the
self-energy Σres is given by
ΣRres,ij(t
′, t) =
[
ΣAres,ij(t
′, t)
]†
= −2ωciδ(t′ − t)δi,jδi,1,
(43)
ΣKres,ij(t
′, t) = −4ωc
π
P
(
1
t′ − t
)
δi,jδi,1, (44)
Using the Dyson equation (42) is an exact reformulation
of the noninteracting problem; all orders in the tunneling
to the reservoirs are kept. Next, we consider the Keldysh
self-energy Σ arising due to the two-particle interaction
and again employ the Dyson equation
G = G0 +G0ΣG (45)
to obtain the full Green’s function G. The cutoff pro-
cedure used in the FRG consists of two independent
auxiliary reservoirs coupled to each of our two dot sites
via hybridization Λ.34 Differentiation of the generating
functional of the one-particle irreducible vertex functions
with respect to Λ yields the above-mentioned infinite hi-
erarchy of flow equations for the vertex functions which
is still exact. The truncation of this hierarchy is the only
approximation within our approach required to derive
a closed set of differential equations which can be inte-
grated numerically. We use the lowest truncation order,
and the resulting flow equations for the interaction part
of the self-energy are given by
∂ΛΣ
Λ(1, 1′) = −i
∑
2,2′
SΛ2′2u¯121′2′ , (46)
with a multi-index 1 = (t, i, p) with p ∈ {−1, 1} labeling
the Keldysh index and
SΛ11′ = −
∑
2,2′
GΛ12′
[
∂Λ[G
Λ
0 ]
−1]
2′2
GΛ21′
= ∂∗ΛG
Λ
11′ .
(47)
We introduced the star differential operator ∂∗Λ which
acts only on the free Green’s function GΛ0 , not on Σ
Λ,
in the series expansion GΛ = GΛ0 + G
Λ
0Σ
ΛGΛ0 + . . . .
Additionally we define
u¯121′2′ =δ(t1 − t′1)δ(t1 − t2)δ(t1 − t′2)
× δp1,p′1δp2,p′2δp1,p2(p1)u¯i1i2i′1i′2(t)
(48)
with the anti-symmetrized two-particle interaction
u¯i1i2i′1i′2 . As a consequence of the truncation the FRG
results are controlled to leading order in the interaction
strength U . In the RTRG the interaction was expressed
in terms of the prefactor g = 2U − U2 of the flow equa-
tions (35), which in the solution of the latter appears as
an exponent. In the FRG this exponent is only captured
to leading order. To prevent the inflation of parame-
ters in the following we still use g when discussing FRG
results, keeping in mind this restriction to the lowest or-
der. The present FRG procedure was successfully applied
to nonequilibrium transport through correlated quantum
dots before.22,34,35 The cutoff-free problem is recovered
after integrating from Λ = ∞, where one can give ana-
lytic expressions for the vertices, down to Λ = 0, where
the problem corresponds to an effective noninteracting
one with renormalized time dependent single-particle pa-
rameters.
At the point of particle-hole symmetry ǫ = 0 for
t≫ ω−1c and to leading order in g the only relevant flow
equation is the one for the hopping amplitude between
the resonant level and the first site of the reservoir. It
reads
∂Λt
Λ
H(t) =
πg
8ωc
i∂∗ΛG
K
1,l(t), (49)
where ∂∗Λ acts on the free part of the full equal time
Keldysh component of the Green function GK1,l(t) only.
Its initial condition is tΛ=∞H (t) = tH for all t. Employing
the projection technique we arrive at
∂Λt
Λ
H(t) = i
πgωc
4
∂∗Λ
∫
tΛH(t
′)
[
g>(t, t′)G<(t′, t)
−g<(t, t′)G>(t′, t)] dt′, (50)
with the structureless reservoir’s Green functions g>(<)
and the single level’s Green functions G>(<). The
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greater and lesser functions are related to the re-
tarded, advanced, and Keldysh components by a Keldysh
rotation.37,38
Already in this simple truncation scheme the logarith-
mic terms present in lowest-order perturbation theory in
g are resumed consistently. One obtains a renormalized
hopping amplitude featuring a power law with interaction
dependent exponent. This exponent is correct to leading
order in the interaction.35 It was shown that for the time
evolution FRG (Ref. 22) leads to terms exponentially de-
caying in time with interaction-dependent decay rates as
well as power-law corrections t−κ with g-dependent ex-
ponent κ which is consistent with the one found within
RTRG.21
To obtain analytical results using FRG we replace
tH(t
′) by tH(t) in Eq. (50), which is justified to order
g. To lowest order in 1/ωc we then obtain
∂Λt
Λ
H(t)
tΛH(t)
=
g
2
∂Λ
[
−i
∫ t
2/ωc
GA,Λ0 (x)
dx
x
+
π
2
GK,Λ0 (t)
]
, (51)
with the noninteracting but reservoir dressed advanced
Green function GA,Λ0 (x) = i exp(−Γ0x/2) as well as
iGK0 (t) = exp(−Γ0t). The high energy cutoff τ2H/τ =
ωc/2 has to be introduced by hand as the higher or-
der terms in 1/ωc were dropped in Eq. (51). Integrating
Eq. (51) we find
tH(t) =
√
TKωc
2
exp
[
−g
2
(
E1(
Γ0t
2 ) +
iπ
2
e−Γ0t
)]
(52)
with E1(z) =
∫∞
z e
−xdx/x being the exponential inte-
gral. For the initial condition ρz(0) = 1 the relaxation
dynamics is then given by
P (t) = GR(t, 0)GA(0, t)+
+ i
∫∫
GR(t, t1)Σ
K(t1, t2)G
A(t2, t)dt1dt2, (53)
with GR/A(t, t′) = ∓ie∓
∫
t
t′
dτΓ0(τ)/2θ(±[t − t′]) and the
self-energy ΣK(t1, t2) = Γ0(t1, t2)/(π[t2 − t1]). We re-
turn to this equation when analyzing the behavior for
small and asymptotically large t. In the former case the
time dependent hybridization Γ0(t) = 4|tH(t)|2/ωc mat-
ters, while in the latter one must also take into account
Γ0(t, t
′) = 4tH(t)t∗H(t
′)/ωc.
3. Dynamics on short times
In the RTRG method, for short times, such that
TKt ≪ 1, the integral in Eq. (34) is dominated by the
large values |E| ≫ |Γ1|. Therefore one may use the ap-
proximation Γ1(E) ≈ TK(−iE/TK)−g of Eq. (37) for the
relaxation rate, which, since no information on the in-
frared cutoff is left, is equivalent to the poor man scaling
approximation39,40 here generalized to the case where the
Laplace variable serves as a cutoff parameter. Expand-
ing the integrand of Eq. (34) in Γ1(E)/E and defining
the variable z = Et gives the series
P (t) ≈
∞∑
n=0
(−1)n(TKt)n(1+g)
∫
C
e−iz(−iz)−1−n(1+g) dz
2π
=
∞∑
n=0
(−1)n (TKt)
n(1+g)
Γ(1 + n[1 + g])
, (54)
where Γ(x) is the gamma function. With g ≡ 1 − 2α
this result coincides precisely with the short time dy-
namics obtained using the noninteracting blip approx-
imation (NIBA) for the SBM.1,2 However, one should
keep in mind that Γ1(E) ≈ TK(−iE/TK)−g is only a
good approximation for large E, i.e. only the first two
terms of the series Eq. (54) can be trusted. Note that
if one neglects g in the denominator Γ(1 + n(1 + g)) ≈
Γ(1 + n) = n!, we obtain the series of the exponential
function and the result can be written as
P (t) ≈ e−(TKt)g TK t. (55)
This coincides with the perturbative result P (t) = e−Γt t,
where Γt = Γ(i/t) = TK(TKt)
g is the poor man scaling
solution cut off at −iE = 1/t. Solving the poor man
scaling RG equation along the imaginary axis, i.e. for
E = iΛ, we see that Λ serves as a flow parameter which
has to be cut off at 1/t. Our finding is consistent with
the generic result that the short-time behavior probes the
high-energy one in Laplace space and, therefore, can be
obtained from poor man scaling equations cut off at the
energy scale 1/t, see Refs. 6 and 7.
Up to order n = 1 the same result can be obtained
from the FRG approach. For times ωc ≫ 1/t ≫ TK
the second term in Eq. (53) can be neglected and the
argument of the exponential integral is small. We can
thus replace E1(x) = −γ − log(x), which leads to
Γ0(t) = TKe
γg (TKt)
g
(56)
for the time dependent renormalized hopping. Here γ
denotes the Euler constant. Using this the full retarded
Green function at small times is given by
GR(t, 0) ≈ −i
(
1− e
γg
2(g + 1)
(TKt)
g+1
)
, (57)
leading to
P (t) = 1− e
γg
g + 1
(TKt)
g+1 +O([TKt]2). (58)
Here, the power law with interaction dependent exponent
is resummed correctly up to O(g) and the prefactor is
determined within the same order.
The power-law scaling of 1 − P (t) at TKt ≪ 1 can
also be shown for the numerical data obtained by solv-
ing the full FRG flow equations (without any additional
approximations aside from the lowest-order truncation).
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FIG. 4. (Color online) Power law scaling of 1 − P (t) for
TKt ≪ 1 in the relaxation protocol. The data are pro-
duced using the numerical solution of the full FRG flow
equations. Symbols represent the time dependence of the
logarithmic derivative for different values of g. Horizontal
dashed lines show the prediction 1 + g of Eq. (58) for the
log-derivative (for the definition of this, see the main text).
For TKt / 10TK/ωc band effects start to matter and devia-
tions from power-law scaling appear. The arrows indicate the
g-dependent 10TK/ωc (with ωc/th = 2 · 10
2).
To this end, we numerically compute δln(t) ln[1−P (t)] =
d ln[1−P (t)]/d ln t as centered differences, which becomes
a constant if 1− P (t) is given by a power law. In Fig. 4,
we show δln(t) ln[1− P (t)] for different g as a function of
t on a log-linear scale. For TKt ≈ 10−2 the data (sym-
bols) become constant and nicely agree with the exponent
predicted by Eq. (58) (dashed lines). The deviations for
t / 10/ωc (= 5 ·10−2/th in the figure; the arrows indicate
10TK/ωc) are an effect of the reservoirs band width; for
such times we leave the scaling limit. Further increasing
ωc in the numerical calculations would move this lower
bound to smaller t.
The comparison of the results obtained by our two RG
approaches and the consistency with the results derived
using established methods shows that for small times
TKt ≪ 1 both methods provide controlled access to the
relaxation dynamics.
4. Intermediate to long times
The relaxation dynamics for times of the order of the
typical inverse rates of the system and larger is of par-
ticular interest, as it indicates the degree of coherency.
For t → ∞ the dot level becomes half-filled, that is the
spin expectation value in the z direction of the SBM van-
ishes. We say that the system is incoherent if it exhibits
a monotonic decay for times TKt ' 1. Nonmonotonicity
of P (t), in particular zeros, is characteristic for coherent
behavior.
Within RTRG, the dynamics is determined via
Re E
Im E[E+iΓ
1
(E)]−1
C
Γ
1
*
Γ
2
*/2
Ω
FIG. 5. The nonanalyticities of the propagator [E+iΓ1(E)]
−1
in Eq. (34) as a function of the complex variable E for positive
coupling g > 0. The main branch cut (thick solid line) and
two poles (circles) with attached second order in g branch cuts
(thick dashed lines) are shown. The thin dashed line shows
the integration contour C of Eq. (34).
Eq. (34), given by P (t) = i2π
∫
C dEe
−iEtR1(E), and
follows from the nonanalytical features of the resol-
vent R1(E) = 1/[E + iΓ1(E)] in the lower half of the
complex plane, see Fig. 5. We find three singularities
parametrized by
z0 = − i 1
2
Γ∗2, z± = ±Ω − iΓ∗1, (59)
where the decay rates Γi > 0 are of the order of TK ,
whereas the oscillation frequency 0 < Ω ∼ gTK . The sin-
gularity z0 is a branching point followed by a branch cut
with a discontinuous O(g) jump. We choose the position
of the branch cut on the negative imaginary axis which
turns out to be the most convenient choice to calculate
the inverse Laplace transform for the time evolution (see
below). z± denote the positions of two poles which are
followed by two branch cuts with an O(g2) jump (which
can be neglected in leading order). The pole and branch
cut nonanalyticities lead to two terms in the time evolu-
tion which we denote by
P (t) = Ppole(t) + Pbc(t). (60)
The degree of coherence of P (t) is given by the interplay
of those terms.
An analytical understanding of the nonanalytical fea-
tures of R1(E) can be obtained by studying the RG equa-
tions (35). We first see from the RG equation for Γ2(E)
that if E approaches a pole z± = −iΓ1(z±) of R1(E),
Γ2(E) obtains a branch cut with jump of O(g) starting at
z±, which, when inserted into the RG equation for Γ1(E)
leads to a branch cut for Γ1(E) with jump of O(g2). In
addition, when E approaches the pole z0 = −iΓ2(z0)/2
of R2(E), we see from the RG equation for Γ1(E) that
Γ1(E) has a branch cut starting at z0 with jump of O(g).
To calculate the positions of the singularities up to O(g),
we solve the RG equations by a systematic weak cou-
pling expansion in g ≪ 1. For |E − zi| ∼ O(TK) and
g| ln(|E − zi|/TK)| ≪ 1 we can expand the solution of
Eq. (35) in g and can fix the integration constants by
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comparing with the solution (37) at high energies. Up to
O(g) we obtain
Γ1(E)/TK ≈ 1 − g ln −iE + Γ2(E)/2
TK
, (61)
Γ2(E)/TK ≈ 1 − g ln −iE + Γ1(E)
TK
. (62)
Since g| ln g| ≪ 1 for g ≪ 1, we can use these equations
for all g2 . |E − zi|/TK ∼ O(1). This allows for a deter-
mination of the positions of zi up to O(g). We note that
Γ1/2(E) has not been replaced by TK in the argument of
the logarithm since it is a priori not clear whether the
argument becomes a negative real number of O(1), i.e.,
the O(g) correction of the imaginary part of Γi(E) might
be important. However, if E is close to one of the pole
positions iz± = Γ1(z±) or iz0 = 12Γ2(z0), we can neglect
this effect for the corresponding decay rate since we can
expand around the pole position and use ∂EΓi ∼ O(g):
ln[−iE + Γ2(E)/2]
≈ ln {−i(E − z0) [1 + i∂EΓ2(z0)/2]}
≈ ln[−i(E − z0)], (63)
ln[−iE + Γ1(E)]
≈ ln {−i(E − z±) [1 + i∂EΓ1(z±)]}
≈ ln[−i(E − z±)]. (64)
According to Eqs. (61) and (62) this gives for E = zi+iΛ,
with 0 < Λ ∼ O(g2), the real value 1 − g ln(Λ/TK) for
Γ1(E)/TK (i = 0) or Γ2(E)/TK (i = ±). Therefore, to
determine the pole positions z0 or z±, we set Γ1(E) = TK
in Eq. (62) or Γ2(E) = TK in Eq. (61), respectively,
and obtain with −iz0/TK = − 12 +O(g) and −iz±/TK =−1 +O(g) for the O(g) correction:
2iz0/TK = Γ2(z0)/TK ≈ 1− g ln(−iz0/TK + 1)
≈ 1− g ln
(
−1
2
+ 1
)
≈ 1 + g ln 2 ≈ 2g, (65)
iz±/TK = Γ1(z±)/TK ≈ 1− g ln
(
−iz±/TK + 1
2
)
≈ 1− g ln
(
−1∓ iΩ/TK + 1
2
)
≈ 1 + g ln 2± iπg ≈ 2g ± iπg. (66)
Since Ω must be positive we see that the equation E +
iΓ1(E) = 0 has only a solution for positive coupling g >
0. We note that Ω = 0 is excluded since E = −iΓ∗1 lies on
the branch cut of Γ1(E). In conclusion, we obtain from
Eqs. (65) and (66) the following result for the decay rates
and the oscillation frequency up to O(g):
Γ∗1/2 ≈ 2g TK , Ω ≈ π g TK , (67)
and we find that the poles at z± exist only for g > 0.
If the Laplace variable E lies exponentially close to one
of the poles, i.e. g ln(|E − zi|/TK) ∼ O(1), which probes
the regime of exponentially large times g ln(TKt) ∼ O(1),
we can replace Γi(E) → Γi(zi) on the r.h.s. of the RG
equations (35). Fixing the integration constants by com-
parison with the solutions (61) and (62) at intermediate
energies, we obtain
E ≈ z0 :
Γ1(E) ≈ TK
[
TK
−i(E − z0)
]g
, Γ2(E) ≈ 2iz0, (68)
E ≈ z± :
Γ1(E) ≈ iz± , Γ2(E) ≈ TK
[
1− g ln −i(E − z±)
TK
]
.
(69)
We note that the solutions (37), (61), (68), and (69) for
Γ1(E) at high, intermediate, and exponentially small dis-
tances from zi can, in leading order in g, be interpolated
by the compact expression
Γ1(E) ≈ TK
[
TK
−i(E − z0)
]g
. (70)
One can check numerically that, for the special values
E = z0 + iΛ ± 0+, with Λ real, this formula holds even
for larger values of g. Therefore, we will use this result
below for the evaluation of the branch cut integral to
obtain the incoherent part Pbc(t) of the time evolution.
For E exponentially close to the poles z± a numerical
analysis shows that Eq. (70) is correct for small values of
g. For larger couplings, it turns out that an improved fit
is obtained by using
E ≈ z± : Γ1(E) ≈ TK
[
TK
−i(E − Γ1(E)/2)
]g
. (71)
This equation can be employed for an improved evalua-
tion of the pole position and the residuum of the resolvent
R1(E). A straightforward calculation gives the result
Γ∗1/TK = 2
g
1+g
[
1 + tan2
(
πg
1 + g
)]−1/2
, (72)
Ω = Γ∗1 tan
(
πg
1 + g
)
= Γ∗1 cot
(
π
2
1− g
1 + g
)
, (73)
1
1 + ∂EΓ1(z±)
=
1− g
1 + g
. (74)
The ratio between the oscillation frequency Ω and the
decay rate Γ∗1, the so-called quality factor, was earlier
computed using improved NIBA (Ref.10) and a field the-
oretical approach.41 Our result is consistent with the one
obtained within those approaches. Employing Eqs. (72)
and (74) we obtain directly from Eq. (34)
Ppole(t) = 2
1− g
1 + g
cos (Ωt) e−Γ
∗
1tΘ(g). (75)
For Γ2(E) it is more difficult to find interpolation for-
mulas valid for all values of E since this function be-
haves as a power law for high energies but like a loga-
rithm for E close to z±. Inserting Eq. (70) into the RG
13
equation (35) for Γ2(E), approximating Γ1(E)→ z± for
sign(Re[E]) = ±, and taking another derivative, gives
the differential equation for a special case of the hyper-
geometric function
y(1− y)d
2Γ2
dy2
+ [1− (1 + g)y]dΓ2
dy
= 0 , (76)
with y = (z± − E)/(z± − z0). In principle this equa-
tion can be solved providing an interpolation formula for
Γ2(E) valid for all E and small g. However, since Γ2(E)
is not needed for an evaluation of the time evolution of
the diagonal matrix elements of the density matrix, we
do not further discuss this issue. We note, that Γ2(E)
appearing in the resolvent R2(E) is important for the
dynamics of the off-diagonal matrix elements but those
cannot be measured: It is impossible to prepare an initial
state which is off-diagonal in the charge states.
We next aim at the position of z0 = −iΓ∗2/2 for larger
values of g. Replacing Γ1/2(E)→ Γ∗2 on the r.h.s. of the
RG equations (35) provides a very good approximation
as can be verified numerically. Based on this we show in
Appendix D how an improved solution can be found for
Γ2(E) close to the imaginary axis for E = z0 + iΛ, with
Λ > 0. It leads to the improved formula
Γ∗2
2
≈ TK
[
πg
2 sin(πg)
] 1
1+g
. (77)
We note that although the RG equations (35) are only
consistent up to O(g), we have evaluated the analytical
results Eqs. (72), (73), and (77) for the position of the
singularities taking higher-order corrections in g into ac-
count. This analysis is motivated by the fact that the
ratio Ω/Γ∗1 agrees precisely with previous results from
NIBA and field theoretical approaches which are nonper-
turbative in g. Therefore, there is some hope that also
the improved result Eq. (77) for Γ∗2 is valid for larger
values of g. To the best of our knowledge the rate Γ∗2 de-
scribing the energy broadening of the local state has so
far only been analyzed in leading order in g, see Ref. 10.
Finally, we analyze Pbc(t), given by the branch cut
integral [we take E = z0 − ix± 0+ with 0 < x <∞ and
use Γ1(E)
∗ = Γ1(−E∗)]
Pbc(t) =
1
π
e−
Γ∗
2
2
t
× Im
∫ ∞
0
e−xt
Γ∗2/2 + x− Γ1(z0 − ix− 0+)
dx, (78)
where Γ1(z0− ix− 0+) ≈ TK(TK/x)ge−iπg is taken from
Eq. (70). For intermediate to long times TKt ' 1 it is
a very good approximation to replace the slowly varying
function xg → t−g since the exponential function e−xt in
the integrand of Eq. (78) restricts the integration range
to the regime x ∼ O(1/t). This leads to the result
Pbc(t) ≈ 1
π
Im
{
e−γttE1
([
1
2Γ
∗
2 − γt
]
t
)}
, (79)
with γt = TK(TKt)
ge−iπg and the exponential integral
E1.
Combined with Ppole(t) this result covers the limit g →
0, where γt = TK − i0+sign(g) and E1(Γ∗2/2 − γt) =
−π sign(g). This gives together with Eq. (75) Pbc(t) =
−e−TKtsign(g) and Ppole = 2e−TKtθ(g), leading to the
exact result P (t) = e−TKt and TK = Γ0 for g = 0.
The contribution from the branch cut integral in the
regime 1 . TKt ≪ 1/g for small |g| ≪ 1 can also be
analyzed by observing that the resolvent R1(z0 − ix +
0+) − R1(z0 − ix − 0+) has a sharp Lorentzian peak at
x ∼ TK/2
R1(z0 − ix+ 0+)−R1(z0 − ix− 0+) ≈ −2π sign(g)
× δTK(TKt)g sin(π|g|)
(
x+
1
2
Γ∗2 − TK [TKt]g cos[πg]
)
, (80)
where δη(x) =
1
πη/(x
2 + η2). For t ≪ 1/g, the peak
width is much narrower than the typical scale on which
the function eiEt = e−
1
2
Γ∗2te−xt varies, i.e. we can replace
the Lorentz peak by a δ-function and get
Pbc(t) ≈ − sign(g) e−TK(TKt)
g cos(πg)t
≈ − sign(g) e−Γ∗1t . (81)
Note that this leads to a contribution of O(1) and not of
O(g).
In contrast, for long times TKt≫ 1/g, we can use the
asymptotic expansion E1(z) ≈ e−z/z and find from (79)
Pbc(t) ≈ − sin(πg)
π
× 1| 12Γ∗2/TK − (TKt)geiπg|2
1
(TKt)1−g
e−
Γ∗
2
2
t . (82)
Although this term is of O(g) it will dominate over
Ppole(t) Eq. (75) of the time evolution as to leading or-
der in g its decay rate is only half of that of the coherent
term.
For exponentially large times (TKt)
|g| ≫ 1, the branch
cut contribution Eq. (82) can be approximated for |g| ≪
1 and Γ∗2 ≈ TK by
Pbc(t) ≈ −g[1 + 3Θ(−g)] e
−TKt/2
(TKt)1+|g|
. (83)
This result was earlier obtained using improved NIBA.10
Note the power-law correction to the exponential decay
already mentioned in the Introduction. We emphasize
that this approximation is only justified for times so large
that Ppole(t) can safely be neglected compared to the
dominating term Pbc(t). Thus, the interesting competi-
tion of the branch-cut and pole contributions for g > 0
on time scales of up to a few T−1K can only be studied
by keeping Eq. (79). In fact, it is this competition which
for g > 0 can lead to nonmonotonic, that is coherent,
behavior of P on time scales TKt ∼ − log g — on asymp-
totic ones the dynamics is always monotonic due to the
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FIG. 6. (Color online) |P (t)| for all time scales. For g > 0 the
competition of the two Eqs. (75) and (79) manifest in the sign
change of P (t), appearing as a dip on the logarithmic scale.
The partially coherent (g > 0, red squares) and incoherent
(g < 0, purple crosses) dynamics are compared.
dominating branch cut contribution. On the coherent
side of the coherent-to-incoherent transition but close to
it the dynamics can thus only be classified as partially
coherent. This must be contrasted to the relaxation dy-
namics of the SBM at small spin-boson coupling α ≪ 1
and the one of the classical damped harmonic oscilla-
tor in its coherent regime (sufficiently weak damping)
for which oscillatory behavior can be observed even on
asymptotically large times.1,2,15–18 Analyzing the analyt-
ical expressions (75) and (79) for P (t), one finds that up
to a certain coupling g1 > 0 only a single local minimum
associated with a single transition through zero appears.
For g1 < g < g2, with a certain g2, a second zero is found
and so on. As our approach is limited to |g| ≪ 1, we
can only speculate about how this behavior crosses over
to the coherent behavior with infinitely many zeros ob-
tained at small α. From the results (72) and (77), we
suspect that beyond a characteristic coupling of order
g ∼ 0.4 [α = (1 − g)/2 ∼ 0.3] the finite frequency poles
lie closer to the real axis than the branching point, and
oscillatory dynamics dominates at large times.
The discussed behavior is confirmed by the full numer-
ical solution of the (approximate) FRG and RTRG flow
equations. In Fig. 6, we show |P (t)| obtained from FRG
for small |g| on a linear-log scale. For g > 0 the zero
appears as a dip. For negative g there are no poles, so
Pcoh = 0. Analyzing Eq. (79) shows that it contains two
terms of the same sign both showing exponential decay
with the different rates Γ∗1 and Γ
∗
2/2. In this regime the
dynamics is clearly incoherent; see the crosses in Fig. 6.
In Fig. 1 of Ref. 11 we present a detailed comparison of
P (t) obtained from the approximate analytical solution
of the RTRG flow equations given in Eqs. (75) and (79),
as well as the numerical solution of those and the FRG
flow equations. This figure also contains a data set from
the regime g1 < g < g2 showing two zeros.
For g > 0 the asymptotic long time behavior can also
be accessed analytically using FRG. For those the sec-
ond term of Eq. (53) is the dominant one, since it decays
slower than the first one (see below). As Im [P (t)] = 0 the
second term of Eq. (53) only has a nonzero contribution
for Im
[
ΣK(t1, t2)
]
= Im {4tH(t)t∗H(t′)/[ωcπ(t2 − t1)]} 6=
0. Therefore we concentrate on this imaginary part,
where tH(t) is given by Eq. (52), which leads to
Im
[
ΣK(t1, t2)
]
= TKIm
{
exp
[
− iπg
4
(
e−Γ0t1 − e−Γ0t2
)]}
× 1
π(t2 − t1) +O(g
2)
=TK Im
{
exp
[
− iπg
4
e−Γ0T/2
(
eΓ0∆t/2 − e−Γ0∆t/2
)]}
× 1
π∆t
+O(g2), (84)
with T = t1 + t2 and ∆t = t2 − t1. The integrals in the
second term of Eq. (53) are dominated by times TK(t −
t1/2) . 1 such that for (TKt)
|g| ≫ 1 one can also use
(TKt1/2)
|g| ≫ 1 inside the integral. For t → ∞ we can
thus replace e−Γ0T/2 in Eq. (84) by its time averaged
value over [t, 2t] and using Γ0∆t ∝ Γ0/TK ≪ 1 find
Im
[
ΣK(∆t; t)
]
=
TK
π∆t
Im
(
exp
[
−iπg
2
∆t
t
e−Γ0t/2
])
.
(85)
This self-energy is formally equivalent to one which arises
due to a noninteracting reservoir held at chemical poten-
tial µt = −πg2t e−Γ0t/2, where t can be viewed as a pa-
rameter. Using this and Γ0/TK ≪ 1 (which holds for
g > 0) Eq. (53) for large times simplifies to Eq. (83). A
posteriori we can justify that we only considered the sec-
ond term of Eq. (53) as it decays exponentially with rate
TK/2 while the first term leads to an exponential decay
with rate TK .
The consistency of all our analytical and numerical
results for the relaxation dynamics for intermediate to
large times and the agreement to established results in
the cases in which a comparison is meaningful confirms
that our two RG approaches provide controlled access
to the dynamics of the SBM close to the coherent-to-
incoherent transition.
Finally, we note that for small couplings g ≪ 1, it is
tempting to interpolate the results (81) for 1 . TKt ≪
1/g and (82) for 1/g ≪ TKt by taking the sum of both
terms. Adding the pole contribution (75) provides the
following result for P (t)
P (t) ≈ e−Γ∗1t [2 cos(Ωt)θ(g)− sign(g)]
− g 1
(12Γ
∗
2/TK − (TKt)g)2
1
(TKt)1−g
e−
1
2
Γ∗2t . (86)
This formula can be used for g ≪ 1 and TKt & 1
and covers the correct limiting cases of TKt ≪ 1/g and
TKt ≫ 1/g since the second term is of O(g) but de-
cays with a smaller decay rate. Therefore, the first term
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will dominate for TKt ≪ 1/g whereas the second one
dominates for TKt ≫ 1/g. However, we note that this
equation covers the intermediate time regime TKt ∼ 1/g
only on a qualitative level. It will be very helpful for a
qualitative discussion of the quench protocol considered
in the next section.
B. Quench protocols
The dynamics resulting out of different types of param-
eter quenches in the IRLM was studied earlier,15,36,42,43
but no thorough analysis of the role of non-Markovian
memory was presented so far.
1. The RTRG approach
We begin with adapting the general approach to
quenches using the RTRG method described in Sect. II B
to the IRLM. Inserting Eq. (24) in Eq. (23) and using the
form Rf/i(E) = R˜
f/i
∆ (E)Z
′
f/i(E) of the resolvent, we ob-
tain for t0 = 0
ρf (t) =
i
2π
∫
e−iE(t−tq) R˜f∆(E)Z
′
f (E) ρ(tq)dE − i
∫ ∞
0
∫∫
e−iE(t−tq)e−iE
′tq
×
∑
η=±
R˜f∆(E) G˜
f
η(E) R˜
f
∆(E + iΛ)Z
′
f(E + iΛ) R˜
i
∆(E
′ + iΛ) G˜i−η(E
′) R˜i∆(E
′)Z ′i(E
′)ρ(0)
dEdE′
(2π)2
dΛ, (87)
where G˜
f/i
η (E) = Z ′f/iG
f/i
η (E). According to Eq. (33),
the first term on the r.h.s. gives the following contribu-
tion to 〈σz〉(t)
Pf (t− tq)〈σz〉(tq) = Pf (t− tq)Pi(tq)〈σz〉(0),
where Pi/f (t) is the dot occupancy (spin expectation
value) computed without a quench as given in Eq. (34)
using the parameters of Hitot and H
f
tot, respectively. For
the function P (t), this gives the contribution Pf (t −
tq)Pi(tq).
The second term on the r.h.s. of Eq. (87) can be eval-
uated by inserting the matrix structure of R˜
f/i
∆ , Z
′
f/i and
G˜
f/i
η , as provided in Appendix C. Since we are interested
in the diagonal elements of the density matrix, a straight-
forward analysis shows that only the following parts of
the various resolvents contribute:
R˜
f/i
∆ (E) →
1
E + iΓ
f/i
1 (E)
(
τ− 0
0 0
)
,
R˜
f/i
∆ (E + iΛ) →
1
E + iΛ + iΓ
f/i
2 (E + iΛ)/2
(
0 0
0 1
)
.
Neglecting Λ in the slowly varying function Z ′(E + iΛ)
and inserting the matrix structure of Z ′ and the vertices
G˜
f/i
η , we find after straightforward algebra for the part
determining the diagonal matrix elements of the density
matrix that in Eq. (87) we can employ the replacement
∑
η=±
R˜f∆(E) G˜
f
η (E) R˜
f
∆(E + iΛ)Z
′
f(E + iΛ) R˜
i
∆(E
′ + iΛ) G˜i−η(E
′) R˜i∆(E
′)Z ′i(E
′) ρ(0)
→ −i 2Ui
√
Zf (E)Zi(E′)Γ
f
1 (E)Γ
i
1(E
′)Rf1 (E)R
f
2 (E + iΛ)R
i
2(E
′ + iΛ)Ri1(E
′)
1
2
(
−1
1
)
〈σz〉(0) ,
whereR
f/i
n (E) = 1/[E+iΓ
f/i
n (E)/n]. As a result the con-
tribution of Eq. (87) to the function P (t) can be written
as
P (t) = P f (t− tq)P i(tq)
− gi
∫ ∞
0
F fΛ(t− tq)F iΛ(tq)dΛ, (88a)
where gi ≈ 2Ui in leading order, and the functions
F
i/f
Λ (t) are defined by
F
i/f
Λ (t) =
∫
e−iEtRi/f2 (E + iΛ)
×Ri/f1 (E)
√
Zi/f (E) Γ
i/f
1 (E)
dE
2π
(88b)
16
and describe the effective emission of a single fermionic
excitation by the dot before the quench (F i) and its ab-
sorption after the quench (F f ). The subsequent analyt-
ical evaluation of this formula in leading order in g is
shown in Appendix E. We note that this analysis is only
qualitative, but in essence backed-up by the numerical so-
lution of the full RG equations, since we need results in
the intermediate-time regime either for T fK(t−tq) ' 1/gf
or for T iKtq ' 1/gi, where Eq. (86) for the relaxation pro-
tocol is only qualitative. However, these interpolation
formulas are sufficient for a discussion of the competition
between the two terms of P (t) in Eq. (88a) describing
the effects without and with memory from the dynamics
before the quench.
2. The FRG approach
In a two-lead geometry, quenches of the single-particle
parameters (but not the two-particle interaction U) of
the IRLM were earlier studied in Ref. 36 using FRG. The
focus was on systems driven by an applied bias voltage.
Within the FRG approach also the interaction can carry
an arbitrary time dependence, such that the approach
developed in this paper can directly be applied to the
problem of present interest.
3. Interaction quenches
To illustrate the physics of a quench, which is sub-
stantially different from the one of the simple relaxation
process, we initially study the instantaneous transition
between the (partially) coherent (g > 0) and the incoher-
ent (g < 0) regimes, keeping the absolute value |g| fixed.
The characteristic energy scales T
i/f
K before and after the
quench differ by orders of magnitude. As a consequence,
the new small parameter A2 appears which is given by
the ratio of the smaller Kondo temperature at negative
coupling and the larger one at g > 0. Substituting the
expressions for T
i/f
K ≈ Γ0(ωc/Γ0)gi/f from Eq. (38) for
g ≪ 1 we obtain A ≈ (Γ0/ωc)|g|.
a. Coherent to incoherent quench. We first consider
a quench from gi = g > 0 to gf = −g < 0. The dynamics
of the system in the (partially) coherent regime implies
at least one local minimum and one zero of P (t) in the
absence of a quench. The position of the first zero of the
relaxation protocol will be denoted as t∗ in the following.
In the absence of the memory term from the quench, ob-
tained within RTRG by leaving out the second term in
Eq. (88a), P (t) after the quench is monotonically decay-
ing to zero. In the systems memory from the dynamics
before the quench, that is the second term of Eq. (88a),
however, the tendency to change the sign of P (t), is kept
even at t > tq. Thus, if the quench is performed at
time tq < t
∗, nonmonotonic behavior appears for t > tq
for which the time evolution is already performed with a
negative coupling. In Appendix E we show that Eq. (88)
can be written as
P (t) ≈ e−Γ∗f1 (t−tq)−Γ∗i1 tq[2 cos(Ωitq)− 1]−
− gAS−
T fKt
S+
T iKt
e−Γ
∗f
2
(t−tq)/2−Γ∗i2 tq/2
T fKt
, (89)
where A =
√
T fK/T
i
K and the function S
± is defined as
S±x =
(x/2)±g/2
(x/2)±g − 1/2 . (90)
Note that we have included for P f (t− tq)P i(tq) only the
first term of Eq. (86). The contributions ofO(g) resulting
from the second term of Eq. (86) lead to a stronger decay
compared to the second term of (89). The first term
of Eq. (89), corresponding to the coherent contribution,
and the second one, describing the system memory, have
different signs for tq < t
∗, and therefore compete. If
2 cos(Ωitq)− 1≫ g, then, right after the quench the first
term dominates, but, due to the twice larger decay rate,
becomes recessive later. This leads to a local minimum
and a sign change after the quench. With tq approaching
t∗, 2 cos(Ωitq)− 1 decreases and the time scale at which
the second term dominates approaches tq from above.
For times tq > t
∗, the first one is already negative, so
both terms just add up and no local minimum or zero of
P (t) appears. In the lower panel of Fig. 7, the absolute
value of Eq. (89) is shown on a linear-log scale for fixed
gi = 0.1, different tq, and the times of validity of this
expression (see above).
The analytical prediction of Eq. (89) is confirmed by
the numerical solutions of the FRG and RTRG flow equa-
tions. The corresponding |P (t)| are shown in the upper
panel of Fig. 7 (symbols: FRG; lines: RTRG). If tq (indi-
cated by the vertical dotted lines) is larger than t∗ (given
by the dip position of the blue curve with tq to the right
of the dip), P (t) after the quench does not show a local
minimum and/or zero (blue curve). In the opposite case
(green and yellow) nonmonotonic behavior is transferred
deep into the regime in which the time evolution is per-
formed with a negative g. For the case in which tq is
significantly to the left of t∗ (yellow curve) the FRG and
the RTRG data show sizable differences at large t. In this
case the zero of P (t) is transferred to very large times,
that is deeply into the regime in which the time evolution
is performed with a negative coupling constant. At those
times the overall exponential decay already suppressed
|P (t)| to a very small value (of the order 10−6 in the fig-
ure). Therefore any small difference in the P (t) obtained
by the two approximate methods leads to a drastically
different appearance of the curves (e.g. a sizable shift of
the zero) on the linear-log scale of the plot.
b. Incoherent-to-coherent quench. We next study
the opposite interaction quench with gi = −g < 0 to
gf = g > 0 and show that monotonic behavior may pre-
vail even after the quench. Again the non-Markovian
memory is responsible for this surprising behavior. To
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FIG. 7. (Color online) Time evolution of the spin expectation
value P (t) in the quench protocol. The coupling is quenched
from gi > 0 to gf = −gi < 0. The time of the quench tq is
varied as indicated by the vertical dotted lines. If tq is smaller
than the time t∗ of the first zero of P (t) in the absence of the
quench the non-Markovian memory transfers the nonmono-
tonic behavior to the time regime after the quench in which
the time evolution is performed with a negative coupling con-
stant. Note that the time axis is chosen to be T iKt before the
quench and T fKt after it. Since T
i
K and T
f
K can differ by orders
of magnitude scaling the time axis in this way is physically
meaningful. Upper panel: P (t) obtained from the numerical
solution of the FRG (symbols) and RTRG (lines) flow equa-
tions. Lower panel: the analytical RTRG result Eq. (89).
Curves are shown only for times T fK(t− tq) & 1 for which this
result is applicable.
gain analytical insights we consider Eq. (88) in the limit
T iKtq ≫ T fK(t − tq) & 1. As described in detail in Ap-
pendix E, we obtain the approximate expression
P (t)
P (tq)
=
[
1− 2A
S−
T iK tq
]
e−Γ
∗f
1
(t−tq)
×[2 cos {Ωf (t−tq)}−1]+A
S+
T fKtq
S−
T iK tq
e−Γ
∗f
2
(t−tq)/2, (91)
with A =
√
T iK/T
f
K . We left out the second term of
Eq. (86) for the calculation of P f (t− tq) in the first term
of Eq. (88a) since it leads to a subleading contribution
O(gf ) to Eq. (91). We are not interested in exponen-
tially large times and can thus set S± = 2 in Eq. (91). It
simplifies to
P (t)
P (tq)
≈ (1 −A)e−Γ∗f1 (t−tq) [2 cos{Ωf (t− tq)} − 1]
+Ae−Γ
∗f
2
(t−tq)/2. (92)
This expression shows that because of A ≈ (Γ0/ωc)|g|,
the oscillatory term of the dynamics after the quench
is suppressed with decreasing g. A critical gc is found
such that for g < gc the relaxation is monotonic after
the quench, even though the time evolution is performed
with a positive coupling constant. This result is again
confirmed by FRG calculations revealing the indepen-
dence of the qualitative behavior of P (t) from the time
of the quench tq (see Fig. 8). We here refrain from show-
ing results obtained from the numerical solution of the
RTRG equations and just mention that those are consis-
tent with the behavior described above.
The transfer of monotonic dynamics across the quench
can be explained as follows. In the case of the relax-
ation protocol with g > 0 there are two competing terms
with different relaxation rates and prefactors, which re-
sult from the pole ∼ e−Γ∗f1 (t−tq)[2 cos{Ωf(t−tq)}−1] and
branch cut ∼ ge−Γ∗f2 (t−tq)/2 contributions. The latter
follows from the non-Markovian terms in the von Neu-
mann equation, and therefore represents the memory of
the system. For the sake of simplicity of the qualitative
explanation we here use the simplified expressions omit-
ting the power-law dependencies. Due to the small pref-
actor g, the oscillating term always dominates at times
T fK(t− tq) ∼ 1, but due to the twice larger decay rate is
subdominant at larger times. After the quench, the mem-
ory term remains the same, i.e., ∼ ge−Γ∗f2 (t−tq)/2−Γ∗i2 tq/2,
where the exponent contains the contributions collected
starting at t = 0. The contribution without memory
from the dynamics before the quench, which is equal
to e−Γ
∗f
1
(t−tq)[2 cos{Ωf(t − tq)} − 1], where t − tq is
the time passed after the quench, needs to be multi-
plied by the value of the density matrix at tq, which is
ge−Γ
∗i
2 tq/2. Thus, the competing terms after the quench
are ∼ ge−Γ∗f1 (t−tq)−Γ∗i2 tq/2[2 cos{Ωf(t − tq)} − 1] and
∼ ge−Γ∗f2 (t−tq)/2−Γ∗i2 tq/2, and, depending on more sub-
tle prefactors [see Eq. (92)], the nonoscillatory term may
dominate even right after the quench.
4. Quench of the level position
Up to now we exclusively considered the case of van-
ishing level energy ǫ = 0 or, for the SBM, vanishing
Zeeman splitting in both the relaxation as well as the
quench protocols. We next study the response of the
system to abruptly changing ǫ for g ≥ 0. For this we
only use the flexible FRG approach in which finite ǫ can
straightforwardly be included. We start out with the
case of a quench from ǫ = 0 to a value much larger
than TK . The instantaneous increase of the level po-
sition from zero, that is resonance, to a large value re-
sults in a behavior of P (t) similar to the one observed
in the relaxation protocol with a time independent large
ǫ; for details see Refs. 21 and 22. For a finite Zeeman
field the spin expectation value does no longer vanish
at large times (the level occupancy does not approach
1/2). In Fig. 9 showing P (t) for different g we thus sub-
tracted the stationary value Pstat. Qualitatively the dy-
namics can be described by considering two main con-
tributions. The nonoscillatory term, e−Γ
∗
1(t−tq) stem-
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FIG. 8. (Color online) Time evolution of the spin expectation
value P (t) in the quench protocol obtained from the numerical
solution of the FRG flow equations. Here the coupling is
quenched from gi < 0 to gf = −gi > 0. Note that the time
axis is chosen to be T iKt before the quench and T
f
Kt after
it. Different lines correspond to different quench times tq
increasing from left to right. Upper panel: gf < gc, that is
the time evolution even after the quench is monotonic even
though it is performed with a positive coupling constant. The
non-Markovian memory heavily affects the dynamics after the
quench. The qualitative behavior is independent of tq. Lower
panel: gf > gc; nonmonotonic behavior is found after the
quench. This is again independent of tq.
ming from a pole on the imaginary axis and the term
(TK/ǫ)e
−Γ∗1(t−tq)t/2 sin[ǫ(t − tq)]/[ǫ(t − tq)] originating
from a pair of branch cuts positioned away from the imag-
inary axis. Initially, the second term is suppressed due
to the small prefactor TK/ǫt, so that only weak oscilla-
tions on top of an exponential decay are observed, (see
Fig. 9). At larger times, TK(t− tq) & 2 log(ǫ/TK), due to
the twice smaller decay rate the second term dominates,
revealing a weaker decay which is overlaid by (relatively)
strong oscillations.
Results for P (t) for the reversed quench from large ǫ
to zero are presented in Fig. 10. For g > 0 the behavior
of the spin expectation value after the quench (lines in
Fig. 10) resembles the one found within the relaxation
protocol in the (partially) coherent regime (symbols in
Fig. 10). However, there is a substantial difference be-
tween the two cases for g = 0. In the quench protocol
at large t the decay with the relaxation rate Γ0/2 dom-
inates which is absent in the relaxation protocol. This
effect can be understood from the analytical expression
for P (t) after an ǫ-quench at g = 0, which is given in
Ref. 15.
Non-Markovian memory plays a subdominant role for
those types of quenches.
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FIG. 9. (Color online) Time evolution of the spin expectation
value P (t) after a quench of the Zeeman splitting from zero to
ǫ/TK = 5 obtained within FRG. The stationary value Pstat 6=
0 was subtracted and the data are presented on a linear-log
scale. The behavior for systems with different couplings [g =
0.0636 (dashed red line) and g = 0.1910, (dotted-dashed blue
line)] does not significantly differ from the noninteracting case
(black solid line). The inset shows |P (t)| before the quench.
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FIG. 10. (Color online) Time evolution of the spin expecta-
tion value P (t) after a quench of the Zeeman splitting from
ǫ/TK = 10 to zero for different g (lines) obtained within FRG.
For comparison |P (t)| of the relaxation protocol is shown
(symbols). Inset: P (t) before the quench at TKtq = 22.5.
5. Current in a two-reservoir setup with level position
quench
The developed methods can be easily generalized for
the problem of transport through a two-lead quantum
dot, where the current in the reservoirs can be measured.
The following setup is considered: at t = 0 the dot level
with large ǫ is coupled to the reservoirs held at different
chemical potentials µL/R = ±V/2 and the time evolution
is performed. After relaxation into the stationary state,
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ǫ is quenched to a value making it resonant with the
left lead. Due to the finite voltage V applied across the
dot, the model can no longer be mapped onto the SBM.
We still discuss the time evolution of this model in this
paper as it can partly be understood in terms of the SBM
physics described above.
Typical data for the current in the left (upper panel)
and right lead (lower panel) in this setup are shown in
Fig. 11. The surprising finding is that despite the large
bias V/TK = 10 the left lead current only has a slight
trace of oscillations with frequency of the reservoir bias
V . In two lead setups with finite bias voltage, the latter
usually dominates the current (see Refs. 21 and 22); in
the present case this can be inferred from the right cur-
rent (dashed blue line in the lower panel). Instead, the
oscillatory part of the left current is characterized by the
SBM frequency Ω appearing for g > 0; see the dip at
TKt ≈ 17.5 in the dashed blue line of the upper panel of
Fig. 11. For small g, Ω is proportional to g and thus zero
for g = 0 (solid black line in the upper panel). This is a
clear evidence that depending on the precise setup, the
largest low-energy scale, in the present case V , may not
serve as a cutoff of the RG flow and is thus not visible in
all observables.
The additional dip in the left lead current right after
the quench at TKtq = 11.75 reflects the power-law decay
of P (t) in the relaxation protocol at small times given in
Eq. (58). During the relaxation process, the tunnel cou-
pling to the left lead, which is in resonance with the dot
level, is dominating over the right one, that is, fermions
predominantly hop from the dot level to the left lead
and back. The left current can thus be approximated as
JL(t) ≈ ∂tP (t), with P (t) = 2
〈
d†d
〉
(t)− 1, and the time
dependence of the current for short times is ∝ tg. This
leads to the first dip right after the quench in the upper
panel of Fig. 11.
For large times TKt ' 17 the right current shows oscil-
lations which do not involve transitions through zero; see
the dashed blue line in the lower panel of Fig. 11 which
becomes smooth for TKt ' 17. Those are absent if one
computes the right current with the level being initially
resonant with the left lead and no additional parameter
quench at a later time (relaxation protocol); see the lower
inset. In this case dips appear which are associated to
zeros of the current. This difference can be explained as
follows. In the quench protocol in addition to the oscillat-
ing term with decay rate Γ∗2/2, (TK/ǫ)e
−Γ∗2t/2 sin(ǫt)/(ǫt)
a monotonic contribution with the same rate ∝ e−Γ∗2t/2
must appear. Adding those up leads to the observed ex-
ponential decay with rate Γ∗2/2 overlaid by oscillations
with frequency ǫ. This monotonic term is absent in the
relaxation protocol and can thus be attributed to the
system memory from before the ǫ-quench.
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FIG. 11. (Color online) Time dependence of the left (upper
panel) and right (lower panel) currents in a two-lead setup
with a bias voltage V/TK = 10 applied symmetrically across
the dot. At time TKtq = 11.75, that is after reaching the
stationary state with respect to the initial preparation, the
level position ǫ is abruptly lowered from 10TK to that being
resonant with the left lead ǫ−V/2 = 0. Black solid lines show
the noninteracting case, while blue dashed lines are FRG data
obtained for g = 0.3184. Insets: Time evolution of the left
and right currents with ǫ−V/2 = 0 initially and no parameter
quench at a later time.
V. CONCLUSIONS
Using two complementary RG methods, we have pro-
vided a comprehensive study of the relaxation dynamics
in the Ohmic SBM. The SBM is considered to be the pro-
totype model for a microscopic description of dissipation
in open quantum systems. We exploit the mapping of
the SBM onto the IRLM. We have studied two basic pro-
tocols: a relaxation protocol in which at time t = 0 the
system is prepared in a product state and the time evolu-
tion is performed with the SBM Hamiltonian as well as a
quench protocol in which in addition at time tq > 0 a pa-
rameter of the Hamiltonian is abruptly changed. While
the FRG was used earlier to study quenches in locally
correlated quantum systems we here extended the RTRG
to this type of nonequilibrium setup. A comparison of
the results obtained using our two approximate meth-
ods shows that both provide controlled access to the dy-
namics of the SBM close to the coherent-to-incoherent
transition. In the limit of exponentially large times of
the relaxation protocol a comparison to established re-
sults derived by other approaches is possible and further
substantiates this. Crucially, we present new results for
intermediate to long times providing a profound under-
standing of the details of the relaxation dynamics in all
time regimes of interest, in particular those relevant for
discussing the crossover from coherent to incoherent be-
havior.
Our first central result concerns the classification of the
dynamics in the relaxation protocol with Zeeman split-
ting ǫ = 0 as coherent or incoherent. We have shown that
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for spin-boson couplings α less than 1/2 but close to this
value the dynamics should be denoted as partially coher-
ent as only a few local minima (and associated zeros) of
the spin expectation value P (t) can be observed on inter-
mediate times while the asymptotic dynamics is purely
monotonic. We have confirmed that for 1/2 < α < 1
the dynamics is monotonic, that is incoherent. The main
focus of our work is on the role of the non-Markovian
memory in the quench dynamics. We have identified sev-
eral situations in which the latter dominates the physics.
Most prominent are the effects in interaction quenches
across the (partially) coherent-to-incoherent transition.
In this case nonmonotonic behavior can be transferred
deep into a regime in which the time evolution is per-
formed with coupling constant α > 1/2 and P (t) might
become monotonic for times at which α < 1/2. Both
effects are surprising manifestations of non-Markovian
memory. We have shown that the latter plays a sub-
dominant role in the dynamics resulting out of quenches
of the Zeeman splitting ǫ.
We finally left the framework of the SBM and con-
sidered a quench in a two-lead IRLM with a finite bias
voltage applied across the dot. If the level is quenched
on resonance with one of the leads, SBM physics is found
in this setup. In addition, non-Markovian memory has a
sizable effect in this system.
For future research in the field of relaxation and quench
dynamics in open quantum systems we note that the
RTRG and FRG methods are quite flexible tools to dis-
cuss various models, physical quantities and initial se-
tups. Whereas the RTRG requires a weak system-bath
coupling, the FRG needs weak local interactions in the
quantum system. In this respect the two methods are
complementary and a huge parameter regime can be cov-
ered. Aside from the local density matrix, other physi-
cal observables such as the particle and heat current for
biased situations, spectral densities, and explicitly time-
dependent Hamiltonians can be treated. All correlated
initial conditions at time t = 0 can be studied which can
be realized by the time dynamics out of an uncorrelated
setup at some past time t0 < 0.
36 Within the RTRG, this
means that the system and bath should be decoupled at
t = t0, whereas for the FRG the total density matrix at
t = t0 should not contain any correlations from interac-
tions. At t = 0, correlations are built up by the real-time
dynamics such that, in the limit t0 → −∞, all equilib-
rium density matrices containing arbitrary local interac-
tions and system-bath correlations can be used as initial
condition. Furthermore, by using sequences of different
quenches at different times, together with the possibility
to choose a finite value for t0, many more initial condi-
tions even in nonequilibrium setups can be studied.
An interesting aspect of our approach is the possibility
to investigate non-Markovian dynamics of open quantum
systems and to analyze the relation to concepts of quan-
tum non-Markovianity discussed within information the-
oretic approaches.5 Several measures have been proposed
to characterize the degree to which the dynamics of a
given system is non-Markovian. For weak-coupling mod-
els our methods provide controlled access to the reduced
density matrix, that is all diagonal and nondiagonal ma-
trix elements, from which the proposed measures of non–
Markovianity can be determined. However, for the spe-
cific example of the Ohmic SBM close to the coherent-
to-incoherent transition (at α = 12 ), the coupling con-
stant α is of order 1 and we rely on the mapping to the
IRLM, where a weak-coupling expansion in the parame-
ter g = 1−2α is possible. As a consequence, we were only
able to discuss the spin expectation value of the SBM in
the z direction, since this observable can be directly re-
lated to the local occupation probability of the IRLM. In
contrast, the spin expectation values in the x or y direc-
tions can not be related to the off-diagonal elements of
the local density matrix of the IRLM but is a rather com-
plicated nonlinear observable involving reservoir degrees
of freedom. Therefore, for the SBM close to α = 12 , it
would be interesting to investigate the time evolution of
the off-diagonal elements of the reduced density matrix
using alternative approaches.
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Appendix A: Diagrammatics in Liouville space
We here show how the diagrammatic expansion devel-
oped in Ref. 3 for time-translational invariant systems
can be extended to the general case of time-dependent
Hamiltonians in a straightforward way. We start from a
total Hamiltonian of the form Htot(t) = Hres(t)+HS(t)+
V (t), where
Hres(t) =
∑
α
[Hα + δµα(t)Nα]
=
∑
kν
[ǫkν + δµα(t)]a
†
kνakν (A1)
describes a set of noninteracting reservoirs with time-
dependent chemical potentials µα + δµα(t) (α denotes
the reservoir index and ν ≡ αnσ contains in addition the
channel index n and the spin index σ), HS(t) is any time-
dependent Hamiltonian operator describing the isolated
local quantum system, and V (t) is a generic interaction
between the local system and the reservoirs which, fol-
lowing the notation of Ref. 3, is written in the compact
form (n = 1, 2, . . . )
V (t) =
1
n!
g12...n(t) : a1a2 . . . an : . (A2)
Here, a1 =
∑
k δ(ω − ǫkν + µα)(a†kνδη+ + akνδη−) are
the reservoir field operators in continuum notation, and
1 ≡ ηνω is a multi-index containing the information for
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creation/annihilation operators (η = ±) and character-
izing the reservoir state (ǫkν = ω + µα is the energy
of the reservoir state). Implicitly we sum over all dis-
crete indices ηi and νi and integrate over the frequencies
ωi. : · · · : denotes normal-ordering w.r.t. the reservoir
equilibrium distribution and g12...n is any vertex operator
acting only on the local system characterizing the change
of the local state in an interaction process. For its de-
termination for concrete models respecting the correct
sequence of fermionic field operators we refer to Ref. 3.
For times t < t0 the local system is assumed to be
decoupled from the reservoirs such that the total initial
density matrix has the product form
ρtot(t0) = ρ(t0) ρ
eq
res, (A3)
where ρ(t0) is any initial density matrix for the local
system and ρeqres =
∏
α ρ
eq
α describes each reservoir α
in grandcanonical equilibrium ρeqα =
1
Zα
e−(Hα−µαNα)/Tα ,
characterized by its chemical potential µα and tempera-
ture Tα (we set kB = ~ = 1).
To describe the time evolution for times t > t0 we
introduce the Liouville operators Ltot(t) = [Htot(t), ·],
Lres(t) = [Hres(t), ·], LS(t) = [HS(t), ·] and LV (t) =
[V (t), ·], such that the time evolution for the reduced
density matrix ρ(t) = Trresρtot(t) of the local system can
be written as (T denotes the time-ordering operator)
ρ(t) = Trres T e−i
∫ t
t0
Ltot(t
′)dt′
ρtot(t0)
= 〈T e−i
∫ t
t0
[Lres(t
′)+LS(t
′)+LV (t
′)]dt′〉res ρ(t0) (A4)
where 〈. . . 〉res = Trres . . . ρeqres denotes the average
w.r.t. the equilibrium reservoir distribution. Expanding
Eq. (A4) in LV we find
ρ(t) = Π(t, t0) ρ(t0), (A5)
Π =
∞∑
m=0
(−i)m 〈
(
Π(0) (LV Π
(0))m
)
〉res, (A6)
where Π(t, t′) is an effective propagator acting only in
Liouville space of the local system, and we used a com-
pact matrix notation in time space with the continuum
matrix elements
Π(0)(t, t′) = θ(t− t′)T e−i
∫
t
t′
[Lres(τ)+LS(τ)]dτ , (A7)
LV (t, t
′) = δ(t− t′ − 0+)LV (t). (A8)
To find a diagrammatic representation for Π(t, t′) and
a self-consistent kinetic equation for ρ(t), we proceed as
in Ref. 3 and integrate out the reservoir field operators
by using the representation
LV =
1
n!
σp1...pn Gp1...pn1...n (t) : A
p1
1 . . . A
pn
n :, (A9)
where pi = ± denote the Keldysh indices (over which
we sum implicitly), σp1...pn is a Liouvillian sign operator
acting on the local system (only necessary for fermions),
and Gp1...pn1...n (t) is a Liouvillian vertex operator related to
the vertex operator g1...n (for the precise definitions see
Ref. 3). Ap1 are reservoir field superoperators acting in
Liouville space, defined by Ap1b = a1bδp+ + ba1δp− when
acting on a reservoir operator b. Inserting Eq. (A9) in
Eq. (A6), shifting all field superoperators to the right by
using the identity Ap1Lres(t) = (Lres(t) − x1(t))Ap1 with
x1(t) = η(ω + µα + δµα(t)), applying Wick’s theorem
with the following contraction of field superoperators (the
upper/lower case refers to bosons/fermions)
γpp
′
11′ = A
p
1 A
p′
1′ =
{
1
p′
}
〈Ap1 Ap
′
1′ 〉res, (A10)
and using TrresLres = 0, we arrive at the diagrammatic
representation
Π = ΠS +
∞∑
m=2
∑
diagrams
(±)Np
S
(∏
γ
)
(−i)m
×ΠS (GΠX1S ) . . . (GΠXm−1S )GΠS , (A11)
with
ΠXS (t, t
′) = θ(t− t′)T e−i
∫
t
t′
(LS+X)(τ)dτ , (A12)
G(t, t′) ≡ (Gp1...pn1...n )(t, t′)
= δ(t− t′ − 0+)Gp1...pn1...n (t), (A13)
and ΠS ≡ ΠX=0S . The quantity Xi(t) appearing in the
propagator ΠXiS is defined as the sum over all xj(t) =
ηj [ωj + µαj + δµαj (t)] from contractions running over
this propagator with the index j stemming from the ver-
tex standing left to this propagator. Np is the number
of crossings of fermionic contractions and S =
∏
imi!
is a symmetry factor needed for each pair i of vertices
connected by mi equivalent lines (see Ref. 3 for more de-
tails and the derivation of the diagrammatic rules).
∏
γ
stands for the product of all contractions Eq. (A10) and,
for brevity, the indices of the vertices G have not been in-
dicated in Eq. (A11). Explicitly, the contraction is given
by
γpp
′
11′ = δ11¯′ p
′
{
η
1
}
ρν(ω) fα(p
′ηω), (A14)
where 1¯ ≡ −η, νω and δ11′ = δηη′δνν′δ(ω − ω′). ρν(ω) =∑
k δ(ω − ǫkν + µα) denotes the density of states and
fα(ω) = 1/(e
ω/Tα ∓ 1) is the Bose/Fermi-function of
reservoir α.
By grouping all diagrams in sequences of irreducible
blocks Σ (where each propagator has at least one con-
traction crossing over it) we find
Π = ΠS
∞∑
k=0
(−iΣΠS)k, (A15)
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where
Σ = i
∞∑
m=2
∑
diagrams
(±)Np
S
(∏
γ
)
irr
(−i)m
×GΠX1S . . .GΠXm−1S G , (A16)
denotes the sum over all irreducible diagrams indicated
by (
∏
γ)irr. From (A15) we find that the propagator can
be determined from the self-consistent equation
Π = ΠS (1 − iΣΠ). (A17)
Expanding ΠS in LS we find
ΠS = θ (1 − i LS ΠS), (A18)
where LS(t, t
′) = LS(t)δ(t−t′−0+) and θ(t, t′) = θ(t−t′).
Inserting this equation in Eq. (A17) we obtain
Π = θ (1 − i LΠ) (A19)
= θ
∞∑
k=0
(−i L θ)k, (A20)
where we have introduced the effective Liouvillian
L = LS + Σ. (A21)
A self-consistent kinetic equation for ρ(t) can be de-
rived by taking the time derivative of Eqs. (A5) and
(A19). We find
∂tΠ = δ − i LΠ, (A22)
where (∂tΠ)(t, t
′) = ∂∂tΠ(t, t
′) and δ(t, t′) = δ(t−t′−0+).
Inserting this relation in ρ˙(t) = (∂tΠ)(t, t0)ρ(t0) leads to
the kinetic equation
i ρ˙(t) =
∫ t
t0
L(t, t′) ρ(t′)dt′. (A23)
We note that the compact matrix notation in time
space allows to write all equations straightforwardly
in Fourier space by using the Dirac notation 〈t|E〉 =
1√
2π
e−iEt. This leads to
LS(E,E
′) =
1
2π
∫
ei(E−E
′)t LS(t)dt (A24)
A(E,E′) =
1
2π
∫∫
eiEt−iE
′t′ A(t, t′)dtdt′, (A25)
δ(E,E′) =
1
2π
∫
ei(E−E
′)tdt = δ(E − E′), (A26)
θ(E,E′) =
1
2π
∫∫
t>t′
eiEt−iE
′t′dtdt′
=
i
E
δ(E − E′), (A27)
where A ≡ Π,ΠS , L,Σ. For ρ(E) we use the special
definition
ρ(E) =
∫
dt eiE(t−t0) ρ(t) θ(t− t0), (A28)
such that Eqs. (A5) and (A23) read in Fourier space
ρ(E) =
√
2π e−iEt0 Π(E, t0) ρ(t0), (A29)
E ρ(E) = i ρ(t0)
+
∫
L(E,E′) e−i(E−E
′)t0 ρ(E′)dE′. (A30)
For the special case of a time-translational invariant
Hamiltonian all objects A(t, t′) = A(t − t′) depend only
on the relative time difference and LS is independent of
time. This gives
LS(E,E
′) = δ(E − E′)LS (A31)
A(E,E′) = δ(E − E′)
∫ ∞
0
eiEtA(t)dt
≡ δ(E − E′)A(E) (A32)
Π(E, t0) =
1√
2π
eiEt0 Π(E) (A33)
Inserting Eqs. (A26), (A27), (A31), and (A33) in (A18),
(A19) and (A29) we obtain
ΠS(E) =
i
E − LS , (A34)
Π(E) =
i
E − L(E) , (A35)
ρ(E) = Π(E) ρ(t0). (A36)
For the diagrammatic representation of Σ(E) we obtain
from Eq. (A16) the result
Σ(E) =
∞∑
m=2
∑
diagrams
(±)Np
S
(∏
γ
)
irr
×GRS(E +X1) . . . GRS(E +Xm−1)G , (A37)
with the resolvent RS(E) = −iΠS(E) = 1/(E − LS).
Conveniently, the frequency integration over the variables
ω¯ = ηω appearing in the quantities Xi are performed by
closing the integration contour in the upper half of the
complex plane where, except for the density of states
and the Bose/Fermi-function appearing in the contrac-
tion Eq. (A14), the integrand is analytic.
Appendix B: Quench dynamics
If, at a certain quench time t = tq, the properties of the
Hamiltonian are discontinuously changed, it is convenient
to define propagators and effective Liouville operators
corresponding to the time evolution after and before the
quench as well as to the memory by
Af (t, t
′) = A(t, t′) θ(tq − t′), (B1)
Ai(t, t
′) = θ(tq − t)A(t, t′), (B2)
Afi(t, t
′) = θ(t− tq)A(t, t′) θ(tq − t′), (B3)
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with A ≡ Π,ΠS ,Σ, L, LS. Since LS,fi = 0 we get Lfi =
Σfi. Due to the form (A20) of the propagator we obtain
the central equation
Πfi(t, t
′) = Πf (t, tq)Πi(tq, t′) − i (Πf ΣfiΠi)(t, t′) ,
(B4)
which holds in the generic case even if the Hamiltonian
is time-dependent before and after the quench. The rela-
tion between the density matrix ρf (t) = ρ(t)θ(t−tq) after
the quench and the one at the initial time t0 < tq before
the quench (where the local system and the reservoirs are
assumed to be decoupled) can be calculated from
ρf (t) = Πfi(t, t0) ρ(t0). (B5)
For the special case of a time-independent Hamiltonian
before and after the quench (which we discuss in this
paper), the propagators Πf/i after and before the quench
depend only on the relative time difference. Introducing
the special Fourier transformation for the memory parts
(where tq is used as reference time and the prefactor
1
2π
is omitted)
Afi(E,E
′) =
∫∫
eiE(t−tq)−iE
′(t′−tq)Afi(t, t′)dtdt′,
(B6)
and using Eq. (A32) we obtain for Eq. (B4) in Fourier
space
Πfi(E,E
′) = Πf (E) (1 − iΣfi(E,E′))Πi(E′) , (B7)
with
Πf (E) =
i
E − Lf(E) , (B8)
Πi(E
′) =
i
E′ − Li(E′) . (B9)
The diagrammatic representation of this formula is illus-
trated in Fig. 1(a).
The diagrammatic expansion for −iΣ(E,E′) can be
obtained from Eq. (A16) as
−iΣfi(E,E′) =
∫∫
eiE(t−tq)−iE
′(t′−tq)
×
∞∑
m,m′=1
∑
diagrams
(±)Np
S
(∏
γ
)
irr
(−i)m+m′
× (Gf ΠX
f
1
S,f . . . Gf Π
Xfm
S,f )(t, tq)
× (ΠXimS,i GiΠ
X′,i
1
S,i . . . GiΠ
X′,i
m′−1
S,i Gi)(tq, t
′)dtdt′, (B10)
where Xfk , k = 1, . . . ,m, contain the chemical potentials
after the quench, whereas the variables X im and X
′,i
k′ ,
k′ = 1, . . . ,m′ involve the chemical potentials before the
quench. Performing the time integrals and using that
Gf/i is independent of time and ΠS,f/i(t, t
′) = ΠS,f/i(t−
t′) depends only on the relative time difference, gives a
product in Fourier space for the two expressions left and
right to the quench with the result
−iΣfi(E,E′) =
∞∑
m,m′=1
∑
diagrams
(±)Np
S
(∏
γ
)
irr
×Gf RfS(E +Xf1 ) . . . Gf RfS(E +Xfm)RiS(E′ +X im)
×GiRiS(E′ +X ′,i1 ) . . .GiRiS(E′ +X ′,im′−1)Gi , (B11)
with the resolvents R
f/i
S (E) = −iΠS,f/i(E) = 1/(E −
L
f/i
S ). As a result, we get the usual diagrammatic rules
with the difference that the quench time has to be in-
troduced in one propagator, all resolvents left (right) to
the quench contain the Fourier variable E (E′), and all
vertices, Liouvillians, and chemical potentials appear-
ing left (right) to the quench are associated with the
ones after (before) the quench. Furthermore, following
Ref. 8, it is possible to sum over all contractions which
do not cross over the quench, such that the full effec-
tive vertices Gf/i(E) and the full resolvents Rf/i(E) =
1/[E−Lf/i(E)] appear left/right to the quench with the
result
−iΣfi(E,E′) =
∞∑
m,m′=1
∑
diagrams
(±)Np
S
(∏
γ
)
quench
×Gf (E)Rf (E +Xf1 ) . . . Gf (E +Xfm−1)Rf (E +Xfm)
×Ri(E′ +X im)Gi(E′ +X im)Ri(E′ +X ′,i1 ) . . .
. . . Gi(E
′ +X ′,i1 ) . . . Ri(E
′ +X ′,im′−1)Gi(E
′ +X ′,im′−1) .
(B12)
In this form all contractions have to cross over the
quench, indicated by (
∏
γ)quench, leading automatically
to a connected diagram. Examples of diagrams are shown
in Fig. 1(b).
Appendix C: RTRG for IRLM
Here we present the results of the RTRG method for
the IRLM, as they have been derived in Ref. 21 by using
the Matsubara cutoff scheme or alternatively in Ref. 31
by the E-RTRG method. We consider the special case
of one single reservoir at zero temperature with chemical
potential µ = 0 and consider the particle-hole symmetric
case ǫ = 0.
The quantities Z ′(E) and L˜∆(E) defined in (15) are 4×
4 matrices in Liouvillian space in the basis (00, 11, 10, 01),
where 0/1 denote the unoccupied/occupied state of the
local state. Writing each 4 × 4 matrix in terms of four
2× 2 blocks, Z ′(E) and L˜∆(E) can be written as
Z ′(E) =
(
1 0
0 Z(E)1
)
, (C1)
L˜∆(E) = −i
(
Γ1(E)τ− 0
0 12Γ2(E)1
)
, (C2)
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where τ± = 12 (1 ± σx), and the functions Z(E) =
Z(−E∗)∗ and Γ1/2(E) = Γ1/2(−E∗)∗ fulfill the RG equa-
tions
∂
∂E
Z(E) = U2
Z(E)
E + iΓ2(E)/2
, (C3)
∂
∂E
Γ1(E) = −g Γ1(E)
E + iΓ2(E)/2
, (C4)
∂
∂E
Γ2(E) = −g Γ1(E)
E + iΓ1(E)
, (C5)
with g = 2U −U2. The initial conditions at E = iωc are
given by Z = 1 and Γ1 = Γ2 = Γ0.
With Eq. (C2), the resolvent R˜∆(E) = 1/(E− L˜∆(E))
defined in Eq. (14) can be decomposed as
R˜∆(E) =
1
E
(
τ+ 0
0 0
)
+
1
E + iΓ1(E)
(
τ− 0
0 0
)
+
1
E + iΓ2(E)/2
(
0 0
0 1
)
(C6)
The effective vertices G˜1(E) = Z
′(E)G1(E) and
G˜12(E) = Z
′(E)G12(E), where G1 =
∑
pG
p
1 and G12 =∑
pp′ G
pp′
12 denote the vertices averaged over the Keldysh
indices, contain only the index 1 ≡ η = ± characterizing
creation/annihilation reservoir field operators (note that
we consider the single reservoir case without spin). The
effective vertices are explicitly given by
G˜+(E) =
√
Z(E)Γ1(E)
2π
×


0
1/Z(E) 0
−1/Z(E) 0
0 0
1− iπU 1 + iπU 0

 ,
(C7)
G˜−(E) =
√
Z(E)Γ1(E)
2π
×


0
0 −1/Z(E)
0 1/Z(E)
1 + iπU 1− iπU
0 0
0

 ,
(C8)
G˜+−(E) = −G˜−+(E) =
(
0 0
0 Uσz
)
, (C9)
and G˜++ = G˜−− = 0.
Appendix D: Branching point position
Here we show how to derive the improved formula (77)
for the position of the branching point z0 = −iΓ∗2/2 of the
resolvent R1(E) = 1/(E + iΓ1(E)), which is at the same
time the pole of the resolvent R2(E) = 1/(E+iΓ2(E)/2),
i.e. fulfills the equation z0 = −iΓ2(z0)/2 or Γ2(z0) = Γ∗2.
We start from the RG equations (35) for E = z0 + iΛ,
with Λ > 0, i.e. the regime of the imaginary axis above
the branch cut of R1(E). By comparison with the numer-
ical solution we find that a very good approximation con-
sists in replacing Γ1/2(E) → Γ∗2 on the r.h.s. of the RG
equations. This leads to the solution Eq. (70) for Γ1(E),
which, when inserted in the RG equation for Γ2(E) and
using E = −iΓ∗2/2 + iΛ gives the following differential
equation for the determination of Γ2
dΓ2
dΛ
= −g TK
Λ + Γ∗2/2
(
TK
Λ
)g
. (D1)
This equation has to be solved with the boundary condi-
tions
Γ2
Λ→∞−→ TK
(
TK
Λ
)g
(D2)
Γ2
Λ→0−→ Γ∗2 (D3)
Taking another derivative with respect to Λ and defining
the variable x = −Λ/(Γ∗2/2), we obtain the following
special case of the hypergeometic differential equation
x(1− x)d
2Γ2
dx2
+ (g − (1 + g)x)dΓ2
dx
= 0 . (D4)
Denoting the hypergeometric function by F (a, b, c, x),
this equation has the following two elementary solutions
F (0, g, g, x) = 1 (−x)1−g F (1− g, 1, 2− g, x) . (D5)
Since the hypergeometric function is analytic for |x| < 1,
the second elementary solution has a branch cut from the
power law (−x)1−g, which is chosen such that the branch
cut for Γ2(E) lies on the negative imaginary axis. The
solution for |x| < 1 can then be written as
Γ2 = Γ
∗
2 + λ (−x)1−g F (1− g, 1, 2− g, x) , (D6)
where we have used the boundary condition Eq. (D3) that
Γ2 = Γ
∗
2 for x→ 0. The coefficient λ can be determined
by taking the derivative w.r.t. x and comparing with the
differential equation (D1) for x→ 0. Using F (a, b, c, 0) =
1 we obtain from Eq. (D6)
dΓ2
dΛ
= − 2
Γ∗2
dΓ2
dx
x→0−→ 2
Γ∗2
λ(1− g)
(
Γ∗2/2
Λ
)g
,
which, when compared with Eq. (D1), gives λ =
− g1−gTK( TKΓ∗
2
/2 )
g, i.e. the solution for |x| < 1 reads
Γ2 = Γ
∗
2−
− g
1− gTK
(
TK
Γ∗2/2
)g
(−x)1−gF (1 − g, 1, 2− g, x) .
(D7)
To find the analytical continuation to the regime |x| > 1
we use the relation
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F (1− g, 1, 2− g, x) = Γ(2− g)Γ(g)
Γ(1)Γ(1)
(−x)g−1F (1− g, 0, 1− g, 1
x
) +
Γ(2− g)Γ(−g)
Γ(1− g)Γ(1− g) (−x)
−1F
(
1, g, 1 + g,
1
x
)
= (1− g) π
sin(πg)
(−x)g−1 + 1− g
g
1
x
F
(
1, g, 1 + g,
1
x
)
, (D8)
where we have used Γ(2 − g)/Γ(1 − g) = (1 − g), Γ(1 − g)/Γ(−g) = −g and Γ(2 − g)Γ(g) = (1 − g)Γ(1 − g)Γ(g) =
(1− g) πsin(πg) in the last step. Inserting Eq. (D8) in Eq. (D7) gives the following solution for |x| > 1
Γ2 = Γ
∗
2 −
πg
sin(πg)
TK
(
TK
Γ∗2/2
)g
+ TK
(
TK
Λ
)g
F
(
1, g, 1 + g,
1
x
)
. (D9)
Comparing this solution with the asymptotic boundary
condition Eq. (D2), we find that the first two terms on
the r.h.s. of Eq. (D9) have to cancel each other, leading
to the result Eq. (77) for Γ∗2
Γ∗2
2
≈ TK
(
πg
2 sin(πg)
) 1
1+g
. (D10)
Appendix E: Interaction quenches
In this Appendix we present the detailed calculation
of the second term of Eq. (88a) for the interaction
quench between the coherent and the incoherent regimes.
To compute the memory contribution to P (t) we start
from Eq. (88b) and restrict ourselves to small couplings
|gi/f | ≪ 1 such that gi/f ≈ 2Ui/f . We use the nota-
tion a = i/f , ti = tq and tf = t − tq, and calculate the
functions F aΛ(ta) in leading order in ga by dropping all
contributions from the resolvents of order O(ga). There-
fore, we replace Γa2(E) → Γ∗a2 in the resolvent Ra2(E)
and approximate the Z-factors Za(E) ≈ 1. The latter
follows from the solution of the RG equation (C3), which
in leading order reads as
Za(E) ≈
(−iE + 12Γ∗a2
ωc
)U2a
. (E1)
For |E| ∼ T aK this gives Za ∼ (T aK/ωc)U
2
a ∼ 1 for small
|Ua|. With these approximations, Eq. (88b) reads as
F aΛ(ta) ≈
1
2
∑
σ=±
∫ √
Γa1(E)
E+iΓa1(E)
e−iEta
E+i(Λ+ 12Γ
∗a
2 )−σ0+
dE
2π
,
(E2)
where we added a small imaginary part iσ0+ to Λ and
have taken the average of σ = ± in order to define
the integrand on the branch-cut of the first resolvent.
Closing the integration contour in the lower half-plane,
there are two pole contributions at E = ±Ωa − iΓ∗a1 of
the first resolvent (for ga > 0), one pole contribution
at E = −i(Λ + 12Γ∗a2 ) + σ0+ of the second resolvent,
and a branch cut contribution starting at E = −i 12Γ∗a2
from the function Γa1(E). Neglecting terms of O(ga),
we consider only the contribution of O(1) of the branch
cut. This part is relevant in the regime of intermediate
times Γ∗a1 ta ∼ 1/ga and stems from the Lorentzian form
of the jump of the resolvent Ra1(E) across the branch
cut centered at E ∼ −iΓ∗a1 [see the discussion around
Eq. (80)]. Therefore, we approximate this peak by a true
δ-function such that the branch-cut contribution is ap-
proximately given by a pole contribution at E = −iΓ∗a1
with Ra1(E) ≈ −sign(ga)/(E + iΓ∗a1 ) close to this pole
according to Eq. (80).
Using Eq. (70) for Γa1(E) and neglecting terms O(ga),
we can split the various pole contributions as
F aΛ(ta) ≈ F aΛ,1(ta) + F aΛ,2(ta) , (E3)
with
F aΛ,1(ta) = (2 cos(Ωata) θ(ga)− sign(ga)) e−Γ
∗a
1 ta
× Re
√
Γ∗a1
Γ∗a1 − 12Γ∗a2 − Λ + i0+
, (E4)
F aΛ,2(ta) = −Re
√
T aK
[
TaK
Λ
]ga/2
e−(Λ+
1
2
Γ∗a2 )ta
T aK
[
TaK
Λ
]ga− 12Γ∗a2 − Λ + i0+ . (E5)
Note that when considering the product F fΛ(tf )F
i
Λ(ti) en-
tering the second term for P (t) in Eq. (88a), there is
no divergence for the subsequent integral over Λ close
to Λ ∼ Γ∗a1 − 12Γ∗a2 since the principal values of the two
resolvents are centered at different positions. The combi-
nation F fΛ,1(tf )F
i
Λ,1(ti) will be neglected in the following
since it has the strongest decay ∼ e−Γ∗f1 tf e−Γ∗i1 ti . For the
case ga = −ga¯ < 0 (with a¯ = f/i for a = i/f), the combi-
nation F aΛ,2(ta)F
a¯
Λ,1(ta¯) contains an exponentially decay-
ing factor e−Λta for the integration over Λ in (88a). This
restricts the integration range to Λ . 1/ta ≪ Γ∗a1 < Γ∗,a¯1 ,
where we have used that Γ∗a1 ≈ 2gaT aK is larger for a pos-
itive interaction than for a negative one. Therefore, we
can neglect −Λ + i0+ in all denominators of the resol-
vents occurring in Eqs. (E4) and (E5). Furthermore, we
can approximate (T aK/Λ)
ga ≈ (T aKta)ga in Eq. (E5). The
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same holds for the combination F fΛ,2(tf )F
i
Λ,2(ti), except
that an exponential factor e−Λ(ti+tf ) = e−Λt occurs such
that we get (T aK/Λ)
ga ≈ (T aKt)ga in Eq. (E5). With these
approximations we can easily calculate the final integral
over Λ to get the second term of Eq. (88a) for the two
quench protocols.
a. In the coherent to incoherent quench the coupling
before tq is positive and has the same absolute value as
the one afterwards: gi = −gf = g > 0. The combinations
F fΛ,2(tf )F
i
Λ,1(ti) and F
f
Λ,2(tf )F
i
Λ,2(ti) are both purely de-
caying after the quench with decay rate 12Γ
∗f
2 . However,
since F iΛ,1(ti) ∼ e−Γ
∗i
1 ti and F iΛ,2(ti) ∼ e−
1
2
Γ∗i2 ti , the com-
bination F fΛ,2(tf )F
i
Λ,2(ti) will dominate. Together with
−gi = −g, Γ∗i2 ≈ 2gT iK and Γ∗f2 ≈ 2−gT fK , this leads to
the result
−gi
∫ ∞
0
F fΛ,2(t− tq)F iΛ,2(tq)dΛ ≈ −g
e−
1
2
Γ∗i2 tq− 12Γ∗f2 (t−tq)
t
× 1√
T iKT
f
K
(
T iKt/2
)g/2(
T iKt/2
)g − 12
(
T fKt/2
)−g/2
(
T fKt/2
)−g
− 12
. (E6)
Introducing the function S±x defined in Eq. (90) in the
main text, we obtain the second term of Eq. (89).
b. The incoherent to coherent quench has the op-
posite signs of the couplings gf = −gi = g > 0.
Here we consider both combinations F fΛ,1(tf )F
i
Λ,2(ti) and
F fΛ,2(tf )F
i
Λ,2(ti) since the first one is oscillating after the
quench whereas the second one is purely decaying. Using
Γ∗i1/2 ≈ 2−gT iK and Γ∗f1/2 ≈ 2gT fK , we obtain∫ ∞
0
F fΛ,1(t− tq)F iΛ,2(tq)dΛ ≈ − (2 cos(Ωf (t− tq))− 1)
× e
− 1
2
Γ∗i2 tq−Γ∗f1 (t−tq)
tq
2√
T ∗iK T
∗f
K
(
T iKtq/2
)−g/2(
T iKtq/2
)−g − 12 ,
(E7)
and
∫ ∞
0
F fΛ,2(t− tq)F iΛ,2(tq)dΛ ≈
e−
1
2
Γ∗i2 tq− 12Γ∗f2 (t−tq)
t
× 1√
T ∗iK T
∗f
K
(
T iKt/2
)−g/2(
T iKt/2
)−g − 12
(
T fKt/2
)g/2
(
T fKt/2
)g
− 12
. (E8)
For t−tq ≪ tq, we can replace t by tq in the last equation.
Furthermore, using Eq. (86), we can use for T iKtq ≫ 1
P i(tq) ≈ g e− 12Γ
∗i
2 tq
(S−
T iK tq
)2
T iKtq
. (E9)
Therefore, the sum of the two contributions (E7) and
(E8) multiplied by −gi = g (i.e. the contribution to P (t)
from the quench) can be written as
− gi
∫ ∞
0
F fΛ(t− tq)F iΛ,2(tq)dΛ ≈
≈ A
[
− 2
S−
T iKtq
e−Γ
∗f
1
(t−tq)(2 cos(Ωf (t− tq))− 1)+
+
S+
T fK tq
S−
T iK tq
e−Γ
∗f
2
(t−tq)/2
]
P i(tq), (E10)
where A =
√
T iK/T
f
K = (Γ0/ωc)
g < 1. This leads
straightforwardly to Eq. (91).
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