Abstract. We prove that the equivalences between the local definition, the Pietsch's Domination theorem and the Pietsch's factorization theorem of absolutely p-summing linear operators between Banach spaces, admit a generalization to multilinear and homogenoeus polynomial mappings. This gives rise, in a natural way, to a notion of p-summability which is the one we study.
Introduction
The relevant role that absolutely p-summing operators play in the theory of Banach spaces has motivated the development of analogous notions for classes of mappings other than linear bounded operators. This is the case of completely p-summing operators, studied by G. Pisier in [31] , and the case of Lipschitz psumming maps, studied by J.Farmer and W.B. Johnson in [17] . This is also the case of bounded multilinear and polynomial mappings. In this context, however, a wide variety of notions of p-summability has been appeared. In general, they are not equivalent to each other. Among them, we find [6] , [16] , [22] , [28] . Relations among these notions may be found in [23] , [24] and [26] . The current interest in studying p-summability in such a non-linear context has been stimulated also by the search of Bohnenblust-Hille or Littlewood type estimates (e.g. [1] , [5] , [11] , [13] ).
The goal of this paper is to introduce and develop the notion of p-summability for multilinear operators that stems from regarding, via a natural isomorphism, multilinear operators as homogenous mappings on certain subset of the tensor product.
With this approach, we prove that the triad of equivalent formulations of the linear p-summability property: the local definition, Pietsch's Domination theorem and Pietsch's Factorization theorem, see [15, Chapter 2] , remain equivalent for multilinear operators. Concretely, we prove: Theorem 1.1. Let 1 ≤ p < ∞. Given an n-linear operator between Banach spaces T : X 1 × · · · × X n → Y . The following conditions for T are equivalent: (1) there exists c > 0 such that for k ∈ N, i = 1, . . . , k and u i , v i ∈ X 1 ×· · ·×X n ,
There is a constant c > 0 and a regular probability measure µ on B L(X1,...,Xn) , w * such that for each u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ X 1 × · · · × X n we have that This theorem gives rise to the notion of p-summability for multilinear maps that we will adopt (Definition 3.1). The fact that these mappings admit such a factorization has important consequences for them. For instance, they are compact whenever X 1⊗π · · ·⊗ π X n has no copies of ℓ 1 (Corollary 3.4).
To prove Theorem 1.1 and its consequences, we follow the approach introduced in [18] to study multilinear mappings. It consists, basically, in study a multilinear map T by means of its associated Σ-operator f T (see Section 2). T and f T are easily determined one from each other. However, the transition to Σ-operators
gives us access to a richer geometrical context. It places the study of bounded multilinear mappings in such a way that the interaction between the algebraic and the continuous structures becomes visible. In this sense, Σ-operators can be studied as Lipschitz mappings, while multilinear operators are not.
Section 2 begins with a brief exposition of the basic notions of Σ-operators and then enters to the core of the paper, namely, the notion of p-summability for this nonlinear context. Here we discuss its relation with the notion of a Lipschitz psumming mapping between metric spaces, introduced [17] . In Section 3 we apply this to study p-summability on multilinear and polynomial operators. We have included a comparison with some of the most studied classes of multilinear mappings associated to other notions of p-summability. In Section 4 we expose briefly this notion of multilinear and polynomial p-summability, when other norms than the projective tensor norm, are considered.
We would like point out that it is possible to prove the results in Section 3 directly, without appealing explicitly to Σ-operators. This is how they appear in the thesis of the first author [3] . Presenting them through Σ-operators provides a geometric understanding of the proposed notion of p-summability. This geometrical approach has been also successfully applied to the study of other multilinear problems (see [20] ), as it is the characterization on multilinear mappings that factorize through subsets of Hilbert spaces [19] .
Absolutely p-summing Σ-operators
Throughout this paper X, X 1 , . . . , X n and Y will be Banach spaces over the same field R or C, and B X will be the unit ball of a space X. The projective tensor product of X 1 , . . . , X n will be denoted by X 1⊗π · · ·⊗ π X n and the space of multilinear bounded operators, by L(X 1 , . . . , X n ; Y ). The general theory that we will use can be found in [15] and [32] .
Before studying p-summability in Σ-operators, we recall briefly how Σ-operators are used to study multilinear mappings. The details can be found in [18] . Each multilinear bounded operator T ∈ L(X 1 , . . . , X n ; Y ) between Banach spaces admits a factorization as follows
where Σ X1,...,Xn := {x 1 ⊗ · · · ⊗x n ∈ X 1 ⊗ · · · ⊗X n ; x i ∈ X i } is the metric space of decomposable tensors endowed with the metric induced on it by the projective tensor norm. It is called the (metric) Segre cone of the spaces
is the bounded linear operator such that for every 
These isometries allows us to study every aspect of T by means of f T , which is a Lipschitz mapping (recall that nonzero multilinear mappings are not) embedded in a context of greater geometric richness. 
..,Xn , the following inequality holds:
The smallest constant c > 0 satisfying Definition 2.1 will be denoted π p (f ). It is a norm in the space of absolutely p-summing Σ-operators Π p (Σ X1,...,Xn ; Y ). When n = 1, we have that Σ X = X. In this case Σ-operators and linear mappings coincide:
Consequently, Definition 2.1 coincides with Pietsch's original definition of absolutely p-summing linear operators.
Observe that ifT f ∈ L(X 1⊗π · · ·⊗ π X n ; Y ) is the linear mapping associated to
absolutely-p summing and
Domination and Factorization theorems for absolutely p-summing Σ-
operators. Given a regular probability measure µ defined on the compact set
will stand for the linear isometry defined as
then the following statements are equivalent:
(ii) There is c ≥ 0 and a regular probability measure µ on B L(ΣX 1 ,...,Xn ) , w * such that for each u, v ∈ Σ X1,...,Xn we have that
There exist a regular Borel probability measure µ on the space (B LΣ , w Proof. The proof is like the proof of the original (linear) Pietsch factorization
that is, in such a way that the following diagram commutes:
If f is as in (ii), we get (i) by using several times (ii) and adding the terms to both sides of (3). To prove
be the set of functions g M which are defined as follows: For each finite sub-
By (i), Q is disjoint with the positive cone C of C R (B LΣ ), which is an open convex subset. Then, there is a ν ∈ (C R (B LΣ )) * and α ∈ R such that for every g ∈ Q and h ∈ C, ν(g) ≤ α < ν(h). From the fact that 0 = g {(0,0)} ∈ Q and that every positive constant function is in C, it follows that α = 0. The continuity of ν implies that ν(h) ≥ 0 whenever h ≥ 0. Now we see ν as a positive regular
Borel measure µ on (B LΣ , w * ). In these terms, for every g ∈ Q and every h ∈ C,
. Normalizing µ and applying the inequality in the case of the function g (u,v) ∈ Q, for a given pair u, v ∈ Σ X1,...,Xn , we obtain an expression equivalent to (3).
To see (ii) ⇒ (iii), consider a regular Borel probability measure µ as in (ii). Let
and π p (f ) is the infimum among the constants satisfying (3).
when the spaces were real spaces, and
when the spaces were complex.
(iv) ⇒ (ii). For u, v ∈ Σ, inequality (3), and consequently (ii), follows from:
The equivalence between (i) and (ii) can be understood as a Pietsch's Domination type Theorem. Pietsch's Domination Theorem admits generalizations to broader contexts, as proved in [8] and [25] . However, the equivalence with a factorization statement, which holds for multilinear mappings (as proved in Theorem 2.1) and for Lipschitz mappings (as proved in Theorem 2 [17] ), does not seem to hold in such a general setting.
In [17] , J.D. Farmer and W.B.Johnson introduced the notion of Lipschitz psummability for mappings between metric spaces, in the following way: "The Lips-
, of a (possibly nonlinear) mapping T : X → Y between metric spaces is the smallest constant C so that for all (x i ) i , (y i ) i in X and all positive reals a i ,
Here B X # us the uni ball of X # , the Lipschitz dual of X". As they noted, the definition is the same if it is considered a i = 1. In Theorem 2 they prove that for linear mappings, the Lipschitz p-summing notion and the (linear) absolutely p-summing notion coincide. We have already mentioned that Σ-operators are Lipschitz mappings between metric spaces. It is natural to ask, then, if the Lipschitz p-summing notion and the absolutely p-summing notion (Definition 2.1) also coincide for Σ-operators. Directly from the definitions we can get that every absolutely p-summing Σ-operator is Lipschitz p-summing:
Question 2.3. Do both notions coincide for Σ-operators?
Absolutely p-summing Σ-operators satisfy the so called inclusion Theorem (see [15, 2.8] for the linear notion) and behave well with respect to composition with bounded linear operators. We omit the proofs since are easily adapted from the linear ones.
Proposition 2.5. Let 1 ≤ p < ∞. For every n ∈ N and every X 1 , . . . , X n , Y, Z
Banach spaces, it holds that
ii 
Application to multilinear and polynomials mappings
In this section we achieve our original goal, namely, to have a notion of psummability for polynomials and multilinear operators which generalize in a natural way, the theory of absolutely p-summing linear operators. This will be obtained directly from the results on Section 2 and the inherent relationship between these notions, stated in diagram (1).
3.1.
A p-summability property for multilinear mappings. Using diagram (1) in Theorem 1.1, then, for Likewise, it can be proved that they are equivalent to the following factorizations, too: There exist a regular Borel probability measure µ on the space
There exist a regular Borel probability measure µ on the space B L(X1,...,Xm) , w * , and a Lipschitz function h T : Proof. Let f T be the absolutely p-summing Σ-operator associated to T and let
..,Xn . Then, {z i } i is a bounded sequence in X 1⊗π · · ·⊗ π X n . Under our assumptions, Rosenthal's dichotomy theorem implies that this sequence has a weakly Cauchy subsequence {z i k } k . Then, {i Σ (z i k )} k is also weakly Cauchy. Since j p transforms weakly Cauchy sequences into norm convergent sequences, (see pp. 40, 49 [15] ) and
is a convergent subsequence. Consequently, T is compact.
Then, every Lipschitz p-summing multilinear operator T ∈ L(ℓ q1 , . . . , ℓ qn ; Y ) is compact. This is because of Corollary 3.4 and the fact that in this case ℓ q1⊗π · · ·⊗ π ℓ qn is reflexive, [2] .
Ideal-type properties analogous to those in Proposition 2.5 hold, as well as the inclusion Theorem:
3.2.
Relations with other notions of p-summability. A wide variety of generalizations of absolutely p-summing operators to the multilinear setting has been appeared. In general, it is not easy to distinguish the notions from each other. Here we expose the relations of the notion introduced in Definition 3.1 with those that we think are the closest. First we mention those operators such that its associated linear mapping is absolutely p-summing. These mappings satisfy Pietsch's Domination and Factorization Theorems, directly inherited from their linear associated operator. We find them in the literature under different names: as belonging to the compositon ideal with absolutely p-summing linear operators in [7] or to be a Factorable strongly p-summing multilinear operators (that these classes coincide can be seen in Corollary 4.6 [24] and the comment after).
On the other hand, an operator T ∈ L(X 1 , . . . , X n : Y ) is said to be strongly p-summing (see its definiton in [16] ) exactly when T satisfies the condition (1) in Theorem 1.1 for every k ∈ N, i = 1, . . . , k, u i ∈ X 1 × · · · × X n and v i = 0. The set of strongly p-summing multilinear operators is denoted L p ss . Then, we have that
Example 3.3 in [9] shows that T ∈ L(ℓ 1 , ℓ 1 ; ℓ 1 ) T ((x), (y) = (x j y j ) j is a strongly p-summing multilinear operator whose associated linear mapping is not absolutely p-summing. We do not know if T is Lipschitz p-summing, according to Definition 3.1.
The condition for a multilinear mapping to be strongly p-summable is localized in 0 ∈ X 1 × · · · × X n . When dealing with non-linear mappings this is not, in general, equivalent to a condition in differences (as Definition 3.1). This causes that, despite having a Pietsch-type domination equivalence, [16, Proposition1.2] there is no a Pietsch-type factorization equivalence for strongly p-summing multilinear operators, as far as we know.
Among the most studied generalizations of absolutely p-summing operators we find the mappings defined as fully p-summing multilinear in [22] and multiple psumming in [6] (both classes coincide). This class of operators does not admit a characterization in terms of a Pietsch-type factorization, since there are scalar valued multilinear operators that are not multiple (or fully) p-summing (see [27] ).
The same happens with the classes of absolutely p-summing multilinear operators and the np-dominated operators, introduced by A. Pietsch in [28] . This fact makes these notions essentially different to the one introduced here (see Proposition 2.5 and Theorem 1.1).
3.3.
A p-summability property for polynomials. A mapping P : X → Y between Banach spaces is a homogeneous poylnomial of degree n if there exists a multilinear mapping
x). If
T P is required to be symmetric, then it is unique (see [14] ). Let P( n X, Y ) be the Banach space of n-homogeneous bounded polynomials from X to Y , normed with the supremum norm on the unit ball. When Y is the scalar field we will use the notation P( n X).
Consider P ∈ P( n X, Y ), its associated unique symmetric multilinear mapping T P and its corresponding Σ-operator f P : Σ X,...,X → Y . Then, P (x) = f P (x⊗ · · · ⊗x).
Note that f P is symmetric in the sense that
for any permutation σ of {1, . . . , n}.
i n X : X → C B P( n X) denotes the n-homogeneous polynomial defined as i n X (x) (ϕ) := ϕ (x), for every x ∈ X and every ϕ ∈ B P( n X) . Then, Theorem 3.7. Let 1 ≤ p < ∞ and let P ∈ P( n X, Y ) be an n-homogeneous polynomial between Banach spaces. The following conditions for P are equivalent:
(1) There exists c > 0 such that for k ∈ N, i = 1, . . . , k and u i , v i ∈ X,
(2) There is a constant c ≥ 0 and a regular probability measure µ on B P( n X) , w * such that for each u, v ∈ X we have that
There exist a regular Borel probability measure µ on the space
There exist a probability space (Ω, Σ, µ), a n-homogeneous polynomial ν :
If π p (P ) := inf{c; (1) holds}, then π p (P ) = inf{c; (2) holds} and h P Lip = π p (P ) = h P Lip when the spaces are real and π p (P ) = h P Lip ≤ h T Lip ≤ √ 2π p (P ) when the spaces are complex.
The proof follows from arguments analogous to those already used for Σ-operators and multilinear operators. Because of these equivalences, we define: The space of Lipschitz p-summing homogeneous polynomials will be denoted
Consequently, P T ∈ P Lip p ( n X, Y ). The estimates on the constants follow from the estimates in the factorization theorems, as well as from the relations v ≤
also that the Lipschitz p-summability property is stable under composition with bounded linear operators (the so called ideal properties). As in Corollary 3.4, we deduce that whenever the symmetric projective tensor product contains no copies of ℓ 1 , then every Lipschitz p-summing polynomial is compact.
Examples of Lipschitz p-summing operators. We consider a fixed 1 ≤ p < ∞.
As mentioned in (ii) in Proposition 2.5 and a comment after Corollary 3.2, every multilinear operator whose image belongs to a finite dimensional space is Lipschitz p-summing.
Let K, K 1 , . . . , K n be compact Hausdorff spaces and let µ, ν be positive regular Borel measures on K and 4. p-summability with respect to other reasonable cross norms.
The study carried out in the previous sections is developed by using the projective tensor norms of Banach spaces, mainly because it satisfies the universal property.
However, other norms on tensor products may naturally appear, as for instance, the Hilbert-Schmidt tensor product of Hilbert spaces (see [22, Proposition 5.10 ]) The study of p-summability can be carried out in these other contexts in an analogous way. We present a brief exposition of it.
Recall that a norm β on the vector space X 1 ⊗ · · · ⊗X n is said to be a reasonable cross norm if it has the following two properties: (1) β(x 1 ⊗ · · · ⊗ x n ) ≤ x 1 · · · x n for every x i ∈ X i ; i = 1, . . . n. and (2) For every x * i ∈ X * i , the linear functional x * 1 ⊗ · · · ⊗ x * n on X 1 ⊗ · · · ⊗X n is bounded, and x * 1 ⊗ · · · ⊗ x * n ≤ x * 1 · · · x * n (see [10] , [12] or [32] ). The metric induced by β on Σ X1,...,Xn will be denoted d β and the resulting metric space Σ β X1,...,Xn . From the definition we get that whenever β and γ are reasonable cross norms on X 1 ⊗ · · · ⊗X n such that β ≤ γ, then every T : X 1 × · · · × X n → Y which is Lipschitz p-summing with respect to γ, is also Lipschitz p-summing with respect to β. 
