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1. Introduction 
Economic models are distinguished by being large, sparse equation systems with complex 
dynamics. In operational form they typically contain between 50 and 2000 equations, although 
some of the multicountry models now have up to 20000 equations. On the other hand, those 
equations seldom contain more than 3 or 4 endogenous variables, so they are extremely sparse by 
any standard. Similarly the dynamic structure may be complicated, and it often involves lead 
(anticipations) terms as well as lags, but it too is usually concentrated on just a few variables. 
Economic models are also mostly used for repeated forecasts and simulation exercises under a 
range of small changes in the external conditions or base assumptions. Model solution techniques 
which are computationally efficient for repeatedly solving a large sparse system over different 
time periods and circumstances are therefore at a premium. The main aims of research in this 
area have been: 
(a) To determine convergence conditions for the standard iterative techniques on an arbitrary 
real equation system, economic models having none of the special features of physical systems 
(e.g. symmetry, diagonal dominance, nonnegativity, block cyclic structures, etc.). 
(b) To find simple techniques which are globally convergent. 
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(c) To reduce the computational cost of those techniques, either by accelerating the conver- 
gence rate with suitable extrapolations or by reducing the work done per step by reordering the 
equations or reformulating the iterations. 
(d) To find eff’ rcient ways of solving the 2-point boundary value problems which arise from 
the rational (forward looking) expectations models of economics. 
This paper surveys recent developments in the iterative equation solution techniques now used 
in economic research. 
2. Stationary iterations with one parameter extrapolations 
2.1. First-order techniques 
Consider the linear equation system 
Ay=b (1) 
where A E OX”,” is a known real matrix of order n with nonvanishing diagonal elements, and 
where y and b are real vectors containing the unknown and predetermined parts of each 
equation respectively. Stationary first-order iterative techniques 
Y (S+r) = Gy(“) + c, s=o, 1,2,... (2) 
with an arbitrary start y(O), are routinely used to construct the numerical solution to (1): see for 
example [lo] or [25]. They are computationally efficient if A is a large, sparse or ill-conditioned 
matrix. They are also widely used for solving nonlinear equation systems, in which case A 
represents the system’s Jacobian matrix. 
These first order methods are based on the splitting A = P - Q where P is nonsingular; and 
they are completely consistent with (1) when G = P-‘Q and c = P-lb define the iteration matrix 
and forcing function [29]. The most widely used splittings are those which produce the Jacobi, 
Gauss-Seidel and Successive Overrelaxation (SOR) iterative methods: respectively 
P=D and P=(D-L) and P= ~D(I-cxD-‘L) 
where D and L are matrices of order n such that 
(3) 
Dzi = 
i 
Aij if i=j, 
and Ljj= -Ai, 
if i<j, 
0 otherwise, 0 otherwise, 
where U = D - A - L and QI is a relaxation parameter to be chosen. Without loss of generality 
let (1) contain the usual normalisation D = I, and let B = I - A. 
The rate of convergence in (2) is often significantly increased by the one parameter extrapola- 
tion 
Y (‘+l) = y (Gy@) + c) + (1 - y) y’“’ = Hy(“) + yc. (4) 
Two particular versions of (4) are routinely used; the Jacobi overrelaxation (JOR) method with 
G = B, and the Fast Gauss-Seidel (FGS) method based on 
G=(I-aL)-l(aU+(l-a)l). 
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Fast Gauss-Seidel iterations were introduced as the Accelerated Overrelaxation (AOR) method 
by Hadjidimos [7] and separately as the FGS method by Hughes Hallett [13]. However Sisler [24] 
appears to be the first to have used it as a solution technique. 
2.2. Convergence analysis 
It is well known that (2) converges if and only if p(G) < 1, where p( .) denotes spectral radius 
[29, theorem 5.11. Similarly we have the following lemma. 
Lemma 1. (4) converges for some y > 0 if and only if aj < 1, j = 1,. . . , n; where G has eigenvalues 
A,=aj+ib, and i=m. 
Proof. See [14]. 0 
The number of steps to converge in (4), if p( II) < 1 such that 
max I( yj"' - yl(s-l))/yjs-l) 1 < 7 
I 
(5) 
is approximately log T/log p( II). The corresponding speed of convergence can be measured 
either as an asymptotic rate (-log p(H)) or as an average rate (l/s) (log 1) H’“’ I] ) for some 
norm. We therefore need to minimise p(H) in order to ensure convergence as well as to minimise 
the number of steps to convergence. Now let rJ’ = ( aj - 1)2 + b,?; fl, = - 2( a, - 1)/r; and 
p = minJ /3,). 
Lemma 2. Under the conditions of Lemma 1, the optimal value for (Y in the one parameter 
extrapolation (4) is 
y*=min n-$n{y,]+p,< 
i YkbP}&l)>O 
where y1 = mini+ .,,n (1 - aj} defines a, among the set aj, and yk = min,,k_1{2(ak_, - a,)/(r,* 
- ri_,)} likewise defines ak (for k = 2,. . . , n - 1). It is convergent only if 0 < o < /3. 
Proof. See [14]. An alternative version with a geometric proof was given by Hadjidimos [8]. q 
Some authors have considered the possibility of approximating y* by values which are 
cheaper and simpler to calculate, but which nevertheless give good convergence rates. Hadjidi- 
mos and Yeyios [9] and Yeyios [28] proposed approximations in which y is calculated using just 
the smallest and largest eigenvalues of G, and Hughes Hallett [14] considers using just p(G). 
Unfortunately numerical tests produced mixed results; sometimes these approximations gave 
near optimal outcomes, other times they produced slow convergence rates [14]. 
Few convergence results have been obtained for the SOR method. The only result for a 
general equation system is: 
Lemma 3. (Y > 0 exists small enough such that SOR in (2) is convergent if the matrix B has all 
eigenvalues with real parts less than unity. But it converges only if 0 < (Y < 2. 
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Proof. See [18]. 0 
It has been possible to extend Lemma 3 only for certain special cases. 
Lemma 4. SOR is convergent for 0 < (Y < 2 when A is symmetric andpositive definite, or irreducibly 
diagonally dominant. Moreover SOR and JOR are both convergent, but SOR is faster for a given (Y, 
if 0 < (Y <: p and B is either a nonnegative matrix or it can be made weakly block cyclic when 
P(B) < 1. 
Proof. See [29] and [12]. 1 0 
The problem here is that the relationship between (Y and the speed of convergence, and hence 
the optimal or permissible values for (Y, are not known. Consequently the convergence (and 
superiority) of SOR can be established only in special cases, none of which normally hold for an 
econometric model whose only possible restriction is that B should be real. Hence the Fast 
Gauss-Seidel extrapolations have proved a more helpful device for accelerating Gauss-Seidel 
iterations. 
3. Extensions: nonstationary iterations 
Consider now the convergence of the nonstationary iteration 
Y 
(S) = G(“-‘)y(“-‘) + k 
(6) 
where the iteration matrix G (‘-r) is dependent on the iteration path y(“-‘) . . . y(O). The best 
known example occurs when a first-order iteration is used to solve the nonlinear model 
f,(y, z)=O, i=l,..., n, (7) 
where z is a vector of predetermined elements. More important linear examples appear with 
approximately optimal extrapolation schemes which are based on information contained in 
previous iterates and with second-order iterations which have global convergence properties. 
3.1. Nonlinear iterations 
The JOR and SOR iterations applied to (7) are obtained by choosing a normalisation, say 
Y, = gj( y), and then computing respectively, 
y’“’ = ygi( y,‘“-” . . . ,,-0) + (1 - 7) y,‘“-” 
I (84 
or 
y/“’ = (yg,(yI(s) . . . y,'"'l, y,'f;" . . . y,'"-") + (1 - (y)y,(spl) (8b) 
’ For detailed proofs of the results summarised in this lemma, the reader is referred to: (a) Theorem 4.3.6 of [29] when 
A is symmetric and positive definite; (b) Theorem 4.2.1 of [29] when A is irreducibly diagonally dominant and 
0 i cr ~1, and extended for 1 < (Y c 2 in [12]; (c) Theorem 4.5.1 of [29] when B is nonnegative; and (d) Theorem 
6.2.2 of [29] when B is 2-cyclic and consistently ordered. Finally, for the companion results of SOR vs. JOR, and the 
restriction of 0 < (Y < /I, see [12, p. 302-31. 
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for i = 1,. _ . , n and s = 1, 2,. . . . The FGS iterates are obtained by replacing the completed 
vector Y’“) from (8b) with the extrapolation yy”’ + (1 - y)Y’.‘-” and then using the extrapo- 
lated values as the start for step s + 1: 
Y, 
(.7-i/2) = (yg,(YI(sW2) . . . yr(:y2), _&” . . . ,JPU) + (1 _ +y” (9) 
and _$.y) = yyl(.7-1/2) + (1 _ y)y,‘.~-l’. 
Notice that eliminating Y, cF-“2) here implies the equivalent single parameter iteration 
y,‘“’ = Q( y:“-‘/2’ . . . y,‘“y2’, v,‘:;” . . . ,p’) + (1 _ qp’ 00) 
where h = ya. One could therefore also treat an FGS( y) extrapolation applied to an SOR( a) 
iteration as a constant parameter second-order iterative method. This has been examined by 
Hughes Hallett [15] where (9) is shown to be a restricted form of the semi-iterative (or 
Chebychev) method. Moreover, this combination of FGS extrapolations applied to SOR iterates 
also turns out to be the most general, and therefore most powerful, form for a recursive 
first-order iteration [18]. Nevertheless, despite its theoretical pedigree, the two parameter form 
(9) is, in our experience, much easier to handle analytically and to control experimentally. It is 
generally best to use that form in practical applications. 
3.2. Convergence analysis 
The nonlinear JOR, SOR and FGS iterations are therefore special cases of (6) with G(“-‘) = 
yB(“-‘)+ (1 - y)I or (I- aL(“))p’(aU(“-“+ (1 - cu)Z), or y(Z- aL(“-“2))~1(~U(r~1)+ (1 - 
a)Z) + (1 - y)Z respectively, and where B’“- ‘) = (ag/ay),.,>-l, has upper and lower triangular 
submatrices U(‘-i) and L(“-‘I. Convergence to a fixed point y*, given an arbitrary start y’“) 
within a neighbourhood of y *, then follows if p( G *) < 1 where G * is G’“- I) evaluated at Y * 
[23]. By Lemmas 1 and 3, convergence also follows for some y > 0 and (Y > 0 only if a, < 1 all j, 
where A, = a, + i b, are roots of B *. Similarly Lemmas 2 and 4 hold in terms of B *. 
3.3. Approximately optimal extrapolations 
The remaining difficulty is that the roots of B(“) and G’“’ vary with the solution path, as do 
the admissible and optimal values of y. Hence it may be necessay to reset y at regular intervals 
during the iteration. 
Hughes Hallett [17] suggests several rules for calculating approximately optimal values of y 
during the iterations. These calculations are automatic, depending only on information produced 
by the iterative process itself. They may therefore be programmed directly with the solution 
algorithm and require no interventions by the user. 
The simplest operational form of these methods is given as 
y,: = (1 + abs( y,(.“/yjsP2’)) -’ (11) 
the sign being positive if the iterations are cycling, negative if monotonic, and where Y, is the 
element which violates the convergence criterion by most. To avoid large changes in y,,, (11) may 
be recomputed at regular intervals and smoothed; e.g., 
Y, = w.yvs* + (1 - Ws)Y,-l WI 
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(where w,~ can be preset or varied with the iterations. 2 Y,~ should be restricted to the closed 
interval [0, 21 and w,~ to [0, 11. Note that automatic extrapolation methods, such as (11) and (12), 
can be applied just as well to linear as to nonlinear equation systems. The advantage in the latter 
case is that the nonstationarity of the iteration matrix is automatically catered for. The advantage 
in linear systems is that approximately optimal extrapolation parameter values are identified 
automatically and without having to evaluate the whole set of eigenvalues needed in Lemmas 1 
and 2. Since econometric models mostly take the form of large but sparse equation systems, the 
evaluation of all the relevant eigenvalues is likely to be expensive-perhaps with costs of a 
similar order to solving the equation system itself. The advantages of using approximately 
optimal extrapolations can therefore be significant, even in linear systems. 
3.4. Second-order (semi-iterative) methods 
Originally semi-iterative accelerations of the first-order stationary iteration (2) were analysed 
for the special case where G is Hermitian and p(G) < 1; see [25] and [29]. Somewhat later 
Manteuffel [21] was able to show that if the convex hull containing the roots of A lies entirely 
within the right half plane, then semi-iterative accelerations would ensure convergence. Hageman 
and Young [lo] also demonstrated that more general equation systems could be solved by 
semi-iterative methods, and finally Hughes Hallett [15] showed that convergent semi-iterative 
accelerations exist for iterates generated by (2) with any arbitrary matrix G and start y(O). 
Iterations of this type are obtained by accelerating the y’“’ sequence of iterates; that is by 
constructing the weighted sums 
(,p) = c 4,dk) where cd,,, = 1, 03) 
k=O k 
where the first-order extrapolative scheme at (4) generates the yck) values. Let (1) have solution 
y*. Then 
v(") -y* = ~d,y,ky(k) -y* = ~d,,,e”” = p,y(G)e’o) 04) 
where y ck) -y* = eck), since d,_, = 1 and v(O) = y(O). Now (14) contains the matrix polynomial 
P,(G) = 2 d,,,Gk> s=o, l,... 05) 
k=O 
and for any norm, and an arbitrary start y(O), we have 
II 0 (‘) -Y II d II P,(G) II . II do’ II- (16) 
Hence, the sequence v(‘) converges onto y* most rapidly if, at each s, we pick the optimal set of 
weights dy,kr k = 0,. . . , s, in the sense of minimising (1 p(,,(G) I( _ In fact it turns out that the 
optimal weights are related through a second-order (Chebychev) recursion which, when put back 
into (13) produces a second-order iteration in y (‘). So numerical values of the weights d,y.k in 
(15) are never actually used, and the weighted sums in (13) do not have to be constructed 
’ The formulae are given in [17]. 
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explicitly. As a result, the operational form of the semi-iterative acceleration of (2) where G may 
either be a general FGS iteration matrix or one of the simpler cases, is 3 
_#“’ = ysG*y(“-‘) + (1 - ys)y’s-2’ + k, (17) 
where y, + (1 - y,_,/4w2)-’ and y0=2; w=(2-(a*+a**))/6; 
I/* 
6=maxj(2n,-(a*+a**))*+4@} ; 
i 
G*=(2G-(a*+a**)1)/(6w); and k,=2y.Tc/(w8). 
In this notation, G itself has eigenvalues A = aj + ib,, j = 1,. . . , n, where a * * = min( a,) and 
a * = max( a,). 
Like Lemma 2, this extrapolation device requires knowledge of all the eigenvalues of G. 
However it can be simplified by assuming that a * = -a * * = p(G). In that case p(G) = i8 = w-l, 
and (17) becomes 
,#“’ = y,Gy’“-” + (1 - y,)y’“-*’ + y& (18) 
where Y,~ = (1 - u,-~P(G)/~))’ and y0 = 2. This simplification removes the need for any accu- 
rate eigenvalue evaluations, thus saving a considerable amount of auxiliary calculations, but it is 
not known how much this might damage the convergence properties of (17). 4 
The conclusions from this extension are therefore: that (17) can be constructed to converge for 
any real matrix G, and hence any equation system; that (17) is necessarily faster than any version 
of (2), including FGS; and that, as it stands, (17) is scarcely more complicated to compute than 
(2). Thus, of the aims set out in the introduction, we have achieved points (a), (b) and part of (c). 
Nevertheless the guaranteed convergence property maybe, in certain cases, of rather limited 
practical value because it depends on transforming the system before applying the iterations. To 
obtain the required solution, the converged values then have to be transformed back again and 
that may not be a cheap operation. To be worthwhile, it depends on the acceleration being 
sufficient to offset the extra cost of the transformations-otherwise some more sophisticated 
technique may be preferable. (One case where this applies is where G has real eigenvalues such 
that u** ~1 <a* (see [29. pp. 301-3021). Therefore it is probably the ability to accelerate 
convergence rather than to force convergence in all circumstances which is important here. 
4. Generalisations: multiparameter extrapolations, reordering, and Newton approximations 
The previous section extended simple first-order methods to nonstationary iterations in order 
to cover nonlinear systems, automatic extrapolation schemes, and second-order methods with 
guaranteed convergence. This section considers some stationary generalisations of those first-order 
methods, and establishes the relationship of all these extensions/generalisations with the 
standard Newton method for solving equation systems. 
3 The derivation of (17). and proofs of the convergence properties cited below, will all be found in [15]. A 
demonstration that FGS iterations are a restricted form of (17) will also be found there. 
4 Manteuffel’s [22] illustrative examples suggest that this kind of simplification may often work well in practice. 
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4. I. Multiparameter extrapolation 
The multiparameter extrapolation of the general first-order stationary iteration is 
y(“+‘) zz R(+” + (I- R)#“’ + Rc (19) 
where R is a real nonsingular diagonal matrix. This iteration is a generalisation of (4) in which 
each equation can be assigned a separate extrapolation parameter. But if R = yl, then (19) 
specialises to (4). Of course any G which is completely consistent with (1) may be used in (19); 
and the Jacobi, Gauss-Seidel and SOR iteration matrices defined by the values of P in (3) will 
be typical examples. The iteration matrix of (19) is 1-t R(G - I), so the multiparameter 
extrapolation is convergent if and only if p( I + R( G - I)) < 1. 
These multiparameter methods are considered in detail by Hughes Hallett [16], but the 
convergence properties are not helpful. Convergence cannot be guaranteed by choice of a real 
diagonal R matrix, 5 given an arbitrary equation system (1). Hence (19) is not competitive with a 
second order method like (17). However convergence can be guaranteed by choice of a 
nondiagonal R. The difficulty here is that, in general, the evaluation of that R matrix will involve 
no less computation than the solution of (1) by matrix inversion. So this generalisation takes us 
no further forward. 
4.2. Newton approximations 
Multiparameter extrapolations of the standard iterative techniques may offer no practical 
advantages in terms of extended convergence conditions or accelerated convergence speeds, but 
they do show that all these iterative techniques are essentially approximations to Newton’s 
method for solving equation systems. 
Newton’s method for solving the nonlinear system (7) given values for z, is based on the 
first-order approximation about some value y(O) 
y’“’ = 
Y 
(.s-1) _ [p-l’] -‘f( y'.5-l', z) (21) 
where F(“-‘) = [af/ay] evaluated at Y’“~” and the full system in (7) is written as f( y, z) = 0. 
Convergence is not guaranteed for an arbitrary start y (O), although it would be if some way could 
be found to ensure that y”’ is chosen “sufficiently close” to the solution y* (a property which 
would anyway be totally model dependent). 
A more important disadvantage from the economist’s perspective is that (21) is likely to be 
extremely expensive because of the repeated partial derivative evaluations and matrix inversions. 
It requires calculations of the order of sn*( n + 1) to reach the s th step, whereas iterations of the 
type (6) require sCn, calculations (where n, = number of endogenous variables in the i th 
equation). Since n, averages 3 or 4 in most econometric models, whereas n is often 200 or more, 
the work involved per step of (6) is typically an order of magnitude lower than that in the 
Newton method. The important point to make here is that (6) trades slower convergence rates for 
’ One small advantage of (19) is that convergence is preserved when G has a unit root-in contrast to (4). 
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less computation per step, and practical experience has taught econometricians that such trade is 
extremely profitable in terms of minimising the overall computational burden. Hughes Hallett 
and Fisher [19] have examined that trade-off in the context of the 6 major econometric models of 
the UK economy and conclude that even modified Newton methods are clearly dominated by 
first-order iterative schemes. 
These computational savings are evidently obtained because the simple iterative schemes are 
approximations to Newton’s method. For example, disregarding the normalisation in (Sa) JOR 
can be regarded as a restricted Newton method with F(“-‘) = y-l1 for all s. Similarly 
Gauss-Seidel is (21) with f(y’“‘, yCsP1), 
in the ith row if j < i, but y:‘-i) 
z) where it is understood that y;“’ values are inserted 
otherwise. In either case, a stationary approximation to the 
inverted matrix of partial derivatives, proportional to the identity matrix, is imposed throughout. 
Multiparameter extrapolations restore the more flexible approximation of Rp’, which is still 
stationary and usually diagonal, for F (‘-‘) This restricted Newton interpretation explains the . 
ultimate necessity for a full (and nonstationary) R matrix to ensure convergence; and also why it 
may be expensive to find suitable values for R, and why (since R-’ is not the true value of 
F’“-“) it is still possible to construct convergent first-order iterations when the Newton method 
is divergent. Multiparameter extrapolations therefore represent a retreat towards Newton meth- 
ods which may sacrifice the computational advantages of other techniques (e.g. second-order 
iterations, which continue to exploit sparseness without derivative evaluations) without securing 
guaranteed convergence in exchange. 
Finally, it is worth noting that Newton methods and multiparameter extrapolations may even 
coincide. It is obvious that to be competitive on cost, Newton schemes must avoid repeated 
evaluations of (F (‘-l) -I Modified Newton methods have been proposed in which that matrix is ) . 
not updated during the solution procedure; F (‘I is calculated and inverted once, and used for all 
iterations. The most sophisticated version of this strategy appears in Don and Gallo [2]. But that 
of course just reduces (21) to the multiparameter extrapolation (20) where R is predetermined by 
the choice of y(O). 
4.3. Equation reordering 
The sparse equation systems found in economics can often be reordered to yield a small block 
(or mutually recursive blocks) of simultaneous equations. That reordering will make the system’s 
Jacobian matrix lower block triangular, and will reduce the computational cost of solving the 
system since expensive solution techniques need only be applied to a smaller subset of equations. 
If this can be done such that the largest simultaneous block contains few enough equations, then 
Newton methods might conceivably become more efficient. But reordering will also affect the 
iteration matrix’s spectral radius; p(G) in (2). If reordering implies p(G) increases, then the cost 
savings will be offset (to some degree) by slower convergence. But if p(G) is reduced then the 
cost reductions will be further increased by the gains from faster convergence. Hence there are 
two potential gains here: cost reductions per solution step and an acceleration in 
convergence-but the latter is not certain. 
In fact the story is more complicated than that since the simultaneous block(s) can often be 
reduced further in size. If, after reordering, the simultaneous block remains sparse, then it can 
usually be ordered into a near lower triangular form by shifting as many below diagonal zero 
elements as possible to positions above the diagonal. Don and Gallo [2] note that the simulta- 
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neous block can then be split into two parts: a set of feedback variables which supply all the 
nonzero entries in the upper triangle, and the remaining variables which can be solved recursively 
conditional on those feedback variables. Now only the feedback variables require a simultaneous 
equation solution technique. Hence cost reductions can also be achieved within the simultaneous 
block by applying a two part iteration between the subblocks, with expensive solution techniques 
used only on a small subset of the simultaneous block equations. The remaining variables have a 
causal ordering and can be solved out in one pass through their equations given values for the 
feedback variables. Computer routines are available to minimize the number of variables in the 
feedback set so that the solution procedure now has the following structure: a recursive solution 
for the non-feedback variables 
y(y+‘) = h*(yf*, y(y), zj 
and an inner loop on the feedback variables 
Yf (1) = h,( yjJ-‘), yJk’, z) 
(24 
(23) 
where y: denotes a converged value from the previous inner loop, and (yf”), y,$“‘) defines the 
start. If the simultaneous block contains m equations but p < m feedback variables, and if the 
Newton method is used for the inner loop, the computational cost will fall from 0(m3) to 
0( p3) + 0( m -p) calculations. Apart from the reordering itself, the only extra cost is if the 
block Gauss-Seidel iterations between (22) and (23) converge much slower than Newton or some 
other method on the entire simultaneous block. 
But, as Hughes Hallett and Fisher [19] point out, it will always be possible to reorder the 
feedback equations again within themselves so long as the feedback Jacobian H = ah,/ay, has 
zeros which can be shifted above its diagonal. Splitting (23) up into its own recursive and 
feedback subblocks yields a multipart generalization of our block Gauss-Seidel scheme. In fact 
we could go on splitting up successive feedback blocks and transferring equations from relatively 
sparse simultaneous subblocks to a series of smaller dense blocks linked by Gauss-Seidel steps 
-until we ultimately have a series of single equation “subblocks” which are linked in a way 
which produces a simple Gauss-Seidel iteration across the whole reordered system. Moreover, if 
Newton methods are used for (23) it will be worthwhile to go on subdividing the feedback 
equations because the cubic reductions in computational cost will more than compensate for the 
linear increases due to substituting linear for quadratic convergence rates in (23). Hence it will be 
worth subdividing to the limit because Gauss-Seidel trades less work per step for slower 
convergence. At the limit, cost reductions will be achieved if reordering accelerates the scheme’s 
convergence, or if the work reductions outweigh any deceleration in the convergence rate. 
Ultimately these properties must be system dependent. 
5. Dynamic rational expectations models (Zpoint boundary problems) 
One of the major innovations in economic modelling over the past 15 years has been the 
introduction of forward looking (or rational) expectations into behavioural equations. These 
terms are a result of the neo-classical challenge to standard Keynesian models of economic 
decision making, which places a greater emphasis on explaining the behaviour of market agents 
(particularly those in financial markets) who react to their anticipations of future events, as well 
as those in the recent past, when forming their current decisions. 
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This development poses problems for model solutions because a conventional difference 
equation system can be written as 
where U, represents all strictly exogenous and random variables. Such a model can be solved 
recursively forward in time, t = 1, . _ . , T, since (at each t) yr_l is predetermined. Hence y, may 
be found conditional on y, and given values of u,, . . . , u,. In fact (24) takes the form of (I) for 
each value of t. However, rational expectations models also include lead terms to represent 
expected future developments: 
(25) 
where .x +i I t = E( y,,, ] L’,), for j 3 0, is an expectation conditional on the information available 
at the start of period t. Each expectation in (25) is the same as the next period’s forecast value 
obtained by solving the model conditional on the information set 52,. Hence the expectations are 
linked forward in time and to solve (25) for each ~1~ in period 1 requires each Jo+, ,, j = 1,. . . , T - t 
and a terminal condition yr+i ,l. If A, = A - C,, (24) implies 
Evidently (26) can be written as 2~ = b where A” is the block tridiagonal matrix; y is the stacked 
. vector of endogenous variables conditioned on L?,, and & is the stacked vector of terms on the 
right of (26). 
The solution of dynamic rational expectations models therefore takes exactly the same form as 
that for a conventional model. 6 The differences are only that: 
(i) the unknowns of different time periods will be determined simultaneously rather than 
recursively; 
(ii) the Jacob’ ian matrix A has been replaced by the expanded matrix 2; and 
(iii) the exogenous elements in b have been augmented by the terminal condition or+, ,1. 
Fisher, Holly and Hughes Hallett [4] therefore use the same first order iterative techniques as a 
cheap way of constructing numerical solutions to rational expectations models. 
The problem here is that (26) represents an extremely large equation system (10000 equations 
and upwards is not unusual) and several modifications are necessary in order to keep the 
computational burden within reasonable bounds. The crucial difference between (1) and (26) is 
that, whereas the ordering of the elements in y of (I) has no special significance, the equations in 
(26) are ordered by time periods. Thus, in a conventional model when C, = 0, solutions may be 
generated recursively forwards through the block recursive structure of A” and the only relevant 
splittings are those in A, itself. But when C, f 0 that block recursive structure is lost and we 
need to consider splittings of A” over time periods as well as over equations within a given period. 
The three main possibilities are: 
6 2-l exists provided neither A,, nor D,Alp’C,A, have unit roots. 
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(a) Splittings of a, element-by-element, without regard to its block structure. These splittings 
define a family of simple first-order iterations on (26) treated as one large equation system. 
(b) Splittings of 2, element-by-element within each diagonal block, to define equation-by- 
equation iterations for each time period (solved sequentially forwards) with expectations tempor- 
arily fixed: and a separate block-by-block splitting for the above diagonal sub-matrices to define 
the iterative steps which update those expectations terms. These splittings define a two-part 
iteration: an inner iteration which solves for the current and lagged variables of each period, and 
an outer iteration which updates the forward expectations terms. 
(c) Type (b) splittings in which the inner iterations are not taken to convergence at each outer 
loop step. This can be done by setting a substantially weaker convergence criterion on the inner 
loop, or by testing for convergence only on those variables for which forward looking expecta- 
tions are formed. Computational savings are made because computation is not wasted in getting 
a full inner loop solution which is then going to be changed again by the values generated in the 
next outer loop step. 
Different specifications of the various iterative schemes which follow from the three types of 
splittings of 2 are considered by Fisher and Hughes Hallett [6], and the associated convergence 
results are derived there. However three special cases appeared earlier in the literature. Fair and 
Taylor [3] proposed a type (b) scheme, and Fisher et al. [4] showed how that proposal could be 
improved by introducing both incomplete inner iterations and extrapolated inner and outer 
iterations. Hall’s [II] suggestion can be classified as either a type (a) scheme, or a type (c) scheme 
with a single inner step per outer loop step. Finally the multiple shooting method (Lipton et al. 
[20]) can be written as an expanded version of a type (a) scheme. Any of these iterations may be 
extrapolated in the same way as (4); and type (b) and (c) methods allow different extrapolations 
for the inner and outer loops. 
Other methods without an iterative base (e.g. the eigenvalue method of Blanchard and Khan 
[l]) have also been proposed but only iterative techniques have proved to be sufficiently robust 
and of sufficient generality for everyday use. The alternative is to work on (25) directly or recast 
it as (24) with multiple lags. Nonlinear models cannot always be reformulated into the 
conventional structure of (24), and it may not be cheap or easy to do that for linear systems 
either. Similarly it is not easy to check on the sensitivity of the solution (or its stability) to the 
terminal condition, or to introduce multiple leads or lags while retaining the splittings/ 
accelerations which maintain computational costs at reasonable levels, unless the solution fits 
into the framework of (26). 
6. Results and experience 
As part of the research program at the ESRC Macroeconomic Modelling Bureau, the authors 
have been engaged in examining the use of the methods described above. Conclusions have been 
found regarding feasibility, speed, robustness and parameter search procedures. Comparisons 
have also been made with Newton-based methods including those now available for sparse 
systems. In what follows we present our general conclusions from this research program. 
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6.1. Standard models 
The basic SOR, JOR and FGS methods have been tested out on six models of the UK 
economy by Fisher and Hughes Hallett [5]. (See [26] for descriptions of the models and [19] for 
their structure.) These models represent a wide variety of systems ranging from 32 to 1252 
endogenous variables. In general we find that JOR methods are very expensive and seldom 
worthwhile. SOR methods are usually efficient at a setting of (Y = 1. Other (Y values only become 
effective when the model fails to solve due to a step outside the feasible solution space. In this 
case successive reductions in the value of (Y are necessary (in one model down to 0.6 in the 
absence of FGS). 
FGS methods are relatively effective in reducing the number of iterations (up to 30% in some 
cases). Furthermore, FGS is more effective the harder the model is to solve (in terms of 
simultaneity, size and convergence criterion). Also FGS is robust to small changes in the optimal 
value. A value of y in the range [0.8, 0.951, but not unity, usually produces the optimal solution 
speed. 
Fisher and Hughes Hallett [5] showed that a simple grid search to find optimal (Y* and y* 
values could be replaced by a directed search. It was also found that, conditional on any value 
for a, a-y* = k a constant. Thus the higher (Y, the lower the conditionally optimal value for y. 
This leads to the following search procedure. If the model solves for (Y = y = 1.0 keep (Y fixed and 
reduce y by 0.05 until a local optimum is reached. Then do a single step reducing (Y by 0.05 and 
increasing y by 0.05 to find if there is any gain by using (Y # 1.0. If the model doesn’t solve at 
(Y = y = 1.0, reduce (Y until it does and then start the search. This procedure usually produced an 
approximately optimal search in less than five steps and the values have remained efficient across 
small changes in the models and in a variety of simulation experiments. 
FGS is therefore efficient, robust and easy to use. Automatic methods have not been found 
necessary in normal circumstances although they were used by Wallis and Whitley [27] for 
solving a very difficult system for a static long-run solution to one particular model. Second-order 
methods are occasionally useful when the iterative path shows a tendency to cycle-often 
leading to nonconvergence. This problem usually has its roots in the inaccuracy of single 
precision computation. Here second-order methods are a useful backup. 
In general however we find that ease of use, simplicity and robustness are the most important 
qualities in practice, even in preference to some gains in efficiency. FGS appears to be a highly 
suitable tool in an applied environment. 
6.2. Rational expectations models (2-point boundary problems) 
The numerical solutions of dynamic rational expectations models have been investigated by 
Fisher and Hughes Hallett [6]. The optimal extrapolations of FGS and SOR carry over to this 
case, and the different splittings mentioned for the stacked system (25) have been tried out. The 
optimal FGS extrapolations yielded useful gains, but the biggest improvements came from 
exploiting the algorithms with incomplete inner iterations. Very substantial savings were achieved 
by combining a two-part iteration, with an incomplete inner loop, with FGS accelerations of 
both the inner and outer loop steps. In one case the solution was speeded up by a factor of 18, 
and in all cases the total computational cost was reduced to just a moderate increase over that 
for solving the corresponding conventional model. 
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Finally in [I91 we have examined the power of reordering techniques, within a comparison of 
Newton based methods with simple first-order iterations. In general we found that, using an 
operation count, one Newton iteration was always more expensive to compute than an entire 
solution by FGS methods. This result holds across a variety of modified and approximate 
Newton methods. We also examined the sparse system application of Don and Gallo [2] which 
involved reordering the model (5) to locate the minimal feedback set. Split iterations certainly 
permit substantial savings in computation. But in three out of six models the feedback equations 
could be reordered again to be recursive among themselves. In those cases the inner loop 
iterations, and hence Newton vs. Gauss-Seidel comparisons, are redundant since yr* can be 
solved out recursively. The other three models also come very close to having a feedback block 
which is internally recursive; their feedback equations were split into recursive and feedback 
subblocks containing one, four and one “subfeedback” variables. These models might therefore 
be solved by a three-part iteration. Thus, in all 6 cases, the split iterations boil down either to a 
block Gauss-Seidel iteration between two recursive blocks, or to (22) and (23) with the latter 
solved by Gauss-Seidel. Either outcome can be viewed as a reordered equation system. 
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