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Abstrat  Assume that a Gaussian proess ξ is predited from n pointwise
observations by intrinsi Kriging and that the volume of the exursion set of ξ
above a given threshold u is approximated by the volume of the preditor. The
rst part of this paper gives a bound on the onvergene rate of the approximated
volume. The seond part desribes an algorithm that onstruts a sequene of
points to yield a fast onvergene of the approximation. The estimation of the
volume of an exursion set is a highly relevant problem for the industrial world
sine it orresponds to the estimation of the failure probability of a system that
is known only through sampled observations.
Keywords  Exursion set; Gaussian proess; Intrinsi Kriging; Quantile es-
timation; Failure probability; Design of experiments
1 Introdution
The problem to be onsidered in this paper is the estimation of the probability
Pu := P{f(X) ≥ u}, (1)
where f(x) is a real funtion dened over an arbitrary set X (X = [0, 1]d or
X = Rd, in most situations) endowed with a probability measure µ and X ∈ X
is a random vetor with the distribution µ. In pratie, the estimation of (1) is
based on a nite sequene of evaluations of f at points (xi)1≤i≤n in X. Another
way of looking at (1) is via the exursion set
Au(f) := {x ∈ X : f(x) ≥ u} (2)
of the funtion f above the level u, sine P{f(X) ≥ u} is the volume µ(Au(f)),
hereafter denoted by |Au(f)|.
1
Suh a problem is frequently enountered in engineering: the probability
that the inputs of the system will generate a level of a funtion of the outputs
that exeeds a speied referene level may be expressed as (1) (where in this
ase, X is the vetor of the inputs of the system and f is a statisti of the
outputs). Sine to obtain the value of f at a given x may be very expensive in
pratie, beause it may involve heavy omputer odes for instane, it is often
essential to estimate Pu using as few evaluations of f as possible.
To overome the problem of evaluating f many times, one possible approah
is to estimate |Au(fn)| instead of |Au(f)|, where fn is an approximation of f
onstruted from a small set {f(x1), . . . , f(xn)} of pointwise evaluations. Suh
an approximation an be obtained by assuming that f is a sample path of a
Gaussian random proess ξ and by using a linear preditor ξn of ξ onstruted
from ξ(xi), i = 1, . . . , n. In this paper, intrinsi Kriging (Matheron, 1973) will
be used to obtain ξn. We shall show in Setion 2 that this method is likely to
give faster onvergenes than the lassial Monte Carlo estimators, depending
on the regularity of ξ.
A seond step is to hoose a sequene of evaluation points (xi) so that
|Au(ξn)| − |Au(ξ)| onditioned on the random variables ξ(xi), i ≤ n, onverges
rapidly to zero. Setion 3 presents an aeleration algorithm based on omputing
an upper bound of the mean square error of volume approximation onditioned
on the events {ξ(xi) = f(xi), i = 1 . . . , n}: a point xn+1 is seleted so that
evaluating f(xn+1) yields the potential largest derease of the upper bound.
Setion 4 provides a numerial example.
2 Exursion set volume estimation by intrinsi
Kriging
This setion deals with the estimation of the probability Pu from observations
of f at a nite sequene of points (xi)1≤i≤n. As mentioned above, Pu is the
volume of Au(f) under the probability distribution µ. We assume moreover
that f is a sample path of a (separable) Gaussian proess ξ, with mean m(x),
x ∈ X, and ovariane k(x, y), (x, y) ∈ X2.
2.1 Monte Carlo estimation
Monte Carlo is a ommonly used method to estimate |Au(ξ)|. The volume of
exursion of a Gaussian proess ξ may be estimated by
|Au(ξ)|l := 1
l
l∑
i=1
1{ξ(Xi)≥u} →l |Au(ξ)| a.s. (3)
where the Xis are independent random variables with distribution µ. The esti-
mator (3) is unbiased, sine E[|Au(ξ)|l | ξ] = |Au(ξ)|, and
E
[
(|Au(ξ)|l − |Au(ξ)|)2 | ξ
]
=
1
l
|Au(ξ)|
(
1− |Au(ξ)|
)
.
If evaluating f (a sample path of ξ) at many points of X is not partiularly
demanding, then estimating |Au(f)| is straightforward. However, if |Au(f)|
is small, then the variane of the Monte Carlo estimator is approximately
2
|Au(f)|/l. To ahieve a given standard deviation κ|Au(f)|, with κ > 0 small,
the required number of evaluations is approximately 1/(κ2|Au(f)|), i.e. it is
high. Thus, the onvergene of (3) may be too slow in many real appliations
where doing a lot of evaluations of f may not be aordable (for instane, f
may be a omplex omputer simulation and may take hours or days to run). Of
ourse, many other methods have been proposed to improve the basi Monte
Carlo onvergene. For instane, methods based on importane sampling, on
ross-entropy (Rubinstein, 1999), on the lassial extreme value theory (e.g. Em-
brehts et al., 1997), et. They are not onsidered here for the sake of brevity.
2.2 Estimation based on an approximation
An alternative approah is to replae f by an approximation fn onstruted
from a set of n point evaluations of f . Provided fn onverges rapidly enough
to f , one expets a good estimation of the exursion sets and their volume
using only a few evaluations of f . There are many ways of onstruting suh an
approximation. Let us mention two lassial methods: regularized regressions
in reproduing kernel Hilbert spaes, e.g. splines or radial basis funtions (see
for instane Wendland, 2005), and linear predition of random proesses, also
known as Kriging (see for instane Chilès and Delner, 1999). In this paper, we
shall adopt the probabilisti framework
1
.
Thus, let us onsider that an unbiased linear estimator ξn of ξ has been
obtained from ξ(x1), . . . , ξ(xn). In partiular, we an use ordinary Kriging when
the mean of ξ(x) is known and intrinsi Kriging when it is unknown, whih is
more often the ase.
Can we expet a faster onvergene when ξ is replaed by ξn? Here, we
assume the omputation time to evaluate ξn(x), x ∈ X, onditioned on ξ(xi) =
f(xi), i = 1, . . . , n, is small, whih means that we an make |Au(ξn)|l−|Au(ξn)|
negligible with respet to |Au(ξn)| − |Au(ξ)|. Thus, we are now interested in
the onvergene of |Au(ξn)| to |Au(ξ)|. Setion 2.2.2 shows how the onvergene
rate in mean square of |Au(ξn)| to |Au(ξ)| depends on the ll distane of X and
the regularity of ξ. In Setion 3, we shall propose an algorithm to speed up this
rate by a sequential hoie of the evaluation points.
2.2.1 Intrinsi Kriging basis
In this paper, we use intrinsi Kriging (IK) to obtain a linear preditor of ξ based
on a nite set of pointwise observations of the proess. We reall here the main
results (Matheron, 1973). IK extends linear predition when the mean of ξ(x)
is unknown but an be written as a linear parametri funtion m(x) = bTp(x).
Here, p(x) is a q-dimensional vetor of base funtions of a vetor spae N of
translation-stable funtions (in pratie, all polynomials of degree less or equal
to l) and b is a vetor of unknown parameters. Intrinsi Kriging assumes that
observed values of f are samples from a representation of an intrinsi random
funtion (IRF), a generalized random proess dened over a spae Λl of measures
orthogonal toN , and haraterized by its stationary generalized ovariane k(h)
(see the Appendix Setion for more details).
1
In fat, these two lasses of methods, whih have been studied separately, are equivalent
(see for instane Kimeldorf and Wahba (1970)).
3
Proposition 1 (Intrinsi Kriging, Matheron 1973). Let ξG be an IRF(l), with
generalized ovariane k(h). Assume n observations be sample values of the
random variables ξobsxi = ξ(xi) + Ni, i = 1, . . . , n, where ξ is an unknown rep-
resentation of ξG and the Nis are zero-mean random variables independent of
ξ(x), with ovariane matrix KN .
The intrinsi Kriging preditor of ξ(x) based on the observations, is the linear
projetion ξn(x) =
∑
i λi,xξ
obs
xi of ξ(x) onto HS = span{ξobsxi , i = 1, . . . , n}, suh
that the variane of the predition error ξ(x) − ξn(x) is minimized under the
onstraint δx −
∑
λi,xδxi ∈ Λl. The oeients λi,x, i = 1, . . . , n, are solutions
of a system of linear equations, whih an be written in matrix form as
(
K +KN P
T
P 0
)(
λx
µ
)
=
(
kx
px
)
, (4)
where K is the n× n matrix of generalized ovarianes k(xi − xj), P is a q× n
matrix with entries xj
i
for j = 1, . . . , n and multi-indexes i = (i1, . . . , id) suh
that |i| := i1 + · · ·+ id ≤ l, µ is a vetor of Lagrange oeients, kx is a vetor
of size n with entries k(x − xi) and px is a vetor of size q with entries xi, i
suh that |i| ≤ l.
The variane of the predition error is given by σn(x)
2 := var[ξ(x)−ξn(x)] =
k(0)− λTxkx − µTpx.
Proof. See Matheron (1973).
2.2.2 Asymptotis
In this setion, we shall justify that modeling the unknown f by a Gaussian
random proess ξ and estimating |Au(ξ)| by |Au(ξn)| is well-founded. Our ob-
jetive is to establish a mean square onvergene when the evaluation points ll
X.
Classial results in approximation theory (see for instane Wu and Shabak,
1993 ; Light and Wayne, 1998 ; Narowih et al., 2003 ; Wendland, 2005) assert
that the variane σ2n(x) of the IK predition error at x dereases as the sampling
density or the regularity of the ovariane inreases. More preisely, if X is a
bounded domain of R
d
, and the Fourier transform of k(h), h ∈ Rd, satises
c1(1 + ‖ω‖22)−ν ≤ k˜(ω) ≤ c2(1 + ‖ω‖22)−ν .
with ν > d/2, then
‖σn(.)‖∞ ≤ Chν−d/2n , (5)
where hn = supy∈Xmini‖y − xi‖2 is a ll distane of (x1, . . . , xn) in X.
The following theorem shows that a similar result holds for the proess
thresholded at a level u.
Theorem 1. Let ξ be an unknown representation of an IRF(l) ξG, and ξn(x) be
the IK preditor of ξ based on observations ξ(xi), i = 1, . . . , n. Dene σn(x) :=
var [ξ(x) − ξn(x)]1/2. Then,
E
[
(1ξ(x)≥u − 1ξn(x)≥u)2
]
= O(σn(x)|log(σn(x))|1/2) when σn(x)→ 0 .
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Proof. For all x ∈ X, ξ(x) − ξn(x) is Gaussian with zero-mean and variane
σn(x)
2
(but is not orthogonal to ξn(x), as would be the ase if the mean of ξ
were known). Thus, ∀x ∈ X and ∀n ∈ N, we an write ξ(x) as
ξ(x) = (1 + an(x))ξn(x) + bn(x) + ζn(x) , (6)
where an(x), bn(x) ∈ R, ζn(x) is Gaussian and suh that E[ξn(x)ζn(x)] = 0 and
E[ζn(x)] = 0. This deomposition exists and is unique for every n. (To simplify
notations, from now on, we shall omit the dependene on x when there is no
ambiguity.)
Clearly, var[ξn] is non-dereasing and an be assumed to be stritly positive
for n large enough. Sine E[anξn] = −bn, we have
σ2n = var[anξn + bn + ζn] = E[(anξn + bn + ζn)
2] = a2n var[ξn] + E[ζ
2
n], (7)
and thus, the following upper bounds hold for n large enough:
{ |an| ≤ Ka σn , |bn| ≤ Kb σn ,
σ˜n := E[ζ
2
n]
1/2 ≤ σn , (8)
for some Ka,Kb > 0.
For some threshold u ∈ R, let α be suh that
α > |anu+ bn| ≥ 0 , (9)
and let N ∈ N be suh that ∀n > N , |an| < 1. For all n > N , dene


h−n =
u− bn − α
1 + an
,
h+n =
u− bn + α
1 + an
.
Note that h−n < u < h
+
n and that
h+n − h−n =
2α
1 + an
.
For all n > N ,
E
[
(1ξ(x)≥u − 1ξn(x)≥u)2 | ξn(x)
]
= Ψ
(
u− (1 + an)ξn − bn
σ˜n
)
1ξn(x)<u
+Ψ
(
−u− (1 + an)ξn − bn
σ˜n
)
1ξn(x)≥u ,
(10)
in whih Ψ denotes the tail of the standard Gaussian distribution funtion.
Sine {
ξn < h
−
n ⇒ u− (1 + an)ξn − bn > α ,
ξn > h
+
n ⇒ −u+ (1 + an)ξn + bn > α ,
and σ˜n ≤ σn, we have
E
[
(1ξ(x)≥u − 1ξn(x)≥u)2 | ξn(x)
]
≤ Ψ
(
α
σn
)
1ξn(x)∈R\[h
−
n ,h
+
n ]
+ 1ξn(x)∈[h−n ,h+n ] .
(11)
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By integrating with respet to the density of ξn, we obtain
E
[
(1ξ(x)≥u − 1ξn(x)≥u)2
]
≤ Ψ
(
α
σn
)
+ c0
2α
1 + an
(12)
≤ σn
α
√
2pi
exp(− α
2
2σ2n
) + c1α (13)
where (13) uses a standard Gaussian tail inequality.
The upper bound an be tighten by replaing α with a sequene (αn) suh
that
αn :=
√
2σn|log(σn)|1/2,
whih satises (9) for n large enough. Therefore,
E
[
(1ξ(x)≥u − 1ξn(x)≥u)2
]
≤ O(σn|log(σn)|1/2) when σn → 0. (14)
Hene, if X is bounded:
E
[
(|Au(ξ)| − |Au(ξn)|)2
]
= E
[(∫
X
1ξ(x)≥u − 1ξn(x)≥udµ
)2]
≤
∫
X
E
[
(1ξ(x)≥u − 1ξn(x)≥u)2
]
dµ
≤ C‖σn(.)‖∞|log‖σn(.)‖∞|1/2 (15)
when n→ 0 and ‖σn(.)‖∞ → 0.
Therefore, this simple result shows that the mean square onvergene of
|Au(ξn)| to |Au(ξ)| is related to the mean square onvergene of ξn to ξ, hene,
due to (5), to the regularity of the ovariane and the ll-in distane of X.
Informally speaking, we an say that using an approximation will be more ef-
ient than a mere Monte Carlo approah if the regularity of ξ ompensates
for the slowness of lling X, whih of ourse inreases as the dimension d of X
inreases. By hoosing the xis on a lattie, the ll distane an be made suh
that hn = O(n
−1/d). Then, the onvergene of |Au(ξn)| to |Au(ξ)| when the xis
ll X regularly, is faster than Monte Carlo if ν > 3d/2.
3 Convergene aeleration
3.1 Control of onvergene
Of ourse, sampling X regularly as above may be suboptimal when the eval-
uations of f are sequential. This setion addresses the problem of hoosing
a sequene (xn)n∈N so that the error of volume approximation onditioned on
ξ(xi) = f(xi), i = 1, 2, . . . dereases rapidly. More preisely, a desirable strategy
would onsist in hoosing
xn = argmin
xn∈X
Υn(xn) := E
[
(|Au(ξ)| − |Au(ξn)|)2 | Zn−1
]
, (16)
6
where for all n, Zn = (ξ(x1), . . . , ξ(xn)). Note that Υn(xn) an also be written
as
Υn(xn) = E
[
E
[
(|Au(ξ)| − |Au(ξn)|)2 | Zn
] | Zn−1] . (17)
The distribution of |Au(ξ)| onditioned on observations is generally unknown
(see Adler, 2000, Setion 4.4) and therefore, E
[
(|Au(ξ)|−|Au(ξn)|)2 | Zn
]
annot
be easily determined analytially. To overome this diulty, we ould minimize
a Monte Carlo approximation of (16) instead, namely
xn =argmin
xn∈X
Υn,m(xn) :=
E
[
m−1
m∑
i=1
(|Au(ξn + ζin)| − |Au(ξn)|)2
∣∣ Zn−1, {ζin, i ≤ m}
]
,
(18)
where the random proesses ζin are m independent opies of ξ onditioned on
Zn = (0, . . . , 0). The program (18) beomes numerially tratable if we also
replae |Au(·)| by its Monte Carlo estimator |Au(·)|l. Whereas simulating the
onditioned proesses ζin is easy in priniple (see Chilès and Delner, 1999,
hap. 7), it is also omputationally intensive sine it typially requires O(l3)
operations to simulate ξ at given points x1, . . . , xl. Sine l has to be high enough
to ensure a degree of auray of the estimator |Au(·)|l, onditional simulations
ought to be avoided.
An alternative solution is to approximate E
[
(|Au(ξ)| − |Au(ξn)|)2 | Zn
]
by
E
[
(|Au(ξ)|l − |Au(ξn)|l)2 | Zn, {Xi, i ≤ l}
]
, for l high enough. Then, the
Minkowski inequality gives
E
[
(|Au(ξ)|l−|Au(ξn)|l)2 | Zn, {Xi, i ≤ l}
]1/2
≤ 1
l
l∑
i=1
E
[
(1ξ(Xi)>u − 1ξn(Xi)>u)2 | Zn, {Xi, i ≤ l}
]1/2
.
(19)
This makes possible to build a stepwise unertainty redution algorithm as pre-
sented in the next setion.
3.2 A stepwise unertainty redution algorithm
Denote by S = {y1, . . . , yl} a set of l independent sample values of X . Given
a nite sequene (xi)1≤i≤n−1 of evaluation points, we wish to obtain a new
point xn that yields the largest derease of the upper bound of the volume
approximation mean-square error obtained in (19), i.e.,
xn = argmin
xn∈S
Υ′n(xn) :=
1
l
l∑
i=1
E
[
(1ξ(yi)>u − 1ξn(yi)>u)2 | Bn−1
]1/2
, (20)
where Bn denotes the event {ξ(x1) = f(x1), . . . , ξ(xn) = f(xn)}, n > 0.
A few steps are needed to transform (20) into a numerially tratable pro-
gram. First, note that
E
[
(1ξ(yi)>u−1ξn(yi)>u)2 | Bn−1
]
=
∫
z∈R
E
[
(1ξ(yi)>u − 1ξn(yi)>u)2 | ξ(xn) = z,Bn−1
]
× pξ(xn)|Bn−1(z)dz , ∀i ∈ {1, . . . , l},
(21)
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where pξ(x)|Bn−1 denotes the density of ξ(x) onditionally to Bn−1. However,
intrinsi Kriging assumes that the mean of ξ is unknown and therefore, for
x ∈ X, E [(1ξ(x)>u−1ξn(x)>u)2 | ξ(xn) = z,Bn−1] annot be determined exatly.
Indeed, the values of an(x), bn(x) and σ˜n(x) in (10) are unknown in pratie.
Nevertheless, (8) leads to the approximation
E
[
(1ξ(x)>u − 1ξn(x)>u)2 | ξn(x)
] ≈ υn(x) := Ψ
(∣∣∣∣u− ξn(x)σn(x)
∣∣∣∣
)
. (22)
Finally, dene a disretization operator ∆Q, whih an be written for in-
stane as
∀h ∈ R , ∆Qh = z1 +
Q∑
i=2
(zi − zi−1)1]zi,+∞[(h)
with z1 < z2 < · · · < zQ. We an now write (20) as a numerially tratable
program:
xn = argmin
xn∈S
Υ′′n(xn) :=
1
l
l∑
i=1
( Q∑
j=1
P{∆Qξ(xn) = zj |Bn−1}E
[
υn(yi) | ξ(xn) = zj , Bn−1
])1/2
. (23)
An informal interpretation of (23) is that xn minimizes the error of predi-
tion of 1ξ(x)>u by 1ξn(x)>u, whih is measured via υn(x), averaged on X under
the distribution µ, and onditioned on the observations. When Υ′′n(x) beomes
small for all x ∈ S, |Au(ξn)|l onditioned on observations provides a good ap-
proximation of Pu. As will be seen in Setion 4, the proposed strategy is likely
to ahieve very eient onvergenes.
4 Example
This setion provides a one-dimensional illustration of the proposed algorithm.
We wish to estimate (1), where f(x) is a given funtion dened over R and
X ∼ µ = N (0, σ2). We assume that f is a sample path of ξ. After a few
iterations, the unknown funtion f (as shown in Figure 1) has been sampled so
that the probability of exursion P{ξ(x) > u | ξ(xi) = f(xi), i = 1 . . . , n} is
determined aurately in the region where the probability density of X is high.
This example illustrates the eetiveness of the proposed algorithm. Note that
in pratie, a parametrized ovariane has to be hosen for ξ and its parameters
should be estimated from the data, using, for instane, a maximum likelihood
approah (e.g. Stein, 1999).
5 Appendix : Intrinsi Random Funtions
In this setion, we intend to summarize the most important notions about in-
trinsi random funtions (Matheron, 1973). LetN be a vetor spae of funtions
{bTr(x), b ∈ Rl} and ξ(x) be a random proess with mean m(x) ∈ N . The
main idea of intrinsi random funtions is to nd some linear transformations
of ξ(x) ltering out the mean so as to onsider a zero-mean proess again.
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Figure 1. Top: threshold u (horizontal solid line), funtion f (thin line), n=10
evaluations as obtained by the proposed algorithm using l = 800 and Q = 20
(squares), IK approximation fn (thik line), 95% ondene intervals omputed
from the IK variane (dashed lines). Middle: probability of exursion (solid
line), probability density of X (dotted line). Bottom: graph of Υ′′n(yi), i =
1, . . . , l = 800, the minimum of whih indiates where the next evaluation of f
should be done (i.e., at approximately 0.75).
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Let Λ˜ be the vetor spae of nite-support measures, i.e. the spae of linear
ombinations
∑n
i=1 λiδxi , where δx stands for the Dira measure, suh that for
any B ⊂ X, δx(B) equals one if x ∈ B and zero otherwise. Let Λ˜N⊥ be the
subset of the elements of Λ˜ that vanish on N . Thus, λ ∈ Λ˜N⊥ implies
〈λ, f〉 :=
n∑
i=1
λif(xi) = 0 , ∀ f ∈ N .
In the following, we shall restrit ourselves to the ase where N is a vetor spae
of polynomials of degree at most equal to l. Denote by Nl the linear hull of all
multivariate monomials xi, where i = (i1, . . . , id) are multi-indexes suh that
|i| := i1 + · · ·+ id ≤ l, and dene Λ˜l := Λ˜N⊥
l
.
Let ξG(λ) be a linear map on Λ˜l, with values in L
2(Ω,A,P), the spae of
seond-order random variables. Assume that E[ξG(λ)] = 0 for all λ and that
k(λ, µ) := cov[ξG(λ), ξG(µ)] =
∑
i,j
λiµjk(xi, yj) ,
where k(x, y) is a symmetri onditionally positive denite funtion (i.e. a
funtion suh that k(x, y) = k(y, x) and k(λ, λ) ≥ 0 for all λ ∈ Λ˜l). Then, ξG(λ)
is a generalized random proess and k(x, y) is alled a generalized ovariane
(note that any ovariane is a generalized ovariane). Let H˜l be the subspae
of L2(Ω,A,P) spanned by ξG(λ), λ ∈ Λ˜l. Sine random variables in H˜l are
zero-mean, the inner produt of L2(Ω,A,P) an be expressed in H˜l as
(ξG(λ), ξG(µ))L2(Ω,A,P) = k(λ, µ) , λ, µ ∈ Λ˜l .
Thus, the bilinear form k(λ, µ) endows Λ˜l and H˜N⊥ with a struture of pre-
Hilbert spae. The ompletionsHl and Λl of H˜l and Λ˜l under this inner produt
dene isomorphi Hilbert spaes. ξG(λ) an be extended on Λl by ontinuity.
Simplifying hypotheses are introdued in the next paragraph.
Let τh : Λ˜l → Λ˜ be the translation operator suh that for λ =
∑
i λiδxi ∈ Λ˜l,
τhλ =
∑
i λiδxi+h. Note that Λ˜l is stable under translation sine Nl is itself
a translation-stable spae of funtions. Assume further that the generalized
ovariane k(x, y) is invariant by translation. In the following, we shall write
k(h) with h = x − y instead of k(x, y), when the ovariane is assumed to be
stationary. Then τh is ontinuous and an be uniquely extended on Λl.
Denition 1. Let ξG(λ) be a zero-mean generalized random proess dened
on Λl, with stationary generalized ovariane k(h). The random proess h 7→
ξG(τhλ), λ ∈ Λl, is therefore weakly stationary. ξG(λ), λ ∈ Λl, is then an
Intrinsi Random Funtion of order l, or IRF(l) in short.
If ξ(x), x ∈ X, is a seond-order random proess, with mean in Nl and
ovariane k(x, y), the linear map
ξ : Λ˜l → H
λ =
∑n
i=1 λiδxi 7→ ξ(λ) :=
∑n
i=1 λiξ(xi) ,
extends ξ(x) on Λ˜l, where H stands for the Hilbert spae generated by ξ(x),
x ∈ X. Sine k(x, y) is positive denite, (λ, µ)Λ˜l := (ξ(λ), ξ(µ))H denes an
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inner produt on Λ˜l. Let Λl be the ompletion of Λ˜l under this inner produt
and extend ξ(λ) on Λl by ontinuity (a generalized random proess is thus
obtained).
Denition 2. Let ξG(λ) be an IRF(l). A seond-order random proess ξ(x),
x ∈ X, is a representation of ξG(λ) i
ξG(λ) = ξ(λ), ∀λ ∈ Λl .
If ξ0(x) is any representation of ξG(λ), other representations of ξG(λ) an be
written as
ξ(x) = ξ0(x) +
q∑
i=1
Bipi(x) , (24)
where the pis form a basis of Nl and the Bis are any seond-order random
variables. Thus, the representations of an IRF(l) onstitute a lass of random
proesses with mean in Nl (Matheron, 1973).
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