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Agrupamiento de datos para la solución del
problema de optimización multicriterio
a optimización en el terreno de la ma-
nufactura se ha caracterizado, principal-
mente, por el uso de técnicas con una
sola función-objetivo que representa
una medida de desempeño (MD). En realidad, la
mayor parte de los problemas en esta disciplina
involucran múltiples MDs. Más aún, estas MDs
están frecuentemente en conflicto. Un ejemplo es
la manufactura de partes con materiales poliméri-
cos, en la que se involucran interacciones entre di-
versos fenómenos físicos y químicos, generalmente
acoplados por las diversas temperaturas de los pro-
cesos de producción. La variación de una de estas
temperaturas afecta varios fenómenos simultánea-
mente y no a todos de una manera deseable.
La consideración de sólo una MD para su opti-
mización puede resultar en combinaciones de va-
riables de decisión que determinen niveles muy
pobres en otras MDs, dependiendo del nivel de
conflicto entre éstas. De ahí que la consideración
simultánea de las MDs de interés sea indispensa-
ble en presencia de conflicto.
El problema matemático que recoge los elemen-
tos de un problema con múltiples MDs en conflic-
to es el problema de optimización de criterios múl-
tiples. Frecuentemente, en los tratados, a este
problema se le llama programación de objetivos
múltiples, nombre que toma a raíz de las funciones
objetivo que representan a las MDs. La resolución
de tales problemas, al contrario de aquéllos donde
solamente se considera una MD, no busca una so-
lución única, sino un abanico de soluciones cono-
cidas como Pareto-eficientes o simplemente solucio-
nes eficientes. El conjunto de estas soluciones
define una frontera eficiente. Una representación
gráfica conveniente de este problema se encuentra
en la figura 1. En esta figura se grafican soluciones
candidatas en términos de sus valores en las MDs
de interés: tiempo de ciclo en segundos y calidad
de superficie representada por un índice. Se requie-
re minimizar el tiempo de ciclo y maximizar la cali-
dad de superficie de una parte fabricada con resina
poliéster reforzada como objetivos. Una solución
ideal estaría en la esquina noroeste de la gráfica (lo
más cercano a (0,105)); sin embargo, no hay una
solución ahí. Las soluciones eficientes se encuen-
tran en la frontera de los datos creada por las direc-
ciones deseables de ambos objetivos. Las solucio-
nes eficientes, unidas por líneas a manera de
mostrar la frontera eficiente en la figura 1, nunca
pueden mejorar en todas las medidas de desempe-
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ño al mismo tiempo, mientras que las no eficientes
sí. La conveniencia de una representación gráfica
se pierde al aumentar el número de MDs en el pro-
blema, y por eso se tiene que recurrir a técnicas
matemáticas para resolver los problemas resultan-
tes.
La discretización de la región factible que se pre-
senta en la figura 1, propuesta y utilizada por CaLa
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Fig. 1. Representación del problema de optimización de crite-
rios múltiples. Las soluciones candidatas, señaladas por rombos,
se encuentran dominadas por una serie de puntos eficientes uni-
dos por líneas, formando una frontera eficiente.  Este problema
en particular involucra dos criterios u objetivos: minimizar el
tiempo de ciclo y maximizar la calidad de la superficie.
La discretización de la región factible que se pre-
senta en la figura 1, propuesta y utilizada por Ca-
brera Ríos et al.1-8 permite la aplicación de la técnica
no paramétrica conocida como Análisis envolven-
te de datos (AED), la cual se basa en la programa-
ción lineal, para encontrar la frontera eficiente. La
técnica fue desarrollada por Charnes, Cooper y
Rhodes9,10 (se remite al lector a las referencias 4-10
para conocer más a fondo acerca de ella). Aunque
se ha reportado éxito en la utilización de AED, uno
de los retos para llevar este método a la práctica
tiene que ver con el número de soluciones
candidatas que se tienen que evaluar. Este número
de soluciones afecta negativamente: 1) la cantidad
de veces que el modelo de AED se tiene que resol-
ver; 2) el tamaño del problema que se tiene que
resolver. Tener un alto número de soluciones
candidatas, sin embargo, es necesario para que la
calidad de las soluciones eficientes que se encuen-
tren sea más alta.
Algunos ejemplos reales del uso de AED para
resolución de problemas de criterios múltiples lle-
gan a tener más de 10,000 soluciones
candidatas.2,4,6,8 Esto implica tener que resolver el
problema de programación lineal del AED de un
tamaño de más de 10,000 restricciones, más de
10,000 veces. Esto dificulta la instauración del
método en la industria, pues el optimizador comer-
cial más económico del mercado, MS Excel Solver,
sólo puede resolver problemas con 200 restricciones.
Aunque una solución a este caso sería adquirir soft-
ware más potente, esto impactaría negativamente el
costo de un proyecto de optimización y, muchas ve-
ces, lo hace perder su atractivo ante la industria regio-
nal y nacional.
Planteamiento del problema
Este proyecto se enfocó en el estudio de metodolo-
gías de agrupamiento de datos para hacer más efi-
ciente el uso del AED al resolver problemas reales
de optimización de criterios múltiples. Con este
objetivo se incluyó el uso de métodos estadísticos y
redes neuronales artificiales (RNAs) para agrupar
puntos en espacios n-dimensionales. Esta última
técnica de agrupamiento proviene de la idea de
varios investigadores, dentro de los que se distinguen
a Grossberg11 y a Coñeen,12-14 en términos de mapas
autoorganizados y de aprendizaje competitivo.
El componente básico de este trabajo consistió
en la integración efectiva de técnicas de áreas dis-
tintas (optimización e inteligencia artificial) para
determinar un esquema de aplicación tecnológica
viable para la industria. La hipótesis fue que se
podrían resolver de manera económica los proble-
mas de criterios múltiples en situaciones reales de
la industria a través de la combinación adecuada
de métodos que puedan aportar sus fortalezas a
distintas fases de la solución de estos problemas.
A continuación se describe los componentes del
estudio:
Datos. Los datos con los que se contó provinie-
ron de simulaciones numéricas en las que se cuen-
ta con múltiples MDs en conflicto.
Variables. Las variables de decisión en este tra-
bajo se asocian a las diferentes técnicas de agrupa-
ción: utilización de métodos estadísticos o redes
neuronales artificiales.
Restricciones. Dado el objetivo de este trabajo,
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las técnicas que se utilizaron debían resultar en un
esquema para aplicar el AED en MS Excel, esto es,
como una consecución eficiente que contuviera
solamente hasta 200 restricciones.
Objetivo. Encontrar la combinación de técnicas
y parámetros de agrupamiento que ayuden al AED
a converger a la frontera eficiente, minimizando el
número de corridas, respetando la capacidad del
Solver de Excel.
Un esquema de agrupación exitoso no sólo con-
tribuirá a hacer una transferencia tecnológica eco-
nómica a la industria, sino que hará factible
discretizar los problemas de criterios múltiples a
niveles arbitrarios (lo cual haría tener una mayor fide-
lidad de la frontera eficiente), confiando en que se
pueden resolver de manera efectiva y conveniente.
Aplicación y resultados
En esta sección se presentan las técnicas utilizadas
para el agrupamiento de datos y los resultados de
la aplicación.
Primeramente se construyó una herramienta de
AED instaurada en MS Excel, la cual evalúa 100
vectores a la vez y puede determinar los vectores
eficientes de este conjunto. Se consideraron 10,000
datos iniciales (vectores en R2), los cuales se obtu-
vieron con el generador de números aleatorios in-
cluido en MS Excel, con éstos se realizaron los si-
guientes tres estudios utilizando diferentes técnicas
de agrupamiento de datos:
1. A modo de torneo
En esta primera prueba para encontrar la frontera
eficiente se realizó una competencia a modo de tor-
neo y, por lo tanto, una evaluación exhaustiva de
todos los datos de la siguiente manera:
1) Se extrajeron, de los 10,000 vectores, 100 gru-
pos de 100 vectores cada uno, los cuales se esco-
gieron en el orden en que se encuentran los
datos. Los primeros 100 vectores corresponden
al primer grupo y así sucesivamente.
2) Dados estos n grupos (n ∈ [1,100]), se introduje-
ron los 100 vectores de cada uno a la herramien-
ta de AED, con la cual se determinaron los vec-
tores eficientes de cada grupo. Esto resultó en
100 evaluaciones (una por cada 100 vectores).
3) Si el número de vectores eficientes resultantes
del paso 2 era menor que 100, se introducían
éstos nuevamente a la herramienta de AED y se
determinaban los vectores eficientes, terminan-
do aquí el análisis.
4) Si no sucedía lo anterior, se extraían nuevamen-
te grupos de 100 vectores (puede haber un gru-
po con menos de 100 vectores) y se regresaba al
paso 2.
2. Utilizando redes neuronales artificiales
En esta prueba se utilizó una red neuronal artifi-
cial (RNA) competitiva para agrupar los 10,000 vec-
tores en 100 grupos (en ocasiones puede converger
a un número menor de grupos, como sucedió en
este estudio). La RNA fue creada con ayuda del
paquete matemático MatlabTM. Para este caso se
realizó lo siguiente:
1) Dados los n grupos (n ∈ [1,100]), se calculó la
mediana de cada uno, de lo cual resulta un vector
representativo por cada grupo.
2) Los vectores resultantes del paso 1 se introduje-
ron a la herramienta de AED, de éstos los vec-
tores resultantes en la frontera eficiente deter-
minan los grupos eficientes.
3) Los grupos eficientes del paso 2 se separaron en
sus componentes.
4) Si el número de vectores resultantes en el paso 3
era menor que 100, se introducían directamen-
te a la herramienta de AED, para determinar
los vectores eficientes y se finalizaba la prueba.
5) Si no, se reagrupaban nuevamente en 100 gru-
pos utilizando RNAs y se regresaba al paso 1.
3. Utilizando métodos de agrupamiento
estadístico
En este caso se utilizó el método estadístico de agru-
pamiento de de k-medias para formar 100 grupos
de datos. El método se encuentra disponible en el
paquete computacional estadístico MinitabTM, y los
detalles técnicos se pueden consultar en J. Han y
M Lamber.15 Con estos grupos se realizó lo siguien-
te:
1) Primero se calculó la mediana de cada conjunto
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de vectores, para obtener un representante por
grupo, esto es, obtener100 vectores.
2) Se introdujeron estos 100 vectores a la herra-
mienta de AED para determinar los grupos efi-
cientes.
3) Los grupos eficientes se dividieron en sus com-
ponentes.
4) Si el número de vectores de estos grupos era
menor a 100, se introducían a la herramienta
de AED y se obtenían los vectores eficientes,
con los cuales se terminaba la prueba.
5) Si resultaban más de 100 vectores, se reagrupa-
ban en 100 grupos nuevamente con los méto-
dos de k-medias y se regresaba al paso 1.
Los resultados de los tres casos descritos ante-
riormente se presentan en la tabla I, la cual está
organizada de la siguiente manera: en la primera
fila se describen las diferentes medidas de evalua-
ción; la segunda fila contiene los resultados de uti-
lizar exhaustivamente AED con MS Excel; en la
tercera se presentan los resultados del esquema de
agrupamiento a través de RNAs, y en la cuarta los
resultados de agrupar datos mediante métodos es-
tadísticos. En la primer columna se muestra la
metodología utilizada, seguida del número de vec-
tores originales, el número de rondas de análisis
que se realizaron (cada vez que se realizan los pasos
presentados anteriormente para cada método), el
número de evaluaciones (análisis de 100 vectores
en la herramienta de AED), el tiempo estimado
tanto de evaluación como agrupamiento, el tiem-
po total de análisis (tiempo total estimado por agru-
pamiento más el tiempo total estimado de evalua-
ción). Finalmente, se presenta el porcentaje de
puntos eficientes obtenidos que en realidad son
puntos eficientes del problema original.
En la figura 2 se muestran dos de las medidas
más destacadas de la tabla I: el tiempo total estima-
do de análisis y el porcentaje de puntos (vectores)
eficientes correctos (número de vectores eficientes
encontrados entre el número de vectores eficientes
reales).
En la figura 2 se  observa que al utilizar méto-
dos estadísticos para agrupamiento se obtuvo el
beneficio de una significativa reducción de tiempo
de análisis con el costo de perder confiabilidad. Usar
RNAs para agrupamiento fue excesivamente costo-
so en tiempo, además de pérdida de confiabilidad.
El uso exhaustivo de AED a través de MS Excel
resultó con un alto tiempo de análisis, aunque
menor al de la RNA y, por supuesto, con la certeza
de encontrar todas las soluciones eficientes del pro-
blema.
Fig. 2. Tiempo total estimado de análisis (línea sólida y eje de la
izquierda) y porcentaje de puntos eficientes (línea punteada y
























Conclusiones y trabajo a futuro
En este trabajo se presentaron los resultados de
utilizar diferentes metodologías de agrupamiento
de datos para hacer más eficiente el uso del Análi-
sis envolvente de datos, al solucionar problemas de
optimización de múltiples criterios.
Se demostró empíricamente que es factible re-
ducir significativamente el tiempo de análisis apli-
cando los métodos propuestos para determinar una
frontera eficiente. Ante la pérdida de confiabilidad
al agrupar soluciones por redes neuronales artifi-
ciales y métodos estadísticos, se vislumbra que uti-
lizar el AED de manera exhaustiva utilizando pa-
quetería computacional modesta (MS Excel) puede
ser la manera más segura de aplicación en la indus-
tria. Sin embargo, si el tiempo de análisis es muy
importante, el agrupamiento con técnicas estadís-
ticas resulta muy atractivo.
De lo anterior quedan varios puntos abiertos
para trabajos posteriores, dentro de los que se en-
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cuentran: 1) realizar una instauración de los méto-
dos estadísticos de agrupamiento en MS Excel para
no contar con la limitante de paquetería computa-
cional especializada; 2) probar si alguna otra medi-
da puede representar cada uno de los grupos a ana-
lizar (en este estudio se tomó la mediana); 3) dado
que en los casos en los cuales no se obtuvieron to-
dos los puntos eficientes reales fue debido a que en
alguna ronda del estudio se descartó el grupo al
que pertenecía, se plantea que se puedan tomar no
sólo los grupos eficientes, sino además algunos no-
eficientes dentro de cierto rango de discriminación;
4) aplicar los métodos propuestos a un problema real.
Resumen
En la industria de la manufactura la gran mayoría
de las veces se buscan satisfacer objetivos múltiples
que, en general, muestran diferentes grados de con-
flicto entre ellos. La importancia de la solución efec-
tiva de este tipo de problemas es evidente. Por esta
razón, en este trabajo se presenta el estudio de di-
ferentes esquemas para el agrupamiento de datos, que
hacen más eficiente el uso de Análisis envolvente de
datos (AED) para resolver problemas reales de opti-
mización de criterios múltiples. Los resultados de este
estudio apuntan favorablemente a la adopción de los
esquemas de agrupamiento en aplicaciones reales.
Palabras clave: Optimización multicriterio, Análi-
sis envolvente de datos, Técnicas de agrupamiento
de datos.
Abstract
In the manufacturing industry
it is not uncommon to find
optimization problems requir-
ing the compromise between
multiple performance mea-
sures. Finding solutions in a
convenient manner to this kind
of problems is critical if optimi-
zation is to be applied in these
cases.  In this work, data group-
ing schemes are proposed
which make Data Envelopment
Analysis more efficient in solv-
ing multicriteria optimization problems. The results
of this study provide support for the adoption of
these grouping schemes in real applications.
Keywords: Multiple criteria optimization, Data En-
velopment Analysis, Data clustering techniques.
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