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1 | Introduzione
Le tecnologie di sequenziamento NGS (Next Generation Sequencing) hanno per-
messo il sequenziamento del DNA a velocità senza precedenti e a costi sempre più
bassi. Come conseguenza, negli 8 anni dalla nascita di queste tecnologie ad oggi,
il numero di dati relativi a sequenze biologiche è aumentato considerevolmente, e
ci si aspetta che questa quantità cresca sempre più rapidamente. I grandi proget-
ti genomici come HapMap, che cataloga le varianti genetiche comuni negli esseri
umani, e 1000 Genomes, che è giunto a descrivere i genomi di 1,092 individui
provenienti da 14 popolazioni [Abecasis et al., 2012], hanno contribuito alla cre-
scita esponenziale di questa quantità di dati (vedere figura 1.1) e allo sviluppo di
tecnologie sempre più efficienti.
Insieme al sequenziamento su larga scala di campioni di DNA è cresciuto l’in-
teresse da parte della comunità scientifica biologica, medica, bioinformatica. In
un arco temporale relativamente breve sono stati sviluppati e prodotti strumenti
hardware, software di analisi, algoritmi, banche dati pubbliche, database privati e
infrastrutture a supporto della genomica.
Una prima conseguenza di questa esplosione nell’interesse scientifico e commer-
ciale verso la genomica è la mancanza di standard di riferimento per i dati biologici.
Anzitutto la competizione tra le case produttrici di macchine NGS ha portato alla
produzione di tecnologie diverse tra loro e in continua evoluzione, imponendo for-
mati differenti per i dati in output. Lo sviluppo di numerosi strumenti software per
l’elaborazione dei dati NGS e per l’analisi statistica delle informazioni genetiche
ha contribuito ulteriormente alla diffusione di formati diversi e incompatibili tra
loro.
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Un risultato diretto della crescente quantità di letture del DNA è la dimensione
dei dati generati, che continua a rappresentare una sfida per le infrastrutture che
mantengono questi dati e per i software e gli algoritmi di analisi statistica delle
sequenze. Basti pensare che fino al 2012 sono state sequenziate più di 13 ⇥ 1015
basi nucleotidiche e che per un genoma umano, contenente circa 3 miliardi di basi
nucleotidiche, sono necessari circa 100 gigabyte di dati.
In figura 1.1 è mostrato in giallo l’andamento del costo del sequenziamento
pre-NGS in basi nucleotidiche per dollaro, e in rosso il costo del sequenziamen-
to con tecnologia NGS. Come è evidente la quantità di basi sequenziabili con un
dollaro ha subito una crescita esponenziale dalla nascita delle tecnologie NGS. Il
progetto 1000 Genomes ad esempio ha prodotto nei primi 6 mesi una quantità
doppia di dati rispetto a quanto fosse stato sequenziato nei 30 anni precedenti
[Stein et al., 2010]. Ancora più interessante è rapportare questa crescita al co-
sto dello storage in megabyte per dollaro, il cui andamento (in blue nella figura
1.1) segue la legge di Moore. Come molti sanno la legge di Moore, coniata dal
cofondatore di Intel Gordon Moore, descrive la crescita esponenziale nel tempo
della complessità nei circuiti integrati, affermando che il numero di transistor in
un circuito integrato raddoppia approssimativamente ogni 18 mesi. I costi di se-
quenziamento e di conseguenza la quantità di dati prodotti hanno un andamento
molto più veloce, dimezzando approssimativamente ogni 5 mesi. I dati biologici
sono quindi diventati più costosi da memorizzare che da generare, e la loro entità
è tale da essere ormai considerati Big Data.
Lo scopo principale nell’analisi di queste grandi quantità di informazioni gene-
tiche umane è lo studio delle relazioni tra varianti genetiche e malattie, predispo-
sizioni a malattie e caratteristiche fisiche in genere. La descrizione delle varianti
di un individuo rappresenta il suo genotipo, mentre le sue caratteristiche fisiche,
comprese possibili malattie, il suo fenotipo. Gli studi di associazione sul genoma si
pongono come obiettivo la scoperta di queste relazioni mediante analisi statistiche
e algoritmi di machine learning.
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Figura 1.1: ( Rappresentazione grafica dei costi di sequenziamento e di storage
dal 1990 al 2012 - immagine da Stein Genome Biology 2010 11:207, su licenza
Creative Commons, doi:10.1186/gb-2010-11-5-207)
Al fine di condurre questi studi è necessario integrare informazioni sul fenotipo,
che quindi riguardano le caratteristiche fisiche dell’individuo, ai dati genetici del
soggetto. L’integrazione di questi dati non soltanto ha permesso, su larga sca-
la, di individuare le responsabilità di specifiche varianti genetiche, ma ha aperto
la strada verso la cosiddetta Medicina Personalizzata, nella quale i farmaci e le
terapie applicate siano scelti su misura per ogni individuo. La mancata digitaliz-
zazione delle cartelle cliniche o, laddove questo avvenga, l’assenza di standard per
le descrizioni cliniche, rende il processo d’integrazione impossibile nella pratica.
Riassumendo, le difficoltà che ostacolano gli studi genomici in silico1 sono:
1La locuzione latina, letteralmente nel silicio, si è diffusa di recente per indicare simulazioni
matematiche al computer di entità o fenomeni chimici e biologici, in contrapposizione a in vitro
e in vivo.
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• Assenza di standard nella rappresentazione dei dati biologici, memorizzati in
file con formati incompatibili tra loro.
• Quantità dei dati genomici in crescita esponenziale, per cui strumenti soft-
ware e infrastrutture hardware tradizionali non sono sufficienti.
• Mancata di digitalizzazione e problemi di ambiguità nei termini per le de-
scrizioni cliniche.
Questa problematica ha guidato i principi di progettazione e lo studio dei
requisiti del sistema proposto.
Lo scopo dello studio svolto sui dati genetici, sugli standard nei quali vengono
memorizzati e sui modelli di dati finora realizzati per rendere questi dati fruibili e
pronti per l’analisi, è quello di definire i requisiti per la progettazione di un modello
di dati ad hoc che possa supportare dati e metadati finora prodotti.
Questi requisiti dipendono sia dagli standard dei dati attualmente esistenti, in
quanto rappresentano il modello per l’origine dei dati, sia dalle necessità successive
di analisi. Quest’ultimo punto è di fondamentale importanza, perché da questo
dipenderà l’efficienza degli algoritmi di analisi e l’utilizzo appropriato dello spazio
di storage.
In questa prospettiva si prenderanno in considerazione le tecnologie Big Data,
sia per le soluzioni in termini di spazio e scalabilità, sia per l’analisi distribuita su
più nodi.
Nel predisporre l’integrazione dei dati clinici sarà indispensabile considerare
ontologie di dominio medico e biologico, come base per la modellazione di un
sistema per cartelle cliniche elettroniche.
Organizzazione di questa tesi
Nel capitolo 2 viene descritto passo per passo il processo che va dal sequenziamento
di un campione di DNA all’associazione tra varianti genetiche e malattie.
Nel capitolo 3 si analizzano nel dettaglio i formati standard e non standard dei
file utilizzati in bioinformatica nei vari passi del processo, con lo scopo di astrarne
un modello di dati unico.
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Nel capitolo 4 si passano in rassegna i database genetici più noti, derivandone
il modello relazionale da interfacce di sottomissione, documentazioni e fonti varie.
Nel capitolo 5 viene proposto un modello matematico dei dati biologici, insieme
alle funzioni alla base dei processi di analisi, per dare una visione d’insieme formale
dei temi trattati.
Nel capitolo 6 vengono descritti in dettaglio gli studi di associazione tra va-
rianti genetiche e caratteristiche fenotipiche2, ponendo le basi di progettazione per
l’integrazione di dati genetici con informazioni cliniche.
Nel capitolo 7 viene progettato un database e un’infrastruttura a partire dai
requisiti che emergono dai precedenti capitoli.
Nel capitolo 8 si pone l’accento sui requisiti non funzionali del sistema software
appena proposto, basato su un dataset che può essere considerato Big Data, e in
quanto tale richiede tecnologie e approcci di programmazione mirati alla scalabilità
alle capacità computazionali.
2Le caratteristiche fisiche osservabili di un individuo, tra cui rientrano patologie e disfunzioni.
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2 | Analisi computazionale su sequen-
ze
Prima di addentrarsi nello studio dei workflow1 di analisi genetica è bene dire che
il processo di elaborazione digitale, che porta dalla lettura grezza delle sequenze
di DNA all’identificazione di varianti genetiche, è un processo molto complesso
e variabile. La complessità del workflow è dovuta principalmente all’eventualità
di possibili errori nelle fasi di lettura e di allineamento, che avvengono con una
probabilità maggiore nei nuovi strumenti NGS rispetto ai sequenziatori pre-NGS.
La continua evoluzione dei metodi e delle tecnologie hardware e software del
settore, inoltre, impone frequenti cambiamenti nei formati di dati standard e ne-
gli strumenti software che filtrano e analizzano le sequenze. Lo sviluppo di un
workflow ben definito e automatizzato per l’analisi dei dati genetici è diventato di
fondamentale importanza negli ultimi anni [Koboldt et al., 2010].
In figura 2.1 è illustrata, in un modo generico e senza entrare nei dettagli,
in quanto sono molto variabili, una pipeline tipica per l’analisi delle sequenze
esoniche. In verde sono mostrati i processi e in beige i dati di output/input. Se si
considera il diagramma come uno modello layer a strati, i dati di output generati
da uno strato rappresentano i dati di input per lo strato sottostante.
Approfondirò di seguito ogni stadio dell’analisi, senza entrare troppo in dettagli
specifici dipendenti dalla piattaforma o da particolari necessità di analisi.
1Per workflow o pipeline intendiamo una sequenza ordinata di attività, in cui l’input di
un’attività è rappresentato dall’output dell’attività precedente
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Figura 2.1: Workflow del sequenziamento esomi.
2.1 Sequenziamento Next-generation
Il NGS (Next-generation sequencing) è un nome scelto per indicare tutte quel-
le piattaforme di sequenziamento, e le relative tecnologie, nate dopo il 2005, che
hanno rivoluzionato il processo di sequenziamento permettendo la parallelizzazio-
ne dello stesso, a beneficio di costi e prestazioni. La crescita esponenziale nella
velocità di sequenziamento delle macchine NGS, capaci di generare molti milioni di
sequenze lette per ogni esecuzione, ha spostato il collo di bottiglia dalla generazione
delle sequenze alla gestione ed analisi dei dati.
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La velocità di esecuzione del sequenziamento per queste tecnologie va però a
discapito dell’accuratezza nel basecalling e nell’allineamento, svantaggio a cui si
rimedia con letture ripetute e appositi processi computazionali nelle successive fasi
di analisi.
2.1.1 Sequenziamento dell´esoma
Con la possibilità di sequenziare il patrimonio genetico completo di un individuo in
pochi giorni, approcci WGS (Whole Genome Sequencing, sequenziamento dell’inte-
ro genoma) vengono progettati per scoprire variazioni genetiche che contribuiscono
a malattie rare o comuni. Nonostante la diminuzione nei costi di sequenziamento
questi approcci restano molto dispendiosi nella gestione e nell’analisi di un numero
grande di campioni [Hedges et al., 2009]. Per questo motivo sono nati metodi al-
ternativi, che si concentrano solo su frazioni dell’interno genoma, e rappresentano
approcci convenienti per identificare le varianti genetiche potenzialmente associate
alle patologie.
L’esoma è un termine derivato da Genoma, e sta ad indicare l’insieme di tutti
gli esoni presenti nel genoma, ovvero di tutte le sottosequenze del DNA che possono
codificare proteine. L’approccio WES (Whole Exome Sequencing, sequenziamento
dell’intero esoma) è ritenuto una valida alternativa al WGS per diversi motivi:
• Gli esoni codificanti concorrono alla maggior parte delle variazioni funzionali
[Botstein and Risch, 2003, Ng et al., 2008]
• L’esoma costituisce solo l’1% del genoma umano, richiedendo quindi il se-
quenziamento di sole 30 milioni di basi nucletodiche (Mbp) [Ng et al., 2009]
• La quantità totale di lavoro per il sequenziamento, l’analisi e la gestione del-
l’intero esoma, rispetto all’approccio WGS, è in rapporto 1/20 [Nielsen et al., 2010]
• I polimorfismi a singolo nucleotide (SNP) che appaiono nelle regioni codi-
ficanti sono la causa più comune per le malattie Mendeliane (le malattie
dipendenti da un solo gene). [Horner et al., 2010]
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2.2 Basecalling
Il base calling è un processo ad opera dello strumento di sequenziamento NGS, che
associa ad ogni nucleotide letto un valore di probabilità per ogni base azotata.
Spesso la stessa sequenza viene letta più volte per ovviare all’inaccuratezza delle
letture e a valori di probabilità non soddisfacenti. Il formato dei dati di output
più diffuso tra le piattaforme NGS è il FASTQ, un formato testuale di cui esistono
diverse versioni. La versione Sanger FASTQ è lo standard de facto, ed è il formato
accettato dall’NCBI Sequence Read Archive per l’invio dei dati raccolti.
2.3 Allineamento sequenze
Il primo processo bioinformatico nell’analisi delle sequenze di DNA è quello di
allineamento.
L’allineamento è il processo di mappatura tra le sequenze lette e la sequenza di
un genoma di riferimento. Molti dei software di allineamento disponibili oggi sono
basati su due algoritmi principali: il metodo hashed-based e il metodo Burrows-
Wheeler Transform [Li and Durbin, 2009].
Gli algoritmi hash-based usano una tabella di hash, costruita a partire dal
genoma di riferimento o dalle sequenze lette, per mappare l’insieme delle sequenze
lette nelle relative posizioni del genoma.
Algoritmi più recenti si basano invece sullo string matching usando la trasfor-
mata di Burrows-Wheeler (BWT). Gli algoritmi BWT riordinano la sequenza del
genoma di riferimento raggruppando in una struttura dati le sequenze che ap-
paiono più volte, viene poi creato un indice di riferimento e usato per un rapido
piazzamento delle sequenze lette sul genoma di riferimento. Il vantaggio principale
degli algoritmi BWT sta nella loro velocità, risultano infatti molto più veloci degli
algoritmi hash-based.
La fase successiva è quella di assemblaggio, effettuata quasi sempre dagli stessi
tool di allineamento. In questa fase le sequenze lette e allineate vengono composte
tra loro a formare la sequenza genetica originale del campione in input. Anche
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per questa fase viene utilizzata la sequenza di riferimento del genoma umano,
tuttavia mediante appositi algoritmi di overlapping sarebbe possibile ricomporre
la sequenza originale senza nessuna sequenza di riferimento. E’ quello che avviene
ad esempio nel sequenziamento di DNA per organismi di cui non si possiede il
genoma.
La sequenza allineata viene memorizzata in formato SAM (Sequence Align-
ment/Map, vedere sezione 3.6) . Al termine della pipeline di allineamento il SAM
viene convertito in BAM (SAM binario), un formato molto più compresso.
2.4 Trimming sequenze
La fase successiva a quella di allineamento è la fase di raffinamento della sequenza
ottenuta. Esistono infatti diverse problematiche scaturite da un sequenziamento
con macchina NGS, principalmente quelle dovute all’allineamento di sequenze mol-
to corte. Per esempio, poichè ogni sequenza corta è allineata indipendentemente,
sequenze di Indel (mutazioni o ricombinazioni che risultano nell’inserimento di un
codone in più) possono non essere allineate con la sequenza originale. Prima di
procedere a successive analisi, quindi, vengono effettuati dei processi di controllo
e miglioramento della qualità delle letture.
In questa fase inoltre, nel caso in esame, si procede all’estrazione delle sole se-
quenze esoniche, che rappresentano una piccola frazione dell’intero genoma, ma che
si crede codifichino la maggior parte delle variazioni funzionali ([Botstein and Risch, 2003],
[Ng et al., 2010]). Poichè il sequenziamento può catturare anche frammenti di
DNA originati da regioni non codificanti, viene applicato un filtro utilizzando una
lista di posizioni conosciute per le sequenze esoniche, escludendo ogni lettura che
non si sovrappone a queste posizioni.
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2.5 Identificazione e valutazione di varianti gene-
tiche
Per facilitare la ricerca di cause recessive o dominanti, le varianti vengono divise
tra mutazioni omozigote e mutazioni eterozigote. Nell’identificazione delle varianti
entrano in gioco tutte le variabili finora ottenute - valori di probabilità dei base
call ricalibrati, mappatura delle varianti, letture esoniche sovrapposte - al fine di
evitare possibili falsi positivi.
Il tool più utilizzato al momento per l’identificazione e l’analisi delle varianti è
fornito nel software GATK (Genome Analysis Toolkit) [GATK, 2013, 2013], utiliz-
zato anche nel progetto 1000 Genome Project e nel The Cancer Genome Browser
[Broad Institute, 2010, ]. Oltre a un insieme di tool, il GATK è in realtà anche una
struttura di API Java, progettata per lo sviluppo di tool di analisi delle sequenze
già allineate. Questo software è attualmente utilizzato anche in grandi progetti
di sequenziamento come 1000 Genomes Project e The Cancer Genome Atlas.
Nella valutazione delle varianti identificate è di fondamentale importanza ba-
sarsi sulle varianti pre-filtrate, rese accessibili dai progetti HAPMap Project e
dbSNP, come training data per il clustering dei dati da analizzare.
Il formato di file per la memorizzazione delle varianti è il variant call format
(VCF), un formato testuale che può memorizzare SNP, DIP e varianti strutturali
più lunghe. Il formato prevede anche uno standard per l’annotazione di informazio-
ni come genotipo, allele ancestrale, profondità di lettura, qualità della mappatura,
etc.
2.6 Identificare i geni associati alle malattie
L’approccio bioinformatico alle malattie è un approccio riduzionista: si tenta di
individuare i geni e i loro prodotti che causano una malattia. Una volta identificati
questi geni, la sfida resta quella di scoprire in che modo le mutazioni individuate
causano la malattia, cercando quindi di collegare il genotipo al fenotipo.
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2.6.1 Classificazione per causa
Figura 2.2: Cause genetiche e incidenza delle malattie.
Le malattie umane possono essere suddivise in base alla causa: disordini a singolo
gene (mutazioni in un singolo gene); disordini complessi (derivati dalla mutazio-
ne in due o più geni, come il cancro e la schizofrenia); disordini genomici (quelli
derivanti da anormalità cromosomiche); e malattie ambientali (come le malattie
infettive). In figura 2.2 sono mostrati i valori di incidenza di queste classi di disor-
dini. Nel complesso, i disordini multigenici sono molto più comuni dei disordini a
gene singolo.
Per ovvi motivi è più semplice individuare le cause genetiche che portano alle
malattie a singolo gene, infatti allo stato attuale le malattie monogeniche cono-
sciute sono già state mappate nel genoma. I disordini genomici sono relativamente
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facili da individuare e sono abbastanza comuni. Solitamente comportano delle
anormalità di larga scala per le quali è presente un cromosoma in più (trisomia)
o in meno (monosomia), come nella sindrome di Down (trisomia 21). In tutte le
categorie, comunque, le cause e lo sviluppo di una malattia derivano dall’influenza
di fattori sia genetici che ambientali.
Negli ultimi anni l’interesse della ricerca è indirizzato ai disordini complessi,
come l’asma o la schizofrenia, dove i polimorfismi singoli hanno una debole influen-
za nel loro sviluppo. A causa della complessità del processo che porta a queste
malattie, si utilizzano metodi stocastici di inferenza probabilistica per individuare
la posizione del geni coinvolti in una malattia.
2.6.2 Analisi dei collegamenti
Il Linkage Analysis è una tecnica usata principalmente per la localizzazione di
malattie ereditarie a singolo gene. Il collegamento genetico (genetic linkage) è la
tendenza dei geni vicini ad essere ereditati insieme durante la meiosi, evitando la
separazione su cromatidi diversi durante la ricombinazione cromosomica. Negli
studi di linkage si analizzano le regioni di cromosoma ereditate all’interno delle
famiglie. Seguendo il pattern di trasmissione in un albero genealogico, l’analisi dei
collegamenti può essere usata per localizzare il gene di una malattia. La malattia
di Huntington, un disordine neurodegenerativo, è stato il primo disordine ad essere
mappato usando l’analisi dei collegamenti.
2.6.3 Studi di associazione sull’intero genoma
Mentre le basi genetiche di migliaia di malattie a singolo gene sono state già tro-
vate, è molto più difficile identificare le cause genetiche di malattie umane comuni
che coinvolgono più geni. Gli studi di associazione GWAS (Genome Wide Asso-
ciation Studies, studi di associazione sull’intero genoma) forniscono un approccio
importante per raggiungere questo scopo. Con questo approccio vengono analiz-
zati i markers (SNP, DIP) in individui affetti dalla malattia e individui sani, per
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identificare le differenze nella frequenza di variazioni. I risultati saranno tanto più
attendibili quanto più sarà grande il campione analizzato.
2.7 Diagnosticare malattie a partire dal genoma
Come già accennato, per molte malattie sono stati identificati i geni responsabili
e il loro locus all’interno del genoma. I dati raccolti durante gli anni sono stati
organizzati in diversi database, fruibili gratuitamente online, tra questi i più cono-
sciuti sono OMIM [Hamosh et al., 2005], GeneCards [Safran et al., 2003], Cardiff,
DMDM [Peterson et al., 2010].
Il progetto di più grande importanza in questo campo è OMIM (Online Mende-
lian Inheritance in Man). OMIM è una fonte autorevole e molto vasta che contiene
informazioni riguardanti tutte le malattie mendeliane, ovvero ereditarie, collegate
a più di 12000 geni. Nato negli anni ’60 come catalogo delle malattie ereditarie,
OMIM è su web dal 1995 a cura del NCBI ed è aggiornato regolarmente ogni
giorno. Ogni voce contiene molti link a risorse genetiche esterne, come i database
genomici o proteomici.
GeneCards è un database incentrato sui geni, che collega questi ai loro prodotti
(proteine) e al loro coinvolgimento nelle malattie.
Cardiff Human Gene Mutation Database è un altro database che mette in
relazione collezioni di mutazioni genetiche a malattie umane ereditarie.
Il database DMDM (Domain Mapping of Disease Mutations) [Peterson et al., 2010]
fornisce, per ogni dominio di proteine, le mutazioni e gli SNP che codificano pro-
teine coinvolte nella nascita o nello sviluppo di malattie. Il database fa uso di dati
raccolti da altri progetti già citati, come OMIM, Swiss-Prot, RefSeq, e i modelli
di dominio NCBI CDD.
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3 | Formati dei File Genomici Stan-
dard
“Orsù, scendiamo laggiù e confondiamo la loro
lingua, affinchè l’uno non comprenda più il
parlare dell’altro
— Genesi 11,7, (La Torre di Babele)
La gran parte dei formati storici per le sequenze nucleotidiche sono formati flat
file. Un flat file è un file contenente dei record privi di relazioni strutturali. Per
interpretare un flat file è necessario conoscere le proprietà di formattazione del file.
I flat file per i dati genetici sono flat file ASCII delimitati, ovvero possono con-
tenere record di ampiezza variabile, delimitati da apposite stringhe (codici). Ogni
codice indica la tipologia di informazione contenuta dopo il codice. Ad esempio
nel formato flat file per sequenze nucleotidiche dell’EBML l’inizio della sequenza
vera e propria è delimitato dal codice SQ.
Utilizzando un file per ogni sequenza, il flat file contiene tutte le informazioni
di riferimento di quella sequenza, come descrizione, parole chiave, referenze biblio-
grafiche relative al lavoro dal quale sono stati estratti i dati riportati, posizione
della sequenza nel genoma, ecc.
Uno dei maggiori problemi in bioinformatica riguarda il dover trattare una
profusione di formati di file, spesso con standard scarsamente definiti o ambigui.
Alcuni di questi formati flat file, costruiti ad hoc per le esigenze del momento, sono
diventati poi col tempo standard de facto.
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Nelle sezioni che seguono si analizzeranno in dettaglio i formati più comuni per
i dati di sequenziamento, con l’intenzione ultima di progettare un modello di dati
comune che possa supportare le informazioni finora memorizzate in file.
3.1 FASTA
Il formato FASTA è un formato per sequenze di DNA e di amminoacidi. E’ stato
originariamente inventato da Bill Pearson come formato di input per i tool della
suite FASTA, di sua produzione [Pearson and Lipman, 1988].
Nella figura 3.1 si mostra un esempio di file FASTA contenente una sequenza
di amminoacidi:
Figura 3.1: Standard FASTA per una sequenza di amminoacidi.
Un file in formato FASTA comincia con una riga singola di descrizione della
sequenza. Le righe di descrizione (defline) si distinguono dalle righe di sequenza
per il simbolo di maggiore (>) all’inizio della riga. Nella definizione dello standard
si raccomanda di non utilizzare più di 80 caratteri per defline.
La riga di descrizione solitamente contiene il nome o un identificatore univo-
co per la sequenza, insieme a svariate altre informazioni. La struttura di questa
intestazione e la tipologia di informazioni in essa contenute non sono standardiz-
zate, ma i tanti database di sequenze hanno imposto ognuno il suo standard di
intestazione FASTA. Una convenzione comune a questi standard di intestazione è
che la riga di descrizione debba identificare univocamente la sequenza successiva,
mediante una serie di attributi, come numeri progressivi e database di provenien-
za, separati dal carattere . Nella tabella 3.1 si riassume la sintassi delle linee di
descrizione [Madden, 2003] per i principali database pubblici.
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Database pubblico Sintassi identificatore
GenBank gb|accession|locus
EMBL Data Library emb|accession|locus
DDBJ, DNA Database of Japan dbj|accession|locus
NBRF PIR pir||entry
Protein Research Foundation prf||name
SWISS-PROT sp|accession|entry name
Brookhaven Protein Data Bank pdb|entry|chain
Patents pat|country|number
GenInfo Backbone Id bbs|number
General database identifier gnl|database|identifier
NCBI Reference Sequence ref|accession|locus
Tabella 3.1: Tabella riassuntiva della sintassi per gli identificatori nel formato
FASTA
3.2 FASTQ
FASTQ è diventato negli anni un formato molto comune per la condivisione di
dati genetici di sequenziamento, combinando sia la sequenza di basi che un quality
score associato ad ogni base nucleica, ovvero un punteggio di attendibilità sulla
lettura di quella base all’interno della sequenza. Il formato FASTQ nasce come
un’estensione del formato FASTA, aggiungendo le informazioni sull’attendibilità
della lettura, rappresentando così la sequenza di sequenziamento con un livello
di dettaglio maggiore, ma senza pesare sulla dimensione dei dati, come invece
accadrebbe considerando lo spazio dei colori o l’immagine di cattura per le letture
NGS.
Grazie all’estrema semplicità del formato, il FASTQ è ampiamente utilizzato
per l’interscambio di dati, tuttavia, anche se nato come evoluzione del FASTA,
continua anch’esso a soffrire dell’assenza di una definizione chiara e non ambigua,
mancanza che ha portato all’esistenza di molte varianti incompatibili tra loro.
Nello stato attuale, infatti, ogni macchina di sequenziamento NGS produce in
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output un formato FASTQ differente.
3.2.1 FASTQ SANGER
La variante originale del formato FASTQ è quella Sanger. Il formato FASTQ è
stato inventato nel 2000 nel Wellcome Trust Sanger Institute da Jim Mullikin,
poi gradualmente diffuso negli anni successivi, ma senza ma essere formalmente
documentato. Ciò che più si assomiglia ad una descrizione ufficiale del formato
da parte di Sanger si può trovare sul sito web di MAQ/BWA [Li et al., 2008,
Li and Durbin, 2009], ma perfino quest’ultima definizione risulta incompleta. In
figura 3.2 si mostra una lettura in formato FASTQ dal database NCBI SRA.
Figura 3.2: Il formato FASTQ Sanger in un file di esempio, contenente sequenze e
quality score.
La struttura di FASTQ può essere scomposta in 4 sezioni di testo:
1. Una linea di titolo per la sequenza, che funge da identificatore, delimitata
dal simbolo @. Questa linea non ha un formato definito e non ha un limite
di lunghezza, permettendo annotazioni arbitrarie e commenti.
2. La sequenza vera e propria, senza simbolo delimitatore iniziale oltre alla
nuova linea. La sequenza di DNA è nel formato FASTA, e come nel for-
mato FASTA non pone limiti sui caratteri utilizzabili, tuttavia ci si attiene
alla nomenclatura IUPAC per l’espressione delle basi nucleotidiche e degli
amminoacidi. Gli spazi vuoti come lo spazio o il tab non sono permessi.
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3. Il carattere delimitatore + indica la fine della sequenza e l’inizio della linea
per i quality score. Originariamente questa linea includeva anche la prima
linea di descrizione, come mostrato nell’esempio NCBI precedente, ma più
di frequente questa linea contiene soltanto il carattere di delimitazione.
4. L’ultima linea di testo è quella dei punteggi di qualità. Si utilizza un simbolo,
corrispondente ad un punteggio di qualità, per ogni base nucleotidica. Di
conseguenza la linea dei quality score dovrà essere di lunghezza uguale alla
linea della sequenza di basi.
Come si nota dall’esempio i valori di qualità sono caratteri ASCII stampabili
(solitamente i caratteri ASCII compresi tra 33-126). Il valore numerico cor-
rispondente si ottiene con un semplice mapping, considerando come lo zero il
primo carattere dell’intervallo ASCII in considerazione (ad esempio l’ASCII
33). Il valore di errore vero e proprio, su scala logaritmica, è stimato invece
in modo diverso per ogni variante FASTQ.
3.2.2 I quality score in FASTQ
Mentre per quanto riguarda la sequenza in sé, tutti i formati seguono lo standard
Sanger, questo non vale per la rappresentazione dei valori di qualità. La stima
del valore di qualità e la sua rappresentazione dipendono fortemente dalle scelte
di ciascuna casa di produzione NGS.
Nome versione Sequenza ASCII Quality Score
Intervallo Offset Tipologia Intervallo
Sanger standard 33-126 33 PHRED da 0 a 93
Solexa, Illumina <1.3 59-126 64 Solexa da -5 a 62
Illumina 1.3+ 64-126 64 PHRED da 0 a 62
Tabella 3.2: Le tre varianti FASTQ descritte, con le relative caratteristiche dei
valori di qualità. Gli intervalli sono da considerarsi inclusivi.
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PHRED
Il software PHRED legge i file di lettura del DNA grezzi, contenenti il segnale o
l’immagine rilevata, interpretando di volta in volta il dato catturato come una delle
4 basi [Ewing et al., 1998, Ewing and Green, 1998]. Facendo questo, assegna una
probabilità a questa interpretazione, definita in termini della stimata probabilità
di errore Pe:
QPHRED =  10⇥ log10(Pe) (3.1)
Insieme a questo standard di valutazione per la qualità delle interpretazioni, PH-
RED ha introdotto un nuovo formato di file, conosciuto come il formato QUAL,
per mantenere questi dati separati dalla sequenza vera e propria. Ad esempio,
utilizzando sempre record NCBI SRA mostrato in precedenza, un file QUAL
corrispondente può essere come il file in figura 3.3
Figura 3.3: File di esempio per il formato QUAL.
I valori di qualità PHRED rappresentano ormai uno standard de facto per
questo genere di dati. Per esempio, la macchina di sequenziamento Roche 454
permette la conversione dell’output in file FASTA e QUAL. I valori PHRED so-
no utilizzati anche direttamente all’interno dei file, come nei file SAM, Staden
Experiment, ACE e FASTQ.
FASTQ SOLEXA
Nel 2004 la società NGS Solexa ha introdotto la sua specifica versione di FASTQ,
incompatibile e indistinguibile dalla versione Sanger [Bennett, 2004]. Nonostante
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il formato FASTQ originale memorizzi un valore di qualità per ogni base della
sequenza, nella versione di Solexa vengono memorizzati i valori di probabilità di
tutte le quattro basi nucleotidiche, per ogni base in sequenza. Inoltre per rap-
presentare con più precisione i valori bassi di qualità, è stata ridefinito il valore
logaritmico di qualità [Bentley et al., 2008] in questo modo:
QSolexa =  10⇥ log10(
Pe
1  Pe
) (3.2)
Nonostante questa differenza nella stima dell’errore tra valori PHRED e valori
Solexa, la conversione da un valore all’altro risulta facilmente calcolabile:
QPHRED = 10⇥ log10(10QSolexa/10 + 1) (3.3)
QSolexa = 10⇥ log10(10QPHRED/10   1) (3.4)
3.2.3 FASTQ ILLUMINA
Nonostante inizialmente le macchine NGS Illumina utilizzassero la variante FASTQ
di Solexa, dalla versione 1.3 in poi si è optato per la rappresentazione con valori
PHRED. Tuttavia, al posto di supportare a pieno la variante Solexa, Illumina ha
introdotto un’altra versione di FASTQ, incompatibile con i valori PHRED originali
ma intercambiabile con le prime versioni dei file Solexa FASTQ.
La versione FASTQ di Illumina 1.3+ codifica i valori PHRED in un intervallo
di 64 valori, ovvero i valori PHRED da 0 a 62 inclusi (ASCII 64-126). Biso-
gna però considerare che i valori di qualità Illumina prodotti dalla macchina di
sequenziamento sono in realtà compresi tra 0 e 40.
3.3 CSFASTA e CSFASTQ
Le macchine di sequenziamento ABI SOLiD lavorano sullo spazio dei colori e non
sullo spazio delle sequenze [Pandey et al., 2008], portando ABI a introdurre una
particolare versione del formato FASTA, il Color Space FASTA (CSFASTA), con
un file associato QUAL contenente i valori di qualità. Un’altra versione, che include
i valori di qualità nello stesso file, è il formato Color Space FASTQ (CSFASTQ).
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3.4 GenBank
Il formato GenBank è lo standard di sottomissione per i record del database Gen-
Bank, il database NCBI per sequenze di DNA e proteine. In un record GenBank
sono presenti, oltre alla sequenza vera e propria, informazioni a essa correlate: ri-
ferimenti bibliografici, informazioni sulla funzione della sequenza, posizione delle
regioni codificanti, posizioni delle mutazioni. Queste informazioni sono organizzate
in campi del flat file GenBank, ognuno dei quali comincia con l’identificatore del
campo, in maiuscolo, seguito da un carattere di tabulazione e dal dato in questio-
ne. L’identificatore può essere espresso con il nome intero o con un’abbreviazione
di due o tre lettere (ad esempio si può usare REFERENCE o RF). Nella figura 3.4
si illustra il formato per il file GenBank:
Figura 3.4: Formato dello standard GenBank per le sequenze nucleotidiche.
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3.5 EMBL
I record e i flat file di sottomissione dei database NCBI GenBank, EMBL EBI
e DDBJ, ovvero i database facenti parte del progetto sincronizzato International
Nucleotide Sequence Database Collaboration, sono molto simili tra loro. I record
DDBJ sono quasi completamente identici ai corrispettivi di GenBank. Il flat file
di EMBL invece si distingue leggermente dal formato GenBank, come illustrato
nelle specifiche dello standard in figura 3.5
Figura 3.5: Formato dello standard EMBL per le sequenze nucleotidiche.
3.6 SAM e BAM
Il formato SAM (Sequence Alignment/Map format) è il formato testuale standard
per gli output intermedi e finali dei software di allineamento. L’utilizzo più comune
che si fa di questi software è quello di allineare il segmento di DNA in input
(solitamente un file FASTQ) su un genoma di riferimento. Il formato è un flat
file delimitato da tabulazioni e dal carattere @ per le linee di intestazione. Se
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presente, l’intestazione deve precedere i dati di allineamento. I dati di allineamento
sono organizzati con un allineamento per ogni linea di testo. Per ogni linea di
allineamento saranno definiti 11 campi obbligatori, in un ordine prestabilito e
delimitati dal carattere di tabulazione. Se un particolare dato non è disponibile
il campo non può essere lasciato vuoto, al suo posto viene inserito il carattere 0
oppure * (dipende dal campo).
La definizione della sintassi per i campi degli allineamenti è descritta in 3.3.
La descrizione completa e il significato di ogni campo necessiterebbe un lungo
approfondimento e, dato che questo esula dalla scopo di questa tesi, si rimanda
alle specifiche ufficiali [Sam and Specification, 2011].
Il formato BAM è un formato di codifica per i file SAM, compresso nel formato
BGZF (Blocked GNU Zip Format). BGZF è un formato di compressione a blocchi
implementato sullo standard gzip. L’obiettivo di BGZF è quello di fornire una
buona compressione insieme alla possibilità di accedere al file BAM in modo non
sequenziale per eseguire interrogazioni indicizzate. Il formato BGZF è compatibile
con gunzip, il che rende possibile l’estrazione di un file BGZF utilizzando un tool
gzip. Per una descrizione completa del formato BAM si rimanda alle specifiche del
formato [Sam and Specification, 2011].
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Ordine Campo Tipo Regexp/Intervallo Descrizione
1 QNAME String [!-?A-~]1,255 Nome della lettura
2 FLAG Int [0,216 -1] FLAG bitwise
3 RNAME String [!-()+-<>-~][!-~]* Nome di rif. sequenza
4 POS Int [0,229 -1] Posizione della sequenza
5 MAPQ Int [0,28 -1] Qualità mapping (PHRED)
6 CIGAR String ([0-9]+[MIDNSHPX=])+ stringa CIGAR estesa
7 RNEXT String [!-()+-<>-~][!-~]* Nome di rif. prossima seq.
8 PNEXT Int [0,229 -1] Posizione prossima sequenza
9 TLEN Int [-229 +1,229 -1] Lunghezza sequenza inserita
10 SEQ String [A-Za-z=.]+ Sequenza di basi
11 QUAL String [!-~]+ ASCII della qualità PHRED
Tabella 3.3: Specifiche per le linee di allineamento nel formato SAM, con: ordine
del campo, nome, tipo di dato, definizione sintassi del campo mediante regular
expression e intervallo di valori accettabili, descrizione del campo.
3.7 SCF
La genomica moderna produce una quantità di dati scientifici mai vista prima, arri-
vando a generare, con una sola macchina NGS e in pochi giorni, la quantità di basi
generate dal progetto genoma umano in 10 anni. Come si nota dalle specifiche dei
formati trace file finora visti, ovvero i file contenenti le letture sequenziali di DNA,
i valori di qualità, e a volte i dati grezzi di cattura, poca attenzione viene prestata
per le dimensioni finali dei file prodotti. Il problema della dimensione dei trace file
è invece uno dei maggiori interessi per la comunità bioinformatica. Il primo reale
tentativo nato da queste motivazioni è il formato SCF [Dear and Staden, 1992].
Il formato SCF contiene i dati per una lettura singola e include:
• La traccia dei punti di campionamento
• La sequenza di basi dedotta dai segnali campionati
• Le posizioni delle basi in sequenza nella traccia di campionamento
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Tipo di informazione Percentuale occupata
Basi dedotte 1%
Stima accuratezza base dedotta 4%
Traccia delle ampiezze per ognuna delle 4 basi 88%
Offset della base rispetto alla traccia 4%
Commenti testuali vari (identificatori, date etc.) 0.2%
Tabella 3.4: La tabella mostra le percentuali sulla dimensione non compressa di
un file SCF.
Formato Dimensione Originale Dimensione Compressa Rapporto
ABI 18 158 424 8 427 773 0.464
SCFv2 7 887 845 3881 662 0.492
SCFv2 7 887 845 2 396 562 0.304
Tabella 3.5: Confronto tra dimensioni originali e compresse dei formati ABI, SCFv2
ed SCFv3
• La stima dell’accuratezza per la deduzione (calling) delle basi
Le specifiche di formato includono la codifica di questi dati in tipi e strutture
dati C. Il risultato finale in termini di dimensioni del file è mostrato in percentuale
nella tabella 3.4. Nella tabella 3.5 sono mostrate invece le differenze di dimensione
tra i formati ABI, SCFv2 e SCFv3 per la stessa quantità di informazione genetica.
Come si può notare dalla tabella versioni successive di SCF migliorano lo spazio
utilizzato su disco con un approccio loss-less. E’ stato determinato infatti che
soltanto cambiando la disposizione del tipo di informazione all’interno del file si
otteneva con gzip una compressione maggiore.
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3.8 ZTR e SFR
Sebbene successivamente all’SCFv3 sono stati proposti formati più efficienti, so-
prattutto per la predisposizione alla compressione come nel caso del CTF1, lo stesso
gruppo di ricerca che sviluppò SCF ha proposto 10 anni dopo un nuovo formato,
il ZTR.
La progettazione di ZTR prende in parte spunto dalle tecniche di compressione
PNG, e si basa sui seguenti principi chiave:
• Estensibilità: non potendo prevedere facilmente quali dati sarà necessario
memorizzare in un trace file in futuro, è necessario un meccanismo per
incorporare nuove informazioni mantenendo valido il formato
• Dimensione ridotta: ridurre al minimo la dimensione dei dati è un vantaggio
sia per lo spazio di storage sia per le infrastrutture di rete.
• Velocità:la velocità di codifica e decodifica non deve essere peggiore dello
standard SCF.
• Specifiche pubbliche: le specifiche e il codice sorgente per la codifica devono
essere aperti e resi pubblici.
Il formato SRF (Short Read Format) è uno standard basato su ZTR, struttu-
rato come un container per sequenze ZTR e progettato per garantire una maggiore
flessibilità sui dati contenuti. Nella struttura infatti è presente anche un blocco
XML dove l’utente può memorizzare informazioni addizionali.
3.9 VCF e file di varianti
Il format VCF [Danecek et al., 2011] è un formato standardizzato generico per
memorizzare la maggior parte delle varianti genetiche esistenti, tra cui SNP, indel
1CTF è un formato sviluppato da Jean Thierry-Mieg per il NCBI, che specifica il suo algoritmo
di compressione proprietario, ottenendo risultati superiori a SCF. Non esistono pubblicazioni in
merito.
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e varianti strutturali, associate ad annotazioni libere. Il file VCF è formato da
una sezione di header e da una sezione di dati. L’intestazione contiene un numero
arbitrario di meta-dati, organizzati su più linee, e una linea di definizione per la
struttura della sezione di dati. Ogni linea di meta-dati comincia con il delimitatore
##, mentre la linea di definizione della struttura comincia con il carattere #, e i
campi definiti al suo interno sono delimitati da tabulazioni.
Le meta informazioni nell’intestazione possono essere usate per descrivere il
mezzo con cui è stato creato il file, la data di creazione, la versione della sequenza
di riferimento, i software usati e tutte le informazioni rilevanti sulla storia del file.
Nel codice di esempio 3.6 è illustrato un file VCF con varie meta informazioni
nell’intestazione e 4 diverse varianti. Gli header obbligatori sono il ##fileformat
e la linea di definizione dei campi #CHROM, le altre linee sono informazioni sul
file e sulla sequenza da cui sono state estrapolate le varianti. Nel body del file è
possibile osservare uno SNP alla terza riga: nel campo REF si indica la sequenza
di riferimento che può variare, in questo caso un singolo nucleotide, nel campo
ALT si mostrano invece le alternative nella sequenza analizzata.
Figura 3.6: Esempio di un formato valido VCF [Danecek et al., 2011]
.
4 | I grandi Database biologici
“Se ho visto più lontano, è perché stavo sulle
spalle di giganti.
— Isaac Newton, (da una lettera a Robert
Hooke)
Nell’ultimo decennio, progetti di larga scala hanno generato un’enorme quanti-
tà di dati biologici a livello molecolare. Questi dati sono stati conservati e organiz-
zati in diversi MBDB (Molecular Biology Databases, Database Biologici Molecola-
ri). Questi database includono informazioni genomiche, proteomiche, trascrittomi-
che, metabolomiche e negli ultimi casi di ricerca integrata, informazioni cliniche.
Esistono al momento più di mille MBDB disponibili online al pubblico, alcuni ad
accesso libero altri commerciali. Questi database sono divenuti col tempo il fulcro
della ricerca scientifica di settore, permettendo la correlazione di dati eterogenei e
assistendo i ricercatori nei loro studi. Questi database hanno un’incredibile varie-
tà di dati, e permettono agli utenti di trovare facilmente correlazioni complesse,
ad esempio quale gene codifica per un enzima che svolge una particolare funzione
nell’organismo specifico, o quali sono gli enzimi che partecipano in un pathway
metabolico e qual’è la loro struttura tridimensionale.
4.1 I grandi portali bioinformatici
L’NCBI (National Center for Biotechnology Information, Centro Nazionale per
le Informazioni Biotecnologiche), mantiene 31 database differenti. Al centro di
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questi database si trova Entrez, un database retrieval system che permette la
ricerca testuale e le query booleane.
Entrez permette in un attimo di cercare tra tutti i database dell’NCBI, ritor-
nando il numero di record trovati per ogni database, incluse le sequenze di DNA e
di proteine, rispettivamente dei database GenBank e Proteins, tassonomie, genomi,
data set di popolazioni, struttura delle proteine, letteratura biomedica PubMed, e
molte altre tipologie di risultato.
La feature My NBCI di Entrez permette inoltre di memorizzare le ricerche e
le preferenze di un utente, e può inviare automaticamente un email all’utente con
l’aggiornamento delle ricerche salvate.
L’EMBL-EBI (European Molecular Biology Laboratory-European Bioinforma-
tics Institute) ospita più di 50 database e 50 strumenti bioinformatici di analisi.
I database EMBL-EBI includono sequenze di DNA e proteine (rispettivamente
EMBL e UniProt), strutture delle proteine, geni, interazioni molecolari, tools per
l’allineamento, letteratura e molto altro. Il server EMBL-EBI offre agli utenti di-
versi browser, EB-eye permette ricerche in tutti i database, i risultati potranno poi
essere estratti con EBI Dbfetch. Anche EMBL-EBI mette a disposizione numerosi
tool di analisi per sequenze, strutture proteiche e geni.
Esistono numerosi database pubblici oltre a quelli appena descritti, commerciali
e non, messi a disposizione da altri istituti di ricerca. In questo capitolo verranno
analizzati soltanto i database che si vuole integrare nel sistema in progettazione,
o per i quali si vuole garantire interoperabilità. Un elenco esaustivo di database
genomici è stato compilato in tabella 4.1
4.2 Database di sequenze di nucleotidi
NCBI GenBank, EMBL Nucleotide Sequence Database (EMBL) e il DNA
Data Bank of Japan (DDBJ) sono database, i più grandi al mondo per la
loro tipologia, che contengono sequenze nucleotidiche disponibili liberamente al
pubblico. Le tre organizzazioni sincronizzano i loro dati su una base giornaliera per
assicurare copertura mondiale, per perseguire un grande progetto di collaborazione,
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Nome Tipologia Link
Nucleic Acid Research Journal Database letteratura http://nar.oxfordjournals.org/
PubMed Database letteratura http://www.ncbi.nlm.nih.gov
ISI Web of KnowledgeSM Database letteratura http://www.ncbi.nlm.nih.gov/
NCBI Portale per banche dati e strumenti http://www.ncbi.nlm.nih.gov/
EMBL-EBI Portale per banche dati e strumenti http://www.ebi.ac.uk/
Entrez Nucleotide Database di sequenze nucleotidiche http://www.ncbi.nlm.nih.gov
EMBL Nucleotide Sequence Data-
base
Database di sequenze nucleotidiche http://www.ebi.ac.uk
DNA Data Bank of Japan Database di sequenze nucleotidiche http://www.ddbj.nig.ac.jp/
Entrez Protein Database sequenze proteiche http://www.ncbi.nlm.nih.gov
UniProt Database sequenze proteiche http://beta.uniprot.org
SwissProt Database sequenze proteiche http://ca.expasy.org
KEGG Database metabolomici http://www.genome.jp
EcoCyc Database metabolomici http://ecocyc.org/
GeneOntology Ontologia http://www.geneontology.org/
HPO Ontologia www.human-phenotype-ontology.org/
PATO Ontologia obofoundry.org/wiki/index.php/PATO:Main_Page
FMA Ontologia http://sig.biostr.washington.edu/projects/fm/AboutFM.html
OMIM Database di associazioni www.omim.org/
GeneCards Database di associazioni www.genecards.org/
DMDM Database di associazioni bioinf.umbc.edu/dmdm/
Tabella 4.1: Tabella riassuntiva dei database biologici con descrizione e URL
l’International Nucleotide Sequence Database Collaboration. La collaborazione tra
queste tre istituzioni, l’americana NCBI, l’europea EMBL e la giapponese DDBJ,
ha portato a grossi benefici nella comunità scientifica.
Le sequenze contenute non sono solo umane ma per diversi organismi, ogni
record di sequenza contiene una descrizione, il nome scientifico dell’organismo sor-
gente e riferimenti bibliografici. I record non possono essere aggiornati o corretti
senza il consenso del submitter.
I record di GenBank, DDBJ ed EMBL includono le sequenze per ogni gene, i
WGS (Whole Genome Shotgun), RNA, sequenze sintetiche (sequenze di DNA crea-
te artificialmente) e sequenze ambientali (sequenze di DNA raccolta dall’ambiente
il cui organismo di appartenenza è ancora sconosciuto). Per la sua completezza e
per il suo ruolo primario e centrale, l’insieme GenBank/EMBL/DDBJ è il fulcro
della maggior parte degli MBDB.
4.2.1 Schema Relazionale GenBank
Una definizione relazionale del database GenBank non esiste. Per ricostruire una
versione relazionale della banca dati GenBank, è stato necessario dedurne la strut-
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tura dal formato di sottomissione e esportazione dei record. In figura 4.1 è illustrato
il modello relazionale per GenBank. Per assegnare i nomi a campi ed entità è stata
utilizzata la stessa terminologia delle descrizioni del file di sottomissione GenBank,
si rimanda quindi alla sezione 3.4 per una descrizione dettagliata dei campi.
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Figura 4.1: Schema relazionale del database di sequenze nucleotidiche GenBank
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4.3 Database di ontologie
I database ontologici medici sono fondamentali per integrare le caratteristiche feno-
tipiche ai dati genetici in modo non ambiguo. L’ontologia studiata e integrata nel
sistema in progettazione è lo Human Phenotype Ontology, un progetto inizialmen-
te sviluppato utilizzando le informazioni del database OMIM (Online Mendelian
Inheritance in Man). La scelta di questa ontologia, oltre ad evitare ambiguità
nell’uso dei termini per la descrizione fenotipica, permette l’interoperabilità come
molti database biologici, poichè considerata l’ontologia fenotipica di riferimento.
Il database è disponibile per il download sul sito del progetto [HPO, 2013, ] in
formato OWL (Web Ontology Language). OWL è una famiglia di linguaggi per la
rappresentazione di ontologie e basi di conoscenza. Attraverso alcune semplici tra-
sformazioni è possibile riportare la struttura di un’ontologia OWL su uno schema
SQL [Irina Astrova, 2007].
4.3.1 Schema Relazionale HPO
In figura 4.2 è illustrato il modello relazionale per l’ontologia HPO. L’unica entità
è quella della classe fenotipica, che contiene:
• L’identificatore univoco su HPO.
• Il termine univoco che descrive la classe fenotipica.
• Una descrizione più dettagliata del fenotipo.
• I possibili sinonimi per il termine della classe.
• Il codice completo della classe in HPO, composto dalla stringa HP: concate-
nata all’identificativo numerico.
• Chiavi esterne per riferimenti a record di altre ontologie, quali FMA (Foun-
dational Model of Anatomy Ontology), un’ontologia per l’anatomia umana,
e PATO (Phenotypic Quality Ontology). Queste ontologie fanno tutte parte
della fondazione OBO (Open Biomedical Ontologies)
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Le relazioni sono tutte relazioni n:n tra la classe del fenotipo e se stessa, ovvero
mettono in relazione le classi fenotipiche tra di loro. Una classe fenotipica può
infatti avere più superclassi, più classi alternativi, più sintomi, dove per sintomi si
intendono altre classi fenotipiche.
Figura 4.2: Schema relazionale dell’ontologia HPO, ottenuto dall’astrazione
dell’ontologia in formato OWL.
4.4 Modelli Relazionali
BioSQL è un modello relazionale generico per database biologici, che supporta
la gestione e la correlazione di features 1, annotazioni, tassonomie di riferimento,
ontologie di termini specifici, sequenze biologiche sia proteomiche che genomiche.
BioSQL fa parte di un progetto che include strumenti e framework in diversi lin-
guaggi per la gestione e l’analisi di dati biologici: BioJava, BioPerl, BioRuby,
BioPython.
Lo schema relazionale di BioSQL è stato estrapolato mediante un reverse en-
gineering dello script di creazione delle tabella. La figura 4.3 mostra soltanto una
1Per features di una entità biologica, come una sottosequenza o un gene, si intende in bio-
informatica una informazione pertinente a quella entità o una caratteristica peculiare di quella
entità
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parte dello schema relazionale di BioSQL, in cui si è cercato di raggruppare entità
fondamentali a BioSQL o importanti per la progettazione del database in oggetto.
Come si può notare, un’entità importante per grado di connessioni nel diagram-
ma è la tabella term. Per tutte le informazioni di tipo testuale, infatti, si utilizza
un vocabolario controllato, i cui termini afferiscono a una particolare ontologia.
Ogni record in database è considerato un bioentry, con diversi codici identi-
ficativi assegnati al momento dell’inserimento, come avviene per tutti i database
pubblici studiati. Le entità biologiche bioentry appartengono a una tassonomia, e
sono descritte da annotazioni e da features.
Le features possono essere in relazione tra loro, e possono avere una posizione
all’interno della sequenza biologica.
Le sequenze sono un particolare tipo di bioentry. Per ogni sequenza, insieme
al codice identificativo e alla versione, vengono specificati la lunghezza e l’alfabeto
(ad esempio A,C,G,T nel caso di sequenze nucleotidiche). Qualora la sequenza
provenga da un database esterno conosciuto, si può mettere in relazione con l’entità
biodatabase.
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Figura 4.3: Sezione dello schema relazionale di BioSQL.
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Ad esempio, una sequenza in formato GenBank come in figura 4.4 verrà me-
morizzata come il record bioentry mostrato in tabella 4.2
Figura 4.4: Sequenza di esempio in formato GenBank
name accession identifier division description version
S63169S6 S63178 386456 PRI NDP=Norrie disease
{first three exons, mi-
crodeletion regions}
1
Tabella 4.2: Record bioentry di esempio.
Ogni bioentry può avere soltanto una biosequence ad essa associata e vicever-
sa. Le sequenze possono avere il loro numero di versione, in modo indipendente
dal record bioentry associato. La lunghezza della sequenza viene pre-calcolata e
memorizzata per facilitare le possibili query su questo dato. Nel modello BioSQL
risulta di estrema facilità ottenere informazioni su metadati come su dati biologici
con delle semplici query SQL. In figura 4.5 è mostrata una query per selezionare la
descrizione del bioentry associato alla sequenza più lunga in database. In figura 4.6
invece si cercano tutti i bioentry le cui sequenze contengono la stringa GATTACA.
Figura 4.5: Query per cercare la sequenza più lunga in database.
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Figura 4.6: Query per cercare le sequenze contenenti la stringa GATTACA.
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5 | Modellazione dei dati e delle fun-
zioni sul DNA
“La scienza è conoscenza affermata mediante
argomenti logici.
— Platone, Teeteto
Un modello matematico è un modello astratto che descrive, mediante il lin-
guaggio matematico, le proprietà strutturali e il comportamento di un sistema.
Eykhoff (1974) definisce il modello matematico come
Una rappresentazione degli aspetti essenziali di un sistema esistente
(o un sistema da costruire) che presenti in modo fruibile la conoscenza
sul sistema.
Uno dei grandi vantaggi dei modelli matematici è la loro capacità di connettere i
diversi componenti di un sistema complesso, come può esserlo un sistema di analisi
delle sequenze genetiche. Grazie a un modello matematico è possibile osservare e
misurare un sistema a un livello basso, convertire questi dati in parametri di un
modello, combinando conoscenze matematiche e conoscenza sul tema specifico, e
usare il modello per integrare questa conoscenza nella speranza di ottenere intui-
zioni su un livello più alto di funzionamento del sistema. In particolare si vuole
tentare di ridurre fenomeni biochimici molto complessi a semplici interazioni tra
sequenze definite, col fine ultimo di modellare un sistema GWAS (Genome Wide
Association Studies) in tutti gli step di analisi, a partire dalla sequenza testuale
di basi nucleotidiche.
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5.1 La sequenza del DNA
Come ben si sa, il DNA è composto da due catene lineari di nucleotidi (dette
strand) parallele che formano una doppia elica. Ci sono 4 differenti nucleotidi,
caratterizzati dalla loro base azotata:
• Adenina (A)
• Guanina (G)
• Citosina (C)
• Timina (T)
Le basi A e G sono dette puriniche mentre le basi C e T sono dette pirimidiniche.
L’alfabeto di una sequenza testuale del DNA è quindi formato dall’insieme
⌃ = {A,G,C, T}
Definiamo quindi una sequenza
S = s1s2...sn
come una sequenza di DNA di n basi nucleotidiche, dove si 2 {A,G,C, T}.
Possiamo ora considerare il linguaggio L di tutte le possibili sequenze nucleo-
tidiche come
L = ⌃⇤
Nel linguaggio appena definito si assume che le sequenze genetiche non contengano
particolari pattern o strutture ripetitive. Nella realtà il genoma eucariotico, come
è quello umano, ha proprietà strutturali ben definite sia sulle lunghe sequenze che
nei segmenti corti. Nei prossimi paragrafi si analizzerà la struttura del genoma
umano e si proporranno linguaggi formali atti a descriverla.
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5.2 Il Genoma umano
Una sequenza genomica tipica umana ha più di 3 miliardi di basi nucleotidiche. Se
prendiamo come riferimento il genoma HGR (Human Genome Reference, Genoma
Umano di Riferimento), la sequenza di DNA del genoma è una sequenza
SG 2 L |SG| = n
con n = 3, 324, 592, 091. Questo numero fa riferimento alla lunghezza della sequen-
za del genoma di riferimento HGR, ma è molto variabile da persona a persona, a
causa di varianti strutturali indel (insertion/deletion), per le quali ognuno di noi
possiede sottosequenze in più o in meno nel nostro genoma totale. Sulla quantità
e sull’intervallo di lunghezza di queste varianti strutturali non si hanno ancora
informazioni certe. In media si considerano centinaia di migliaia di indel, della
lunghezza tra 1 bp e 10000 bp (base pair).
Il genoma umano può essere suddiviso in diverse regioni in base allo scopo delle
sequenze. La prima suddivisione è tra regioni che codificano proteine e regioni non
codificanti. Nel genoma umano le regioni codificanti proteine sono rare, ammon-
tando al 2,7% della sequenza totale. Oltre ai geni codificanti proteine, altre regioni
codificano molecole di RNA strutturali, quali i componenti di RNA dei ribosomi
e gli RNA Transfer.
Elementi ripetitivi di funzione sconosciuta danno conto di frazioni molto grandi
dei nostri genomi. Le sequenze LINE (long interspersed elements, lunghi elementi
interspersi) e le sequenze SINE (short interspersed elements, corti elementi inter-
spersi), costituiscono rispettivamente il 21% e il 13% del genoma. Infine, sequenze
ancora più altamente ripetute, DNA satellite, DNA minisatellite e DNA micro-
satellite, possono presentarsi in decine o persino centinaia di migliaia di copie,
costituenti complessivamente fino al 15% del genoma.
Nella tabella 5.1 si schematizzano le proprietà di lunghezza e distribuzione delle
sequenze appena descritte, che insieme costituiscono la struttura totale del genoma
umano. L’unità di misura bp indica la coppia di basi (la base nucleotidica e la sua
base complementare).
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Figura 5.1: Macrostruttura gerarchica del genoma umano. L’unità di misura Mb
indica 1 milione di basi nucleotidiche.
Sequenza Lunghezza Classe
Esone codificante proteine 122 bp in media Sequenze di DNA uniche
Esone tRNA e rRNA 150-300 bp Moderatamente ripetitivo
Introne Enorme variabilità Moderatamente ripetitivo
LINE >5 kb Moderatamente ripetitivo
SINE 200-300 bp Moderatamente ripetitivo
Satellite 5-220 bp In tandem - Altamente ripetitivo
Minisatellite telomerico 10-100 bp In tandem - Altamente ripetitivo
Minisatellite ipervariabile 6-50 bp In tandem - Altamente ripetitivo
Microsatellite 1-10bp In tandem - Altamente ripetitivo
Tabella 5.1: Le sequenze ripetute nel DNA. In bp (base pair) si indica la lunghezza
media.
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5.3 Un linguaggio formale per le sequenze geneti-
che
Trattare il genoma come un linguaggio può permettere di generalizzare le infor-
mazioni strutturali contenute nelle sequenze biologiche e investigarle utilizzando
i metodi della teoria dei linguaggi formali. La teoria dei linguaggi formali può
essere usata per modellare fenomeni biologici e in generale meccanismi genetici
[Fernau, 2003].
Molti aspetti dei linguaggi formali sono simili ad alcuni processi biologici:
• Le grammatiche pure non fanno differenza tra simboli terminali e non termi-
nali, così che tutte le parole generate dalle regole grammaticali sono inserite
nel linguaggio generato. Questa nozione vale anche in campo biologico, dato
che tutti i simboli in una sequenza di DNA hanno lo stesso ruolo.
• La regola di cancellazione A ! ✏ modella l’evento di cancellazione (deletion)
nelle sequenza di DNA
• La chain rule A ! B riflette i polimorfismi a singolo nucleotide nel DNA
(SNP)
• La repetition rule A ! AA modella le sequenze di DNA ad alto livello di
ripetizioni come le ripetizioni tandem
• La regola di produzione A ! BC modella la crescita nella sequenza del DNA.
• La regola stocastica modella le mutazioni casuali nelle sequenze di DNA.
I tentativi di ricondurre le sequenze di acidi nucleici a un linguaggio formale na-
scono fin dai primi anni dalla scoperta, da parte di Watson e Crick, della struttura
del DNA. Infatti, proprio mentre venivano scoperte e descritte le caratteristiche
del DNA e il funzionamento del codice genetico, il campo della linguistica veniva
rivoluzionato dai lavori di Noam Chomsky.
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Nel 1984 [Prof and Received, 1984] è stato proposto l’uso di linguaggi formali
per descrivere sottoinsiemi di tutte le possibili parole (sottosequenze di DNA) che
occorrono nel DNA e nell’RNA, dimostrando questo concetto con un linguaggio
definito da un automa a stati finiti per l’RNA dei fagi di gruppo I. Sebbene non
si conoscesse ancora struttura e contenuto del genoma umano, questo approccio
permise di caratterizzare pattern grammaticali nelle informazioni genetiche.
Figura 5.2: Il diagramma di un automa a stati finiti. Gli archi orientati indicano il
simbolo di input della sequenza di RNA che induce la transizione. L’automa come
si può notare accetta tutte le sequenze del linguaggio {A,G,C,U}* che terminano
per GGGG o GGAG, ovvero il sito di legame al ribosoma che precede il cappuccio
del gene.
Altre ricerche su questo tema non hanno prodotto direttamente grammati-
che per il linguaggio genetico, ma piuttosto hanno usato formalismi grammaticali
come strumenti per quelli che essenzialmente sono studi teorici sull’informazio-
ne [Jimenez-Montano, 1984, Ebeling and Jimenez-Montano, 1980] o hanno utiliz-
zato analisi statistiche a livello di vocabolari, seguendo un approccio più tradi-
zionale di linguistica comparativa [Pietrokovski et al., 1990, Pevzner et al., 1989,
Brendel et al., 1986].
Solo successivamente è stata ripresa la mera formalizzazione linguistica, me-
diante grammatiche generative, di fenomeni biologici come la regolazione dei ge-
ni [Collado-Vides, 1989], la struttura e l’espressione dei geni[Searls, 1989], la ri-
combinazione e altre forme di mutazione e riarrangiamento[Searls, 1989], e sono
state poste le basi per l’analisi computazionale delle sequenze di dati genetici
[Searls, 1989, Searls and Noordewier, 1991].
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Un approccio di linguistica formale applicato alle sequenze genetiche che tut-
tora viene utilizzato per gli studi sul tema è stato riproposto nel 1993 da Searls
[Searls and Dong, 1993] e si basa sui Lindenmayer systems o L-systems [Lindenmayer, 1968].
Sebbene le ricerche appena descritte siano tutte basate su grammatiche di Chom-
sky, i sistemi di Lindenmayer, risalenti al 1968, sono stati originalmente sviluppati
proprio come base per una teoria assiomatica dello sviluppo biologico.
5.3.1 L-Systems per il genoma umano
Recentemente è stato proposto un sistema [Damasevivcius, 2010] basato su L-
grammar per risolvere uno dei più importanti problemi bioinformatici: individuare
in una sequenza di DNA regioni con specifiche funzioni come i promotori (sequenza
corte che precedono l’inizio dei geni) e i siti di splicing (punti di giunzione tra esoni
e introni dove avviene lo splicing).
Gli L-Systems o L-grammars sono speciali classi di grammatiche parallele usate
per modellare la crescita di organismi viventi, come lo sviluppo delle piante. Questa
classe di grammatica può anche essere utilizzata per modellare la morfologia di vari
organismi.
Negli L-Systems, le regole di produzione sono applicate in parallelo e possono
sostituire tutte le lettere di una determinata parola contemporaneamente. Inoltre
non c’è distinzione tra caratteri terminali e caratteri non terminali. La natura
ricorsiva delle regole negli L-Systems porta ad ottenere forme ricorsive e frattali
nei linguaggi generati, un’altra proprietà condivisa con le sequenze di DNA.
Per modellare le sequenze del DNA si utilizza una L-grammar stocastica libera
dal contesto, ovvero una grammatica libera dal contesto probabilistica, definita
dalla tupla
G = {V,!, R, P} (5.1)
Dove:
• V = {A,C,G, T} è un insieme di simboli (l’alfabeto) contenente gli elementi
che possono essere rimpiazzati, nel nostro caso i 4 nucleotidi.
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Variabili: A,C,G,T
Inizio: CCCGAA
Regole: 0.15:(A ! CTGT ),
0.95: (C ! CGGTA),
1.00: (G ! CTC),
0.98: (T ! GCA)
Variabili: A,C,G,T
Inizio: CCTTT
Regole: 0.13:(A ! CGGGCA),
0.10: (C ! CCCCG),
0.47: (G ! ACGCC),
0.51: (T ! AGACAT )
Tabella 5.2: Regole nella grammatica di Lindenmayer per la generazione di
giunzioni introne-esone ed esone-introne
• ! = V k è la stringa di lunghezza K di simboli che definisce lo stato iniziale
del sistema
• R ✓ V 1 ⇥ V L è un insieme finito di regole di produzione che definiscono il
modo in cui uno specifico nucleotide può essere rimpiazzato dalla combina-
zione di altri nucleotidi. Una regola consiste di 2 stringhe–il predecessore e
il successore.
• P è un insieme di probabilità pj 2 b0, 1c che una regola di produzione rj 2 R
sarà applicata.
Data la complessità delle sequenze nel genoma umano, per definire la gramma-
tica di Lindenmayer si è utilizzato un processo di inferenza grammaticale, ovvero
si è indotta una grammatica formale, sotto forma di regole di produzione, da un
insieme di osservazioni, utilizzando tecniche di machine learning (ad esempio un
classificatore SVM).
Nella tabella 5.2 si mostrano le regole grammaticali generate da un SVM per
le giunzioni esone-introne e introne-esone.
5.4 DNA Walk
La visualizzazione dei dati è un tema di particolare interesse per la bioinformatica,
in quanto si pone come obiettivo la ricerca di pattern all’interno delle sequenze
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di DNA, con la speranza di poter comprendere completamente le funzioni biolo-
giche sottostanti [Fitch and Sokhansanj, 2000]. In particolare negli ultimi anni le
attenzioni si sono soffermate su funzioni di visualizzazione che mettessero in luce
le caratteristiche ricorsive delle informazioni genetiche e dei fenomeni biologici,
spesso sotto forma di frattali[Peng et al., 1992].
Per poter analizzare le informazioni genetiche nelle sequenze sia nei segmenti
brevi che nella relazioni tra segmenti distanti, sono necessarie tecniche computa-
zionalmente efficienti, che prendano in considerazione un sottoinsieme di queste
informazioni ma mantengano il loro scopo ottenendo risultati significativi. La so-
luzione più ovvia è quella di considerare soltanto le sottosequenze codificanti, che
come è stato accennato precedentemente rappresentano solo il 2%-3% di tutto il
genoma.
Una di queste tecniche di visualizzazione è il DNA Walk [Peng et al., 1992]. Il
DNA Walk è una rappresentazione vettoriale di una sequenza di DNA, trasformata
in una traiettoria su un piano. Due paia di nucleotidi complementari (A-T, G-C)
vengono usate come direzioni vettoriali, in modo tale che la sequenza di DNA si
sposti verso l’alto con A, verso il basso con T, verso destra con G, verso sinistra
con C, visualizzando una traiettoria (vedere figura 5.3).
Figura 5.3: Il DNA Walk viene costruito muovendo ogni nucleotide un pixel nella
direzione illustrata nel diagramma.
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La funzione di DNA Walk è utile in quanto rende visibili diversi tipi di pat-
tern all’interno delle sequenze genomiche. Grossi raggruppamenti di ripetizioni,
palindromi, telomeri, inclinazioni GC (ovvero linee diagonali sul diagramma di
visualizzazione che indicano una forte presenza di basi G e C ripetute) possono
essere facilmente riconosciute semplicemente osservando il grafico del cammino.
5.5 Il codice genetico
Lo studio del codice genetico e delle analogie strutturali tra questo codice e le
codifiche in informatica è un’attività a cui è stata dedicata molta ricerca, sia con
lo scopo di creare un DNA-computer che per lo sviluppo della bioinformatica. Per
studiare matematicamente il processo di codifica degli amminoacidi, gli insiemi di
elementi biologici (acidi nucleici) possono essere rappresentati mediante matrici.
Come per i precedenti modelli, prendiamo in considerazione un alfabeto di 4 sim-
boli, le 4 basi nucleotidiche {A,G,C, T}. Durante la trascrizione, ovvero quando
l’informazione viene trasmessa mediante mRNA, T viene sostituito con U (Uraci-
le). Inoltre, la trascrizione fa sì che le basi associate siano quelle dell’altro strand,
ovvero le basi opposte. Le basi A,G,C,T di DNA vengono associate rispettivamente
alle basi U,C,G,A nell’RNA.
Nel codice genetico l’unità di base è una stringa di 3 basi nucleotidiche, detta
codone o terzina. Avendo un alfabeto di 4 simboli, le possibili terzine sono
43 = 64
Tre di questi 64 codoni (UAA, UAG, UGA) sono codoni di stop–nessun amminoa-
cido corrisponde al loro codice. I restanti 61 codoni rappresentano 20 differenti
amminoacidi. Queste terzine di codice genetico nell’mRNA che codificano specifici
acidi durante il processo di traduzione, hanno un organizzazione matematicamente
logica. Possiamo rappresentare questa traduzione da un punto di vista matematico
mediante una funzione che mappa i codoni negli amminoacidi
g : C ! A,
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dove C = {(x1x2x3) : xi 2 R = {A,C,G, U}} è l’insieme di codoni, e A =
{Ala,Arg, Asp, ..., V al, UAA,UAG,UGA} è l’insieme di amminoacidi e codoni di
terminazione. Nella tabella 5.3 è illustrata in modo completo la mappatura tra i
codoni e gli amminoacidi. L’intestazione verticale di sinistra nella tabella indica
il primo nucleotide, l’intestazione in alto indica il secondo nucleotide, l’ultima
colonna indica il terzo nucleotide.
Come si nota intuitivamente, la funzione g è una funzione suriettiva, in quanto
ogni elemento del codominio (insieme degli amminoacidi) è immagine di almeno
un elemento del dominio (insieme dei codoni). La funzione g non è però iniettiva:
a più codoni dell’insieme C corrisponde lo stesso amminoacido nell’insieme A.
TODO: matrici stocastice Genetic code, attributive mappings and
stochastic matrices
5.6 Cromosomi e locus
Il termine locus è a volte erroneamente confuso con il concetto di gene, ma si
riferisce in realtà a una posizione della mappa genomica. Una definizione più
precisa è data dalle Rules and Guidelines from the International Committee on
Standardized Genetic Nomenclature for Mice che afferma: ”Un locus è un punto
nel genoma, identificato da un marcatore, che può essere in qualche modo mappato.
Non deve necessariamente corrispondere a un gene; può, per esempio, identificare
un segmento anonimo. Un singolo gene può contenere più loci al suo interno
(ognuno definito da un marcatore)[...]” [Epp, ] .
La nomenclatura per definire un locus prende in considerazione il cromosoma di
cui fa parte, il braccio del cromosoma, la regione, la banda. Questa nomenclatura,
definita e aggiornata nel corso dei decenni nell’ISCN (International System for Hu-
man Cytogenetic Nomenclature)[Shaffer et al., 2005] è lo standard internazionale
per l’individuazione di specifiche posizioni all’interno delle sequenze genetiche.
Un esempio di locus può essere 6p21.3. Il primo numero indica il cromosoma, in
questo caso il cromosoma 6. La lettera successiva indica il braccio del cromosoma,
in cui distinguiamo braccio corto e braccio lungo (vedi figura 5.4), in questo caso p
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Matrice tridimensionale di codifica
U
U C A G
UUU Phe [F] UCU Ser [S] UAU Tyr [Y] UGU Cys [C] U
UUC Phe [F] UCC Ser [S] UAC Tyr [Y] UGC Cys [C] C
UUA Leu [L] UCA Ser [S] UAA Ter[end] UGA Ter [end] A
UUG Leu [L] UCG Ser [S] UAG Ter [end] UGG Trp [W] G
C
CUU Leu [L] CCU Pro [P] CAU His [H] CGU Arg [R] U
CUC Leu [L] CCC Pro [P] CAC His [H] CGC Arg [R] C
CUA Leu [L] CCA Pro [P] CAA Gln [Q] CGA Arg [R] A
CUG Leu [L] CCG Pro [P] CAG Gln [Q] CGG Arg [R] G
A
AUU Ile [I] ACU Thr [T] AAU Asn [N] AGU Ser [S] U
AUC Ile [I] ACC Thr [T] AAC Asn [N] AGC Ser [S] C
AUA Ile [I] ACA Thr [T] AAA Lys [K] AGA Arg [R] A
AUG Met [M] ACG Thr [T] AAG Lys [K] AGG Arg [R] G
A
GUU Val [V] GCU Ala [A] GAU Asp [D] GGU Gly [G] U
GUC Val [V] GCC Ala [A] GAC Asp [D] GGC Gly [G] C
GUA Val [V] GCA Ala [A] GAA Glu [E] GGA Gly [G] A
GUG Val [V] GCG Ala [A] GAG Glu [E] GGG Gly [G] G
Tabella 5.3: Tabella di mappatura tra codoni e amminoacidi.
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Figura 5.4: Componenti del cromosoma: (1) Cromatide (2) Centromero (3)
Braccio corto (4) Braccio lungo - Sorgente: Wiki Commons, File:Chromosome.svg
indica il braccio corto del cromosoma (p sta per petit in francese). Le cifre prima
del punto vanno lette come regione 2, banda 1, mentre la cifra dopo il punto indica
la sottobanda. Guardare la tabella 5.4 per una descrizione più dettagliata della
nomenclatura.
5.7 Le varianti genetiche
La genotipizzazione è il processo di analisi che, dato il dna di un individuo, ottiene
l’insieme delle variazioni nella sequenza, ovvero di varianti nella sequenza che la
rendono unica rispetto agli altri individui. Il genotipo è infatti la costituzione
genetica di un singolo individuo.
La sequenza di DNA del genoma umano è per il 99,9% identica per tutti gli
individui. Dell’interno genoma, ovvero 3,2 miliardi di nucleotidi, 3 milioni di questi
sono nucleotidi varianti, che cambiano da individuo a individuo. La particolare
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Componente Descrizione
6 Il numero 6 indica il cromosoma di riferimento. Nel genoma
umano esistono 21 cromosomi numerati più i 2 cromosomi X
e Y
p Indica il braccio del cromosoma che contiene il locus. p (da
petit) indica il braccio corto, mentre q (la lettera successiva
alla p) indica il braccio lungo del cromosoma
21.3 Questo valore indica la posizione all’interno del braccio del
cromosoma.
Tabella 5.4: La nomenclatura ISCN 1995 per i locus nelle sequenze di DNA
forma di gene che ognuno di noi possiede in un determinato locus (posizione nel
cromosoma) è detta allele. I ciascun locus si possiedono 2 alleli, uno ereditato dal
padre, l’altro dalla madre.
Le mutazioni cromosomiche sono mutazioni grandi e per questo porta-
no a gravi conseguenze. Le mutazioni cromosomiche possono avvenire a livello
di struttura (delezione, duplicazione, inversione, traslocazione) o nel numero dei
cromosomi (monosomie e trisomie).
Le mutazioni geniche o puntiformi sono dovute nella maggior parte dei casi
per la sostituzione di una singola base nucleotidica con un’altra. Esistono poi altre
variazioni dovute all’inserimento o alla perdita (delezione) di una base nel DNA
(indels). Tra le mutazioni puntiformi possiamo distinguere mutazioni silenti,
per le quali il codone risultante dalla mutazione continua ad essere associato allo
stesso amminoacido, senza nessuna conseguenza nei successivi processi biologici,
mutazioni di senso, ovvero tutte le normali caratteristiche che ci distinguono gli
uni dagli altri, e mutazioni non senso, quando il codone risultante dalla mutazione
codifica per il simbolo di stop, e la proteina prodotta sarà più corta di quella
originale.
Tra le varianti nel DNA le più interessanti sono i polimorfismi, ovvero le
variazioni normali tra gli individui. Un determinato sito nel DNA è definito poli-
morfismo se di esso si conoscono almeno due forme alleliche, la più rara delle quali
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ha una frequenza di almeno l’1%.
Lo SNP (Single Nucleotide Polymorphism) è il polimorfismo più semplice, a un
solo nucleotide. Questo polimorfismo è molto abbondante all’interno del genoma,
si conta infatti la presenza di uno SNP per ogni 1000 basi nel genoma umano.
5.8 Trovare gli SNP nell’era NGS
Prima dell’avvento delle tecnologie di Next Generation Sequencing, i metodi di
genotipizzazione, ovvero i processi per l’identificazione dei polimorfismi in un de-
terminato genoma, erano per la maggiorparte attività biochimiche di laboratorio:
metodi enzimatici (metodo Sanger, RFLP, FEN, Primer extension, OLA), metodi
basati sulle proprietà fisiche del DNA (DGGE, SSCP, DHPLC), metodi basati sul-
l’ibridazione (TaqMan assay, ASO, DASH, Molecular beacons). Con le macchine
NGS, e quindi con la possibilità di sequenziare per intero un genoma, o un esoma,
si è aperta la strada alla genotipizzazione in silico. Una volta ottenuta la sequenza
completa adesso è possibile allinearla a un genoma di riferimento (HGR) e andare
a cercare direttamente i marcatori in posizioni predeterminate nella nuova sequen-
za. Data quindi una sequenza già ottenuta, allineata con il genoma di riferimento
HGR, e le posizioni conosciute degli SNP all’interno del genoma, la funzione di
genotipizzazione in silico
gn : (La, Ps) ! (⌃⇥ Ps)
con La insieme delle stringhe del linguaggio allineate all’HGR, Ps insieme di posi-
zioni degli SNP, ovvero di indici della stringa dove esiste un polimorfismo a singolo
nucleotide e ⌃ l’alfabeto dei 4 nucleotidi.
5.9 Funzioni di associazione geni-malattia
L’avanzamento delle tecnologie di sequenziamento ha rapidamente cambiato i me-
todi e la ricerca della medicina genetica. Gli Whole-Genome Sequencing (WGS,
sequenziamento dell’intero genoma) e Whole-Exome Sequencing (WES, sequenzia-
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mento dell’interno esoma) hanno provato essere dei metodi efficaci e fattibili per
la scoperta delle cause genetiche di malattie rare e complesse.
Nonostante i costi siano scesi esponenzialmente negli ultimi anni, il Whole-
Exome Sequencing resta un processo ancora costoso per poterne vedere l’utilità
negli studi di associazione su larga scala. Inoltre l’enorme quantità dei dati, sempre
crescente, continua a rappresentare una grossa sfida per le infrastrutture di stora-
ge e analisi di queste informazioni. Al contrario, una recente tendenza è quella di
puntare sul sequenziamento dell’intero esoma (WES), mantenendo la completez-
za delle informazioni genetiche più importanti e riducendo i costi a una frazione
rispetto a quelli del WGS.
Il WES è stato già utilizzato per l’identificazione di difetti molecolari nelle
malattie a singolo gene, per capire meglio fattori genetici associati a malattie più
complesse, e per supportare la diagnosi nei pazienti, migliorandone l’affidabilità.
Nell’analisi NGS, che è sinonimo di GWAS, si considerano spesso tutti gli step,
già ampiamente discussi nei capitoli precedenti, che culminano nella ricerca de-
gli SNP. Il passo ultimo è quello di ricercare i polimorfismi che con una certa
probabilità possono essere coinvolti nello sviluppo di un dato fenotipo. In alcuni
casi vengono prima estratti i polimorfismi (genotipo) di più individui e poi questi
vengono confrontati, in altri l’individuazione dei polimorfismi e la relativa associa-
zione con particolari fenotipi avviene nello stesso task di confronto tra sequenze di
individui diversi.
Nel corso degli ultimi anni a questo scopo sono stati sviluppati più di un centi-
naio di tool [Pabinger et al., 2013], per la ricerca dei polimorfismi e il confronto tra
genomi/esomi. Una funzione tipica di studio di associazione GWAS è la seguente:
fGWAS : ({S1, S2, S3, ...}, {M1,M2,M3, ...}) ! (⌃⇥ Ps ⇥OPROB)
Dove le sequenze Si sono le sequenze di individui sani per la malattia in esame,
le sequenze Mi sono le sequenze degli individui malati, ⌃ è l’insieme alfabeto
delle basi, Ps è l’insieme delle posizioni nei cromosomi, OPROB è l’insieme delle
probabilità che l’SNP individuato sia associato alla malattia.
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Come accennato molti tool e relativi algoritmi sono stati sviluppati per l’as-
sociazione gene-malattia. Tuttavia la maggior parte restituiscono risultati diversi
sulle stesse sequenze. [Kraft and Cox, 2008]
Definizione delle funzioni di studio delle associazioni a partire da un numero
grande di stringhe {S1, S2, ..., Sn} 2 L⇤.
Per uno studio approfondito delle funzioni di associazione GWAS si rimanda
al relativo capitolo.
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6 | Studi di associazione geni-malattie
L’obiettivo degli studi di associazione GWAS (Genome Wide Association Studies)
e EWAS (Exome Wide Association Studies) è quello di determinare le relazioni tra
fenotipi e genotipi, così da individuare quei geni o quelle sottosequenze del DNA
che comportano particolari caratteristiche fisiche, patologie congenite o predisposi-
zione a disfunzioni. Attualmente gli studi GWA sono gli strumenti più potenti nel-
l’identificare i geni e le varianti associati alle malattie [Hirschhorn and Daly, 2005].
Per fenotipo nello specifico si intende tutto l’insieme di caratteristiche umane
osservabili, come le sue proprietà morfologiche, fisiologiche, di sviluppo, o di com-
portamento. Tra le caratteristiche fenotipiche che vanno a costituire il fenotipo
rientrano anche le patologie, non solo quelle congenite, e in generale il quadro
clinico di un individuo.
Il genotipo è rappresentato invece dal corredo genetico di un individuo, iden-
tificabile nella sua sequenza di DNA. Per ridurre la complessità nell’analisi delle
relazioni tra genotipo e fenotipo, possiamo più semplicemente considerare come
genotipo l’insieme di varianti genetiche che distinguono un individuo dagli altri.
Come già visto nei capitolo precedenti esistono diverse tipologie di varianti: inseri-
menti e cancellazioni, polimorfismi a singolo nucleotide (SNP), varianti strutturali.
Tipicamente, da pochi anni a questa parte, vengono presi in considerazione sol-
tanto gli SNP1. Gli SNP sono presenti in grandi quantità in un genoma e hanno
dimostrato essere una rappresentazione molto soddisfacente del genotipo umano.
Nell’affrontare questo problema, bisogna tener conto di un secondo fattore, che
1In uno studio di associazione le varianti che costituiscono il genotipo, come gli SNP, vengono
anche chiamate markers o marcatori
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è quello ambientale. Le caratteristiche ambientali sono tutte quelle condizioni non
dipendenti dalla costituzione genetica ma scaturite dall’ambiente circostante (ad
esempio radiazioni, inquinamento, altitudine) o da abitudini comportamentali (ad
esempio l’alimentazione, l’attività fisica). Nel complesso possiamo schematizzare
questa interazione nel modo seguente:
genotipo(G) + ambiente(A) ! fenotipo(P ) (6.1)
Gli studi di associazione sono quindi delle analisi statistiche su un insieme
relativamente grande di dati, che contiene per ogni individuo preso in considera-
zione le sue varianti genetiche, le sue caratteristiche fenotipiche, e in alcuni casi
informazioni di carattere ambientale.
6.1 Linkage Disequilibrium
Il Linkage Disequilibrium (LD) è un insieme di associazioni statistiche, a livello
di popolazione, tra marcatori genetici (varianti genetiche) e caratteristiche feno-
tipiche. L’analisi del LD su più individui rappresenta un approccio spaziale allo
studio delle cause genetiche di tratti quantitativi, ovvero quei caratteri fenotipici
che variano in modo continuo e non discreto. Gli studi di associazione GWAS si
basano su questo approccio.
Esistono diverse metodologie statistiche per determinare queste associazioni.
6.2 Scelta degli SNP
Come accennato, per caratterizzare il genotipo (genotipizzazione) di un individuo
si utilizza l’insieme degli alleli presenti in punti predeterminati del genoma, ovvero
laddove si conosce siano presenti polimorfismi a singolo nucleotide (SNP).
La scelta di questi SNP è di fondamentale importanza per l’affidabilità di uno
studio GWAS, questa selezione infatti influisce direttamente sulla presenza o me-
no di falsi positivi. L’insieme degli SNP, ad esempio, varia significativamente in
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base al gruppo etnico di discendenza di un individuo. Per questo motivo il proget-
to HapMap ha analizzato il genotipo di centinaia di individui dividendolo in tre
categorie genealogiche: popolazioni di ascendenza africana, asiatica ed europea.
Nel caso del sequenziamento di un intero genoma (WGS) o di un intero esoma
(WES) si utilizza una mappa di SNP per estrarre nelle esatte posizioni gli alleli,
ovvero il valore (base nucleotidica) che assume la sequenza in quel punto.
Attualmente esiste anche la possibilità di utilizzare dei Chip SNP per sequen-
ziare soltanto le basi relative agli SNP conosciuti, abbassando di molto i costi della
genotipizzazione.
La selezione degli SNP per il processo di genotipizzazione in ambito WGS spesso
viene effettuata basandosi su Chip SNP commerciali (es. Affymetrix SNP Array,
Illumina HumanHap) e sul database pubblico HapMap [Barrett and Cardon, 2006,
Li et al., 2008, Frazer et al., 2007]. HapMap contiene gli SNP per i quali ogni allele
occorre minimo nell’1% della popolazione, e viene considerata come la fonte più
autorevole per la scelta degli SNP, tanto che molti Chip SNP commerciali si basano
direttamente sulle collezioni HapMap.
Nella scelta di un Chip SNP per sequenziare, o nella selezione di un insieme di
SNP da considerare in uno studio GWA, si prendono in considerazione gli indici
di copertura, ovvero una stima di quanto l’insieme degli SNP scelti L’indice di
copertura locale di un Chip SNP si ottiene prendendo in considerazione regioni
cromosomiche della dimensione di 1Mbp, adattando la formula di Barret e Cardon
[Barrett and Cardon, 2006]:
1. R: il numero di SNP comuni in HapMap
2. T: il numero di SNP nel Chip che si sta valutando
3. L: il numero di SNP non presenti sul Chip ma a cui è attribuito un fattore di
ricombinazione maggiore di una certa costante2 con un altro SNP presente
nel chip nel raggio di 250 mila basi.
Il valore di copertura locale è stimato con la formula
2Il fattore di ricombinazione deve essere r2 > 0.8
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[L/(R  T )⇥ (G  T ) + T ]/G (6.2)
Nella piattaforma GWAS proposta, questo valore, di fondamentale importanza
per la valutazione dei risultati, può essere automaticamente calcolato e associato
ad ogni genotipo, così da essere preso in considerazione nelle successive analisi
statistiche.
6.3 Analisi con PLINK
PLINK è un insieme di strumenti open-source per gli studi di associazione, che
permettono lo studio di grandi dataset di genotipi e fenotipi [Purcell et al., 2007].
PLINK è stato inizialmente sviluppato nel 2007 per rispondere alla necessità di
analizzare grandi volumi di dati provenienti dai microarray SNP. Il tool si pre-
senta come un programma command-line, scritto in C/C++, ma esistono anche
interfacce GUI basate su java, come gPLINK, e interfacce per l’integrazione con il
software statistico R [PLINK, 2013, ].
PLINK non è soltanto un tool per l’analisi statistica di associazione tra genotipo
e fenotipo, ma offre strumenti complementari per la gestione dei dati, statistiche
generali, stima delle relazioni tra individui, registrazione, ordinamento, fusione e
inversione degli strand di DNA, estrazione di sottoinsiemi di dati e molte altre
funzioni versatili.
PLINK accetta dati di input in diversi formati. Il formato più comune è PE-
D/MAP. PED/MAP suddivide l’informazione in due parti: i file MAP contengono
la posizione di tutti i marker presi in considerazione, con un identificatore univoco
per ciascuno; i file PED contengono il genotipo e il fenotipo degli individui presi
in esame, insieme alle relazioni di parentela con gli altri individui e al sesso.
Molto utili al dimensionamento degli studi di associazione sono le funzionalità
di testing di PLINK. E’ possibile ad esempio simulare dati genotipici, scegliendo il
numero di casi affetti e il numero di casi non affetti, e analizzando poi i risultati su
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un Manhattan plot 3 per giudicare la capacità di rilevare l’associazione a partire
dalla quantità di dati simulata.
6.3.1 Formati PED/MAP
Un file in formato PED è un flat file delimitato da spazi bianchi (carattere spa-
zio o carattere tabulazione), che contiene il fenotipo e il genotipo degli individui
soggetti allo studio di associazione. Una caratteristica importante dell’origine dati
PED è che ogni file PED fa riferimento a una sola caratteristica fenotipica, e per
ogni individuo viene espresso se il soggetto è affetto o non affetto dal fenotipo in
questione. In 6.1 è illustrata la struttura del formato. Il formato non è rigido
ma può essere personalizzato per alcuni aspetti. PLINK infatti prevede opzioni
command-line in cui specificare proprietà di formato specifiche, ad esempio risulta
molto utile la possibilità di utilizzare file trasposti (TPED/TFAM), in cui gli SNP
sono contenuti in righe e ogni colonna rappresenta un individuo.
Un file MAP, come i file PED, è un flat file delimitato da spazi bianchi (spazio
o tabulazione) per le colonne e un nuova linea per ogni record. Il file MAP contiene
le posizioni nei cromosomi per ogni SNP che è stato genotipizzato e tipicamente è
strutturato come in tabella 6.2.
Come per i file PED, esistono molte varianti disponibili per i file map. Per esem-
pio, la distanza genetica4 può essere specificata in centi-morgan con un’opzione da
command line.
Ad ogni riga del file MAP corrispondono due colonne del file PED. Si assume
che le colonne di PED 5 e le righe di MAP siano ordinate nello stesso modo, ovvero
che il marcatore SNP descritto nella riga 1 del file MAP è riferito alle colonne 7 e
8 nel file PED.
3Un particolare grafico di dispersione, in cui le coordinate genomiche sono visualizzate sull’asse
delle X e il logaritmo negativo dell’associazione sull’asse Y
4Il Morgan e il cM sono unità di misura della distanza genetica tra due loci, ovvero tra due
posizioni nel DNA. Da Wikipedia: Due loci genici distano di un cM quando danno luogo ad una
ricombinazione ogni cento meiosi, ovvero quando ogni meiosi dà come prodotto 0,01 geni (posti
su loci distanti 1 cM) ricombinanti.
5a partire dalla settima colonna
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Numero colonna Nome Descrizione
Colonna 1 FID Identificatore alfanumerico univoco della famiglia di
appartenenza
Colonna 2 IID Identificatore alfanumerico univoco dell’individuo
Colonna 3 PID Identificatore alfanumerico univoco del padre
Colonna 4 MID Identificatore alfanumerico univoco della madre
Colonna 5 Sex Sesso dell’individuo. E’ codificato con le costanti: 1 =
uomo; 2 = donna; qualsiasi altro numero = sconosciuto.
Se il sesso di un individuo non è conosciuto, qualsiasi
carattere che non sia uno o 2 può essere usato.
Colonna 6 Phe Fenotipo dell’individuo. Ogni file PED può contenere
non più di un fenotipo, e se lo contiene deve essere indi-
cato nella colonna 6. Il campo fenotipo può essere una
variabile binaria o numerica. Nel caso sia binaria la co-
stante indica lo stato di affezione in questo modo: 1 =
non affetto; 2 = affetto; 0 = dato mancante. Nel caso la
variabile sia quantitativa questo viene automaticamente
rilevato, se il valore è diverso da 0, 1 o 2, si assume che
il fenotipo sia un tratto quantitativo. Inoltre nel caso
quantitativo la costante per indicare il dato mancante è
il valore negativo di default -9.
Colonna 7...n Gen Genotipo, costituito dalla lista delle basi azotate nelle
posizioni indicate dai markers (nel file MAP). A partire
dalla colonna 7, ogni colonna contiene uno SNP del-
l’individuo nell’ordine delle posizioni del file MAP. E’
importante tener presente che di default PLINK assu-
me che i marker siano biallelici, ovvero per ogni SNP si
hanno 2 basi azotate, una per il cromosoma ereditato
dalla madre, uno per il cromosoma ereditato dal padre.
Ad esempio le colonne 7 e 8 contengono la coppia di ge-
notipi per l’SNP1, le colonne 9 e 10 per l’SNP2 e così
via.
Tabella 6.1: Formato di un file PED con la descrizione delle colonne.
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Numero colonna Descrizione
Colonna 1 Numero del cromosoma
Colonna 2 Identificatore del marcatore
Colonna 3 Distanza genetica (in Morgan)
Colonna 4 Posizione fisica della base (in unità bp, base pairs)
Tabella 6.2: Formato di un file MAP con la descrizione delle colonne.
6.4 Il progetto HapMap
Il progetto HapMap [Tanaka, 2003] ha come obiettivo quello di determinare la
varianti comuni nelle sequenze della popolazione umana e rendere questi dati
facilmente fruibili.
Ogni genoma umano si differenzia dagli altri per circa lo 0,1% della sequenza
totale, e tra queste variazioni la più importante è la più studiata è quella a singolo
nucleotide (SNP).
Nello specifico lo scopo di HapMap è quello di mappare tutti gli aplotipi comuni
della popolazione umana mondiale. L’aplotipo è una sequenza di alleli apparte-
nenti a SNP consecutivi su un particolare cromosoma: gli SNP vicini tra loro nella
sequenza del DNA non sono soggetti a ricombinazione cromosomica.
Per chiarire meglio l’idea sul rapporto tra sequenza di DNA, SNP e aplotipi si
osservi la figura 6.1: nella sezione a viene mostrata la stessa sottosequenza di DNA
per quattro individui diversi. La maggiorparte della sequenza del DNA mostrata
è identica, ma 3 basi differiscono laddove è presente una variazione. Ogni SNP
ha due possibili alleli, ad esempio nel primo SNP l’allele può essere C oppure T.
Nella sezione b si mostra la composizione degli aplotipi. Un aplotipi è fatto da una
particolare combinazione di alleli negli SNP vicini. In questo caso sono mostrati
i genotipi per 20 SNP, estesti su 6000 basi di DNA. Sono mostrate solo le basi
variabile, comprese quelle individuate nella sezione a della figura. Nella sezione c
si dimostra come la genotipizzazione dei 3 SNP mostrati basti a identificare tutti
e 20 gli SNP adiacenti. Ad esempio se un particolare cromosoma ha il pattern
A-T-C nei tre tag SNP, questo pattern determinerà l’aplotipo 1.
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Figura 6.1: Illustrazione di SNP, aplotipi e annotazioni SNP su una sequenza di
DNA.
6.5 dbSNP
Il database dbSNP è una banca dati mantenuta da NCBI per catalogare i polimor-
fismi a singolo nucleotide di riferimento, attualmente contenente più di 10 milioni
di varianti SNP uniche [Smigielski et al., 2000]. Come per gli altri database NCBI,
dbSNP è pubblico e permette la sottomissione di nuovi dati. Nel momento della
sottomissione di una variante il sistema restituisce un identificatore unico per la
sottomissione, detto ss. Se la variante sottomessa è unica, ovvero non era mai stata
inserita in database prima di allora, dbSNP assegna alla variante un identificatore
detto rs.
Il codice rs è stato scelto come riferimento nel sistema in progettazione per iden-
tificare univocamente le varianti SNP e garantire l’interoperabilità con il database
dbSNP, e con tutti i database che utilizzano questo indice.
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6.6 SNPedia
SNPedia (pronunciato SNIPìdia) è una risorsa di tipo wiki che documenta le sco-
perte degli studi GWAS descrivendo per ogni SNP il suo coinvolgimento in tratti
fenotipici e in particolare in patologie umane, in una forma leggibile sia dagli utenti
che dai software [Cariaso and Lennon, 2012].
Ogni voce di SNPedia è strutturata in modo tale da permettere l’associazione
automatizzata del fenotipo descritto con un genotipo o con un insieme di genotipi
(varianti genetiche). Ad ogni SNP è associato il relativo identificatore univoco del
database NCBI dbSNP.
Oltre all’interfaccia wiki di SNPedia, il progetto mette a disposizione i dati
sotto forma di servizio DAS (Distributed Annotation System) [Prlić et al., 2007]
con il supporto dell’istituto europeo di bioinformatica EBI, e in formato GFF3, lo
standard di input per il software GBrowser [Stein et al., 2002].
DAS è un protocollo di rete client-server basato su HTTP molto utilizzato nei
database bioinformatici, in cui il client richiedere un URL e riceve una risposta
XML. L’esistenza di questo servizio permette l’integrazione automatizzata di questi
dati in una piattaforma GWAS.
GBrowser (Generic Genome Browser) è un’applicazione web-based per visua-
lizzare sequenze genomiche, annotazioni e altre informazioni biologiche. Include
tra le feature la possibilità di navigare nella sequenza, ingrandendo o scorrendo re-
gioni arbitrarie di una sequenza, la possibilità di raggiungere una precisa posizione
o ricercare un testo all’interno di tutte le annotazioni.
SNPedia possiede all’interno delle voci riferimenti ad altri database tra cui il
già citato dbSNP, HapMap, Ensembl, PharmGKB.
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7 | Modello integrato e interopera-
bile
7.1 Integrazione dei dati
Gli studi di associazione descritti nel capitolo 6 sono basati sul principio di inte-
grazione tra dati genetici e dati fenotipici degli individui. L’integrazione di dati
eterogenei biologici e medici, che possono andare anche oltre la sola descrizio-
ne fenotipica, porta inconfutabilmente benefici alla scoperta di nuova conoscenza
in campo medico [Biesecker, 2010, Eronen and Toivonen, 2012]. Un esempio di
questo approccio alla ricerca bioinformatica è il consorzio americano eMerge Net-
work [McCarty et al., 2011], che ha già mostrato negli ultimi due anni importanti
risultati scientifici [Gottesman et al., 2013].
7.1.1 Modello eMerge Network
Il progetto eMerge Network è nato nel 2007 con lo scopo di collegare e combinare
tra loro sorgenti dati di diversa natura sparse nel territorio (vedi 7.2), tra cui
banche dati genetiche e banche dati cliniche, con lo scopo di realizzare studi GWA
con un alto potenziale di ricerca, nella prospettiva di realizzare per la prima volta
una Medicina Personalizzata nella quale la genomica e sia incorporata nel tessuto
sanitario. L’innovazione introdotta dal progetto nelle metodologie degli studi di
associazione sta nel derivare le informazioni del fenotipo direttamente dalle EMR
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(Electronical Medical Record), ovvero dalla digitalizzazione delle cartelle cliniche.
In sintesi gli obiettivi principali del progetto erano:
• Utilizzare i dati clinici EMR per realizzare un sistema di fenotipizzazione
robusto e automatizzato
• Condurre studi di associazione sull’intero genoma (GWAS) utilizzando i
fenotipi derivati
• Esplorare le implicazioni etiche, legali e sociali associate al GWAS basato su
EMR e alla condivisione dei dati su larga scala.
Figura 7.1: Modello della rete eMerge, con le attività svolte e le basi dati coinvolte
(immagine da Genetics in Medicine (2013) 15, 761–771 doi:10.1038/gim.2013.72,
su licenza Creative Commons)
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7.2 Distribuzione geografica dell’infrastruttura
Figura 7.2: Localizzazione di infrastrutture, siti e servizi affiliati alla rete eMerge
o a supporto di questa. In rosso sono indicati i 9 membri della rete eMerge-II, in
grigio sono indicati i centri di coordinamento di eMerge, in blu i siti di affiliazione
eMerge in nero i centri che forniscono servizi e supporto al progetto. (immagine
da Genetics in Medicine (2013) 15, 761–771 doi:10.1038/gim.2013.72, su licenza
Creative Commons)
7.3 Predisposizione per studi di associazione
L’analisi statistica di dati SNP per gli studi di associazione GWAS e EWAS tipi-
camente implica la gestione e l’integrazione di informazioni cliniche dei pazienti,
compresi dati fenotipici, con gli SNP del genoma. I metodi attuali di memoriz-
zazione di questi dati, su formati flat file, pongono diversi problemi nell’ambito
GWAS, tra cui:
• Validazione dei dati dei pazienti e dei dati SNP.
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• Problemi di performance nell’operare su grandi dataset.
• Necessità di aggiornare con precisione porzioni di dati che cambiano di
frequente, come i dati clinici dei pazienti.
• Conversione dei dati per utilizzo in software di analisi
L’utilizzo di un database relazionale per gestire le sorgenti dati degli studi GWAS
rappresenterebbe una soluzione per tutti e quattro i punti elencati. L’ultimo punto
è il meno ovvio. Si consideri la semplice attività di convertire i dati GWAS,
costituiti da informazioni genetiche e fenotipiche, in formati standard per strumenti
software statistici, come PED/MAP o TPED/TFAM 1. Un approccio comune per
utilizzare questi dati sui diversi tool statistici è quello di estrarre i dati dei pazienti
e gli SNP mediante uno script ad hoc, per produrre un secondo file compatibile
con il software da utilizzare. Se si suppone ad esempio che alcuni di questi dati
siano corrotti, ci si accorgerà del problema solo osservando i risultati del software
statistico (ad esempio R), e questo sarà il primo momento in cui l’errore sarà
rilevato. A questo livello sarà molto difficile risalire a quale sia il dato corrotto nel
dato sorgente. Inoltre, data la varietà di macchine NGS esistenti e la varietà di
formati compatibili di input per gli strumenti statistici, l’approccio ad hoc diventa
molto complesso e molto fragile.
Un approccio migliore a questo problema è l’utilizzo di database relazionali.
I database relazionali rappresenterebbero una soluzione diretta al problema della
validazione dei dati mancanti o corrotti. Tuttavia, spesso questa soluzione viene
evitata per questioni di performance. In un ambiente di ricerca GWAS si ha a che
fare con aggregazioni di dati Big Data, e in questo contesto l’utilizzo di database
relazionali pone molti limiti di prestazione sulle funzioni di analisi e sulle complesse
manipolazioni di dati necessarie.
Nonostante ciò, è possibile progettare un modello dei dati sharded [Data et al., 2012],
ovvero è possibile partizionare il database su più tabelle, facendo in modo ad esem-
pio che record afferenti allo stesso fenotipo siano memorizzati nella stessa tabella.
1PED/MAP e TPED/TFAM sono formati per il software PLINK, uno strumento largamente
utilizzato per l’analisi di dati genotipici. Vedere la sezione 6.3
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Per aggirare le limitazioni di performance dei DBMS relazionali sono stati proposti
approcci basati su sistemi NoSQL e tecnologie Map/Reduce (vedere capitolo 8.2).
Riguardo alla validazione dei dati, a differenza dell’approccio semplicistico ba-
sato su file, i DBMS validano i dati al momento del caricamento nella base dati.
In questo modo, l’errore è identificato nei dati di origine prima che questi vengano
elaborati.
Il problema della varietà nei numerosi formati di dati in origine (vedere capitolo
3) può essere facilmente risolto con la scrittura di una procedura di esportazione
dei dati dal database. Lo stesso vale per i dati di origine delle sequenza, per i quali
potranno essere messi a punto procedure ETL (Extract - Transform - Loading),
mentre per quanto riguarda i dati clinici è preferibile utilizzare una piattaforma di
data entry specifica.
7.4 Fenotipizzazione
L’analisi delle correlazioni fenotipiche delle mutazioni genetica è stata per lungo
tempo un metodo essenziale per scoprire la funzione biologica dei geni. L’analisi
fenotipica ha giocato un ruolo centrale nella mappatura di geni che sono causa di
malattie.
7.5 Human Phenotype Ontology
Lo Human Phenotype Ontology (HPO) è uno strumento per permettere analisi
computazionali del fenoma umano su larga scala. L’ontologia contiene attualmen-
te oltre 9500 termini, ognuno dei quali descrive una particolare anomalia fenotipica.
I termini sono organizzati come un grafo aciclico direzionato, e sono connessi tra
loro mediante una relazione di “is-a”, così che un termine rappresenti una carat-
terizzazione più specifica del termine padre. Esempio: “Anormalità dei piedi” is-a
“Anormalità degli arti inferiori”. Ogni termine nell’HPO descrive un’anormali-
tà clinica. Questi termini possono essere generici, come “Anormalità del sistema
muscoloscheletrico” o molto specifici come “Atrofia corioretinale”.
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Il modello dei dati per l’ontologia HPO è stato già descritto nel paragrafo 4.3.
L’integrazione nel database progettato della banca dati HPO è la soluzione migliore
per memorizzare e associare informazioni cliniche dei pazienti ai dati genomici.
7.6 Modello generico progettato
In figura 7.3 è illustrato lo schema del modello relazionale sviluppato a partire dai
formati standard e dai database pubblici finora esaminati. Ai requisiti comuni di
questi modelli conosciuti si sono aggiunti i requisiti studiati insieme ai ricercatori
del Centro di Genetica Medica del Policlinico Sant’Orsola di Bologna.
Il modello relazionale supporta sia i dati genetici prodotti ad ogni passo della
pipeline di analisi studiata nel capitolo 2, sia i dati clinici dei pazienti. Il modello
dei dati dipende molto dal tipo di studio che si andrà fare, in questo caso è stato
incentrato sugli studi di associazione genome-wide o exome-wide mediante geno-
tipizzazione SNP. Tuttavia il modello supporta anche altre tipologie di varianti,
mediante l’uso di una rappresentazione relazionale del formato VCF, mentre gli
studi possibili restano limitati allo studio su sequenze nucleotidiche, escludendo
altri tipi di sequenze biologiche (proteine, rna).
Bisogna tener presente che il modello presentato è limitato al solo scopo esposi-
tivo, restringendo di molto le potenzialità di un simile progetto. Si può considerare
come il nucleo di un modello interoperabile, facilmente estendibile ad analisi ben
più complesse. Basti considerare che la chiave primaria rs per le varianti SNP è
un riferimento diretto al database SNPedia. SNPedia potrebbe essere facilmente
importato, o interrogato via HTTP dal sistema. In questo modo sarà possibile
risalire al codice del gene interessato dallo SNP, e da qui connettere le informazio-
ni sulle malattie associate già conosciute (GeneOntology, OMIM, GeneCards), sul
coinvolgimento nella produzione di proteine (UniProt, SwissProt), sui relativi ef-
fetti farmacologici (KEGG), sulle pubblicazioni in merito (PubMed). Anche con il
solo modello qui illustrato, sarebbe possibile connettere in un grafo informazioni su
più livelli di studio, similmente al progetto Biomine[Eronen and Toivonen, 2012],
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con il vantaggio di avere a disposizione dati genetici e informazioni fenotipiche
originali.
Il diagramma è suddiviso in due parti. Nel riquadro Genotipo con sfondo
violetto sono rappresentate le entità che contengono informazioni genetiche su un
individuo: sequenze di DNA, varianti, genotipizzazioni basate su SNP, dati di
allineamento delle sequenze. Nella parte con sfondo verde etichettato con nome
Fenotipo sono invece illustrate entità e relazioni per informazioni non genetiche
sul paziente. L’entità patient rappresenta l’intersezione tra i due insiemi, e sarà
utilizzata nelle interrogazioni per il join tra dati genetici e informazioni fenotipiche.
Ogni record genetico è un entità genetic_entry, che può essere un insieme
di varianti di diverso tipo (VCF ), un allineamento di sequenze (bam_data), una
genotipizzazione sotto forma di alleli (genotype_SNP) in posizioni definite (va-
riant_SNP), o semplicemente una sequenza di nucleotidi con gli eventuali valori
di qualità.
L’entità quality_sec è stata modellata in modo tale da garantire la flessibilità
nell’espressione dei quality score. Come si è osservato dall’analisi dei diversi formati
FASTQ (capitolo 3), i punteggi di qualità vengono rappresentati con codifiche,
intervalli e calcoli di probabilità differenti. Per questo motivo si è cercato di rendere
la rappresentazione su modello relazionale di questo dato compatibile con i formati
studiati e flessibile per l’introduzione futura di nuovi standard.
Per quanto riguarda il fenotipo ogni descrizione medica è un insieme di termini
predefiniti facenti parte di un vocabolario controllato di termini, l’entità term,
estrapolati da un’ontologia come HPO (Human Phenotype Ontology). L’esito
di un esame clinico (medical_exam) può essere confermato o meno. Qualora un
esame venga confermato viene associato al paziente una descrizione fenotipica
fenotype_desc.Ogni paziente (patient) può essere sottoposto a più esami clinici e
accumulare nel tempo più descrizioni fenotipiche, ognuna delle quali riporterà la
data della diagnosi.
La relazione parent_of permette di rappresentare legami di parentela tra i
soggetti sotto osservazione. Con delle semplici interrogazioni è possibile a partire
dalla relazione genitore figlio estrapolare qualsiasi altra relazione di parentela tra
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gli individui in database. Questa relazione è indispensabile nel condurre studi di
associazione su malattie ereditarie e ancor di più nel produrre una diagnosi clinica,
attraverso uno studio congiunto su dati genetici e clinici.
Di seguito sono mostrate delle interrogazioni di esempio. La prima interroga-
zione in figura 7.4 è la più semplice. Vengono selezionate le prime 100 sequenze di
DNA ordinate per lunghezza e si restituiscono le informazioni del relativo record
genetico con un solo join.
In figura 7.5 si mostra un’interrogazione per ottenere il numero di donne e
il numero di uomini che hanno, tra le sequenze di DNA in database, una parti-
colare sottosequenza, scelta casualmente in questo esempio. Da notare che tra
l’entità record genetico genetic_entry e i diversi record biologici, tra cui varianti,
allineamenti e sequenze, esiste una relazione 1:1, e che ad ogni record biologico
corrisponde un solo individuo. Per questo motivo nelle entità biologiche è inclu-
sa la chiave esterna dell’individuo, così da ridurre il numero di join necessari per
connettere i dati biologici alle informazioni sul fenotipo.
Un’interrogazione più complessa è descritta in figura 7.6. Per rendere l’esempio
più realistico, è stata scelta una variante dalla collezione SNPedia. La variante
catalogata come ’Rs1805007’ è stato dimostrato essere coinvolta nel gene dei capelli
rossi e nella sensibilità ad alcuni anestetici, utilizzati principalmente dai dentisti.
L’allele di rischio è il ’T’, mentre l’allele più comune e senza fattori di rischio
è il ’C’. Nell’interrogazione si cerca la configurazione biallelica ’T;T’, che nelle
donne rappresenta il fattore di rischio più alto per la sensibilità agli anestetici.
Nella query di esempio quindi si selezionano i pazienti donna con la configurazione
biallelica ’T;T’ per la variante in questione, e a solo scopo di esempio si ottengono
le informazioni sul padre di queste pazienti.
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Figura 7.3: Schema astratto del modello relazionale per il database progettato.
Per questioni di impaginazione e chiarezza sono state omesse alcune relazioni.
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Figura 7.4: Query di esempio sul modello relazionale proposto per ottenere
informazioni sulle prime 100 sequenze più lunghe.
Figura 7.5: Query per contare quanti uomini e quante donne possiedono nel loro
genoma la sottosequenza ’ATTCCGTAAAAAGATTACAAAAAAGATTACA’
Figura 7.6: Query più complessa per uno studio su una variante generica coinvolta
nella sensibilità agli anestetici.
Il modello proposto permette di memorizzare dati eterogenei, eseguire interro-
gazioni più o meno complesse per ottenere informazioni di associazione tra genotipi,
fenotipi ed ereditarietà delle varianti genetiche, e permette l’interoperabilità o l’in-
tegrazione, in base alle possibili implementazioni del sistema software di gestione e
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analisi, con sorgenti dati esterne. Sebbene un sistema basato su database relazio-
nale classico possa andar bene per un piccolo centro di ricerca genetica, condurre
studi su larga scala diventerebbe impossibile in termini di tempo di esecuzione
delle interrogazioni e capacità di storage. Per questo motivo, nel capitolo 8 si
prenderanno in considerazione soluzioni Big Data al sistema in esame.
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8 | I dati genetici come Big Data
Il termine Big Data è spesso associato alla gestione e all’analisi di dati prodotti da
social network, dalla registrazione delle interazioni tra utenti e grandi portali web o
da enormi quantità di testo. Tuttavia con l’avvento del Big Science, ovvero lo stu-
dio scientifico attraverso la registrazione di enormi quantità di dati e alla successiva
analisi knowledge discovery, tecnologie e approcci BigData sono stati applicati a va-
ri settori scientifici, a cominciare dagli studi sugli esperimenti LHC (Large Hadron
Collider, grande collisore di adroni), per finire alle grandi collezioni di dati genomi-
ci. Alcuni framework per il mantenimento e l’analisi delle sequenze si basano già
adesso su tecnologie MapReduce [McKenna et al., 2010, O’Connor et al., 2010], e
l’attenzione verso il BigData nel mondo bioinformatico è in costante aumento, pro-
porzionalmente alla crescita della quantità di dati biologici sequenziati. In tabella
8.1 sono elencati e descritti diversi progetti, relativamente recenti, che fanno uso
di tecnologie BigData per la gestione, la manipolazione e l’analisi di dati genetici
e per gli studi GWA.
Il concetto di Big Data associato ai database biologici e medici diventa ancora
più realistico nell’idea di una sanità personalizzata. La sanità personalizzata, o
medicina personalizzata, indica un approccio molto specifico alla prevenzione, dia-
gnosi e terapia, attività che potranno essere studiate su misura per ogni individuo,
mettendo in conto il suo patrimonio genetico (genoma), il suo fenotipo (fenoma),
e informazioni sull’esposizione ambientale, i rapporti tra l’individuo e l’habitat
(esposoma). Il mantenimento di una tale quantità di dati, rilevati in momenti
diversi nella vita di un individuo e accumulati per lo studio in funzione del tempo,
necessita di sistemi adatti alla gestione di Big Data e scalabili.
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Funzione Algoritmo Descrizione Riferimento
Genomic se-
quence map-
ping
CloudAligner
Un’applicazione basata su MapReduce per mappare
le letture corte generate dalle macchine NGS.
[Nguyen et al., 2011]
CloudBurst
Un algoritmo parallelo per mappare sequenze NGS a
genomi di riferimento.
[Schatz, 2009]
SEAL
Un kit di applicazioni per l’allineamento, la
manipolazione e l’analisi di sequenze corte di DNA.
[Pireddu et al., 2011]
BlastReduce
Un algoritmo di mapping per l’allineamento pa-
rallelo ottimizzato per la scoperta di SNP, la
genotipizzazione e la genomica personale.
[BlastReduce, ]
Genomic
sequencing
analysis
Crossbow
Una pipeline di software che combina gli algoritmi di
Bowtie e SoapSNP per il risequenziamento dell’intero
genoma.
[Langmead et al., 2009]
Contrail
Un algoritmo per l’assemblaggio de novo, ovvero sen-
za genoma di riferimento, di letture corte basta sui
grafi di de Bruijin.
[Schatz et al., 2010]
CloudBrush Un assemblatore distribuito. [Chang et al., 2012]
RNA sequen-
ce analysis
Myrna
Una pipeline in cloud per calcolare l’espressione dei
geni in grandi dataset di sequenze RNA.
[Langmead et al., 2010]
FX
Uno strumento per la stima dei livelli di espressione
genetica e delle varianti genomiche.
[Hong et al., 2012]
Eoulsan
Una soluzione flessibile e integrata per l’analisi di
sequenze RNA.
[Jourdren et al., 2012]
Sequence file
management
Hadoop-BAM
Una libreria scalabile per la manipolazione di
sequenze NGS allineate.
[Niemenmaa et al., 2012]
SeqWare
Un insieme di strumenti di analisi per sequenze NGS
con una base dati HBase.
[O’Connor et al., 2010]
GATK
A gene analysis tool-kit for next-generation resequen-
cing data.
[McKenna et al., 2010]
GPU bio-
informatics
software
GPU-BLAST
Una versione accelerata dell’algoritmo BLAST, che
utilizza le GPU in cloud per l’allineamento di
sequenze.
[Vouzis and Sahinidis, 2011]
SOAP3
Un algoritmo di allineamento per sequenze corte che
utilizza schede grafiche multi-processore.
[Liu et al., 2012]
Search engi-
ne implemen-
tation
Hydra
Un motore di ricerca MapReduce per database di
sequenze proteomiche.
[Lewis et al., 2012]
CloudBlast Implementazione BLAST scalabile su cloud.
Miscellaneous BioDoop
Un insieme di strumenti per la gestione di sequenze
FASTA e per la conversione di sequenze.
[Leo et al., 2009]
BlueSNP
Un algoritmo su R per le analisi computazionalmen-
te intensive su grandi dataset integrati di genotipi e
fenotipi.
[Huang et al., 2013]
Quake
Un’applicazione per il rilevamento e la correzione di
errori nelle sequenze di DNA.
[Kelley et al., 2010]
YunBe
Un algoritmo su cloud per l’identificazione di
biomarcatori in un insieme di geni
[Zhang et al., 2012]
Tabella 8.1: Rassegna completa delle implementazioni di software e database
genetici su tecnologie BigData.
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8.1 Hadoop
Hadoop è un insieme di framework open source che supporta applicazioni distri-
buite data-intensive. Hadoop è basato sui precedenti lavori di Google ovvero GFS
(Google File System), MapReduce e BigTable.
Figura 8.1: L’insieme di framework, API e strumenti di Hadoop può essere
rappresentato in un architettura a layer.
Con Hadoop è possibile realizzare un cluster BigData, scalabile in modo arbi-
trario, senza preoccuparsi dell’affidabilità e dello spostamento dei dati all’interno
del cloud, in quanto gestiti in modo trasparente dal framework. Il framework inclu-
de un motore MapReduce (MapReduce oppure YARN) e un file system distribuito,
HDFS (vedere fig. 8.1). Esistono diverse distribuzioni di Hadoop, alcune di queste
open source:
• Apache Hadoop
• Cloudera
• Hortonworks
• MapR
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• Amazon AWS
• Windows Azure HDInsight
In figura 8.2 è mostrata l’architettura del cluster Hadoop e le interazioni tra i
suoi componenti. Un utente generico richiede l’esecuzione di un job MapReduce,
che può essere una classe java che implementa le funzioni Map e Reduce oppure
una query SQL in Hive. Il JobTracker, il componente Hadoop che gestisce in batch
le operazioni sui dati richieste, suddivide il lavoro tra i nodi del cluster. In ogni
nodo è presente un tracker locale, che divide il lavoro del nodo in più task, in
base alla definizione della funzione di mapping. I componenti HDFS, in verde,
gestiscono la divisione dei dati in blocchi, la sincronizzazione e l’affidabilità dei
dati distribuiti, lo spostamento dei dati tra diversi nodi. La gestione è affidata
a un nodo gestore virtuale, il NameNode, che può trovarsi in uno dei DataNode
oppure su un nodo a sè.
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Figura 8.2: L’architettura dei nodi Hadoop, in arancione i componenti del
framework MapReduce, in verde i componenti gestiti da HDFS.
8.2 MapReduce
MapReduce è un modello di programmazione per l’elaborazione di data set estre-
mamente grandi, inizialmente sviluppato da Google agli inizi del 2000 per ottenere
scalabilità nel sistema di ricerca [Dean and Ghemawat, 2008]. MapReduce si basa
su principi di elaborazione parallela e distribuita senza dipendere da un database
in particolare. La flessibilità di MapReduce sta nella sua capacità di processare
elaborazioni distribuite su una grande quantità di dati in cluster. Le caratteristiche
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principali di MapReduce sono:
• Parallelizzazione automatica
• Distribuzione dei dati automatica
• Tolleranza ai guasti
• Estensibilità
• Flessibilità nel linguaggio di programmazione
• Strumenti per monitorare lo stato del sistema
Come accennato, lo scopo di una funzione distribuita MapReduce è in genere
quello di eseguire un’operazione, di complessità arbitraria, su una vasta quantità di
dati, spesso misurabile in termini di PetaByte. Per questa ragione i task MapRe-
duce non sono eseguiti istantaneamente, vengono invece pianificati temporalmente
da Hadoop come jobs in batch. La coda di jobs può essere monitorata, così come
lo stato di ogni job. Quando un job termina la sua esecuzione viene prodotto,
oltre a una directory contenente i risultati prodotti, un report dettagliato della
sua esecuzione, comprendente il numero di task Map e Reduce eseguiti, i tempi di
esecuzione, il numero di dati prodotti e ricombinati ad ogni stadio intermedio.
I dati di input, uniformemente distribuiti tra i nodi del cluster Hadoop, vengono
dapprima elaborati come task locali in ogni nodo, successivamente nella fase reduce
i risultati intermedi vengono ricombinati e viene prodotto il risultato su un nodo
master. L’architettura distribuita di MapReduce e il file system di base HDFS
rendono possibile la scalabilità orizzontale, un requisito fondamentale per il sistema
in esame, per il quale i dati sono sparsi in più nodi geograficamente distanti.
Il paradigma MapReduce, dividendo il lavoro totale in sotto-lavori più piccoli,
uno per ogni nodo, rende possibile l’elaborazione distribuita e soprattutto riduce
enormemente lo spostamento di dati tra i nodi dell’infrastruttura.
La tipologia di operazioni programmata nel modello MapReduce rassomiglia
per molti versi a quella delle interrogazioni SQL. Per questo motivo sono stati pro-
dotti diversi framework per l’interrogazione diretta di dati su Hadoop mediante del-
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le query SQL-like1. La soluzione più utilizzata per interrogare i dati con un linguag-
gio simile a SQL è l’infrastruttura di data warehouse Hive [Thusoo et al., 2010].
Una query SQL eseguita su Hive viene automaticamente tradotta in un task Ha-
doop, e la sua esecuzione viene distribuita sui nodi del cluster Hadoop seguendo il
paradigma MapReduce.
8.2.1 Modello di programmazione MapReduce
MapReduce è basato su un paradigma di programmazione funzionale largamente
ispirato al modello Lisp. Tipicamente, il programmatore deve implementare due
funzioni:
• Map (in_key, in_value) -> (out_key, intermediate_value) list
– La funzione Map riceverà in input delle coppie di chiavi e valori, e suc-
cessivamente ai cicli di elaborazione produrrà un insieme intermedio di
coppie chiave-valore.
– Funzioni di libreria saranno poi usate per raggruppare insieme tutti i
valori associati ad una chiave intermedia K, per poi passarli alla funzione
Reduce.
• Reduce (out_key, intermediate_value list) -> out_value list
– La funzione Reduce accetta in input una chiave intermedia K e l’insieme
di valori per la chiave.
– La funzione unisce insieme questi valori per formare un insieme di valori
possibilmente più ridotto.
– Il riduttore restituisce uno o nessun valore per ogni invocazione.
– I valori intermedi sono forniti alla funzione Reduce mediante un itera-
tore. La funzione iteratore permette di gestire una grande lista di valori
che non potrebbero mai entrare in memoria in un solo passo.
1Il linguaggio delle interrogazioni in Hive non rispetta completamente le specifiche ANSI SQL
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Generalizzando il funzionamento del paradigma MapReduce, è possibile rap-
presentarlo graficamente come in figura 8.3. I cerchi in azzurro sono i nodi del
cluster Hadoop. Ogni rettangolo verticale indica un dato nella sotto forma di cop-
pia (key,value), in cui il colore indica la chiave del dato. Rettangoli con lo stesso
colore rappresentano dati con la stessa chiave. Le fasi dell’operazione MapReduce
sono indicate in alto. La funzione di shuffle non deve essere implementata dall’u-
tente, è uno stadio intermedio in cui i dati provenienti dai diversi nodi vengono
ricombinati insieme per chiave.
Figura 8.3: Astrazione del processo MapReduce.
Esempio
Prima di applicare il paradigma di programmazione MapReduce alle funzioni
GWAS è bene mostrarne il funzionamento mediante un esempio tipico. Si con-
sideri il problema di contare il numero di occorrenze di ogni parola in una grande
quantità di documenti. Questo genere di problema rappresenta per MapReduce
l’equivalente di un Hello World, in quanto è l’applicazione più semplice del para-
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digma, ma allo stesso tempo svolge una funzione utile nel concreto. Il problema
inoltre può essere ricondotto con facilità ad alcune funzioni statistiche del GWAS,
in cui i dati sono estratti da esperimenti diversi e ricombinati in base ad attributi
comuni, come un particolare fenotipo o delle varianti SNP.
In pseudocodice MapReduce può essere espresso come segue:
map(String key, String value):
// key: nome documento
// value: contenuto documento
for each word w in value:
EmitIntermediate(w, "1");
reduce(String key, Iterator values):
// key: a word
// values: a list of counts
int result = 0;
for each v in values:
result += ParseInt(v);
Emit(AsString(result));
La funzione Map così definita emette ogni diversa parola trovata nel testo,
insieme a un valore, in questo caso il valore costante ’1’. Successivamente, nel
processo di shuffle gestito direttamente dal framework MapReduce, queste coppie
(Chiave,Valore) vengono ricombinate in modo da raggruppare insieme le coppie
con la stessa chiave in una lista. Infine, la funzione Reduce prende le liste di valori
e le somma, producendo delle coppie chiave valore in cui la chiave è la parola e il
valore è la somma di tutte le occorrenze in tutti i testi.
Per chiarire meglio il concetto, si è illustrato in figura 8.4 il processo di Ma-
pReduce del codice discusso. In figura sono mostrati i dati di input e i risultati
intermedi soltando per due nodi, il nodo 1 e il nodo 3. Nella fase, quella di map-
ping, ogni nodo esegue un task in cui produce per ogni parola trovata nel testo
una coppia (parola,1). Durante la ricombinazione locale, ogni nodo unisce insieme
le coppie con la stessa chiave in una sola coppia, incrementando il valore a ogni
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ricombinazione. Il risultato intermedio di questa fase è che ogni nodo ha risolto
il suo sottoproblema, ovvero contare le occorrenze di ogni parola per i dati locali.
Nella fase di shuffle questi risultati intermedi sono uniti tra loro in base alla chiave.
Questa fase produce un insieme di coppie (parola, [x,y,z]) in cui la chiave è una
parola e il valore è una lista contenente il conteggio di occorrenze della parola per
ogni nodo. Nella fase di riduzione gli elementi delle liste vengono sommati tra loro,
producendo un insieme di coppie (parola,conteggio) come risultato finale.
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Figura 8.4: Le fasi di un job MapReduce per il codice di esempio di un algoritmo
Word Count.
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Nodo 1 Nodo 2 Nodo 3
Chiave Valore Chiave Valore Chiave Valore
SNP1 A SNP1 A SNP1 A
SNP2 T SNP2 A SNP2 A
SNP3 C SNP3 C SNP3 C
SNP1 G SNP1 G SNP1 A
SNP2 T SNP2 T SNP2 T
SNP3 C SNP3 C SNP3 C
Tabella 8.2: Coppie chiave-valore di esempio per uno studio di associazione su
MapReduce
8.3 Applicazione di MapReduce agli studi di asso-
ciazione in esame
Le analisi statistiche degli studi di associazione tra varianti genetiche e caratteri-
stiche fenotipiche hanno molto in comune con le operazioni tipicamente eseguite
su un sistema MapReduce. Nel database che si è modellato nel capitolo 7 è sta-
to associato il fenotipo di ogni individuo alle varianti della sua sequenza genetica.
Supponiamo di voler analizzare l’insieme di SNP comuni ad un particolare fenotipo.
Si assume di aver già a disposizione un sottoinsieme di individui che condividono
lo stesso fenotipo, ad esempio ottenuto con una query in Hive sul database. Que-
sto sottoinsieme può essere considerato come il dataset di record di un file PED
(vedere capitolo 6), in cui si ha la lista degli alleli per tutti gli SNP del genoma
(o dell’esoma). Possiamo rappresentare questo dataset come coppie chiave-valore
come in tabella 8.2
In figura 8.5 è illustrato il processo MapReduce per risolvere il problema appena
descritto. Al contrario dell’esempio precedente di conteggio delle parole, in questo
caso il valore per ogni chiave non è l’unità numerica, ma una delle quattro costanti
che compongono l’alfabeto del DNA {A,C,T,G}. Nella fase Map i dati genotipici
in input vengono uniti insieme per SNP uguali, ottenendo delle liste di alleli per lo
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stesso SNP. Successivamente avviene un altro mapping in cascata, non mostrato
nella figura per chiarezza, in cui avviene il conteggio di occorrenze dello stesso
allele per ogni SNP. Nella fase di Shuffle le coppie con lo stesso SNP (stessa chiave)
vengono ricombinati e spostati sullo stesso nodo. Infine nella fase Reduce avviene il
conteggio finale. In questo modo nell’output si potrà osservare qual’è l’aplotipo più
comune per gli individui in esame, che ricordiamo condividere lo stesso fenotipo.
Figura 8.5: Esempio di applicazione del processo MapReduce ad una analisi
statistica delle varianti genetiche.
Intuitivamente questa operazione non ha una valenza statistica in quanto i
dati e le variabili da tenere in considerazione sono molteplici, tra cui l’insieme dei
genotipi per i quali il fenotipo in esame non è presente. La falla più evidente è
che gli alleli in comune risultanti da questa operazione potrebbero essere condivisi
anche da individui non affetti dal fenotipo. Tuttavia questo task potrebbe far
parte di una serie di operazioni in uno studio GWAS reale, e l’esecuzione di queste
operazioni su framework MapReduce riducono significativamente i tempi necessari
al loro completamento (vedi fig. 8.6).
100 CAPITOLO 8. I DATI GENETICI COME BIG DATA
Figura 8.6: Confronto di prestazioni per le operazioni di caricamento (A) e
interrogazione (B) per i database BerkleyDB, HBase e HBase Mapreduce
9 | Conclusioni
Partendo dallo studio dei formati dei file biologici per finire ai database biologici
Big Data, la ricerca approfondita sui dati e sui database genetici ha portato a una
chiara consapevolezza dei requisiti per un sistema innovativo e dei principi cardine
che dovrebbero guidare la sua progettazione. L’interesse per la genomica, consi-
derata tra i temi più caldi nella comunità scientifica, ha contribuito negli ultimi
anni a creare un mondo caotico e in continua evoluzione. Questo aspetto, sebbene
sia di per sé una complicazione, rappresenta un’opportunità, per l’industria e la
ricerca informatica, di definire degli standard e di sviluppare dei sistemi sulla base
di queste mancanze.
Per far fronte alle difficoltà create dall’esistenza di formati incompatibili e semi-
strutturati dei dati biologici, si è proposto un modello relazionale. E’ importante,
per garantire continuità nella ricerca e negli strumenti utilizzati, mantenere la
compatibilità con formati divenuti nel corso degli anni degli standard de-facto.
Un dettaglio da considerare, nella visione futura di una standardizzazione dei dati
biologici, è che uno modello standard in database non può bastare, visto che a
generare i dati biologici sono strumenti hardware che finora possono soltanto pro-
durre in output dei file su disco.Un altro passo in questa direzione quindi potrà
essere la definizione di uno standard di file universale (ad esempio uno schema
XML) per realizzare questa compatibilità a partire dai livelli più bassi del flusso
di analisi.
Al termine di questo studio approfondito sui GWAS risulta evidente la necessità
di integrare i dati fenotipici mediante l’uso di ontologie. Com’è ovvio non basterà
la predisposizione di un database ma dovrà essere sviluppato un sistema di data
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entry, progettato in modo tale da permettere l’inserimento veloce dei dati clinici
[Chiang et al., 2003, Cole et al., 2006]. Potrebbe inoltre essere necessario digita-
lizzare, con tecnologia OCR, i dati cartacei finora prodotti. Sebbene in questa tesi
ci si sia soffermati esclusivamente su analisi di associazione basate sulla sempli-
ce intuizione di mettere in relazione, statisticamente, varianti genetiche comuni a
malattie comuni, nel corso degli anni molti studi più complessi sono stati proposti,
molti dei quali coinvolgono l’interazione tra geni nella produzione di proteine e
altri processi biologici, spostandosi dalla genomica alla metabolomica. L’analisi
GWAS così proposta resta la più diffusa e discussa per il semplice fatto che sia
quasi totalmente automatizzabile, tuttavia dopo 6 anni di studi genomici sono in
molti ad esprimere le loro perplessità sulla validità dell’ipotesi varianti comuni
= malattie comuni [Visscher et al., 2012]. Come già accennato, un’estensione del
modello di base proposto potrebbe considerare l’integrazione dei dati privati con i
dataset pubblici, nell’intento di realizzare analisi ben più complesse. Queste analisi
potranno basarsi sulla connessione automatica in un grafo di tutte le informazio-
ni correlate, come nel progetto Biomine [Eronen and Toivonen, 2012], o saranno
semplicemente un supporto alla ricerca manuale di un operatore, sia negli studi
di associazione sia nella diagnosi. L’integrazione potrà essere locale, importando
nel database locale gli schemi e i dati pubblici, come nel caso Biomine, o realiz-
zata sfruttando l’interoperabilità dei repository pubblici, quasi tutti provvisti di
interfaccia webservice, DAS o RDF, interrogabile in SPARQL.
Valutando il volume di dati, di dimensioni notevoli e in continua crescita, e
l’interesse dimostrato dalla comunità bioinformatica nei confronti del BigData,
si ritengono queste tecnologie opportune per il sistema proposto. L’approccio
BigData, conveniente per i costi di storage e per l’efficienza delle analisi distribuite,
potrebbe diventare indispensabile nei prossimi anni, vista la crescita esponenziale
nella produzione di dati biologici. Se in futuro saranno sviluppati dei formati file
standard biologici, in una prospettiva BigData questi potranno essere direttamente
memorizzati senza la trasformazione e l’importazione in un modello relazionale,
sfruttando le peculiarità del file system HDFS e dell’approccio non relazionale
NoSQL.
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