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Abstract
The higher spin Dirac operator Qk,l acting on functions taking values in an irreducible
representation space for so(m) with highest weight (k+ 12 , l+
1
2 ,
1
2 , . . . ,
1
2 ), with k, l ∈ N
and k ≥ l, is constructed. The structure of the kernel space containing homogeneous
polynomial solutions is then also studied.
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1 Introduction
Consider an oriented spin manifold, i.e. a Riemannian manifold with a spin structure
which allows the construction of vector bundles whose underlying symmetry group is
Spin(m) rather than SO(m), see e.g. [17]. On such a Riemannian spin manifold there is a
whole system of conformally invariant, elliptic, first-order differential operators acting on
sections of an appropriate spin bundle, whose existence and construction can be established
through geometrical and representation theoretical methods, see e.g. [5, 13, 21, 22]. In
Clifford analysis these operators are studied from a function theoretical point of view,
mainly focusing on their rotational invariance with respect to the spin group Spin(m), or
its Lie algebra so(m), and considering functions on Rm instead of sections. The simplest
example is the Dirac operator acting on spinor-valued functions; we refer to the standard
references [1, 11, 15]. Next in line are the Rarita-Schwinger operator, acting on functions
with values in the irreducible so(m)-representation with highest weight (32 ,
1
2 , . . . ,
1
2), and
its generalizations to the case of functions taking values in irreducible representation spaces
with highest weight (k+ 12 ,
1
2 , . . . ,
1
2), see e.g. [7, 8]. Also higher spin Dirac operators acting
on spinor-valued forms have been studied in detail, see e.g. [6, 20].
Our aim is to combine techniques from Clifford analysis and from representation theory,
in order to investigate, from the function theoretical point of view, general higher spin
Dirac operators acting between functions taking values in an arbitrary finite-dimensional
half-integer highest-weight representation. As the case of the Rarita-Schwinger operator
(and its generalizations) does not yet contain the seed from which the most general case can
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be derived, we study, in this paper, the particular case of the operator acting on functions
taking values in the irreducible representation with highest weight (k+ 12 , l+
1
2 ,
1
2 , . . . ,
1
2),
with k, l ∈ N and k ≥ l. This is done using the elegant framework of Clifford analysis in
several vector variables.
2 Clifford analysis and definitions
Let (e1, . . . , em) be an orthonormal basis for the Euclidean space Rm. We denote by Cm the
complex universal Clifford algebra, generated by these basis elements, its multiplication
being governed by the relations eiej + ejei = −2δij , i, j = 1, . . . ,m. The space Rm is
embedded in Cm by identifying (x1, . . . , xm) with the real Clifford vector x =
∑m
j=1 ejxj .
The multiplication of two vectors x and y is given by xy = −〈x, y〉+ x ∧ y with
〈x, y〉 =
m∑
j=1
xjyj and x ∧ y =
∑
1≤i<j≤m
eiej(xiyj − xjyi)
the scalar-valued Euclidean inner product and the bivector-valued wedge product respec-
tively. The wedge product of a finite number of vectors in Rm may also be defined using
the Clifford product:
Definition 1. The wedge product of N Clifford vectors x1,. . ., xN is defined as
x1 ∧ . . . ∧ xN :=
1
N !
∑
σ∈SN
sgn(σ) xσ(1) . . . xσ(N),
where SN denotes the symmetric group in N elements.
For convenience, we will work in odd dimension m = 2n+ 1. In this case there is a unique
spinor space S, as opposed to the even-dimensional case m = 2n where there are two
spinor representations (often referred to as even and odd spinors). However, these cases
do not differ from each other conceptually: in case of even dimension m = 2n, it suffices
to take into account that the vector-valued (higher spin) Dirac operator will change the
parity of the underlying values. The spinor space S should be thought of as a minimal left
ideal in Cm, which can be defined in terms of a primitive idempotent; it is characterized
by the highest weight (12 , . . . ,
1
2) under the standard multiplicative action of the spin group
Spin(m) =

2k∏
j=1
sj : k ∈ N , sj ∈ Sm−1
 ,
with Sm−1 the unit sphere in Rm. In case one prefers working with its Lie algebra so(m),
which can be identified with the subspace of bivectors in the algebra Cm, the derived
action should be used.
The Dirac operator is denoted ∂x =
∑m
j=1 ej∂xj . It is an elliptic Spin(m)-invariant first-
order differential operator acting on spinor-valued functions f(x) on Rm. It factorizes the
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Laplace operator: ∆x = −∂2x on Rm. An S-valued function f is monogenic in an open
region Ω ⊂ Rm if and only if it satisfies ∂xf = 0 in Ω. For a detailed account of the theory
of monogenic functions, so called Euclidean Clifford analysis, we refer the reader to e.g.
[1, 11, 15]. We also mention the Euler operator Ex =
∑
i xi∂xi , measuring the degree of
homogeneity in the variable x.
Irreducible (finite-dimensional) modules for the spin group can be described in terms of
spaces of traceless tensors satisfying certain symmetry conditions expressed in terms of
Young diagrams, see e.g. [14, 16], but they can also be realized in terms of vector spaces
of polynomials, see e.g. [10, 15]. We mention the following well-known examples from
harmonic and Clifford analysis: the vector space Hk of C-valued harmonic homogeneous
polynomials of degree k ∈ N corresponds to the irreducible Spin(m)-module with highest
weight (k, 0, . . . , 0), and the vector space Mk of spinor-valued monogenic homogeneous
polynomials of degree k forms an irreducible representation of Spin(m) with highest weight
(k + 12 ,
1
2 , . . . ,
1
2).
In what follows, N ∈ N and ∂i is short for the Dirac operator ∂ui .
Remark 1. In the sequel we will often need to refer to the highest weight of a represen-
tation; to that end we introduce the short notation (λ1, . . . , λN ) for (λ1, . . . , λN , 0, . . . , 0)
and denote by (λ1, . . . , λN )′ the highest weight (λ1 + 12 , . . . , λN +
1
2 ,
1
2 , . . . ,
1
2).
Definition 2. A function f : RNm → C, (u1, . . . , uN ) 7→ f(u1, . . . , uN ) is simplicial
harmonic if the following conditions are satisfied:
〈∂i, ∂j〉f = 0, i, j = 1, . . . , N
〈ui, ∂j〉f = 0, 1 ≤ i < j ≤ N.
The vector space of C-valued simplicial harmonic polynomials, λi-homogeneous in the
variable ui, will be denoted by Hλ1,...,λN (with λ1 ≥ . . . ≥ λN ≥ 0 from now on).
Definition 3. A function f : RNm → S, (u1, . . . , uN ) 7→ f(u1, . . . , uN ) is simplicial
monogenic if the following conditions are satisfied:
∂if = 0, i = 1, . . . , N
〈ui, ∂j〉f = 0, 1 ≤ i < j ≤ N.
The vector space of S-valued simplicial monogenic polynomials, λi-homogeneous in the
variable ui, will be denoted by Sλ1,...,λN (with λ1 ≥ . . . ≥ λN ≥ 0 from now on).
Remark 2. It is clear that if a function is simplicial monogenic in an open region Ω of
RNm, then each of its scalar components is simplicial harmonic in Ω, or in other words:
Sλ1,...,λN ⊂ Hλ1,...,λN ⊗ S.
Remark 3. The second condition in Definition 2 (respectively 3) implies that an arbitrary
polynomial pλ1,...,λN ∈ Hλ1,...,λN (respectively Sλ1,...,λN ) can be identified with a C-valued
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(resp. S-valued) polynomial f depending only of a number of specific wedge products of
the vector variables:
pλ1,...,λN (u1, u2, . . . , uN ) = f(u1, u1 ∧ u2, u1 ∧ u2 ∧ u3, . . . , u1 ∧ u2 ∧ . . . ∧ uN ).
For details we refer to [10], where it is also shown that the space Hλ1,...,λN corresponds
to the irreducible Spin(m)-module with highest weight (λ1, . . . , λN ), with respect to the
regular representation H on C-valued simplicial harmonic polynomials given by
H(s)f(u1, u1 ∧ u2, . . . , u1 ∧ . . . ∧ uN ) = f(su1s, su1 ∧ u2s, . . . , su1 ∧ . . . ∧ uNs),
where s ∈ Spin(m). With respect to the regular representation L on S-valued simpicial
monogenic polynomials, i.e.
L(s)f(u1, u1 ∧ u2, . . . , u1 ∧ . . . ∧ uN ) = sf(su1s, su1 ∧ u2s, . . . , su1 ∧ . . . ∧ uNs),
the space Sλ1,...,λN defines a model for the irreducible (finite-dimensional) Spin(m)-module
with highest weight (λ1, . . . , λN )′.
Remark 4. As opposed to the one-variable case, the extra conditions in the definition
of simplicial monogenic polynomials, involving the operators 〈ui, ∂j〉, are needed in order
to obtain an irreducible module for Spin(m). For example, Mk is an irreducible module,
while Mλ1,λ2 := {f : R2m → S | ∂1f = ∂2f = 0} can be decomposed into irreducible
modules, see e.g. [7], by means of
Mλ1,λ2 =
λ1−λ2⊕
j=0
〈u2, ∂1〉jSλ1+j,λ2−j .
From now on we take N = 2 and (u1, u2) = (u, v) in Definitions 2 and 3. Our object of
interest is the elliptic, Spin(m)-invariant, first-order differential operator
Qk,l : C∞(Rm,Sk,l) → C∞(Rm,Sk,l)
f(x;u, v) 7→ Qk,lf(x;u, v).
This higher spin Dirac operator Qk,l was already constructed in [12] following a pragmatic
approach. In this paper we will use techniques from representation theory, which will ease
the generalization to the most general case, and describe its polynomial solutions.
3 Refined Fischer decomposition for simplicial monogenic
polynomials
We proceed as follows for the construction of the higher spin Dirac operator Qk,l. Let V be
a representation of Spin(m) or its Lie algebra so(m). Denote by Γλ the finite-dimensional
irreducible representation with highest weight λ. The multiplicity of Γλ in V is denoted
mλ(V ) and the multiplicity of an arbitrary weight µ in Γλ is denoted nµ(Γλ). The following
well-known result will be used (for the proof, we refer to e.g. [16]):
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Proposition 1. If ν is a dominant integral weight such that mν(Γλ⊗Γµ) > 0, then there
is a weight µ′ of Γµ such that ν = λ+ µ′ and mν(Γλ ⊗ Γµ) ≤ nλ−ν(Γµ).
One can then also prove the following theorem.
Theorem 1. For any pair of integers k ≥ l ≥ 0 with k > 0, one has
(k, l)⊗ (0)′ = (k, l)′ ⊕ (1− δl,0)(k, l − 1)′ ⊕ (1− δk,l)(k − 1, l)′ ⊕ (1− δl,0)(k − 1, l − 1)′.
Proof. Take λ = (k, l), µ = (0)′ the highest weight for S and ν a dominant integral weight
such that mν(Hk,l ⊗ S) > 0. Then, by Proposition 1, there is a weight s of S such that
ν = λ+ s and mν(Hk,l ⊗ S) ≤ ns(S) = 1. The possible weights ν are given by
ν = (k ± 1
2
, l ± 1
2
,±1
2
, . . . ,±1
2
).
As ν has to be a dominant integral weight, we only have to deal with the following cases:
ν = (k, l)′, ν = (k− 1, l)′, if k > l, and ν = (k, l− 1)′, ν = (k− 1, l− 1)′, if k ≥ l > 0. The
representations corresponding to these highest weights appear exactly once in Hk,l ⊗ S.
We show this explicitly for ν = (k, l)′ (the other cases being treated similarly). Let
δ = (n− 12 , n− 32 , . . . , 32 , 12) be half the sum of the positive roots and W the Weyl group.
Using Klymik’s formula, see e.g. [14], we find
mν(Hk,l ⊗ S) =
∑
w∈W
sgn(w)nν+δ−w(λ+δ)(S) = nν+δ−1(λ+δ)(S) = n( 1
2
,..., 1
2
)(S) = 1.
This follows from the fact that w = 1 ∈ W is the only element leading to a non-trivial
result in the summation. Indeed, the action ofW changes the sign of the components λi of
the weight (λ1, . . . , λn). In order to satisfy λ1 ≥ . . . ≥ λn, only the trivial action remains.
This proves the claim. 
In case l = 0, the previous result encodes the Fischer decomposition for spinor-valued
harmonic polynomials: Hk ⊗ S = Mk ⊕ uMk−1. This result is well-known in Clifford
analysis and states that any S-valued harmonic homogeneous polynomial Hk of degree
k in the vector variable u can be decomposed in terms of two monogenic homogeneous
polynomials
Hk = Mk + uMk−1,
with Mλ ∈ Mλ. The factor u in this formula is called an embedding factor : it realizes
an isomorphic copy of the irreducible module Mk−1 inside the tensor product Hk ⊗ S.
Moreover, one can show that these polynomials are explicitly given by
Mk−1 = − 1
m+ 2k − 2∂uHk
Mk =
(
1 +
u ∂u
m+ 2k − 2
)
Hk.
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We will now generalize this result to the present setting k ≥ l ≥ 0. Theorem 1 tells
us how the space of S-valued simplicial harmonic polynomials Hk,l ⊗ S decomposes into
irreducible summands. It implies the existence of certain maps which embed each of the
spaces Sk,l, Sk−1,l, Sk,l−1 and Sk−1,l−1 (for appropriate k and l) into the space Hk,l ⊗ S.
To ensure that these embedding maps are indeed morphisms realizing an isomorphic copy
of the spaces of simplicial monogenics inside the space Hk,l ⊗ S, we have to check, next to
the homogeneity conditions, whether the conditions in Definition 2 are satisfied. Clearly,
Sk,l ↪→ Hk,l ⊗ S is the trivial embedding. Also, it is easily verified that
u : Sk−1,l ↪→ Hk,l ⊗ S.
In order to embed the space Sk,l−1 into the tensor product Hk,l ⊗ S, it seems obvious to
start from the basic invariant v, as we need an embedding map of degree (0, 1) in (u, v),
but this approach fails since 〈u, ∂v〉
[
vSk,l−1
]
= uSk,l−1 6= 0. In order to obtain the required
embedding map, it suffices to project onto the kernel of the operator 〈u, ∂v〉, which can
be done by fixing c1 in the following expression:
v − c1 u〈v, ∂u〉 : Sk,l−1 ↪→ Hk,l ⊗ S.
For c1 = 1k−l+1 all conditions in Definition 2 are indeed satisfied. Similarly, the last
embedding map can be found as a suitable projection of a linear combination of u v and
v u, and is given by
〈v, u〉 − c2 v u− c3 〈u, u〉〈v, ∂u〉 : Sk−1,l−1 ↪→ Hk,l ⊗ S
with c2 = −m+k+l−4m+2k−4 and c3 = 1m+2k−4 . This can be summarized as follows:
Proposition 2. For any pair of integers k ≥ l ≥ 0 with k > 0, one has
Hk,l ⊗ S = Sk,l ⊕ (1− δl,0)νk,l Sk,l−1 ⊕ (1− δk,l)µk,l Sk−1,l ⊕ (1− δl,0)κk,l Sk−1,l−1,
with the embedding maps
νk,l := v − u〈v, ∂u〉
k − l + 1 : Sk,l−1 ↪→ Hk,l ⊗ S
µk,l := u : Sk−1,l ↪→ Hk,l ⊗ S
κk,l := 〈v, u〉+ m+ k + l − 4
m+ 2k − 4 v u−
〈u, u〉〈v, ∂u〉
m+ 2k − 4 : Sk−1,l−1 ↪→ Hk,l ⊗ S.
Remark 5. The embedding map µk,k clearly does not exist, in view of the dominant weight
condition. If l = 0 the embedding maps νk,l and κk,l do not exist neither.
Let k > l > 0 and suppose ψ ∈ Hk,l⊗S. According to Proposition 2, there exists ψp,q ∈ Sp,q
such that
ψ = ψk,l + νk,l ψk,l−1 + µk,l ψk−1,l + κk,l ψk−1,l−1. (1)
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An explicit expression for the projection operators on each of the summands inside Hk,l⊗S
can then be obtained as follows. First, the action of ∂v on (1) annihilates two summands
and leads to
∂vψ = − (m+ 2l − 4)ψk,l−1 +
(
1− m+ k + l − 4
m+ 2k − 4 (m+ 2l − 2)
)
uψk−1,l−1. (2)
Acting again with ∂u, we find
ψk−1,l−1 =
(m+ 2k − 4) ∂u∂vψ
(m+ 2k − 2)(m+ 2l − 4)(m+ k + l − 3) .
This gives rise to a projection operator pik−1,l−1, defined as
pik−1,l−1 : Hk,l ⊗ S → Sk−1,l−1
ψ 7→ (m+ 2k − 4) ∂u∂vψ
(m+ 2k − 2)(m+ 2l − 4)(m+ k + l − 3) . (3)
Substituting the expression for ψk−1,l−1 in (2), we find
ψk,l−1 = − 1
m+ 2l − 4
(
1 +
u ∂u
m+ 2k − 2
)
∂vψ,
which defines a second projection operator pik,l−1:
pik,l−1 : Hk,l ⊗ S → Sk,l−1
ψ 7→ − 1
m+ 2l − 4
(
1 +
u ∂u
m+ 2k − 2
)
∂vψ.
Finally, using the previous results, the action of ∂u on (1) leads to
ψk−1,l = − 1
m+ 2k − 2
[(
1 +
(
k − l
k − l + 1
)
v ∂v
m+ 2l − 4
)
∂u
+
1
k − l + 1
(
1 +
u ∂u
m+ 2l − 4
)
〈v, ∂u〉∂v
]
ψ,
which defines the third projection operator:
pik−1,l : Hk,l ⊗ S → Sk−1,l
ψ 7→ − 1
m+ 2k − 2
[(
1 +
(
k − l
k − l + 1
)
v ∂v
m+ 2l − 4
)
∂u
+
1
k − l + 1
(
1 +
u ∂u
m+ 2l − 4
)
〈v, ∂u〉∂v
]
ψ.
The last projection operator on the summand Sk,l is then given by
pik,l := 1− pik−1,l − pik,l−1 − pik−1,l−1.
We gather all this information in the following theorem.
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Theorem 2. (Refined Fischer decomposition for simplicial monogenics.)
Each S-valued simplicial harmonic polynomial Hk,l in two vector variables can be uniquely
decomposed in terms of simplicial monogenic polynomials:
Hk,l = Mk,l + νk,lMk,l−1 + µk,lMk−1,l + κk,lMk−1,l−1,
with the embedding maps defined in Proposition 2 and with
Mk,l = pik,l(Hk,l) Mk,l−1 = pik,l−1(Hk,l)
Mk−1,l = pik−1,l(Hk,l) Mk−1,l−1 = pik−1,l−1(Hk,l).
Proof. Only the uniqueness has to be addressed, but this can easily be proved. 
4 Construction of the operator Qk,l
We now use the refined Fischer decomposition of Theorem 2 to construct the higher spin
Dirac operator Qk,l. Since the classical Dirac operator ∂x can be seen as an endomorphism
on S-valued functions, the action of ∂x on a Hk,l⊗ S-valued function preserves the values.
This gives rise to a collection of invariant operators defined through the following diagram:
C∞(Rm,Hk,l ⊗ S)
∂x //C∞(Rm,Hk,l ⊗ S)
= =
C∞(Rm,Sk,l)
Qk,l //
T k,lk,l−1
++XXXX
XXXXX
XXXXX
XXXXX
T k,lk−1,l
((PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
P
$$
C∞(Rm,Sk,l)
⊕ ⊕
C∞(Rm, νk,lSk,l−1) C∞(Rm, νk,lSk,l−1) .
⊕ ⊕
C∞(Rm, µk,lSk−1,l) C∞(Rm, µk,lSk−1,l)
⊕ ⊕
C∞(Rm, κk,lSk−1,l−1) C∞(Rm, κk,lSk−1,l−1)
The non-existence of an invariant operator from C∞(Rm,Sk,l) to C∞(Rm, κk,lSk−1,l−1)
(i.e. the dotted arrow in the diagram above) can be proved by means of the construction
method of conformally invariant operators using generalized gradients, see e.g. [13, 22].
It essentially follows from the fact that the tensor product Sk,l ⊗Cm does not contain the
summand Sk−1,l−1. The next lemma shows that this can also be verified through direct
calculations in Clifford analysis.
Lemma 1. For every f ∈ C∞(Rm,Sk,l) one has ∂u∂v∂xf = 0.
Proof. The definition of the Euclidean inner product leads to
∂u∂v∂xf = −2∂u〈∂v, ∂x〉f − ∂u∂x∂vf = 0,
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since ∂uf = ∂vf = 0. 
Hence, it follows from (3) that pik−1,l−1(∂xf) ≡ 0, for every f ∈ C∞(Rm,Sk,l). An explicit
expression for the operators Qk,l, T k,lk,l−1 and T k,lk−1,l in the diagram above is then obtained
using results of the previous section.
Definition 4. For all integers k ≥ l ≥ 0 with k > 0, there are (up to a multiplicative
constant) unique invariant first-order differential operators Qk,l defined by
Qk,l : C∞(Rm,Sk,l) → C∞(Rm,Sk,l) : f 7→ pik,l(∂xf),
or explicitly,
Qk,lf =
[
1 +
u ∂u
m+ 2k − 2 +
v ∂v
m+ 2l − 4 − 2
u〈v, ∂u〉∂v
(m+ 2k − 2)(m+ 2l − 4)
]
∂xf.
In case k = l > 0, the operators reduce to
Qk,kf =
[
1 +
(v − u〈v, ∂u〉)∂v
m+ 2k − 4
]
∂xf.
Remark 6. In case l = 0, we find the Rarita-Schwinger operators Rk, as defined in [7]:
Qk,0 = Rk =
(
1 +
u ∂u
m+ 2k − 2
)
∂x. (4)
The ellipticity of this operator Qk,l follows e.g. from [5], and the Spin(m)-invariance can
be expressed through the following commutative diagram:
C∞(Rm,Sk,l)
Qk,l //
L(s)

C∞(Rm,Sk,l)
L(s)

<<
C∞(Rm,Sk,l) Qk,l
// C∞(Rm,Sk,l)
with L(s)
(
f(u, v)
)
= sf(s¯us, s¯vs) the natural action of Spin(m) on higher spin fields.
Similar calculations lead to the so-called dual twistor operators, which are visualized as
the diagonal arrows in the diagram above. We adopt the convention that each operator
of twistor-type will be denoted by means of the letter T , together with upper and lower
indices. The upper indices denote the highest weight of the source space, whereas the
lower indices denote the highest weight of the target space (discarding the half-integers).
Definition 5. For all integers k > l ≥ 0, the dual twistor operators T k,lk−1,l are defined as
the unique invariant first-order differential operators
T k,lk−1,l : C∞(Rm,Sk,l) → C∞(Rm, µk,lSk−1,l) : f 7→ µk,lpik−1,l(∂xf),
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or explicitly, hereby taking Lemma 1 into account:
T k,lk−1,lf = µk,l
[
2
m+ 2k − 2
(
〈∂u, ∂x〉+
〈v, ∂u〉〈∂v, ∂x〉
k − l + 1
)
f
]
.
In case k = l > 0, these operators do not exist.
Definition 6. For all integers k > l > 0, the dual twistor operators T k,lk,l−1 are defined as
the unique invariant first-order differential operators
T k,lk,l−1 : C∞(Rm,Sk,l) → C∞(Rm, νk,lSk,l−1) : f 7→ νk,lpik,l−1(∂xf).
or explicitly, again taking Lemma 1 into account:
T k,lk,l−1f = νk,l
(
2
m+ 2l − 4 〈∂v, ∂x〉f
)
.
In case k = l > 0, these operators reduce to
T k,kk,k−1f =
2
m+ 2k − 4
(
v − u〈v, ∂u〉
)〈∂v, ∂x〉f.
Note that these operators are called dual, because there exist also twistor operators acting
in the opposite direction; these ones are given below, but they will not be explicitly used
in this paper.
Remark 7. The twistor operators T k−1,lk,l and T k,l−1k,l are defined as
T k−1,lk,l : C∞(Rm, µk,lSk−1,l) → C∞(Rm,Sk,l) : µk,lf 7→ pik,l(∂xµk,lf)
and
T k,l−1k,l : C∞(Rm, νk,lSk,l−1) → C∞(Rm,Sk,l) : νk,lf 7→ pik,l(∂xνk,lf).
Remark 8. We introduce the following short notations for the dual twistor operators
without the embedding factor:
Tk,lk,l−1 := (νk,l)
−1T k,lk,l−1 = 〈∂v, ∂x〉
Tk,lk−1,l := (µk,l)
−1T k,lk−1,l = 〈∂u, ∂x〉+
〈v, ∂u〉〈∂v, ∂x〉
k − l + 1 .
5 Constructing polynomial null solutions
As in any function theory linked to a differential operator, a crucial piece of knowledge
is the full description of its polynomial null solutions. This will be the subject of this
section. Note that in this respect, higher spin Dirac operators behave completely different
from the classical Dirac operator: the spaces of polynomial null solutions will no longer
be irreducible as a Spin(m)-module, and a typical problem is to decompose polynomial
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kernel spaces for higher spin Dirac operators into irreducibles.
Let us denote by KerhD the vector space of h-homogeneous polynomial null solutions
of the (linear differential) operator D. As a function f belongs to KerhQk,l if and only if it
satisfies pik,l(∂xf) = 0, there are two possibilities to satisfy this condition. This gives rise
to two types of homogeneous polynomial null solutions f for Qk,l: either ∂xf = 0 (called
type A solutions) or ∂xf 6= 0 but pik,l(∂xf) = 0 (called type B solutions). We will now
treat each of these possibilities in detail.
5.1 Solutions of Type A
For all integers h ≥ k ≥ l > 0, define Ph,k,l(S) to be the space of S-valued polynomials in
three vector variables (x, u, v), homogeneous of degree h, k and l in x, u and v respectively.
Denote the subspace of triple monogenics by
Mh,k,l = {f ∈ Ph,k,l(S) | ∂xf = ∂uf = ∂vf = 0}.
This vector space is highly reducible with respect to the action of Spin(m), and in [4] we
have determined the decomposition of this space in terms of irreducible Spin(m)-modules,
making use of the fact that each vector space Sp,q,r can be seen as a highest weight vector
for the algebra gl3, with positive root vectors {〈x, ∂u〉, 〈x, ∂v〉, 〈u, ∂v〉}. The vector space
Msh,k,l = Mh,k,l ∩ Ker〈u, ∂v〉, or more explicitly Msh,k,l = {f ∈ Mh,k,l | 〈u, ∂v〉f = 0},
is, by construction, precisely the space of h-homogeneous solutions for Qk,l of type A.
The decomposition of this space into irreducible spaces for Spin(m) was also determined
in [4], using branching rules from gl3 to gl2. Using the so-called raising and lowering
operators 〈u, ∂x〉 and 〈v, ∂x〉(Eu − Ev) − 〈u, ∂x〉〈v, ∂u〉, which were studied in the much
broader setting of transvector algebras and weight bases for Lie algebras in e.g. [18], we
were able to prove that for k ≥ l,
Msh,k,l =
k−l⊕
i=0
l⊕
j=0
〈u, ∂x〉i [〈v, ∂x〉(Eu − Ev)− 〈u, ∂x〉〈v, ∂u〉]j Sh+i+j,k−i,l−j . (5)
To lighten the notation, we will often omit these (commuting) embedding factors and
denote the irreducible modules in these decompositions by their highest weights only:
Msh,k,l =
k−l⊕
i=0
l⊕
j=0
(h+ i+ j, k − i, l − j)′. (6)
In the special case where l = 0, we reobtain the results mentioned earlier in Remark 4:
Mh,k := Msh,k,0 =
k⊕
i=0
(h+ i, k − i)′. (7)
Remark 9. Every irreducible module in Msh,k,l appears with multiplicity one, which is
a general fact for branching rules from gln to gln−1. A necessary condition for a module
Sp,q,r to be, up to an isomorphic copy, in the decomposition ofMsh,k,l is p+q+r = h+k+l.
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5.2 Solutions of Type B
A different approach is required to describe the type B solutions. It is instructive to recall
the Rarita-Schwinger case. Let f(x;u) be a polynomial in C∞(Rm,Mk), homogeneous of
degree h ≥ k in the vector variable x. In [7], the following equivalence was proved:
f ∈ KerhRk ⇔
{
∂xf = ug
∂uf = 0
,
with g ∈ Kerh−1Rk−1. In order for this inhomogeneous system of equations (involving the
classical Dirac operator) to have a solution f , certain conditions on g must be satisfied.
The necessary and sufficient conditions (called compatibility conditions for short) under
which an inhomogeneous system in several Dirac operators has a solution, were thoroughly
studied in [9]. Referring to [7, 9] for details, the compatibility conditions for the existence
of a solution for the system above are ∆u(ug) = 0 and ∂u∂x(ug) = 0. The first condition
is equivalent with the monogeneity of g in the variable u, i.e. g ∈ C∞(Rm,Mk−1), whereas
the second compatibility condition is equivalent to g ∈ Kerh−1Rk−1. In other words: these
compatibility conditions signify that the kernel space for the operator Rk−1 can be embed-
ded into the kernel space for Rk, using certain inversion operators which were described
in [7]. Type B solutions for Rk are thus equivalent with elements of Kerh−1Rk−1; their
structure may thus be described through an inductive procedure.
In the case of the operator Qk,l, we have the equivalence
Qk,lf = 0 ⇔ ∂xf = µk,l
2
m+ 2k − 2T
k,l
k−1,lf + νk,l
2
m+ 2l − 4T
k,l
k,l−1f. (8)
Moreover, we also have the following results, which can be proved by direct calculations:
Proposition 3. For any couple of integers k > l > 0, resp. k ≥ l > 0, and for any
function f ∈ C∞(Rm,Sk,l), one has: pik−1,l(∂xT k,lk,l−1 f) = 0, resp. pik,l−1(∂xT k,lk−1,l f) = 0.
This means that non-trivial maps C∞(Rm, µk,lSk−1,l) → C∞(Rm, νk,lSk,l−1) (and vice
versa) do not exist. They are visualized by the dotted lines in the diagram below, where
the double action of the Dirac operator on C∞(Rm,Sk,l) is considered.
C∞(Rm,Hk,l ⊗ S) •
∂x //• ∂x //• C∞(Rm,Hk,l ⊗ S)
= = =
C∞(Rm,Sk,l) •
Qk,l //
T k,lk,l−1
%%JJ
JJ
JJ
JJ
JJ
JJ
J
T k,lk−1,l
8
88
88
88
88
88
88
88
88
8 • //
%%JJ
JJ
JJ
JJ
JJ
JJ
J
8
88
88
88
88
88
88
88
88
8 • C∞(Rm,Sk,l)
⊕ ⊕ ⊕
C∞(Rm, νk,lSk,l−1) • •
%%
//
8
88
88
88
88
88
88
88
88
8 • C∞(Rm, νk,lSk,l−1)
⊕ ⊕ ⊕
C∞(Rm, µk,lSk−1,l) • •
99
//
%%JJ
JJ
JJ
JJ
JJ
JJ
J • C∞(Rm, µk,lSk−1,l)
⊕ ⊕ ⊕
C∞(Rm, κk,lSk−1,l−1) • • • C∞(Rm, κk,lSk−1,l−1)
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Proposition 4. Let f ∈ KerhQk,l.
(i) If k ≥ l > 0, then Tk,lk,l−1f ∈ Kerh−1Qk,l−1.
(ii) If k > l ≥ 0, then Tk,lk−1,l ∈ Kerh−1Qk−1,l.
Proof. Again, a straightforward calculation leads to the desired result. Let c1 = m+2k−2
and c2 = m+ 2l − 4. For every f ∈ KerhQk,l, we have
〈∂v, ∂x〉Qk,lf = 0 ⇔ 〈∂v, ∂x〉 [c1c2 + c2 u ∂u + c1 v ∂v − 2u〈v, ∂u〉∂v] ∂xf = 0
⇔ Qk,l−1〈∂v, ∂x〉f = 0.
This may also be proved by considering the double action of the Dirac operator. Since ∂2x
is scalar, the following implication obviously holds:
f ∈ C∞(Rm,Sk,l) ⇒ ∂2xf ∈ C∞(Rm,Sk,l).
Therefore, the projection on each of the other summands in the decomposition ofHk,l⊗S is
zero. In particular, we have that pik,l−1(∂2xf) = 0, which in combination with Proposition
3 leads to the following identity (up to a suitable constant):
T k,lk,l−1Qk,l + νk,lQk,l−1(νk,l)−1T k,lk,l−1 = 0. (9)
This can be visualized by the parallelogram formed by the double arrows in the diagram
below:
C∞(Rm,Hk,l ⊗ S) •
∂2x
##∂x //• ∂x //• C∞(Rm,Hk,l ⊗ S)
= = =
C∞(Rm,Sk,l) •
Qk,l +3
T k,lk,l−1
!)J
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
J
T k,lk−1,l
8
8
8
8
8
8
8
8
8 •
!)J
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
JJJ
J
8
8
8
8
8
8
8
8
8 • C∞(Rm,Sk,l)
⊕ ⊕ ⊕
C∞(Rm, νk,lSk,l−1) • • +3• C∞(Rm, νk,lSk,l−1)
⊕ ⊕ ⊕
C∞(Rm, µk,lSk−1,l) • • //______ • C∞(Rm, µk,lSk−1,l)
⊕ ⊕ ⊕
C∞(Rm, κk,lSk−1,l−1) • • • C∞(Rm, κk,lSk−1,l−1)
For f ∈ KerhQk,l, the identity (9) reduces to νk,lQk,l−1Tk,lk,l−1f = 0, proving the first
statement. The calculations for proving the second statement are somewhat more technical
and involved, but using operator identities in Clifford analysis one can verify that
〈∂u, ∂x〉Qk,lf +
2
c1 − c2 〈v, ∂u〉〈∂v, ∂x〉Qk,lf = 0
⇒ Qk−1,l
(
〈∂u, ∂x〉+
〈v, ∂u〉〈∂v, ∂x〉
k − l + 1
)
f = 0,
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which leads to the desired statement. Invoking once more Proposition 3, this can also be
proved by considering the parallelogram formed by the dashed lines in the diagram above,
leading to the identity
T k,lk−1,lQk,l + µk,lQk−1,l(µk,l)−1T k,lk−1,l = 0,
For f ∈ KerhQk,l, this leads to µk,lQk−1,lTk,lk−1,lf = 0, which concludes the proof. 
In view of Proposition 4, the following implication holds:
f ∈ KerhQk,l ⇒ ∂xf = µk,lg1 + νk,lg2
with g1 ∈ Kerh−1Qk−1,l and g2 ∈ Kerh−1Qk,l−1. Conversely, let f ∈ C∞(Rm,Sk,l) now be
a polynomial, h-homogeneous in x, such that g1 and g2 satisfy the requirements mentioned
above and with
∂xf = µk,lg1 + νk,lg2, (10)
then also f ∈ KerhQk,l. Now we would like to investigate whether for any choice of these
polynomials g1 and g2, there indeed exists a polynomial f satisfying (10). In other words,
we are trying to characterize the conditions which have to be imposed on g1 ∈ Kerh−1Qk−1,l
and g2 ∈ Kerh−1Qk,l−1, such that the following equivalence holds:
f ∈ KerhQk,l ⇔

∂xf = µk,lg1 + νk,lg2
∂uf = 0
∂vf = 0
〈u, ∂v〉f = 0
.
Just like for the Rarita-Schwinger case, see [7], this requires the study of compatibility
conditions for an inhomogeneous system of equations involving three Dirac operators. The
system above is not of the form considered in [9] due to the presence of the last equation.
We will split this system into a simplified system and an extended system. The simplified
system (denoted SiSy) is given by
SiSy ↔

∂xf = µk,lg1 + νk,lg2
∂uf = 0
∂vf = 0
,
whereas adding the extra condition 〈u, ∂v〉f = 0 defines the extended system (denoted
ExSy). The next proposition tells us it is sufficient to study solutions for SiSy:
Proposition 5. Let f ∈ Ph,k,l(S) be a solution of SiSy. Then the projection pi(f) of f on
the kernel of 〈u, ∂v〉 satifies ExSy:
∂xpi(f) = µk,lg1 + νk,lg2
∂upi(f) = 0
∂vpi(f) = 0
〈u, ∂v〉pi(f) = 0
.
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Proof. Using the Fischer decomposition with respect to the operator 〈u, ∂v〉, we can write
any solution f of SiSy as
f = fk,l + 〈v, ∂u〉fk+1,l−1 + . . .+ 〈v, ∂u〉lfk+l,0 =
l∑
j=0
〈v, ∂u〉jfk+j,l−j
with fk+j,l−j in Ker〈u, ∂v〉 ⊂ Ph,k,l(S), for all j = 0, . . . , l. Define the projection map pi by
pi : Ph,k,l(S) → Ker〈u, ∂v〉 : f 7→ pi(f) = fk,l.
We will prove that fk,l satisfies ExSy. Because ∂uf = 0 and [∂u, 〈v, ∂u〉] = 0, we already
have that ∂ufk+j,l−j = 0. Combining this result with ∂vf = 0, which means that also
the commutator [∂v, 〈v, ∂u〉] = ∂u acts trivially, we find that ∂vfk+j,l−j = 0 holds too.
Finally, we verify that ∂xfk,l = µk,lg1 + νk,lg2. As [∂x, 〈u, ∂v〉] = 0, it is easily seen that
pi(∂xf) = ∂xpi(f) and hence
∂xfk,l = ∂xpi(f) = pi(∂xf) = pi(µk,lg1 + νk,lg2) = µk,lg1 + νk,lg2
because µk,lg1 + νk,lg2 ∈ Ker〈u, ∂v〉 by construction. Note that fk,l 6= 0, since otherwise
µk,lg1 + νk,lg2 = 0. 
To any inhomogeneous system of Dirac equations of the form
∂xf = h1
∂uf = h2
∂vf = h3
corresponds the following set of compatibility conditions, see [9]:
∆uh1 + ∂x∂uh2 = 0
∆vh1 + ∂x∂vh3 = 0
∆vh2 + ∂u∂vh3 = 0
∆xh2 + ∂u∂xh1 = 0
∆xh3 + ∂v∂xh1 = 0
∆uh3 + ∂v∂uh2 = 0
{∂x, ∂u}h3 = ∂v(∂xh2 + ∂uh1)
{∂u, ∂v}h1 = ∂x(∂uh3 + ∂vh2)
{∂v, ∂x}h2 = ∂u(∂vh1 + ∂xh3)
.
The last three relations (which are linear dependent) are the radial algebra relations, which
were investigated in [19]. In our present case of interest, we have to put h1 = µk,lg1 +νk,lg2
and h2 = 0 = h3. Motivated by the Rarita-Schwinger case, we will split these conditions
into two sets. First of all, define the compatibility conditions of type I (denoted CC-I):
∆u(µk,lg1 + νk,lg2) = 0
∆v(µk,lg1 + νk,lg2) = 0
∂u∂v(µk,lg1 + νk,lg2) = 0
∂v∂u(µk,lg1 + νk,lg2) = 0
{∂u, ∂v}(µk,lg1 + νk,lg2) = 0
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together with the extra condition (which is the one leading to the ExSy)
〈u, ∂v〉(µk,lg1 + νk,lg2) = 0.
We are then left with two compatibility conditions of type II (denoted CC-II):{
∂u∂x(µk,lg1 + νk,lg2) = 0 (i)
∂v∂x(µk,lg1 + νk,lg2) = 0 (ii)
.
Note that they are not independent, because
∂u∂x(µk,lg1 + νk,lg2) = 0 ⇒ 〈u, ∂v〉∂u∂x(µk,lg1 + νk,lg2) = 0
⇔ ∂v∂x(µk,lg1 + νk,lg2) = 0.
This means that it is sufficient to check CC-II (i). However, it will turn out to be useful
to investigate both conditions anyway.
We mentioned before that in the case of the Rarita-Schwinger operator, the analysis of
compatibility conditions leads to the conclusion that the kernel space for Rk−1 can be
embedded into the kernel space for Rk. The compatibility conditions exactly determine
the structure of the kernel space (i.e. the type B solutions).
In the present case of the operator Qk,l, it is not difficult to show that the conditions of
CC-I are equivalent with g1 and g2 being elements of C∞(Rm,Sk−1,l) and C∞(Rm,Sk,l−1)
respectively. In other words, these conditions again fix the values. However, the conditions
of CC-II are not equivalent with every g1 ∈ Kerh−1Qk−1,l and every g2 ∈ Kerh−1Qk,l−1.
Indeed, we will prove that only for g1 and g2 satisfying
Tk−1,lk−1,l−1g1 =
(m+ 2l − 4)(k − l + 2)
(m+ 2k − 2)(k − l + 1)T
k,l−1
k−1,l−1g2 (11)
there exists a polynomial f in KerhQk,l such that ∂xf = µk,lg1 + νk,lg2. In particular,
this relation is satisfied for g1 and g2 in the kernel of Tk−1,lk−1,l−1 and T
k,l−1
k−1,l−1 respectively.
Note that by Proposition 4, both the left- and right-hand side of (11) are polynomials in
Kerh−2Qk−1,l−1.
Demanding that CC-II (ii) is satisfied, leads to the stated relation between g1 and g2:
∂v∂x(ug1) = −∂v∂x
(
v − u〈v, ∂u〉
k − l + 1
)
g2
⇔ −2u〈∂v, ∂x〉g1 = 2v〈∂v, ∂x〉g2 − (m+ 2l − 6)∂xg2
− 2
k − l + 1u〈∂u, ∂x〉g2 − 2
u〈v, ∂u〉〈∂v, ∂x〉
k − l + 1 g2
⇔ −2u〈∂v, ∂x〉g1 = −2
(m+ 2l − 4)(k − l + 2)
(m+ 2k − 2)(k − l + 1)u
[
〈∂u, ∂x〉+
u〈v, ∂u〉〈∂v, ∂x〉
k − l + 2
]
g2
⇔ Tk−1,lk−1,l−1g1 =
(m+ 2l − 4)(k − l + 2)
(m+ 2k − 2)(k − l + 1)T
k,l−1
k−1,l−1g2,
16
where we have used explicitly that Qk,l−1g2 = 0. For g1 and g2 satisfying this relation,
further calculations then show that CC-II (i) holds as well, i.e.
∂u∂x
[
ug1 +
(
v − u〈v, ∂u〉
k − l + 1
)
g2
]
= 0.
Summarizing, the type B solutions of the operator Qk,l can be of the following type:
(i) choosing g2 = 0, we have that Kerh−1Qk−1,l ∩KerTk−1,lk−1,l−1 ⊂ KerhQk,l;
(ii) choosing g1 = 0, we have that Kerh−1Qk,l−1 ∩KerTk,l−1k−1,l−1 ⊂ KerhQk,l;
(iii) finally, choosing both g1 and g2 6= 0 is only possible if relation (11) is satisfied, which
amounts to saying that certain elements in Kerh−2Qk−1,l−1 can also be inverted. This
behaviour is different from what was obtained for the classical Rarita-Schwinger case,
and is of course expected to hold in the more general case too. These summands
could be described as ImTk,l−1k−1,l−1 ∩ ImTk−1,lk−1,l−1 ⊂ Kerh−2Qk−1,l−1.
In the special case k = l, there exists only one twistor operator and (11) reduces to
Tk,k−1k−1,k−1g2 = 0.
The type B solutions of the operator Qk,k are thus equivalent with elements of
Kerh−1Qk,l−1 ∩ KerTk,k−1k−1,k−1.
In both cases, we have thus obtained an inductive procedure to describe (at least formally)
the space of polynomial solutions for the operator Qk,l. In [2], we have proved this using
a dimensional analysis, while in [3] we have constructed the explicit embedding factors
realizing the decomposition of the kernel.
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