ABSTRACT
INTRODUCTION
Cluster analysis is an important technique in many research areas such as data mining, information science, agriculture technology, and biomedicine. For example, in cluster analysis of gene expression data, several clustering algorithms such as K-means, partitioning around medoids (PAM), hierarchical clustering (HC), and self-organizing map (SOM) are widely used (Gordon et al., 2005; Shamir et al., 2005; Thalamuthu et al., 2006) . Different clustering algorithms with different properties tend to give somewhat or much different solutions, and there is no single "best" clustering method for all possible data sets. Then, an important effort is to select a proper or best one for a data set from candidate clustering algorithms. Once clustering results are obtained by a clustering algorithm, the next important step is to evaluate clustering solutions to determine an optimal solution or cluster structure for the data set, usually the number of clusters (NC). This step depends on evaluation of clustering results or cluster validation that aims to find a clustering solution that best fits the given data set.
It is usually time-consuming work to accomplish a clustering task because cluster analysis has many aspects to be treated carefully such as data preprocessing, similarity metrics, number of clusters, parameters of clustering algorithms, validity indices, the evaluation of clustering solutions, and so on. A good tool for cluster analysis can enhance work efficiency, achieve better results, and avoid possible mistakes on account of neglect of important factors in clustering processes. Hence, to better accomplish a clustering task, one expects a good clustering tool, which provides the necessary methods for cluster analysis, especially the technique of cluster validation. In this paper, we present an efficient cluster validation tool to serve the above purpose.
METHODS OF CLUSTER VALIDATION
One of the most important issues in cluster analysis is the evaluation of clustering results to find the partitioning that best fits the underlying data (Halkidi et al., 2001) . For the evaluation of clustering solutions, it is usually the validity indices that are used to measure the quality of clustering results. There are two kinds of validity indices: external indices and internal indices. An external index is a measure of agreement between two partitions where the first partition is the a priori known clustering structure, and the second results from the clustering procedure (Dudoit et al., 2002) . Internal indices are used to measure the goodness of a clustering structure without external information (Tseng et al., 2005) . For external indices, we evaluate the results of a clustering algorithm based on a known cluster structure of a data set (or cluster labels). For internal indices, we evaluate the results using quantities and features inherent in the data set. The optimal NC is usually determined based on an internal validity index.
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The principles of some widely-used internal indices for NC-estimation and clustering quality evaluation are introduced in the following:
Silhouette index: A composite index reflecting the compactness and separation of clusters; a larger average Silhouette index indicates a better overall quality of the clustering result, so the optimal NC is the one that gives the largest average Silhouette value (Kaufman & Rousseeuw, 1990; Chen et al., 2002) . Davies-Bouldin index: A measure of the average similarity between each cluster and its most similar one; small values correspond to clusters that are compact and have centers that are far away from each other; therefore, its minimum value determines the optimal NC (Dimitriadou et al., 2002; Bolshakova & Azuaje, 2003) . Calinski-Harabasz index: The measures of between-cluster isolation and within-cluster coherence; its maximum value determines the optimal NC (Dudoit et al., 2002; Shu, 2003) . Dunn index: A measure that maximizes the inter-cluster distances while minimizing the intra-cluster distances; its large values indicate the presence of compact and well-separated clusters, so the NC that maximizes the index is taken as the optimal NC (Halkidi et al., 2001; Bolshakova & Azuaje, 2003) . RMSSTD index: A measure of the homogeneity of the formed clusters (or the variance of clusters) at each step of the HC algorithm; a lower RMSSTD value means better clustering, so its minimum determines the optimal NC (Halkidi et al., 2001; Kovács et al., 2005) .(note: it is designed for HC)
One may choose a validity index to estimate an optimal NC, where the optimal clustering solution is found from a series of clustering solutions under different NCs. However, to find the best clustering solution for a clustering task depends on not only a validity index but also the appropriate clustering procedure. An obvious case is that using different clustering algorithms or different validity indices results in different clustering solutions for a specific clustering task. Therefore, there is still much complex work in the process of cluster validation.
CLUSTER VALIDATION TOOL CVAP
We report on a cluster validation tool for cluster analysis to deal with the aspects of cluster analysis mentioned in the introduction section, especially the optimal NC-estimation and the evaluation of clustering results. This cluster validation tool is developed using Matlab and called the Cluster Validity Analysis Platform (CVAP). The appropriate clustering procedures and necessary methods for cluster analysis are designed and included in the CVAP, covering a clustering process and a validation process (see Figure 1) . optimal NC under a given clustering algorithm, i.e., the clustering algorithm is run to yield a clustering solution at each NC for different NCs, and then values of a chosen validity index are calculated, and the index-value graph for the clustering solutions under different NCs is plotted. Finally the optimal NC from the graph is determined according to the principle of the validity index (refer to the principles of some indices listed in the last section).
For performance comparison of clustering algorithms, we designed the computation and display (in a GUI window) of validity-index values of clustering solutions from different clustering algorithms (e.g., K-means, PAM, HC, and SOM) in the CVAP. With this function, we may find a best clustering algorithm for a data set by comparing validity-index values of clustering solutions from candidate algorithms and according to the principle of a chosen validity index. For example, PAM is inferred to be the best clustering algorithm if PAM has the largest Silhouette value among competing clustering algorithms.
For validity evaluation of clustering solutions, we designed three procedures for single-algorithm validation (solutions from one clustering algorithm are evaluated), multi-algorithm validation (the solutions from several clustering algorithms are evaluated comparatively), and the clustering quality evaluation (the target is to evaluate the goodness of a clustering result) respectively. Moreover, the CVAP supplies 18 commonly-used validity indices:
The external indices include Rand, adjusted Rand, Jaccard, and Fowlkes-Mallows (FM) indices (Halkidi et al., 2001; Dudoit et al., 2002) . The internal indices are: Silhouette, Davies-Bouldin, Calinski-Harabasz, Dunn, Hubert-Levin (C-index), Krzanowski-Lai and Hartigan indices (Bolshakova & Azuaje, 2003; Bolshakova & Azuaje, 2006; Dudoit et al., 2002) ; the Root-mean-square standard deviation (RMSSTD), R-squared, Semi-partial R-squared (SPR) and Distance between two clusters (CD) indices (Halkidi et al., 2001; Halkidi et al., 2002) ; the weighted inter-intra index (Strehl, 2002) ; and the Homogeneity and Separation indices (Sharan et al., 2003) .
In brief, the CVAP is an efficient cluster validation tool with dedicatedly-designed validation methods, validation procedures, and visual analysis environment for cluster analysis.
EXAMPLE OF CLUSTER VALIDATION BY CVAP
With the above-mentioned functions and features, the CVAP can help us obtain good clustering quality especially when there is little prior knowledge about the cluster structure of a data set. Here we illustrate the clustering task for a yeast dataset with 208 genes in four well-separated clusters (Ben-Hur et al., 2002) (assuming that there is little prior knowledge about its cluster structure). Assuming that one chooses, because of prior experience, clustering algorithm HC (under complete linkage) to cluster the data set and then adopts validity index RMSSTD (the lower RMSSTD value means better clustering) to estimate the optimal NC and find the optimal clustering solution. The final result is: the optimal clustering solution under the NC of 4 has an error rate of 7.69% (see Figure 2) , compared with the known cluster labels. However, the HC chosen from experience might not be the best clustering algorithm for the data set.
We can obtain better clustering quality by using the CVAP when a more suitable algorithm for the data set is found. For the yeast dataset, K-means is selected as the best clustering algorithm from the performance comparison among candidates K-means, PAM, HC, and SOM based on the Silhouette index (a larger value indicates better quality of the clustering result) because K-means has the largest Silhouette value 0.6363 at the NC of 4 (see Figure 3) . Then the optimal NC for the clustering solutions of K-means is estimated to be 4, where the Silhouette value is the largest for K-means (see Figure 4) . The optimal clustering solution by K-means (the K-means clustering repeats 10 times and returns the solution with the minimum mean-square-error) at the NC of 4 has an error rate of 2.4038%, compared with the known cluster labels. This best result of K-means equals that of PAM (error rate of 2.4038%), better than that of HC (error rate of 7.69%) and that of SOM (error rate of 12.50%). (where the Silhouette value is the largest), and the optimal clustering solution at k=4 has an error rate of 2.4038%.
DISCUSSION
The CVAP provides necessary functions and a visual analysis environment for clustering and cluster validation. Three important aspects of cluster analysis can be accomplished with the CVAP: performance comparison of clustering algorithms, validity evaluation of clustering solutions, and (automatic) NC-estimation.
With the function of NC-estimation, we can find an optimal NC easily from different clustering solutions, reducing time-consuming comparison and analysis of different clustering solutions by individual comparisons By the function of the performance comparison of clustering algorithms, we can find the best clustering algorithm for a data set especially when there is little prior knowledge about the data set. This helps achieve better clustering quality if the clustering algorithm selected by our experience for a data set is not the best one.
For validity evaluation of clustering solutions, the CVAP provides three evaluation procedures for different conditions and supplies many external and internal indices. This function can help find the best clustering solution within the searching scope and executes the tasks of NC-estimation and performance comparison of clustering algorithms.
The clustering analysis example in the last section demonstrates that by using the performance-comparison function of the CVAP, we find the better clustering algorithm K-means instead of the initially-selected HC for the data set. In addition, by using the validity-evaluation and NC-estimation functions of the CVAP, we obtain the better clustering quality (or clustering error rate of 2.40%) from K-means, compared with that from HC (the error rate of 7.69%).
Hence, the CVAP can help us increase work efficiency with better results for cluster analysis tasks. Further, possible mistakes resulting from unfamiliarity with cluster validation or neglect in clustering processes can be avoided.
CONCLUSION
Cluster validation is an important and necessary step in cluster analysis. A visual cluster validation tool CVAP is proposed to facilitate cluster validation and cluster analysis. The CVAP provides the necessary methods and tools as well as an analysis environment for clustering and cluster validation and can help a user accomplish his clustering task faster and better. 
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