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ABSTRACT
Collective animal movement fascinates children and scientists alike. One of the most commonly
given explanations for collective animal movement is improved foraging. Animals are hypothesized
to gain from searching for food in groups. Here, we use a computer simulation to analyze how
moving in a group assists searching for food. We use a well-established collective movement model
that only assumes local interactions between individuals without any leadership, in order to examine
the benefits of group searching. We focus on how the sensory abilities of the simulated individuals,
and specifically their ability to detect food and to follow neighbours, influence searching dynamics
and searching performance. We show that local interactions between neighbors are sufficient for the
formation of groups, which search more efficiently than independently moving individuals. Once a
member of a group finds food, this information diffuses through the group and results in a convergence
of up to 85% of group members on the food. Interestingly, this convergence behavior can emerge
from the local interactions between group members without a need to explicitly define it. In order
to understand the principles underlying the group’s performance, we perturb many of the model’s
basic parameters, including its social, environmental and sensory parameters. We test a wide range of
biological-plausible sensory regimes, relevant to different species and different sensory modalities and
examine how they effect group-foraging performance. This thorough analysis of model parameters
allows for the generalization of our results to a wide range of organisms, which rely on different
sensory modalities, explaining why they move and forage in groups.
Introduction
Why do so many animals move in groups? One of the most accepted benefits of moving in a group is hypothesized
to be improved foraging, which is achieved via enhanced sensing. Specifically, searching for food in a group, has
been hypothesized to improve searching by allowing individuals to glean information from conspecifics [1, 2, 3, 4, 5].
Group foraging has been suggested to be especially important when searching for an ephemeral resource. This has
also been backed by several mathematical frameworks [6, 7, 8]. In parallel to these analytic models of group foraging,
many models, mostly numeric (but not exclusively), try to explain how animals maintain a group while moving
[9, 10, 11, 12, 13, 14, 15, 16]. Most of these models assume that collective movement emerges from the behavior of
individuals and their local interactions with neighbors (sometimes including distant neighbors). The group does not
need leaders, and there is no necessity for individual recognition, or signaling to achieve such coordinated behavior.
However, only a few attempts have been made to use such collective movement simulations to test the improved
searching hypothesis, that is to use a movement model to simulate collective movement and to examine if and how the
groups that are formed by this model benefit from enhanced sensing while searching for food. Two examples include
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[17, 18]) but they mostly focus on how group foraging improves tracking of the food landscape. Several other models
that suggest how group searching may assist sensing (e.g [1, 19]) focus on the situation where the target generates a
(noisy) gradient that can be sensed and utilized from a distance. This scenario is relevant for olfactory based searching
or for light and shade patterns, but with most sensory modalities (e.g., vision, echolocation, tactile sensing) searching
is a binary problem with food being either detectable or not. Some additional attempts to model collective searching
have been made in collective robotics (e.g., [19, 20, 21, 22]) but these models often rely on non-biological assumptions,
such as active transmission of location-information between individuals (agents) or division of labor (but see [23] for a
biological approach).
In this work, we use a simple well-studied movement model [24] to examine how moving in a group improves
searching. We focus on the sensory aspects of a commonly used agent-based movement model. We test a wide range
of biological-plausible sensing regimes, relevant to different species relying on different sensory modalities and we
examine how they effect group-foraging performance. We consider a scenario of n agents moving in a two-dimensional
region while searching for a sparse resource. To simplify the problem, we simulated a single target (representing food)
with an unknown location at each simulation. In the simulations, all agents start moving from the center of the region,
each in a random direction. At every time step, each agent adjusts its movement according to its current direction
and according to the agents around it (see below). The agents’ steps are thus characterized by a constant step-length
(i.e., speed is constant) and a continuously changing direction. To simplify the sensory model, we assumed that the
agents sense equally in all directions, and can be sensed from all directions. We define two sensing radii: rt is the
detection radius of the target, and rs is the detection radius of neighboring individuals. In the case of visual animals,
these radii represent the visual range for detecting food and a conspecific respectively, and in the case of echolocating
bats or dolphins, where sensing is based on sound, they would represent the echo detection range of a food item, and
the eavesdropping range on conspecifics respectively. In reality, the values of these two radii will depend on the sensory
modality and the characteristics of the system (e.g., the size of the food and the behavior of the conspecific). We tested
several combinations of biologically-reasonable radii and analyzed how they influence group foraging.
At each time step an agent advances according to its velocity and direction,
pt+1i = p
t
i + xd
t
i, (1)
where pti is the location of agent i at time t, x is the agent’s step magnitude, and d
t
i is the unit direction vector of an
agent i at time t. The agent’s step magnitude is defined by,
x =
v
cf
, (2)
where v is the agent’s velocity and cf is the sensory direction update rate, i.e., how often is sensory information collected
and the movement updated accordingly. This parameter represents an actual biological feature that might be adapted
through evolution and we therefore examined how it influences group foraging performance.
While searching, the agent’s movement direction is determined based on its previous direction and on the location and
movement direction of its neighbors. When moving socially, the agent is influenced by neighboring agents as follows:
−→
di =
(1− ρ)−−→diself + ρ
−−−→
disocial∥∥∥(1− ρ)−−→diself + ρ−−−→disocial∥∥∥
2
, (3)
where
−→
di , as already mentioned, is the direction of an agent i,
−−→
diself and
−−−→
disocial are the individual and social effects on
agent i respectively. The parameter ρ determines the relative weight of the self and the social effects. Note that when ρ
is set to zero, the agents are not affected by their neighbors and move independently.
When moving as independent individuals, each of our agents applied a correlated walk with Gaussian noise represented
by a distribution of turning angles whose width (σ) we manipulated. The individual movement direction,
−−→
diself, can be
described as follow,
d
i(t)
self =
{
α, t = 0
di(t−1) + β t > 0,
(4)
α ∼ U [0, 360), (5)
β ∼ N (0, σ). (6)
where diself and d
i are the angles (in degrees) that the vector
−−→
diself and
−→
di form with the positive x-axis respectively,
and σ represents the width of the distribution of turning angles. At the first step, diself is drawn from a uniform angle
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distribution and afterwards it is determined according to the direction of the agent in the previous step with the addition
of Gaussian noise.
The social direction of agent i,
−−−→
disocial, is calculated according to the direction and location of its neighbors. We adopt the
commonly used 3-radii model [24] to govern the interactions between agents. In brief, each agent has three concentric
zones in which: repulsion, alignment and attraction govern the interactions respectively (Fig. 1b). The agent will try
to avoid collision with neighbors that are located in the repulsion zone by moving away from them. If there are no
neighbors in the repulsion zone, the agent will align with neighbors that are located in the alignment zone and it will
be attracted to neighbors that are located in the attraction zone. Note that the three interaction zones are limited by
the social detection radius rs. That is, only neighbors within a distance rs from the agent are sensed and interacted
with. Essentially, the attraction zone was defined by rs while the two internal zones (repulsion and alignment) were
smaller than rs and were determined experimentally (Methods). To simplify the model, we assumed that the weight of
the contribution of each neighbor to
−−−−→
disocial, is equal and does not depend on its distance.
The agents could be in one of three behavioral states: Search, Lock and Find (Fig. 1a). Initially, all the agents start at the
Search state. An agent that arrives within the sensing range of the target switches to the Find state and moves directly
to the target, while an agent that detects another agent in the Find state switches to the Lock state (we assume that
individuals can sense when another individual within rs is feeding). An agent in the Lock state homes in on the location
of the agent that found the target. Importantly, agents in the search mode do not lock on agents in the lock mode. In
other words, an agent only knows when another agent is feeding but not when another agent detected a feeding agent.
All agents that arrive at the target remain there until the end of the simulation (we assume that food patches are very
sparse but that they contain plenty of food so that there is no competition).Importantly, we also test the special condition
where rs=rt. In this condition, agents can only be in the Search or Find states (but never in the Lock state) and thus,
agents only know the positions of their conspecifics, but not their state. This is because an agent will always find the
food at the same instance as it finds an individual that found the food. This is a very important condition, because if
group foraging is beneficial under this condition, this implies that animals only need to know the positions of their
neighbors and not their state in order to gain from group foraging, making it easier to evolve. Figure 1c and 1d and
movies S1-2 demonstrate our model’s behavior for ρ = 0 and ρ = 0.6 respectively, we highly recommend viewing the
movies.
Because in nature mostly rt < rs, finding the target by the first agent results in an effective increase of the target-
detection radius from rt to rs, as from this point onward, the agents can detect the feeding individuals instead of the
food itself (except for the special case described above where rt = rs). Such an increase occurs in nature, for example,
when a bird of prey finds a carcass and circles it in the air or when a marine bird detects a school of fish and dives
towards it repeatedly. Other birds can now home in on the carcass or the school from much larger distances by detecting
the circling or the diving bird [25, 26]. Similarly, when a bat finds a patch of insects, other bats can home in on this
patch from larger distances by eavesdropping on the echolocation attack signals emitted by the first bat rather than by
finding the insect patch [3].
Interestingly, our model generated a convergence effect on-to the food patch even though we did not explicitly define it.
When one individual found the food and was moving towards it, other individuals followed this individuals attracting
farther individuals long before they could directly sense the food or the finding individual. Therefore, the information
about the location of food diffuses through the group attracting more and more individuals (from farther circles) long
before they can sense the food itself or any of the individuals that already found it (Fig. 1e and movie S1). This
convergence occurred even in the special case where rt = rs in which individuals never sense that others have found
food (they only sense the food directly) proving that it is an emergent property of the movement. We next discuss the
effect of different sensory and social model parameters on group searching performance. Importantly, we measured
performance from an individual’s point of view as the average time to finding food.
Results
To delineate the sensory regimes where grouping improves searching, we first set out to find the best non-social foraging
model, that is, the model that minimizes the time for finding food when the individuals move without interacting. To
this end, we set ρ to 0 and we varied σ (the width of turning angle distribution) until we found the value that optimizes
searching as individuals (minimized the mean searching time). The best σ was small (in the range 0 < σ ≤ 3 degrees,
Fig. S1) meaning that the agents moved almost in straight lines (we only allowed Gaussian noise in the turning angle
distribution, so other movement distribution, such as Levy walks were not possible). Note that we only varied σ because
in the non-social model, σ is the only meaningful parameter while all other parameters are either irrelevant (because they
describe interactions) or were set to be fixed in both the social and the non-social models (see Methods). In the process
of finding the best non-social model (and everywhere else, unless stated otherwise), we simulated 50 agents searching
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(a) Behavioral state diagram.
Search F indLock
The distance to an agent
that found the target is less than rs
The distance to the
target is less than rt
The distance to the target is less than rt
(b) (c)
(d) (e)Figure 1: The principles of the system. (a) The behavioral state diagram. rt is the target detection radius and rs is
the social detection radius. When rs > rt only the first agent will advance from the Search state straight to the Find
state while the following agents will detect the first one and thus switch to the Lock state. (b) The social interaction
model includes three concentric zones: Attraction, Alignment and Repulsion. The dashed arrows represent the effect of
each agent on the social direction of agent i. The black solid arrow is the average direction of arrows 2 and 3. disocial is
equal to arrow 1 if the repulsion zone is non-empty (i.e. if agent 1 exists) and equal to arrow 4 otherwise. Note that the
attraction range is defined by rs. Agents whose distance is larger than rs have no effect on disocial (such as agent 4). (c)
A snapshot of the simulation where ρ = 0. When ρ was set to 0, and hence individuals were moving independently,
the only social interactions occurred when an agent homed in on a neighbor that already found the target (only when
rs > rt). The gray lines represent the agents’ paths after ∼ 400 steps, the black circles represent the social detection
region in which conspecifics can be sensed, the black lines (inside the circles) depict the heading of the agents and the
dark-gray disc represents the food detection region. In panels c-e we simulated n = 50 agents. In both (c) and (d) an
agent has already detected the food and this is why the target’s disc (dark gray) is defined by rs. Note that the agents’
circles have a radius of r
s
2 (and not r
s) because two agents must be at most rs apart in order to sense each other. In
these simulations, the size of the search area was set to 4km2 instead of 400km2 for better visualization.(d) A snapshot
of the simulation for the case where ρ = 0.25. All symbols are the same as in c. Notice how groups are now formed.
(e) A zoom-in on the target’s area demonstrates the convergence of the group on-to the target after one of the agents
found it, for ρ = 0.6. The white circle in the center depicts the detection range of the food with several individuals who
found it. Individuals in the dark grey circle are locked on the individuals that have already found the food. All other
individuals (the great majority) are moving in the direction of the food even though they have not detected it and even
though they have not detected individual that already found food.
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for a single target (food patch) in a 20km · 20km two-dimensional area with a detection ratio of 15 (specifically, we
mostly used r
s
rt =
150m
10m ). This ratio represents a common situation in which an animal can detect its prey from a shorter
distance than it can detect its peers. This is, for example, the case for grazing sheep [27] and for scavenging birds of
prey [25, 26], and it is also the case for small birds that are searching for seeds on the ground and can see that another
bird is pecking from much longer distances than they can detect the seeds themselves. The exact radius values that we
started off with (i.e., rt = 10m and rs = 150m) are typical for echolocating bats, which can detect prey from much
shorter distance (∼ 10m) than they can detect a neighbor (∼ 150m). Bats can realize when a neighbor found prey
based on its echolocation attack signals [3]. Below, we discuss the effect of varying this ratio and varying the specific
radii. Note that even in the non-social model, individuals could recognize when an agent within rs from them has found
the target and they moved towards it.
(a) (b)
(c) (d)Figure 2: Social searching improves individual gain. The searching time in all panels was normalized by dividing the results by the
searching time of the model where ρ = 0 (each line in the graph was normalized separately) and the results are shown as an average
over 1,000 simulations. The searching time was defined as the average time it took an agent to reach the target. In all panels, unless
stated otherwise, the number of agents was 50, the target detection radius was set to 10m and the social detection radius to 150m. In
all panels, for each ρ we plot the best result depending on σ (deviation in the Gaussian noise of the individual direction). The black
line is the same in all panels allowing comparison. (a) The mean searching time as a function of ρ for different numbers of searching
agents. The insert shows the results for ρ = 0.6 without normalization. Note the reduction in both the mean searching time and the
standard deviation. (b) The mean searching time depending on ρ for different ratio between the social radius and the food detection
radius. (c) The mean searching time as a function of ρ for different values of cf (the movement direction update rate). (d) The mean
searching time as a function of ρ for different numbers of targets. Insert shows the results for ρ = 0.6 without normalization to allow
comparing the actual time to finding a target.
After finding the best non-social model, we used the same setup (e.g., same: area, number of agents and sensing radii),
while varying the social weight ρ, simulating different degrees of social foraging (we tested the range: 0 ≤ ρ ≤ 0.9).
We assumed that finding a social model in which individuals perform better than in the best non-social model would
demonstrate that social foraging is beneficial for searching. Indeed, increasing the social weight (ρ), improved searching
by a factor of 1.6 in comparison to the best non-social model - the average time to find the food was 1.6 times faster
(Fig. 2a-2d, there was a significant Pearson negative correlation between ρ and the mean searching time, P = 0.005.
The difference between searching times at ρ = 0.6 and ρ = 0 was significant, P < 10−5, two-sample t-test). The
best searching performance was observed when ρ was between 0.6 and 0.9 (the exact value depended on the setup,
see below). Social foraging improved searching in all group-sizes we examined (from 10 to 500 individuals), but it
improved more in larger groups, reaching an improvement factor of 1.9 in a group of 500 agents (Fig. 2a). Another
advantage of searching in a larger group was a reduction in the searching time variability in accordance with the
predictions of analytic models [6, 7]. The variance was estimated over multiple simulations and could be thought of as
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the variability in searching time over multiple days or nights of foraging. We took the overall variance of all individuals
in all simulations with specific parameters (e.g. 50,000 individuals for n = 50 individuals per simulation and 1, 000
simulations). The variability was smaller in larger groups (see insert in Fig. 2a and Fig. S2). Note that the agents did
not necessarily form one large searching group that included all individuals, but that they typically split into multiple
groups, which were disconnected from each other. In this analysis of group size, and in all further analyses, we always
compared our social model to the best non-social model that had the same parameters. For example, if we changed the
number of agents in the simulation; we also searched for the σ that optimized the non-social model (ρ = 0) with this
new number of agents.
To further generalize our findings, we tested the effect of the sensing ratio (rs/rt) on searching in a group. Social
searching was always better than the best non-social model, but the best social model (i.e., the best ρ) differed depending
on this ratio (best ρ was always between 0.5-0.9 Fig. 2b). The advantage of social foraging decreased as the detection
ratio increased, i.e., as the social detection range (of other individuals) increased relative to the target detection range
(rs >> rt). The reason for this is that when individuals can detect other individuals from very large distances, they can
home in on the food from very large distances once it is found by the first individual, so there is less need for searching
in a group. Moreover, when (rs >> rt), moving independently actually has an advantage because the target is usually
found faster by the first agent. This is why when the social detection range is very large (e.g., rs = 500m, grey line in
Fig. 2b), highly social models (large ρ values) are detrimental; because large groups are formed and the target is found
for the first time rather late. Notably, social searching was better than searching independently even in the special case
in which the ratio was 1 (rs = rt), when agents never know when a neighbor finds food (because they arrive at the food
and at the feeding individuals at the same time).
Next, we tested how the optimal social model is influenced by another sensory parameter — the sensory update rate —
the rate of updating the movement direction based on the positions of the neighbors (cf , see Equation 5). So far, we
assumed that agents update their movement direction once a second. Increasing this rate to 10Hz shifted the best ρ from
above 0.6 to around 0.3 (Fig. 2c), and improved the performance of social foraging even further in comparison with the
non-social model up to factor of 1.9 (so far, the best 50-agent system achieved an improvement of 1.6-fold). The reason
for this improvement was that larger and more spread-out groups were formed when a higher update rate was used
(Movie S3). The range of the update-rates that we tested (1-10Hz) is typical for biological systems (e.g., [28]).
Finally, we tested how the presence of multiple targets affects the results by introducing more targets in the area. We
found that the advantage of group searching improved further when more than one target was present, reaching an
improvement factor of 4.5 with 100 targets in the area (Fig. 2d). This result proves that our findings hold also in the
general case of many food sources.
An ideal searching system would be composed of independently moving agents with perfect communication between
everyone, such that all individuals are informed when one finds food (assuming that competition over the food is not
detrimental). Such a setup is non-realistic for most biological systems, and surely non-realistic for animals that must
search large areas for food due to the limited range of social communication and eavesdropping (the range from which
an individual can follow another one). In a realistic scenario, such as the one we modeled, two competing goals must be
achieved for optimizing group searching. On the one hand, the group should spread as much as possible in order to
minimize the searching overlap between its agents. On the other hand, individuals should maintain a connection to other
group members so that they converge on-to the target when a member of the group finds it. Being part of a group does
not help if the information about finding food by a group member does not reach other individuals. In practice, these
two factors typically negatively correlate, meaning that a group that spreads out (i.e., with less searching-overlap) often
has poor connection between its members. We found that the number of individuals per group increased rapidly with ρ,
reaching a range of 10-16 individuals per group when ρ was set to 0.2 or more (in a system with a total of 50 individuals).
Larger groups did not form in our setup probably due to the set of interaction rules that we used. The increase in group
size, was accompanied by a decrease in the proportion of converging individuals (Fig. 3a). Convergence is less efficient
in larger groups because each individual is influenced by more individuals some of which have not detected the food
and have not detected individuals that already found the food. In other words, the movement is more noisy (large groups
often split when arriving at the food). The best models showed a convergence proportion of 65-85%, that is, when the
target was found by a group member 65-85% of the other members of the same group found it as well (see also Fig. S3).
Together, these effects determined the best social model (i.e., the best ρ).
The importance of the convergence effect for improved searching can be learned by observing the dynamics of finding
food in a single simulation (Fig. 3b). When ρ is set to 0 (blue line) agents find food individually as can be learned from
the monotonous increase of the proportion of agents who found the food. In comparison, when ρ is set to 0.6 (red line),
every event of finding of the food by an individual, is followed by many others converging on it as can be learned from
the staircase shape of the graph. Note that when operating as individuals (blue line), the food is found faster for the first
time (because individuals spread over the entire area rapidly), but very few other agents join (See Fig. S4 for averages).
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(a) (b) (c)Figure 3: The mechanisms underlying improved social searching. In all panels, the number of agents was 50, the food detection
radius was set to 10m and the social detection radius to 150m. Results are an average over 1, 000 simulations. (a) Group size and
convergence proportion as a function of ρ. The convergence proportion was defined as the proportion of individuals that converged
on-to the target when it was found by a member of the group. Note that the peaks in group size at ρ = 0.25 and ρ = 0.6 are not
measurement errors. We ran this analysis with a resolution of 0.02 to confirm this. (b) Searching performance in a single simulation.
The number of agents arriving at the target are shown as a function of time for ρ = 0 (blue) and 0.6 (red). When ρ = 0, agents
continuously reach the target as individuals. When ρ = 0.6, agents reach the target in groups (as can be learned from the stair case
shape of the graph). (c) The normalized cover time of 50% of the area for the average group that is created at each ρ. For example, at
ρ = 0.6, the average groups size was 16 agents, so we estimated the time it would take a group of 16 agents to cover 50% of the area.
In both the Group Size line of panel a, and in panel c, we exclude the food from the searching area to examine searching dynamics
without a reduction in the number of searching agents, which occurs when they reach the target (see Methods for more details).
In addition to these two criteria (i.e., good convergence and little overlap), the group must also move efficiently in
order to improve searching – a well spread group that hardly moves will not perform efficient searching. To quantify
the overall searching performance of the model we estimated the time it takes groups of different size (equivalent to
different values of ρ) to cover 50% of the area (see Methods). This analysis (Fig. 3c) shows that covering is better for
social models (ρ > 0). In fact, the best performance reaches a plateau from values of ρ > 0.2 but because groups size is
slightly smaller and so is the convergence rate (Fig. 3a) the overall best performance is achieved only at ρ = 0.6 (for a
system of 50 agents, see also Fig. S5).
Discussion
By using a simple collective movement model we show that a group, with no leaders and without any direct commu-
nication between its individuals is more efficient in searching for food than individual agents. We tested a realistic
biological model using biological plausible sensing ranges. We could have, for example, forced the agents to spread out
in an optimally stretched line (with minimal overlap between them) and we could have imposed perfect communication
between agents such that even when the most extreme agent in the line found food, all group members converge on it.
This would have obviously improved searching, but such a behavior would require defining global rules. Instead, we
used a model that only assumes simple local interactions between individuals. Still, even this simple model shows how
improved searching can emerge spontaneously when animals move together. Our general finding, that social searching
improves searching was robust to various sensing and social model-parameters that we perturbed. We find that better
group performance positively correlates with group size, with fast coverage of the areas and with good convergence
once food is found (Fig. 3). However, we also show that there is a trade-off between group size and convergence — as
the group increases, less of its members will converge on-to the food when one of the members finds it. The actual
improvement achieved by the group and the searching dynamics varied depending on the system’s sensory, social and
environmental parameters. It is likely that an organism that evolved to perform group searching, has evolved a different
set of parameters and rules than those we used; that would further improve searching. For example, such an organism
could have evolved a higher sensory update rate, which we find advantageous under certain conditions. Additional
sensory abilities that could be tuned by evolution to improve social foraging include an increase in the social detection
range (of a conspecific) which could for example be achieved by improved sensing directionality or, in the case of sound
emitting animals, by adapting the signal design. Importantly, these adaptations should result in a gain for the individuals
in the group as our framework indeed suggests. In reality, the sensing radii and especially the food detection range rt
might change seasonally and spatially depending on the available prey. Our prediction would thus be that the degree of
social foraging within a species changes seasonally and spatially according to the season and region specific rt .
For group searching to improve searching, we only had to make two assumption: (1) Food is distributed in patches, that
is, many group members can enjoy a food-patch when it is found (without competition), and (2) A neighbor’s location
and movement direction can be tracked to some degree. Interestingly, it was not essential to assume that an agent can
detect when another agent found the food. We originally assumed this, but found that it is not obligatory. This can
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be learned from the results of the model in the special case when rs = rt (purple line in Fig. 2b). When rs = rt an
individual must be within the target’s detection range to sense that another individual found it, so it will have to reach
the food itself and will never detect an individual that has already found the food. Even under this condition, the social
model performed better than the non-social model. This condition also clarifies that the detection range of another agent
(rs) must not be larger than the target’s detection range (rt) for social foraging to be beneficial. Our original intuition
was that if the two sensory ranges are the same (as in this case) there is no benefit to the group, but our results show
otherwise. The reason that group foraging is beneficial even in this condition, is the convergence effect, which occurs
when someone finds the target and occurred even when rs = rt. Namely, even if the target is only sensed when the
agent reaches it (i.e., is within rt from it), when a group member reaches the target, its movement will attract others in
its direction, leading to a convergence on-to the target. In fact, social searching was more important in the situation
when rs = rt than when rs >> rt (compare purple and gray lines in Fig. 2b). In contrast, and slightly counter-intuitive
at first, the only situation where the benefit of social foraging was very small, based on our model, was when rs was
very large, that is when individuals can sense the location and state of other individuals from a large distance (e.g.,
grey line in fig. 2b). In this situation, agents can home in on a food item that was found by another individual from a
very large distance, so there is less advantage in searching together. This might be the case for vultures that can detect
individuals circling a carcass from very large distances.
Importantly, the basic interaction model that we used, was sufficient to generate a diffusion of information about the
location of the target and a convergence on-to it once it was found by one of the group members. We did not have to
explicitly model this behavior, that is, the same interaction rules that were applied during search also resulted in this
convergence. This can be learned, once again, from the special case where rs = rt because in this condition individuals
never get the chance to know when another individual found food (if they are close enough to a feeding individual,
they will already detect the food itself). Moreover, our results suggest that the internal zone of the 3-radii model — the
repulsion zone — which has been originally designed to prevent collisions between agents, also assists social searching,
because it forces the group to spread out and cover more area while searching.
As much as we increased ρ, the typical group size did not exceed 17 individuals (larger groups split into several smaller
groups). When we tuned other model parameters to force the formation of larger groups, their movement was often not
efficient and they tended to get stuck in place. Indeed, in nature, foraging animals are often seen in groups of several
individuals to dozens of individuals while swarms of thousands or more (which are often mathematically modeled)
are more commonly observed in sleeping sites or in stationary situations when the group remains in place aiming to
avoid predation [29]. Mathematical models of group size (e.g., [30]) rarely consider group-movement constraint which
seem to play a role based on our model. But, even though the size of a typical group did not grow, when there were
more agents in the area, searching became more efficient for the average individual. Food was found faster and the
inter-simulation variability decreased dramatically (see insert in Fig. 2a). This was mainly a result of the increase in the
target’s detection range from rt to rs once it was found by the first agent. This improvement with number of agents was
thus not relevant for systems in which rs = rt.
All of the system parameters that we tested influenced the performance of the model, but in all cases, there was always
a social model that was better than the best comparable individual model. In reality, animals that evolved to rely on
social searching might be flexible, adjusting how they weigh personal and social information according to the specific
scenario, i.e., the type of food that is available, the sensory modality they are using to search for it and the sensory
modality they are using to follow neighbors. Our agent based model thus suggests how we can use simulations to
gain intuition about social foraging and more generally, how we can gain insight about the reasons underlying field
observations on animal behavior.
Methods
Experimental setup. The model was defined by a set of environmental parameters and agent parameters. The
environmental parameters included: S – the size of the searching area, n – the number of agents and t – the number of
targets (whose positions were sampled from a uniform distribution at each simulation). The agent parameters included:
v – the agent’s velocity, cf - the movement direction update rate, rt – the target detection range, rs – the social detection
range, ρ - the weight of the neighbors’ influence on the agent’s direction, σ - the width of the distribution of turning
angles of the Self Direction and r1, r2 - the radii of the concentric (repulsion and alignment) zones (where r3 = rs). We
refer to a model with a specific set of parameters as an instance of the model. In our experiments, we fixed some of the
parameters based on a simplified but realistic scenario. The fixed parameters were: v = 10m/s and S = 20km · 20km.
We simulated a two dimensional world with toroidal boundaries, meaning that when an agent reached a border of
the searching area it reappeared on the opposite side. This methodology is commonly used [23] to avoid the edge
case when the agents reach the borders. In most simulations we also fixed the following parameters: n = 50, t = 1
,cf = 1Hz, rt = 10m and rs = 150m, but unlike v and S, these parameters were varied in specific analyses to test
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their influence on performance . The main aim of this study was to find out whether social behavior improves searching.
To that end, we started our experiments by searching for the best instance of the model where the agents search as
individuals, i.e. ρ = 0 (see below the definition of searching performance). Note that when ρ = 0 the model depends
only on the distribution of turning angles, determined by σ (r1 and r2 are meaningless in this case). We therefore
searched over different values of σ = {0− 10, 15, 20, 30, 50} running 1, 000 simulation for each instance. Then we
searched for a social model where ρ > 0 improves searching performance. In order to reduce the number of model
parameters we first searched for concentric radii values that showed good performance. We did this by searching over
four parameters simultaneously: ρ = {0.1 : 0.1 : 0.9}, σ = {1, 3, 5, 10, 15, 20, 30, 50}, and r1 = {0 : 0.1 ∗ rs : rs}
and r2 = {0 : 0.1 ∗ rs : rs} (r1 ≤ r2), total of ∼ 4, 500 instances (4-parameters sets); each instance was tested over 50
simulations. According to the results, we fixed the concentric radii, r1 and r2 that achieved on average the minimal
searching time: r1 was set to 310r
s and r2 was set to 710r
s. Later, we isolated some of the additional agent parameters
and tested their effect on the performance of the model while focusing on changing the social weight ρ = {0 : 0.1 : 0.9}
(we always tested different values of σ = {3, 10, 20, 30, 50} for each model instance Fig. S6). In these experiments
(after r1 and r2 were fixed) each instance was tested over 1, 000 simulations. We tested the model for different numbers
of agents, n = {2, 5, 10, 50, 100, 200, 500}, different ratios between the social detection radius to the target detection
radius, r
s
rt = {1, 15, 100}, different rates of updating the movement direction, cf = {10Hz, 5Hz, 2Hz, 1Hz} and
different numbers of targets, t = {1, 2, 5, 10, 30, 50, 100}.
Metrics. In order to evaluate the model and explain its behavior we defined the following metrics (see below for
formal definitions): Savg - the mean searching time to find a target (Fig. 2a-2d); Cprop - the convergences proportion
of a subgroup on-to a target (Fig. 3a); Gsize - the average group size (Fig. 3a); fkac(x) - the time it takes a subgroup of
k agents to cover x percent of the searching area (Fig. 3c). Note that in order to estimate the last three metrics, we
excluded all targets from the search area and ran the simulation for a constant time of 500K − 5, 000K time steps
(depending on cf ). We used this approach when we did not want to be affected by the convergence of individuals on-to
the target, which decreased the number of individuals over time. The metrics were evaluated in each simulation and the
reported results are average across all simulations.
Next, we formally define the metrics. The mean searching time to find a target, Savg, is defined as follows,
Savg =
1
n
n∑
i=1
si, (7)
where n is the number of agents and si is the time it took agent i to find the target.
To define Cprop and fkac(x) we will first define the average number of connected components, C
∗
comp,
C∗comp =
1
T
T∑
t=0
Ccomp(G
t), (8)
where n is the number of agents, T is the number of iterations of the simulation, Ccomp(Gt) is the number of connected
components in the graph Gt. The Graph Gt, is defined as follows,
Gt(V,Et) =
V = {v1, ..., vn}Et = {< vi, vj >},
< vi, vj >∈ Et iff
∥∥pti − ptj∥∥2 ≤ rs, (9)
where n is the number of agents, pti is the position of an agent i at time t and r
s is the social radius. We match a graph
for each time step. The vertices of the graph represent the agents, that is vi represent agent i. The edges of the graph
represent which agents are in range of detection from each other. That is, we connect two vertices by an edge if the
distance between their corresponding agents is less or equal to rs (the social detection radius). For each such graph we
calculated the number of connected components and C∗comp is the average number of connected components over all of
the graphs in a single simulation.
The convergence proportion of a subgroup to a target, Cprop, is an estimation of the number of agents that will reach the
target immediately after it is found by one of the subgroup members (it is possible that some of the agents will miss the
target). Cprop is defined as follows,
Cprop =
C∗comp
F#
, (10)
where C∗comp is the average number of connected components and F# is the number of times that the target is found
directly (i.e., not because an agent followed another agent to the target). As F# is closer to C∗comp the convergence
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effect is larger, i.e. more agents of a subgroup will reach the target when it is found by one of the subgroup’s agents.
F# is defined as follow,
F# =
n∑
i=1
xi (11)
where xi indicates (with high probability) if agent i found the target by himself, i.e. not because it followed another
agent. xi is defined as follow,
xi =
{
0,∃j 6= i s.t. 0 < ti − tj ≤ r
s∗cf
v ,
1, otherwise,
(12)
where ti is the searching time of agent i, rs is the social detection radius, cf is the movement direction update rate
and v is the agent’s velocity. Agents can effect each other only if the distance between them is less than rs. At each
step an agent advances vcf , which means that it will take an agent
rs∗cf
v time steps to advance a distance of rs. If the
reaching time between agent i and all the other agents (that reach the target before him) is greater than r
s∗cf
v then we
can conclude that agent i found the target by himself. On the other hand, if there is an agent j, that reached the target
before agent i and ti − tj ≤ r
s∗cf
v we can conclude with high probability that agent i followed agent j to the target. We
can not be sure that agent i followed agent j because it is possible that they reached the target from different directions.
The average group size, Gsize, is defined as follows,
Gsize =
n
C∗comp
(13)
where n is the number of agents and C∗comp is the average number of connected components.
To estimate the value of fkac(x), namely the time it takes a subgroup of k agents to cover x percent of the searching area,
,we first calculated the accumulated cover time of the complete group, fnac(x). To do so, we divided S in to an m×m
grid, each cell of size r
t
2 × r
t
2 . Each cell that is visited by an agent is considered covered. Once a cell is covered, it
stays that way until the end of the simulation. fnac(x) is calculated as follows,
fnac(x) ∼ min{t ≥ 0 :
mt
M
≥ x
S
}, (14)
where mt is the number of covered cells at time t and M is the total number of cells in the grid. fkac(x) is calculated as
follows,
fkac(x) ∼
n
Gsize
fnac(x), (15)
where n is the number of agents, Gsize is the average number of agents in a subgroup and fnac(x) is the accumulated
cover time of the complete group. To estimate fkac(x) we measure the accumulated cover time of the complete group
and then we normalized it by the number of agents divided by the average group size. Another approach to measure
fkac(x) is to run a simulation with k agents, 1 ≤ k ≤ n. In addition to requiring more simulations this latter approach is
also not accurate. This is because a simulation with a group of k agents will split into subgroups which will reduce the
overlap between agents and increase the cover rate efficiency.
ACKNOWLEDGMENTS. We thank H. Balaban and N Gov for commenting on the manuscript. This project was
partially funded by ONRG grant no. N62909-13-1-N066. Work by D.H. and R.C. has been supported in part by the
Israel Science Foundation (grant no. 825/15), by the Blavatnik Computer Science Research Fund, by the Blavatnik
Interdisciplinary Cyber Research Center at Tel Aviv University, and by grants from Yandex and from Facebook.
References
[1] A Berdahl, C J Torney, C C Ioannou, J Faria, and I D Couzin. Emergent sensing of complex environments by
animal groups. Science, 339(6119):574–576, 2013.
[2] S Creel, P Schuette, and D Christianson. Effects of predation risk on group size, vigilance, and foraging behavior
in an African ungulate community. Behavioral Ecology, 25:773–784, 2014.
[3] Noam Cvikel, Katya Egert Berg, Eran Levin, Edward Hurme, Ivailo Borissov, Arjan Boonman, Eran Amichai,
and Yossi Yovel. Bats aggregate to improve prey search but might be impaired when their density becomes too
high. Current Biology, 25(2):206–211, 2015.
10
A PREPRINT - APRIL 8, 2019
[4] Deborah M. Gordon. The ecology of collective behavior. PLoS Biology, 12(3), 2014.
[5] E. Danchin, L.A. Giraldeau, T.J. Valone, and R.H. Wagner. Public information: from nosy neighbours to cultural
evolution. American Association for the Advancement of Science, 305(5683):487–491, 2004.
[6] Colin W. Clark and Marc Mangel. The evolutionary advantages of group foraging. Theoretical Population Biology,
30(1):45–75, 1986.
[7] H. Ronald Pulliam and George C. Millikan. Social organization in the nonreproductive season. Avian Biology,
pages 169–197, jan 1982.
[8] Ehud D. Karpas, Adi Shklarsh, and Elad Schneidman. Information socialtaxis and efficient collective be-
havior emerging in groups of information-seeking agents. Proceedings of the National Academy of Sciences,
114(22):5589–5594, 2017.
[9] Alessandro Attanasi, Andrea Cavagna, Lorenzo Del Castello, Irene Giardina, Stefania Melillo, Leonardo Parisi,
Oliver Pohl, Bruno Rossaro, Edward Shen, Edmondo Silvestri, and Massimiliano Viale. Collective behaviour
without collective order in wild swarms of midges. PLoS Computational Biology, 10(7), 2014.
[10] Iain D. Couzin, Jens Krause, Nigel R. Franks, and Simon A. Levin. Effective leadership and decision-making in
animal groups on the move. Nature, 433(7025):513–516, 2005.
[11] Jacques Gautrais, Francesco Ginelli, Richard Fournier, Stéphane Blanco, Marc Soria, Hugues Chaté, and Guy
Theraulaz. Deciphering interactions in moving animal groups. PLoS Computational Biology, 8(9), 2012.
[12] Máté Nagy, Zsuzsa Ákos, Dora Biro, and Tamás Vicsek. Hierarchical group dynamics in pigeon flocks. Nature,
464(7290):890–893, 2010.
[13] Nicholas T. Ouellette. Empirical questions for collective-behaviour modelling. Pramana - Journal of Physics,
84(3):353–363, 2015.
[14] Julia K. Parrish and Leah Edelstein-Keshet. Complexity, pattern, and evolutionary trade-offs in animal aggregation.
Science, 284(5411):99–101, 1999.
[15] David J T Sumpter, Jens Krause, Richard James, Iain D. Couzin, and Ashley J W Ward. Consensus decision
making by fish. Current Biology, 18(22):1773–1777, 2008.
[16] W. Bialek, A. Cavagna, I. Giardina, T. Mora, E. Silvestri, M. Viale, and A. M. Walczak. Statistical mechanics for
natural flocks of birds. Proceedings of the National Academy of Sciences, 109(13):4786–4791, 2012.
[17] Mathieu Lihoreau, Michael A. Charleston, Alistair M. Senior, Fiona J. Clissold, David Raubenheimer, Stephen J.
Simpson, and Jerome Buhl. Collective foraging in spatially complex nutritional environments. Philosophical
Transactions of the Royal Society B: Biological Sciences, 372(1727), 2017.
[18] Colin J. Torney, Andrew Berdahl, and Iain D. Couzin. Signalling and the evolution of cooperative foraging in
dynamic environments. PLoS Computational Biology, 7(9), 2011.
[19] M. Yamashita and I. Suzuki. Agreement on a common X-Y coordinate system by a group of mobile robots.
Intelligent Robots: Sensing, Modeling and Planning [Dagstuhl Workshop, September 1-6, 1996], pages 305–321,
1996.
[20] Noa Agmon, Noam Hazon, and Gal A. Kaminka. The giving tree: Constructing trees for efficient offline and
online multi-robot coverage. Annals of Mathematics and Artificial Intelligence, 52(2-4):143–168, 2008.
[21] Sze Kong Chan, Ai Peng New, and Ioannis Rekleitis. Distributed coverage with multi-robot system. In Proceedings
- IEEE International Conference on Robotics and Automation, volume 2006, pages 2423–2429, 2006.
[22] Sasanka Nagavalli, Andrew Lybarger, Lingzhi Luo, Nilanjan Chakraborty, and Katia Sycara. Aligning coordinate
frames in multi-robot systems with relative sensing information. In IEEE International Conference on Intelligent
Robots and Systems, pages 388–395, 2014.
[23] Luca Giuggioli, Idan Arye, Alexandro Heiblum Robles, and Gal Kaminka. From Ants to Birds: A Novel
Bio-Inspired Approach to Online Area Coverage. Springer Tracts in Advanced Robotics. Springer, 9 2016.
[24] Iain D. Couzin, Jens Krause, Richard James, Graeme D. Ruxton, and Nigel R. Franks. Collective memory and
spatial sorting in animal groups. Journal of Theoretical Biology, 218(1):1–11, 2002.
[25] Roi Harel, Orr Spiegel, Wayne M. Getz, and Ran Nathan. Social foraging and individual consistency in following
behaviour: testing the information centre hypothesis in free-ranging vultures. Proceedings of the Royal Society B:
Biological Sciences, 284(1852):20162654, 2017.
[26] A. L. Jackson, G. D. Ruxton, and D. C. Houston. The effect of social facilitation on foraging success in vultures:
a modelling study. Biology Letters, 4(3):311–313, 2008.
11
A PREPRINT - APRIL 8, 2019
[27] Francesco Ginelli, Fernando Peruani, Marie-Helène Pillot, Hugues Chaté, Guy Theraulaz, and Richard Bon.
Intermittent collective dynamics emerge from conflicting imperatives in sheep herds. Proceedings of the National
Academy of Sciences, 112(41):12729–12734, 2015.
[28] Nadav S. Bar, Sigurd Skogestad, Jose M. Marçal, Nachum Ulanovsky, and Yossi Yovel. A sensory-motor control
model of animal flight explains why bats fly differently in light versus dark. PLoS Biology, 13(1), 2015.
[29] D. J. Hoare, I. D. Couzin, J. G.J. Godin, and J. Krause. Context-dependent group size choice in fish. Animal
Behaviour, 67(1):155–164, 2004.
[30] H. R. Pulliam and T. Caraco. Living in groups: is there an optimal group size? In Behavioural ecology: an
evolutionary approach, pages 122–147. 1984.
12
A PREPRINT - APRIL 8, 2019
Supplementary
Figure 1: The mean searching time for the non-social model as a function of the width of the turning angle distribution
(σ).
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Figure 2: The probability density function of the mean searching time for different values of ρ and n. Note how the
mean of the distribution decreases for ρ > 0 and how the width decreases with n.
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Figure 3: The number of groups and the number of convergence events as a function of ρ. When the two numbers are
the same this implies that all group members converged when one of them found the target. The larger the difference
between the two - the poorer the convergence.
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Figure 4: Number of agents reaching the target as a function of time for different values of ρ. For each ρ we present
the results of the best σ. The social graphs (ρ > 0) do not show steps (like in Fig. 3b) because they are an average of
1, 000 simulations. In these simulation the following parameters were used: n = 50, r
s
rt
= 15, σ = 3, t = 1.
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Figure 5: Snapshots of the covered area for different models. We exclude the target from the area. (a) n = 1,
rt = 30m, ρ = 0, σ = 3, T = 500, 000 time steps (∼ 140 hours). (b) same as a. but with σ = 30. (c) n = 10,
rt = 30m, ρ = 0, σ = 3, T = 50, 000 (∼ 14 hours). (d) same as c. but with ρ = 0.6.
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Figure 6: Mean searching time for different combinations of ρ and σ. In these simulation the following parameters
were used: n = 50, rs/rt = 15, t = 1.
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Movie S1. Demonstration of individual search.
Movie S2. Demonstration of social search.
Movie S3. Demonstration of group motion for different ρ and σ.
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