Abstract. We prove that the arboreal Galois representations attached to certain unicritical polynomials have finite index in an infinite wreath product of cyclic groups, and we prove surjectivity for some small degree examples, including a new family of quadratic polynomials. To do this, we use a combination of local techniques including the Chabauty-Coleman method and the Mordell-Weil sieve.
Introduction
Let K be a number field. For a polynomial ϕ(x) ∈ K[x], let ϕ n denote the nth iterate of ϕ, let K n (ϕ) be the splitting field of ϕ n over K and let G K,n (ϕ) := Gal(K n (ϕ)/K). The groups G K,n (ϕ) form a projective system under the natural surjections G K,n (ϕ) → G K,n−1 (ϕ), so that we may form the inverse limit
Much work has been done concerning the structure and size of G K (ϕ) in the case of quadratic polynomials [7, 8, 20] . For example, if ϕ(x) ∈ Z[x] is quadratic and critically infinite, then one expects that
∞ is a finite index subgroup [8, §3] ; here C d is a cyclic permutation group generated by a d-cycle and [C d ] ∞ denotes the infinite iterated wreath product of C d . Moreover, such a statement is known assuming the abc-conjecture and an irreducibility condition [5, Prop. 6.1] . However, unconditional results are scarce [11, 20] , and up to this point, there are no examples in higher degree. In this article, we generalize a technique of Jones [8, Theorem 1.2] to produce polynomials ϕ p of prime degree p ≥ 3 defined over Q(ζ p ) for which G Q(ζp) (ϕ p ) has finite index in [C p ] ∞ : Theorem 1.1. Let p be an odd prime, let ζ p be a primitive pth root of unity, and let
Then there exists an explicit constant C(p), depending only on p, such that
Moreover, G Q(ζp) (ϕ p ) ∼ = [C p ] ∞ for p = 3, 5, 7.
In addition, we use the Chabauty-Coleman method [14] in combination with the MordellWeil sieve [4] to produce the following family of quadratic polynomials with surjective Galois representations: Theorem 1.2. Let p ≥ 3 be a prime and let
∞ in any of the following cases:
(1) p ≡ 2 (mod 3), (2) p ≡ 3 (mod 4), (3) p ≡ 2 (mod 5), (4) p ≡ 3, 6 (mod 7), (5) p ≡ 2, 3, 5, 7, 10 (mod 11), (6) p ≡ 2, 3, 7, 9, 11 (mod 13).
∞ for all primes p < 5000.
To prove Theorem 1.2, we first show that Gal Q (φ 
In addition to explicit techniques in the theory of rational points on curves, we make use of ideas developed in [6, 8] , as well as the computer algebra systems Magma [3] and Sage [15] .
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Main arguments
In order to prove Theorem 1.1, we make use of a slight modification of a lemma found in [6] .
where m is the degree of φ n−1 (x) and n ≥ 2. This statement also holds when n = 1 provided the base field K contains a dth root of unity and we will make this assumption from this point forward. We say that H n is maximal when the injection is an isomorphism. Lemma 2.1. Let d ≥ 2 be an integer, and let K be a field of characteristic not dividing d.
. Suppose that n ≥ 2 and that φ n−1 (x) is irreducible. Then H n is maximal if and only if φ n (γ) is not a pth power in K n−1 for any prime p | d.
Remark. The proof proceeds exactly as in [6] , noting that adjoining the roots of (x−γ) d +c−α i for α i a root of φ n−1 yields the same extension of K(α i ) as adjoining the roots of
Let Orb φ (P ) denote the forward dynamical orbit of a point P ∈ P 1 (Q) under the action of φ and letĥ φ be the canonical height function associated to φ; see [17, Theorem 3.20] .
. If p is a prime divisor of φ n (γ), then p is a primitive prime divisor of φ n (γ) if p does not divide any element of Orb φ (0).
Proof. If p | φ n (γ), then for any 1 ≤ k < n, we can write φ n (γ) = φ k (φ n−k (γ)) ≡ 0 (mod p). Thus p is a primitive prime divisor of φ n (γ) if and only if p ∤ φ k (0) for any k < n.
We now give a proof of Theorem 1.1.
, let S ∞ be the archimedean places of Q(ζ p ) and let S be as follows: 
We now use Lemma 2.2 and our decomposition in (2) to study primitive prime divisors in Orb ϕp (1) . To do this, note that ϕ p (0) = 1 − ζ p and ϕ p (1 − ζ p ) = 1 − ζ p , from which it follows that the ideal generated by (1 − ζ p ) is the only prime dividing the nontrivial elements of the orbit of 0 (it is well known that (1 − ζ p ) is the unique prime ideal above p). Moreover, ϕ n p (1) ≡ 1 mod (1 − ζ p ) for all n ≥ 0, so that Lemma 2.2 implies that ϕ n p (1) and ϕ m p (1) are coprime for all n = m. Now fix some n ≥ 1 and consider H n (ϕ p ) = Gal(K n (ϕ p )/K n−1 (ϕ p )). Since any prime ramifying in K n−1 must divide ϕ 
It follows that in this situation, we can rewrite (2) as
We can further assume that 0 ≤ n i ≤ p − 1 for all i by absorbing p-powers into y p n . The index bound in Theorem 1.1 now follows from an effective version of Siegel's integral point theorem applied to the superelliptic curve
(1), y n ); here u is one of the finitely many S-units of the form u = ζ p n 0 (u 1 n 1 u 2 n 2 . . . u t nt ) for some 0 ≤ n i ≤ p − 1. To see this, let s = #S, let Q S = N(p) be the product of the norms of the finite primes of S, and let h : Q → R ≥0 be the standard logarithmic Weil height function on the algebraic numbers [17, §3.1]. Then it follows from the height bound in [2, Theorem 2.1] that (4) h(ϕ
and the a i are the coefficients of ϕ p :
However, by construction there are at most (p − 1)(2/π) p−1 |D p | 1/2 primes in S: each prime p ∈ S lies above a rational prime q of size at most (2/π) p−1 |D p | 1/2 and each rational prime q lies below at most p − 1 primes of Q(ζ p ). Hence, s = #S and the the rank of the unit group O * K,S are bounded as follows:
here we use that 2/π < 1. On the other hand, the height of a point (2); here we use our height bound on the generators u 1 , u 2 , . . . u t of the free part of O * K,S from [13, Theorem 5.4] and the elementary height bounds: h(
For these and other useful height estimates, see [2, §3.4] . Moreover, the log(2) above comes from the bound
Combining the estimates in (4), (5) and (6), we obtain the crude bound:
On the other hand, note that ϕ (2) for all x ∈ Q: for a heavy-handed proof of this fact, once can apply the argument given in [17, Theorem 3.11] (4) for all x ∈ Q; strictly speaking, this result is stated for polynomials x d +c for c ∈ Q, although the rationality assumption is not necessary to establish this bound. Finally, by the standard transformation properties of the canonical height:ĥ δp (δ m p (x)) = p mĥ δp (x) for all m ≥ 1 and x ∈ Q; see, for instance [17, Theorem 3.20] . The bound in (7) then reduces to
Therefore, it suffices to give a lower bound onĥ δp (0) to prove the finite index part of Theorem 1.1. Such a bound is provided by the following general lemma, which is a simple consequence of [17, Exercises 3.3 and 3.17]:
Lemma 2.3. Let K/Q be a finite extension, let φ(x) ∈ K(x) be a rational map of degree d, and let P ∈ P 1 (K) be a non-preperiodic point. Then
here C φ is the constant bounding the difference |ĥ φ (Q) − h(Q)| over all points Q ∈ P 1 (Q).
Hence, (8) and Lemma 2.3 (applied to φ = δ p ) together imply that
In particular, it follows that the index of
Although it is nice to have an explicit upper bound on the iterates n for which the groups H n are not maximal, these bounds are much too large to be useful in practice. For instance, when p = 3 the bound above yields n < 20031664. Therefore to prove surjectivity for p = 3, 5, 7 we combine the techniques above with local computations. As a sketch, we compute a basis for the group
p and rule out the possibility that ϕ n p (1) = u n · y p n for all 1 ≤ n ≤ 7 by computing the absolute norm of ϕ n p (1); here we use the fact that Q(ζ p ) has class number one (hence it is not necessary to pass to a ring of S-integers) and that the norm of an algebraic unit is ±1. In particular, it suffices to show that N Q(ζp)/Q (ϕ n p (1)) is not a pth power in Z for all 1 ≤ n ≤ 7, to prove the maximality of Galois up to the 7th stage; this can be easily verified with Magma. To rule out larger n ≥ 8, we look at the critical orbit ϕ n p (1) modulo small primes:
The key here is that the sequence ϕ n p (1) (mod q) is usually constant for all n ≥ 8, that is, the critical orbit fortuitously enters a fixed point. To make this argument explicit, we proceed in cases:
Case 1: Let p = 3, so that Q(ζ p ) is an imaginary quadratic field with class number one and unit rank zero. Note that if ϕ n 3 (1) has a decomposition such as that in (2), then ϕ (1) has a decomposition such as that in (2), then ϕ
n for some 0 ≤ i, j, k ≤ 6 and some y n ∈ Z[ζ 7 ]. On the other hand, if ϕ n 7 (1) takes this form, then we may assume that n ≥ 8, since N Q(ζ 7 )/Q (φ n 7 (1)) is not a 7th power in Z for all 1 ≤ n ≤ 7. However, if q = (2 − ζ 7 ), then ϕ 7 (x) ≡ (x − 1) 7 (mod q) and hence ϕ n 7 (1) ≡ −1 (mod q) for all n ≥ 2; here we use that Z[ζ 7 ]/q = F 127 . However, setting x ≡ i + k (mod 7) and y ≡ j + 2k (mod 7), one checks manually that (x, y) = {(0, 0), (1, 5), (2, 3), (3, 1) , (4, 6), (5, 4), (6, 2)} are the only pairs of exponents with
n (mod 127): here 2, 3 and 18 are the images of the unit generators. In particular, there are only 49 possible tuples (i, j, k) that must be ruled out: each choice of 0 ≤ k ≤ 6 and (x, y) in the collection above uniquely determines i and j. We preculde these cases sequentially in k:
If k = 0 and (2) holds, then (i, j) = {(0, 0), (1, 5) , (2, 3), (3, 1), (4, 5), (5, 4), (6, 2)} follows from the restrictions on (x, y) above. Now let q = (2 + ζ 7 ) so that Z[ζ 7 ]/q = F 43 and ϕ 7 (x) ≡ (x − 1) 7 + 4 (mod q), and we compute that ϕ n 7 (1) ≡ 3 (mod q) for all n ≥ 5. One checks that among these restricted pairs, (i, j) = (6, 2) is the only one having a solution to the congruence 3 ≡ (−2)
n (mod 43). Finally, (i, j) = (6, 2) is ruled out modulo q = (3 + ζ): in this case Z[ζ 7 ]/q = F 547 and ϕ 7 (x) ≡ (x − 1) 7 + 5 (mod q), and we compute that ϕ If k = 2, 3, 4, 6 and (2) holds, then one has seven possible pairs (i, j) coming from the restrictions on (x, y) above. For example, (i, j) = {(5, 3), (6, 1), (0, 6), (1, 4) , (2, 2) , (3, 0), (4, 5)} when k = 2. As in the previous cases k = 0 and k = 1, only one pair remains after working modulo q = (2 + ζ 7 ), and this exceptional case is ruled out modulo q = (3 + ζ 7 ).
If k = 5 and (2) holds, then (i, j) = {(2, 4), (3, 2) , (4, 0), (5, 5) , (6, 3) , (0, 1), (1, 6)} follows from the restrictions on (x, y) above. This case is slightly different. As usual, only the pair (i, j) = (1, 6) remains after working modulo q = (2 + ζ 7 ). However, when q = (3 + ζ 7 ), the congruence ϕ
n has solutions for all n sufficiently large. Therefore, we need a new prime to finish this case. Let q = (2 + 3ζ 7 ) so that Z[ζ 7 ]/q = F 463 and ϕ 7 (x) ≡ (x − 1) 7 + 2 − 308 (mod q), and we compute that ϕ n 7 (1) ≡ 156 (mod q) for all n ≥ 5. Moreover, the congruence 156
n (mod 463) has no solutions.
We have thus shown that the factorization (2) is impossible for all n ≥ 1 when p = 3, 5, 7. It follows that
n for all n ≥ 1 as claimed.
The key fact that leads to our finite index result (and surjectivity in certain cases) is that the orbit of 0 under ϕ p (x) = (x−1) p +2−ζ p is strictly preperiodic. With this perspective, we produce a family of quadratic polynomials whose arboreal representations are surjective. In working with this family, we are greatly aided by explicit techniques in the theory of rational points on curves: specifically, we apply the Chabauty-Coleman method and the Mordell-Weil sieve.
(Proof of Theorem 1.2). It follows from [8, Proposition 4.6 ] that φ n p (x) is an irreducible polynomial over Q for all p and all n ≥ 1. In fact, Jones shows the stronger statement that φ n p (p) is not a square in Q for all n ≥ 0; see [8, Lemma 4.3] . In particular, for each n ≥ 2 it suffices to produce a prime q n satisfying:
m for all m; see [8, Theorem 3.3] . Note that q n will also depend on p, which we suppress in order to avoid cumbersome notation. To find such a q n we decompose φ n p (p) into a square and square-free part:
with the q i distinct prime numbers. Note that since φ n p (p) is not a square, d n must be nontrivial. Now, if no such prime q n as in (9) exists, then for all i there exists n i in the range 1 ≤ n i ≤ n − 1 such that q i |φ
On the other hand φ p (0) = φ 2 p (0) = 2p, and it follows from (11) that 2p ≡ 0 (mod q i ) for all i since n − n i = 0. We deduce that d n = 2 ǫ 1 · p ǫ 2 for some ǫ i ∈ {0, 1}. However,
2 + 1 (mod 2) and φ n p (p) ≡ 1 (mod 2) for all n ≥ 0, and hence ǫ 1 = 0. Likewise, it is easy to check that φ 2 p (p) > 2p and that if x > 2p then φ n p (x) ≥ 2p for all n. In particular, φ n p (p) > 0 for all n ≥ 2. Therefore, (10) reduces to (12) φ
for some y n ∈ Z, n ≥ 2.
Hence, it suffices to classify the primes p for which (12) is impossible, to prove that the arboreal representations in Theorem 1.2 are surjective. To do this, we first classify the rational points on the curves
corresponding to the φ 2 p (p) = py 2 and φ 3 p (p) = py 2 cases, to rule out the possibility that (12) holds for n = 2, 3. We later show that for all primes p < 5000, (12) cannot hold when n ≥ 4.
Lemma 2.4. Let p be an odd prime and let φ p (x) = (x − p)
and φ p (x) is stable over the rational numbers.
Remark. The reader is encouraged to note that, unlike Theorem 1.2, Lemma 2.4 assumes no congruence conditions on the prime.
(Proof of Lemma 2.4). Note that C 1 is an elliptic curve in Weirerstrass form, hence all of the relevant arithmetic functions can be performed by Magma. We compute that C 1 (Q) ∼ = Z with generator (1, 1) and that (1, ±1) are the only integral points on C 1 (points with integral x-coordinates). Therefore, there are no primes p for which (12) holds when n = 2. On the other hand, since C 2 is a curve of genus 3, the set C 2 (Q) is finite and we prove that
To do this, let J 2 be the Jacobian of C 2 . We compute with Magma that #J 2 (F 3 ) = 24 and #J 2 (F 11 ) = 1351. Moreover, since gcd #J 2 (F 3 ), #J 2 (F 11 ) = 1 and J 2 has good reduction modulo 3 and 11, we deduce that J 2 (Q) has trivial torsion; see [10, Appendix] . As for the free part of the Mordell-Weil group, a descent with Magma shows that J 2 (Q) has rank at most 2. Conversely, the divisor class of Q 0 = [(1, 1) − ∞] and the point on the Jacobian with Mumford representation P 0 = [x 2 − x − 1, −x + 1] are independent: they generate a non-cyclic subgroup of J 2 (F 3 ) × J 2 (F 5 ). Therefore, we have generators of a finite-index subgroup of J 2 (Q) ∼ = Z 2 , which is sufficient to try explicit forms of the Chabauty-Coleman method [14, 16] in combination with the Mordell-Weil sieve [4] to determine C 2 (Q). The first of these techniques applies since the genus of C 2 is strictly larger than the rank of its Jacobian.
Let G be the subgroup of J 2 (Q) generated by the divisors P 0 and Q 0 above. Since we cannot be sure that we capture the full Mordell-Weil group with G, we first show that the index [J 2 (Q) : G] is not divisible by the small primes in S = {2, 3, 5, 7, 11}. This is relatively easy: for each ℓ ∈ S, we produce an auxiliary set of primes S ℓ such that the induced map
is injective. It is straightforward to verify with Magma that the sets S 2 = {3, 5}, S 3 = {3, 5}, S 5 = {5, 19}, S 7 = {11, 47} and S 11 = {13, 37} satisfy this property. In particular, if G q and J 2 (Q) q denote the images of G and J 2 (Q) in J 2 (F q ) respectively, then it follows from our exclusion of the small indices in S that G q = J 2 (Q) q for all q ∈ S ′ = {3, 5, 7, 13}: the upshot of this step is that it allows us to be sure that any local information gained by reducing J 2 (Q) modulo q ∈ S ′ is captured instead by reducing G, which is concrete and explicitly known. We bracket this knowledge for now and proceed with the method of Chabauty and Coleman, which we briefly review; for a nice exposition, see [14] .
Let ι : C 2 (Q) → J 2 (Q) be the Abel-Jacobi map given by P → [P − ∞]. This map induces an inclusion of the rational points C 2 (Q) ⊂ J 2 (Q) ⊂ J 2 (Q q ) into a q-adic Lie group, and since rank(J 2 (Q)) = 2 is less than dim(J 2 (Q q )) = 3, there exists a non-zero regular 1-form ω q on J 2 (Q q ) whose integral P → P 0 ω q annihilates J 2 (Q); here for simplicity, we assume that q is a prime of good reduction of C 2 . In particular, this q-adic integral kills the image of C 2 (Q) in J 2 (Q q ). On the other hand, on fibers of the reduction map π q : C 2 (Q q ) → C 2 (F q ), called residue classes, this integral can be computed explicitly in terms of power series. Hence, one can use Newton polygons to bound #C 2 (Q).
We carry out this procedure for q = 5. Since [J 2 (Q) : G] is coprime to 5 · #J 2 (F 5 ) = 900, it follows that P → P 0 ω 5 kills J 2 (Q) if and only if it kills G. Hence it suffices to compute ω 5 using G. On the other hand, the embedding ι : C 2 → J 2 induces an isomorphism between the regular 1-forms Ω . We compute with the Colemanintegral function in Sage [1, 15] 
On the other hand, the divisor P 0 +18Q 0 is in the kernel of reduction mod 5, and we compute that P 0 + 18Q 0 = [U 1 + U 2 + U 3 − 3∞] for some points U j ∈ C 2 (Q 5 ). Again running the Coleman-integral function in Sage we calculate that
After scaling appropriately and reducing mod 5, we deduce that c 0 ≡ 0 (mod 5) and that c 1 ≡ 2c 2 (mod 5). Therefore, up to an irrelevant scaling factor, the differential ω 5 that kills J 2 (Q) reduces to
Note that C 2 (F 5 ) = {∞, (1, ±1), (3, ±2), (4, ±2)}, so that if ord P (ω 5 ) > 0 for some point P ∈ C 2 (F 5 ), then P = (3, ±2). Therefore, if P = (3, ±2) then the residue class of P , i.e. the preimage of P via the reduction map C 2 (Q 5 ) → C 2 (F 5 ), contains at most one rational point; see [19, Proposition 6.3] . In particular, the residue classes of P = ∞ and P = (1, ±1) contain exactly one rational point. Hence, it suffices to show that the residue classes of P = (3, ±2) and P = (4, ±2) contain no rational points, to prove that C 2 (Q) = {∞, (1, ±1)}. To do this, we use the Mordell-Weil sieve [4] .
In its simplest form, the Mordell-Weil sieve is a procedure for ruling out rational points in residue classes in the following way: let S ′ be a set of primes of good reduction and consider the commutative diagram
with the horizontal maps given by the basepoint at infinity and the vertical maps induced by reduction. Assuming we have generators of J 2 (Q), we can compute the images of α S ′ and β S ′ explicitly. Therefore, to rule out the existence of P ∈ C 2 (Q) such that π q 0 (P ) = P q 0 for some fixed q 0 ∈ S ′ , we just need to check that
On the other hand, for each q ∈ S ′ = {3, 5, 7, 13}, we have seen that any local information obtained from J 2 (Q) can be obtained from G, i.e. that α S ′ (G) = α S ′ (J 2 (Q)). Moreover, since G is explicitly known to us, we can verify easily with Magma that
α S ′ G = ∅, for all P 5 = (3, ±2), (4, ±2).
In particular, there exist no rational points P ∈ C 2 (Q) reducing to (3, ±2) or (4, ±2) mod 5. This completes the proof that C 2 (Q) = {∞, (1, ±1)} and the proof of Lemma 2.4.
To finish the proof of the Theorem 2, we use the local conditions above (and the fact that the critical orbit tends to end in a fixed point modulo small primes) to prove that (12) is impossible for n ≥ 4. We do this in cases:
work (mod 19), for p = 1321 work (mod 17), for p = 3169 work (mod 53), and finally for p = 4153 work (mod 31).
Remark. Alternatively, it may be possible to use the explicit theory of heights on hyperelliptic genus 3 Jacobians [18] to prove that G = J 2 (Q); this would shorten the proof of Lemma 2.4.
It is likely that the techniques used to establish Theorem 1.2 can be adapted to other families of unicritical polynomials having zero as a strictly preperiodic point. For instance, we have the following example:
