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Abstract
A matrix model is presented which leads to the discrete “eigenvalue model” pro-
posed recently by Alvarez-Gaume´ et.al. for 2D supergravity (coupled to superconfor-
mal matters).
Through the recent advances in understanding 2D quantum gravity, it has been
confirmed that the nonperturbative formulation of the theory is successfully defined
in terms of matrix models[1]. In these models, the integral over matrices realizes the
random sum of the triangulations of two dimensional surfaces. Encouraged by these
successes, we incline to proceed to the supersymmetric version of the theory. However,
in the case of discretized gravity, its supersymmetrization perplexes us with the diffi-
culty of imaging what is meant by “triangulations of super-surfaces”. In formulating
matrix models to get supersymmetry[2], most of the attempts that have been made so
far thus deal with the target space supersymmetry and not the world-surface super-
symmetry(, excepting phenomenological approaches by means of the super-extension
of soliton equations[3]).
Very recently, Alvarez-Gaume´ et.al.[4] proposed a discrete model which seems
probably to provide a discrete version of 2D supergravity. Taking the “planar” limit,
they showed that the model reproduces the string susceptibility and the spectrum of
anomalous dimensions of the (2 , 4m)-minimal superconformal models coupled to 2D
supergravity. Since their model is presented in the form of “eigenvalue model”, its
interpretation such as triangulated super-surfaces is impossible as it stands. In this
letter, we lift their model to a matrix model. The resulting model, however, has a
peculiar form which seems not so easy to deal with. We have not yet had an answer
whether such an interpretation mentioned above is in fact possible.
The idea to construct a model is very simple. As expounded in ref.[4], the guiding
principle is the super-Virasoro structure of the partition function. Let us consider a
super-pair of N × N hermitian matrix (Φ, Θ), whose matrix elements φij , θij 1 ≤
i, j ≤ N are Grassmann even and odd variables respectively.#1 When Φ is diagonal,
we denote it by Φ = Λ =
(
λ1 . . .
λN
)
. In usual matrix models, Virasoro structure
can be recognized by the change of the variables 1 + δε
(n) : Φ −→ Φ + εΦn+1 and
as a result the partition function obeys the Virasoro constraints[5]. By analogy, we
consider the transformation, with an odd constant parameter ζ:
1 + δζ
(n− 1
2
) : (Φ, Θ) −→ ( Φ + ΘΦnζ, Θ+ Φnζ ) . (1)
#1
The hermiticity of Θ would be imposed such that θijζ=ζ¯ θij=θjiζ with ζ being a real odd constant
(ζ¯=ζ), hence θij=−θji. Throughout this letter, we deal with φij and θij as independent N
2+N2
variables for simplicity.
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The generators of the transformation is written as G˜n− 1
2
= −TrΦn (∂Θ −Θ∂Φ) with
(∂Φ)ij , (∂Θ)ij = ∂Φji , ∂Θji . Obviously, only when (Φ, Θ) is guaranteed in a proper
way to satisfy the conditions [ Φ , Θ ] = 0 and Θ2 = 0, the generators G˜n− 1
2
n ≥ 0
form the super-Virasoro algebra with L˜n = −Tr( Φ
n+1 ∂Φ +
n+1
2 ΘΦ
n∂Θ ) n ≥ −1.
We define the partition function of our model as follows:
ZN =
∫
dµ(Φ, Θ) e−β Tr V (Φ,Θ), (2)
with
dµ(Φ, Θ) = dN
2
Φ dN
2
Θ FN (Φ, Θ) d
N2Θ ≡
N∏
i=1
dθii
∏
1≤i<j≤N
dθijdθji . (3)
From the above argument, we require the super-function FN (Φ, Θ) to have the fol-
lowing properties:
(A) FN is invariant under the adjoint action of the U(N) group to (Φ, Θ), i.e.
FN (Φ, Θ) = FN (
UΦ , UΘ) (UΦ , UΘ) = (UΦU †, UΘU †) .
(B) Under the multiplication by FN , it is ensured that [ Φ , Θ ] = 0 and Θ
2 = 0 in
the integrand.
(C) FN is invariant under the transformation (1).
From the requirement(A), the measure dµ(Φ, Θ) becomes invariant under the
adjoint action of U(N). As usual, the U(N) integration yields the volume factor of
the unitary group, which we drop. The partition function (2) is then given by the
integral: ∫
dNΛ dN
2
Θ∆(Λ)2 FN (Λ, Θ) e
−β Tr V (Λ,Θ),
∆(Λ) =
∏
1≤i<j≤N
(λi − λj)
. (4)
The requirement(B) and (C) are the sufficient conditions for G˜n− 1
2
and L˜n−1 (n ≥ 0)
to form (the half of) the super-Virasoro algebra. Although the potential V is assumed
to be a polynomial of the matrices Φ and Θ, only the terms up to the linear order
with respect to Θ contribute because of (B).
Let us start seeking the expression of FN . For (A) and (B), it is necessary and
sufficient to find a manifestly U(N)-invariant super-function GN (Φ, Θ) such that
GN (Λ, Θ) ∝
∏
i<j
θijθji .
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We find the following as such a function:
GN (Φ, Θ) =
1(
N
2
)
!
[ TrΦΘ2 ](
N
2 ) . (5)
In fact,
GN (Λ, Θ) = ∆(Λ)
∏
i<j
θijθji . (6)
Here we make some comments on GN . The super-function GN is essentially δ
N2(Ξ) =∏
i,j Ξij , with Ξ = [Φ , Θ ]. This expression is manifestly U(N)-invariant, but equals
to zero in practice, since there are N linear relations among the N2 variables Ξij .
These linear dependency are described by introducing U(N)-invariant odd variables
ξ1 · · · , ξN as follows:
ξj = Σj− 1
2
(Φ , Ξ) ≡
1
j!
(∂t)
j∂ζ det
{
I + t (Φ + ζ Ξ)
}∣∣∣
t=0
, (7)
with ζ being an odd parameter. In fact, if the commutator [ Φ , Θ ] is substituted for
Ξ in (7), these variables become automatically zero. One finds
(∏
i
∂ξi
) ∏
i,j
Ξij
∣∣∣
Ξ=[Φ ,Θ ]
= GN (Φ, Θ) . (8)
Having regard to (4) and (6), we write FN (Λ, Θ) as
FN (Λ, Θ) =
1
∆(Λ)3
fN (Λ, Θdiag)∆(Λ)
∏
i<j
θijθji , (9)
where Θdiag is a matrix of the diagonal part of Θ, i.e. Θdiag =
(
θ11 . . .
θNN
)
. The
requirement(A) can be established if we can rewrite the factor 1∆(Λ)3 fN (Λ, Θdiag) to
a U(N)-invariant form. We postpone concerning this point, and assume it for a while.
As to the requirement(C), it is sufficient to investigate the invariance at Φ = Λ, since
FN ( Φ + Θ˜Φ
nζ, Θ˜ + Φnζ ) = FN ( Λ + ΘΛ
nζ, Θ+Λnζ )
with (Λ , Θ) = (UΦ , U Θ˜), provided that FN is U(N)-invariant. For Λ generic, i.e.
λi 6= λj for i 6= j, the matrix Λ +ΘΛ
nζ can be diagonalized as follows
(I +Ω ζ)−1(Λ + ΘΛnζ) (I + Ω ζ) = Λ + ΘdiagΛ
nζ , (10)
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where
Ωij =


0 for i = j
θijλj
n
λj − λi
for i 6= j
. (11)
Hence we have
FN ( Λ + ΘΛ
nζ , Θ+ Λnζ ) = FN
(
Λ+ΘdiagΛ
nζ , Θ+ ( {Ω , Θ}+ Λn )ζ
)
(12)
and here
{Ω , Θ}ij =
∑
k (6=i)
θikθkjλk
n
λk − λi
−
∑
k (6=j)
θikθkjλj
n
λk − λj
. (13)
Consequently, (C) is equivalent to the claim for FN (Λ, Θ) to be invariant under the
following transformation:
1 + δˆ
(n− 1
2
)
ζ :
{
λi −→ λi + θiiλi
nζ
θij −→ θij + {Ω , Θ}ij + δijλi
nζ
. (14)
Then we see that
δˆ
(n− 1
2
)
ζ
∏
i<j
θijθji =
{∑
i<j
(λi
n + λj
n)
λi − λj
(θii − θjj)
}∏
i<j
θijθji ζ , (15)
δˆ
(n− 1
2
)
ζ log∆(Λ)
−2 = −2
∑
i<j
(λi
nθii − λj
nθjj)
λi − λj
ζ . (16)
Accordingly, the invariance of FN requires
δˆ
(n− 1
2
)
ζ log fN (Λ, Θdiag) =
∑
i<j
(λi
n − λj
n)
λi − λj
(θii + θjj) ζ . (17)
Note that the function fN (Λ, Θdiag) is defined modulo θij (i 6= j). Taking this into
account, the left hand side of (17) is written as ζ
∑
i λi
n(∂θii − θii∂λi) log fN . Hence
we obtain
−
∑
i
λi
n(∂θii − θii∂λi) log fN (Λ, Θdiag) =
∑
i6=j
(λi
n − λj
n)
λi − λj
θii . (18)
This is the same equation that led to the eigenvalue model of ref.[4]. The equation
(18) is easily integrated and its unique solution (up to a multiplicative constant) is
fN (Λ, Θdiag) =
∏
i<j
(λi − λj − θiiθjj) . (19)
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The condition(C) may seem rather stronger requirement. In order to ensure the super-
Virasoro structure, it suffices that δˆ
(n− 1
2
)
ζ FN (Λ, Θ) becomes a product of
∏
i<j θijθji
and a factor which can be compensated by properly differentiating the integrand
e−β Tr V with respect to the coupling constants. Note that, however, the expression
in (17) takes the form which can not be obtained by such differentiations for n = 0.
We return to the requirement(A). From (19), we see that
1
∆(Λ)3
fN (Λ, Θdiag) =
1∏
i<j
{
(λi − λj)2 + (λi − λj)θiiθjj
} . (20)
The denominator of the right hand side is a symmetric super-polynomial of the vari-
ables (λi , θii) 1 ≤ i ≤ N , namely, a super-polynomial invariant under the permuta-
tion (λi , θii)↔ (λj , θjj). We can also define for the super case elementary symmetric
super-polynomials σ j
2
j = 1, · · · , 2N :
σr = σr(Λ) ≡ usual elementary polynomial of r−th order ,
σr− 1
2
≡
N∑
i=1
θii∂λiσr = Σr− 1
2
(Λ, Θdiag) defined by (7) ,
r = 1, 2, · · · , N .
(21)
Generalizing the argument of the usual case, one can prove that any symmetric super-
polynomial is expressed as a super-polynomial in σ j
2
’s. Let us introduce another type
of symmetric super-polynomials defined by
sr =
N∑
i=1
λri and sr− 1
2
=
N∑
i=1
θiiλ
r−1
i . (22)
Then, one finds the generalized Newton’s formulae:
nσn − σn−1s1 + · · ·+ (−1)
rσn−rsr + · · ·+ (−1)
nsn = 0
σn− 1
2
− σn−1s 1
2
+ · · ·+ (−1)rσn−rsr− 1
2
+ · · ·+ (−1)nsn− 1
2
= 0
. (23)
These formulae enable us to write σ j
2
’s in terms of s j
2
’s. We also remark sr = TrΦ
r
and sr− 1
2
= TrΘdiagΛ
r−1 = TrΘΛr−1. From the above, we understand that the
expression (20) is rewritten as
1
∆(Λ)3
fN (Λ, Θdiag) =
1
EN (Φ, Θ)
∣∣∣
Φ=Λ
, (24)
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where EN (Φ, Θ) is a certain super-polynomial in s j
2
(Φ, Θ)’s:
EN (Φ, Θ) =
∑
∑
µ
1
j+
∑
2ν
1
k+ ν=N(N−1)
cj1···jµ;k1···k2νsj1 · · · sjµ sk1+ 12 · · · sk2ν+
1
2
. (25)
We have now reached the conclusion that the preceding requirements (A), (B) and
(C) determine uniquely the desired measure dµ(Φ, Θ) and that the partition function
(2) is reduced to that of the eigenvalue model in [4]. The explicit form of the model
depends heavily on the matrix size N and seems somewhat ugly, especially due to the
factor EN (Φ, Θ)
−1. (In spite of the appearance, the matrix integral is well defined,
as can be seen from the reduced integral over the eigenvalues.) For instance, in the
most simple case N = 2, our model is the following:
Z2 =
∫
d4Φ d4Θ
Tr ΦΘ2
2TrΦ2 − (TrΦ)2 + TrΦΘ · TrΘ
e−β Tr V (Φ,Θ) . (26)
The problem is whether the matrix integral of the model bears the translation into the
random sum of the triangulated super-surfaces by means of the graphical expansion.
At this stage, it is far from obvious and needs more study.
We conclude this letter with a remark on the super-Virasoro constraints. The par-
tition function (2) is obviously invariant under the shift of the variables (1). Following
ref.[4], let us write the potential V as
V (Φ, Θ) =
∑
k≥0
( gkΦ
k + ξk+ 1
2
ΘΦk ) . (27)
The change of the integrand is then given by
−ζ
∑
k≥0
( k gk ∂ξ
n− 1
2
+k
+ ξk+ 1
2
∂gn+k ) e
−β Tr V . (28)
Because the function FN is invariant under the shift, the change of the measure dµ
comes only from the Jacobian:
∂( Φ + ΘΦnζ, Θ+ Φnζ )
∂(Φ, Θ)
= 1− ζ
n−1∑
k=0
Tr ΘΦk · Tr Φn−1−k (29)
Hence the super-Virasoro constraints[4] on the partition function follows:
Gn− 1
2
ZN = 0 n ≥ 0 (30)
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with
Gn− 1
2
=
∑
k≥0
( k gk ∂ξ
n− 1
2
+k
+ ξk+ 1
2
∂gn+k +
1
β2
n−1∑
k=0
∂ξ
k+1
2
∂gn−1−k ) . (31)
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