Swarm robotics is an emergent field of collective robotics that, taking inspiration from insect societies, studies the development of distributed, robust and efficient groups of interacting robots. In this paper, we introduce a swarm robotic system, called a swarm-bot. A swarm-bot is a self-assembling and self-organizing artifact composed of a swarm of s-bots, mobile robots with the ability to connect to/disconnect from each other. This paper describes some of the results we obtained while trying to develop the control systems of a swarm-bot. In particular, we address the problem of synthesizing controllers for the swarm-bot using Artificial Evolution. We describe the motivation behind the choice of the evolutionary approach and we provide examples of its application, detailing the results obtained in different tasks, namely aggregation and coordinated motion. We show how evolution is able to produce simple but effective solutions, which lead to the emergence of self-organization in the swarm-bot.
Introduction
Swarm robotics is a novel approach to the design and implementation of robotic systems. These systems are composed by swarms of robots tightly interacting and cooperating to reach their goal. Swarm robotics can be considered an instance of the more general field of collective robotics. It is inspired by the social insect metaphor, and emphasizes aspects like decentralization of the control, limited communication abilities among robots, emergence of global behavior and robustness. In a swarm robotic system, although each single robot of the swarm is a fully autonomous robot, the swarm as a whole can solve problems that the single robot cannot do, because of physical constraints or limited capabilities. The definition of the control system for a robotic swarm is the problem we address in this paper. In particular, we present the challenges we are facing and the results obtained from the ongoing work within the SWARM-BOTS project 1 . The aim of the SWARM-BOTS project is the development of a new robotic system, called a swarm-bot [16, 11] . A swarm-bot is defined as an artifact composed of a swarm of s-bots, mobile robots with the ability to connect to/disconnect from each other. A companion paper [12] submitted to this same special issue, discusses the hardware realization of our swarm robotic system 2 . S-bots have simple sensors and motors and limited computational capabilities. Their physical links are used to assemble into a swarm-bot able to solve problems that cannot be solved by a single s-bot. The s-bot prototype. On the right side is shown the rigid gripper, while on the right side there is the flexible one. Grippers allow to physically link two s-bots. The upper part also holds the sensors and the electronics. It can rotate with respect to the the lower part of the body (the traction system) which is equipped with tracks and wheels.
In the swarm-bot form the s-bots are attached to each other and the robotic system is a single whole that can move and reconfigure when needed. For example, it might have to assume different shapes in order to go through a narrow passage or overcome an obstacle. Physical connections between s-bots are important for solving many collective tasks. For example, s-bots can form pulling chains in an object retrieval scenario. Or, in a navigation on rough terrain scenario, physical links can serve as support if the swarm-bot has to pass over a hole larger than a single s-bot, or when it has to pass through a steep concave region. In other occasions, a swarm of unconnected s-bots might be more efficient, for example, when searching for a goal location or when tracing an optimal path to a goal.
These are some examples of the tasks a swarm-bot should be able to perform.
In this paper, we focus our attention in providing the s-bots with two important capabilities that are of fundamental importance in many cooperative tasks. These are the capabilities to perform aggregation and to distributedly coordinate the activities of the group. Aggregation is of particular interest because it is a prerequisite for the development of other forms of cooperation: for example, in order to assemble in a swarm-bot, s-bots should first be able to aggregate. Therefore, the aggregation ability can be considered as the precondition for the realization of other tasks that the swarm-bot is expected to be able to carry out. On the other hand, the ability to coordinate the activities of the group is crucial for the effectiveness of a swarm-bot: for example, when carrying an heavy object that a single s-bot cannot move, all s-bots should coordinate and pull or push in the same direction, in order to maximize the performance of the swarm-bot. Similarly, when two or more of such objects have to be transported, it is desired that the whole group of s-bots coordinates its activity focusing on a single object rather than having small and inefficient groups attempting to move different targets. Aggregation and coordinated activity are the main focus of the experiments presented in this paper.
In the following, we address the problem of defining the control system of the s-bots using Artificial Evolution, and we discuss the motivations behind this choice in Section 2. In Section 3, we present the results obtained evolving simple neural networks for the aggregation task. Section 4 presents an example of the collective choice task, where a swarm-bot formed by a collection of assembled s-bots has to produce coordinated movement. Finally, Section 5 concludes the paper with some discussion about the proposed approach.
Challenges and Methodologies
In the previous section, we have presented the swarm-bot and some examples of tasks it should be able to perform. Even though this is only a rough description, it suggests that controlling such a system is a challenging problem. Distributedness, robustness, embodiment, locality of sensing, dynamic interactions between s-bots are aspects that have to be taken into account when developing a control system for such an artifact. Is it possible to find some basic principles to be followed when facing this challenge?
A possible answer is suggested by the notion of self-organization [5] . Selforganization explains how, in a system, global level order emerges from the numerous local interactions happening among the lower-level components of the system. In other words, a system self-organizes driven by its own components, which interact relying only on local information, without any reference to the system as a whole. A form of self-organization of particular interest for our work is self-assembling, the self-organized creation of structures. Self-assembling occurs in a wide range of natural systems ranging from chemistry to biology, and it characterizes the behavior of many social insects (for a review, see [1] ).
Social insects, and animal societies in general, present multiple forms of self-organization and self-assembling. In such systems, the interactions among individuals are made using simple rules that require: (i) a limited cognitive ability and (ii) a limited knowledge of the environment. From a general point of view, self-organization emerges from the interplay of two basic mechanisms: positive and negative feedback. For example, collective decisions often result from a competition among different sources of information, which are amplified through different forms of positive feedback. On the other hand, negative feedback regulates the amplification process, and often arises "automatically" as the result of the system's limits or constraints (e.g., limitation in food, in the available space, or in the number of individuals) [5, 6, 7, 8, 9, 10, 15, 17, 18] .
Self-organization and self-assembling are fundamental to the SWARM-BOTS project. In fact, s-bots, exploiting only local information, should be able to selforganize, self-assemble and coordinate their activities. Thus, understanding the mechanisms that drive the emergence of self-organization is of fundamental importance. If we are able to reproduce the mechanisms observed in self-organizing systems, then we can use them to efficiently control our artificial swarms.
However, designing a self-organizing control system for the swarm-bot is not a trivial task. From an engineering perspective, the design problem is generally decomposed into two different phases: (i) the behavior of the system should be described as the result of interactions among individual behaviors, and (ii) the individual behaviors must be encoded into controllers. Both phases are complex because they attempt to decompose a process (the global behavior or the individual one) that emerges from a dynamical interaction among its subcomponents (interactions among individuals or between individual actions and environment).
Nolfi and Floreano [13] claim that, since the individual behavior is the emergent result of the interaction between agent and environment, it is difficult to predict which behavior results from a given set of rules, and which are the rules that will create a given behavior. Similar difficulties are present in the decomposition of the organized behavior of the whole system into interactions among individual behaviors of the system components. Here, the understanding of the mechanisms that lead to the emergence of self-organization must take into account the dynamic interactions among individual components of the system and between components and environment. Thus, it is difficult to predict, given a set of individual behaviors, which behavior at the system level will emerge, and it is also difficult to decompose the emergence of a desired global behavior in simple interactions among individuals. The decomposition from the global to the individual behaviors could be simplified by taking inspiration from natural systems, like insect societies, that could teach us which are the basic mechanisms to be exploited [4] . However, it is not always possible to take inspiration from natural processes, because they may differ from the artificial systems in many important aspects (e.g., the physical embodiment, the type of possible interactions between individuals and so forth), or because there are no natural systems that can be compared to the artificial one.
Our working hypothesis is that these problems can be efficiently solved relying on Artificial Evolution [13] . Evolution eliminates the problem of decomposition at both the level of finding the mechanisms that lead to the emergent global behavior and at the level of implementing those mechanisms in a controller for the s-bots. In fact, it relies on the evaluation of the system as a whole, that is, on the emergence of the desired global behavior starting from the definition of the individual ones. For example, we will show in Section 3 how the aggregation problem can be solved by very simple evolved strategies, without the need of decomposition at any level.
Moreover, evolution can exploit the richness of possible solutions offered by the dynamical agent-environment interactions [13] . In a multi-agent system like the swarm-bot, these dynamic aspects are enriched not only by the presence of multiple agents, but also by the possible presence of physical links between agents. Generally, these aspects are difficult to be exploited by hand design, but this is possible relying on an evolutionary process. Section 4 describes an experimental setup which exemplifies this situation: in this case, physical connections between s-bots create non-linearities that are at the basis of the efficiency of the evolved behaviors.
Evolving Aggregation Behaviors
In this section, we present the results obtained evolving neural controllers for the aggregation task. We ran a set of evolutionary experiments in which a group of simulated s-bots had to aggregate in a cluster formation, without relying on any environmental signal [19] . In the following, we describe the experimental setup defined for the evolution of clustering behaviors. Then, the obtained controllers are analyzed and their properties and limitations are discussed.
Experimental Setup
A simplified model of an s-bot is used in these experiments, performed in simulation using Vortex TM , a rigid body dynamics simulator, which reproduces the dynamics, friction and collisions between physical bodies. An s-bot (see Figure 2 ) has a cylindrical body (12 cm radius, 6 cm height), two motorized wheels, a virtual gripper that allows it to connect to another s-bot (when the latter s-bot is within a grippable area shown in the Figure 2a with a dotted rectangle), and an omni-directional speaker that continuously produces a tone that can be eared by other s-bots. Each s-bot is also provided with eight infrared proximity sensors, three sound sensors (directional microphones), three connection sensors, and a gripper sensor simulating a light barrier on the gripper. The environment consists of a squared arena surrounded by walls. The size of the arena is chosen to be 2 × 2 meters and it is four times bigger than the perceptual range of the s-bots. Infrared sensors were simulated by using a sampling technique [13] . Sound sensors were simulated by a set of equations [2] . The connection sensors are used to sense whether and at which position on the body (within three different areas, see Figure 2 ) another s-bot has been gripped. The light barrier sensor detects whether an object is grippable. The initial population consists of 40 randomly generated genotype strings that encode the connection weights of 40 corresponding neural controllers. Each controller is a neural network with 17 sensory neurons, that encode the state of the 16 sensors and a bias unit (i.e., a unit whose activation state is always 1.0). Each sensory neuron is directly connected with 3 motor neurons, that control the speed of the two wheels and the gripper (see Figure 3) . Thus, the neural controller is made up of 17 × 3 = 51 connections, each associated to a weight ranging in the interval [-10, +10] and represented in the genotype with 8 bits. Therefore, the genotype is composed by 51 × 8 = 408 bits. Each genotype is mapped into 5 identical neural controllers corresponding to a group of 5 sbots [2] . The group is allowed to "live" for 10 "epochs" (each epoch consists of 600 cycles and each cycle simulates 100 ms of real time). At the beginning of each epoch the s-bots are placed in randomly selected positions and orientations within the arena. During each cycle, for each s-bot: (1) the activation state of the sensors is set according to the above mentioned procedures; (2) In order to evolve s-bots able to aggregate, we evaluate the fitness of a genotype as the average distance of the s-bots from their center of mass. In particular, the fitness F is measured averaging the quality of clustering f (t) in a time window corresponding to the last W = 100 cycles of each epoch:
where T = 600 is the total number of simulation cycles of one epoch and t W = T −W is the starting point of the time window in which the fitness is computed.
The quality of clustering is computed according to the following equations:
where n is the total number of s-bots, and
is the euclidean distance between the i-th s-bot and the center of mass of all s-bots at time t, and it is computed as:
where X i (t) is the position vector of the i th s-bot at time t. The distance d i (t) is thresholded to a maximum of 50 cm in order to have fitness values in the interval [0, 1] . In this experiments, we are mainly interested in self-organized aggregation, and not specifically in self-assembling. For this reason, the fitness function does not encourage the establishment of connections. However, connections might appear as they minimize the distance between two s-bots.
Every generation, the best 8 genotypes are selected, and each one generates 5 offspring. Each offspring is mutated with a probability 2/L of replacing each bit with a new randomly selected value, where L is the length of the genotype. Parents are not copied in the population of the next generation. The evolutionary process lasts 100 generations. The experiment is replicated 10 times by starting with different randomly generated initial populations.
Behavioral Analysis
By running the evolutionary experiment, we observed the emergence of two type of strategies: a static and a dynamic clustering behavior. The static clustering behavior creates compact clusters where s-bots stay close to each other and do not change their relative positions, as shown in Figure 4a . Differently, the dynamic clustering behavior creates rather loose but moving clusters (see Figure 4b) . All the evolutionary runs performed resulted in a behavior that could be classified in one of these two classes; in the following, we analyze the most representative of both classes 3 .
Static clustering behavior
The evolved static clustering behavior leads to the formation of compact clusters, where s-bots, performing small moves or whirl, are able to constantly monitor the position of their neighbors, in order to stay close to each other without changing their relative positions. Figure 5 shows the performance achieved during the evolution of a static clustering behavior. The best and the average fitness values of the population are plotted for each generation. It can be seen that a good behavior is discovered quite early in the evolution, and it is then slowly refined. Initially, the s-bots whirl when they are close to each other, maintaining a certain distance among them.
We analyze the evolved behavior in three different cases: first, we observe how an s-bot explores the arena in order to search for other s-bots or for already formed clusters. Then, we observe how s-bots approach and react to the presence of another s-bot or of a cluster. Figure 6(a) shows the trajectory of a single s-bot in the arena. The starting position of the s-bot is marked with a circle. When no objects are visible, the s-bot moves along a circular trajectory. When the s-bot gets close to the wall, it rotates clockwise, and restarts its circular movement afterward. The circular trajectory, having a diameter bigger than the side of the arena, guarantees that the s-bot's exploration will not get stuck in an infinite loop at the center of the arena.
When two s-bots get close, the attraction to sound sources becomes predominant, and the trajectories change: the two s-bots tend to bounce one against the other, due to the interplay between attraction and repulsion originating from sound and infrared sensors respectively (see Figure 6(b) ). This indicates that clusters of two s-bots are very unstable. However, during the time spent close to each other, the pair can attract other s-bots which can join the cluster, increasing its size and stability. Figure 6 (c) shows the trajectory of an s-bot approaching a cluster of four s-bots, which are fixed at the center of the arena, constituting a stable source of attraction. Once the free s-bot "hears" the sound emitted by the clustered s-bots, it stops and starts whirling. This whirling behavior is caused by the high intensity of the sound heard. While the s-bot is whirling, it is subject to a strong attraction to the sound sources and a weaker repulsion from obstacles. As the s-bot gets closer to the cluster, the intensity of sound received increases, until a certain threshold is reached. Then, the s-bot moves forward, and joins the cluster.
Note that the performance of the neural controller with respect to the given fitness measure is maximized by this strategy: s-bots are in contact when clustered, thus minimizing the distance from their center of mass. Evolution has exploited one important invariant present in the experimental setup: the number of s-bots. In fact, only clusters of three or more s-bots are stable, which constitutes the majority in a group of five s-bots. This assures that a single stable cluster of five s-bots will always be formed. This kind of strategy is perfectly tuned for a group of five s-bots, but it also suggests that when the group size increases it will be more difficult to obtain a single cluster, but rather multiple smaller clusters will be formed.
In order to confirm this hypothesis, we analyzed the scalability of the clustering behavior by evaluating the fitness in different group sizes, ranging from 2 to 20 s-bots. For each size, the fitness of the group is evaluated 100 times 4 . The results plotted in Figure 7 show that, as expected, the behavior does not scale well with the group size. As shown in Figure 6 (b), clusters of size two are not stable, and this is confirmed by the low fitness shown in the plot. However, it is surprising to see that clusters of size three also have a low average fitness, and the fitness values vary from 0 to nearly 1. This result can be explained by the fact that the density of s-bots in the arena is too low, thus it is less probable that they can meet and form a stable cluster within the limited time. This justifies the high variance in the corresponding data. Sizes four and five represent the optimum group size, as expected. The performance of groups of six s-bots is also satisfactory, however the variance in the performance increases due to formations of two clusters of three s-bots. Then, as the group size increases, the performance decreases, initially accompanied by a high variance in the data, due to multiple possible situations. For larger group sizes, the variance decreases, along with the performance. This can be explained by two observations: first, the larger the group size is, the more small clusters are formed. Second, a higher density of s-bots creates a high intensity of sound throughout the arena, causing all the s-bots to whirl in place.
The intensity of sound, as perceivable by an s-bot in the arena, creates a sound field which can be used to give an approximate indication of the sound attraction forces acting on the s-bots. Figure 8 plots the change in the sound field over time for 5, 10 and 20 s-bots. In the group of five s-bots, a single cluster is formed, while multiple clusters appeared for larger group sizes. The last row in Figure 8 shows that the high intensity of sound inhibits the exploration behavior of the s-bots and makes them join the nearest s-bot or cluster.
Dynamic clustering behavior
The dynamic clustering behavior creates loose aggregates, where s-bots stay close to each other, but move and change their relative positions. In this way, the cluster can change shape and move across the arena. We analyze here the most representative evolved behavior belonging to this class. Figure 9 plots the best and the average fitness of the population. Note that the fitness values are smaller than the ones achieved in the static clustering behavior evolution. In fact, the behavior does not minimize the distances between s-bots and hence the clusters obtained are less compact than the ones obtained with the static clustering behavior.
Also in this case we perform an analysis of the evolved behavior observing the exploring and clustering capabilities of the s-bots. Figure 10(a) shows the trajectory of a single s-bot during exploration. The s-bot moves slowly and accelerates near an obstacle, doing a sharp clockwise turn to avoid the collision. A circular trajectory is observed when the s-bot is far from any obstacles. However, this is not as apparent as in the static clustering behavior. Figure 10 (b) shows the trajectories of two s-bots as a demonstration of the dynamics of the interaction. When the s-bots sense each other, they approach and start moving together, one leading and the other following. This sort of "flocking" behavior creates clusters that are still able to explore the arena and merge with other s-bots or clusters. Similar flocking movements might be observed also in groups of three s-bots, while for larger clusters the continuous change in the relative positions among the s-bots results in a slow movement of the whole aggregate. Differently from the static clustering behavior, this strategy presents robustness with respect to the formation of sub-clusters. Thus, we expect that, when changing the number of s-bots involved in the experiment the performance will gracefully degrade, and that we will observe the formation of a single cluster.
The scalability analysis confirms this expectation on the dynamic clustering behavior. It is performed in the same way as for the static clustering behavior and the results are plotted in Figure 11 . The plots show that the performance of the group decreases almost linearly with the group size. This decrease in performance is due to the fact that the minimum average distance to the center of the cluster grows with the number of s-bots due to their physical embodiment.
In this dynamic clustering behavior, there are no unstable clusters. On the contrary, clusters can move in the environment, each s-bot maintaining its average distance from the center of mass and eventually forming a single aggregate. The best case is the cluster of two, mainly because the s-bots can stay very close to each other. This analysis confirms that the evolved behavior is well suited for different group sizes, as sub-clusters, when formed, can continue the aggregation process. The fitness obtained for different group sizes is plotted. The average fitness is drawn as a thick line (see also Figure 7 for explanation of the graph). Figure 12 shows the snapshots of sound fields observed from the dynamic clustering behavior. It is worth noting that, unlike the observations made on static clustering behavior, a high intensity of sound in the arena is not problematic for the movement of the s-bots. On the contrary, it seems to serve as a communication medium that guides the clustering.
The reader might have noted that, although s-bots have control over their grippers, these are not used. As mentioned before, in the presented work we were mainly interested in the study of self-organized aggregation, and not in selfassembling. Nevertheless, connections could have been established because they minimize the relative distance between two s-bots thus obtaining high fitness values. What was observed, however, is that connected s-bots were, in most cases, unable to move in a coordinated way, making the formation of clusters difficult if possible at all. To effectively aggregate and self-assemble, assembled s-bots should be able to display coordinated movements, which is the subject of the following section.
Evolving Coordinated Movement
In this section, we consider an coordination problem, in which a swarm-bot made of a collection of assembled s-bots has to display coordinated movements. Here, s-bots start assembled in a swarm-bot, and they have to solve the problem that their wheels might have different initial directions or might mismatch while moving. In order to coordinate, s-bots should be able to collectively choose a common direction of movement, having access only to local information.
Evolving neural controllers, we were able to find simple and effective solutions that allow s-bots to display coordinated movements independently from the topology of the swarm-bot and of the type of link with which s-bots are connected. Moreover, we will see that evolved s-bots also exhibit obstacle avoidance behaviors (when placed in an environment with obstacles) and object pulling/pushing (when assembled to or around an object.)
Experimental Setup
The swarm-bot consists of four s-bots assembled in a linear structure, as shown in Figure 13 . Differently from the previous experiments, s-bots have the possibility to rotate their body with respect to their wheels 5 . Each s-bot is modeled by a rectangular chassis provided with two motorized and two passive wheels and a cylindrical turret that is connected to the chassis through a motorized "hinge joint" that can rotate around the vertical axis. Each s-bot has a physical link through which it is attached to another s-bot along the perimeter of its turret. The link consists of another "hinge joint" that has a rotation axis parallel to the horizontal plane and is perpendicular to the line formed by the four s-bots. Each s-bot is provided with a traction sensor, placed at the turret-chassis junction, that returns the direction (i.e. the angle with respect to the chassis' orientation) and the intensity of the force of traction (henceforth called "traction") that the turret exerts on the chassis (Figure 14) . Traction is caused by the movements of both the connected s-bots and the s-bot's chassis. Notice that the turret of each s-bot physically integrates the forces that are applied to the s-bot by the other s-bots. As a consequence, the traction sensor provides the s-bot with an indication of the average direction toward which the team is trying to move as a whole. More precisely, it measures the mismatch between the directions toward which the entire team and the s-bot's chassis are trying to move. The intensity of the traction measures the size of this mismatch.
Each s-bot's controller is a neural network with 4 sensory neurons that encode the traction plus one bias neuron. These are directly connected with 2 motor neurons that control the two motorized wheels and the turret-chassis motorized joint. The four sensory neurons encode the intensity of the traction from four different preferential orientations with respect to the chassis (front, right, back and left). For each sensor, this intensity decreases linearly with respect to the absolute difference between the sensor's preferential orientation and the traction's direction, and is 0 when this difference is bigger than 90 degrees. The activation state of the motor units is normalized between [-10, +10] and is used to set the desired speed of the two corresponding wheels and the turret-chassis motor. The graph shows the direction (angle) of the chassis of the four s-bots in 150 cycles, starting with two different initial random orientations (thick and thin lines, respectively).
the beginning and at the end of each epoch:
where n is the number of s-bots involved in the experiment, X j (t) are the coordinates of the j th s-bot at cycle t, X(t) are the resulting coordinates of the center of mass of the group, and D is the maximum distance that a single s-bot can cover in T cycles by moving straight at maximum speed (see [3] for more details). Figure 15a shows how the fitness of the population, averaged over the 10 replications, changes across 100 generations. At the end of the evolution, the best team of each replication was tested for 100 epochs, and the corresponding average performance is reported in Table 1 . It can be noticed that most replication of the experiment succeeded in finding a very good solution 6 . Direct observation of the behavior shows that s-bots start to pull in different directions, orient their chassis in the direction where the majority of the other s-bots are pulling, move straight along this direction that emerges from this negotiation, and compensate successive mismatches in orientation that arise while moving. As shown in Figure 15b , the direction that emerges from the negotiation between s-bots changes in every trial.
Obtained Results
The analysis of how evolved individuals react to different direction and intensity of the traction indicates that they developed a simple strategy that can be described in the following way: (i) When the chassis of the s-bots are oriented toward the same direction, the intensity of the traction is null and the s-bots move straight with maximum speed. (ii) When the intensity of the traction is low, the chassis of the s-bots are oriented toward similar but non-identical directions. In this case, s-bots tend to turn toward the average direction in which the whole group is moving, i.e., they tend to turn left when the traction comes from the left side and right when the traction comes from the right side. (iii) When the intensity of the traction is high and comes from the rear direction, the chassis of the s-bots are oriented in rather different directions. For instance, three s-bots might be oriented toward North and one s-bot might be oriented toward South. In this case the s-bots tend to change their direction. The s-bots that have the higher mismatch with respect to the rest of the group feel a stronger traction than others, and this assures that a unique direction finally emerges for the whole team. In particular, in the example just described, the s-bot facing South will change its direction more quickly than the other three s-bots facing North. Note that in this case all s-bots would feel a traction from the rear. The only difference between the s-bots is that the individual oriented toward south feels a traction intensity stronger than the other individuals. Aside from this schematic description, note that the non-linearities in how s-bots react to traction coming from different angles and of different intensities seem to play an important functional role that we are still trying to understand.
Generalization Properties
As we claimed above, evolved control systems display an ability to produce coordinated movements independently from the number of s-bots, the topology with which they are connected, and the type of links. For instance, by testing a team of 8 s-bots connected so to form the star formation shown in Figure 16a , we observed that they display an ability to negotiate an unique direction and to move toward such emergent direction also in this case (see Figure 16b) .
S-bots also display an ability to produce coordinated movements when assembled by means of flexible instead of rigid links. Flexible links consists of two segments connected by a hinge joint that allow the connected s-bots to rotate on the ground plane along the middle point of the link. By testing eight s-bots connected by flexible links so to create a snake formation, we observed that s-bots able to negotiate an unique direction and produce coordinated movement along such direction also in this case. At the beginning of each trial, the formation deforms as a consequence of the different orientation of the chassis of the s-bots but after some time it settles to a stable configuration and a common direction also in this case. Given that in flexible assembled structures the motor action performed by s-bots might affect the shape of the swarm-bot rather than the traction perceived by the s-bots, these results seem to indicate that the evolved strategy is extremely robust and allows s-bots to coordinate even when traction sensors provide incomplete information about the movements of the team. Furthermore, by placing s-bots in an environment with obstacles, we observed that they display individual and collective obstacle avoidance behaviors. In fact, when an s-bots hits an obstacle, the turret exerts a traction on the chassis in the opposite direction of the obstacle. Following the bump, then, a single s-bot turns and avoids remaining blocked by the obstacle. When assembled, the traction resulting from the bump is transmitted to the other s-bots through the physical links, letting the whole group reorganize and change direction, thus avoiding the obstacle. Also in this case, s-bots are able to collectively avoid obstacles independently of the number of assembled s-bots the way in which they are connected, and the type of links. Figure 17 shows the behavior of a snake formation connected with flexible links in an arena surrounded by walls and including four cylindrical obstacles. As shown in the figure, the swarm-bot displays an ability to coordinate and to collectively avoid walls. Given that s-bots are connected through flexible links, the swarm-bot tends to change its shape during coordination phases and during collision with obstacles. However, given that s-bots also tend to maintain their direction of movement, the swarm-bot displays also an ability to go through narrow passages, eventually deforming its shape according to the configuration of the obstacles. This collective obstacle avoidance behavior is also very robust. In fact, many of the evolved behaviors tested in a snake formation never got stuck during long observation periods. This can be explained by considering that swarm-bots assembled through flexible links are dynamical systems that keep changing shape until they disentangles from the obstacles. By moving, s-bots also change their relative positions with respect to other s-bots so that the whole swarm-bot always generates new configurations and has an extremely reach dynamic.
Finally, we observed that s-bots connected to an object, or connected so to form a closed structure around an object, tend to pull/push the object in a coordinated fashion. Figure 18a shows an example of eight s-bots assembled to a cylindrical object through rigid links. If the weight of the object is below a given threshold, s-bots display an ability to coordinate and to drag the object toward the direction that emerges from the negotiation between them (Figure 18b ). This behavior can be explained by considering that evolved s-bots tend to follow the average direction of the team but also have a tendency to maintain their direction of movement if the intensity of the perceived traction is not too high and the angle of the traction differs of about 180 degrees from the direction of movement. Incidentally, this suggests that this tendency to persevere in moving toward the current direction (when the traction comes from the opposite direction) also plays a role in the ability to produce coordinated movement. 
Conclusions
This paper introduced a new robotic concept, called a swarm-bot, defined as an artifact composed of simpler autonomous robots, called s-bots. An s-bot has limited acting, sensing and computational capabilities, but can create physical connections with other s-bots, thus forming a swarm-bot that is able to solve problems the single individual cannot cope with. We presented in this paper some of the results obtained in the attempt to control a swarm-bot. In particular, we chose to exploit Artificial Evolution for synthesizing the controllers for the s-bots, and for obtaining self-organization in the robotic system. The solutions found by evolution are simple, general and in many case they generalize to different environmental situation. This demonstrates that evolution is able to produce a self-organized system that relies on simple and general rules, a system that is consequently robust to environmental changes and to the number of sbots involved in the experiment. Concerning the aggregation task, the obtained results showed that evolution was able to synthesize simple but effective behaviors. This was done mainly exploiting some invariants present in the environment and the complex interactions among s-bots and between s-bots and the environment. The evolved aggregation behaviors can be considered self-organized. Basically, the attrac-tion to sound sources serves as a positive feedback mechanism: the higher the intensity of sound perceived, the higher the attraction toward the source, which is consequently amplified. On the other hand, the repulsion between s-bots constitutes the negative feedback mechanism: it makes clusters of 2 s-bots unstable in the static clustering behavior, and results in the movement of the clusters in the dynamic clustering behavior. The dynamic strategy scales with the number of s-bots because it does not strongly rely on environmental invariants, but is merely a result of a dynamic interaction between the s-bots, which makes it more robust to environmental changes.
In the second set of experiments, we described how coordinated movements can be performed by a group of simulated s-bots that are physically connected to form a swarm-bot. We showed that the problem can be solved in a rather simple and effective way, by providing the s-bots with a traction sensor and by evolving the neural controllers. The evolved strategy exploits the fact that the body of a swarm-bot physically integrates the effects of the movements of the single s-bots. The traction sensor allow s-bots to detect the result of this integration. In this way, the problem of producing coordinated movements can be easily solved. In fact, these sensors allow s-bots to have direct access to global information about what the entire group is doing.
We also showed how neural controllers are able to generalize in rather different circumstances, even if they were evolved for a particular case, that is, for the ability to produce coordinated movement in a swarm-bot of four s-bots forming a linear structure. We have observed that (i) evolved controllers produce coordinated movements in swarm-bots with varying size, topology, and type of links; (ii) they display individual and collective obstacle avoidance when placed in an environment with obstacles; (iii) they spontaneously produce object pushing/pulling behavior when s-bots are assembled to or around a given object. These results suggest that this strategy might constitute a basic functionality that, complemented with appropriate additional functions, might allow swarm-bots to display a large number of interesting behaviors.
The cost of the evolutionary approach is twofold: on one hand, it is necessary to identify initial conditions that assure evolvability, i.e., the possibility to progressively synthesize better solutions starting from scratch. On the other hand, artificial evolution may require long computation time and it is often unfeasible on real robots. For this reason, software simulations are often used. The simulations must save as much as possible the interesting features of the robotenvironment interaction. Thus, we choose to develop our simulations using a rigid body dynamics simulator. We plan in the future to study the problem of transferring the controllers evolved in simulations to the real swarm-bots.
In future work, we would like to investigate the emergence of functional aggregation, for example, in prey retrieval or in navigation on rough terrain. Furthermore, we would like to evolve swarm-bots able to move toward a given target and to assemble and disassemble on the basis of their current goal and of the environmental conditions. From this point of view the results reported in this paper on individual and collective obstacle avoidance behavior suggest that the problem of controlling single s-bots and teams of assembled s-bots might be solved with uniform and simple control solutions. Moreover, the results reported in the paper on the ability to generalize to rather different situations suggest that control solutions might scale up to significantly complex conditions.
