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Abstract
The thermodynamic modelling of phase equilibrium is of central importance
in chemical engineering applications. The design, operation and develop-
ment of new chemical processes is based to a large extent on the knowledge
of the equilibrium that occurs between co-existing fluid phases. Where re-
liable experimental data at required process conditions is unavailable, an
understanding of the molecular description of condensed phase matter is
key to predicting the thermodynamic properties of these fluid systems. To
this end, numerous models and theories have been developed that seek to
link microscopic intermolecular interactions with bulk macroscopic thermo-
dynamic properties. In this thesis, two such constructs for the prediction
of phase equilibrium are considered. The empirical linear solvation energy
relationship (LSER) that relates specific/unspecific intermolecular interac-
tions to infinite dilution solute properties, and equations of state (EoS) for
the prediciton of vapour-liquid and liquid-liquid equilibrium.
The LSER model utilises hydrogen bond acceptor/donor parameters (A and
B) alongside polarisability (S), volume (V) and molar refraction (E) param-
eters to describe various solute properties. In this study, the prediciton of
solute infinite dilution partititon coefficient is of particular interest. While
the V and E parameters can be obtained from molecular structure calcula-
tions that account for the number of atoms and bonds in a molecule, the re-
maining LSER parameters are usually derived from chromatographic exper-
iments. However, successive studies have successfully correlated and pre-
dicted the hydrogen bonding parameters from quantum mechanical (QM)
calculated molecular properties, enabling the rapid calculation of infinite
dilution solute properties in the so-called QM/LSER approach. In this the-
sis, two independent linear regression relationships that relate theoretically
calculated hydrogen bond stabilisation energies at a donor and/or acceptor
site(s) to experimental hydrogen bonding ability of a solute molecule have
been determined. Once obtained, the solute hydrogen bonding parameters
are used in conjunction with dispersion and volume parameters in the LSER
to obtain solute partition coefficients. Using this approach ,the octanol/wa-
ter partition coefficients of various molecules have been estimated, of this,
the absolute average error of a sub-set of straight chained, mono-functional
solute molecules has been determined to be 23.04% when compared to ex-
perimental data.
The second approach to modeling condensed phased matter is based on the
statistical associating fluid theory (SAFT), a molecular-based equation of
state with a foundation in statistical mechanics. Here, a recently devel-
oped group-contribution version i.e., SAFT-  is considered. The SAFT-  EoS
has been successfully applied in the prediction of the octanol/water patition
coefficients of a range of solute molecules that include n-alkane, n-alkene, 2-
ketone and n-amine molecules. Where the average absolute error of SAFT-
  predicitons when compared to experimental data is found to be 13.20%.
However, as with other EoS, SAFT-  is dependent on experimental data re-
quired to parameterise the various groups that make up the fluid/fluid mix-
ture under investigation. The aim of this work is to increase the predictive
ability of SAFT-  by reducing dependence on experimental data, whereby in-
stead of equilibrium data, solute partition coefficients estimated using the
QM/LSER method are used to parameterise the relevant molecular groups.
In the final part of the thesis, the proposed hypothesis of combining the
QM/LSER and SAFT-  methods is tested with the aim of predicting the
phase behaviour of binary mixtures. The method relies on the calculation
of partition coefficients using QM and LSER, the calculated partition coef-
ficients are then used to parameterise the unlike group-group interactions
required for the prediction of binary mixture behaviour in SAFT- . This
methodology has been validated using the n-aldehyde and 2-ketone chemi-
cal families, where using QM/LSER to parameterise SAFT-  has been found
to achieve results that are comparative to the classical empirical approach
of parameterising the SAFT-  EoS when predicting binary phase behaviour.
The unlike group interaction parameters for the SAFT-  EoS have been suc-
cessfully parameterised using partition coefficient data estimated from the-
oretically calculated quantum mechanical molecular properties. However,
the solutes considered in this study are limited to linear mono-functional
molecules. The reason for this limitation is two fold. Firstly, predicting hy-
drogen bond parameters of multi-functional molecules is unreliable mainly
as a consequence of polarisation of H-bond sites due to the proximity of
functional groups. Therefore a better understanding of how polarisation
affects hydrogen bonding is required. Secondly, within SAFT-  the major-
ity of available groups are for modeling linear mono-functional molecules.
However there is continuing work to model both branched and multifunc-
tional molecules. Once both of these concerns are effectively dealt with, the
proposed methodology can be used to characterize a wider range of SAFT-
  groups and predict thermodynamic behaviour of molecules based on QM
molecular calculations.
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Chapter 1
Introduction
The basis for the design and simulation of chemical, biochemical and en-
vironmental processes is a set of physical and thermodynamic properties.
However since it is not always possible to find reliable experimental data at
required process conditions, and it is impractical to carry out measurements
as the need arises, various thermodynamic models have been proposed to es-
timate the required properties. This is especially true in molecular design
where molecular structures that match certain target properties are sought.
Historically this approach has been based on heuristics and experiments,
where combinatorial chemistry was widely utilised to produce collections of
molecularly diverse compounds that could be experimentally screened for
desirable properties [1, 19]. Despite improvements in analytical methods,
the chemical synthesis and empirical characterisation of pure components
and solvent mixtures is subject to several basic criteria. This includes, at-
taining pure samples to work with, which if not commercially available can
be a lengthy and expensive process. Additionally, the solubility of the molec-
ular species in reagents at the required experimental conditions could po-
tentially make it difficult to obtain usable data. It is into this environment
that computer aided methodologies (CAMD) [20] have emerged as viable al-
ternatives to combinatorial chemistry. The success of CAMD [20] methods
is explicitly linked to the availability of accurate thermodynamic models.
These models allow for the exploration of a large design space of molecu-
lar structures and in the case of mixture formulation, the investigation of
composition on various thermodynamic properties in a systematic manner.
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The molecular description of condensed phase matter is key to understand-
ing and predicting the thermodynamic properties of fluid systems. As part
of this understanding, the link between microscopic intermolecular interac-
tions and macroscopic bulk properties is of great relevance. Typically this
is achieved through liquid state theories [21], which range from the origi-
nal approach by van der Waals (vdW) [22], through to the use of empirical
correlation functions, to the advent of sophisticated perturbation models as
seen in the latest statistical mechanical equations of state (EoS) [23, 24].
The famous vdW EoS [22] (equation 1.1)sought to deal with and improve
upon the principal failings of the ideal gas law. With the introduction of
the b parameter to account for the excluded volume per molecule, and an
a parameter to account for the attraction between molecules, the vdW EoS
[22] is credited with being the simplest equation that is able to qualita-
tively describe real fluids with liquid and vapour phases that merge at the
critical point [25]. However a fundamental limitation of the vdW EoS [22]
is the poor accounting of the repulsive interactions. This is mainly due
to the realisation that the excluded volume is not an additive parameter.
Therefore at high densities where the molecules are expected to be closer
together the ‘true’ excluded volume is less that the sum of excluded volumes
per molecule, making the vdW EoS [22] inaccurate when estimating liquid
phase behaviour [26].
V =
RT
Vm   b  
a
V 2m
(1.1)
However the mathematical form of the vdW equation [22] is convenient for
use in engineering applications as the overall equation is a cubic polyno-
mial that can be readily solved. Therefore rather than change the functional
form of the equation by making the b parameter a function of density, a fam-
ily of cubic EoS have been developed that make temperature adjustments
to the attractive a parameter in an effort to improve upon liquid phase de-
scription. The most famous of these being the cubic Redlich-Kwong [27],
Soave-Redlich-Kwong and Peng-Robinison [28] EoS.
In cubic EoS, pure component molecular parameters are obtained from pure
component phase behaviour. For mixtures, a combination of mixing rules
for the equation of state constants (a/b) and combing rules for the binary
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interaction parameters are required. This use of combining/mixing rules to
derive molecular mixture specific parameters means that in addition to be-
ing limited to the modelling of relatively simple mixtures, cubic EoS cannot
be used in a predictive manner as the mixture parameters have little to no
transferability [26]. This precludes the use of cubic EoS in processes that re-
quire a significant predictive ability in a thermodynamic model e.g., CAMD
[20].
An approach that seeks to redress these limitations involves the deconstruc-
tion of molecules into distinct elements/groups. In this approach a fluid
mixture is regarded as a solution of these elements (Figure 1.1). The under-
lying assumption of these so-called group contribution methodologies is that
molecular properties can be determined as an appropriate sum of contribu-
tions from these functional groups regardless of what particular molecule
the group appears in. The independence of the contribution of a group to
a particular property from its precise location in a given molecule; i.e., in
terms of its neighboring groups ensures that the contributions can be used
in a fully predictive manner. This enables the properties of a wide range of
fluid and fluid mixtures to be estimated from the properties of a relatively
few functional groups.
FIGURE 1.1: Deconstruction of molecules into independent functional
groups within the solution of groups concept that is the basis of group con-
tribution methods.
Various thermodynamic models have incorporated some aspect of group con-
tribution. Historically the most widely used is the universal quasi-chemical
function group activity coefficient (UNIFAC) method by Fredenslund (1977)
[29, 30]. UNIFAC is based on the assumption that the activity coefficient
of a component can be separated into two contributions: a combinatorial
part that reflects the size and shape of a molecule (caviation) as expressed
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by the groups that make up the component, based on the work of Guggen-
heim [31]; and a residual contribution that accounts for the attractive in-
teractions between groups as described by a Wilson-type relationship [32].
With 1530 distinct group interaction parameters covering 93 groups [33],
the major application of UNIFAC is in the estimation of vapour-liquid (or
liquid-liquid) equilibrium of highly non-ideal systems at low pressures [34].
Conversely high-pressure applications require the use of cubic EoS. There-
fore to make use of an EoS while incorporating the predictive aspects of
group contributions requires either, combining cubic EoS with activity co-
efficient models such as UNIFAC to form predictive EoS/gE models, or as
seen more recently, in the development of the statistical associating fluid
theory (SAFT) EoS within the group contribution formalism e.g., GC-SAFT
[35] and SAFT-  [36].
SAFT [23] is a family of theoretically derived molecular models that is based
on perturbation theory as outlined by Wertheim [37–40]. Making use of a
statistical mechanical approach, these EoS relate thermodynamic proper-
ties to detailed intermolecular interactions that are exhibited by complex
systems. Therefore SAFT EoS are able to simultaneously overcome the lim-
itation associated with lattice models which restricts UNIFAC to low pres-
sures, while also increasing the range of molecules that can be reliably mod-
elled when compared to cubic EoS that are limited to simple molecules and
molecular mixtures. A review of the history and development of the SAFT
EoS within the context of group contribution is detailed in section 4.5
Despite being used to make predictions, at its heart the solution of groups
concept is empirical. Typically a set of parameters that describe a functional
group are obtained through regression to relevant experimental data. These
groups once parametrised can then be used transferably to estimate the
properties of fluid systems that they appear in. This dependence on empir-
ical data has the potential to restrict the parametrisation of characteristic
groups that represent molecules for which experimental data is lacking or
incomplete. Recently, the successful use of QM calculated properties within
a SAFT-type EoS [41–43] has initiated the possibility of using theoretically
calculated QM properties within SAFT. However the observation that QM
calculations are typically performed in vacuum, while EoS are used to esti-
mate the thermodynamic properties of a condensed phase means that there
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is an inherent disconnect between SAFT and any properties that are gener-
ated from QM calculations.
To address this disconnect, a bridging step is proposed that allows for SAFT-
  parameters to be obtained indirectly from ab-inito electronic wavelength
calculations. This involves the use of the linear energy approach to mod-
elling condensed phase behaviour. These relationships divide solvent ef-
fects into specific and non-specific interactions that occur between solute
and solvent molecules. To account for these interactions, a variety of multi-
parameter models and their attendant parameters have been proposed to
explain and quantify the solvation process, of which the Linear Solvation
Energy Relationship (LSER) proposed by Taft et al. [44] is the most suc-
cessful and widely accepted. The LSER makes use of solute hydrogen bond
donor/acceptor parameters (Ai and Bi) , alongside polarisability (Si) , volume
(Vi) and molar refraction (Ei) parameters to describe various solute-solvent
properties (SP). In this thesis, the partitioning of solute molecules into an
octanol/water solvent mixture will be of particular interest i.e. octanol/wa-
ter infinite dilution partition coefficient. While the Vi and Ei parameters are
generally obtained frommolecular structure calculations that consider bond
length and the number of atoms [45] as inputs, the Si, Ai and Bi parameters
are derived experimentally. However, through a series of studies, Platts et
al. [46, 47] successfully correlated and predicted the Si, Ai and Bi parame-
ters with QM calculated molecular properties. In this thesis, theoretically
calculated QM properties are to be used to predict the solute hydrogen bond
ability of a molecule. These QM generated hydrogen bond parameters will
in turn be used in the solute LSER to estimate/predict the infinite dilution
octanol/water partition coefficient of solute molecules, which as an example
of ternary phase equilibrium data will in turn be used to parametrise the
square-well version of the group contribution SAFT EoS i.e. SAFT-  [36].
In Figure 1.2, the QM/LSERmethodology through which pseudo-experimental
infinite dilution data will be generated from QM wavelength calculations,
and used to parameterise the SAFT-  Eos is summarised. The steps in-
volved in this methodology include:
i) Step 1 : Generating and carrying out molecular structural calculations
in Gaussian09 [48]. Here the B3LYP/6-311+(d,p), quantum mechanical
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FIGURE 1.2: Methodology for generating infinite dilution octanol/water
partition coefficient data (Pi,ow) from theoretical QM calculations for the
parametrisation of SAFT-type equations of state
method and basis set are used to carry out electronic wavefunction cal-
culations. Probe molecules, HCN for hydrogen bond donor and HF for
hydrogen bond acceptor ability as well as isolated molecule properties
are used to determine the hydrogen bond strenght of a molecule.
ii) Step 2 : Two sets of theoretically calculated properties i.e., hydrogen
bond stabilisation energy ( ENCH) and electrostatic potential at the
donor hydrogen for hydrogen bond donor (ESP), and hydrogen bond sta-
bilisation energy ( EHF ) and change in HF bond length on formation
of hydrogen bond cluster ( r) are used in empirical regression relation-
ships to predict the solute hydrogen bond acidity (Ai) and basicity pa-
rameters (Bi).
iii) Step 3 : The theoretically determined Ai and Bi parameters are used
alongside dipolarity/polarisability (Si) parameters that represent the
non-specific solute interactions, as well as volume (Vi) and molar refrac-
tion (Ei) terms are used in a multi-variate linear energy relationship
(solute LSER) to predict the infinite dilution partition coefficient of so-
lute molecules in octanol/water.
iv) Step 4 : Using a least squares fitting algorithm the semi-empirical in-
finite dilution partition coefficient can then be used to parametrise the
relevant groups in the SAFT-  EoS.
v) Step 5 : The generated SAFT-  interaction parameters can then be used
to predict the behaviour of binary mixtures.
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This methodology further extends the predictive ability of group contribu-
tion EoS and has the potential of limiting the dependence of SAFT-  SW
on empirical data especially when dealing with novel molecules for which
experimental data is lacking, as may be proposed when carrying out CAMD
calculations. The primary objective of this study is therefore to prove the vi-
ability of the QM/LSER methodolgy when compared to the classical method
of fitting SAFT-  SW parameters to emprirical equilibrium data. The fol-
lowing chapters will seek to introduce the theories that underpin the solva-
tion process, before discussing the LSER and EoS approaches to modeling
condensed phase behavior, and finally presenting an analysis of the rela-
tive accuracies of the classcial and QM/LSER approaches to parameterising
SAFT-  SW.
Chapter 2
Solvation
2.1 Introduction
Solvation refers to the intermolecular interactions that exist between solute
and solvent molecules [49]. Conventionally the solvent is the component
in excess, while the minor component(s) are referred to as the solute. This
in turn directly leads to the definition of a solution which is the resultant
liquid phase mixture that consists of more than one substance in variable
ratios.
At the molecular level there is an interaction potential - u(r) between any
two molecules which is referred to as the intermolecular pair potential of
interaction. The derivative of this potential with respect to distance is the
interaction force acting between the two molecules i.e., F =  du/dr, and
the work done by this force is referred to as the free energy. In considering
the forces between molecules in solution, several effects arise that are not
present when the interaction occurs in vacuum. This is because any inter-
action in a medium involves numerous molecules, making this a many-body
interaction problem. To reflect this the pair potential is refined to account
for this fact leading to the use of a potential of mean force, !(r) instead of
the pair particle potential [50].
A useful indication of the interactions associated with the solvation process
is the change in the Gibbs free energy, Gsolvi,j , which is defined as the free en-
ergy change when a molecule or an ion i is transferred from a vacuum or gas
8
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phase into a solvent j. Therefore the  Gsolvi,j term is a measure of how well
a solvent can solvate a molecule or ion.  Gsolvi,j cannot be measured directly
but rather can be estimated by extrapolating infinite dilution experiments.
Several other methodologies have been suggested to approximate this free
energy, in this thesis the popular cavitation theory which separates the sol-
vation free energy into four principle contributions [51] will be considered
i.e.,
 Gsolvi,j =  G
cavity
i,j + G
orientation
i,j + G
isotropic
i,j + G
anisotropic
i,j . (2.1)
When an individual molecule is introduced into a condensed medium there
are two contradictory energetic effects are that accounted for in the cavity
term. These are, the entropic penalty due to a reorganisation of the solvent
molecules and the work done in reordering the solvent medium around the
cavity to accommodate the solute molecule.
The orientation term refers to the free energy change due to the ability
of a solute molecule to perturb the local ordering/structure of the solvent
molecules when introduced into the solvent. If this free energy contribution
varies with distance it produces an additional solvation or structural force.
Gurney et al. [52] developed the idea of different regions around a dissolved
ion introducing the term cosphere to depict the zone surrounding a spheri-
cal ion in which significant differences in the structure and properties of the
solvent molecules can be expected.
Various methods have since been used to study the statics and dynamics of
this re-ordering of the solvent molecules by the solute. Foremost is the use of
NMR spectroscopy, which takes advantage of the fact that solvent molecules
directly bound to a solute exhibit a different chemical shift compared to the
bulk solvent. However this method is limited due to the relatively brief life-
time of the solvation shell due to the continuous rotation/exchange of the
solvent shell molecules. If the exchange of molecules between the bulk sol-
vent and the inner solvation shell is slower than the NMR time-scale then it
is possible to observe different resonance signals for the free and bound sol-
vent. This and other spectroscopic methods have been used to develop mod-
els that describe the structure of solvent shells of ions and molecules [49].
The first model is as depicted in Figure 2.1a, here the directional properties
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A
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Bulk Solvent
A
B
C
(a) (b)
Dissolved Solute Oriented Solvent
FIGURE 2.1: Idealised multi-zone model for ion solvation showing local
composition effects:(a) low degree of order such as in hydrocarbons, consist-
ing of solvation shell A and a disordered bulk solvent B; (b) highly ordered
solvents such as water, consisting of immobilised solvent molecules in sol-
vation shell A, intermediate structure-broken region B, and bulk solvent
region C.
of the dissolved solute dominates in a large region around the center and
decreases gradually into the unperturbed bulk solvent. This separates the
solution into an ordered sphere or primary solvation shell (A) that decays
into the disordered bulk solvent (B). The second model as depicted in Fig-
ure 2.1b describes an aqueous solvent or any other similarly polar solvent
and distinguishes between three different regions. In the first orientation
region (A), the solvent molecules are more strongly bound to the solute and
are therefore considered to be less mobile than the molecules in the bulk sol-
vent. At a distance from the solute the normal structure of the pure solvent
exists, this is zone (C). This leaves an intermediate region (B) where there
are highly mobile solvent molecules [53].
The isotropic energetic contribution is related to electron density fluctua-
tions that are universally common to all molecules. This arises because the
molecular pair potential in condensed systems depend not only on the di-
rect interaction energies between molecules, but also includes changes in
the solute-solvent and solvent-solvent interaction energies as the molecules
approach each other. These electrostatic energetic contributions that are
commonly referred to as non-bonding interactions are known to decay with
the inverse sixth power of the distance of seperation (1/r6) i.e. decay rapidly
but have along radius of activity.
The anisotropic term reflects the energetic contribution due to the formation
of directional and specific intermolecular forces i.e., hydrogen bonding that
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occurs at localised points in solvated molecules.
All these energetic contributions do not occur in isolation but rather are in-
terrelated, collectively they are referred to as solvent effects. The rest of this
chapter is concerned with a discussion of the important isotropic (disper-
sion) and the anisotropic (hydrogen bonding) interactions, an introduction
to the experimental scales used to measure these effects, and the correla-
tion function approach that employs these scales to model condensed phase
properties.
2.2 Solute/Solvent Interactions
This section is concerned with a brief introduction to the different bonds and
interactions that may occur in molecules as a way of understanding the key
characteristics of solute-solvent interactions. At this point, it is important
to introduce covalent and ionic bonding as a precursor to the discussion on
the complex intermolecular interactions which follows.
The key feature of covalent bonds is that they occur due to the sharing of
electrons between atoms, which results in an increased electron density be-
tween the atoms. An example of this is the bonding that occurs in H2O and
CH4, where each bond in associated with the sharing of a pair of electrons.
It is however also possible for electrons to be shared between more than two
atoms as evidenced by the ⇡-system in benzene which results in de-localised
covalent bonding. Another possibility is for the formation of multiple bonds
where two or three pairs of electrons are shared between atoms resulting in
double or triple covalent bonds. A key property of covalent bonds is direc-
tionality, this ensures that an optimum interaction occurs when the bonds
to a given atom have a particular spatial arrangement.
Ionic bonding occurs due to strong electrostatic interaction between ions.
This occurs when the ions are arranged in such a way that the attractive
interactions between the oppositely charged ions are able to overcome the
repulsive interactions that may occur between similarly charged ions. In
contrast to covalent bonding, ionic bonds have no associated directionality
and are only governed by the distance between the charged species. A com-
plication in ionic bonds may arise when the electrostatic force between ions
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is so strong that it dominates all other interactions. It is therefore possible
to have significant covalent interactions between ions, making the idea of a
pure ionic or covalent bond an idealisation.
For the purposes of comparison the average energy needed to break covalent
bonds is quoted as [49]: between 150 - 350 kJ/mol for typical single bonds;
approximately 600 kJ/mol for double C=C bonds; and 950 kJ/mol for triple
N ⌘ N bonds. Conversley, ionic bond strength which is determined by find-
ing the energy required to separate electrostatically associated ions when
in a solid and separating them to infinity (gas) such that they are no longer
interacting. This is referred to as lattice energy. A typical example is NaCl
which has a lattice energy of approximately 790kJ/mol. As well as varying
inversely with the distance between the ions, ionic bond strength is propor-
tional to the product of of their charges i.e., two doubly charged species are
four times as strong as two singly charged ions.
In addition to the above described inter-atomic bonds, there exist a number
of considerably weaker intermolecular interactions that are referred to as
non-bonding interactions. Despite being weaker than covalent bonds these
intermolecular interactions play a pivotal and complex role in the physi-
cal and electronic properties of molecules thereby affecting the solvation
process. The two most important non-bonding interactions are the disper-
sion/London interactions [54] which are common to all molecules (isotropic)
and the directional (anisotropic) hydrogen bonding. Generally, the disper-
sion/London interactions are also known as van der Waals (vdW) interac-
tions as they are an indirect consequence of the Pauli principle which ex-
cludes electrons from regions of orbital overlap and were empirically char-
acterised by vdW [22] through the excluded volume parameter.
2.2.1 Non-bonding Interactions
Induced dipoles are a direct consequence of the fluctuating electronic den-
sity that occurs in molecules. When there is a buildup of electron density
around one side of atom or region of a molecule, the electron density of the
adjacent particle/region varies accordingly in order to maintain a favorable
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electronic interaction. Overall non-bonding interactions are due to the fa-
vorable electronic interaction between induced dipoles, as well as the at-
traction between the valence electrons of one atom with the positive charge
of the nucleus of the second atom. This interaction is due to the favorable
electronic interaction between molecular dipoles, as well as the attraction
of the valence electrons of one atom with the positive charge of the nucleus
of a second atom. This attraction force which varies with the inverse sixth
power of the distance of separation (1/r6), is referred to as the vdW force
and increases until the distance is less than twice the sum of the vdW radii,
at which point a repulsive interaction takes over preventing the complete
collapse of matter into nuclear densities.
In discussing induced dipole interactions, the potential energy of interaction
between dipoles have to be introduced. To achieve this the classical potential
energy of interaction, equation 2.2 is generalised such that instead of point
charges, higher-order multipoles are included into the relationship. In this
context a point charge is a point particle with a non-zero charge, where the
defining feature of a point particle is the lack of spatial extension i.e. point
particles do not take up space.
V =
q1q2
4⇡"0r
(2.2)
Where q1 and q2 are point charges separated by a distance r, and "0 is the
charge permittivity in vacuum.
Charge-Dipole interactions
The first step in generalising equation 2.2 involves replacing one of the
point charges with a dipole and accounting for the interactions of the partial
charges in Figure 2.2.
The potential energy of interaction between the point dipole, µ1 = q1l and
the point charge q2 is given as the sum of the potential energies of repulsion
and attraction between the respective charges i.e.,
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FIGURE 2.2: Schematic for the calculation of the potential energy of inter-
action between a point dipole moment and a point charge.
V =
1
4⇡"0
"
  q1q2
r   l2
+
q1q2
r + l2
#
=
q1q2
4⇡"0r

  1
1  x +
1
1 + x
 
(2.3)
Where x = l/2r. Due to the observation that for a point dipole l ⌧ r, equa-
tion 2.3 can be simplified using the approximations: 1/(1+x) = 1 x+x2 · · · ;
and 1/(1  x) = 1 + x+ x2 + · · ·
V =
q1q2
4⇡"0r
 [1 + x+ · · · ] + [1  x+ · · · ] ⇡  2xq1q2
4⇡"0r
=   q1q2l
2⇡"0r2
(2.4)
A similar process can be applied to the interactions that occur between two
dipoles as shown in Figure 2.3.
FIGURE 2.3: Schematic for the calculation of the potential energy of inter-
action between two dipole moments.
Here the total interaction energy is given as the sum of four pairwise in-
teractions. Two of these interactions relate to unlike partial charges and
therefore contribute to the attractive term of the potential energy, while the
other two correspond to repulsions between like partial charges i.e.,
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V =
q1q2
4⇡"0
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  q1q2
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+
q1q2
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  q1q2
r + l
 
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where, x = l/r and l⌧ r
=
2xqiq2
4⇡"0r
. (2.5)
As µ1 = q1l and µ2 = q2l, the potential energy of interaction between two
dipoles is given as,
V =
µ1µ2
2⇡"0r3
. (2.6)
From the set of potential energy relationships defined above i.e., equation
2.4 and equation 2.6 which represent the potential energy relationships for
a dipole-point-charge and dipole-dipole interaction the interaction energy is
seen to vary with 1/r2 and 1/r3. This is a feature of the interaction energy
which approaches zero more rapidly the higher the order of the multipole.
Generally for an interaction between a n-pole charge array and a m-pole
charge array, the potential energy is found to vary with distance as [54],
V / 1
rn+m 1
(2.7)
The reason for this rapid decay in the potential energy with distance is that
the higher the number of individual charges that contribute to the multi-
pole, the more rapidly the array of charges appear to blend together into
neutrality. This is an important observation when considering the interac-
tions between molecules because the charge distribution of a given molecule
can be described as being the superposition of several different multipoles.
Dipole-Dipole interactions
In real systems however the dipole-dipole interaction energy as summarised
in equation 2.6 is complicated by the need to account for the relative orien-
tation of the partial charges on the dipoles i.e.,
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V =
µ1µ2f(✓)
2⇡"0r3
(2.8)
Equation 2.8 can be applied to polar molecules, in a fixed or parallel ori-
entation within a solid where f(✓) is clearly defined. However, in the fluid
phase where the molecules are allowed to freely move, the average interac-
tion between the dipoles is expected to be zero. This is because the like par-
tial charges are just as likely to be in close proximity as the unlike charges,
resulting in a cancellation of the attractive and repulsive interactions. How-
ever, it has been shown that rotation, even in gases is not completely free.
This is because low energy orientations i.e., proximity of unlike charges, are
marginally favoured. This leads to a non-zero average interaction between
the molecules which is referred to as Keesom Interactions.
hV i = µ1µ2hfi
4⇡"0r3
(2.9)
Where hfi =
Z
pfdx is a weighting function that combines probability (p)
and orientation (f ) functions that are integrated over space. The probabil-
ity function is given by the Boltzman distribution, p / exp( E/kBT ), with E
being the interaction energy of the dipoles in a particular orientation. As
the potential energy of interaction is much less than the thermal energy
of motion i.e., V ⌧ kBT , the probability can be represented by the Taylor
expansion of the exponential function, p / 1  V/kBT + · · · . Therefore,
hfi =
Z
pfdx
=
Z 
1  V
kBT
+ · · ·
 
fdx
=
Z
fdx 
Z
V
kBT
fdx+ · · ·
=
Z
fdx 
Z
µ1µ2
4⇡"0kBTr3
f 2dx
= hfi0   µ1µ2
4⇡"0kBTr3
hf 2i0 (2.10)
Chapter 2. Solvation 17
The unweighted spherical average of the orientation function, hfi0 is zero
whereas the average value for weighted orientation function hf 2i0 has been
determined to be 23 [54]. Incorporating this into equation 2.9, the dipole-
dipole interaction energy expectation is given as,
V =  C
r6
Where C =
2µ21µ
2
2
3(4⇡"0)2kBT
(2.11)
The important features of equation 2.11 are: the negative sign which in-
dicates that the average interaction is attractive; the dependence on 1/r6
which identifies Kessom Interactions as having a similar functional form
with vdW interactions; and the dependence on the inverse of temperature.
This temperature characteristic reflects the manner in which greater ther-
mal energy overcomes the mutually orienting effect of the dipoles, minimis-
ing the potential energy of interaction.
Dipole-induced - Dipole interactions
Dipole-induced - dipole interactions occur when a polar molecule with a
permanent dipole moment µ1, approaches a second non-polar, polarisable
molecule, inducing a dipole µ⇤2 . The induced dipole interacts with the the
permanent dipole and the average interaction energy between the two is
given as [49],
V =  C
0
r6
Where C =
µ1↵2
4⇡"0
(2.12)
Where ↵2 is a measure of the electronic response of the non-polar molecule
to an incident electric field known as the polarisability. It is worth noting
that the dipole-induced dipole interactions are independent of temperature
as thermal motion has no effect on the averaging process. This is because
the electronic response of the electron cloud is instantaneous compared to
the relative motion of the molecules, therefore always ensuring that low
energy interactions between the dipoles is always favoured i.e. attractive.
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Induced-dipole - Induced-dipole interactions
Non-polar molecules are also found to attract one another, even though nei-
ther molecule has a permanent dipole. This phenomenon can be explained
by taking the ability to induce dipoles one step further. The interaction be-
tween non-polar molecules can be explained due to the presence of transient
dipoles which occur in all molecules [54]. These transient dipoles occur as a
consequence of the instantaneous positions of electrons which can give rise
to an instantaneous dipole moment, µ⇤1 in a molecule. This dipole can in
turn influence the electric field around a second molecule, inducing a dipole
moment - µ⇤2 in the second molecule. The two instantaneous dipoles attract,
and the potential energy of the pair of molecules is lowered. This type of
induced-dipole - induced-dipole interaction is referred to as either a disper-
sion interaction or London interaction.
Polar molecules are also found to interact through dispersion interactions,
as in addition to permanent dipoles, the electron densities of these molecules
can be perturbed leading to formation of instantaneous dipoles. These molecules
therefore interact through both permanent dipoles and instantaneous fluc-
tuations in their dipoles.
The strength of the dispersion interactions is dependent on the polarisabil-
ity of the molecules which reflects how tightly bound the orbiting outer elec-
trons are to the atomic nucleus. The London formula which gives a reason-
able approximation of the dispersion interaction energy is defined as [49],
V =  C
r6
Where C =
3
2
↵1↵2
I1I2
I1 + I2
(2.13)
Where I1 and I2 are the ionisation energies of the two molecules. As with
the dipole-induced - dipole interaction, this interaction energy varies with
the 1/r6 identifying it as another example of a vdW interaction. Due to
its presence in all atoms, the dispersion interaction is the most dominant
intermolecular interaction other than hydrogen bonding.
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2.2.2 Hydrogen Bonding
Despite the known importance of hydrogen bonding in a large number of
chemical systems, the term hydrogen bond encompasses a very broad phe-
nomenon [55]. A clear indication of this breadth is evident in the range of
dissociation energies of directional intermolecular interactions that can be
classed as hydrogen bonding, which span two orders of magnitude (0.2 – 40
kcal/mol). Within the hydrogen bond spectrum the nature of interactions is
not constant with varying degrees of electrostatic, covalent and dispersion
contributions to the overall bond strength. Reviews of which can be found
in [55–58].
In this thesis the discussion will be restricted to the directional interaction
that occurs when a covalently bound electro-positive H atom intercedes be-
tween two electronegative speciesX and Y . Generally two species, R X H
and Y   R` are present in this process . The former is known as the hydrogen
bond donor (HBD) or electron pair acceptor while the latter is referred to as
the hydrogen bond acceptor (HBA) or electron pair donor. As such the atom
Y or in this case the fragment Y   R` must be an electron rich region such as
a lone pair or a ⇡-bonded system. For this type of interaction to occur both
the X and Y atoms have to be more electronegative than hydrogen atom
allowing for the formation of the dipolar reaction product;
R X    H + · · ·Y      R`
For organic solvents the most important HBA are the oxygen atoms on al-
cohols, esters and carbonyls and the nitrogen atom on amines. Additionally
the ⇡-electron system of aromatic compounds, alkenes and alkynes can also
act as weak hydrogen bond acceptors. While HBD (donor hydrogen atom)
can be found on hydroxy, carboxy, amino and amide groups.
On the basis of the various shapes of hydrogen bonds and their known de-
pendence on the relative electro-negativity of X and Y relative to H, cer-
tain geometrical, energetic and dielectric features of hydrogen bonding can
be characterised. All these features are related to the strength of the de-
localisation of the electron density from the lone pair of the Lewis base
(HBA) to the unfilled anti-bonding orbital of the lewis acid (HBD), which
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is known as charge transfer delocalisation [49]. The first of these features
is related to the determination that hydrogen bonded species adopt a near-
linear geometry corresponding to the strongest charge transfer delocalisa-
tion. This correlation between the strength and directionality of hydrogen
bonds is evidenced in how hydrogen bonds are categorised. A strong hy-
drogen bond is one where the angle between the participating species is
between 180    150 , an angle of between 150    120  yields an intermediate
hydrogen bond strength while an angle of less than 90  leads to a hydrogen
bonding interaction being deemed weak[49, 54].
The next two features relate to the occupancy of the sigma anti-bond or-
bital of the X   H fragment after formation of a hydrogen bonded cluster
( ⇤XH). Firstly, the covalent X  H bond is lengthened and weakened due to
increased occupancy of the  ⇤XH causing the bond stretching mode of this co-
valent bond to be shifted to lower frequencies (red shift). Secondly, in order
to maximise overlap of the lewis acid and base the  ⇤XH orbital re-polarises
to withdraw electron density from the hydrogen atom causing a shift in the
1H NMR spectrum [54].
For the purposes of comparison, single covalent bonds have a dissociation
energy that is approximately ten times as great as that of ‘classical’ hydro-
gen bonds which are in turn ten times as strong as non-specific intermolec-
ular interactions. This has led to the lack of consensus as to the true nature
of the interactions that characterise a hydrogen bond. The first assumption
is to describe the hydrogen bond as a dipole-charge (X H + · · ·Y   ) interac-
tion especially as the hydrogen atom interacts with an electronegative atom
which is capable of perturbing electron density. This view is furthered by
the fact that the strongest hydrogen bonds occur in situations where the hy-
drogen is interacting with the most electronegative atoms (F   H · · ·F   ).
To further this view, this greater strength over non-specific dipole-dipole
interactions can also be partially explained due to the small size of hydro-
gen relative to electronegative atoms which allows it to approach the dipole
closely. This simple linear arrangement also allows for the maximisation of
the attractive forces while minimising repulsion [59, 60].
Contrary reasons however exist that point to hydrogen bonding being more
complex than simple dipole-charge interactions. Firstly, F   H · · ·F    are
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known to include a significant covalent component [49], where the linear-
ity of the hydrogen bond interaction speaks not to the maximisation of the
distance between unlike charges but rather is the directionality associated
with covalent bonds [59, 60]. Secondly, the shortness of hydrogen bonds
(circa 2 Å) indicates the possibility of extensive overlap of van der Waals
radii which would cause repulsive forces unless overcome in some manner.
Finally, the electrostatic model does not explain the existence of symmetri-
cal hydrogen bonding of the form X   · · ·H · · ·X  . Networks of these sym-
metric hydrogen bonds show the phenomenon of hydrogen bond coopera-
tivity which leads to deviations from pairwise additivity of hydrogen-bond
properties [61].
A quantum chemical description can be used to explain this apparent short-
come in the electrostatic model. It is expected that when the X  Y distance
is short enough, an overlap of the orbitals of the X   H bond and the lone
pair can lead to the formation of a covalent bond as shown below;
R X  H · · ·Y   R` ! R X · · ·H   Y   R`
This situation can be described as two contributing structures where con-
trary to the schematic the proton is considered static and what changes is
the electronic description. These can be approximated as the superposition
of two potential energy surfaces whose shape is ultimately governed by the
relative electro-negativities of the X and Y atoms.
The classification of hydrogen bond strength according to the level of contri-
bution from the spectrum of possible intermolecular interactions has been
carried out. Weak hydrogen bonds are found to be dominated by dispersion
interactions, while strong hydrogen bonds are are considered to be a mix-
ture of electrostatic and covalent contributions. The covalent contribution
to hydrogen bond strength is found to increase as the proton affinity be-
tween the donor and acceptor atoms approaches zero. At this limit strong
and symmetric covalent hydrogen bonds are formed. The effectiveness of
solvents and solutes as HBD/HBA have been studied experimentally using
suitable reference compounds with the aim of constructing representative
quantitative scales [62–64].
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2.3 An Empirical Approach to Modelling Sol-
vent Effects
The main conclusion from the discussion above is that solvation occurs as
a result of numerous interaction mechanisms between a solvent and solute.
Therefore in order to model or predict the potential effect these interactions
have on various solvent properties, empirical measurements of the solute/-
solvent interactions i.e., hydrogen bonding and non-specific van der Waals
interaction are employed in order to describe the solvation of a solute in a
given solvent. This is reflected in the classification of solvents which can
refer to how the solvent physically or chemically interacts with solutes e.g.,
polar/non-polar or protic/aprotic solvents, underlying the importance placed
on the degree of dispersion and on the hydrogen bonding ability of a partic-
ular solvent [65].
A review of selected solvent scales that have been developed to empirically
characterise these solvent interactions has been undertaken by Reichardt
[66]. These most successful of these studies involve de-constructing solvent
effects which include hydrogen bonding and dispersion effects into a sum of
independent contributions.
The establishment of these solvent scales has directly led to the develop-
ment of quantitative semi-empirical approaches in the form of linear free
energy relationships. These relationships make use of multi-variate regres-
sions to relate solvent specific properties to several solvent scales. In this
context, these scales have proved to be particularly useful, a discussion of
the most successful solvatochromic scales that describe solute/solvent in-
teractions will be described in section 2.3.2. Recently more fundamental
approaches to describing solvation have become available, these include:
quantummechanical (QM) continuum solvation models such as in the polar-
isable continuum models [67]; molecular mechanics (MM) [68]; and hybrid
QM/MM [69] methods. Although computationally, most of these methods
are still prohibitively expensive they are areas of active research.
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2.3.1 Solvatochromic Equation
The original solvatochromic equation proposed by Kamlet and Taft [64] is
presented in equation 2.14. The Kamlet and Taft equation is based on a
linear multi-variate regression that incorporates a number of physical and
chemical properties of the solvent, in addition to information on specific so-
lute/solvent interactions,
XY Z = XY Z0 + a↵ + b  + c⇡
⇤. (2.14)
XY Z is the observed solvent dependent property of a solute (e.g. reaction
rates, free energy of solution), XY Z0 is the value of the observed property in
a reference state. ↵,  , and ⇡⇤ are the quantitative empirical solvent scales
that measure the various solvent interactions and which will be introduced
in section 2.3.2.2. a, b, and c are regression coefficients and are a reflec-
tion of the solvatochromic probe(s) used in quantifying a particular solvent
scale. These coefficients indicate the solute sensitivity to the correspond-
ing solvent properties. Since its initial formulation, equation 2.14 has been
modified to include three new terms to account for the volume and cavitation
of the solvent. These are:  H the Hildebrand solubility parameter which is
obtained from the heat of vaporisation of the solvent and is a measure of the
solvent-solute interactions that must be broken on cavitation of the solvent
to accommodate the solute; Vx the McGovern volume which is taken as a
relevant size term that deals with the cavitation of the solvent; and E the
excess molar refraction term which quantifies the non-polar dispersion in-
teractions. While the ↵,  , ⇡⇤, and  H parameters are empirical, the Vx and
Ex parameters are calculated from algorithms that use molecular structures
as inputs [45].
XY Z = XY Z0 + a↵ + b  + s(⇡
⇤ + d H) +  Vx + eE. (2.15)
The inclusion of the Vx and Ex (dispersion interactions of the ⇡- and n-
electrons) has been found to be important when considering physiochemical
properties which involve the free energies of solution, transfer between sol-
vents, as well as gas-liquid partition coefficients [65]. The addition of the
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extra terms is a consequence of the empirical nature of the solvation rela-
tionship. The key consideration here is to use an appropriate number of
solvent descriptors to adequately describe the solvent property under con-
sideration. As a consequence the parameters and by extension the solvent
interactions they represent are considered to be independent, however a de-
gree of co-linearity is known to exist between the parameters indicating that
the interactions are dependent on each other. Despite this simplification the
LSER has been successfully used to correlate octanol/water partition coeffi-
cients [70], rate constants of decomposition [71, 72] and Diels-Alder reaction
rates [73].
2.3.2 Solvent Solvatochromic Scales
Solvatochromism refers to the change in the position and intensity of a
UV/Vis absorption band of a dye molecule that accompanies a change in
polarity [54]. In this context polarity is considered to be an overall solva-
tion metric that depends on the sum of all specific/non-specific interactions
that occurs between a solute and solvent. Therefore the change in molecu-
lar polarity of a dye molecule due to a change in the physical solute-solvent
interactions between the dye and its solvent environment leads to an alter-
ation of the energy gap between the ground and excited states of the light
absorbing species. Of particular interest, is the electronic transition from
a ⇡ bonding to anti-bonding orbital (⇡ ! ⇡⇤). This is because it has been
established that only molecules that posses ⇡-electrons for which the charge
distribution (dipole moment) of the ground state is significantly different
from the excited state exhibit pronounced solvatochromism [49].
2.3.2.1 ET Scales
Traditionally solvent effects have been understood in terms of solvent po-
larity. However, as solvent polarity is an overall solvation term it has been
difficult to distil into a single parameter. In 1951 Broker et al. [74] sug-
gested that solvent-sensitive standard compounds could be used as probes
in the measurement of solvent polarity, however it was not until 1958 that
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Kosower et al. [75–77] first used solvatochromic dyes to set up a compre-
hensive solvent polarity scale.
Kosower et al. [75–77] defined the ZK polarity parameter as the molar tran-
sition energy ET (kcal/mol) for the charge-transfer absorption band of 1-
ethyl-4(methoxycarbonly)pyridinium iodide in an appropriate solvent. The
longest-wavelength intermolecular ⇡ ! ⇡⇤ charge-transfer of the pyridinium
dye which exhibits pronounced solvatochromism was used to establish a sol-
vent polarity scale. Here the ZK parameter is defined as:
ET = c  ⌘ ZK , (2.16)
where c is a constant and   is the frequency of the long wavelength absorp-
tion maximum in the UV/visible spectrum in the solvent of interest. How-
ever some serious limitations were associated with Kosower’s scale. Firstly,
the standard pyridinium ion is not soluble in many non-polar solvents, this
led to the use of secondary probe molecules to determine the ZK values for
non-polar solvents. Secondly, in highly polar solvents the long-wavelength
charge-transfer band moves to shorter wavelengths and cannot be observed
in the UV/visible spectrum. Hence for highly polar solvents the ZK param-
eter could only be obtained via extrapolation.
Due to the limited range in which the pyridinium dye is functional the ZK-
value approach has been refined. The practical limitations have since been
overcome by using the zwitterionic dye betaine as the probe molecule. Be-
taine was chosen by Dimroth and Reichardt [78] because it exhibits one of
the largest known solvatochromic effects, the frequency of UV/visible light
absorbed matches the solvatochromic charge transfer band and betaine is
soluble and stable in a wide range of solvents and solvent mixtures making
it ideal for the development of an extensive polarity scale.
The solvatochromic parameter ET (30), where 30 refers to the fact that be-
taine was compound number 30 in original paper [78], is defined as the mo-
lar transition energy of the betaine dye which is measured directly from the
absorbed UV/visible light spectrum. Therefore as shown in 2.4, the ET (30)
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FIGURE 2.4: Solvatochromic betaine dye molecule for the measurement of
the ET (30) solvent polarity scale. Electronic transition of the dye molecule
due to UV/Vis light absorption leads to charge transfer. The change in po-
larity of the excited state leads to a change in the structure of the solvation
shell around the oxygen atom providing a measure of solvent polarity [1].
parameter reports the change in solvation of the dye molecule on UV/vis-
ible light excitation [49]. In a similar manner to the ZK scale, ET (30) is
calculated as
ET (30) = c , (2.17)
where c is a constant and v is the frequency of the long wave-length of ab-
sorption maximum in the UV/visible spectrum in the solvent of interest.
Further work on the ET (30) scale has led to the definition of the normalised
dimensionless ENT scale [49], where water and tetramethylsilane (TMS) are
used as the extreme polar and non-polar reference solvents. Hence ENT
varies from 0.0 for TMS to 1.0 for water and is defined as;
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ENT =
ET (solvent)  ET (TMS)
ET (water)  ET (TMS) (2.18)
2.3.2.2 Kamlet & Taft Scales
In spite of the relative success of single empirical parameters such as the ET
scales, which may serve as good approximations of solvent polarity, there
are numerous examples of various solvent-sensitive processes, which can-
not be adequately correlated to one empirical solvent parameter [1]. This
is because the concept of polarity as a universally measurable and appli-
cable solvent characteristic is an oversimplification. Rather, solvation can
be roughly divided into specific and non-specific solvent/solute that repre-
sent various interaction mechanisms between molecules. To reflect this and
explicitly account of the various possible interactions that occur during sol-
vation, the multi-parameter approach to solvent polarity was introduced by
Kamlet and Taft [62–64]. This approach involves separating out the differ-
ent contributions to solvent polarity and using solvatochromic comparison
to probe the interactions of a solvent with a single site on the surface of a
dye molecule. This approach has since led to the development of three exper-
imental scales which contribute to polarity. These solvent scales are based
on the longest wavelength absorptions of a series of solvatochromic probe
molecules and are: the hydrogen bond acidity scale, ↵ [62]; the hydrogen
bond basicity scale,   [63]; and the dipolarity/polarisability scale, ⇡⇤ [64].
Dipolarity/Polarisability scale
In carrying out measurements for the dipolarity/polarisability scales, Kam-
let and Taft [64] sought to identify a probe molecule that fulfilled several
criteria. In addition to clarity and intensity of the UV/Vis spectra exhibited
by the solvatochromic probe, it was desirable to keep the number of poten-
tial specific interactions (↵ =   = 0) between the solvent and the probe to
a minimum, as in measuring the ⇡⇤ parameter the primary concern is with
measuring the non-specific interactions between the two species.
These traits were identified in the N,N -diethyl-4-nitroaniline dye molecule
presented in Figure 2.5, which does not have any significant hydrogen bond
Chapter 2. Solvation 28
donor sites. However the N,N -diethyl-4-nitroaniline could potentially ac-
cept hydrogen bonds through the oxygen atom on the NO2 group, though
the lone-pair of electrons on the amine group is considered to be deactivated
due to the electron withdrawing effect of the NO2 substituent [64]. The hy-
drogen bond acceptor ability of the NO2 group however is considered to be
significantly weak and therefore does not influence the solvatochromic shift.
The ⇡⇤ parameters can therefore be measured for a particular solvent by de-
termining the difference in the solvation energies of the ground and excited
state of the N,N -diethyl-4-nitroaniline
⇡⇤ = c  . (2.19)
Where c is a constant and    is the difference between the frequencies of
the long wavelength absorption maxima in the UV/visible spectrum for a sol-
vatochromic dye that has no strong hydrogen bond donor or acceptor sites.
Other solvatochromic probe molecules have also been identified as having
similar desirable characteristics for the measurement of the dipolarity/po-
larisability parameter. Therefore to establish a well-defined scale, the ab-
sorption maxima of the seven identified dyes (Figure 2.5) are employed and
an averaged ⇡⇤ parameter calculated, where ⇡⇤ = 0.0 is defined for cyclohex-
ane and ⇡⇤ = 1.0 for dimethyl-sulfoxide [64].
Solvent hydrogen bond basicity
The   parameter is the second Kamlet and Taft [63] parameter and repre-
sents the hydrogen bond acceptor ability. Theoretically it would be beneficial
to devise a hydrogen bond basicity scale   in parallel to the structure of the
⇡⇤ scale. This would require the use of a dye that would exhibit a significant
solvatochromic shift solely due to the basicity of the solvent being inves-
tigated. However as all dye molecules are influenced by the non-specific
intermolecular interaction i.e.,   =  ( , ⇡⇤) a slight adjustment of the exper-
imental methodology is required.
As 4-nitroaniline (Figure 2.5 (a)) is capable of donating hydrogen bonds
from the amine group substituent, this results in a stabilisation/destabil-
isation of the excited state relative to the ground state thereby influencing
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FIGURE 2.5: Solvatochromic dye molecules used to determine the change
in wavelength due to non-specific solute/solvent interactions used in the
establishment of the average solvent ⇡⇤ scale.
the solvatochromic shift. However this shift is a consequence of the hydro-
gen bond basicity, as well as the dipolarity/polarisability of the solvent. Due
to the structural similarity between 4-nitroaniline (1) and N,N -diethyl-4-
nitroaniline (2), it is assumed that the dipolarity/polarisability effects of the
two molecules in a particular solvent are approximately equal, therefore
any difference in the solvatochromic shift between the two can be attributed
as precisely as experimentally possible to the hydrogen bond effect present
in the 4-nitroaniline. Practically, the electronic transitions of the two com-
pounds are measured in a wide range of solvents and a correlation between
the transitions derived by obtaining the regression parameters b and b0 from
this experimental data,
v(1)max = bv(2)max + b0. (2.20)
Where v(1)max and v(2)max are the maximum frequencies in the absorption
spectra of dye molecule 1 and 2 respectively. The deviation between the
calculated and experimental values i.e.,   v = v(1)calcmax   v(1)expmax and is
therefore considered to be a measure of solvent hydrogen basicity
  = b0   . (2.21)
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Where b0 is a constant and     is the difference between the frequencies
of the long wave-length absorption maxima in the UV/Vis spectra of a sol-
vatochromic dye that contains a strong hydrogen bond donor and no strong
acceptor sites and a second dye that has no strong hydrogen bond donor
or acceptor sites e.g., 4-nitroaniline and N,N -diethyl-4-nitroaniline probe
molecules respectively, in the solvent of interest.
Solvent hydrogen bond acidity
The ↵ parameter is the third Kamlet and Taft [62] parameter and repre-
sents hydrogen bond donor ability. Ideally the ↵ scale should be analogous
to the   scale, where a pair of dyes are used to deconstruct the effects of sol-
vatochromic absorption that depends on hydrogen bond acidity and dipolar-
ity/polarisability i.e.,   =  (↵, ⇡⇤). However a lack of suitable solvatochromic
molecules that exhibit the required hydrogen bond donor behaviour has led
to the use of structurally dissimilar probe molecules.
FIGURE 2.6: Solvatochromic 4-nitroanisole dye molecule used to determine
the change in wavelength due to hydegen bond donor interactions used in
the establishment of the solvent ↵ scale.
In this instance the betaine (2.4) and 4-nitroanisole (2.6) pair of molecules
are used as probes for the calculation of the ↵ parameter. The betaine
dye is an example of a strong hydrogen bond acceptor (probing donor abil-
ity of solvent) that has no strong donor sites. This is contrasted with a
solvatochromic dye that has not strong acceptor or donor sites such as 4-
nitroanisole to partially account for dipolarity/polarisation interactions. In
this context the ET (30) parameter as discussed above is more a measure of
hydrogen bond donor ability of the solvent rather than an overall polarity
measure.
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↵ = a   , (2.22)
Where a is a constant and     is the difference between the frequencies of
the long wave-length absorption maxima in the UV/Vis spectra of a solva-
tochromic dye that contains a strong hydrogen bond acceptor and no strong
donor sites and a second dye that has no strong hydrogen bond donor or
acceptor sites in the solvent of interest.
2.3.3 Solute Solvatochromic Scales
The solvent LSER (equations 2.14 and 2.15) are used when the different
effects of a solvent are measured using the relevant solvatochromic probe
molecule. The parameters used in these equations are referred to as solvent
parameters as during measurement, the molecules whose effects are to be
quantified form the bulk of the mixture (Figure 2.4). A second analogous
scale referred to as the solute parameter scale quantifies interactions at
specific sites of a solute molecule measured using a relevant probe molecule
in an inert reference solvent (Figure 2.7). Although there are some similar-
ities between the two sets of parameters, it has been shown that the solvent
polarity/polarisability scale ⇡⇤ is not equivalent to the solute polarity/polar-
isability scale, which has led to the development of the ⇡H2 scale. Similarly
the solvent ↵ and   scales are significantly different to the solute ↵H2 and
 H2 scales. The reason for this differentiation is that while the solvent pa-
rameters refer to the property of the bulk solvent, the solute parameters are
concerned with 1:1 complexation, ensuring significant differences between
the quantitative scales.
The most comprehensive free energy scale for solute hydrogen bond proper-
ties was established by Abraham et al. [79, 80] The solute acidity (↵H2 ), ba-
sicity ( H2 ) were obtained by measuring the 1:1 association constants for the
interaction of solute compounds with reference hydrogen bond donors and
acceptors e.g., 4-nitrophenol and N -methylpyrrolidone respectively, Figure
2.7.
A data-set of a thousand different solute measurements in carbon tetra-
chloride was found to be accurately described by the linear equation 2.23.
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FIGURE 2.7: Solute H-bond parameter scales are based on the measurment
of the association constant for the formation of a 1:1 complex between a
solute and a reference H-bond donor or acceptor e.g., 4-nitrophenol or N -
methylpyrrolidone respectively [1].
Similar relationships have since been established in other non-polar sol-
vents and in the gas phase,
logK = c↵H2  
H
2 + c˜ (2.23)
The hydrogen bond scales are solute specific properties, while the linear
equation constants, c and c˜ are solvent specific. K is the association constant
for the formation of the 1:1 hydrogen bonded cluster in the solvent described
by the constants c and c˜.
Further development of these solute scales arose from the observation that
during the solvation process a solute is surround by solvent molecules and
can therefore undergo multiple hydrogen bonding interactions depending on
the number of active H-bond sites on the solute. This has led to the develop-
ment of the solute ‘summation’ scales i.e., solute basicity
P
 H2 , solute acid-
ity
P
↵H2 and solute polarity/polarisability
P
⇡⇤2. Zissimos et al. [81] have
shown that is possible to calculate the solute summation parameters from
solute property data obtained from reverse phase high performance liquid
chromatography in four solvent systems. New notation was also introduced
for the solute parameters where
P
↵H2 ,
P
 H2 and
P
⇡⇤2 were renamed A, B
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and S respectively. In their study Zissimos et al. [81] made use of the solute
LSER presented, equation 2.24.
SP = SP0 + aA+ bB + sS +  V + eE, (2.24)
where SP is an experimentally measurable (HPLC) property for a series
of solutes in a fixed solvent(s) e.g. partition coefficient, A is the overall H-
bond donor parameter, B is the overall H-bond acceptor parameter, S is the
solute polarity parameter which quantifies polar interactions which have
not been quantified in the H-bond parameters. V is the McGovern solute
volume term which is taken as the appropriate size parameter to deal with
the cavitation of the solvent to accommodate the solute and E is the excess
molar refraction term which quantifies non-polar dispersion interactions.
Zissimos et al. [81] proposed the use of this solute linear solvation energy
relationship as an efficient method to analyse experimental partition co-
efficient data in order to facilitate the back-calculation of the overall solute
parameters in a quartet of solvent-water systems i.e. octanol-water, toluene-
water, chloroform-water and cyclohexanol-water. This quartet of solvent-
water systems were chosen as they represent both a range of possible solute-
solvent interactions, and molecular shapes and sizes. (i) Octanol is a non-
polar, large, linear and hydrogen bond donor and acceptor; (ii) Chloroform is
a polar, small, non-linear hydrogen bond donor; (iii) Toluene is a non-polar,
aromatic, hydrogen bond acceptor; (iv) Cycohexanol is a non-polar, aromatic,
hydrogen bond donor and acceptor. This is was done to ensure that the av-
erage parameters calculated from these four systems represented the ‘true’
effective overall solute parameter.
2.3.4 Summary
The discussion thus far has established that hydrogen bonding alongside
molecular size, and polarisability are the major factors that govern the sol-
vation process. Hydrogen bonding describes the specific anisotropic inter-
actions between solute molecules and the solvent, while molecular size is
related to the energetically unfavourable formation of cavities in the sol-
vent to accommodate the solute. The polarisability term accounts for the
Chapter 2. Solvation 34
non-specific interactions between the solute and solvent molecules that are
not captured in the specific hydrogen bonding interactions.
Reliable description of these parameters is paramount in modelling numer-
ous solvent properties and has therefore received much attention in liter-
ature. This ranges from the early work by Kosower et al. [75–77] on the
ET polarity scale, to the work by Kamlet and Taft [62–64] in successfully
establishing a three parameter solvatochromic scale to measure solvent hy-
drogen bonding (↵ and  ) and dipolarity/polarisability (⇡⇤). More, recently
Abraham et al. [79, 80] have established the solute ↵H2 and  2H donor and
acceptor scales based on the 1:1 complexation constants with reference H-
bond donor/acceptor molecules in an inert solvent. Subsequently hydrogen
bond summation scales,
P
↵H2 and
P
 H2 were devised to allow for any ratio
of acid or base. To account for solute dipolarity/polarisability, the parameter
⇡H2 was developed [82] from a large data set of gas-liquid chromatography
data, using an iterative self-consistent method. Additionally, solute volume
and excess molar refraction terms which are calculated based on the molec-
ular structure are used to complete the cavitation theory description of the
solvation process
Table 2.1 summarises the notation of the original Kamlet and Taft [62–64]
solvent parameters, as well as the Abraham summation solute parameters
[81]. The principle use of these descriptors is in the multivariate linear
solvation relationships, in order to correlate and predict the solvation prop-
erties of molecules. As a consequence of there being two sets of parameters,
there are two variants of the linear solvation relationship that represent
two different descriptions of the solvation process. However these param-
eters are very closely related, this is because both models i.e., solvent and
solute, are based on the cavity theory of solution with the only difference
being the perspective. As part of the theory, a cavity is formed in the sol-
vent to accommodate the solute molecule. This involves the breaking of the
solvent-solvent interactions and is quantified by the size of the solute which
is proportional to the size of the cavity in the solvent. Once formed there
is a reorganisation of the solvent molecule interactions around the newly
formed cavity until an equilibrium is reached and finally the insertion of
the solute into the cavity and the formation of various solute-solvent in-
teractions. As a consequence the regression constants a, b, s, and   in the
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solute LSER, equation 2.24 are closely related to the solvent parameters ↵,
 , ⇡⇤ and  H . This is because the regression constants obtained via multiple
linear regressions against experimental solute parameters characterise the
interaction parameters of the solvent system in question. Conversely the
constants a, b, s and d in the solvent LSER, equation 2.15 are related to the
solute solvatochromic parameters A, B, S and V .
TABLE 2.1: Notation for Kamlet and Taft solvent parameters, and Abra-
hams ‘summation’ solute parameters
Descriptor Solvent parameter Solute parameter
Excess molar refraction E E
Dipolarity/ polarisability ⇡⇤ S
Hydrogen bond acidity ↵ A
Hydrogen bond basicity   B
McGowan Volume Vx V
This multi-parameter linear treatment of solvation properties has come un-
der criticism because the separation of solvent effects into the various addi-
tive contributions is arbitrary as it is impossible to accurately separate out
the various solute-solvent interactions [49]. This is especially true of the in-
teractions related to dipole and induced dipole interactions which are non-
independent. However, despite this shortcoming the success of the multi-
parameter relationship and the associated scales is evident due to their wide
use over a substantial period of time [81] .
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Numerous studies have proposed to link theoretically calculated structural
properties to H-bonding strength with varying degrees of successes. The
earliest attempt in 1991 by Politzer et al. [83, 84] made use of maximum
and minimum values of the electrostatic potential to obtain models for the
↵H2 and  H2 parameters with associated fits of r2 = 0.98 and r2 = 0.81 re-
spectively. The relatively poor fit exhibited by the  H2 scale when compared
to the ↵H2 scale, is attributed to the variety of atoms available to act as
hydrogen bond acceptors which introduces strong chemical family depen-
dence. Subsequently through a series of papers, Platts [46, 47] correlated
the ‘summation’ hydrogen bond parameters, where the electrostatic poten-
tial at the donor hydrogen atom was successfully used to describe the
P
↵H2
parameter (r2 = 0.90) [46]. However for the
P
 H2 scale, none of the isolated
molecule properties tested correlated well with experimental data due to a
strong chemical family dependence of this parameter, necessitating the con-
struction of family dependent models. Nitrogen bases were found to be the
most difficult to describe, with a fit of r2 = 0.786 for the regression involving
atomic multi-pole moments, better results, r2 = 0.887 were exhibited by the
oxygen atom bases where two molecular descriptors i.e., the electrostatic
potential at nuclear positions and quantum chemical topology (QCT) atomic
charges were used in a multivariate model [47]. Further improvements in
the
P
 H2 correlations, while removing the family dependence limitation was
undertaken by considering a hydrogen bonded cluster of the solute molecule
36
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with a HF probe, bound at the H-bond acceptor site, where the hydrogen
bond stabilisation energy (r2 = 0.901) is used as a descriptor.
Although computationally feasible the methods introduced do not provide
sufficiently robust fits for the
P
 H2 parameter due to the inherent diffi-
culties in describing the scale. This is both in terms of strong family de-
pendence, and potential contributions from multiple acceptor atoms in a
molecule. Lamarche et al. [85] successfully correlated the minimum value
of the electrostatic potential on the molecular surface and electron density
properties at the critical point of the X · · · H-F cluster hydrogen bond in a
multivariate regression with the fundamental pKB scale (upon which the
are  H2 and
P
 H2 based) achieving fits of r2 = 0.97. Further work by De-
veruex et al. [86] focused on isolated molecule descriptors for the prediction
of Abrahams ↵H2 and  H2 scales. The electrostatic potential at the acidic pro-
ton was found to best model the ↵H2 scale (r2 = 0.92), while three distinct
measures of the electrostatic potential on the atomic energy alongside the
local ionisation energy of the molecule were found to exhibit the best results
(r2 = 0.848) for the  H2 scales.
In this thesis, the primary utility of the hydrogen bond scales is in the
prediction of solute partition coefficients. In this instance the concern is
with the solvation and distribution of a single solute molecule (infinite dilu-
tion) in the immiscible octanol and water solvent phases. For this empirical
modelling, the solute ‘summation’ scales (
P
↵H2 and
P
 H2 ) are particularly
suited. This is because in the construction of the ‘summation’ scales a sin-
gle solute molecule is considered to be in a sea of solvent molecules where
multiple active hydrogen bonding sites (if available) are considered to con-
tribute to the overall solute hydrogen bonding. This is especially critical in
the when considering the solvation of multi-functional solute molecules.
The hydrogen bond stabilisation energies as proposed by Platts [46, 47] were
chosen as the ideal quantum mechanical descriptors for the summation
scales. This decision was based on the criteria that any descriptor should
be both straightforward to calculate and accurate at a modest quantum me-
chanical level and basis set (sections 3.1.2 and 3.1.3). For the
P
↵H2 scale, an
NCH (hydrogen cyanide) probe molecule is used to determine the hydrogen
bond stabilisation energy descriptor by acting as hydrogen bond acceptor.
Conversely for the
P
 H2 scale a HF (hydrogen fluoride) molecule is used as
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a hydrogen bond donor when determining the acceptor ability of the solute
molecule. It is worth noting that in the case of the
P
 H2 scale, Lamarche
et al. [85] have proposed a multi-variate model that is markedly more accu-
rate than the stabilisation energy model by Platts i.e., r2 = 0.97 and r2 = 0.90
respectively. However the descriptors by Lamarche et al. [85] are subject to
significant post calculation analysis which was deemed outside the scope for
this thesis.
3.1 Computational QuantumMechanical The-
ories
Ab-initio computational chemistry is an attempt to determine, as accurately
as possible the wave-function of a chemical system. This is because the
wave-function explicitly represents the electrons in a molecular system from
which it is possible to derive molecular properties that are dependent on
the electronic structure [87]. In this short overview, the functional form
of acceptable wave-functions and how these can be used to calculate the
energy of a poly-electronic systems will be discussed. This will be followed
by a discussion on how practical quantum mechanical calculations for real
systems are carried out, paying particular attention to the mathematical
representation of the wave-function and the theoretical simplifications that
reduce the computational burden of these calculations.
The starting point for any quantummechanical discussion is the Schrödinger
equation. The time-dependent form of the equation is given as,

  }
2
2m
✓
@2
@x2
+
@2
@y2
+
@2
@z2
◆
+ V
 
 (r, t) = i}@ (r, t)
@t
. (3.1)
Equation 3.1 refers to a single particle of massmmoving through the vector
space r and time t under the influence of an external field V, which generally
is the electrostatic potential due to the nuclei of a molecule.  is the wave-
function which characterises the particles motion, while } and i are Planck’s
constant divided by 2⇡ and the square-root of -1.
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In most applications of the Schrödinger equation, the external field is con-
sidered independent of time and the relationship can be simplified to the
time independent form [88],

  }
2
2m
r2 + V
 
 (r) = E (r)
Hˆ (r) = E (r). (3.2)
Where Hˆ is referred to as the Hamiltonian operator and describes the ki-
netic and potential energy of the electrons and nuclei. In solving the Schrödinger
equation, it is necessary to find values of E (energy) and functions  such
that when the wave-function is operated on by the Hamiltonian, it returns
the wave-function multiplied by the energy. Solving the Schrödinger equa-
tion for atoms with more than one electron is complicated by the fact that
no exact solutions can be found for systems the involve three or more inter-
acting particles. Therefore any solutions that are found for poly-electronic
atoms or molecules can only be approximations of the true solution to
Schrödinger’s equation. As a consequence of there being no exact solutions,
the wave-function can adopt more than one functional form whereby no
form is necessarily more ‘correct’ than another. However from a mathe-
matical standpoint there is a requirement to decide whether a proposed
wave-function is ‘better’ than another. The variational principle provides
the mechanism through wich this determination can be made. The prin-
ciple states that the energy calculated from an approximation of the true
wave-function will always be greater than the true ground state energy i.e.,
the better the approximation of the wave-function the lower the associated
energy [87].
To simplify wave-function calculations as part of solving Schrödinger’s equa-
tion for molecular species, the motion of the electrons is decoupled from the
motion of the nuclei as defined in the Born-Oppenheimer approximation
[87]. This is due to the fact that nuclei masses are much greater than elec-
tron masses meaning the electrons can almost instantaneously adjust to
changes in the position of the nuclei. As a result the total molecular wave-
function can, to a high degree of accuracy be expressed as the product of two
independent parts. The first part describing the electronic wave-function for
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a fixed nuclear geometry and the second referring to a nuclear wave-function
[89]
 tot(R, r) =  e(R, r) n(R). (3.3)
Where R and r represent the nuclear and electron positions. Generally the
nuclear kinetic energy is neglected when solving Schrödinger’s equation as
the nuclei are considered static. The remaining electronic Hamiltonian (Hˆe)
consists of a sum of one and two electron-electron and electron-nuclear in-
teractions. The relationships in expression 3.4 represents the different con-
tributions to the electronic Hamiltonian given in atomic units (a.u.)
Hˆe = Te + Vne + Vee
Te =  
NX
i=1
1
2
r2i Vee =
X
i=1
NX
j>i
1
rij
Vne =
NX
i=1
MX
K=1
ZA
riA
(3.4)
Where Te, Vne and Vee represent electron kinetic energy, the nuclei-electron
coulombic interactions and the electron-electron coulombic interactions and
N is the number of electrons,M is the number of nuclei and Z is the nuclear
charge.
The electronic wave-function associated with the electronic Hamiltonian
(expression 3.4) is simultaneously dependent on the co-ordinates of all the
electrons in the system. As a means of easing the calculations, a convenient
approximation is to express the wave-function in terms of the co-ordinates
of a single electron i.e. spatial orbitals,  i(r) which are a function of the po-
sition of a singe electron. However to fully describe an electron also requires
assigning spin,   to an electron. Spin is purely a quantum mechanical oper-
ator that cannot be expressed as a physical quantity, but rather is a conse-
quence of the manipulation of relativistic equations. It is however thought
of as having two distinct orientations, either spin-up (↵) or spin-down ( ).
By combining the spatial orbitals with spin consideration we arrive at the
so called 1-electron spin orbitals,  i(r,  ). The electronic wave-function can
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therefore be written as a product of these single electron wave-functions in
a formulation known as the Hartree Product i.e.,
 e(1, 2, · · · , N) =  1(1), 2(2), · · · , N(N). (3.5)
The Hartree product wave-function assigns specific electrons to specific or-
bitals, whereas the anti-symmetry principle requires that electrons should
be indistinguishable. Hence the interchange of the co-ordinates of two iden-
tical particles should yield the same probability density, i.e., | (r1, r2)|2 =
| (r2, r1)|2 for a two electron system. This formulation leads to the definition
of a symmetric and anti-symmetric system which for a two electron system
is given as:  (r1, r2) =  (r2, r1) for a symmetric system;  (r1, r2) =   (r2, r1)
for an anti-symmetric system. A general constraint when forming spin or-
bitals from spin and spatial orbitals is that the overall wave-function should
be anti-symmetric with respect to electron exchange [89]. This leads to the
idea of viable and non-viable spin orbitals. The most convenient method
of presenting these permitted functional forms of the poly-electronic wave-
function that satisfy the anti-symmetry principle is as the determinant of a
matrix that contains all the single electron spin orbitals in the columns and
electron co-ordinates in the rows [87] i.e.,
 e =
1p
N !
           
 1(1)  2(1) · · ·  N(1)
 1(2)  2(2) · · ·  N(2)
... ... ...
 1(N)  2(N) · · ·  N(N)
           
.
Here  1(1) is a spin-orbital function that depends on the space and spin co-
ordinates of an electron labelled 1. The functional form of the wave-function
is called the Slater determinant and is the simplest form of an orbital wave-
function that obeys the anti-symmetry principle. 1/N ! is a normalisation
factor where N is the number of electrons in the system.
Chapter 3. Prediction of Solvent Solvatochromic Scale 42
3.1.1 Energy of Poly-electronic Systems
To calculate the energy of anN -electron system, the expectation value of the
Hamiltonian operator a given wave-function needs to be determined. The
energy is obtained by pre-multiplying the time-independent Schrödinger
equation with the wave-function and integrating over all space,
 Hˆe =  E 
E =
R
 Hˆe d⌧R
  d⌧
. (3.6)
Using the Born interpretation of the wave-function, the square of the elec-
tronic wave-function gives the electron density at any given point. There-
fore by integrating over all space, the probability of finding the particle
must equal unity as the particle must be somewhere i.e.,
R
 m md⌧ = 1.
Wave-functions that satisfy this condition are said to be normalised. Ad-
ditionally it is usual to require the wave-functions that are solutions to the
Schrödinger equation be orthogonal i.e.,
R
 m nd⌧ = 0 for allm 6= n, in order
to ensure that the basis-functions are linearly independent [89]. Therefore
generally for orthonormal wave-functions,
R
 m nd⌧ =  mn where,
 mn =
(
1 m = n
0 m 6= n.
For the calculation of energy in atomic units (a.u.), the Hamiltonian for the
N -electron system has the general form:
Hˆe =
"
 1
2
NX
i=1
r2i  
1
r1A
  1
r1B
+ · · ·+ 1
r12
+
1
r13
+ · · ·
#
(3.7)
Here the convention is to label the nuclei using capital letters (A,B,C, etc.)
and the electrons using numbers. The Slater determinant for a system of N
electrons in N spin orbitals is given as [ i(1) j(2) k(3), · · · u(N   1), v(N)],
where i, j, k, · · · 2 N . Therefore the energy for this N electron system can be
calculated from,
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Z
 Hˆe =
Z
· · ·
Z
d⌧1d⌧2 · · · d⌧N
"
[ i(1) j(2) k(3) · · · ] (3.8)
⇥
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2
X
i
ri2   (1/r1A)  (1/r1B) · · ·+ (1/r12 + (1/r13) + · · ·
!
⇥[ i(1) j(2) k(3) · · · ]
#
By multiplying out equation 3.8, the energy expression can be broken down
into a series of one and two electron integrals. As a consequence of the or-
thonormality criterion most of these individual integrals will be zero, how-
ever for all except the smallest electron systems there will still be a large
number of integrals to consider. It is therefore convenient to write the en-
ergy expression in a concise form that accounts for all the different elec-
tronic interactions that contribute to the total energy of the system. These
are [87]:
i) The kinetic and potential energy of each electron moving in the field of
the nuclei. This is the energy associated with the molecular orbital  i
and is given as,
ECore =
NX
i=1
Z
d⌧1 i(1)
"
 1
2
X
i
ri2  
MX
A=1
ZA
riA
#
 i(1) (3.9)
Here the integral involves co-ordinates of a single electron which is then
summed over all N electrons in the system, ECore makes a favourable
contribution to the electronic energy.
ii) The contribution from the electrostatic interaction between pairs of elec-
trons in spin orbitals i and j. This unfavourable Coulombic interaction
is calculated as the interaction between the electron in orbital  i and
the other N   1 electrons in the system, and is given as the sum of two
electron integrals,
ECoulombi =
NX
j 6=i
Z Z
d⌧1d⌧2 i(1) i(1)
1
r12
 j(2) j(2). (3.10)
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The total Coulombic contribution can then be calculated as the sum of
the single electron contribution
NX
i=1
Ei, with care taken to count each
interaction once i.e.,
ECoulombtotal =
NX
i=1
NX
j=i+1
Z Z
d⌧1d⌧2 i(1) i(1)
1
r12
 j(2) j(2). (3.11)
iii) The third contribution to the electronic energy is referred to as the ex-
change interaction energy. This favourable contribution to the total
electronic energy follows from the proposition that there is a finite prob-
ability for two electrons with opposite spin occupying the same point in
space, whereas the probability of two electrons with the same spin oc-
cupying the same point in space is zero. Therefore electrons with the
same spin tend to avoid each other and hence experience a lower than
expected Coulombic repulsion. In a similar manner to the Coulombic
contribution the exchange energy is a double summation over two elec-
tron integrals
EExchangetotal =
NX
i=1
NX
j`=i+1
Z Z
d⌧1d⌧2 i(1) j(2)
1
r12
 i(2) j(1). (3.12)
In this context the prime on j` indicates that the summation is only over
electrons with the same spin as the electron in orbital  i.
3.1.2 Hartree-Fock
Practically, solving electronic structure equations equates to determining
the molecular wave-function. However, for many-body problems there is
no explicit ‘correct’ solution, rather a determination has to be made as to
which solution is best approximates the true solution. The variational prin-
ciple states that the approximation of the true wave-function as determined
through wavelength calculations will always yield a greater energy than the
true system energy. Consequently, the better the wave-function approxima-
tion, the lower the associated energy. At the minimum the first derivative of
energy @E with respect to change in the electronic wave-function is zero [87].
The Hartree-Fock equations can therefore be formulated as a constrained
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optimisation problem subject to the condition that the molecular orbitals
are orthonormal and solved using Lagrange’s method of undetermined mul-
tipliers.
Due to electron coupling (solution has to account for all electron motions),
solving the constrained optimisation problems for poly-electronic systems is
especially computer intensive. To overcome this, the Hartree-Fock theory
re-casts the N-body electron wave-function and associated electronic energy
contributions (equation 3.9 - equation 3.12) into contributions of single elec-
tron spin-orbitals. Essentially the Hartree-Fock equations simplify the cou-
pling of electron motion through the use of a mean-field approximation [90].
This is achieved by concentrating on a single electron in spin-orbital  i in
the electric field of the nuclei and other electrons approximated as being in
spin-orbital  j. Therefore re-writing the N -body Hamiltonian to reflect the
contributions to the energy of the spin orbital  i in the Hartree-Fock ‘frozen’
mean-field system leads to the definition of the effective one electron core
Hamiltonian (H(1)), Coulomb (Jj(1)) and Exchange (Kj(1)) operators, which
when summed give the Fock operator (Fi),
Hcore(1) i(1) +
NX
j 6=1
Jj(1) i(1) 
NX
j 6=1
Kj(1) i(1) =
NX
j=1
"ij j
Fi i =
NX
j=1
"ij j (3.13)
As the Hartre-Fock set of equations considers the motion of an electron
through a fixed mean-field, then any one electron solution will invariably
affect the solutions for all the other electrons. To circumvent this, an it-
erative approach referred to as the self-consistent field (SCF) approach is
employed. The SCF approach involves proposing an initial set of wave-
functions, which are improved upon through the minimisation of the elec-
tronic energy thereby refining the wave-function until a pre-defined limit is
achieved whereby the results for all electrons are unchanged [87].
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3.1.2.1 Basis Functions/Sets
In order to proceed with the solving of the Hartree-Fock equations it is nec-
essary to express the spatial part of each orbital in mathematical form. The
most popular strategy involves writing each spatial orbital as a linear com-
bination of single electron orbitals (basis functions) [90].
 i =
KX
⌫
c⌫i ⌫ (3.14)
Where  ⌫ is are the one electron orbitals, which are commonly referred to
as basis functions and c⌫i are basis function coefficients. In this instance
there are K basis functions indicating the presence of a total of K molecular
orbitals, although not all these orbitals will be occupied by electrons. Math-
ematically the only condition imposed on these basis functions is that they
should be orthonormal, therefore theoretically there is no limitation in the
shape or position of the functions used. Generally, single-electron functions
are used as basis functions, this is because exact solutions of Schrödinger’s
equation for the one-electron hydrogen atom are available. However, due
to the complexities in the polynomials present in these exact solutions, al-
lied with limitations in computing resources, approximations of these one-
electron solutions are employed to deliver the accuracy required while min-
imising the calculation cost. Two of the most commonly used approximate
basis functions are presented below,
Slater Type basis function :  1s(⇣, r  RA) =
✓
⇣3
⇡
◆ 1
2
e ⇣|r RA| (3.15)
Gaussian Type basis function :  1s(↵, r  RA) =
✓
2↵
⇡
◆ 3
4
e ↵|r RA|
2
(3.16)
Practically, a linear combination of the relevant approximate basis functions
is fitted to the required exact one-electron atomic orbital. Comparisons of
the performance of the Slater and Gaussian-type basis functions have found
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that Gaussians provide much poorer fits due to problems at the cusp and
at long range [87]. However the increased accuracy associated with Slater-
type basis functions comes at a cost of increased computational power due to
the lack of analytical solutions for the integrals associated with Slater-type
functions. Gaussian-type functions on the other hand do have analytical
solutions, this allows the integrals to be calculated significantly faster albeit
with a loss in accuracy.
A widely acknowledged method of keeping the accuracy associated with
Slater-type functions while reducing the associated computational cost is to
create mixed orbitals [90]. These mixed orbitals are formed by linearly com-
bining a number of Gaussian-type functions to approximate one Slater-type
function, where the exponents and co-efficients of the linear relationship are
obtained through a least squares fitting. This fitting procedure leads to basis
functions that are collectively referred to as contracted Gaussian functions.
These contracted functions have pre-determined constants for the different
atomic orbitals, which remain unchanged and can be used transferrably in
different atomic and molecular orbitals. The series of basis sets - STO-nG
are all referred to as minimal basis sets, where the n represents the num-
ber of contracted Gaussian functions used to represent each orbital in an
atom. Practically it has been found that at least three Gaussian functions
are required to satisfactorily represent each Slater-type orbital, making the
STO-3G basis set the absolute minimum minimal basis set that should be
used in orbital calculations.
As a consequence of the contracted Gaussian functions, minimal basis sets
are known to have deficiencies. This includes lack of flexibility of the basis
set in accordance with the molecular environment due to the fixed Gaussian
constants. One method of overcoming this is to double the number of func-
tions in the minimal basis set i.e., double zeta basis sets. In this method a
linear combination of contracted and diffuse Gaussian functions gives a re-
sult that is an intermediate between the two allowing the electron density
to adjust its spatial extent depending on the molecular environment. An al-
ternative approach involves the decoupling of the core and valence orbitals.
This arises from the fact that valence electrons which are known to affect
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chemical properties, also vary from one molecule to the next. This necessi-
tates the use of functions that are flexible enough to account for these dif-
ferences, unlike the core electrons whose description remain relatively con-
stant. The 6-31G double zeta split-valence basis set typifies a combination
of these approaches, where six Gaussian functions are used to describe the
core electrons, while four Gaussians represent the valence electrons which
comprise three contracted and one more diffuse function.
In this study the triple-zeta split valence basis set 6-311G is employed.
The core orbitals of the atoms considered are described using six contracted
Gaussian functions. The valence orbitals are described using a total of five
Gaussian functions which are contracted using the 3:1:1 pattern. Basis sets
can be improved upon by incorporating polarisation functions. Polarisation
functions are functions of higher angular momentum that play an important
role in systems where electron density will move depending on the local en-
vironment e.g., an external potential or strongly charged local environment.
This is achieved by adding d functions to heavier elements and p functions
to hydrogen atoms i.e., 6-311G(d,p). A further extension of the basis set em-
ployed is the addition of ‘diffuse’ basis functions. These basis function which
exhibit small ↵ and ⇣ constants are used to project the orbitals further into
space from the atoms they are centred on. This behaviour is especially use-
ful in describing atoms and molecules with a high negative net-charge, and
H-bonding where electron density is drawn away from the primary atom
and toward the hydrogen atom. An example of a basis set that includes
these diffuse functions is the 6-311G+(d,p), with the + indicating the addi-
tion of diffuse functions to all atoms except hydrogen [48].
In quantum mechanics, finite basis sets i.e. incomplete, that are centred on
atomic nuclei are employed. Due to computational considerations, smaller
basis sets than are ideal are generally used to carry out electronic structure
calculations. This simplification may prove problematic for weakly bound
structures, where as two molecular structures approach each other (to al-
low for bonding) the basis sets of the two separate structures borrow from
each other thereby improving the overall electronic description of the clus-
ter relative to the isolated molecules therefore improving the calculation of
derived properties such as energy. Any mismatch in energy due to the use of
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mixed and unmixed basis sets is referrred to as the basis set superposition
error (BSSE).
It is well understood [91] that BSSE will have an impact on the formation
energy of molecular clusters, however given the other approximations em-
ployed in this study: in-extensive search of the potential energy surface;
energetic comparisons of similar chemical structure types i.e. no chemi-
cal reactions; and the need for a simple mean methodology, it was decided
that the BSSE would be ignored. Additionally earlier studies [85, 86] have
deemed that BSSE have a negligible impact on the determination of hy-
drogen bond stabilisation energies which are of primary importance in this
work.
3.1.2.2 Hartree-Fock Limitations
Despite being economically viable for relatively large electron systems, the
Hartree-Fock theory is considered to be unreliable for all but the most basic
calculations. This is as a consequence of the lack of treatment of electron
correlation, which limits the accuracy of the method. Within the Hartree-
Fock framework an electron is described as interacting with a mean elec-
trical field due to the electrons and nuclei in the system. However this de-
scription, which considers the independent movement of an electron in an
average electrostatic field is insufficient when describing the instantaneous
effect that one electron has on another, especially as electron movement is
known to be correlated [92].
Nominally electron correlation can be split into two distinct contributions.
Dynamic correlation which refers to the instantaneous effect that an elec-
tron has on the movement of all other electrons, which cannot be trivially de-
scribed by considering an average electrostatic field. This leads to a weaker
that expected Coulombic repulsion and stabilisation of the electronic sys-
tem. Alternatively static correlation refers to the deviations of energy cal-
culations as a consequence of representing the electronic structure using
one determinant when at least two are required. This arises in bond disso-
ciation, excited state and near-degeneracy electronic configuration calcula-
tions.
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Numerous post Hartree-Fock methods have been developed to try and im-
prove the electronic structure description of Hartree-Fock calculations. For
ground state calculations the Møller-Plesset perturbation theory, Configura-
tion Interaction and Coupled Cluster methods are the most important post
Hartree-Fock methods [90]. These methods arise from the observation that
since the calculation of the eigenfunctions and eigenvalues related to the
Fock operator is well understood, corrections that directly account for elec-
tron correlation are required. Despite differing in detail, all three methods
use excited state determinants i.e., descriptions of unoccupied orbitals in
the ground state to improve the electronic description of the ground state
determinant. While the corrections are known to improve the reliability of
calculations when compared to experimental data, this comes at a computa-
tional cost that makes their use prohibitive for large systems.
3.1.3 Density Functional Theory
Density Functional Theory (DFT) is one method where the limitations asso-
ciated with Hartree-Fock can be overcome. Whereas in Hartree-Fock the full
N -electron wave-function is calculated, the central theorem underpinning
DFT, proposed by Hohenberg and Kohn (1964) [93] states that the ground-
state properties of a poly-electronic system is defined by the electronic den-
sity, where the DFT energy functional is given as,
E[⇢(r)] =
Z
Vext(r)⇢(r)dr+ F [⇢(r)]. (3.17)
Vext(r) is the term that accounts for the Coulombic interaction between the
electrons and the static nuclei as per the Born-Oppenheimer approximation.
F [⇢(r)] is the sum of the kinetic energy of the electrons and contributions
from inter-electronic interactions. The ground state energy which is now a
functional of density satisfies the variational principle, this means that the
minimum value of the energy functional occurs when the electron density
(⇢(r)) is the ground state density. The energy relationship can therefore
be re-written as a constrained optimisation problem using the Lagrangian
method of undefined multipliers, subject to the number of electrons N in the
system being fixed.
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Unfortunately the exact form of the F [⇢(r)] functional is unknown. In the
second landmark paper in the development of DFT, Kohn and Sham (1965)
[94] proposed a method of mapping the problem of a system of interacting
electrons (in an external potential) onto an equivalent problem involving a
system of non-interacting electrons moving in an effective potential. In this
perspective F [⇢(r)] is approximated as the sum of three contributions,
F [⇢(r)] = EKE[⇢(r)] + EH [⇢(r)] + EXC [⇢(r)] (3.18)
The first term, EKE[⇢(r)] is the kinetic energy of a system of non-interacting
electrons with density ⇢(r), where the sum is over the occupied orbitals,
EKE[⇢(r)] =
NX
i=1
Z
 i(r)
 r2
2
 
 i(r)dr. (3.19)
The second term, EH [⇢(r)] is known as the Hartree electrostatic or classical
electrostatic energy. This electrostatic energy arises from the classical inter-
action between two charged densities which are summed over all pair-wise
interactions,
EH [⇢(r)] =
1
2
Z Z
⇢(r1)⇢(r2)
|r1   r2| dr1dr2 (3.20)
The third term, EXC [⇢(r)] is the exchange-correlation energy term. This
accounts for the difference in the kinetic energies of interacting and non-
interacting systems as well as the non-classical electrostatic energy. Since
the kinetic and Hartree terms can be calculated, this leaves the exchange-
correlation energy as the only term to be determined. This means that the
original problem i.e., lack of a functional form remains although much di-
minished. The exact nature of the exchange-correlation functional is un-
known and is subject to on-going research. Generally it is approximated as
an integral involving spin densities and their gradients.
However one of the key successes of the DFT approach is that relatively
simple approximations for the exchange-correlation term yields favourable
results [95]. The simplest approximation for the exchange-correlation en-
ergy involves using the local density approximation (LDA). This is based on
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a uniform electron gas, where the electron density at a point r is assumed
to be homogeneous. The LDA approximation has been found to be realistic
in the description of bonding in molecules for reasons that are not com-
pletely understood. Further development to improve upon the uniform gas
approximation has involved including derivatives of the density as in the
generalised gradient approximations (GGA) class of functionals which in-
clude the Becke88 [96], Perdew86 [97] and the widely used Lee-Young-Parr
(LYP) [98], as well as in the development of hybrid functionals.
In the calculation of electronic energy, determination of the exchange corre-
lations is one of the more important factors influencing the precision of the
DFT method. In the Hartree-Fock description of the exchange correlations,
which is considered to be exact under the assumption of non-interacting
electron, the exchange correlation is a non-local property. However in the
DFT as presented here the exchange correlation is dependent on the elec-
tron density at a particular point in space. It is therefore tempting to as-
sume that using the exact Hartree-Fock exchange within the DFT frame-
work may improve results. However consistency in description is a key
characteristic of the DFT method where the wave-function, correlation and
exchange and functionals only make sense in the context of each other. As a
consequence direct replacement of the local or gradient corrected exchange
correlations with the HF exchange is not possible. However, hybrid func-
tionals are a class of approximations that incorporate a portion of the ex-
act exchange from Hartree-Fock with exchange and correlation from other
sources such as from the GGA class have been successfully employed. The
most dominant of this class of functionals is the Beckes three parameter
functional B3LYP [99, 100] which has been found to out-performmany of the
alternatives and is today available in a majority of quantum chemical soft-
ware packages. Substantial advances in DFT functionals have been made
since the advent of B3LYP this includes work on the MOnX, kinetic energy,
and dispersion corrected functionals a review of which can be found in [101].
Re-writing equation 3.17 to include the electron-nuclear interactions, as
well as the three contributions to F [⇢(r)] i.e., EKE[⇢(r)], EH [⇢(r)] andEXC [⇢(r)]
leads to the full energy expression for the N -electron system with the Kohn-
Sham formalism.
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E[⇢(r)] =
NX
i=1
Z
 i(r)
 r2
2
 
 i(r)dr+
1
2
Z Z
⇢(r1)⇢(r2)
|r1   r2| dr1dr2 + EXC [⇢(r)]
 
NX
A=1
Z
ZA
|r  RA|⇢(r)dr (3.21)
Kohn and Sham express the electron density of the system as the sum of
the square moduli of a set of one-electron orthonormal orbitals i.e., ⇢(r) =
NP
i
| i(r)|2. Incorporating this density expression leads to the one-electron
Kohn-Sham equations which is given as,
"
 r21
2
 
MX
A=1
ZA
r1A
+
Z
⇢(r2)
r12
dr2 + VXC(r1)
#
 i(r1) = "i i(r1) (3.22)
Equation 3.22 is solved using the self-consistent approach, where an ini-
tial guess of density is used to derive a set of orbitals from which an im-
proved density is obtained as per the variational principle until convergence
is achieved.
3.2 Summary
In carrying out quantum mechanical calculations a balance has to be struck
between accuracy and computational cost. Depending on the circumstance
a choice on the method i.e. HF or DFT, to be employed has to be made.
Additionally in the case of DFT the selection of the functional to be used for
the case is essential due to the large number of available density functionals.
Hybrid functionals, particularly B3LYP methods have been shown to give
more accurate results than LDA and GGA functionals for energetic and vi-
brational calculations involving gas and solid state calculations [102]. His-
torically the B3LYP method has been paired with the 6-31G(d) basis set
[103], however increases in computing power has allowed for the use of more
accurate, computer intensive basis sets [104]. In this thesis the triple-zeta
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6-311+G(d,p), will be utilised for the structural, energetic and vibrational
calculations.
The use of finite basis sets in molecular computations invariably leads to
the occurrence of BSSE. This error is a direct consequence of the overlap
of basis functions as atoms or molecules approach each other, leading to
the improvement of the electronic description of the cluster relative to the
isolated components. Calculations carried out in this study indicate an error
of between 1% - 3% is introduced due to BSSE, however given the numerous
other approximations carried out in this study, in the context of correlating
hydrogen bond ability the effect of BSSE will be ignored.
3.3 QM Calculation Results
In determining the Abraham solute summation parameters, two sets of the-
oretically calculated quantum mechanical properties were chosen based on
the studies by Platts on the prediction of hydrogen donor ability [46], and
hydrogen bond acceptor ability [47]. For the hydrogen bond donor ability
(parameter A) an isolated molecule parameter i.e., the electrostatic poten-
tial (ESP) at the donor hydrogen and the hydrogen stabilisation energy with
a hydrogen cyanide probe molecule,  ENCH were correlated against exper-
imental A for a set of 50 molecules. Here the hydrogen cyanide is chosen
as the ideal hydrogen bond donor probe due to its size and linearity which
simultaneously reduces the computational burden (size) while also limiting
the number of potential secondary hydrogen bond interactions (linearity).
Conversely due to the relatively poor fit associated with the hydrogen bond
donor ability (parameter B) attributed to the strong family dependence of
the B parameter, isolated molecule properties were ruled out as descriptors
of hydrogen bond donor ability. Instead two hydrogen bonded cluster prop-
erties were chosen to determine the statistical relationship between experi-
mental hydrogen bond donor ability and the theoretically calculated proper-
ties. These are the hydrogen bond stabilisation energy with a hydrogen flu-
oride probe molecule,  EHF and the change in bond length,  r of the probe
molecule on formation of a hydrogen bonded cluster. The chosen hydrogen
bond cluster descriptors were then correlated against the experimental B
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values for a set of 50 molecules. As with the HCN molecule, hydrogen flu-
oride is chosen as the ideal acceptor probe molecule due to its relative size
and linearity which both reduces the calculation burden and limits the po-
tential of secondary interactions.
These non-optimal descriptors were chosen mainly for their speed and ease
of computation as they do not require any specialist post-processing pack-
ages, but rather can be generated using the standard quantum mechanical
codes.
3.3.1 Calculation Methods
3.3.1.1 Hydrogen bond donor ability
Initially the geometry of the hydrogen bond donor molecules are optimised
under no symmetry constraints using the B3LYP/6-311+g(d,p) level of the-
ory and basis set in Gaussian09 [48]. For optimisations two additional cri-
teria are included, these are, int=ultrafine and scf=conver=9. The first cri-
terion is used to specify the grid size in numerical integrations, it is rec-
ommended that for DFT calculations an ultrafine grid is employed in or-
der to increase the reliability of optimisations. The second criterion is a
density-based convergence criterion that sets convergence at 10 9 for the
self-consistent field procedure that is undertaken during optimisation. The
resulting structures were confirmed as a minima using harmonic frequency
calculations. If necessary a conformational scan of the molecule was under-
taken at the same computational level to ensure that the optimised struc-
ture correspond to a global minima. In this context, conformational scans
refer to the process by which the dihedral angles of a molecule are changed
and the corresponding molecular energy determined. This is done to gen-
erate a potential energy surface for a particular structure in order to aid
in the location of the global energetic minima. It is important to under-
take this scan when either dealing with: (a) A chemical family for the first
time, as it ensures that all the subsequent structures within the family are
located at the same point on the potential energy surface, making like for
like comparisons possible when considering stabilisation energy changes.
(b) Multi-functional molecules, where intra-molecular interactions between
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functional groups have to be considered and which are subject to numerous
local minima.
Taking the global minimum of a molecular structure computed at B3LYP/6-
311+g(d,p) as a starting point, the two properties to be correlated with ex-
perimental data are calculated i.e.,
i) Hydrogen bonded clusters of the training set of molecules with hydro-
gen cyanide are generated by placing the NCH molecule approximately
2Å from the H nucleus of the donor molecule along the X-H vector. The
geometry of the hydrogen bonded cluster is optimised at the B3LYP/6-
311+g(d,p) level, with subsequent harmonic calculations at the same
level to confirm for minima and obtain energies as well as other proper-
ties. This is summarised in the Figure 3.1.
FIGURE 3.1: Molecular structures used in the calcuation of hydrogen bond
donor stabilisation energy. (a) isolated hydrogen cyanide probe molecule,
(b) isolated hydrogen bond donor molecule with one active donor site, and
(c) hydrogen bonded cluster with hydrogen cyanide probing the donor abil-
ity of the hydrogen bond donor molecule, generated by placing molecules
2 Å apart.
The energies associated with the the three structures in Figure 3.1 (a),
(b) and (c) are ENCH , ER XH and EH NCH respectively. In this context
the hydrogen bond stabilisation energy is calculated as,
 ENCH = EH NCH   (ENCH + ER XH) (3.23)
ii) Alongside the geometry and energy of the isolated molecules and hydrogen-
bonded clusters, a range of atomic and molecular properties can be eval-
uated for the hydrogen bond acids and their associated NCH clusters.
The most promising in terms of correlation is the molecular electrostatic
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potential at the donor hydrogen. The EPNUC descriptor is a result of the
standard population analysis done in Gaussian [48] and is generated
using the ‘prop’ keyword.
3.3.1.2 Hydrogen bond acceptor ability
Using a similar methodology as described for the hydrogen bond donor abil-
ity, the geometry of a set of hydrogen bond acceptor molecules were op-
timised at the B3LYP/6-311+g(d,p) level and the resulting structure con-
firmed as a minima through harmonic frequency calculations. If necessary
a conformational scan was undertaken at the same level to ensure that the
optimised structure corresponds to the global minima. From the B3LYP/6-
311+g(d,p) geometries the two required properties  EHF and  r can be de-
termined i.e.,
i) Hydrogen bonded clusters of the training set of molecules with hydro-
gen fluoride are generated by placing the HF probe molecule approx-
imate 1.8Å from the acceptor region, denoted X i.e., lone-pair or ⇡-
electron system. The geometry of the hydrogen bonded cluster is opti-
mised at the B3LYP/6-311+g(d,p) level, with subsequent harmonic cal-
culations to confirm that the structure corresponds to a minima and
obtain energies as well as other properties. This is summarised in Fig-
ure 3.2
The energies associated with the the three structures in Figure 3.2 (a),
(b) and (c) are EHF , ER XH and EX HF respectively. In this context the
hydrogen bond stabilisation energy is calculated as,
 EHF = EX HF   (EHF + ER XH). (3.24)
ii) The bond lengths associated with the isolated probe molecule and hy-
drogen bonded probe molecule are rHF and rX HF respectively. There-
fore the change in bond length of the probe molecule on formation of a
hydrogen bond cluster  r is given by,
 r = rX HF   rHF . (3.25)
Chapter 3. Prediction of Solvent Solvatochromic Scale 58
FIGURE 3.2: Molecular structures used in the calcuation of hydrogen bond
acceptor stabilisation energy. (a) isolated hydrogen fluoride probe molecule,
(b) isolated hydrogen bond acceptor molecule with one active donor site de-
noted as X, and (c) hydrogen bonded cluster with hydrogen fluoride probing
the acceptor ability of the hydrogen bond acceptor molecule generated by
placing molecules 1.8 Å apart.
3.3.2 Training set results
For a set of solute molecules (provided in appendix, Tables A.1 and A.2), the
method of least squares is used to approximate the linear regression models
for the hydrogen bond donor and acceptor ability. The molecules selected
were chosed to cover a large numerical sperad of known experimental val-
ues for both the A and B hydrogen bond parameters, while also ensuring a
diverse range of chemical families are represented.
Equation 3.26 and 3.27 represent the quantitative form of the hydrogen
bond donor parameter regression models with the chosen molecular descrip-
tors, with the absolute uncertainty in the respective coefficients presented
in parenthesis i.e.,
A =  0.114(±0.001)  0.04(±0.02) ENCH . (3.26)
and
A = 4.3(±0.2) + 4.7(±0.2)EPNUC . (3.27)
Likewise equations 3.28 and 3.29 are the regression models for the hydrogen
bond acceptor parameter with the chosen descriptors,
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B =  0.012(±0.0007)  0.07(±0.03) EHF . (3.28)
and
B = 10.1(±1.1) + 0.16(±0.03) r. (3.29)
The statistical results for the two sets of models are summarised in Table
3.1.
TABLE 3.1: Statistical measures of fit for the solute hydrogen bond param-
eter linear regressions.
Solute parameter Model DOF R2 rms error F-stat
A  E
NCH 48 0.948 0.0023 824.16
EPNUC 48 0.898 0.0046 399.23
B  E
HF 48 0.845 0.0045 261.55
 r 48 0.636 0.0106 83.89
Here DOF represents the degrees of freedom in the regression relationship,
which is determined as the number of independent variables (50) less the
number of dependent regression coefficients (2 i.e. the y-intercept and gradi-
ent) for linear regressions. In evaluating the two sets of models several sta-
tistical criteria are used. The R2 measure describes the proportion of vari-
ance in the dependent variable that is explained by the regression model.
Therefore a R2 close to one indicates that a large variance in the experimen-
tal data can be attributed to the associated quantum mechanical property
and is therefore considered a rough indicator of goodness of fit.
Conversely the Fisher F-statistic which is calculated as the ratio of the vari-
ance in the experimental data that is explained by the linear model divided
by the variance that is unexplained by the model is another more accurate
statistical test of the goodness of fit. At the extreme, the F-stat will have a
value of zero when the regression equation provides no explanation of the
variance of the dependent variable.
Generally an F-test is used to make the determination on the suitability of a
fit. The F-test is a procedure through which the determination as to whether
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the F-stat associated with a specific regression is large enough to enable the
rejection of the null hypothesis that the combination of the coefficients in
the model does not significantly explain the variation in the experimental
data. If the F-stat of a regression equation exceeds the critical F-stat in
the F-distribution (obtained from standard statistics textbooks), then the
calculated F-stat is considered to be in the rejection region.
For the regression models presented here, the calculated F-stat are consid-
erably greater than the associated critical F-stat at both the 95 and 99%
confidence interval. From this, the null hypothesis is rejected and it is con-
cluded that there is a relationship between the dependent and independent
variables in the various regression models.
The root mean square (rms) error is another frequently used statistical mea-
sure. The rms is defined as the square root of the average squared difference
between values predicted by a regression model and experimental values
and is preferred to the mean squared error as it retains the original units of
the experimental data.
After the rejection of the null hypothesis, the Fisher F-stat provides no fur-
ther information as to which model is best suited to carry out predictions
of the relative solute hydrogen bonding ability. To reach this decision the
R2 and rms error metrics are used. For both hydrogen bonding parameters
the hydrogen bond stabilisation energy i.e.,  ENCH and  EHF are found
to provide the best fit as indicated by the larger R2 and smaller rms error
when compared to their counterparts. Figures 3.3 and 3.4 represent the
point-plots for regression models 3.26 and 3.28 respectively.
3.3.3 Test-set results
A test-set of solute molecules (B.1) with known experimental LSER param-
eters (S,A,B,E and V ) obtained from the supplementary information of the
work by Zissimos et al. [105] and known octanol/water partition coefficients
as compiled by Sangster [18] were chosen to carry out two predictions.
Initially the hydrogen bond stabilisation energies ( ENCH and  EHF ) were
determined for the test-set molecules, and the respective linear models i.e.,
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FIGURE 3.3: Experimental solute hydrogen bond donor parameter vs
 ENCH predicted solute hydrogen bond donor parameter for a training set
of 50 hydrogen bond donor molecules.
FIGURE 3.4: Experimental solute hydrogen bond acceptor parameter vs
 EHF predicted solute hydrogen bond acceptor parameter for a training
set of 50 hydrogen bond acceptor molecules.
equations 3.26 and 3.28, used to estimate the relative hydrogen bonding
abilities of the molecules which had active hydrogen bond sites. Presented in
Figures 3.5 and 3.6 are the respective comparisons of the QM estimated so-
lute hydrogen bond acceptor and donor ability with experimental data. Ad-
ditionally, to determine the goodness of fit for the test set Table 3.2 presents
the relative errors of the training and test-set when compared to experimen-
tal data using the %AAD metric.
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TABLE 3.2: Average errors in predicting the solute hydrogen bond acceptor
and donor ability in the training and test sets.
%AAD
H-bond parameter Training-set Test-set
A 13.67 15.96
B 19.63 22.85
Despite the relatively low average errors exhibited by both the training and
tests-sets, a closer inspection of Tables A.1 - B.1 shows that in predicting
hydrogen bonding ability multi-functional solutes are outliers. The large
%AAD values associated with these solute molecules is attributed to the
fact the study of hydrogen bonding ability in multi-functional molecules is
subject to significant polarisation effects due to the proximity of functional
groups. A systematic study of these proximity effects was attempted in or-
der to understand whether the overall hydrogen bond stabilisation energy of
a multi-functional molecule could be apportioned on a pro-rata basis. How-
ever due to time constraints as well as experimental data limitations, this
work has been included in the remit of further work that could be under-
taken in this area.
FIGURE 3.5: Experimental solute hydrogen bond acceptor parameter vs
 ENCH predicted solute hydrogen bond acceptor parameter for a test set
of 60 hydrogen bond donor molecules.
The second estimation procedure involves using the above QM estimated
hydrogen bond parameters to predict the octanol/water partition coefficient
of a solute molecule . Outlined in the summary on the solute LSER (section
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FIGURE 3.6: Experimental solute hydrogen bond acceptor parameter vs
 EHF predicted solute hydrogen bond acceptor parameter for a test set of
60 hydrogen bond acceptor molecules.
2.3.4) were two sets of descriptors: the independent regression variables
that relate to the solute under investigation; and the dependent variables
assoicated with the solvent(s). Therefore to be able to make predictions us-
ing the solute hydrogen bond parameters estimated above, suitable regres-
sion constants (solvent parameters) that relate to the solute property under
investigation are required. Since the work here is concerned with predict-
ing octanol/water partition coefficients, the required solvent constants are
concerned with the immiscible octanol and water solvent phases. These
constants were obtained from the work by Platts et al. [106] who reported
the octanol-water partition coefficient LSER model, which relates the exper-
imental octanol-water partition coefficient of 600 solute molecules with the
associated cavitation theory parameters i.e.,
Pi,ow = 0.0880  1.0540Si + 0.0320Ai   3.460Bi + 0.5620Ei + 3.8140Vi (3.30)
Where Pi,ow refers to the octanol-water partition coefficient of a solute molecule
i. Therefore equation 3.30 can be used to predict the solute partition coeffi-
cient where instead of experimental A and B parameters, the QM predicted
hydrogen bond parameters are employed. The results of this exercise are
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summarised in Figure 3.7, which is a point-plot of the predicted and ex-
perimental octanol-water partition coefficients of the solute molecules in
the test-set. The average error in predicting the octanol/water partition
coefficient for the test-set solutes was determined to be 52.33%. However
as this study is concerned with using the predicted partition coefficients
to obtain parameters for the group contribution SAFT-  EoS only straight
chained, mono-functional molecules will be considered. Removing the so-
lute molecules that contravene this constraint from the test-set reduces the
average error in predicting partition coefficients to 23.40%.
FIGURE 3.7: Experimental octanol-water partition coefficient vs QM
predicted octanol-water partition coefficient for a test set of 60 solute
molecules.
3.3.4 Conclusion
Figure 3.7 indicates that the octanol-water partition coefficient of various
solute molecules can be easily and quickly estimated from theoretical QM
properties using two linear regression equations. The first set of regres-
sion relationships, relates the calculated QM properties in this instance the
hydrogen bond stabilisation energies at a donor and/or acceptor site to the
respective experimental hydrogen bonding ability. Once obtained the solute
hydrogen bonding parameters are used in conjunction with the dispersion
and volume parameters in the solute linear solvation energy relationship
as defined by Platts et al. [106] to obtain the solute partition coefficient.
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Overall the 23.40% average error associated with estimating the partition
coefficient of mono-functional, straight chained solute molecules is encour-
aging given the ease with which the solute partition coefficient can be cal-
culated. This is especially important given the overarching objective of this
thesis, which involves parameterising EoS using partition coefficient data
generated as described above.
EoS provide a framework for the modelling of condensed phase behaviour
of which solvation is a particularly important example. This involves ac-
counting for the structure of a liquid or liquid mixture as determined by
the intermolecular forces that occur between molecules and relating this to
pressure, temperature and density. The next chapter is concerned with in-
troducing the development of predictive EoS within the group contribution
formalism, with the ultimate aim of using these predictive EoS to estimate
the octanol/water partition coefficient of solute molecules.
Chapter 4
Equations of State within the
Group Contribution Formalism
4.1 Introduction
In addition to the modelling of condensed phase behaviour through the cor-
relation of empirical solute/solvent interactions in multivariate regression
relationships (Chapter 2, section 2.3), equations of state are used to model
condensed phase behaviour. For the purposes of this study, an EoS is the an-
alytical relationship between pressure (P), temperature (T) and density (⇢)
of a solvent/solvent mixture. As in the LSER approach, the most important
interactions when modelling a system using an EoS is the effective pair-
potential between atoms or molecules. Generally the effective pair-potential
is split into two contributions: a) A sharp repulsion at short range due to
the overlap of valence electron shells which is the main determinant of fluid
structure; b) A long range background attractive interaction which varies
smoothly and is required to stabilise the liquid. This separation of the non-
specific dispersion interaction is an established concept and is at the heart
of EoS [21], from the establishment of vdW’s equation [22] to the success-
ful cubic EoS [27, 28], and more recently in the development of statistical
mechanical perturbation theories [23] which also include hydrogen bonding
interactions in their model descriptions thereby matching the isotropic (ef-
fective pair-potential) /anistropic (hydrogen bonding) view of the LSER on
the solvation process.
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In this chapter, the development of various liquid phase modelling tech-
niques will be discussed, with particular emphasis placed on methods that
incorporate group contribution. In this context group contribution refers to
the assumption that a mixture of molecules in solution can be considered to
be a solution of the functional groups that comprise these molecules. These
groups whose behaviour can be approximated from experimental data can
then be used in a transferable manner to predict solvent behaviour regard-
less of the molecule the group appears in. Historically, group contribution
methods have exhibited a long successful track-record of providing quick
reliable estimates of condensed phase properties at minimal computational
cost. Nominally, group contribution liquid phase modelling methods are
subdivided into three categories [36] : (i) The prediction of pure component
properties; (ii) Estimation of liquid phase activity coefficient; (iii) Direct in-
clusion of group contribution methods into equations of state for the pre-
diction of phase behaviour. The following sections provide an introduction
to these categories, their development, limitations and improvements that
have been carried out to increase their predictive abilities.
4.2 Pure Component Group Contribution
Primarily chemical engineering is concerned with the behaviour of fluid mix-
tures. However various pure component constants such as the critical Tem-
perature (Tc), critical Pressure (Pc) and Volume (Vc), as well as the Boiling
Point (Tb) etc., underpin much of the observed mixture behaviour. For exam-
ple, property models intended for the whole range of mixture composition
must recover the pure component properties at the pure component limits.
Further pure component property constants are often used in composition-
dependent combining rules to determine parameters that are used in the
description of mixture behaviour.
Practically, the identity of the elements to be considered e.g., atom, group of
atom (groups) or collection of groups (polymer repetitive units) is identified
in advance and their contribution to the property of interest derived from fit-
ting to experimental data. To ensure transferability, it is assumed that the
elements that make up a molecule/mixture can be treated independently of
their molecular arrangements or neighbours. If this is not accurate enough,
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corrections for conformational or resonance effects can be included in the
elemental description, meaning that there can be levels to the contributions
of these elements. However, due to the peripheral nature of corrections car-
ried out to groups within this thesis, the levels of group contribution will not
be discussed here. Rather the reader is directed to reference [107] for a de-
tailed outline of the various group contribution levels developed to improve
the prediction of pure component properties.
4.3 Activity Coefficient Group ContributionMeth-
ods
In ideal mixtures the interaction between pairs of components are consid-
ered to be similar, this enables the properties of the mixture to be expressed
in terms of partial pressures or concentrations [108]. Typically for liquid
phase mixtures, any deviation from ideality is accounted for by modifying
concentrations through the use of an activity coefficient ( i). Analogously for
gaseous mixtures non-ideality is dealt with by modifying the partial pres-
sure by a fugacity coefficient ( i) [34].
When carrying out equilibrium calculations, the equality of component chem-
ical potentials at vapour-liquid equilibrium can be formulated in terms of
the isofugacity of components in the respective phases at equilibrium, in a
given thermodynamic state [25] i.e.,
f¯Li (T, P, x) = f¯Vi (T, P, y) = · · · , (4.1)
Where f¯i is the molar fugacity of a species i which is a function of a tem-
perature T , pressure P , and compositions xi and yi in the liquid and vapour
phases. This makes fugacity central to any calculation involving phase equi-
librium. An EoS is always used to obtain the fugacity of the vapour phase at
a particular thermodynamic state. There are however two methods through
which the fugacity of the liquid phase can be obtained, i.e., (a) through the
use of an activity coefficient method or       (section 4.4.1) approach; or
(b) through the same EoS in what is referred to as the       (section 4.4.2)
approach.
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Therefore predicting the relative component activity coefficients of a multi-
component liquid mixture is one method through which phase equilibrium
can be solved. Historically activity coefficient models like theMargules [109]
and van Laar [110] equations made use of average compositions as they are
based on the idea of ‘random mixing’ in fluids. However due to the presence
of intermolecular forces which bring about structure in fluids, the mixing
of molecules is never truly random. This has led to the advent of ‘local
composition’ activity coefficient models, beginning with the Wilson equation
(1964) [32] which took account of the non-randomness of fluid compositions
as a way of better describing phase behaviour. Two of these so-called local
composition models, namely the Wilson [111] and UNIQUAC [112] models
have been further developed into predictive group contribution models i.e.,
the ASOG and UNIFAC models.
These local composition group contribution models are the most widely ac-
knowledged methods for the prediction of activity coefficients. Both the
ASOG (Derr et al. [30] and later Kojima et al. [113]) and UNIFAC (Fre-
denslund et al. [29]) models are based on the assumption that a groups’
contribution to the activity coefficient of a component i can be separated
into two parts: a combinatorial part (C) and a residual part (R), i.e.,
ln  i = ln  
C
i + ln  
R
i . (4.2)
The combinatorial contribution deals with the size and shape of the molecule
as accounted for by summation of the groups that make up the molecu-
lar structure, while the residual contribution deals with non-idealities that
arise from interactions between groups. Comparative evaluation of the ASOG
and UNIFACmodels have been published [114, 115]. For a discussion on the
ASOG method the reader is directed to reference [30, 113]. Additionally due
to their relative success as measured by the library of available groups, the
theory, development and limitations of the UNIFAC method is discussed in
Appendix C.
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4.4 Group Contribution and Equations of State
An equation of state is an algebraic relationship between temperature and
density. In order to accurately predict thermodynamic properties, most cu-
bic EoS require component specific parameters. For pure components the
parameter estimation procedure is relatively straightforward, as these can
either be estimated from the component critical constants or from pure com-
ponent phase behaviour (vapour pressure and saturated liquid densities).
Mixture parameters on the other hand are a consequence of mixing rules to
determine the EoS parameters, and combining rules to obtain binary inter-
action parameters. EoS that make use of vdW mixing rules are therefore
limited to simple mixtures [116] that can be modelled at high pressures.
Two distinct approaches are available to try and increase the range, appli-
cability and predictive ability of cubic EoS. These are:
i) The development of the hybrid EoS/gE which directly incorporates the
activity coefficient model into a cubic EoS for the purposes of determin-
ing EoS parameters through the excess Gibbs free energy. Schemat-
ically Figure 4.1 summarises the advantages that can be obtained by
combining the strengths of the two approaches (cubic EoS and activity
coefficient models) in the so called EoS/gE approach. Where in addition
to having a single model suitable for estimating the phase equilibrium
(at least VLE) of both polar and non-polar mixtures at both low and
high pressures, some aspects of transferability of parameters can be in-
troduced into the relationship if a group contribution activity coefficient
model e.g., UNIFAC is chosen.
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FIGURE 4.1: Relative strengths of the cubic EoS’ and the activity coefficient
models (gE), which when combined EoS/gE models are able to describe com-
plex (polar and non-ploar) mixtures over the entire pressure range.
ii) The reformulation of EoS to implement the group contribution concept
at the molecular level.
4.4.1 EoS/gE Approach
The starting point for the derivation of most EoS/gE models is the equality
of the excess Gibbs energy from an EoS ([GE]EoS) to the excess Gibbs energy
from an explicit activity coefficient model ([GE] ,model), at a suitable thermo-
dynamic state,
⇥
GE(T, P, x)
⇤EoS
=
⇥
GE(T, P, x)
⇤ ,model
. (4.3)
The use of excess Gibbs free energy is borne out of the practical utility of
the Gibbs-Duhem relationship. This shows that the activity coefficient of
individual components in a mixture are not independent, but rather are
related via a differential equation. Due to the presence of a differential
equation in the definition of the Gibbs-Duhem relationship, equation 4.3
has to be solved under specific pressure conditions so as to fix the numerical
constants.
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The relationship between mixing rules in equations of state and excess free
energy models was initially proposed by Huron and Vidal [117] who pro-
posed the relationship
a
b
=
NCX
i=1
xiai
bi
  G
E
1
ln 2
. (4.4)
In their study Huron and Vidal equated the infinite pressure limit of the
excess Gibbs free energy (GE1) in the Redlich-Kwong EoS [27] to two activity
coefficient models: the Redlich-Kister [118] expansion and the NTRL [119]
method and solved for the van der Waals attractive parameter a. Therefore
by using the intermolecular interactions parameter a and the EoS co-volume
parameter b =
P
xibi which is generally calculated via a linear mixing rule,
the EoS is able to reproduce the activity coefficient model at the specified
thermodynamic state, accomplishing the desired outcome of incorporating
the free energy model into the EoS. It is worth noting that in equation 4.4
the term ln 2 is characteristic of the Redlich-Kwong EoS, therefore if another
two-constant equation of state is used then this value would be replaced by
another constant factor. However as a consequence of the infinite-pressure
assumption, the resulting model cannot directly utilise activity coefficient
model parameters obtained from low-temperature/low-pressure data.
With the aim of making use of activity coefficient model parameters fitted
to low pressure data, Mollerup [120] suggested equating the excess free en-
ergy of an activity coefficient model with an EoS at low pressure. This could
either be at zero pressure (GE0 ) or at a suitably fixed packing fraction. The
zero pressure approach by Michelsen et al. [121, 122] led to the develop-
ment of two distinct mixing rules, these are the modified Huron–Vidal mix-
ing rule of first and second order (MHV1 & MHV2) which in addition to
modifying the pressure, also made use of the Soave–Redlich–Kwong (SRK)
EoS and the modified UNIFAC activity coefficient model. Although gener-
ally speaking the EoS/gE methods have proved successful, models developed
by matching EoS with predictive activity coefficient models are of particular
interest. This is because the use of group-contribution methods means that
the resulting models become predictive thus avoiding the need to obtain or
correlate the model with experimental data which in many cases may not
be available.
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The most widely acknowledged predictive EoS/gE model is the predictive
SRK (PSRK) [123] model which has been found to yield good VLE results
for non-polar or slightly polar molecules. PRSK makes use of the the sim-
pler MHV1 mixing rule with a zero pressure reference state in the SRK
equation of state, as well as the modified UNIFAC (Lyngby) [124] activity
coefficient model. By equating the excess Helmholtz free energy (AE) of an
activity coefficient model with that of an EoS at infinite pressures, Wong and
Sandler [125] were able to successfully incorporate the second virial coeffi-
cient as well as the activity coefficient model into a mixing rule. In addition
to requiring an additional binary interaction parameter due to the second
virial coefficient, the Wong and Sandler formulation is unique compared to
other EoS/gE models as low pressure activity coefficient parameters can be
used due to the insensitivity of AE to pressure. Another important predic-
tive EoS/gE model is the PPR78 (Predictive Peng Robinson,1978) model by
Jaubert et al. [126], which is based on the Peng-Robinson EoS [28] that
was proposed in 1978 and a van Laar [110] expression for the gE model.
PPR78 has been employed in the study saturated hydrocarbons mixtures
with carbon dioxide [127], nitrogen [128] and aromatic compounds [129]. In
the LCVM (Linear Combination of Vidal & Michelsen) model Boukouvalas
et al. [130] developed a mixing rule based on an linear combination of the
mixing rules put forward by Huran-Vidal and by Michelsen. As no reference
pressure is specified low pressure parameters can be used, additionally the
LCVM model has been shown to be especially adept at predicting phase
equilibrium for systems with components that exhibit large differences in
size (asymmetric systems).
4.4.2 Group Contribution methods in EoS
In describing the phase behaviour of pure components, EoS make use of pa-
rameters that are typically obtained from fitting to pure component data. In
describing mixtures, EoS make use of a combination of mixing rules for the
equation of state constants, and combining rules to evaluate binary inter-
action parameters. This use of mixing and combing rules mean that molec-
ular parameters are mixture specific and therefore have limited predictive
ability. A more general approach to the development of EoS parameters is
where the molecular parameters are determined from contributions of the
Chapter 4. Group Contribution 74
structural units that make up the molecule or mixture. EoS that make use
of energy, surface area or volume parameters of molecules, rather than crit-
ical properties as input data are found to lend themselves more readily to
the development of this type of complete group contribution analysis [131].
As a starting point, the development of group contribution equations of state
involves the generalisation of classical EoS mixing rules to consider contri-
butions from structural units rather than frommolecular components. Pults
et al. [132] present a typical generalisation that they use in-conjunction with
perturbation theory to obtain a version of the Chain-of–Rotators (COS) EoS.
Here the structure of the fluid is considered to be the result of short range re-
pulsive forces determined through statistical mechanics and long-range at-
tractive forces described through the Redlich–Kwong cubic EoS. Due to the
use of a cubic EoS the COR-EoS is limited to non-polar components (Figure
4.1). A more elaborate group contribution EoS that generalises the Peng-
Robinson EoS for hydrocarbons is presented by Coniglio et al. [133, 134].
However, the most widely applied group contribution EoS with parameters
for approximately 35 chemical families is presented by Skjold-Jorgensen
[135, 136] for the solubility of gases in a range of chemical solvents. In
their version the authors consider the Helmholtz free energy to be a sum
of two contributions i.e., a free volume term calculated from the Carnahan-
Starling EoS [137], while the attractive term is a group contribution version
of the NTRL [119] equation.
Of particular relevance in this thesis is the application of the idea of group
contribution within the frame work of the statistical mechanical approach
in the SAFT EoS [23, 138, 139]. The next section is devoted to a detailed
discussion of the development of this approach.
4.5 The SAFT Equation of State
Wertheim through a series of four papers [37–40] developed a statistical
thermodynamic theory for fluids. The theory, referred to as the Thermody-
namic Perturbation Theory (TPT) is used to model fluids with a repulsive
core and one of more highly directional short-range attractive sites. Based
on TPT, Chapman et al. [23, 138, 139] proposed an EoS for spherical and
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chain molecules with hydrogen bond sites which was the basis for the devel-
opment of SAFT.
Since its formulation SAFT has gone on to be acknowledged as one of the
most versatile equations of state for complex molecules, making SAFT the
basis for numerous academic articles which deal with both advancements
in the model and its application to various fluid systems (reviews of which
have been undertaken by Müller & Gubbins [24] , Economou [140], McCabe
& Galindo [131] and Wei [141]).
In SAFT it is assumed that there are three contributions to the residual free
energy of a given molecule. These are the repulsion-dispersion contributions
that are typical of individual segments that interact through pair-potentials,
Amono, contribution due to the fact the segments can form a chain Achain, and
contribution due to the possibility of some of the chains associating through
hydrogen bonding, Aassoc (orientation dependent). The total Helmholtz free
energy of the SAFT equation of state is expressed as the sum of these in-
termolecular effects, plus the free energy of a reference state, Aideal, which
within SAFT is defined as the ideal gas contribution. Thus,
A = Aideal + Amono + Achain + Aassoc. (4.5)
Schematically Figure 4.2 illustrates the process through which molecules
are formed from these individual contributions. As an example of a complete
associating alkanol consider Figure 4.2(d). The alkanol molecule is made
up of m identical spherical segments which form the aliphatic chain. In
each chain of these bonded segments, one of the spheres has two associating
sites. Site a (shaded black) and site b (shaded red) that correspond to the
hydrogen bond donor and acceptor sites of the alkanol. When these sites
approach each other with the appropriate orientation, dimerisation of the
alkanols occurs.
Wertheim’s theory is responsible for the formulation of the chain and asso-
ciation terms, which remain unchanged in most SAFT versions. However
many options are available to model the individual segments (Figure 4.2b),
leading to the formulation of a variety of distinct SAFT equation of states.
This is because the description of the Helmholtz free energy of monomers
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FIGURE 4.2: Schematic of formation of a molecule within the SAFT formal-
ism. (b) A reference system of spherical particles is combined to form (c)
linear chains. (d) Association sites are added to the chains to form associ-
ating chains.
is not explicitly specified within SAFT. Different approaches have been pro-
posed to obtain this term, ranging from semi-empirical approaches as within
PC-SAFT [142], to correlations based on molecular simulation data as with
soft-SAFT [143]. However of particular interest are the SAFT approaches
where the modelling of the monomeric fluid is approached in a purely theo-
retical manner. These models, which include SAFT-HS [144] and SAFT-VR
[145], are perturbation expressions that model the monomeric fluid as a
hard-sphere with an additional dispersion term.
In SAFT-VR [145] monomeric fluid that interact through various effective
pair-potentials are considered. Specifically the authors deal with the Square-
Well (SW), Yukawa, Sutherland, Lennard-Jones (LJ), and generalised Lennard-
Jones (Mie) potentials. Short range sites placed on the segments to allow
for the aggregation of the chains of segments as occurs in hydrogen bond-
ing. Figure 4.3 illustrates the SAFT-VR molecular model for the square-well
pair-potential.
Molecular description within SAFT-VR is undertaken by means of two pa-
rameters that describe the diameter and chain-length of the molecule i.e.,
 ij and mi respectively. Further energetic parameters are used to account
for the dispersion interactions, in this case "ij and  ij depict the depth and
range of the square-well interaction. The number and type of association
sites that are used to mediate hydrogen bonding are generally determined
from the chemical structure of the molecule in question. Positionally these
sites are located at a distance rdab off the center of the segment, while ener-
getically the association interaction between a site a and a site b is defined
by an attractive depth "HBab and a cut-off range rcab.
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FIGURE 4.3: Schematic description of monomers and monomer interac-
tions in the square-well tangential homonuclear molecular model within
the SAFT-VR formulation.
It is worth noting that due to the partitioning of the free energy, SAFT lends
itself naturally to making use of the group contribution formalism. This is
because the monomer contribution term refers to isotropic non-specific in-
teractions between segments. The aspect of these segments is not restricted
and can readily correspond to an atom, a group of atoms or repetition units
in polymers, which when assembled using the chain and association contri-
butions(s) can be used to form a wide range of molecules whose thermody-
namic properties can be predicted. However to be able to implement the
group contribution concept at the molecular level, the homonuclear SAFT
EoS needed to be able to account for heteronuclear groups. In order to
achieve this SAFT had to undergo theoretical changes before the success-
ful formulation of the group contribution SAFT EoS.
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4.5.1 Group Contribution within SAFT
In the early work carried out on the SAFT equation of state, molecules were
almost exclusively modelled as chains of spherical homonuclear segments.
Based on this early homonuclear model, the first attempt to include some
group contribution aspect to the SAFT theory was presented in the work by
Lora et al. [146], who proposed a method of calculating pure component pa-
rameters for poly(acrylates) based on parameters obtained from fittings car-
ried out on low molecular weight propanonates. This was followed by Tobaly
et al. [147, 148] who presented a series of papers that outlined two distinct
approaches for the predictive use of SAFT for molecules within a chemi-
cal family. In Approach 1, SAFT parameters that describe the members of a
chemical family are obtained by fitting to experimental vapour-pressure and
saturated-liquid density data. A set of relationships were then determined
that link the fitted parameters with various molecular properties e.g., molec-
ular mass. These relationships could then be used in a predictive manner to
obtain parameters for homologous molecules with the molecular properties
used as independent variables. In Approach 2, the authors assumed that
molecules within a chemical series were composed of identical segments,
with differences between molecules in the series treated simply by changing
the chain-length m e.g., for alkanes the differences between CH3 and CH2
are ignored. In a study to predict the vapour pressure of heavy n-alkanes
(C9 to C38), this approach was found to yield relatively good results with an
%AAD of 13.6% for the series. Since then Approach 2 has been used to study
other hydrocarbons including alkenes, cyclic compounds and their mixtures,
as well as alcohols all of which confirm the superiority of this approach over
Approach 1. However the main drawback with both these approaches is
their limited predictive ability. This is because in both approaches the con-
tributions of functional groups are not explicitly catered for in the theory,
making this technique more an effort to model the behaviour of parameters
within a homologous series by transferring parameters rather than a true
group contribution method[131] .
To correct this Tobaly et al. [35] proposed the GC-SAFT method. In this
method the concept of groups being used to build up molecules is explic-
itly included in the theory. The authors implemented GC-SAFT within the
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original SAFT [138, 139] and SAFT-VR [145] formulations, estimating dis-
tinct group parameters that were used to predict various pure and mixture
properties. Various chemical families were successfully studied including
alkanes, ↵-olefins, 1-alkanols, alkyl-benzenes, alkyl-cyclohexanols and their
mixtures as well as the testing of their predictive ability by extrapolating
to long chain molecules [35, 149, 150]. Additionally a group contribution
approach has also been proposed for the PC-SAFT framework, although it
should be noted that within PC-SAFT a homonuclear hard-chain fluid is
considered to be the reference fluid as opposed to a monomeric fluid in other
SAFT methods. As a consequence, at least conceptually PC-SAFT may not
be best suited for the group contribution approach. However as with To-
baly and co-workers Approach 1, PC-SAFT can be used in the context of
deriving relationships between molecular properties and group parameters.
With this in mind, in a study involving an ester series, the GC-PC-SAFT
results from a test set of esters not included in the regression database
was found to compare favourably with the GC-SAFT approach which in-
cluded dipole-dipole interactions using the perturbation expansion as pre-
sented by Twu et al [151]. However GC-PC-SAFT was found to exhibit
large deviations of upto 50% when dealing with large esters. In total 19
molecular families encompassing hydrocarbons, cyclic and aromatic, alco-
hols, amines,nitiriles, esters, ketones, ethers have been considered using
GC-PC-SAFT [152]. A further extension of this approach is available in the
work of Tihic and co-workers [153] who combined PC-SAFT with the group
contribution approach of Constantinou et al. [154] by including first and
second order groups to capture differences in isomers and proximity effects
of the parametrised groups.
In the different SAFT approaches discussed above, the molecular model for
SAFT has been based either on spherical homonuclear segments or on a
chain of spherical homonuclear segments (PC-SAFT). Due to this molecu-
lar model the concept of group contribution cannot be explicity applied at
the level of the underlying theory, rather group contribution in this context
is used more as a predictive approach to determine average molecular pa-
rameters within a chemical series which can then be used for predictions.
However within Wertheim’s [37–40] theory there is no restriction on the size
and shape of segments, making a different approach to group contribution
within SAFT possible. In the heteronuclear SAFT approach, molecules can
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be modelled as consisting of various segments that exhibit distinct size and
energy parameters [36] . These parameters once determined can then be
used in a transferable manner across chemical families.
The first application of tangential heteronuclear segments to describe molecules
was undertaken by Archer et al. [155] who initially used heteronuclear
bonded hard spheres to study diatomic molecules under the SAFT-HS (hard
sphere) formulation. This was later extended to triatomic molecules and
arbitrary polyatomic molecules [156, 157]. As a consequence of improve-
ments to the description of the segment interaction potential, a heteronu-
clear consideration of soft-SAFT (LJ-SAFT) has also successfully been used
to model alkane chains of varying length [158] as well as branched and lin-
ear copolymers [159] . Additionally a heteronuclear model for PC-SAFT has
also been applied to co-polymers which consist both of polar and non-polar
units [142, 160], where a bonding ratio between segments is considered,
rather than a sequence of segments in a chain. In the majority of these
studies (expect heteronuclear PC-SAFT) theoretical SAFT results have been
validated by comparing to Monte Carlo simulation data.
In the generalisation of the SAFT-VR square-well molecular model to in-
clude heteronuclear segments, McCabe et al. [161] replaced the chain term
with a term that deals with the formation of bonds between segments of
different sizes and energy. Here the authors, considered two distinct het-
eronuclear chains, the united-atom or linear chain (Figure 4.4(a)) molecular
model and the atomistic or all-atom chain (Figure 4.4(b)) molecular model
for the modelling of diatomic molecules. As before validation of the gen-
eralised heteronuclear SAFT-VR was carried out by comparing results to
isothermal-isobaric simulation data.
Despite the agreement between the tangential heteronuclear SAFT-VR the-
ory with molecular simulations, Lymperiadis et al. [36] were able to show
that both the united-atom and all-atom tangent models were inadequate in
describing the phase equilibria of real molecules. To overcome this appar-
ent limitation in the underlying tangential model, Lymperiadis proposed
the use of fused heteronuclear segments (Figure 4.4(c)) to model molecules
within the SAFT-VR formalism in the so called SAFT-  approach.
Chapter 4. Group Contribution 81
FIGURE 4.4: Schematic of different molecular models in SAFT-VR formu-
lation. a) Tangential heteronuclear united atom molecular model. b) Atom-
istic tangential heteronuclear all-atom molecular model. c) Heteronuclear
fused molecular model.
As part of the development of the SAFT-  theory Lymperiadis et al. [36, 162]
introduced the shape factor (Sk) parameter. Where Sk describes the contri-
bution a given segment k of diameter  kk makes to the overall molecular
geometry, contributing to the mean radius of curvature, the surface area
and the volume of the molecules. This parameter allows for the overlapping
of segments thereby fusing the segments. A detailed explanation of which
can be found in reference [162] . Within SAFT-  each group is described by
⌫⇤k an integer number of segments that form a group k, the shape factor Sk,
diameter  kk, dispersive energy "kk and range  kk parameter. In the case of
associating groups the number of associating site types NSTk and number
of site types nk,i are determined from the chemical structure of the group,
while the square-well interaction between site a a and a site b are modelled
using an energetic ✏HBkk,ab and range parameter rckk,ab.
The segment parameters for a particular chemical family are determined
by fitting to the vapour pressure and saturated liquid density of short-chain
molecules in a homologous series (e.g. ethane to decane). In this way the av-
erage SAFT-  parameters for numerous chemical families CH3, CH2, CH2=,
CH=, CH2OH, COOH, CO=, aCH, aCCH2 have been obtained and have been
shown to be accurate in their description of phase behaviour [36, 162]. In
assessing the predictive ability of these parameters, large molecular weight
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molecules ( > C10) not included in the fitting sample are tested. The overall
%AAD associated with this predictive exercise for a range of chemical fami-
lies was found to be 8.18% and 0.75% for the vapour pressure and saturated
liquid density respectively [4]. In addition to this relative accuracy of the
method, SAFT-  is able to treat mixtures in a fully predictive manner with-
out the need to propose combining rules or adjustable parameters. SAFT- 
has been found to provide a good description of the phase equilibrium of
binary mixtures of alkanes, alkenes, alkanols, alkanes + acids, alkanes +
amines as well as systems that exhibit highly non-ideal behaviour including
polymer-solvent mixtures. Improvements on the thermodynamic descrip-
tion of fluids and fluid mixtures have been undertaken by Papaioannou et
al. [163] in the SAFT-  Mie (generalised Lennard Jones). Here the interac-
tions between segments is represented via a Mie pair-potential as opposed
to the square-well potential utilised by Lymperiadis et al. [36, 162]. SAFT-
  Mie has been found to provide excellent descriptions of pure components
with %AAD of 1.19% and 0.42% for the vapour pressure and saturated liquid
density which is a clear improvement over the square-well potential. Addi-
tionally, the Mie potential have proved to be accurate in the representation
of second-order thermodynamic properties such as the speed of sound, and
isobaric and isochoric heat capacity. Further work on SAFT-  Mie has been
undertaken by Dufal et al. [164] in extending the range of chemical families
that can be treated using this approach.
A second fused heteronuclear group contribution method within SAFT that
is based on the SAFT-VR formulation has also been proposed. In the GC-
SAFT-VR [165] method instead of the shape factor parameter, a non-integer
value (mk) that represents the chain-length of a functional group is used. In
some instances the group chain-length can take values less than one which
has an ambiguous physical meaning. However as both the Sk andmk param-
eters are charged with describing fused chains in their respective molecular
models, a relationship between the two has been shown to highlight the
similarities between the two theories [131]. Here,
⌫⇤kSk = mk; (4.6)
where as defined ⌫⇤k is the number of segments in a group of type k and
Chapter 4. Group Contribution 83
mk is the group chain length. Additionally the definition of the fraction of
segments of type k in the mixture (xs,k) used in SAFT-  and the fraction of
segments of type k on a molecular component i (xs,ki) employed in GC-SAFT-
VR can also be related as
xs,k =
NCX
i=1
xs,ki . (4.7)
From this it can be seen that the two theories are fundamentally identical
with respect to the ideal and monomer terms [131]. The main difference be-
tween the two approaches lies in the treatment of the contribution to the free
energy due to chain formation, Achain. In SAFT- , the heteronuclear molec-
ular model is explicitly maintained in the determination of the monomer
term. However in the treatment of the chain and association terms, van
der Waals mixing rules are used to define effective molecular parameters
for each of the components i in the system. These effective parameters are
then used to determine the chain and association free energy contributions.
The use of effective parameters essentially approximates a heteronuclear
molecule within a tangential homonuclear approach. Thus,
Achain
NkBT
=  
NCX
i=1
xi
 
NGX
k=1
 k,i⌫
⇤
kSk   1
!
ln gii( ¯
SW
ii ; ⇠3) (4.8)
where ⌫⇤kSk = mk is the number of groups of type k in a chain and gii( ¯SWii ; ⇠3)
is the square-well radial distribution function at an effective contact dis-
tance  ¯SWii and actual mixture packing fraction of ⇠3 [162].
On the other hand within GC-SAFT-VR, a heteronuclear molecular approach
is maintained in the treatment of all four contributions to the free energy.
Where in addition to describing the fluid structure, some empirical terms
are added to the expressions of the chain and association terms in order to
better describe the behaviour of real systems. As a result in GC-SAFT-VR,
heteronuclearity is maintained throughout, this allows the location of func-
tional groups and association sites within a molecule to be specified thereby
retaining the identity of functional groups in the model chain and defining
the connectivity of the segments within the chain. Essentially allowing for
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the differentiation between isomers. The phase behaviour of numerous sys-
tems have been studied using hetero-GC-SAFT-VR leading to the parametri-
sation of various chemical families including linear and branched alkanes,
alkenes, alkanols, amines, ketones, carboxylic acids and esters [165, 166] .
The average deviations for all chemical families and compounds considered
is reported as 5.46% and 2.81% for the vapour pressure and saturated liq-
uid denisty. This was later extended to include polymer + solvent mixtures
[167]. In comparing the performance of SAFT-  with hetero-GC-SAFT-VR it
has been found that while GC-SAFT-VR can distinguish between isomers,
the empirical relations lead to a deterioration of the description of the pure
component phase behaviour. This is evident in the %AAD for linear alkanes
which is reported as 5.95% and 3.07% for the vapour pressure and saturated
liquid density in GC-SAFT-VR, and 3.07% and 0.51% for SAFT- .
Using a similar approach to the GC-SAFT-VR approach, Tumakaka et al.[168]
proposed a version of PC-SAFT where the chain segments are allowed to
differ in size and attractive forces. The hetero-segmented PC-SAFT was
used to parametrise numerous homopolymers before being successfully ap-
plied to describe the phase behaviour of binary and ternary mixtures of ho-
mopolymers, solvents and gases as well as binary copolymer-solvent sys-
tems [159, 168]. This was later sucessfully extended to model the behaviour
of n-alkanes as well as branched and cyclic alkanes [169] with reported av-
erage deviations of 1.50% and 0.72% for the vapour pressure and saturated
liquid density.
4.5.2 Other Predictive Methods
Molecular dynamics form a class of predictive methodologies that is based
on a set of energy and size parameters referred to as force fields that are de-
veloped within an appropriate molecular framework (all-atom, united atom
etc.). From the simulation of the movement of atoms and molecules over a
period of time, the average value of various thermodynamic properties can
be estimated. Given a varying level of detail and computation expense, a
number of force fields have been developed for various applications by di-
rectly fitting to experimental data. These include the all-atom OPLS [170]
and AMBER force fields [171], and the united atom TraPPE [172] force field.
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These force fields are obtained through brute force as they are without a
theoretical basis, meaning that extension of the parameters to new groups
is computationally expensive and cumbersome. In the top-down approach to
force field parametrisation, the regression of experimental data is done not
directly but rather through an appropriate analytical EoS. The main advan-
tage of this approach is the link between theory and simulation, as the fitted
parameters are directly utilised in simulations without further adjustment.
The work undertaken in this top-down approach include: van Westen et al.
[173] who employed the PC-SAFT EoS; Avendaño et al. [174] who utilised
the SAFT-VR Mie Eos; and Lafite et al. [175] who used the SAFT-  Mie EoS
for the development of heterosegmented simulation models.
Due to advancements in quantum mechanical techniques, predictive meth-
ods like COMSO-RS [176–178] have recently become popular. Although not
a group contribution method this a priori approach has been successfully
used to predict the thermodynamic properties of highly non-ideal fluids such
as ionic liquids [176, 177]. The methodology is based on the COSMO [179]
approach where reference polarisation charge densities of the molecule be-
ing studied are built. Typically this is done using quantum chemical calcu-
lations within the COSMO models, where a continuum of infinite dielectric
constant is applied. This hypothetical state of the molecule in a virtual con-
ductor is then used as a reference for COMSO-RS calculations. COSMO-RS
involves the calculation of interactions of the molecule in the liquid system
as local pair-wise interactions of the generated surfaces quantified through
the COSMO polarisation charge densities. Statistical thermodynamic calcu-
lations on the interacting surfaces are then used to determine the chemical
potential and free energies (gE) of molecules in solvent mixtures.
Alternatively the inclusion of QM generated results directly into EoS has
been attempted. The equations considered include the perturbation theory
EoS by Shukla et al. [180] and PCP-SAFT by Gross et al. [142, 159, 160].
These EoS rely on clearly defined electronic properties e.g., multi-pole mo-
ments, polarisability etc. that can be determined from QM calculations on
isolated molecular structures, in addition to size and energy parameters.
Generally the electronic properties are taken from literature where avail-
able, however Leonhard et al. [41–43] through a series of papers has shown
that it is possible to generate the electronic properties from QM calculations,
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while adjusting the remaining parameters to experimental data without sig-
nificant loss in the prediction of thermodynamic behaviour. This approach
by Leonhard et al. [41–43] is interesting due to the potential of being able
to generate parameters directly from ab-inito calculations. However several
problems are associated with this approach. Principally only a minority of
EoS explicitly include electronic properties as parameters, therefore only a
sub-set of equations can be parameterised using this method. Additionally
QM calculations are carried out in vacuum while most EoS tend to be fo-
cused on predicting the behaviour of condensed phases. Therefore the direct
inclusion of QM calculated parameters into molecular EoS is highly unlikely.
4.6 Conclusions
Phase behavior is important in the design, development and operation of
chemical processes. In this chapter two distinct approaches to solving the
thermodynamic equilibrium problem have been introduced i.e.       and
     . Despite the historic successes of both these approaches, a major limi-
tation has been a dependence on experimental data to parameterise the as-
sociated thermodynamic models. In order to deal with this limitation group
contribution methods have been developed within both approaches. In this
context, group contribution refers to the deconstruction of a molecule into
distinct elements whose contributions to a property of interest can be used
in a transferable manner regardless of the molecule the group appears in.
In the     approach, a combination of an activity coefficient method and an
EoS are used to estimate the component fugacities of the respective liquid
and vapour phases. Particular interest is taken in discussing the UNIFAC
activity coefficient method (Appendix C), which is the eminent group con-
tribution activity coefficient method both in terms of available groups and
range of application. However, due to the use of different physical models
(activity coefficient and EoS) , there are inherent problems associated with
the       approach. These include difficulties in modelling critical regions
and an inability to determine derivative properties as a consequence of the
approach not formally including T , P and x in the model [116, 181, 182].
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These problems have seen the direct incorporation of activity coefficient
methods into EoS, in the so-called EoS/gE models. These models, determine
EoS parameters (a and b) by equating the excess Gibbs free energy predicted
by an EoS with the free energy from an activity coefficient model. The resul-
tant predictive EoS (where an appropriate group contribution activity coeffi-
cient method is used e.g., UNIFAC) have been found to favourably model the
behaviour hydrocarbon mixtures with carbon dioxide, nitrogen an aromatic
compounds [127, 128, 130].
The fundamental strength of the       or EoS approach is that they are
based on continuum fluid models that can be applied equally to the liquid
and vapour phases. Cubic EoS with the classic mixing rules can be used
over a wide range of temperature and pressure, although only for hydrocar-
bons and inorganic gases. Therefore until recently it was difficult to model
non-ideal mixtures of organic chemicals adequately over a large ranges of
temperature and pressure. As an extension of the cubic EoS, SAFT relates
thermodynamic properties to detailed intermolecular interactions enabling
the study of complex systems such as hydrogen bonded molecules, polar flu-
ids, electrolyte systems, critical fluids etc,. thereby overcoming the limita-
tions associated with lattice models both in terms of the range of pressures
and molecules that it can be reliably applied to. Recently the SAFT EoS
has been successfully reformulated to the group contribution formalism.
The development of the heteronuclear group contribution SAFT (SAFT- )
EoS, where groups with distinct size and energetic parameters can be mod-
elled has enabled the prediction of the complex behaviour of a wide range
of highly non-ideal systems from the parameters of relatively few groups.
These include systems which exhibit liquid-liquid immiscibility where equi-
librium compositions may differ by several orders of magnitude, hydrogen
bonding species that exhibit heterogeneous azeotropes and the associating
effects of water that dominate aqueous system behaviour [4, 5, 36, 164].
The success of SAFT-  in modelling these complicated systems is a clear
endorsement of the predictive group contribution approach. However as
with other EoS, SAFT-  is dependent on experimental data required when
parametrising groups. The rest of this thesis is dedicated to working with
the SAFT-  EoS, with the ultimate aim of further reducing the dependence
on empirical equilibrium data.
Chapter 5
Modelling Ternary Phase
Behaviour with SAFT- 
5.1 Introduction
In the previous chapter, a discussion of the available group contribution
approaches was undertaken, and how this has ultimately led to the devel-
opment of predictive thermodynamic models. Particular interest was taken
in the introduction of the SAFT approach [24, 131] , with the aim of de-
veloping an accurate predictive methodology, capable of reliably estimating
the thermodynamic properties of highly non-ideal systems. In this chapter,
the group contribution SAFT-  equation of state [36, 162] will be applied to
the modelling of binary mixtures, with the aim of predicting ternary phase
behaviour as represented by the infinite dilution partition coefficient.
At atmospheric temperatures and pressures, a majority of organic solvents
have been found to be immiscible in water [183]. If a third pure solute is
added to such a system, then the third species will distribute itself between
the two phases. At equilibrium, the ratio of solute concentration in the two
solvent phases is known as the distribution coefficient, Ki,kl. It is preferable
to define the distribution coefficient in such a way as to ensure that it is a
unique value which is independent of concentration, thereby ensuring one
unique distribution coefficient per solute molecule. Practically, this means
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a distribution coefficient determined at infinite dilution or extrapolated to a
solute concentration of zero
Ki,kl =

Cki
C li
 
=
"
 l
x1i,l
· x
1
i,k
 k
#
=
"
 l
 k
· x
1
i,k
x1i,l
#
, (5.1)
where k and l represent the immiscible solvent phases, and i is the distribut-
ing solute. Cki and C li represent the solute concentrations of the respective
phases.  k and  l refer to the solvent molar volumes, and x1i,k and x1i,l are
the infinite dilution compositions of the solute in the solvent phases. Due
to the extremely low equilibrium solute compositions associated with infi-
nite dilution, it has been found to be convenient to express the distribution
constant ratio in terms of its logarithm, giving rise to the so called partition
coefficient Pi,kl = logKi,kl [18].
To standardise studies involving partition coefficients, a pair of reference
solvents that fulfil two criteria were identified. Firstly the pair of solvents
had to have greatly differing polarity (e.g., hydrocarbon and water). This
is due to experience in preparative organic chemistry where solvents of dif-
fering polarity are used to facilitate extraction and purify products, thereby
making polarity difference a reliable indicator of immisciblility [184]. Sec-
ondly biologists who were early adopters of the partition coefficient metric,
found that a partition coefficient based on long-chain esters or alcohol sol-
vents was convenient for their studies. This is because the biological activity
of simple compounds was found to correlate with oil-water partition coeffi-
cients, making long-chain esters or alcohols ideal surrogates in modelling
biological activity [185]. This led to the identification of 1-octanol as the
most useful lipophilic solvent with water as its ideal conjugate . As a con-
sequence the majority of the work involving solute partitions is concerned
with the the octanol-water solvent pair [18].
Chapter 5. Modelling Ternary Phase Behaviour with SAFT-  90
FIGURE 5.1: Diagram depicting the infinite dilution distribution of a solute
i into an immiscible octanol-rich (OR) and water-rich (WR) solvent phase.
Where vWR, vOR, and xi,WR, xi,OR are the molar volumes and solute com-
positions in the respective phases.
Therefore replacing the general solvents k and l in equation 5.1 with octanol
and water, the molar concentrations of the solute i in the octanol-rich and
water-rich phases is re-written as CORi and CWRi respectively. Alternatively
these concentrations can also be written in terms of a volume-composition
ratio where,  OR and  WR refer to the molar volumes of the octanol and wa-
ter solvent phases, while x1i,OR and x1i,WR refer to the infinite dilution compo-
sition of a solute in the respective solvent phases. Infinite dilution therefore
corresponds to where a small solute concentration is added to the binary oc-
tanol/water mixture and allowed to distribute between the solvent phases.
The octanol-water partition coefficient (Pi,ow) as defined above is a physio-
chemical equilibrium property of a pure substance under specified condi-
tions. It is a useful quantitative parameter for representing the lipophilic/hy-
drophobic nature of a solute which also describes the thermodynamic ten-
dency of a solute to preferentially partition in different media. This makes
the octanol-water partition coefficient an important parameter in a range
of fields including drug design, prediction of bio-concentration, modelling
of the environmental fate of organic chemicals and toxicology of substances
[18]. Due to this range of utility, various methods have been devised to
experimentally measure the partition coefficient metric. These are classi-
fied either as chromatographic methods such as in high performance liquid
chromatography (HPLC), or more classical separation techniques such as in
slow-stir and filter probe methods. A detailed description of many of these
experimental techniques has been presented by Dearden and Bresen (1988)
[183] and later by Sangaster (1988) [18] who in addition to the discussion
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on the method of measurement, retrieved and complied the octanol-water
partition coefficients of 611 simple organic molecules representing all the
principle chemical families.
Since the work of Rekker (1977) [186], and Hansch and Leo (1979) [187] who
described Pi,ow as an additive chemical property, alternatives to experimen-
tal measurement have been proposed to determine the partition coefficient.
Numerous methods for the calculation of Pi,ow frommolecular structure have
been published [188]. The majority of these partition coefficient prediction
methods can be classified into one of three categories. These are: group
contribution; atomistic contribution; and molecular methods [189].
(i) The group contribution or molecular fragment methods are generally
characterised by the equation,
logP =
nX
i=1
aifi +
mX
j=1
bjfj (5.2)
Where fi and ai represent the fragmental contribution and number of
occurrences of a fragment i, where the contribution of a particular frag-
ment is obtained through regression to experimental partition coeffi-
cient data. However as molecules are generally considered to be more
than mere collections of their fragments, attempts have been made to
introduce correction factors that are additive. These non-additive de-
viations are represented by fj and bj, the contribution and number of
occurrences of correction type j.
(ii) Atomistic contribution methods deconstruct molecular fragments and
attempt to predict partition coefficients from single atom contributions.
These methods, which define single-atom contributions as functions of
the local topological environment of a molecule require a larger num-
ber of fragments and correction factors than the associated molecular
method. Further, a large number of descriptors are regularly used in
atomic contribution methods. This is a direct consequence of the diffi-
culties associated with choosing chemically meaningful atomic descrip-
tors which results in questionable regression statistics. The classical
atomic contribution method was developed by Ghose et al. [190, 191],
which made use of 110 descriptors to predict partition coefficients. This
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was later expanded to 120 descriptors by Viswanadhan et al. [192]. It
is worth noting that these methods contain 44 different types (contri-
butions) of the carbon atom and 10 different hydrogen atom contribu-
tions representing the diverse positions that these atoms can take in
different molecules
(iii) As molecules are more than a sum of their parts an accurate descrip-
tion of the molecule in its entirety is important. This is especially
more so in partition coefficient prediction as the complex intermolec-
ular interactions between solute and solvents have to be accounted
for. Such an ambitious goal requires some level of QM modelling. Re-
cently studies involving QM descriptors used in QSAR/QSPR studies
[193] dedicated to Pi modelling have emerged. Some of the most im-
portant studies include, Klopman et al. [194] who used Hunckel type
atomic charges to estimate Pi of 61 simple organic compounds. Sasaki
et al. [195] who used three molecular parameters derived from molec-
ular simulations and molecular orbital calculations. The Bodor et al.
[196, 197] method makes use of a wider range of descriptive parame-
ters that include molecular surface area and shape in addition to elec-
tronic description descriptors. Monte Carlo simulations have also been
used to study the partitioning of simple organic compounds [198].
Many of these methods have since been computerised and are available as
commercial software. Due to the range of calculation methods available, a
number of comparative studies on the performance of these methods have
been performed [189, 199]. However as it is difficult to find suitable data
to establish a truly independent test set (data not included in the original
training set), the choice of calculation method has become a subjective de-
cision that is based not on accuracy, but rather on various other criteria
such as: ease of entry of structure into software; cost; as well as personal
preference [200].
Due to the inherent advantages associated with the group contribution vari-
ants of the SAFT approach, the aim of this work is to make use of the
SAFT-  EoS [36, 162] to predict the octanol/water partition of various so-
lute molecules. Where, in addition to transferability of group parameters,
only pure component and binary mixture data is required for the prediction
of ternary phase behaviour, precluding the need for ternary mixture data.
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5.2 The SAFT-  Square-Well Theory
SAFT-  [36, 162] is based on a heteronuclear fused molecular model within
the SAFT-VR [145] formalism. The fused heteronuclear molecular model
was chosen for SAFT-  on the basis that it was found to be better at describ-
ing the thermodynamic properties of real fluids when compared to a tangen-
tial heteronuclear model. Currently two distinct versions, the square-well
[4] and Mie or generalised Lennard-Jones [201] versions have been success-
fully used to model phase behaviour, as well as other macroscopic properties
of a range of fluids and fluid mixtures. In this thesis the aim is to carry
out the prediction of the solute octanol/water partition coefficients using the
SAFT-  EoS for square-well pair-potentials (SAFT-  SW).
Within SAFT-  SW, each group is described by ⌫⇤k an integer number of seg-
ments that form a group k, the shape factor Sk, diameter  kk, dispersion
energy "kk and range  kk parameter. In the case of associating groups the
number of associating site types NSTk and number of site types nk,i are de-
termined from the chemical structure of the group, while the association
interaction between site a a and a site b is modelled using a square-well
potential of depth ✏HBkk,ab and range rckk,ab. For mixtures, additional unlike pa-
rameters are required. These include unlike group diameter  kl (equation
5.3) and range  kl (equation 5.4) parameters which are calculated using the
size related combining rules,
 kl =
 kk +  kk
2
(5.3)
and
 kl =
 kk kk +  ll ll
 kk +  ll
. (5.4)
Whereas the unlike dispersion ( "kl), unlike association ("HBkl,ab) and unlike
range (rckl,ab) parameters are typically determined from fitting to experimen-
tal data.
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The generic SAFT equation on which SAFT-  SW is based, is expressed as a
sum of four contributions to the free energy of a fluid system. The expression
is written in terms of the free energy as this is the quantity that is most
accessible from statistical thermodynamics, from which other macroscopic
thermodynamic properties can be derived. Thus [24, 131],
A
NkBT
=
Aideal
NkBT
+
Amono
NkBT
+
Achain
NkBT
+
Aassoc
NkBT
, (5.5)
where N represents the number of molecules in the mixture, kB is the Boltz-
mann constant and T is the temperature in Kelvin. Aideal is the ideal free
energy of the molecules, Amono is the free energy contribution due to the hard
sphere repulsion and mean-field attraction interactions between segments,
Achain is the free energy contribution due to formation of chains composed
of heteronuclear segments and Aassoc is the free energy contribution due to
molecular chains bonding as mediated by sites on associating segments.
5.2.1 Ideal Term
When describing the phase behaviour of an ideal gas system, the rotational
and vibrational contributions to the free energy are considered to cancel
each other out, and can therefore be ignored. Due to this assumption, the
molecular partition function of an ideal gas is equivalent to the translational
partition function i.e., q = qtrans. From quantum theory, the translation
partition function for a particle is given as qtrans = V/⇤3. Where ⇤ is the
de Broglie wavelength which is used to calculate the N particle molecular
partition function; Q = qN/N !. Once the molecular partition function is
known, the Helmholtz free energy for the ideal system can be obtained via
the Massieu bridge [202] leading to the formulation of the SAFT ideal term.
Aideal =  kBT lnQideal,
and
Aideal
NkBT
=
 
NCX
i=1
xi ln(⇢i⇤
3
i )
!
  1. (5.6)
Chapter 5. Modelling Ternary Phase Behaviour with SAFT-  95
Here xi, ⇢i = Ni/V and Ni refer to the composition, number density and
number of molecules of component i in the system, while V is the system
volume.
5.2.2 Monomer Term
The structure of a fluid as described by the molecular distribution function
plays a major role in determining the thermodynamic properties of fluids
whose molecules interact in a pair-wise manner [50]. Unfortunately only for
a limited number of systems have analytical expressions for these molecular
distribution functions been derived. Further complications may arise due to
the fact that in some systems many-body interactions can be important or
in systems where the potential is not spherically symmetric.
Perturbation theory provides a means by which the free energy of such com-
plicated systems can be represented. This involves the use of a reference
system that is fully understood and described, upon which a perturbation
is undertaken in order to better represent the ‘real’ system [203]. The most
frequently adopted reference system is the Hard Sphere (HS) system whose
potential of interaction is as described below,
 HS(r) =
(
+1 r   
0 r >  .
The HS system is an attractive choice for the reference system because the
structure of most simple liquids is largely determined by molecular pack-
ing, which is in turn dominated by repulsive interactions. As a result the
intermolecular pair potential of simple fluids is found to separate naturally
into a steep short-range repulsion and a smoothly varying long range attrac-
tion. Therefore an attractive interaction as the perturbation to a HS system
means that the attractive interaction can essentially be treated as a uniform
background potential to the configurational energy of the fluid. The SAFT
monomer interaction contribution to the Helmholtz free energy is therefore
calculated as a sum of three contributions: A reference hard sphere term
and two contributions that correspond to a second order high temperature
attractive perturbations (A1 and A2) of the reference term [145],
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Amono
NkBT
=
AHS
NkBT
+
A1
NkBT
+
A2
NkBT
. (5.7)
In SAFT-  the HS free energy contribution per molecule is obtained from
the expression [36]
AHS
NkBT
=
NCX
i=1
xi
 
NGX
k=1
⌫k,i⌫
⇤
kSk
!
(aHS), (5.8)
where aHS is the HS free energy contribution per segment and is obtained
from the expression presented by Boublik and Mansoori [204, 205]. This HS
expression differentiates between groups k and components i. It is assumed
that a molecular species i consists of  k,i groups of type k, each of which is
composed of ⌫⇤k identical groups that contribute a proportion Sk to the overall
molecular properties of the species.
Similarly the first perturbation term (mean attractive energy per molecule)
is obtained from the expression [36]
A1
NkBT
=
NCX
i=1
xi
 
NGX
k=1
 k,i⌫
⇤
kSk
!
(a1), (5.9)
where the mean attractive term a1 is a sum of akl1 terms that relate to the
pair attractive contribution between between groups k and l. It is obtained
using the mean value theorem and a mapping to the contact value of the
pair distribution function of a hypothetical pure hard sphere of diameter  x
and effective packing fraction ⇠effkl as expressed by Carnahan and Starling
[137, 206] i.e., gHS0,kl = gHS0,kl( x, ⇠
eff
kl ). Therefore re-writing equation 5.9 to ac-
count for the pair-wise interaction between groups and the mapping of the
distribution function leads to the expression
A1
NkBT
=   ⇢
kbT
NCX
i=1
NCX
j=1
xixj
NGX
k=1
NGX
l=1
 k,i l,j⌫
⇤
k⌫
⇤
l SkSl(↵
vdW
kl g
HS
0,kl). (5.10)
Where ↵vdWkl is the van der Waals attractive parameter for square-well seg-
ments k and l, while gHS0,kl is the Carnahan and Starling [137, 206] pair cor-
relation function.
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The second order fluctuation term is obtained from the expression
A2
NkBT
=
NCX
i=1
xi
 
NGX
k=1
 k,i⌫
⇤
kSk
!
(a2), (5.11)
where a2, the fluctuation term per segment is given as a sum of the pair
contributions akl2 between groups k and l. In this instance the attractive in-
teraction between groups is derived using the local compressibility approx-
imation (LCA) [207, 208], where the Carnahan and Starling expression for
isothermal compressibility of a reference hard-sphere mixture is used. Re-
writing equation 5.11 to account for pair-wise interaction and incorporating
the LCA expression leads to the equation for the fluctuation term [36],
A2
NkBT
=  K
HS⇢
2
✓
1
kbT
◆2 NCX
i=1
NCX
j=1
xixj
NGX
k=1
NGX
l=1
 k,i l,j⌫
⇤
k⌫
⇤
l SkSl↵
vdW
kl
⇥
 
gHS0,kl + ⇠3
@gHS0,kl
@⇠effkl
@⇠effkl
@⇠3
!
. (5.12)
5.2.3 Chain Term
The chain term involves modelling ‘infinitely sticky’ sites which are placed
on the surface of the monomeric spheres. A bond between two segments
at such sites would be unbreakable irrespective of the temperature thereby
creating a permanent dimer, trimer etc. of fused segments.
Wertheim’s first order thermodynamic perturbation theory (TPT1) [37–40]
allows for the calculation of the change in the free energy of a fluid of spheres
due to the bonding of the spheres into chains of lengthm i.e. chains with (m 
1) bonds. The derivation of this term starts with the definition of effective
molecular properties for each component i in the fluid mixture: an effective
diameter  ¯ii, square-well range "¯ii and range  ¯ii. The free energy due to
chain formation is expressed in terms of these effective parameters, which
enables a mapping of the fused heteronuclear model onto the homonuclear
approach i.e. [36],
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Achain
NkBT
=  
NCX
i=1
xi
"
NGX
k=1
( k,i⌫
⇤
kSk   1)
#
ln gii( 
SW
ii ; ⇠3). (5.13)
Where ⌫⇤kSk = mk is the number of groups of type k in a chain and gii( ¯SWii ; ⇠3)
is the square-well radial distribution function at an effective contact dis-
tance  ¯SWii and actual mixture packing fraction of ⇠3.
5.2.4 Association Term
Some molecules have the ability to ‘stick together’ when in proximity to each
other, provided they have the appropriate relative orientation e.g., two wa-
ter molecules with a hydrogen on one molecule pointing toward the lone pair
of electrons on the oxygen atom of the second molecule. This type of bond-
ing results in a fluid that is an equilibrium mixture of individual molecules
and bonded molecules. In a similar manner to the chain term, Wertheim’s
theory allows for the modelling of associating fluids, by bonding closely ap-
proaching monomer chains. Conceptually the association sites are generally
introduced by centring an extra square-well pair-potential between the cen-
tre and ‘surface’ of an associating group. Therefore when the two molecules
(chains of monomers) approach each other with the appropriate orientation,
the protruding square-wells overlap, forming a dimer with an energetic ben-
efit to the system. However, the theory does not specify the location of the
associating sites on the segments, as each bonding site is treated as inde-
pendent [36]. This means that when a group is comprised of more than one
segment (⌫⇤k > 1), then the site(s) could be equivalently located on any of the
segments, as the location of an association site is considered only in relation
to a second association site which by definition would have to be located on
a second monomeric chain.
In SAFT-  the standard form for the contribution to the Helmholtz free en-
ergy due to association between various sites on the groups comprising the
molecules is given as [36]
Aassoc
NkBT
=
NCX
i=1
xi
NGX
k=1
 k,i
NSTkX
a=1
nka
✓
lnXi,ka +
1 Xi,ka
2
◆
, (5.14)
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which is a sum over the number of components NC , group types NG and
site types NSTk on the segment of a group k. Xi,ka refers to the fraction of
component i not bonded at the site of type a which is located on the segment
of a group to type k and is obtained from the iterative solution of the non-
linear dimer equilibrium mass balance below [36]
Xi,ka =
"
1 +
NCX
j=1
NGX
l=1
NSTlX
b=1
⇢xj l,j⌘lbXj,lb ijklab
# 1
, (5.15)
 ijklab refers to a quantity which depends on the association strength be-
tween site a and b on segments k and l in monomer chains i and j which is
given as,
 ijklab = g
SW
ij ( ¯ij, ⇠3)

exp
✓
"HBklab
kBT
◆
  1
 
Kijklab. (5.16)
Where "HBklab is the depth of the square-well interaction between the associat-
ing sites, and Kijklab is the volume available for bonding between site a and
b and is a function of the association cut-off distance rckl,ab.
5.3 Equilibrium Fugacity Relationships
In addition to equation 5.1 which makes use of a composition ratio to cal-
culate the partition coefficient, a second ratio can be defined that is based
on the equilibrium chemical potential of component i in the mixture. The
component chemical potential can be expressed as [25]
µi(T, P, x) = µ✓i (T, P, x) +RT ln xi i(T, P, x), (5.17)
where µ✓i and µi refer to the pure component chemical potential and chemical
potential of a component i at a particular thermodynamic state. xi is the
composition of component i, and  i is the activity coefficient, a factor used
to account for the non-ideal behaviour of component i in the fluid mixture.
For the purposes of the octanol-water partition coefficient, two phases are
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considered to be at equilibrium, these are the octanol-rich (OR) and water-
rich (WR) solvent phases. Therefore at equilibrium the equality of chemical
potentials of a component i in the respective phases gives the expression
RT ln xORi  
OR
i (T, P, xOR) = RT ln xWRi  WRi (T, P, xWR). (5.18)
From equation 5.18, the ratio of compositions in equation 5.1 can be equated
to a ratio of activity coefficients. For this relationship to be useful within the
context of partition coefficient calculations, the compositions and activity
coefficients must be considered to be at infinite dilution, so that
RT ln x1i,OR 
1
i,OR(T, P, x) = RT ln x1i,WR 1i,WR(T, P, x),
or
x1i,OR
x1i,WR
=
 1i,WR(T, P, xWR)
 1i,OR(T, P, xOR)
. (5.19)
Here the SAFT-  EoS is coupled with a PT-flash algorithm that is used to
determine the equilibrium properties of fluid mixtures. In the PT-flash algo-
rithm, the chemical potential is calculated within the T, P, x thermodynamic
state, however the reference chemical potential which is defined as the ideal
gas chemical potential is calculated within the T, V, x thermodynamic state.
In order to calculate the activity coefficient of a component i while taking
account of the fact that the chemical potential and reference chemical poten-
tial are calculated in different thermodynamic states requires the definition
of the fugacity (fi) of a component [209]
 i(T, P, x) =
fi(T, P, x)
f ✓i (T, P, x✓)
=
1
Z
exp

µresi (T, V, x)
kBT
 
1
Z✓
exp

µ✓i (T, V, x✓)
kBT
  . (5.20)
Where f ✓i refers to the reference fugacity of a component i, while kB and T
are the Boltzmann constant and temperature in Kelvin and Z = PV/RT
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is the compressibility factor, V is molar volume and R is the universal gas
constant.
5.4 SAFT-  SW Group Interaction Parameters
SAFT-  is based on the solution of groups concept whereby molecules or
molecular mixtures are deconstructed into distinct elements/groups, such
that a mixture of components is now regarded as a solution of these func-
tional groups. Generally, a set of parameters that describe a functional
group are obtained through regression to experimental data. These groups
once parametrised can then be used in a transferable manner to estimate
the properties of systems they appear in.
Within SAFT-  interactions between like and unlike groups are estimated
simultaneously, where pure vapour-liquid equilibrium data for a homolo-
gous molecular series is usually used in order to obtain average parameters
that represent the functional group(s) being considered. Conversely, the
number of identical groups ⌫⇤k , as well as the number of associating sites
and site types that form a group k are determined by accessing the qual-
ity of fit for integer choices of these parameters. The values chosen usually
reflect some underlying physical representation of the groups, where for ex-
ample the number of associating sites matches the number of lone electron
pairs and hydrogen atoms of a hydrogen-bonding group.
Due to the significance of alkane (CH2 and CH3) groups in organic molecules,
the determination of group parameters is initiated using the n-alkane chem-
ical family. The CH2 and CH3 groups are assumed to be composed of one
segment, i.e. ⌫⇤CH2 = ⌫
⇤
CH3 = 1, whereas the shape factor Sk for the groups
are fixed to 1/3 and 2/3 respectively. The like interaction parameters for the
functional groups CH2 and CH3, as well as the cross-interaction parameters
between the two groups are estimated by fitting to pure component vapour
pressure and saturated liquid density for the molecular series ethane to n-
decane. For the CH2 and CH3 n-alkane groups, a total of 7 parameters are
simultaneously estimated, this include: the group diameter  kk; the group
interaction ✏kk and range  kk parameters; as well as the unlike interaction
✏kl parameter between the two groups. Alternatively, the unlike range ( kl)
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and diameter ( kl) parameters are generally obtained via combining rules
(equations 5.3 and 5.4). However in some instances it has been found desir-
able to fit the unlike range parameter to experimental data [5], rather than
applying combining rules, especially when modelling highly immiscible sys-
tems e.g., water + n-alkane systems.
The optimised n-alkane parameters can then be used in a transferable man-
ner to sequentially determine the parameters of additional functional groups.
The temperature range of equilibrium data utilised in the estimation pro-
cedure is limited to between the triple point and 0.9Texpc of the component
under consideration, where T expc is the pure component critical temperature.
This limitation is due to the fact that SAFT- , like other classical equations
of state cannot provide an accurate thermodynamic description of a compo-
nent both above and below the critical region using one set of parameters
[4, 5, 162].
In this context, parameter estimation involves the use of multi-variate least
squares to minimise the difference between the experimental and theoreti-
cally calculated SAFT-  SW data-points as a means of obtaining represen-
tative interaction parameters. The objective function of the parameter esti-
mation of the generic property N is given as
min.
⌦
fobj. =
NCX
i=1
NPiX
j=1
DPijX
k=1
"
(N exp.ijk  N calc.ijk )2
N exp
2
ijk
#
, (5.21)
where ⌦ is the set of parameters to be estimated. The three sums are over
all components i, over all properties j, and over all experimental data-point
k. The commercial solvers within gPROMSr are used to carry out the least
squares minimization of the objective function.
Deviation of the theoretically calculated SAFT-  data-point from the experi-
mental equilibrium data-point is determined via the average absolute devi-
ation (%AAD) metric for the property Nij
%AAD Nij =
1
DPij
DPijX
k=1
     (N
exp
ijk  N calcijk )
N expijk
     ⇥ 100. (5.22)
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In this thesis a number of solute molecules are studied with the aim of
predicting their octanol-water partition coefficient. These solute molecules
cover a range of chemical families as evidenced by the number of functional
groups in the like group interaction parameters table, Table 5.1. These in-
clude alkanes (CH2 and CH3) [36], alkenes (CH= and CH2=) [36], ketones
(C=O) [36], alkanols (CH2OH) [4] and amines (CH2NH2) [5]. Two additional
groups CH2OHoct and H2O [210] are also included to model the respective
1-octanol and water solvent phases.
TABLE 5.1: SAFT-  SW parameters for the characteristic functional groups
of n-alkanes, 1-octanol, water, n-alkanols, n-amines, n-alkenes and 2-
ketones. The CH2OHoct and CH2OH groups feature 2 association sites of
type a and 1 of type b, whereas the CH2NH2 group has 1 of type a and 2 to
type b. The H2O group has 2 sites of each type, while the C=O group has 2
association sites of type a and no association site of type b.
Group k ⌫⇤k Sk  kk[Å]  kk "kk/kB[K] ✏HBkk,ab/kB[K] rckk,ab[Å] nk,a nk,b
CH3 1 0.667 3.810 1.413 252.601 - - - -
CH2 1 0.333 4.027 1.661 240.482 - - - -
CH2OHoct 1 0.383 5.428 1.253 579.728 2883.300 2.3562 2 1
H2O 1 1.000 3.034 1.789 250.000 1400.000 2.1082 2 2
CH2OH 1 0.566 4.317 1.652 399.959 2555.721 2.3598 2 1
CH2NH2 1 0.907 3.808 1.484 439.350 1021.375 2.4450 1 2
CH2 = 1 0.670 3.628 1.469 190.917 - - - -
CH 1 0.370 3.558 1.697 315.343 - - - -
C=O 2 0.482 2.787 1.782 386.833 - - 2 0
Tables 5.2 and 5.3 summarise the unlike group interaction parameters that
are used throughout this study. While some of the parameters have been
transferred from previous SAFT-  SW studies, a majority have been ob-
tained in this work. What follows is a discussion of the fitting procedures
used to populate the group interaction tables (both like and unlike) and their
use in estimating the solute partition coefficient for a range of chemical fam-
ilies.
5.5 Prediction of Octanol-Water Partition Co-
efficient
One of the major advantages of SAFT- , is being able to predict infinite di-
lution ternary phase behavior based on parameters obtained from fitting
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TABLE 5.2: SAFT-  SW unlike dispersion energetic parameters ("ij/kB)
in units of K, where the table is symmetric i.e., "ij = "ji. The numbers in
parenthesis correspond to the unlike range of the square-well potential,  ij .
In all other cases the combining rule,
 ij = ( ii ii +  jj jj)/( ii +  jj) is used.
Group CH3 CH2 H2O CH2OHoct
CH3
CH2 261.522
H2O 460.312 (1.257) 460.276 (1.257)
CH2OHoct 596.972 537.620 106.880
CH2OH 279.939 283.702 328.623 470.550
CH2NH2 254.736 297.873 286.857 (1.740) 242.281
CH2= 244.301 233.444 402.213 (1.350) 302.340
CH= 232.335 221.117 401.112 (1.350) 550.000
C=O 294.071 207.512 89.519 (2.30) 488.806
TABLE 5.3: SAFT-  SW unlike association energy parameters, "HBijab/kB in
units of K. The numbers in parenthesis correspond to the unlike association
range parameter, rcijab/Å. Any parameter indicated with a ‘-’ takes a value
of zero i.e., "HBijab = 0.
Group(site type) H2O(a) H2O(b) CH2OHoct(a) CH2OHoct(b)
H2O(a) -
H2O(b) -
CH2OHoct(a) - 1717.140(2.720) -
CH2OHoct(b) 2185.150 (2.254) - -
CH2OH(a) - 1905.280 (2.4669) - 2834.550 (2.313)
CH2OH(b) 2112.971 (2.0186) - 2834.550 (2.313) -
CH2NH2(a) - 1365.326 (2.308) - 1547.685 (2.460)
CH2NH2(b) 1261.968 (2.520) - 732.175 (3.675) -
C=O(a) - 2040.375 (2.050) - 2316.32 (2.243)
to pure component and binary mixture data. Therefore in addition to the
like group interaction parameters presented in Table 5.1 that characterise
a functional group, various unlike interaction parameters have to be deter-
mined in order to predict the octanol/water partition coefficient of a solute
molecule from a particular chemical family.
These parameters include the octanol - water (CH2OHoct – H2O) interaction
parameters that characterise the solvent phases, which in addititon to the
solute – water (e.g,, CH2NH2 - H2O for amine – water), and solute – octanol
(e.g,, CH2NH2 - CH2OHoct for amine – octanol) parameters, are required to
fully describe the 3 component mixture.
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5.5.1 Modelling of Water and 1-Octanol with SAFT-  SW
In this work, the primary concern is with predicting the octanol-water par-
tition coefficient, as a consequence the groups that form the solvent phases
i.e., CH3, CH2 and CH2OHoct for octanol, and H2O for water appear in every
solute prediction made regardless of the chemical family under considera-
tion. Due to the ‘universal’ presence of these groups, a discussion of their
parametrisation is presented below, with the exception of the CHn alkane
group parameters which will be discussed in section 5.5.2.1.
5.5.1.1 Pure Water phase behaviour
The water model used within SAFT-  is as proposed by Clark et al. [210],
where each water molecule is considered to be single monomeric segment
with a pair of hydrogen bond donor and a pair of hydrogen bond acceptor
sites to mediate for hydrogen bonding.
This water model was initially proposed within the homonuclear SAFT-VR
framework. However due to the similarity in SAFT-  and SAFT-VR when
accounting for the ideal and monomer contributions to the free energy, cou-
pled with the observation that water is modelled as a monomeric sphere,
allows for the transferability of the H2O model parameters to the SAFT- 
SW model. The proposed water model is found to correlate favourably with
the available experimental data as shown in Figures 5.2 and 5.3, with the
%AAD quoted as 0.99% and 1.28% for the vapour pressure and saturated
liquid density.
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FIGURE 5.2: Water vapour pressures. The triangles represent the experi-
mental data [2], while the continuous plots correspond to the SAFT-  SW
description. Pressure plotted in logarithmic scale to highlight both high
and low temperature regions.
FIGURE 5.3: Water coexistence densities as a function of temperature. The
triangles represent the experimental data [2], while the continuous plots
correspond to the SAFT-  SW description.
5.5.1.2 Pure Octanol phase behaviour
From the work by Papaioannou et al. [4] the characteristic functional group
in primary alkanols is the monomeric CH2OH segment (⌫⇤ = 1). This choice
was taken as the CH2OH group allows for the incorporation of the polarisa-
tion effects, as well as hydrogen bonding effects as represented by the three
association sites (two hydrogen bond acceptor lone pairs on the oxygen atom
and a single hydrogen bond donor) on the group, into a single segment.
In defining the like CH2OH parameters, Papaioannou et al. [4] made use
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of experimental data for the series of primary alkanols i.e., ethanol to 1-
decanol. A comparison of the regression experimental vapour pressure and
saturated liquid density data for 1-octanol was found to yield average %AAD
of 1.99% and 1.14% respectively. The like CH2OH parameters obtained by
Papaioannou et al. [4] represent average parameters for the 1-alkanol ho-
mologous series. An alternative alkanol group, CH2OHoct is suggested in
this work, where instead of a series of primary alkanols, only 1-octanol ex-
perimental data was used. This means that in predicting pure 1-octanol
phase behaviour, two distinct alkanol functional groups could potentially be
used i.e., CH2OH and CH2OHoct. To complete the description of 1-octanol,
the like CHn alkane group parameters (section 5.5.2.1) obtained by Lym-
periadis et al. [36] were used, additionally alkane-octanol unlike interac-
tion parameters i.e., CH2-CH2OHoct and CH3-CH2OHoct are also required.
These unlike interaction parameters are obtained when characterising the
CH2OHoct fuctional group by fitting to pure component experimental data.
This highlights another advantage of the SAFT-  approach where the fluid
behaviour and thermodynamic properties of mixtures can be predicted based
on pure component data, provided that information pertaining to the unlike
group interaction parameters can be obtained from pure component data as
is the case in this instance.
Presented in Figures 5.4 and 5.5 is a comparison of the performance of
the two alkanol characteristic functional groups (CH2OH and CH2OHoct)
in predicting pure 1-octanol vapour pressure and the vapour-liquid equilib-
rium. The %AAD associated with the CH2OHoct group parameterised here
is 1.98% and 1.10% for the vapour pressure and saturated liquid density,
and 1.14% and 1.99% for the CH2OH. This almost identical performance
of the two sets of ‘alkanol’ functional groups idicates that they can be used
interchangeably in modelling pure 1-octanol phase behaviour. This is impor-
tant as while the CH2OHoct group will be used in this chapter to estimate
partition coefficients, the CH2OH will be used in the next Chapter to de-
rive the chemical family-CH2OH binary interactions parameters from QM
estimated partiton coefficnts in order to avoid reptition while extending the
SAFT-  SW desription of a particular chemical family.
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FIGURE 5.4: Vapour pressures of 1-octanol. The continuous black and red
curves correspond to the SAFT-  SW description using the CH2OH and
CH2OHoct functional groups respectively, the triangles represent the ex-
perimental data [2]. Pressure plotted in logarithmic scale to highlight both
high and low temperature regions.
FIGURE 5.5: Coexistence densities of 1-octanol as a function of tempera-
ture. The continuous black and red curves correspond to the SAFT-  SW
description using the CH2OH and CH2OHoct functional groups respectively,
the triangles represent the experimental data [2]. Pressure plotted in loga-
rithmic scale to highlight both high and low temperature regions.
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5.5.2 n-Alkane Octanol-Water Partition Coefficient
5.5.2.1 Pure Alkane phase behaviour
The alkane groups, CHn form the back-bone of organic molecular modelling
within SAFT-  making them invaluable in any partition coefficient predic-
tion. The procedure for the estimation of the like and unlike CHn group
interaction parameters carried out by Lymperiadis et al. [36] involves pro-
viding the best description of the vapour pressure and saturated liquid den-
sity of the straight chained alkane series ethane to n-decane, where the
shape factor Sk for the CH3 and CH2 groups are fixed to 2/3 and 1/3 respec-
tively, and where both groups are composed of a single monomeric segment
(⌫⇤CH3 = ⌫
⇤
CH2 = 1).
The like interaction parameters for the CHn groups, as well as the unlike in-
teraction parameter between the two groups (CH3-CH2) are simultaneously
estimated by providing the optimal description of pure component experi-
mental data for the range of alkanes ethane to n-decane. A compassion of
the experimental vapour-liquid equilibria for the homologous n-alkane se-
ries and the theoretical SAFT-  SW estimates are presented in Figure 5.6
for the vapour pressure and Figure 5.7 for the co-existence densities. SAFT-
  SW can be seen to accurately describe the phase behaviour of pure alkanes
included in the least-square regression with a %AAD of 3.98% and 0.57% for
the vapour pressure and saturated liquid density respectively.
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FIGURE 5.6: Vapour pressures of n-alkanes (left to right, ethane to n-
octane). The triangles represent the experimental data [2], while the con-
tinuous plots correspond to the SAFT-  SW description. Pressure plotted
in logarithmic scale to highlight both high and low temperature regions.
FIGURE 5.7: Coexistence densities of n-alkanes (bottom to top, ethane to
n-octane) as a function of temperature. The triangles represent the exper-
imental data [2], while the continuous plots correspond to the SAFT-  SW
description.
5.5.2.2 Alkane + H2O phase behaviour
Once the parameters from the pure component systems have been obtained,
the next stage of the investigation involves transferring these parameters to
mixtures. For the description of an alkane + water binary mixture the CHn
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and H2O like interaction parameters can be used in a transferable manner,
leaving the CH2-H2O and CH3-H2O as the two sets of unlike interaction
parameters that need to be determined to accurately model alkane-water
phase behaviour.
Previous studies of aqueous alkane mixtures within SAFT-VR led to the
conclusion that a single set of unlike group interaction parameters (here
both CH2-H2O and CH3-H2O interaction parameters are considered as one
set) cannot adequately describe all the phases in the aqueous mixture [4].
This means that simultaneously describing the solubility of the water in
the alkane-rich phase as well as the solubility of alkane in the water-rich
phase is not possible due to the extreme nature of these equilibrium phases.
However, Chremos et al. [5] were able to show that by fitting the alkane-
water range ( CHn H2O) parameters, which were previously calculated using
combining rules, along with the dispersive energetic parameters ("CHn H2O)
to experimental data, the relative alkane-water co-solubilites are accurately
predicted.
Chremos et al. [5] based their alkane-water parameter estimation proce-
dure on the 3-phase line of an aqueous heptane binary mixture for the tem-
perature range 280-400 K. Figure 5.8 is a representation of the prediction
of the 3-phase line of an aqueous hexane mixture. Here the like CHn and
H2O group parameters are from the studies of Lymperiadis et al. [36] and
Clark et al. [210] respectively. The binary alkane-water interaction param-
eters suggested by Chremos et al. [5] and Papaioannou et al. [4] are also
presented in order to compare their performance.
The y-axis in Figure 5.8 depicts the log10 composition of the two liquid-liquid
phases that are in equilibrium with a third vapour phase (not shown) at
different temperatures. From this visual representation of the data, it is
clear that the parameters suggested by Chremos et al. [5] predict the co-
solubilities of the aqueous n-hexane mixture despite the extreme immisci-
bility exhibited by the phases.
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FIGURE 5.8: Solubilities of an aqueous 1-hexane mixture along the 3-phase
line as a function of temperature. The black and green triangles represent
the experimental water composition in the hexane-rich phase and the hex-
ane composition in the water-rich phase respectively [3], while the continu-
ous blue and red plots correspond to the SAFT-  SW descriptions generated
using parameters proposed by Papaioannou et al. [4] and Chremos et al. [5]
respectively.
5.5.2.3 Octanol + Water phase behaviour
In the discussion on pure octanol phase behaviour (section 5.5.1.2) two alka-
nol representative groups were introduced that could potentially be used
in modelling the behaviour of the aqueous octanol mixture. These are the
CH2OH group by Papaioannou et al. [4] and the CH2OHoct obtained in this
study.
To complete the octanol + water description, unlike group interaction pa-
rameters have to be obtained. These are, the unlike CH2OH-H2O group pa-
rameters to complete the Papaioannou et al. [4] description and CH2OHoct-
H2O unlike interaction parameters for the description in this study. Addi-
tionally Chremos et al. [5] suggest a third set of CH2OH-H2O binary inter-
action parameters to be used to predict the phase behaviour of an octanol +
water mixture.
In their studies on aqeuous alkanols, both Papaioannou et al. [4] and Chre-
mos et al. [5] developed alkanol-water binary interaction parameters that
have been used to model the octanol + water mixture. While both studies
make use of the CH2OH like interaction parameters, the unlike CH2OH-
H2O interaction parameters proposed by Papaioannou et al. [4] are based on
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the vapour-liquid and liquid-liquid equilibrium data of a binary 1-propanol
+ water mixture at 101.3 kPa. The unlike CH2OH-H2O association parame-
ters proposed by Papaioannou et al. [4] are considered to be symmetric i.e.,
"HBCH2OH H2O = "
HB
H2O CH2OH , whereas the unlike bonding range (r
c
CH2OH H2O)
is calculated from a non-linear combing rule of the bonding volume between
water and 1-octanol. In contrast the unlike parameter estimation proce-
dure carried out by Chremos et al. [5] is based on aqueous binary mixtures
of ethanol and 1-propanol, as the authors are primarily concerned with the
behaviour of short-chain alkanols. To reflect this, Chremos et al. [5] mod-
elled the unlike association parameters as asymmetric while also fitting the
unlike bonding range to experimental data.
In this study, the like CH2OHoct interaction parameters were used to obtain
the binary octanol-water unlike interaction parameters i.e., CH2OHoct-H2O.
In this instance the liquid-liquid equilibrium of a binary 1-octanol+water
mixture at atmospheric pressure was used, additionally the asymmetric fit-
ting procedure utilised by Chremos et al. [5] is employed.
FIGURE 5.9: Isobaric temperature-composition phase diagram for the mix-
ture of 1-octanol + water at 1 atm. used for the determination of the cross-
interaction parameters between the CH2OHoct of 1-octanol with water. The
black, red and blue continuous curves represent the SAFT-  SW description
using alkanol-water inteaction parameters proposed by Chremos et al. [5],
Papaioannou et al. [4] and the updated CH2OHoct-H2O determined in this
study. The triangles represent liquid-liquid experimental data [6].
Figure 5.9 is a representation of the relative performance of the three sets of
alkanol-water parameters in predicting the liquid-liquid equilibrium of an
octanol + water mixture. Of the three, the parameters proposed by Chremos
et al. [5] are the least accurate. However overall the asymmetric fitting
Chapter 5. Modelling Ternary Phase Behaviour with SAFT-  114
procedure is impressive. This is because despite being based on the aqueous
mixtures of two short-chain alkanols, the parameters proposed are able to
qualitatively predict both the liquid-liquid and vapour-liquid behaviour of
an aqueous long-chain alkanol, in this case 1-octanol.
5.5.2.4 Partition Coefficient prediction
Once all the relevant like group interaction parameters as well as the unlike
interaction parameters that describe the constituent binary mixtures have
been obtained, the ternary phase behaviour of a three component system
can be described from which infinite dilution properties can be determined.
The composition of 1-heptane in the octanol-rich phase, the CH2OHoct pa-
rameters provide the best description of the three component octanol + wa-
ter + 1-heptane system, followed by the parameters by Papaioannou et al.
[4] and Chremos et al. [5] respectively.
TABLE 5.4: Octanol-water partition coefficients for n-alkanes as predicted
by SAFT-  SW for parameters proposed by Papaionannou et al. [4], Chre-
mos et al. [5], and the updated CH2OHoct group proposed here, compared
with experimental Pi,ow as recommended in [18] with absolute experimen-
tal uncertainty in parenthesis.
Papaioannou et al Chremos et al updated CH2OHoct
Exp. Pi,ow Pi,ow %AAD Pi,ow %AAD Pi,ow %AAD
n-pentane 3.45 (0.20) 9.49 175.07 3.48 0.87 3.47 0.58
n-hexane 4.00 (0.25) 11.05 176.25 4.13 3.25 4.09 2.25
n-heptane 4.50 (0.25) 12.61 180.22 4.78 6.22 4.72 4.89
n-octane 5.15 (0.45) 14.17 175.15 5.42 5.24 5.34 3.69
n-nonane 5.65 (0.60) 15.73 178.41 6.06 7.26 5.96 5.49
n-decane 6.25 (0.70) 17.29 176.64 6.71 7.36 6.58 5.28
n- dodecane 6.81 (1.00) 20.41 199.71 8.00 17.47 7.83 14.49
n-tetradecane 8.00 (1.00) 23.54 194.25 9.29 16.13 9.07 13.38
Average %AAD 181.96 7.98 6.32
However when using partition coefficients as the basis for the comparison
of performance, Table 5.4 shows that the parameters proposed by Chremos
et al. [5] outperform those by Papaioannou et al. [4]. This apparent contra-
diction in the performance when comparing ternary phase behaviour can be
attributed to the accuracy of the alkane-water fitting. The solid orange plot
in Figure 5.10 represents the zi = 1 ⇥ 10 8 tie-line, below which the parti-
tion coefficient of the alkane is constant. As discussed the calculation of the
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FIGURE 5.10: Prediction of the fluid phase behaviour of ternary 1-octanol
+ water + 1-heptane mixture at 1 atm. and 293.15 K. The continuous black,
red and blue plots are the SAFT-  SW predictions using the Chremos et al.
[5], Papaioannou et al. [4] and updated CH2OHoct parameters respectively.
The black triangles represent experimental ternary phase data while the
dashed lines are the experimental tie-lines along which a three component
solution that is within the phase envelope separates into a two phase so-
lution i.e. a water rich phase and either a 1-heptane or octanol rich phase
depending on the initial compostion of the three component mixture. The
orange line represent the alkane infinite dilution tie-lie, while the circle
highlights the extremely low compostion 1-heptane in the water-rich phase
partition coefficient is dependent on two equilibrium solubilities. These are:
the composition of the alkane solute in the n-octanol-rich phase (intersection
of the orange tie-line with the respective plots); and the composition of the
alkane in the water-rich phase (depicted by the orange circle). Of the two
solubilities, the composition of the alkane in the water-rich phase has the
larger impact on the partition coefficient. This is due to the extremely low
compositions associated with the alkane species in the water-rich phase.
Therefore having an accurate prediction of the water-rich phase composi-
tions is important when predicting the alkane partition coefficient. There-
fore although the parameters proposed by Papaioannou et al. [4] exhibit a
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better prediction of the 1-octanol-water phase behaviour which is reflected
in the ternary phase diagram, when it comes to the alkane-water behaviour
the fitting technique employed by Papaioannou et al. [4] yields parameters
that while sufficient in predicting vapour-liquid behaviour are unable to ac-
curately predict the alkane solubility of the water-rich liquid phase resulting
in relatively poor estimates of the alkane partition coefficients.
The same reasoning can be applied to explain the relative accuracies of the
partition coefficients as pre-scribed by the %AAD of the parameters pro-
posed by Chremos et al. [5] and by the updated CH2OHoct parameters. The
almost identical accuracies of the two sets of parameters is a direct result
of both being based on the Chremos et al. [5] CHn-H2O group parameters
that were proposed to describe the three phase line of the aqueous heptane
mixture. Therefore despite the updated CH2OHoct parameters being based
exclusively on 1-octanol data (pure 1-octanol data to define the like interac-
tion parameters and aqueous 1-octanol to define binary interaction parame-
ters) the net result is that the two fittings yield almost identical results due
to the overwhelming importance of the alkane-water interaction parame-
ters in predicting the alkane partition coefficients. It should however be
noted that the updated CH2OHoct parameters perform remarkably well as
from Table 5.4 it has been shown that the partition coefficient of the alkane
molecular series all fall within the absolute experimental uncertainty which
is presented in parenthesis.
5.5.3 n-Alkene Octanol-Water Partition Coefficient
5.5.3.1 Pure n-alkene phase behaviour
Unsaturated hydrocarbons were considered by Lymperiadis et al. [36] through
the introduction of the CH2= and CH= groups. These alkene groups are con-
sidered to be monomeric segments (⌫⇤ = 1) which have no association sites
for hydrogen bonding as per the chemical structure. The relevant inter-
action parameters, in this case both the individual like group interaction
parameters and the associated unlike interaction parameter between the
alkene groups are obtained by fitting to the experimental data of the alkene
series 1-propene to 1-decene. The suitability of SAFT-  SW in describing the
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vapour pressure and saturated liquid density is presented in Figures 5.11
and 5.12 respectively, with the associated error as measured by the %AAD
quoted as 4.78% and 0.78% for the vapour pressure and saturated liquid
density.
FIGURE 5.11: Vapour pressures of n-alkenes (left to right, n-propene to n-
heptene). The triangles represent the experimental data [2], while the con-
tinuous plots correspond to the SAFT-  SW description. Pressure plotted
in logarithmic scale to highlight both high and low temperature regions.
FIGURE 5.12: Saturated liquid densities of n-alkenes (right to left, n-
propene to n-heptene). The triangles represent the experimental data [2],
while the continuous plots correspond to the SAFT-  SW description.
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5.5.3.2 Alkene + H2O phase behaviour
As alkene+water binary mixtures exhibit the same extreme solubility be-
haviour associated with aqueous alkane mixtures, it is necessary to employ
the 3-phase line fitting procedure in order to ensure that the mixture co-
solubilities are correctly account for. In the study of aqueous alkenes, the
alkene group parameters (section 5.5.3.1) as well as the alkane (CHn) and
water parameters are used in a transferable manner. The missing unlike
energy ( "H2O CH= and "H2O CH2=), and range parameters ( H2O CH= and
 H2O CH2=) are obtained by fitting to the experimental 3-phase line data of
an aqueous n-octene binary mixture at different temperatures. In this in-
stance the fitting procedure involves determining the set of energetic and
range parameters that simultaneously describe the solubility of water com-
position in the octene-rich phase and the octene composition in the water-
rich phase. Therefore a compromise has to be reached where a more accu-
rate description of the water-rich phase is achieved as a result of inaccura-
cies in describing the octene-rich phase.
FIGURE 5.13: Solubilities of an aqueous 1-octene mixture along the 3-
phase line as a function of temperature. The red and blue triangles rep-
resent the experimental water composition in the octene-rich phase and
the octene composition in the water-rich phase respectively [7], while the
continuous plots correspond to the SAFT-  SW description.
5.5.3.3 Alkene + Octanol phase behaviour
The unlike interaction parameters between the alkene groups and the CH2OHoct
group that is representative n-octanol i.e., "CH2OHoct CH= and "CH2OHoct CH2=
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are obtained by estimation to the vapour-liquid equilibrium of and n-propene+octanol
mixture at three distinct temperatures. A visual comparison of the theoret-
ical SAFT-  SW prediction versus the experimental data is presented in
Figure 5.14
FIGURE 5.14: Isothermal pressure-composition phase diagram for the mix-
ture of 1-propene + 1-octanol at 293.15 K (black), 313.15 K (red) and
333.15 K (blue) used for the determination of the cross-interaction param-
eters between the CH2= and CH= groups of n-alkenes with the CH2OHoct
of 1-octanol . The continuous curves represent the SAFT-  SW description,
while the triangles represent experimental data [8].
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5.5.3.4 Partition Coefficient prediction
Using the unlike interaction parameters determined from the n-octene+octanol
and n-propene+water binary mixtures, as well as the relevant like interac-
tion parameters for the alkanes (CHn), alkenes (CH= and CH2), n-octanol
(CH2OHoct) and water (H2O), the ternary phase behaviour of a series of n-
alkene solutes can be predicted. This is summarised in Table 5.5 as the
infinite solute partition coefficient.
TABLE 5.5: Octanol-water partition coefficients for n-alkenes as predicted
by SAFT-  SW for the updated CH2OHoct group parameters proposed here,
compared with experimental Pi,ow as recommended in [18] with absolute
experimental uncertainty in parenthesis.
Updated CH2OH
Exp. Pi,ow Pi,ow %AAD
1-hexene 3.40 (0.10) 3.71 9.12
1-heptene 3.99 (0.10) 4.35 9.02
1-octene 4.57 (0.20) 4.99 9.19
1-nonene 5.15 (0.20) 5.62 9.13
Average %AAD 9.11
5.5.4 n-alkanol octanol-water Partition Coefficient
5.5.4.1 Alkanol + Octanol phase behaviour
In the prediction of the ternary phase behaviour of n-alkanols in an equilib-
rium octanol + water binary mixture, two distinct alkanol functional groups
are used. These are the CH2OH group of Papaioannou et al.[4] and the
CH2OHoct group obtained in this study, as a result a majority of the bi-
nary interaction parameters have already been defined in section 5.5.1.2
and section 5.5.2.3 on the pure octanol and octanol+water phase behaviour.
These like and unlike group parameters are used in a transferable man-
ner, meaning that in the case of the CH2OHoct functional group the only
missing parameters are the unlike alkanol-octanol dispersion and associa-
tion parameters i.e., "CH2OHoct CH2OH , "HBCH2OHoct CH2OH and r
c
CH2OHoct CH2OH .
These parameters are obtained by fitting to the vapour-liquid equilibrium
of a binary n-hexanol+octanol mixture at three different pressures where
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the association parameters are modelled as being asymmetric. A compari-
son of the experimental data and the SAFT-  SW estimates are presented
in Figure 5.15.
FIGURE 5.15: Isobaric temperature-composition phase diagram for the
mixture of 1-hexanol + 1-octanol at 4000 Pa (black), 6666 Pa (red) and
13330 Pa (blue) used for the determination of the cross-interaction pa-
rameters between the CH2OH group of n-alkanols with the CH2OHoct of
1-octanol . The continuous curves represent the SAFT-  SW description,
while the triangles represent experimental data [9].
For the CH2OH functional group all the relevant parameters have been ob-
tained previously and can be used to predict the alkanol partition coeffi-
cient. It is worth noting here that while the like CH2OH parameters are as
defined by Papaioannou et al. [4], the unlike CH2OH-H2O parameters used
are those proposed by Chremos et al. [5]
5.5.4.2 Partition Coefficient prediction
In Table 5.6 the octanol-water partition coefficients for a series of straight-
chained alkanol molecules predicted using two sets of parameters are com-
pared. The comparison includes parameters proposed by Chremos et al. [5],
alongside the CH2OHoct parameters proposed in this study. As discussed
the Chremos et al. [5] binary alkanol-water parameters are based on the
CH2OH group proposed by Papaioannou et al. [4]. These parameters do
not distinguish between solute alkanol molecules and the solvent n-octanol
molecules as they are both modelled using the same set of parameters.
Whereas in the updated CH2OHoct parameters a clear distinction is made.
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The solute alkanol molecules are modelled using the average CH2OH pa-
rameters by Papaioannou et al. [4] while the octanol solvent is represented
by the CH2OHoct parameters obtained exclusively from n-octanol data.
TABLE 5.6: Octanol-water partition coefficients for n-alkanols as predicted
by SAFT-  SW for parameters proposed by Chremos et al. [5] and the up-
dated CH2OHoct group proposed here, compared with experimental Pi,ow as
recommended in [18] with absolute experimental uncertainty in parenthe-
sis.
Chremos et al. updated CH2OHoct
Exp. Pi,ow Pi,ow %AAD Pi,ow %AAD
1-butanol 0.84 (0.04) 0.59 29.76 0.48 42.86
1-pentanol 1.51 (0.05) 1.23 18.54 1.13 25.17
1-hexanol 2.03 (0.03) 1.87 7.88 1.81 10.84
1-heptanol 2.62 (0.10) 2.52 3.82 2.46 6.11
1-octanol 3.07 (0.10) 2.26 26.38 3.08 0.33
1-nonanol 4.02 (0.30) 3.81 5.22 3.69 8.21
1-decanol 4.57 (0.50) 4.55 0.44 4.54 0.66
1-dodecanol 5.13 (0.50) 5.75 12.09 5.60 9.16
Average %AAD 13.02 12.91
The almost identical average %AAD results in Table 5.6 exhibited by the two
sets of parameters is indicative of the fact that in this instance distinguish-
ing between an alkanol solute functional group and 1-octanol solvent func-
tional group is not necessary. This is because from a solution of groups per-
spective the CH2OH-CH2OHoct interaction can be accurately approximated
by the CH2OH-CH2OH interaction obtained from pure alkanol data. Results
from the QM hydrogen bond stabilisation energies of n-alkanols support this
observation. From Tables A.1 and A.2, the hydrogen bond strength of a ho-
mologous series of straight chained alkanols is almost identical with the
only difference occurring when short-chained alkanols i.e. methanol and
ethanol are considered. These QM results indicate that for a majority of
n-alkanols hydrogen bonding ability remains constant; this is also the con-
clusion that can be reached from fitting parameters to predict the n-alkanol
octanol-water partition coefficients.
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5.5.5 2-ketone Octanol-Water Partition Coefficient
5.5.5.1 Phase behaviour of the 2-ketone family
The phase behaviour of the 2-ketone chemical family is described through
the introduction of the carbonyl group, C=O alongside the previously de-
fined alkane groups. Within the SAFT-  approach the chemical structure of
the C=O group is approximated through two association sites which approx-
imate the lone pairs of electrons on the oxygen atom, indicating that a pure
ketone system cannot dimerise but rather is able to act as a hydrogen bond
acceptor when in a suitable binary mixture. From a molecular modelling
perspective, it has been found that the representation of the C=O group by
two identical segments (⌫⇤ = 2) improves the description of the fluid-phase
behaviour [162].
The like interation parameters for the C=O group were adjusted by Lympe-
riadis et al. [162] to give an optimal description of the vapour-liquid equilib-
rium for the range of 2-ketones - 2-propanone to 2-undecanone, as shown in
Figures 5.16 and 5.17.
FIGURE 5.16: Vapour pressures of 2-ketones (left to right, 2-propanone
to 2-hexanone). The triangles represent the experimental data [2], while
the continuous curves correspond to the SAFT-  SW description. Pressure
plotted in logarithmic scale to highlight both high and low temperature
regions.
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FIGURE 5.17: Saturated liquid densities of 2-ketones (right to left, 2-
propanone to 2-hexanone). The triangles represent the experimental data
[2], while the continuous curves correspond to the SAFT-  SW description.
5.5.5.2 2-ketone + Water phase behaviour
In obtaining the unlike ketone-water (C=O-H2O) dispersion and association
parameters, the vapour-liquid equilibrium data of an aqueous 2-butanone
mixture at 1 atmosphere was used. During the fitting procedure, it was
found that the theoretical 2-butanone solubility in the water-rich phase was
being underestimated as shown in Figure 5.18 which ultimately resulted
in larger than expected %AAD in the predictions of the 2-ketone partition
coefficients.
To remedy this, the ketone-water unlike square-well range parameter
( C=O H2O) is adjusted to experimental data rather than being calculated
through a combining rule (equation 5.4) where k and l represent the C=O
and H2O groups . However an upper limit is set for the  ⇤C=O H2O range
parameter. This is done to ensure that the proposed binary interaction pa-
rameters simultaneously improve the modelling of the ketone solubility in
the water-rich phase, and recover the azeotropic phase behaviour exhibited
by the aqueous 2-butanone mixture.
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FIGURE 5.18: Isobaric temperature-composition phase diagram for the
mixture of 2-butanone + water at 1 atm. used for the determination of
the cross-interaction parameters between the C=O group of 2-ketones with
water. The continuous curves represent the SAFT-  SW description, while
the triangles represent experimental data [10].
FIGURE 5.19: Inset of Figure 5.18. Isobaric solubility curve of water-rich
phase of 2-butanone + water at 1 atm. used for the determination of the
cross-interaction parameters between the C=O group of 2-ketones with wa-
ter. The continuous blue and black plots represent the SAFT-  SW descrip-
tion where the unlike range parameter ( C=O H2O) is fitted to experimental
data and calculated from combining rules respectivley, whle the red trian-
gles represent experimental data [10].
5.5.5.3 2-ketone + octanol phase behaviour
The ketone-water unlike interaction parameters are obtained by fitting to
the liquid phase of the vapour-liquid equilibrium of a binary 2-butanone
+ octanol mixture at 293.15 K and 298.15 K, where the unlike dispersion
("CH2OHoct CO=) and association ("HBCH2OHoct CO= and r
c
CH2OHoct CO=) parame-
ters are simultaneously adjusted. Figure 5.20 compare experimental vapour-
liquid data with the SAFT-  SW estimates for the binary 2-butanone+octanol
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mixture.
FIGURE 5.20: Isothermal pressure-composition phase diagram for the mix-
ture of 2-butanone + 1-octanol at 293.15 K (black) and 298.15 K (red) used
for the determination of the cross-interaction parameters between the C=O
group of 2-ketones and the CH2OHoct group of 1-octanol. The continuous
curves represent the SAFT-  SW description, while the triangles represent
experimental data [10]
5.5.5.4 Partition Coefficient prediction
With the fitting of the ketone-water, ketone-octanol and octanol-water bi-
nary interaction parameters the constituent binary mixtures in the three-
component system can be accurately predicted. This also allows the calcu-
lation of the infinite dilution partition coefficients for a series of 2-ketone
solute molecules.
TABLE 5.7: Octanol-water partition coefficients for 2-ketones as predicted
by SAFT-  SW for the updated CH2OHoct group parameters proposed here,
compared with experimental Pi,ow as recommended in [18] with absolute
experimental uncertainty in parenthesis.
Combining Rule  C=O H2O  ⇤C=O H2O
Exp. Pi,ow Pi,ow %AAD Pi,ow %AAD
2-pentanone 0.84 (0.08) 4.33 414.97 0.83 1.19
2-hexanone 1.38 (0.20) 4.98 260.90 1.49 7.97
2-heptanone 1.98 (0.15 ) 5.63 184.33 2.15 8.59
2-nonanone 3.16 (0.20) 6.92 118.88 3.45 9.18
2-decanone 3.77 (0.40) 7.56 100.41 4.10 8.75
2-undecanone 4.09 (0.30) 8.19 100.30 4.74 15.89
Average %AAD 196.63 14.26
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From Table 5.7 it is clear that including the ketone-water SW range parame-
ter ( ⇤C=O H2O) in a fit has a large effect on the accuracy of the partition coef-
ficient predictions. Here like in the alkane and alkene chemical families, the
difference in the accuracy of the predictions is attributed to the accuracy of
the solute solubility in the water-rich phase. In the case of the alkanes and
alkenes this was remedied by including the alkane/alkene-water SW range
parameter (e.g.  CHn H2O) in a fit to 3-phase composition data. However due
to a lack of aqueous ketone 3-phase line data, the fit here is concerned with
matching as closely as possible the alkane + water liquid equilibrium which
is achieved by allowing the  C=O H2O parameter to vary with experimental
data.
5.5.6 n-Amine Octanol-Water Partition Coefficient
5.5.6.1 Pure Amine phase behaviour
The n-amine chemical family is characterised by the CH2NH2 group intro-
duced by Chremos et al. [5] This group which like the CH2OH group in-
corporates hydrogen bonding and polarisability effects into one monomeric
segment (⌫⇤ = 1) is different but no less accurate from the NH2 group pro-
posed by Lymperiadis et al. [36]. Structurally the CH2NH2 group has two
types of hydrogen bonding sites, these are, two hydrogen bond donor sites,
and a hydrogen bond acceptor site that represent the lone pair of electrons
on the nitrogen atom. In proposing the like CH2NH2 interaction parameters,
Chremos et al. [5] made use of the experimental data of nine straight-chain
alkyl-amines i.e., aminoethane to n-aminodecane with an average %AAD of
2.99% and 0.62% for the vapour pressure and saturated liquid density.
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FIGURE 5.21: Vapour pressures of n-amines (left to right, n-aminopropane
to n-aminooctane). The triangles represent the experimental data [2], while
the continuous plots correspond to the SAFT-  SW description. Pressure
plotted in logarithmic scale to highlight both high and low temperature
regions.
FIGURE 5.22: Saturated liquid densities of n-amines (right to left, n-
aminopropane to n-aminooctane). The triangles represent the experimen-
tal data [2], while the continuous plots correspond to the SAFT-  SW de-
scription.
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5.5.6.2 Amine + water phase behaviour
The transferable unlike dispersion and association interaction parameters
to describe aqueous mixtures of amines have been proposed by Chremos et
al. [5]. These parameters were obtained by fitting to isobaric (at 0.1 MPa)
vapour-liquid equilibrium data of three aqueous amine mixtures, namely
aminoethane, 1-aminoproane and 1-aminobutane.
5.5.6.3 Amine + octanol phase behaviour
To accurately describe the behaviour of an amine, octanol and water ternary
mixture requires octanol-amine binary interaction parameters. Ideally to
parametrise the unlike CH2OHoct-CH2NH2 interactions, equilibrium amine
+ octanol mixture data should be used. However, a search of various databases
revealed a lack of such data. It was therefore decided to used the CH2OH-
CH2NH2 proposed by Chremos et al. [5] obtained from a fit involving aque-
ous mixtures of the multifunctional alkanolamine 3-aminopropan-1-ol.
5.5.6.4 Partition Coefficient Prediction
In Table 5.8 the predicted infinite dilution octanol-water partition coeffi-
cients of a series of n-amine solute molecules is summarised. Comparing
the average %AAD of the amine series (31.48%) with those for other chem-
ical families, the amine series error is found to be an outlier. This can be
attributed to the methodology used to obtain the CH2OH-CH2NH2 parame-
ters, where instead of accurately describing the binary octanol+amine mix-
ture the parameters were fitted to an aqueous 3-aminopropan-1-ol mixture
which is not one of the constituent binary mixtures when predicting the
amine partition coefficient.
To rectify this, and with the observation that octanol+amine mixture data
is lacking, the approximate unlike CH2OH-CH2NH2 parameters proposed
by Chremos et al. [5] were refitted to CH2OHoct-CH2NH2 parameters by
refitting the relevant unlike dispersion and association parameters to the
experimental partition coefficients of the first four n-amines in Table 5.8
i.e., 1-aminobutane to 1-aminoheptane . In this parameter refit, the unlike
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TABLE 5.8: Octanol-water partition coefficients for n-amines as predicted
by SAFT-  SW for parameters proposed by Chremos et al. [5] and the Pi,ow
fitted parameters proposed here, compared with experimental Pi,ow as rec-
ommended in [18] with absolute experimental uncertainty in parenthesis.
Chremos et al. updated CH2OHoct-CH2NH2
Exp. Pi,ow Pi,ow %AAD Pi,ow %AAD
1-aminobutane 0.86 (0.20) 1.30 51.16 0.76 11.25
1-aminopentane 1.49 (0.15 ) 1.96 31.54 1.46 1.81
1-aminohexane 2.06 (0.10) 2.62 27.18 2.16 4.79
1-aminoheptane 2.57 (0.25) 3.28 27.63 2.85 10.95
1-aminooctane 3.09 (0.40) 3.94 27.51 3.54 14.63
1-aminononane 3.60 (0.35) 4.59 27.50 4.23 17.52
1-aminodecane 4.10 ( 0.40) 5.24 27.80 4.92 19.96
Average %AAD 31.48 11.56
association parameters are considered to be asymmetric, while the partition
coefficient experimental conditions are assumed to be 298.15 K and 1 atm.
The partition coefficient refitted CH2OHoct-CH2NH2 parameters are then
used to re-estimate the octanol-water partition coefficient for the n-amine
series and presented as the updated CH2OHoct-CH2NH2 estimates in Table
5.8. The main observation of this exercise is that as expected the refit of
the octanol-water binary interaction parameters leads to more accurate es-
timates of the partition coefficient. This is evidenced by the decrease in the
average %AAD of the amine series, which goes from being an outlier to com-
ing in line with the average error of the SAFT-  SW predictions for the other
chemical families considered.
Figure 5.23 represents a check as to whether the partition coefficient refit-
ted CH2OHoct-CH2NH2 parameters can be reliably used to predict vapour-
liquid phase behaviour. For this comparison a binary 1-aminobutane + 1-
butanol binary mixture at 1 atmosphere was chosen. From the SAFT-  SW
predicitons it is evident that the CH2OHoct-CH2NH2 (black curve) param-
eters are able to accurately predict the bubble-point temperature of pure
1-aminobutane, but fail in recovering the behaviour of the pure 1-butanol
phase. This is because by employing octanol-water partition coefficients in
the refit, while making use of CH2OHoct and CH2OHoct-CH2NH2 like and bi-
nary interaction parameters, it is implicit that octanol is the solvent phase
being modelled, hence the failure of the parameters in estimating the be-
haviour of the pure 1-butanol phase.
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FIGURE 5.23: Prediction of the fluid phase behaviour of the binary 1-
aminobutane + 1-butanol mixture as a temperature-composition isobar at
1 atm. The triangles represent experimental 1-aminobutane + 1-butanol
VLE data [11]. The continuous curves correspond to SAFT-  SW pre-
dictions based on octanol-amine CH2OHoct-CH2NH2 (black) and alkanol-
amine CH2OH-CH2NH2 (blue) interaction parameters.
To circumvent the lack of amine + octanol experimental data, while also
ascertaining that binary interaction parameters obtained from fitting to in-
finite dilution partition coefficients can be used to estimate binary vapour-
liquid behaviour a compromise is suggested. Using the like CH2OH inter-
action parameters proposed by Papaioannou et al. [4] and the CH2OH-
H2O binary interaction parameters based on aqueous short-chain alkanol
data proposed by Chremos et al. [5] a second partition coefficient fit is car-
ried out to obtain a set of amine-alkanol parameters (as opposed to amine-
octanol). These CH2OH-CH2NH2 parameters are then used to predict the
vapour-liquid behaiour of the 1-butanol + 1-aminobutane mixture, which
is presented as the blue curve in Figure 5.23. The successful prediction of
the aminobutane + 1-butanol phase behaivour (blue curve) is evidence that
transferable binary SAFT-  interaction parameters can be obtained from in-
finite dilution partition coefficients and used to predict vapour-liquid phase
behaviour.
5.5.7 Summary
In Figure 5.24 the partition coefficient predictions for the different solute
molecules included in this study are summarised. From the graph, there
is evidence of a high level of agreement between the experimental partition
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coefficient and the theoretically estimated SAFT-  SW partition coefficients
for the solute molecules in the selected chemical families. This is also con-
firmed in the average %AAD which is approximatley 10% for the different
chemical families. This is with the exception of the n-amine solute series
where due to insufficient experimental data, approximate amine-octanol bi-
nary interaction parameters were obtained from a fit carried out on the
alkanolamine 3-aminopropan-1-ol. However these amine-octanol parame-
ters where found to be a poor representation of the amine-octanol binary
mixture resulting in a higher that expected average %AAD in the partition
coefficient estimates for the n-amine molecular series. This necessitated a
refit of the amine-octanol parameters to the experimental octanol-water par-
tition coefficients, leading to an average %AAD of 11.56%, which is in line
with the accuracy associated with the SAFT-  SW estimates of partition co-
efficients.
The proposal of amine-alkanol parameters obtained from fitting to experi-
mental octanol-water partition coefficients, indicates that it is viable to use
ternary phase liquid-liquid equilibrium as represented by the partition coef-
ficient to fit binary iteration parameters that can reliably be used to predict
vapour-liquid behaviour. This was achieved for a binary 1-aminbutane + 1-
butanol mixture with an average %AAD of 6.38% and 5.95% for the liquid
phase and vapour phase of the vapour-liquid equilibrium.
FIGURE 5.24: Experimental Pi,ow vs SAFT-  SW Pi,ow point-plot for alka-
nes, alkenes, alkanols, ketones and amines.
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5.6 Conclusion
Previous studies involving the group contribution SAFT-  SW EoS have es-
tablished the accuracy of the method in describing highly non-ideal fluid
behaviour as evidenced by liquid-liquid immiscibility and heterogeneous
azeotropes of binary mixture systems [4, 5, 36, 162]. In this chapter the
SAFT-  SW approach has been extended to study the infinite dilution ternary
phase behaviour of a range of selected molecules as represented by the
octanol-water partition coefficient.
The key to the prediction of octanol-water ternary phase behaviour lies
within the SAFT-  theory where the inclusion of significant molecular de-
tail provides for the accurate description of aqueous systems which exhibit
strong association (hydrogen bonding) interactions. Further, the transfer-
ability of functional groups and their parameters provides a platform upon
which to investigate the phase behaviour of a range of binary mixtures from
which ternary phase behaviour can be estimated without the need to resort
to ternary phase data.
A majority of the infinite dilution ternary phase predictions are found to
lie within the experimental uncertainty. This accuracy exhibited by SAFT-
  SW, in conjunction with the capability of predicting binary mixture be-
haviour from parameters obtained from fitting to infinite dilution parti-
tion coefficient allows for the possibility of obtaining SAFT-  SW param-
eters from pseudo-experimental partition coefficient data generated indi-
rectly from ab-inito quantum mechanical calculations. To achieve this the
semi-empirical Linear Solvation Energy Relationship approach to modelling
solvation is employed. This involves the use of solute solvatochromic de-
scriptors that account for the dispersion and hydrogen bonding interactions
that occur in solution, which when combined with linear empirical regres-
sion relationships (LSER) can be used to model various solute properties,
including but not limited to the infinite dilution partition coefficient. In
turn the solute solvatochromic parameters can be estimated from quantum
mechanical calculations (Chapter 3). The next chapter is concerned with the
estimation of SAFT-  SW parameters for the prediciton of phase behaviour
of a selection of binary mixtures, whose unlike interaction parameters have
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been obtained from the pseudo-experimental data generated from ab-initio
QM calculations.
Chapter 6
Prediction of Phase Behaviour
with SAFT-  SW using
Parameters Derived from
QM/LSER
6.1 Introduction
In Chapter 3, QM-generated intermolecular parameters have been success-
fully utilised in a linear solvation energy relationship to predict the infinite
dilution octanol/water partition coefficient of solutes for a range of chemi-
cal families. Subsequently, in Chapter 5, it has been shown that the group
contribution SAFT-  SW EoS is adept at predicting ternary phase behavior
from which infinite dilution properties can be determined. This chapter is
concerned with combining the two approaches as a means of extending the
predictive ability of the group contribution SAFT-  EoS by limiting depen-
dence on empirical data. Figure 6.1 summarises the proposed methodology,
whereby the QM/LSER is employed to generate pseudo-experimental infi-
nite dilution data through which the SAFT-  SW EoS can be parameterised
and used to predict binary mixture behavior.
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FIGURE 6.1: Methodology for generating infinite dilution octanol/water
partition coefficient data (Pi,ow) from theoretical QM calculations for the
parametrisation of SAFT-type equations of state
6.1.1 Chemical families to be studied
As part of the work carried out in this thesis, the octanol/water partition
coefficient of n-alkanol, n-amine and 2-ketone chemical families have been
studied using both the QM/LSER (Chapter 3) and SAFT-  EoS (Chapter 5).
The results from this sub-set of solute molecules is presented in Table 6.1.
TABLE 6.1: Octanol-water partition coefficients for linear molecules as pre-
dicted by the correlation function (QM/LSER) approach and SAFT-  SW
EoS, compared with experimental Pi,ow as recommended in [18] with abso-
lute experimental uncertainty in parenthesis.
QM/LSER SAFT-  SW
Exp. Pi,ow Pi,ow %AAD Pi,ow %AAD
1-butanol 0.84 (0.04) 0.90 6.55 0.48 42.86
1-heptanol 2.62 (0.10 ) 2.53 3.52 2.46 6.11
1-octanol 3.07 (0.10) 3.07 0.08 3.08 0.33
1-aminobutane 0.86 (0.20) 0.38 55.39 0.79 8.17
1-aminohexane 2.06 (0.10) 1.47 28.72 2.19 6.13
2-hexanone 1.38 (0.15) 1.64 18.99 1.14 17.70
2-heptanone 1.98 ( 0.20) 2.18 9.90 1.81 8.68
Average %AAD 17.59 12.85
In Figure 5.23 the veracity of predicting the phase behaviour of a binary
1-aminobutane + 1-butanol mixture from SAFT-  SW parameters obtained
from fitting to experimental octanol/water partition coefficient data was es-
tablished. A natural progression of this success, coupled with the almost
identical average errors results presented in Table 6.1, is the prediction of
binary phase behaviour through parameters obtained not from fitting to ex-
perimental partition coefficient data, but rather from partition coefficient
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data estimated from the QM/LSER method therefore reducing the need to
equilibrium experimental data. This exercise implicitly links the QM/LSER
approach to predicting solute properties with the SAFT EoS approach, com-
pleting the flow-chart presented in Figure 6.1.
The formal validation of this flow-chart will now be undertaken. Table 6.2
outlines the current state of the binary interaction parameters for the pre-
diction of solute octanol/water partition coefficients within SAFT-  SW.
TABLE 6.2: Table of the available unlike interaction parameters for use
in the prediction of octanol/water partition coefficients within SAFT-  SW.
Green represents parameters already obtained, red are required parame-
ters to complete ternary octanol/water description for charactersitic group
and ’-’ are parameters that have are not required for ternary octanol/water
description for charactersitic group .
Group CH3 CH2 H2O CH2OHoct CH2OH CH2NH2 CH2= CH= C=O
CH3
CH2
H2O
CH2OHoct
CH2OH
CH2NH2
CH2= -
CH= - -
C=O - - - -
COH - - - -
To predict the partition coefficient accurately, three sets of unlike inter-
action parameters need to obtained. These include: (i) The octanol-water
or CH2OHoct-H2O unlike interaction parameters; (ii) The chemical family-
water unlike interaction parameters e.g., CH2NH2-H2O for amine-water;
(iii) The chemical family-octanol unlike interaction parameters e.g., CH2NH2-
CH2OHoct for amine-water. Each set represents one of the constituent bi-
nary mixtures that makes up the three component-two phase octanol/water
mixture. Additionally, like group interaction parameters are also required
to describe the behaviour of the pure components in the mixture.
In attempting to fit SAFT-  SW parameters from QM/LSER estimated oc-
tanol/water partition coefficients, only one of the three sets of binary in-
teraction parameters will be determined as the other required parameters
have already been obtained (Tables 5.1, 5.2 and 5.3). These are the unlike
dispersion and association parameters for the groups depicted in red i.e.
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aldehyde-alcohol (COH-CH2OH), ketone-alcohol (C=O-CH2OH) and alkene-
alcohol, (CH2=-CH2OH and CH=-CH2OH).
6.1.2 Group interaction parameter summary
In an effort to complete Table 6.2, numerous interaction parameters that
relate to n-aldehyde and 2-ketone solute molecules in an octanol/water sol-
vent mixture have to be determined. For the n-aldehyde molecules, the like
interaction parameters for the n-aldehyde characteristic group (COH), the
unlike n-aldehyde – alkane (COH – CHn), and the unlike n-aldehyde – water
(COH – H2O) are obtained from fitting to equilibrium empirical data. Con-
versely, the n-aldehyde – 1-alkanol (COH – CH2OH) unlike interaction pa-
rameters are obtained from fitting to octanol/water partition coefficient data
estimated using the QM/LSER approach. For the 2-ketone solute molecules
(C=O), the majority of the relevant SAFT-  SW parameters have been pre-
viously obtained, leaving the 2-ketone – 1-alkanol (C=O – CH2OH) as the
sole set of parameters that need to be determined. Here these parameters
are obtained by fitting to QM/LSER octanol/water partition data.
The interaction parameters obtained as part of this excercise are summaried
in Tables 6.3 - 6.5.
TABLE 6.3: SAFT-  SW parameters for the characteristic aldehyde func-
tional group. The COH group features 2 association sites of type a and 1 of
type b.
Group k ⌫⇤k Sk  kk[Å]  kk "kk/kB[K] ✏HBkk,ab/kB[K] rckk,ab[Å] nk,a nk,b
COH 1 0.267 4.914 1.409 182.386 1664.415 3.4805 2 1
TABLE 6.4: SAFT-  SW unlike dispersion energetic parameters ("ij/kB)
in units of K, where the table is symmetric i.e., "ij = "ji. The numbers in
parenthesis correspond to the unlike range of the square-well potential,  ij .
In all other cases the combining rule,
 ij = ( ii ii +  jj jj)/( ii +  jj) is used.
Group CH3 CH2 H2O CH2OH
COH 146.672 161.62 223.389 (1.75) 162.25 (1.75)
⇤CH2NH2 254.736 297.873 286.857(1.740) 139.891
C=O 294.070 207.512 89.519(1.70) 371.082
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TABLE 6.5: SAFT-  SW unlike association energy parameters, "HBijab/kB in
units of K. The numbers in parenthesis correspond to the unlike association
range parameter, rcijab/Å. Any parameter indicated with a ‘-’ takes a value
of zero i.e., "HBijab = 0.
Group(site type) H2O(a) H2O(b) CH2OH(a) CH2OH(b)
COH(a) - 2006.810(2.070) - 2156.705(2.800)
COH(b) 2076.090(2.135) - 2079.495(2.047) -
⇤CH2NH2(a) - 1365.326(2.308) - 1630.215(2.559)
⇤CH2NH2(b) 1261.968(2.520) - 836.329 (3.783) -
C=O (a) - 2040.375(2.050) - 2848.510 (2.214)
⇤ obtained in section 5.5.6.4 from fitting to experimental amine octanol/water partion coef-
ficients.
6.2 n-aldehyde Chemical Family
From Table 6.2, a number of interaction parameters are unavailable for the
n-aldehyde (COH) chemical family. For the purposes of predicting the oc-
tanol/water partition coefficients for aldehyde solutes, the required param-
eters include: the aldehyde – water (COH – H2O) unlike interaction param-
eters; aldehyde – alkanol (COH – CH2OH) unlike interaction parameters;
and the aldehyde – aldehyde (COH – COH) like interaction parameters from
which the COH – CH3 and COH – CH3 are simultaneously obtained. As the
primary aim of this section is to obtain the COH – CH2OH parameters from
QM/LSER generated partition coefficients, the remaining set of requisite
parameters are obtained through fitting to experimental equilibrium data.
In this instance the n-alkanol (CH2OH) rather than the octanol (CH2OHoct)
characteristic group was chosen to model the octanol solvent. This is due
to the availability of a wider range of aldehyde + 1 – alkanol experimental
data compared to aldehyde + 1 - octanol, which is necessary to validate the
accuracy of the unlike interaction parameters estimated from the QM/LSER
generated partition coefficient data.
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6.2.1 Pure n-aldehyde phase behaviour
The n-aldehyde functional group (COH) is treated as a single monomeric
segment (⌫⇤ = 1), with two types of association sites to mimic the hydrogen
bonding ability of the aldehyde molecule. These are, two hydrogen bond
donor sites which represent the lone pair of electrons on the oxygen atom
and a hydrogen bond acceptor site. In fitting the like COH interaction pa-
rameters, experimental data for four straight-chain aldehydes was used i.e.,
propanal to 1-hexanal with an average %AAD of 4.62% and 7.27% for the
vapour pressure and saturated liquid density.
FIGURE 6.2: Vapour pressures of n-aldeydes (left to right, propanal to hex-
anal). The triangles represent the experimental data [2], while the contin-
uous curves correspond to the SAFT-  SW description. Pressure plotted in
logarithmic scale to highlight both high and low temperature regions.
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FIGURE 6.3: Saturated liquid densities of n-aldeydes (right to left,
propanal to hexanal). The triangles represent the experimental data [2],
while the continuous curves correspond to the SAFT-  SW description.
6.2.2 n-aldehyde + water phase behaviour
The unlike dispersion and association interaction parameters that describe
aqueous n-aldehyde mixtures are obtained by fitting to the liquid-liquid
equilibrium of binary aqueous mixtures of 1-butanal and 1-pentanal at 1 at-
mosphere. In addition to making use of asymmetric hydrogen bonding inter-
actions ("HBCOH H2O 6= "HBH2O COH and rHBCOH H2O 6= rHBH2O COH) it was also neces-
sary to fit the square-well range ( COH H2O) parameter to the experimental
LLE data rather than using combining rules. The set of unlike dispersion
and association parameters proposed to model an aqeuous aldehyde mixture
are presented in Tables 6.5 and 6.4 , and the phase liquid liquid behaviour
at 1 atmosphere is summarised in Figure 6.4 .
6.2.3 Prediction of n-aldehyde + 1-alkanol phase behaviour
from QM/LSER generated data
As presented in Figure 6.1, the estimation of the octanol/water partition
coefficient of a particular solute through the QM/LSER method requires so-
lute specific interaction parameters that are drawn from multiple sources.
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FIGURE 6.4: Isobaric temperature-composition phase diagram for the
aqueous mixture of 1-butanal (black) and 1-pentanal (red) at 1 atm. used
for the determination of the cross-interaction parameters between the COH
group of aldehydes and water. The continuous curves represent the SAFT- 
SW description, while the triangles represent experimental LLE data [12].
These include: the hydrogen bond donor and acceptor parameters (A and B)
are estimated from the QM hydrogen bond stabilisation energies using the
regressions presented in equations 3.26 and 3.28; experimental solute polar-
ity/polarisability as summarised by Zissimos et al. [105] a due to concerns
regarding the accuracy of QM predictions; solute excess molar refraction
(E) and volume (V ) parameters calculated from molecular structure calcu-
lations are obtained from the supplementary work of Zissimos et al. [105].
These parameters are then used in the solute LSER, equation 3.30 to esti-
mate the infinite dilution partiton coefficient of a particlar solute. Presented
in Table 6.6 is a summary of the octanol/water partition coefficient for a se-
ries of n-aldehyde solute molecules, estimated using the QM/LSER method.
TABLE 6.6: Prediciton of octanol/water partiton coefficient of a series of
n-aldehyde solute molecules using the QM/LSER approach.
Zissimos et al. QM Calc. H-Bond Regressions
S E V  ENCH  EHF AQM BQM QM/LSER Pi,ow
1-butanal 0.65 0.187 0.6879 - -38.00 - 0.38 0.81
1-hexanal 0.65 0.146 0.9697 - -38.25 - 0.38 1.87
1-heptanal⇤ 0.65 0.140 1.106 - -44.75 - 0.46 2.14
1-octanal⇤ 0.65 0.160 1.2515 - -46.24 - 0.47 2.64
1-nonanal⇤ 0.65 0.150 1.3924 - -46.27 - 0.47 3.17
In using the QM/LSER estimation partition coefficients to estimate the aldehyde-
alkanol interaction parameters, a decision as to whether to use the octanol
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(CH2OH) proposed in this study or alkanol (CH2OHoct) characteristic group
proposed by Papaioannou et al. [4] has to be made. In this instance as
in Figure 5.23, the CH2OH group was deemed the better choice due to the
presence of a wider range of n-aldehyde-alkanol binary mixture data for val-
idation purposes.
The relevant aldehyde - alkanol interaction parameters to be estimated
from the QM/LSER generated partition coefficient data are: the dispersion
("COH CH2OH); and unlike hydrogen bonding ("HBCOH CH2OH and rCOH CH2OH)
interaction parameters. As with earlier fits the hydrogen bonding interac-
tions are considered to be asymmetric, additionally it was found to be nec-
essary to allow the square-well range parameter to vary with the data. In
total six COH-CH2OH parameters were estimated from the QM/LSER par-
tition coefficient data. Summarised in Table 6.7 are the results of the fitting
procedure. The octanol/water partition coefficients for the n-aldehyde solute
molecules as estimated from the QM/LSER method and SAFT-  SW using
the QM/LSER estimated set of COH-CH2OH parameters are compared with
experimental data. For a number of solute molecules ( ⇤) the experimental
octanol/water partition coefficients are lacking. In this instance experimen-
tal solute hydrogen bonding parameters are used in the LSER to provide an
estimate of the ‘experimental’ partition coefficient for these molecules.
TABLE 6.7: Octanol-water partition coefficients for n-aldehydes as pre-
dicted by the QM/LSER approach and SAFT-  SW, compared with exper-
imental Pi,ow as recommended in [18] with absolute experimental uncer-
tainty in parenthesis. (⇤) calculated from LSER using experimental A and
B parameters.
Exp. Pi,ow QM/LSER Pi,ow %AAD SAFT-  SW Pi,ow %AAD
1-butanal 0.88 (0.20) 0.81 7.95 0.44 50.00
1-hexanal 1.78 (0.15) 1.87 5.06 1.67 6.18
1-heptanal⇤ 2.17 (-) 2.14 1.38 2.29 5.72
1-octanal⇤ 2.72 (-) 2.64 2.94 2.92 7.27
1-nonanal⇤ 3.26 (-) 3.17 2.76 3.56 9.16
Average %AAD 4.02 15.67
The results from Table 6.7 for n-aldehyde solute molecules indicate that
the accuracy of SAFT-  SW octanol/water partiton coefficients estimated
from parameters obtained through fitting to QM/LSER generated pseudo-
experimental partition coefficients is in line with the accuracies of the other
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chemical families studied (Tables 5.4, 5.5, 5.6, 5.7 and 5.8). This is an in-
dication that the COH-CH2OH parameters obtained from the QM/LSER
data should be capable of predicting the thermodynamic behaviour of all
aldehyde-alcohol binary mixtures. To test this hypothesis, the transferabil-
ity of the COH-CH2OH parameters is tested using three binary mixtures.
These are: propanal + 1-propanol and propanal + 1-butanol mixtures at
1 atmosphere; and octanal + 1-butanol at 0.26 atmosphere. The results of
this predictions and comparison with experimental data are presented in
Figures 6.5 - 6.7.
FIGURE 6.5: Isobaric temperature-composition phase diagram for the bi-
nary propanal + 1-propanol mixture at 1 atmosphere used for the deter-
mination of the cross-interaction parameters between the COH group of n-
aldehydes and the CH2OH group of 1-alkanols. The continuous red (exper-
imental VLE fit) and blue (QM/LSER Pi,ow fit) curves represent the SAFT- 
SW description, while the triangles represent experimental VLE data [13].
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FIGURE 6.6: Prediction of the fluid phase behaviour of the binary propanal
+ 1-butanol mixture as a temperature-composition isobar at 1 atmosphere.
The continuous red (experimental VLE fit) and blue (QM/LSER Pi,owfit )
continuous plots are the SAFT-  SW predictions and the black triangles
represent the experimental VLE data [14].
FIGURE 6.7: Prediction of the fluid phase behaviour of the binary 1-octanal
+ 1-butanol mixture as a temperature-composition isobar at 0.26 atmo-
sphere. The continuous red (experimental VLE fit) and blue (QM/LSER
Pi,ow fit) continuous plots are the SAFT-  SW predictions and the black tri-
angles represent the experimental VLE data [15].
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The red continuous curves in the plots represent COH-CH2OH parameters
obtained from fitting to the VLE data of the propanal + 1-propanol binary
mixture at 1 atmosphere. These parameters are then used to predict the be-
haviour of the other aldehyde-alkanol mixtures thereby acting as a theoret-
ical bench-mark for the accuracies of the QM/LSER parameter predictions.
In comparing the predictions as presented in Figures 6.6 and 6.7, the errors
of the VLE and QM/LSER fitted parameters compared to experimental data
are as presented in Table 6.8.
TABLE 6.8: Relative errors in the prediction of binary mixture behaviour
for COH-CH2OH parameters obtained from VLE and QM/LSER data.
%AAD VLE Fit %AAD QM/LSER Fit
Mixture xi yi xi yi
propanal + 1-propanol 1.55 2.41 2.88 9.16
octanal + 1-butanol 3.41 2.31 3.86 1.49
In comparing the relative accuracies of predictions both fitting approaches
perform quite well with almost identical average errors. However, the worst
performing prediction is associated with the liquid phase of the propanal
+ 1-propanol mixture where the QM/LSER approach is employed (%AAD
= 9.16). This larger than expected error can be attributed to the fact that
the behavior of short-chain molecules (C1 to C3) is difficult to model within
SAFT- , unless parameters are fit exclusively to short-chain molecule data
[4, 5]. This criterion is met in the VLE fit where experimental data re-
lating to a binary propanal mixture is used allowing for the behavior of
the propanal + 1-propanol mixture to be reliably predicted. Conversely, in
the QM/LSER method the partition coefficient data used is related to long-
chained n-aldehydes (C4 to C9) meaning that the behavior of short-chained
n-aldehydes are not accurately represented by the QM/LSER COH-CH2OH
parameters obtained.
The accuracy and almost identical performance exhibited by the two meth-
ods is compelling. The QM/LSER approach is able to achieve results that
are comparative with the classical VLE approach to parameterising EoS de-
spite one set of interaction parameters being obtained from theoretical QM
calculations. This is in line with the ultimate aim of linking the QM/LSER
approach with the SAFT-  EoS as a means of finding a reliable method of
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estimating the thermodynamic behavior of systems from ab-initio calcula-
tions, thereby reducing the dependence on experimental data when deter-
mining interaction parameters.
6.3 Predicting 2-Ketone + Alkanol Behaviour
from QM/LSER Data
Within SAFT- , the characteristic C=O group is used to model the 2-ketone
chemical family. Consisting of two fused segments this group mediates hy-
drogen bonding through two lone pairs of electrons (H-bond acceptor). Due
to the absence of a hydrogen bond donor site on the 2-ketone molecule, three
parameters rather than the usual five (asymmetry hydrogen bonding proce-
dure) are required to complete the description of a binary ketone + alkanol
mixture. These parameters include the unlike dispersion and associating
energies, in addition to the associating range parameter i.e. "CH2OH C=O,
"HBCH2OH C=O and r
HB
CH2OH C=O. To fit these parameters from QM/LSER data,
the partition coefficients of six ketone solute molecules i.e., 2-butanone –
2-octanone were estimated. The required Abraham solute parameters and
the QM calculated hydrogen stabilisation energies are presented in Table
6.9. Equation 3.28 was used to estimate the hydrogen bond acceptor ability
of the molecules, while the LSER relationship (equation 3.30) was used to
calculate the solute partition coefficient.
TABLE 6.9: Prediction of hydrogen bond donor ability and octanol/water
partition coefficient of 2-ketone solute molecules.
Zissimos et al. QM Calc. H-Bond Regressions
S E V  ENCH  EHF AQM BQM QM/LSER Pi,ow
2-butanone 0.70 0.166 0.688 - -42.26 - 0.38 0.57
2-pentanone 0.68 0.143 0.829 - -42.74 - 0.38 1.11
2-hexanone 0.68 0.136 0.970 - -42.87 - 0.46 1.64
2-heptanone 0.68 0.123 1.110 - -42.96 - 0.47 2.18
2-octanone 0.68 0.108 1.252 - -42.75 - 0.47 2.72
From the QM/LSER fit, a set of 2-ketone-alkanol (CH2OH-C=O) parameters
are obtained. Presented in Table 6.10 is a comparison of the QM/LSER,
SAFT-  SW and the experimental octanol/water partition coefficients for the
2-ketone solutes included in the fit. The larger than expected average erros
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exhibited by the 2-ketone molecules in Table 6.10 are a direct consequence
of the 2-butanone and 2-pentanone solute molecules which have a partition
coefficient that is < 1. This has the effect of biasing the calculation of the
%AAD. However in both cases the absolute errors are approximately ± 0.3;
a similar error is calculated for the other molecules in the series.
TABLE 6.10: Octanol-water partition coefficients for 2-ketones as predicted
by the QM/LSER approach and SAFT-  SW, compared with experimental
Pi,ow as recommended in [18] with absolute experimental uncertainty in
parenthesis.
Exp. Pi,ow QM/LSER Pi,ow %AAD SAFT-  SW Pi,ow %AAD
2-butanone⇤ 0.29 (-) 0.57 97.74 0.45 53.98
2-pentanone 0.84(0.08) 1.11 31.73 1.05 24.58
2-hexanone 1.38(0.20) 1.64 18.99 1.65 19.21
2-heptanone 1.98(0.15) 2.18 9.90 2.24 13.25
2-octanone⇤ 2.45 (-) 3.17 11.10 3.56 15.88
Average %AAD 33.89 25.38
To test the applicability of the CH2OH - C=O parameters fitted from the
QM/LSER data, the phase behaviour of two binary ketone + alkanol mix-
tures were estimated. These include the binary mixture of 2-butanone +
1-butanol at 1 atmosphere and 2-propanone + 1-butanol at 1 atmosphere.
FIGURE 6.8: Prediction of the fluid phase behaviour of the binary 2-
butanone + 1-butanol mixture as a temperature-composition isobar at 1 at-
mosphere. The continuous red (experimental VLE fit) and blue (QM/LSER
Pi,ow fit) are the SAFT-  predictions and the represent the experimental
VLE data[16].
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FIGURE 6.9: Prediction of the fluid phase behaviour of the binary
propanone + 1-butanol mixture as a temperature-composition isobar at
1 atmosphere. The continuous red (experimental VLE fit) and blue
(QM/LSER Pi,ow fit) are the SAFT-  predictions and the represent the ex-
perimental VLE data [17].
The errors associated with the predictions of the ketone + aldehyde binary
mixtures are: 8.30% and 9.53% for the respective vapour and liquid phases
of the 2-butanone + 1-butanol mixture (Figure 6.8) ; and 11.4% and 4.29%
for the propanal + 1-butanol mixture (6.9) .
6.4 Summary
The purpose of the work undertaken in this Chapter has been to validate
the flow-chart in Figure 6.1. The binary interaction parameters for three
chemical families have been estimated using partition coefficient data as
presented in Tables 6.4 and 6.5. Initially the CH2NH2 – CH2OH unlike
interaction parameters were fitted to experimental octanol/water partition
coefficients in order to test the applicability of fitting SAFT-  parameters
from infinite dilution data. Due to the success of this initial fit, the ex-
perimental Pi,ow data was replaced with QM/LSER generated partition co-
efficient data when fitting the COH- CH2OH and C=O-CH2OH parameters.
This was done to determine if ab-intio calculations may be used to generate
SAFT-  parameters as a means of reducing the dependence on experimen-
tal data. When compared with earlier SAFT-  SW studies, predictions as-
sociated with QM/LSER parameters exhibit a larger error than parameters
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obtained from VLE data. This is due to the use of two linear regressions to
determine the H-bond parameters (equations 3.26 and 3.28) and calculate
the partition coefficient (LSER, equation 3.30). This introduces inaccura-
cies that are reflected in the fitted parameters. However overall the slightly
increased errors are acceptable especially considering that the utility of the
QM/LSER method lies in predicting the behaviour of mixtures for which
experimental data is lacking.
As part of the validation process, n-alkene solute molecules were considered.
The attempt to fit alkene-alcohol (CH2=–CH2OH and CH=–CH2OH) param-
eters from QM/LSER partition coefficient data was ultimately unsuccessful.
The reason behind this is that of the three sets of binary interaction pa-
rameters when predicting the alkene infinite dilution partition coefficient,
the alkene composition of the water-rich phase as modelled by the alkene-
water binary interaction parameters is of paramount importance. This is
attributed to the extremely low compositions associated with the alkene
molecules in the water-rich phase, which has a large impact on the calcu-
lation of the infinite dilution partition coefficient and therefore requires ac-
curate modelling. Conversely, the alkene concentration in the octanol-rich
phase (as modelled by alkene-alkanol parameters) is of secondary impor-
tance and does not have an impact on the predicted partition coefficient.
As part of the exercise to fit to QM/LSER data, it was found that vary-
ing the alkene-alkanol parameters had a negligible effect on the SAFT- 
predicted partition coefficients. Further analysis is therefore required for
solute molecules that exhibit an extreme solubility difference between the
aqueous and n-octanol phases.
Chapter 7
Conclusions
7.1 Summary
i) Using hydrogen fluoride and hydrogen cyanide molecules as probe molecules,
QM determined hydrogen bond stabilisation energies ( ENCH and EHF )
were used in linear models to estimate the relative hydrogen bond abili-
ties of solute molecules with active hydrogen bond sites. Table 7.1 sum-
maries the average errors in the QM estimated solute hydrogen bond
ability when compared with experimental data.
TABLE 7.1: Average errors in predicting the solute hydrogen bond acceptor
and donor ability in the training and test sets.
%AAD
H-bond parameter Training-set Test-set
A 13.67 15.96
B 19.63 22.85
ii) The n-octanol-water partition coefficient, linear solvation energy rela-
tionship reported by Platts et al. [106] (equation 7.1) was used to predict
the solute partition coefficient for a range of molecules. Where instead
of experimental Ai and Bi parameters, QM predicted hydrogen bond
parameters were employed.
Pi,ow = 0.0880  1.0540Si + 0.0320Ai   3.460Bi + 0.5620Ei + 3.8140Vi (7.1)
151
Chapter 7. Conclusions 152
The average error in predicting the octanol-water partition coefficient
for a set of straight chained, mono-functional solutes was determined to
be 23.40 %.
iii) The infinite dilution n-octanol-water partition coefficient for a series of
straight chain molecules have been estimated using the SAFT-  EOS,
the results of which are summarised in Table 7.2.
TABLE 7.2: Summary of errors in predicting the infinite dilution 1-
octanol-water partition coefficient of straight chained mono-functional so-
lute molecules using SAFT-  SW EoS.
Chemical Family Solutes Covered Average % AAD
n-alkane C1 - C11 6.32
n-alkene C6 - C9 9.11
n-alkanol C4 - C10 12.91
2-ketone C4 - C11 14.26
n-amine C4 - C10 11.56
Average %AAD 13.20
iv) A subset of solute molecules have been studied using both the QM/LSER
and SAFT-  SW to predict the infinite dilution n-octanol-water partition
coefficient. The results for these solutes are presented in Table 7.3,
TABLE 7.3: Octanol-water partition coefficients for aldehydes as predicted
by the QM/LSER approach and SAFT-  SW, compared with experimental
Pi,ow as recommended in [18] with absolute experimental uncertainty in
parenthesis. (⇤) calculated from LSER using experimental A and B param-
eters.
Exp. Pi,ow QM/LSER Pi,ow %AAD SAFT-  SW Pi,ow %AAD
1-butanal 0.88 (0.20) 0.81 7.95 0.44 50.00
1-hexanal 1.78 (0.15) 1.87 5.06 1.67 6.18
1-heptanal⇤ 2.17 (-) 2.14 1.38 2.29 5.72
1-octanal⇤ 2.72 (-) 2.64 2.94 2.92 7.27
1-nonanal⇤ 3.26 (-) 3.17 2.76 3.56 9.16
Average %AAD 4.02 15.67
The relative errors exhibited by the two partition coefficient estimation
methods indicates the possibility of extending the predictive ability of
the group contribution SAFT-  EoS.
v) A novel methodology is proposed to extend the predictive ability of the
group contribution SAFT-  EoS. This involves predicting binary phase
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behavior through SAFT-  molecular parameters obtained not from fit-
ting to experimental equilibrium data, but rather from semi-empirical
partition coefficient data estimated via the QM/LSER method. The n-
aldehyde and 2-ketone chemical families are used to formally validate
this hypothesis.
vi) The phase equilibria of n-aldehyde - n-alkanol and 2-ketone – n-alkanol
binary mixtures have been predicted using SAFT-  parameters esti-
mated from fitting to partition coefficient data determined through the
QM/LSER method. When compared with experimental VLE data, the
predictions associated with the QM/LSER determined parameters ex-
hibit a slighter larger error than parameters obtained from fitting di-
rectly to VLE data
7.2 Further Work
When predicting solute partition coefficients using the QM/LSER approach
six solute specific parameters are required. These are the hydrogen bond
donor/acceptor parameters (Ai/Bi) and the dipolarity/polarisability parame-
ter (Si) which respectively, describe the association and dispersion interac-
tions that a particular solute undergoes with its solvent environment. Fur-
ther parameters include, the McGovern volume (Vi) and excess molar refrac-
tion (Ei) which describe the cavitation aspect of the solvation process. These
cavitation parameters are generally obtained from structural calculations
that consider bond length and number of atoms in the solute molecule [45].
In this thesis based on the work of Platts et al. [46, 47], it has been shown
that QM calculations can be used to quickly and reliably reliably predict the
Ai and Bi parameters. However the prediction of the Si descriptors was de-
liberately avoided (experimental Si used instead) due to the relatively low
prediction ability of the tested QM descriptors. Further work would there-
fore require the identification of descriptor(s) that can satisfactorily predict
the dipolarity/polarisability parameter. Thereby ensuring that the calcula-
tion of solute partition coefficients is entirely based on molecular structure
calculations.
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Due to the success of the work done in obtaining binary interaction pa-
rameters from ab-inito calculations, this thesis can be simultaneously ex-
tended in two directions. Firstly, LSER(s) that describe the solute parti-
tion coefficient in different solvent/water phases are available, these include:
toluene/water; phenol/water, cyclohexane/water etc., from which further bi-
nary interaction parameters can determined in a bid to more fully charac-
terise a particular chemical family within SAFT- . Secondly, in modelling
a three component, two-phase mixture three sets of binary interaction pa-
rameters are required. A limitation that can be levelled at the QM/LSER
approach as presented in this thesis is that at least two of the three sets of
binary interaction parameters have to be known (usually from experimental
VLE data fit) for the third to be fitted from QM/LSER partition coefficient
data. As this work is proof of concept that at least one set of interaction pa-
rameters can be indirectly obtained from electronic wavelength calculations,
a natural extension would involve attempting to simultaneously fit the sec-
ond and third set of binary interaction parameters to partition coefficient
data.
The solutes considered in this study are limited to linear mono-functional
molecules. The reason for this limitation is two-fold: (i) The use of hydrogen
bond stabilisation energy as a descriptor to predict the hydrogen bond pa-
rameters of multi-functional molecules is unreliable, mainly as a result of
the polarisation of the H-bond sites due to proximity effects. This is exacer-
bated in branched molecules. An understanding of how both non-linearity
and polarisation affects hydrogen bonding is required before any prediction
involving such molecules is undertaken. (ii) Similarly within SAFT-  the
majority of available groups are for the modelling of linear mono-functional
molecules. However this is expected to change as SAFT-  continues to ma-
ture with the parametrisation of a wider range of groups including those
that can be used to model both branched and multifunctional molecules.
Some of this work has already begun with the SAFT-  Mie characterisation
of groups within the context of partition coefficient prediction of pharma-
ceutical molecules. Once these concerns are effectively dealt with, the pro-
posed methodology can be used to characterise SAFT-  groups and predict
the thermodynamic behaviour of molecules based on QM molecular calcula-
tions. This effectively reduces the dependence on experimental data when
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parametrising EoS groups, which is particularly useful when undertaking
high throughput screening of a set of molecules.
Appendix A
Hydrogen Bond Parameters
Test Set
TABLE A.1: Prediction of hydrogen bond acceptor parameter for a range of
solutes using quantum mechanical parameters
No. Solute Exp. A ESP Pred. A (ESP) % AAD  ENCH Pred. A ( ENCH ) %AAD
1 Methanol 0.43 -1.00405 0.42 2.83 -15.33 0.43 0.31
2 Ethanol 0.37 -1.00582 0.41 10.87 -14.68 0.41 10.31
3 Propanol 0.37 -1.00599 0.41 10.68 -14.58 0.40 9.43
4 butanol 0.37 -1.00740 0.40 9.05 -13.74 0.37 1.33
5 Pentanol 0.37 -1.00657 0.41 10.01 -14.45 0.40 8.19
6 1-hexanol 0.37 -1.00667 0.41 9.89 -14.39 0.40 7.56
7 heptanol 0.37 -1.00673 0.41 9.82 -14.43 0.40 7.98
8 Nonanol 0.37 -1.00679 0.41 9.75 -14.43 0.40 7.94
9 2-Propanol 0.33 -1.00795 0.40 21.56 -13.58 0.37 11.86
10 2-Butanol 0.33 -1.00755 0.40 22.08 -13.91 0.38 15.43
11 tert-butanol 0.31 -1.01005 0.39 26.50 -12.48 0.33 6.51
12 Allyl alcohol 0.38 -1.00109 0.43 13.28 -15.73 0.45 17.31
13 cyclohexanol 0.32 -1.00921 0.40 23.68 -13.12 0.35 10.26
14 Phenol 0.6 -0.97063 0.56 6.55 -20.21 0.60 0.80
15 Benzyl alcohol 0.6 -1.00291 0.42 29.55 -18.20 0.53 11.08
16 p-Methoxyphenol 0.57 -0.97595 0.54 5.63 -19.36 0.57 0.86
17 2-methoxyphenol 0.57 -0.97550 0.54 5.30 -19.19 0.57 0.22
18 3-Chlorophenol 0.69 -0.95959 0.61 11.91 -23.60 0.73 5.15
19 Acetic Acid 0.61 -0.95381 0.63 3.70 -20.04 0.60 1.84
20 Propanoic Acid 0.6 -0.95561 0.62 4.14 -19.60 0.58 2.77
21 Butanoic Acid 0.6 -0.95579 0.62 4.02 -19.52 0.58 3.26
22 Valeric Acid 0.6 -0.95661 0.62 3.43 -19.37 0.58 4.14
23 1-hexanoic 0.6 -0.95676 0.62 3.32 -19.34 0.57 4.33
24 1-heptanoic 0.6 -0.95716 0.62 3.04 -19.31 0.57 4.50
25 N-Octanoic acid 0.6 -0.95656 0.62 3.46 -19.52 0.58 3.28
26 N-Nonanoic acid 0.6 -0.95721 0.62 3.00 -19.26 0.57 4.80
27 Benzoic Acid 0.59 -0.95382 0.63 7.20 -20.38 0.61 3.54
28 p-Toluic Acid 0.6 -0.95743 0.62 2.85 -19.56 0.58 3.02
29 o-Toluic acid 0.6 -0.95501 0.63 4.57 -19.91 0.59 0.96
30 chloroacetic Acid 0.74 -0.93649 0.71 4.52 -24.60 0.76 2.84
31 Dichloroacetic 0.9 -0.92467 0.76 15.88 -27.88 0.88 2.49
32 aminoethane 0.16 -1.06807 0.14 9.91 -6.26 0.11 31.83
33 1-Aminopropane 0.16 -1.06901 0.14 12.41 -6.24 0.11 32.25
34 aminobutane 0.16 -1.07451 0.12 27.10 -6.22 0.11 32.82
35 1-Aminopentane 0.16 -1.06945 0.14 13.59 -6.21 0.11 32.95
36 1-aminohexane 0.16 -1.06954 0.14 13.82 -6.19 0.11 33.49
37 N-Octylamine 0.16 -1.07048 0.13 16.32 -5.88 0.10 40.42
38 dimethylamine 0.08 -1.07177 0.13 60.43 -6.76 0.13 58.36
39 Dipropylamine 0.08 -1.07383 0.12 49.45 -5.70 0.09 11.34
40 Dibutylamine 0.08 -1.07475 0.12 44.53 -5.73 0.09 12.88
41 Diamylamine 0.08 -1.07397 0.12 48.67 -5.74 0.09 13.09
42 Piperidine 0.1 -1.07453 0.12 16.56 -6.00 0.10 0.17
43 Aniline 0.26 -1.03316 0.29 12.84 -11.26 0.29 10.34
44 N-Methylaniline 0.17 -1.10313 -0.01 103.34 -11.65 0.30 76.81
45 Benzylamine 0.1 -1.06186 0.17 70.71 -7.63 0.16 57.54
46 N-Methylacetamide 0.4 -1.01412 0.37 6.31 -15.34 0.43 7.98
47 Triethanolamine 0.67 -1.00383 0.42 37.50 -16.36 0.47 30.14
17.99 13.97
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TABLE A.2: Prediction of hydrogen bond donor parameter for a range of
solutes using quantum mechanical parameters
No. Solute Exp. B Delta r Pred. B (Delta r) % AAD Delta E Pred.  EHF % AAD
1 Acetylene 0.04 0.00989 0.26 545.01 -17.70 0.14 247.26
2 Ethene 0.07 0.01081 0.27 281.79 -18.51 0.15 112.11
3 Benzene 0.14 0.00748 0.23 66.98 -15.69 0.12 17.60
4 3-Chlorophenol 0.15 0.00961 0.26 70.12 -16.95 0.13 13.27
5 Thiophenol 0.16 0.019 0.35 118.50 -25.22 0.23 42.08
6 But-2-yene 0.21 0.01507 0.31 47.66 -23.20 0.20 3.07
7 4-Fuorophenol 0.23 0.01665 0.33 41.73 -33.06 0.32 38.86
8 chloroacetnitirile 0.26 0.01498 0.31 18.92 -33.74 0.33 25.89
9 pyrrole 0.29 0.02171 0.38 29.95 -27.07 0.25 14.12
10 Phenol 0.3 0.01719 0.33 10.47 -34.49 0.34 12.05
11 2-Hydroxytoluene 0.3 0.01785 0.34 12.68 -35.52 0.35 16.07
12 4-Hydroxytoluene 0.31 0.01775 0.34 8.72 -35.58 0.35 12.57
13 4Chloroaniline 0.31 0.03208 0.48 55.20 -42.53 0.43 38.88
14 acetonitrile 0.32 0.01829 0.34 7.02 -39.96 0.40 25.13
15 chloroacetic acid 0.36 0.01996 0.36 0.21 -36.10 0.36 1.38
16 Propanenitrile 0.36 0.01889 0.35 3.19 -40.88 0.41 14.23
17 Benzoic Acid 0.4 0.02218 0.38 4.60 -41.28 0.42 3.96
18 Aniline (aminobenzene) 0.41 0.0338 0.50 21.57 -45.23 0.46 12.76
19 N - methylaniline 0.43 0.03552 0.52 19.93 -46.32 0.48 10.47
20 Acetic Acid (ethanoic acid) 0.44 0.02283 0.39 11.79 -41.55 0.42 4.76
21 Propanoic Acid 0.45 0.01906 0.35 22.18 -39.30 0.39 12.74
22 Butanoic Acid 0.45 0.02191 0.38 15.81 -40.34 0.40 10.02
23 Methanol 0.47 0.02392 0.40 15.09 -45.71 0.47 0.44
24 Ethanol 0.48 0.02546 0.41 13.63 -45.92 0.47 2.00
25 Propanol 0.48 0.02571 0.42 13.11 -46.28 0.47 1.13
26 3-chlorobenzamide 0.51 0.02699 0.43 15.70 -47.77 0.49 3.52
27 4-methylpyridine 0.54 0.0449 0.61 12.97 -60.44 0.64 18.68
28 2- Propanol 0.56 0.02627 0.42 24.52 -46.62 0.48 14.54
29 2-Butanol 0.56 0.02655 0.43 24.01 -44.02 0.45 19.99
30 methylamine 0.58 0.04803 0.64 10.61 -63.36 0.68 16.41
31 2-Methyl-2-propanol (tert butanol) 0.6 0.02752 0.44 27.45 -47.78 0.49 17.96
32 Formamide 0.6 0.0377 0.54 10.39 -53.93 0.56 5.92
33 aminoethane 0.61 0.04967 0.66 7.87 -63.57 0.68 11.09
34 1-Aminopropane 0.61 0.04853 0.65 5.99 -64.13 0.68 12.17
35 pyrrolidine 0.63 0.05439 0.71 11.98 -66.57 0.71 13.15
36 dimethylamine 0.66 0.05435 0.71 6.83 -64.49 0.69 4.30
37 Trimethylamine 0.67 0.05821 0.74 11.03 -63.78 0.68 1.51
38 Dipropylamine 0.69 0.05959 0.76 9.82 -66.01 0.71 2.37
39 Benzylamine 0.72 0.0519 0.68 5.50 -61.71 0.66 8.92
40 N-Methylacetamide 0.72 0.02906 0.45 37.39 -52.65 0.55 23.69
41 4 methylphenol 0.34 0.01776 0.34 0.84 -35.58 0.35 2.63
42 2,5 Dimethylphenol 0.37 0.01873 0.35 6.25 -34.51 0.34 9.08
43 2,6 Dimethylphenol 0.39 0.01907 0.35 10.18 -34.87 0.34 12.67
44 4 Propylphenol 0.35 0.01776 0.34 3.67 -35.60 0.35 0.23
45 butanal 0.45 0.02395 0.40 11.25 -38.00 0.38 16.14
46 2-butanone 0.51 0.02155 0.38 26.42 -42.26 0.43 16.20
47 2-pentanone 0.51 0.02184 0.38 25.85 -42.74 0.43 15.10
48 4-methyl-2-pentanone 0.51 0.02789 0.44 13.92 -43.36 0.44 13.68
49 3methyl-butan2ol 0.56 0.0271 0.43 23.03 -47.10 0.48 13.52
50 Cyclohexanol 0.57 0.02677 0.43 24.96 -47.05 0.48 15.16
36.49 19.63
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TABLE B.1: Test set solute molecules for the prediction of partition coeffi-
cients from QM calculations
Experimental QM Calculated Predicted % AAD
Solute E S A B V Pow  ENCH  EHF A B Pow A B Pow
Methanol 0.278 0.44 0.43 0.47 0.3082 -0.7 -15.33 -45.71 0.43 0.47 -0.69 0.30 0.44 1.17
Ethanol 0.246 0.42 0.37 0.48 0.491 -0.3 -14.68 -45.98 0.41 0.47 0.01 10.32 1.86 102.17
Propanol 0.236 0.42 0.37 0.48 0.59 0.25 -14.58 -46.42 0.40 0.48 0.37 9.43 0.77 46.12
Butanol 0.224 0.42 0.37 0.48 0.7309 0.84 -14.49 -46.63 0.40 0.48 0.90 8.55 0.28 6.55
heptanol 0.211 0.42 0.37 0.48 1.1536 2.62 -14.16 -46.49 0.39 0.48 2.53 5.32 0.62 3.52
Octanol 0.199 0.42 0.37 0.48 1.295 3.07 -14.13 -46.50 0.39 0.48 3.07 5.12 0.59 0.08
2 Propanol 0.212 0.36 0.33 0.56 0.59 0.05 -13.58 -46.83 0.37 0.48 0.40 11.87 14.10 694.43
2 butanol 0.217 0.36 0.33 0.56 0.7309 0.65 -13.36 -47.01 0.36 0.48 0.94 9.47 13.72 44.19
3methyl-2butanol 0.194 0.33 0.33 0.56 0.8718 1.28 -13.45 -47.10 0.36 0.48 1.50 10.50 13.52 16.94
Cyclohexanol 0.46 0.54 0.32 0.57 0.904 1.23 -13.12 -47.05 0.35 0.48 1.55 10.27 15.16 26.12
Phenol 0.805 0.89 0.6 0.3 0.7751 1.5 -20.21 -34.49 0.60 0.34 1.41 0.80 12.05 6.30
2 Methylphenol 0.84 0.86 0.54 0.3 0.916 1.98 -15.57 -36.18 0.44 0.36 1.93 18.54 18.65 2.67
4 methylphenol 0.822 0.88 0.57 0.34 0.916 1.97 -19.42 -35.58 0.58 0.35 1.92 1.22 2.63 2.32
2,5 Dimethylphenol 0.84 0.79 0.54 0.37 1.0569 2.34 -19.15 -34.51 0.57 0.34 2.62 5.04 9.08 11.88
2,6 Dimethylphenol 0.86 0.79 0.36 0.39 1.0569 2.36 -15.06 -34.87 0.42 0.34 2.61 17.20 12.67 10.61
4 Propylphenol 0.793 0.88 0.54 0.35 1.1978 3.2 -19.44 -35.60 0.58 0.35 3.00 6.94 0.23 6.34
Ethanal 0.208 0.67 0 0.45 0.4061 0.45 - -37.09 0.00 0.37 -0.25 - 18.51 154.85
Butanal 0.187 0.65 0 0.45 0.6879 0.88 - -38.00 0.00 0.38 0.81 - 16.14 7.45
propanal 0.196 0.65 0 0.45 0.547 0.59 - -38.46 0.00 0.38 0.26 - 14.93 56.71
Hexanal 0.146 0.65 0 0.45 0.9697 1.78 - -38.25 0.00 0.38 1.87 - 15.49 5.11
Benzaldehyde 0.82 1 0 0.39 0.873 1.48 - -43.54 0.00 0.44 1.29 - 13.43 13.13
2 Butanone 0.166 0.7 0 0.51 0.6879 0.29 - -42.26 0.00 0.43 0.57 - 16.20 97.74
2 Pentanone 0.143 0.68 0 0.51 0.8288 0.84 - -42.74 0.00 0.43 1.11 - 15.10 31.73
3 Pentanone 0.154 0.66 0 0.51 0.8288 0.82 - -42.89 0.00 0.43 1.13 - 14.75 37.48
2 Heptanone 0.123 0.68 0 0.51 1.1106 1.98 - -42.96 0.00 0.44 2.18 - 14.59 9.90
2 Hexanone 0.136 0.68 0 0.51 0.9697 1.38 - -42.87 0.00 0.43 1.64 - 14.79 18.99
4methyl-2-pentanone 0.111 0.65 0 0.51 0.9697 1.31 - -43.36 0.00 0.44 1.64 - 13.68 25.15
Cyclohexanone 0.403 0.86 0 0.56 0.8611 0.81 - -42.80 0.00 0.43 1.18 - 22.56 46.29
Acetophenone 0.818 1.01 0 0.48 1.0139 1.63 - -43.49 0.00 0.44 1.82 - 7.95 11.71
4-methylacetophenone 0.842 1 0 0.52 1.1548 2.19 - -45.05 0.00 0.46 2.32 - 11.51 6.16
Dimethylether 0 0.27 0 0.41 0.449 0.1 - -46.27 0.00 0.47 -0.16 - 15.73 257.93
Methyl t-butylether 0.024 0.11 0 0.63 0.872 0.9 - -49.04 0.00 0.51 1.54 - 19.53 71.59
Dipropylether 0.008 0.25 0 0.45 1.0127 2.03 - -46.59 0.00 0.48 2.03 - 6.27 0.21
Methanoic acid 0.3 0.79 0.72 0.34 0.3239 -0.54 -23.09 -35.67 0.71 0.35 -0.56 1.78 2.94 4.12
Ethanoic acid 0.265 0.65 0.61 0.44 0.4648 -0.17 -20.04 -41.55 0.60 0.42 -0.14 1.84 4.76 19.50
Propanoic acic 0.233 0.65 0.6 0.45 0.6057 0.33 -19.72 -42.43 0.59 0.43 0.35 2.08 4.58 7.08
Hexanoic acid 0.149 0.6 0.6 0.45 1.1693 1.92 -19.38 -43.56 0.58 0.44 2.49 4.07 1.63 29.76
Pentanoic acid 0.205 0.6 0.6 0.45 0.8875 1.39 -19.34 -43.46 0.57 0.44 1.44 4.34 1.89 3.37
Benzoic acid 0.73 0.9 0.59 0.4 0.9317 1.94 -20.38 -41.28 0.61 0.42 1.68 3.54 3.96 13.55
2-ethylbutanoic acid 0.18 0.57 0.6 0.5 1.0284 1.68 -19.91 -40.61 0.59 0.41 2.12 0.95 18.40 26.09
aminomethane 0.25 0.35 0.16 0.58 0.3493 -0.57 -6.33 -63.36 0.11 0.68 -1.20 30.22 16.40 109.65
aminoethane 0.236 0.35 0.16 0.61 0.4902 -0.13 -6.26 -63.57 0.11 0.68 -0.67 31.83 11.09 413.03
aminopropane 0.181 0.32 0.16 0.61 0.6311 0.48 -6.24 -64.12 0.11 0.68 -0.14 32.25 12.14 129.95
aminobutane 0.224 0.35 0.16 0.61 0.772 0.86 -6.22 -64.35 0.11 0.69 0.38 32.82 12.60 55.39
aminohexane 0.197 0.35 0.16 0.61 1.0538 2.06 -5.76 -64.10 0.09 0.68 1.47 42.93 12.11 28.72
Dimethylamine 0.189 0.3 0.08 0.66 0.4902 -0.38 -6.76 -64.49 0.13 0.69 -0.68 58.35 4.30 78.45
Trimethylamine 0.14 0.2 0 0.77 0.6311 0.16 - -63.77 0.00 0.68 -0.03 - 11.68 118.22
Diethylamine 0.154 0.3 0.08 0.69 0.772 0.58 -5.74 -65.48 0.09 0.70 0.35 12.99 1.46 39.68
Dipropylamine 0.124 0.3 0.08 0.69 1.0538 1.67 -5.70 -66.01 0.09 0.71 1.40 11.34 2.37 16.12
Triethylamine 0.101 0.15 0 0.79 1.0538 1.45 - -62.19 0.00 0.66 1.70 - 16.28 17.39
Piperidine 0.422 0.46 0.13 0.68 0.8043 0.84 -6.42 -66.38 0.11 0.71 0.42 11.91 4.51 50.09
Benzylamine 0.829 0.88 0.1 0.72 0.957 1.09 -7.63 -61.70 0.16 0.66 0.99 57.54 8.92 9.09
Aniline 0.955 0.96 0.26 0.41 0.8162 0.9 -11.26 -45.23 0.29 0.46 1.12 10.30 12.75 24.47
Methylaniline 0.948 0.9 0.17 0.43 0.9571 1.4 -11.65 -43.77 0.30 0.45 1.79 76.81 3.51 27.52
1,3-butadiene 0.32 0.23 0 0.1 0.5862 1.99 - -18.25 0.00 0.15 1.76 - 45.45 11.72
2-butyne 0.261 0.23 0 0.21 0.5862 1.46 - -23.20 0.00 0.20 1.52 - 3.07 4.00
cis-2-butene 0.142 0.08 0 0.05 0.6292 2.33 - -23.84 0.00 0.21 1.75 - 322.22 24.93
1-hexene 0.078 0.08 0 0.07 0.911 3.4 - -22.17 0.00 0.19 2.87 - 173.48 15.50
1-octene 0.094 0.08 0 0.07 1.1928 4.57 - -22.29 0.00 0.19 3.97 - 175.50 13.21
cyclohexene 0.395 0.2 0 0.1 0.8024 2.86 - -24.26 0.00 0.22 2.42 - 115.97 15.50
15.97 22.86 52.33
Appendix C
The UNIFAC Method
The Universal Functional Activity Coefficient (UNIFAC) method established
by Fredenslund et al. (1977) [29], is a group contribution activity coeffi-
cient model that is based on UNIQUAC. Due to its early success in pre-
dicting phase behaviour, UNIFAC has gone on to receive widespread accep-
tance. In turn this has led to studies to both expand the UNIFAC library
of parametrised groups as well as to improve the underlying theory, which
has ultimately led to different UNIFAC variants [34]. As a result currently
UNIFAC refers to the family of group contribution UNIFAC models that
have been proposed to deal with specific situations or to overcome particu-
lar limitations in the theory of the original UNIFAC model. What follows is
an introduction of the theory to what has become known as original UNI-
FAC.
The basic equation of the different variants of UNIFAC is the activity coef-
ficient of a fluid component i as shown in equation 4.2, which pre-supposes
that the activity coefficient is comprised of two parts i.e. a combinatorial
part that depends on the size and volume of the molecule (cavitation of
fluid), and a residual part which is dependent on the interaction energies
between molecules.
The UNIFAC combinatorial part is based on the Universal Quasi-Chemical
[211] (UNIQUAC) equation, which is in turn based on Guggenheims [31]
equation, such that,
160
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ln  Ci = ln
 i
xi
+
z
2
qi ln
✓i
 i
+ li    i
xi
nX
j=1
xjlj, (C.1)
where z = 10 and
li =
z
2
(ri   qi)  (ri   1). (C.2)
The parameters ri and qi respectively represent the molecular area and vol-
ume of molecular components in the liquid mixture. These are calculated
from the van der Waals group volume (Rk) and surface area (Qk) param-
eters as determined by Bondi (1968) [212] through simple additivity rules.
Parameter vk,i represents the occurrences of a group k in component i, giving
ri =
NGX
k=1
vk,iRk qi =
NGX
k=1
vk,iQk. (C.3)
In turn the terms  i and ✓i are surface and volume fractions defined as
 i =
rixi
NCX
j=1
rjxj
✓i =
qixi
NCX
j=1
qjxj
. (C.4)
It is worth noting that the relationships presented thus far for the combina-
torial part of the activity coefficient are equally true for both the UNIQUAC
and UNIFAC methods. The difference in these two methods arises in the
formulation of the residual contribution. In the UNIFAC method, much like
in the ASOG method the residual term is estimated through the concept of
the solution of groups for a mixture of chemical compounds. The residual
term is therefore given as a sum of the difference of the activity coefficients
of the groups that make up the liquid mixture i.e.,
ln  Ri =
NGX
k=1
vk,i
⇣
ln k    (i)k
⌘
. (C.5)
However, the activity coefficients ( k) of the groups are calculated from UNI-
QUAC relationships which are given as
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ln k = Qk
2666641  ln
 
NGX
j=1
⇥j j,k
!
 
NGX
j=1
⇥j k,j
NGX
m=1
⇥m m,j
377775 , (C.6)
where ⇥k is the area fraction of group k calculated using the mole faction of
groups k, i.e,
⇥k =
XkQkX
m=1
XmQm
. (C.7)
Where the group mole fraction Xk is calculated as
Xk =
NCX
i=1
xivk,i
NGX
m=1
NCX
j=1
xjvm,j
. (C.8)
The reference group activity coefficient ( (i)k ) is calculated in a similar rela-
tionship to equation C.6, with the exception that only the groups appearing
in component i are considered rather than all the groups appearing in the
mixture.
ln (i)k = Qk
2666641  ln
 
NGX
j=1
⇥(i)j  j,k
!
 
NGX
j=1
⇥(i)j  k,j
NGX
m=1
⇥(i)m m,j
377775 (C.9)
⇥(i)k =
X(i)k QkX
m=1
X(i)m Qm
(C.10)
The group mole fraction of group k in component i is given by
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X(i)k =
v(i)k
NGX
m=1
vm,i
(C.11)
The group parameters  mn are determined from the temperature dependent
group interaction parameters amn
 mn = exp
⇣
 amn
T
⌘
(C.12)
The group interaction parameters are obtained by fitting to experimental
equilibrium data, with continuing efforts toward extending and updating
the parameters in order to increase the range and scope of the UNIFAC in-
teraction parameters. As with the ASOG method, UNIFAC is also based
on the local composition assumption. Due to this the UNIFAC interaction
parameters are also non-symmetric, i.e., amn 6= anm and self-interaction pa-
rameters are also ignored i.e., amm = 0.
In defining the functional groups used in UNIFAC two distinct classifica-
tions are used. Whereas each structural unit or sub-group within the UNI-
FAC database has its own unique Rk and Qk values, the sub-groups within
the same main group are assumed to have the identical interaction parame-
ters, i.e., in the formulation of the interaction parameters,m and n represent
main groups and not sub-groups. As an example consider a linear alkane
which is comprised of CH3 and CH2 sub-groups. To obtain the interaction
parameters in an alkane-water mixture the parameters CH3 - H2O and CH2
- H2O are considered identical as m in this instance refers to the main CHn
alkane group to which both the CH3 and CH2 sub-groups belong.
Due to its extensive parameter table and flexibility, original UNIFAC has
found wide use in the engineering community. Primarily its major applica-
tion has been in the prediction of binary and multi-component vapour liquid
equilibrium [213]. To this end it has successfully been applied to the design
of distillation columns including azeotropic and extractive distillation [34].
Additionally the original UNIFAC has been used in the the prediction of in-
finite dilution activity coefficients [214] and the estimation of octanol-water
partition coefficients [215].
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Two of the most popular variations of the original UNIFAC model are the
modified UNIFAC (Dortmund) [216] and modified UNIFAC (Lyngby) [124]
approaches. In both, the main modifications when compared to the original
UNIFAC model are two-fold. Firstly, the van der Waals volume and surface
area parameters tabulated by Bondi (1968) [212] were replaced, in favour
of simultaneously adjusting these parameters along with the group inter-
action parameters when calculating the combinatorial part of the activity
coefficient. This was done to allow for more flexibility in the parameters
in order to attain a better description for asymmetric systems. Secondly,
further parameters were added to model the temperature dependent group
interaction parameters, this was done to increase the temperature range
over which real mixture behaviour could reliably be described. Therefore
the estimated parameters included the volume and surface contributions
of the groups, as well as the parameters used to calculate the group-group
interactions,  nm i.e., (anm, bnm, cnm ) by means of the relationship
 nm = exp
✓
 anm + bnmT + cnmT
2
T
◆
. (C.13)
In the fitting procedure, group interaction parameters are obtained through
a simultaneous fit to a database of experimental vapour-liquid equilibrium
(VLE), activity coefficient at infinite dilution ( 1), excess enthalpies (hE),
liquid-liquid equilibrium (LLE), solid-liquid equilibrium of eutectic systems
(SLE) and azeotropic data (AZD). Weights are placed on the different ex-
perimental properties as each data type provides specific information about
the real mixture behaviour. It has been observed that vapour-liquid and
azeotropic data are important as they provide information on the composi-
tion dependence on activity coefficients, while excess enthalpies are impor-
tant when considering the temperature dependence of activity coefficients
[217] . This procedure of simultaneously fitting the model parameters to
different types of equilibrium data, provides the modified UNIFAC model
with the flexibility of being able to predict the AZD,  1, LLE and SLE used
in the objective function in addition to VLE of mixtures from the original
UNIFAC model. Where   refers to the difference between an experimental
data-point and the UNIFAC estimated prediction and Nd is the number of
experimental data-points for a particular equilibrium data type, i.e.,
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Fobj =  V LE
NdX
 V LE +  AZD
NdX
 AZD +   1
NdX
  1+ (C.14)
 hE
NdX
 hE +  LLE
NdX
 LLE +  SLE
NdX
 SLE.
In comparing the overall performance of the three variations of UNIFAC
models i.e., original [29], Lyngby [124] and Dortmund [216], Lohman and
Gmehling [218] using an experimental database of approximately 4500 bi-
nary azeotropic and 7400 binary excess enthalpy data showed that the UNIFAC-
Dortmund model outperforms both the original and Lyngby models. This
has also been confirmed by the UNIFAC Consortium who concluded that the
Dortmund variation represented an improvement over the original UNIFAC
model when using 3300 isothermal/isobaric VLE data-sets. In the prediction
of infinite dilution activity coefficients from an extensive data-base of binary
aqueous and non-aqueous mixtures, Voutsas and Tassios [219] concluded
that UNIFAC-Dortmund exhibit the best results for non-aqueous mixtures
while for aqueous systems all the models failed. In a related study Ku-
ramochi et al. [220] examined the accuracy of the UNIFAC models in the
prediction of octanol-water partition coefficients (Pow) of simple molecules
(alkanes, alcohols, ethers etc.) as well as complex poly-functional molecules
(amino-acids, sugars etc.). Here the authors concluded that all the UNIFAC
models were relatively accurate in predicting the partition coefficients of all
simple molecules except for the alkanes, with UNIFAC-Lyngby giving the
best results [220]. Conversely all the UNIFACmodels were found to perform
poorly when predicting the partition coefficients of the complex molecules.
This was attributed to the need for modifications to the electrostatic force
and proximity effects of the various functional groups in these molecules in
order to accurately predict the octanol-water partition coefficient.
Since its initial publication the UNIFAC-Dortmund model has been sub-
ject to numerous revisions and extensions. The most current extension by
Jakob et al. [217] involves the use of COMSO-RS, which is where a molecule
is considered to be embedded in a cavity surrounded by a virtual conduc-
tor as a means to model real solvents or solvent solutions. This is done to
generate pseudo experimental data from quantum mechanical calculations
on molecular structure. A further extension involves the use of connectivity
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indices (CI-UNIFAC) [221], to determine missing group interaction parame-
ters without the need for additional experimental data or regressions. With
these methods as well fitting to experimental data, the current UNIFAC-
Dortmund parameter matrix contains 5782 distinct parameters describing
1530 group-group interactions covering 93 main groups [33].
Further variations to the UNIFAC theoretical model are available. This
include the specialised UNIFAC-FV (Free Volume) model [222] which in-
cludes a free-volume contribution term in equation 4.2 to account for the free
volume difference between polymers and solvent molecules in a polymer-
solvent mixture. Likewise for electrolyte systems [223] where complete
dissociation is assumed, here the activity coefficient is considered to be a
summation of long range electrostatic contribution due to ion-ion interac-
tion modelled using the Debye-Hückel theory and a short range contribu-
tion due to interaction between the species in solution described by the local
composition model. UNIFAC association models have also been developed
to account for hydrogen bonding interactions based on Wertheim’s theory
[37–40] of association. As mentioned two drawbacks associated with the
UNIFAC method are an inability to distinguish between structural isomers
and the prediction of the phase equilibrium of structures containing two or
more strongly polar groups. To overcome this, several approaches have been
suggested. Wu et al. [224, 225] suggest a quantum mechanical approach,
whereby calculation of charge distribution of groups in isolated molecules is
used to alter group interaction parameters. Abildskov et al. [226] suggest
providing higher order group contributions to provide additional structural
information that are lacking in the first-order UNIFAC groups effectively
introducing the idea of levels to UNIFAC groups.
In spite of this wide-ranging success, UNIFAC as an activity coefficient
method and the     approach as an equilibrium method have some limita-
tions. Presented below is a discussion of some of these shortcomings.
(i) Solutions of Groups Assumption
Like most group contribution models, UNIFAC is based on the solu-
tions of groups concept. In this concept, the behaviour of a mixture
of components is described not by individual molecules but rather by
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the group of structural units that make up the molecules in the mix-
ture. To ensure transferability and efficient prediction, the behaviour
of the structural units are considered independent of its immediate en-
vironment. This means that when describing a chemical group no in-
formation on the neighbouring groups are taken into account. As a re-
sult the UNIFAC method cannot differentiate between isomers which
are described by the same functional groups but which are known to
exhibit significantly different phase behaviour. In addition the UNI-
FAC method is limited as it cannot capture proximity effects, such as
the polarisation that occurs in multi-functional molecules (e.g. diols,
amino-alcohols, etc.) when two or more functional groups are close to-
gether. These limitations are similar to the problems associated with
the first-order pure parameter estimation method, which like UNIFAC
is also based on the view that the property under investigation can be
estimated by summing up contributions from independent structural
units that make up the molecule.
One way of overcoming this is by fitting to larger groups that capture
these isomerism and or proximity effects within a single segment, with
the absolute limit being describing a molecule as a single group as
is done in cubic EoS. However the drawback here is that an increas-
ing number of interaction parameters have to be determined, reducing
transferability and ultimately the relevance and advantages of having
a group contribution method. It is therefore questionable if anything
can be done about this limitation rather than accept that the UNIFAC
method is approximate by nature.
(ii) In the original parametrisation of the UNIFAC [29] groups, VLE ex-
perimental data of the appropriate mixtures was used. However it was
found that the UNIFAC parameters based on VLE data do not yield
accurate prediction of LLE behaviour. This has since led to the de-
velopment of the UNIFAC-LLE [227] model that is equivalent to the
UNIFAC-VLE but with a different set of parameters. This is indicative
of a fundamental deficiency of the solution of groups approach. This is
because in principle it should be possible to use the same model with
the same set of parameters for all applications i.e. both VLE and LLE.
Furthermore, the use of temperature independent group interaction
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parameters leads to an inaccurate description of the temperature de-
pendence of activity coefficients. For this reason the UNIFAC model
should not be used to either predict excess enthalpies or make predic-
tions beyond 425 K [116].
(iii) Limitation of   –   approach
At conditions of vapour-liquid equilibrium, the isofugacity of a compo-
nent i can be written in terms of the fugacity coefficient  i⇧ (equation
C.15). Where y and x represent the compositions in the gas and liquid
phases respectively. In the       approach, equation C.16, the fugacity
coefficient is used to describe the vapour phase, while the activity co-
efficient, which can be estimated from activity coefficient methods like
UNIFAC is used to describe the liquid phase.
f¯Vi (T, P, y) = f¯Li (T, P, x)
yi 
V
i (T, P, y)P = xi Li (T, P, x)P (C.15)
yi 
V
i (T, P, y)P = xi i 
L,sat
i (T, P )P
sat
i . (C.16)
In equation C.16,  L,sati and P sati refer to the saturated liquid fugacity
coefficient and the saturated liquid pressure of a component i. Un-
der conditions of ideality the       approach becomes Raoult’s law
(yiP = xiP sati ). At low pressures, the vapour pressure is still consid-
ered ideal, while non-ideality can be introduced into the liquid phase
through the activity coefficient parameter. As a result equilibrium re-
lationship C.16 becomes the modified Raoult’s law (yiP = xi iP sati ). As
it is the modified Raoult’s law that is used in equilibrium calculations
involving activity coefficient methods, the UNIFAC model is valid only
for moderate pressures of between 10–15 atm. [34]. Further prob-
lems associated with the       approach include an inability to predict
critical points due to the application of two distinct physical models
for the respective vapour and liquid phases. Additionally as this ap-
proach does not formally include functions of temperature, pressure
and composition in the model it does not have the flexibility of EoS to
determine densities or calculate derivative properties [116, 181, 182].
For such applications EoS as the Soave-Redlich-Kwong (SRK) [27] and
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Peng-Robinson [28] are used. However these equations of state require
molecular parameters as opposed to group interaction parameters re-
sulting in a loss of transferability of the parameters.
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