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INTRODUCTION 
We study in this article the Cauchy problem, in the neighborhood of 
t = 0, for singular systems of partial differential equations of the form: 
t(au/at) =f(t, x, u, au/ax, )..., au/ax,), u(0, x) = u&x), (1) 
where f is analytic with respect to x, u, au/ax, ,..., au/ax,, , and smooth with 
respect to t (but not necessarily analytic). 
We say that equation (1) is of Fuchs type if and only if 
f (0, x, %I ~oI% ,-*-, ~o/%z) = 0 
f iau,aa!,,(O, x, u, ~OPXI ,--*, ~o/NJ = 0 for i = l,..., 11, (2) 
in a neighborhood of x = 0. 
For such equations, we discuss the existence and the uniqueness of the 
solution in terms of the spectrum of the operator 
fu’(O, X, u,, adax, ,..., au,/k). (3) 
The results here are a generalization to the nonlinear case of those obtained 
in [2] for the linear Fuchsian Cauchy problem. 
We also study the case of singular equations of higher order by reducing 
them to the first order mentioned above. 
* The first author is partly supported by N.S.F. Grant G.P. 35825. 
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The results of this paper are a generalization to the characteristic case, 
of the nonlinear Cauchy Kovalevsky theorem in the forms proved by Nagumo 
[4] and, in a more general framework, by Treves [7], Nirenberg [a and 
Ovsjannikov 161. We announced some of them in [l]. 
In order to solve (l), we reduce it by Taylor expansions to a simpler 
equation which can be solved in an abstract framework. We consider in a 
scale of Banach spaces (X8), a Cauchy problem of the following form: 
tu’ - Au = tg(t, u) + h(t), (4 
where A is a continuous operator in each X, whose spectrum is contained 
in {x EC; Re x < 01, and g contains some unbounded operators. First we 
solve (4) in the case where g is linear with respect to U, by means of an opera- 
tional Hardy integral; we estimate, in this case, u in terms of h. Then, in 
the general case, we make use of an iteration procedure similar to Newton’s 
method [3]; this is an adaptation to the singular case of the method used by 
Nirenberg [5] in the noncharacteristic case. 
I. ABSTRACT CAUCHY PROBLEM IN A REDUCED FORM 
Let (Xs)o<s<81 be a decreasing scale of Banach spaces (i.e., for 0 < s’ < 
s < S, , the norm of the embedding of X8 into X,, is at most one). We assume 
s, > 1. 
Let A be a linear operator in (J,,++ X, whose restriction to X, , for 
every s E]O, sJ, is continuous from X, into itself (A E 9(X,, X8)); we 
assume: 
There exists B > 0 such that 
It follows from (1.1) that, for z E C, 1 z 1 > B, 
We also assume in this section: 
There exist M > 0, a compact set K C C and a contour y 
surrounding K contained in {z EC, Re x < 0} such that, for 
every s E 10, sl] the spectrum sps A of A, as an operator in X, , 
is contained in K and the following inequality holds: 
sup II& - W Ilsw,,x,) < M. 
FYS,[ 
(1.2) 
270 BAOUENDI AND GOULAOUIC 
Let T be a strictly positive real number and h a continuous function 
defined on [- T, T] valued in XSl(h E U([- T, T], XSI)). We denote by u,, the 
unique vector in XS, satisfying 
-Au, == h(0). (1.3) 
Let R be a strictly positive real number and g a function defined in 
L--T, Tl x Uo<sss, (u E X, ; Ij u - us llS < R} valued in (J,,++ X, , such 
that, for any 0 <s’ <s < sr , g is continuous from [-T, T] x {u E X,$ ; 
jl u - u,, II8 < R} into X,, . We also assume that there is C > 0 such that, 
for any s E IO, sr] and any u E X, , 11 u - u,, IjS < R, there exists A, E 
%?([-T, T], 9(X,, X,,)) for every s’ ~10, s[ and satisfying 
(1.4) 
and for every v E X8 , I/ w - u, IIs < R,l 
y II dt, 4 - At> 4 - A&)(~ - 4lk < MS - 41 II ZJ - u II”, 
(1.5) 
With the assumptions above we have the following result: 
THEOREM 1.1. The equation 
tu’ - Au = tg(t, u) + h(t) (1.6) 
has a unique solution in the neighborhood of t = 0, in the following sense: 
There is T,, ~10, T] such that, for any a E 10, T,[ and any s ~10, l[, there 
is a unique function u E%(]-a(1 - s), a(1 - s)[, X,) satisfying supltj<a(l--s) 
11 u(t) - u, IIs < R and (1.6). 
In addition u(O) = u,, . 
For the proof of this theorem, we need first some preliminaries. 
I. Operational Fuchsian Equation 
Let X be a Banach space and L E 9(X, X) such that 
spLC{zz~C; Rez < -2~ (0). 
LEMMA 1.1. Foreveryf~%?([-T,T],X)the~eisauniqueu~V([-T,T],X) 
sat&fying 
tu’-Lu =f in]-T, T[. (1.7) 
In addition tu’ E %([- T, T], X) and (tu’)(O) = 0. This solution u is denoted 
by Htf. 
1 In fact we can weaken this assumption, as in [5], by replacing the right-hand side 
of (1.5) by [C/(s - s’)] II v - u II:+* with 8 > 0. 
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Proof. For o ~10, a& we define the operator u-~-IE 2(X, X) by the 
formula 
o-L--I 1 = - 
s 2in y 
,-*--l(z - L)-l b, (l-8) 
where y is a regular contour surrounding sp L and contained in {z EC, 
Re z < -c}. We have, for a E IO, l[, 
jl ~-~-~l]Z~r,~) < C’~U~-~ with 
C, = (274-l x (length of r) x sup II(z -Ii)--’ I\S;PCX,X) . 
(1.9) 
ZEY 
Let us consider the Hardy integral 
(H,f)(t) = s,’ a-l-‘f(ut) da. (1.10) 
It follows from (1.9) that HLf~ U( [- T, T], X) and we have the following 
inequalities 
Il(ff~tf)(t)llx d Co j-[, t, IIfWllx da (1.11) 
II(~Lfwllx G (Co/4 sup IIf(4llx * 
od0.f 
(1.12) 
We show now that HLf is a solution of (1.7); we assume t > 0 (the case 
t < 0 will follow after the change of variable t + -t), we have 
(H,f)(t) = tL lo’ T-“-~(T) dT. 
and therefore we obtain by differentiation 
t(Hj)’ - LH,f = f. 
In order to prove the uniqueness of the solution of (1.7), we observe 
that any solution of tu’ - Lu = 0 for t > 0 can be written tLe, where e E X; 
such a solution is continuous at t = 0 only if e = 0 (indeed if tLe is continuous 
at 0, the function t -+ t-l-stLe = t-‘e has the same property which implies 
e = 0). 
The continuity of tu’ follows from (1.7). Now, the continuity of u and tu’ 
imply necessarily (&4’)(O) = 0. 
Remark 1.1. The following properties follow from (1.10): 
For every k E N we have 
IffE%?([-T, T], X) then HLf EF([-T, T], X); 
If f E g([-T, T], X) then H&E W+l([-T, T], X). 
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2. Resolution of (1.6) in the Linear Case 
For a E IO, 7’1, we denote by E, the space of functions u defined in ]-a, a[ 
valued in u,,..s(l X, such that, for every s E IO, 1[, 
24 E V(]-a(1 - s), a(1 - s) [, X,) 
and N,(U) < co with 
N&4 = sup (II u(t)ll8 (1 - a(l ‘_ s) * 
ItI<&-8) 1) 
O<S<l 
(1.13) 
We assume now that g in (1.6) is in the form: 
where A E %(]-a( 1 - s), a(1 - s) [, 9(X, , X,s)) for every 0 < s’ < s < s, 
and satisfies 
c 
,tlyims) II 4t)llm,&*) G I s -s 
(1.14) 
ll 
O<S<Sl 
We have the following result: 
LEMMA 1.2. The mapping u -+ H,tAu is continuous from E,, into itself and, 
foruEE,, 
NM&W d 4aCCPa(u) (1.15) 
with Co = (24-l x (Zength of y) x M. 
Proof. We observe first that u E E, implies H,tAu E U(] -a(1 - s), 
41 - 4 L X,) f or every sE]O, l[. We prove now (1.15). 
Foru~E,ands~]O,1[,wehavebymeansof(1.11): 
II(HdWN, d Co s, t, II 44 44lls da. 
It follows from (1.14) that, fors (u) E]S, [a - I u I]/a[, II A(u) u(u)jjd < 
PXW - 41 II Wlh 9 a,-d 
Ca(1 - s(u)) 
II A(u) u(“)lls ’ (s(u) - s)(a(l - s(u) - 1 0 I) Na(u)* 
We choose: 
s(u)=~(s+l-~)=s+~(l-s-~), (1.16) 
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LEMMA 1.3. For every a ~10, 1/4CC,[ and I E E, , the integral equation 
u = H,tAu $1 (1.17) 
has a unique solution in E, ; in addition 
(1.18) 
Proof. We use Lemma 1.2 and observe that the mapping u w H,tAu is 
a contraction in E, for a ~10, 1/4CC,[. 
Remark 1.2. Let a E IO, 1/4CC,[ and Zr E G?(j - a( 1 - s), a( 1 - s) [, X,) 
for every s E IO, l[, such that HAZr E E, ; then the equation 
tu’ -Au=tAu+l, (1.19) 
has a unique solution in E, . In order to prove it we observe the equivalence 
of finding u E E, satisfying (1.19) and finding u E E, satisfying (1.17) with 
1 = HJr . But if for every s E IO, l[, u E %?a - a(1 - s), a(1 - S) [, X,), 
the same property holds for Au; which allows us to work with continuous 
functions valued in a fixed Banach space and to use Lemma 1.1. 
3. Proof of Theorem 1.1 (by Use of an Analog of Newton’s Iterative Method) 
We may assume in the proof of Theorem 1.1 that h(0) = 0 and therefore 
u, = 0 (otherwise we make the change of function u = u, + v). 
Let a ~10, T[ (which must be choosen later small enough); finding u E 
%(]-a(1 - s), a(1 - s)[, X8) for all s E IO, l[ satisfying (1.6) is equivalent 
to finding u in the same spaces satisfying 
u = H&t, u) + H,h. 
We shall solve now the integral equation (1.20). 
(1.20) 
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We make use of a sequence (u,) defined by: 
a, to be choosen later in IO, 1/4CC,[ 
%+1 = %(l - I/@ + 97 for K > 0. 
(1.21) 
We shall construct by induction a sequence (+) of functions satisfying: 
ilk E ~a,-, for k > 1 and U, = 0, (1.22) 
and defined by: 
u k+l = uk + vk for k 3 0 and ok given by 
vk = H,t-%@k + H,h + H&(t, uk) - uk . (1.24) 
We observe first that thanks to (1.22) and (1.23) formula (1.24) makes sense; 
indeed, if u E %(](l-ak(l - s), a,(1 - s)[, x,) for all s E 10, l[, the same 
property holds for g(t, u). 
It follows from Lemma 1.3 with a = ak and A = Ailb that (1.24) has a 
(unique) solution vk E Eak and that 
N&k) < [ I/( 1 - hkccO)] Nx,(ffA + H&(t, uk) - uk)* (1.25) 
Therefore it remains only to prove that (1.23) holds for k + 1, by choosing 
a, small enough independently on k. 
we set C, = l/( 1 - 4u,CC,) > l/( 1 - 4akCCa) for all k E N. 
we set h, = Nal(HAh + H,tg(t, ilk) - uk). 
We have, for 1 t 1 < a,+,(1 - s) and s ~10, I[, 
11 uk+l(t)~~, < I/ vk(t)l18 + // uk(t)l18 
then, by means of (1.25): 
11 Uk+l(t)i18 < clAk 
ak(1 - d 
uk(1 - $) - 1 t 1 
+ /I uk(t)ll.P 
+ II ukwll8 
< c,&(k + 2j2 + 11 Uk(t)lis * 
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Therefore we get, for 1 t 1 < a,,(1 - S) and s E IO, I[, 
II uk+,wll8 G Cl i ui + 2Y (1.26) 
j=o 
It suffices to prove that, for a, small enough (independently on k), we get 
k 
c, 2 hj(j + 2)2 < R/2. 
j-l) (1.27) 
For this purpose we shall estimate A5 in terms of Ai, for j = l,..., k; we set 
Yj = g(t, Uj) - gtt, %-I> - Au,-,(".+ - u5-1)m 
From (1.24) for the index j, we get 
HA(&(t, uj-1) + tAwjMl(uj - #f-l) + h, - +i = 0, 
then: 
hj = N,,(H&). (1.28) 
Making use of (1.11) we have, for I t 1 < uj( 1 - s), 
From (1.5) and for s <s(u) < 1 - 1 u l/q, we get 
Choosing s(u) = $(s + 1 - 1 u I/oJ, we get for I t 1 < a,(1 - S) and 
O<S<l, 
I 
Itl 
X 
(a$(1 - S) + u)” da 
o (Uj(1 - S) - U)(Uf-iU,(l - S) + (q-1 - 2aJu)2 ; 
and using (1.25) for the index j - 1, we have 
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and therefore 
< 2CC12a~a~-&-, 
’ (4 - 4 - I t I) 
Ml - ~1 + I t I)” I t I 
ajaj4 - 4(ajajAl - 4 + tab1 - W I t I) 
and then: 
Na,(HAtrj) < 2CC12a~-&-, 
X sup 
(41 - 4 + I t I)” I 2 I 
Itl;~p 41 - sj2 @w-d1 - 4 + (aj--1 - 24 I 2 I) 
finally we get 
A3 < 4CC,2a&ml(j + 1)2. 
In order to fulfill (1.27) t i is sufficient to have for example: 
Aj < p(j + 2)-4 for j = 0, l,..., k, 
(1.29) 
(1.30) 
with p small enough to satisfy 
PC, f (j + 2)-2 < R/2. (1.31) 
i-0 
We assume (1.30) up to j - 1 and we prove it for the index j; from (1.29) 
we get 
Aj < 4CC12a,( j + 1)2p( j + 1)-s; 
it is sufficient to have 
y$(j + 2)4 (j + 1P) < (4KC12@1; (1.32) 
we choose first p satisfying (1.31); then it is possible to choose a, small 
enough to satisfy (1.32). 
It remains to show that with a, small enough we can realiie (1.30) for 
j = 0, that is to say: 
Na,(H,h + ~AQ@, 0)) < 2-4/3. (1.33) 
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In fact, we have 
v&M + Klw, ON = ,t,<ao(l--s) sup (1 - I t I/%(1 - s)) II HA + %l$(C O)ll, 
o<sa 
and by (1.12) we get for 1 t 1 < a0 
since h(0) = 0, we can choose a, small enough in order to have 
N&Y/&) < 2-5/3. (1.34) 
Similarly, making use of (1.1 l), we have for 1 t I < a, , 
G co I t I ,,yeyPr, Ilgb Oh 
G C&o ,yg II du, O)llI -
Therefore we can again choose a, small enough in order to have 
N#mo, 0)) < 2-5P. (1.35) 
Finally (1.33) follows from (1.34) and (1.35), which implies (1.30), which 
itself implies (1.23) for the index k + 1. 
In conclusion we have constructed by induction, for a,, small enough, 
a sequence (uk) of functions satisfying (1.22), (1.23), and (1.24) and such 
that 
N&~+I - Un) < ClB(k + 2)-4 for all KEN. (1.36) 
We set a, = lim,,, uR ; from (1.36) we get: 
therefore the sequence (uk) converges in Em, to a function u satisfying: 
II 4th G R/2 for ] t 1 <a,(1 -s) and ~~10, l[. 
It follows from (1.24), by a limiting argument, that u satisfies (1.20). 
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We shall show now the uniqueness of the solution of (1.20). Let u and z, 
be two solutions of (1.20) (with u(0) = v(0) = 0) belonging to E, for some 
a E IO, a,] and satisfying: 
and 
II Wlls < R 
II .Wls < R, for Jtj <a(1 -s) and s~]O,l[. 
We set w = v - u and we have 
with Y(U, w) = g(l, w) - g(t, U) - A,(w - u); for 1 t 1 < a(1 - s), we have 
for s < s(u) < 1 - ( u I/a, we have 
II 44 4411, G ss)cH s II W(4llde) 
If we choose s(u) = $(s + 1 -lul/a),wegetfors~]O,l[and]tI <@(l-s), 
A computation as in Lemma 1.2 gives 
N,(w) < 4aCCdl + W Na(w), 
which implies N,(w) = 0 provided that: 
4aCC,,( 1 + 2R) < 1. 
In order to get Theorem 1.1, it suffices to take 
T, = inf(u, , (4CC,(l + 2R))-l). 
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Remark 1.3. If, in addition to the assumptions in Theorem 1 .l, we 
assume h E %P(]- T, T[, X,r) and, for 0 < s’ < s < s, , gP from]- T, T[ x 
(U E X, ; /I u - us II8 < R} into X8*, then the solution u given in Theorem 
1 .l is also in Cgi (1 -a( 1 - s), a( 1 - s)[, X,) for every a E IO, T,[ and 
s E]O, I[. 
The proof, follows easily from Remarks 1.1 and 1.2. The reader will see 
also that @-regularity results may be obtained by the same method. 
Remark 1.4. Similarly, the reader can verify quite easily that if, in 
addition to the assumptions in Theorem 1.1, h is analytic for / t j < T, 
t E C, valued in Xs, and if g is also analytic in t, then the solution u given 
by Theorem 1 .l depends also analytically on t. 
II. REDUCTION OF THE FIRST ORDER CAUCHY PROBLEM 
We consider here the same decreasing scale (XJo<s$sl of Banach spaces 
as in Section I. For 1 t 1 < T and 1 < i < 11, let A,(t) be operators such that: 
Ai E GP([-T, T], 9(X,, Xg)) for all 0 < s’ < s < s1 . (2.1) 
For every p E N 
,yg 0 - 4 II Aa(P)Wlz~,.x,., < ~0. (2.2) 
O<S’<S<S, 
We also set, for i = l,..., n 
Ai(t) - A,(O) Ai+&) = 
A,‘(O) t 
for 0 < 1 t I < T, 
(2.3) 
for t = 0. 
Let u. be given in Xbl . Let R > 0; for s E IO, sr[ we set 
quo > 4 = {(Yo >*--, IIyo - uo IL < R ‘TL) ’ (x8)a+1 lIlyi - Ai u. lls < A for i = l,..., n}. 
Finally let F be a Qm function defined in [-T, T] x sZ(u, , s) valued in X8 
for every s ~10, sr[, such that 
F(0, uo , A,(0)uo ,..., A,(O)u,,) = 0. (2.4) 
We denote by F,’ and F& the partial derivatives of F with respect to t and 
yc for i = O,..., 71. 
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The purpose of this section is to solve in a neighborhood of t = 0 the 
following equation: 
tu’ = F(t, u, A,u ,.,., A,u) with u(O) = us . 
We set p(t, u) = F(t, u, A,u ,..., A,+) and 
A = &‘(O, uo) - I. 
(2.5) 
(2.6) 
We denote by I’i the commuatator [A, Ai( for i = l,..., 2n. 
Obviously, A and I’, for i = l,..., 2n, belong to 9(X,, X,,) for all 
O<s’<s<s,. 
We make now the essential assumption describing the Fuchsian character 
of equation (2.5) 
The operators A and Fi for i = l,..., 2n are bounded in X, 
for every s E IO, SJ and satisfy assumption 1 .l. (2.7) 
The main result of this section is: 
THEOREM 2.1. If, for every s E IO, sJ, sp,A n N = m , the-n Eq. (2.5) 
has a unique %P solution in the following sense: 
There is T,, E IO, T] such that for any a E 10, T,-,[ there exists a unique function 
u E Vm(]- a(1 - s), a( 1 - s)[, X,) for every s E 10, l[ satisfr;ng 
,y& II u(t) - uo 11s < R, (2.8) 
,t,y(‘: s) II Ai(t) ~(9 - Ai(O) uo IL < R for i = l,..., n (2.9) 
a - 
and Eq. (2.5). 
We shall give the proof of this theorem in three steps: 
1. 
We set u = u, + tv; we want to write (2.5) in the form 
tv’ - Au = tG(t, v, A,v ,..., A,,v) + H(t) (2.10) 
where G and H satisfy regularity assumptions similar to those satisfied by F. 
We have, for independent variables t E ] - T, T[ and a, E X, for i = I,..., n, 
by using (2.4) and Taylor’s formula: 
F(t, uo + tzo , A,(O) uo + % ,..., A,(O) uo + tZn> 
= t(F,‘(O, uo 2 40) uo >...s A,(O) ~0) + i F&(0, uo ,..., A,(O) 4 4 
6-O 
+ tyt, %J ,***, %a), (2.11) 
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where S is a 59 function defined in 
((4 20 ,***, ZJ E I-T, T[ x (X,)n+l; ] t 1 (I xi IJs < R for i = O,..., n}, 
valued in X, for every s ~10, sl[. 
The statement above may be proved by using a Taylor formula with 
integral remainder, and may be simply reduced to the following: Let X be 
a Banach space, B, = {x E X, 11 x Ij -=c R} and C a V” function defined 
in l--T, T[ x B, valued in X and satisfying C (0,O) = 0, 2 (0,O) = 0; 
then the function 
(t, 2) + t-2 c (t, tz) 
isVmfrom{(t,z)~]-Y’,T[xX;~t~~~z~Ij<R}intoX. 
Now we take in (2.11): 
2, = v 
2, = Ai(t)v + At+m(t)uO Y for i = l,..., n; 
then we obtain (2.10) with: 
A = qo ,..., A,(O) 240) + i F&(0 ,..., A,(O) uo) A,(O) - 1 = cyo, uo) - 1 i=l 
H(t) = ~t’(O,..., 40) uo) + i qL., 40) 110) 4+,(t) uo 
t-1 
G(t, v, A,v ,..., 4nv) = i C,(O ,***, 40) uo) 4+&N 
i-1 
We have H E Vm([- T, T], X,) for every s < s, . 
We choose s2 E ] 1, SJ and set 
We verify that G is a Vm mapping of 
((4 yo ,.‘., YW) E 1-T T[ x (W2n+1; Ml I t I < R, I t I II yo lls < R 
and I t I 11 yi II8 < R - Ml I t I for i = l,..., n} into X, for any s ~10, sz]. 
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If u is a solution of (2.5) given by Theorem 2.1 where we assume T,, < R/M, 
then z, = @(EC - zc,,) belongs to gm(]-a(l - s), a(1 - s)[, X,) for every 
s E IO, l[ and satisfies: 
and Eq. (2.10). 
Conversely, we denote by ~a the unique solution of -Au,, = H(0); 
clearly ZJ,, belongs to X, , for every s E IO, s,[; we set: 
T1 = inf ( T’ 11 o, ,I;+ R ’ Ml + R +:, A,(O) w0 [I1 
for i = l,..., n 
1 
. 
(2.12) 
We shall prove later the following lemma. 
LEMMA 2.1. There exists T, E IO, TJ such that, for every a E IO, TJ there 
is a unique function z, in %P(]--a(1 - s), a(1 - s)[, X,) for ewery s E IO, 1[ 
satisfying: 
/-vs, II W - 210 IIs < R (2.13) 
/JP~, II 44 44 - Ai(O) ~0 IL < R for i=l ,..., n (2.14) 
and Eq. (2.10). 
If v is given by the preceding lemma and if we set u = u. + tet, then u is 
a solution of (2.5) in the sense of Theorem 2.1; indeed, (2.12) and (2.13) 
imply (2.8)) (2.12) and (2.14) imply (2.9)) (2.10) and (2.11) imply that u 
satisfies Eq. (2.5). 
It only remains to prove Lemma 2.1. 
2. Quasilinearization of (2.10) 
We set. 
w. = v 
wi = A*v for i = I,..., 2n; 
(2.15) 
we obtain, by applying A, to (2.10) for i = l,..., 2n, 
two’ - Aw, = tG(t, w. ,..., wUZn) + H(t) (2.16) 
twit - AWi + riwo 
= tAiG(t, WO ).*a) ‘%a) + tAi’w0 + A@ - t[As [Ai - Ai(O)]/t]wo 
for i = 1 ,..., 2n. (2.17) 
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We can write (2.16), (2.17) in the form. 
tW’-irW=tG(t, w)+B 
WO 
with W = ! 
0 
, 
W2n 
A 0 a’* 0 
and by setting 
(2.18) 
(2.19) 
A 3+2n = 4 for j = l,..., 2n 
A 3+4n = [A, [Aj - Aj(O)]/t] for j = l,..., 2n, 
(2.20) 
G(t, w,..., w,J 
G(t, w> = Ad% wo s.--, w2n) t (A,,,, - A& wo . 
A,,G(t, w,, ,...> wmj + (A,, - Ao,J wo 
The operators Aj for j = l,..., 6n satisfy obviously (2.2). 
In fact, we have reduced (2.10) to an equation of the following form. 
tW’ - /TW = tAE(t, W) + Z? (2.21) 
where A is a (2n + 1) x 2 matrix of operators satisfying (2.2) and ,!iJ is a 
2 x 1 matrix of Cm functions in t and W. 
3. The Case where A Satisfies (1.2) 
We assume now that A satisfies (1.2); we show that we can make use 
of the results of section 1 in order to solve Eq. (2.21); we consider the scale 
of Banach spaces (~S)S.~o,sl~ with 
X$ = (Xp+l 
The operator (r defined by (2.19) satisfies (1 .l) and (1.2) in the scale (ZJ 
since A satisfies (1.1) and (1.2) in the scale (X,), with the same contour y 
and compact K and with a constant i@ instead of M. 
505/22/2-4 
284 BAOUENDI AND GOULAOUIC 
On the other hand we have 
E7EP([-T, T], T-,) for any s E]O, sr[. 
If W, is defined by 
-Rw, = I?(O), 
then W, E xs for all s ~10, sl[. 
The function C? = AE satisfies (1.4) and (1.5) on [-T=, p] with p small 
enough, depending possibly on W, . 
Therefore Theorem 1.1 and Remark 1.3 may be applied and they imply 
Lemma 2.1 under the assumption that A satisfies (1.2). 
4. General Case: Reduction of (2.21) by Taylor Expansion 
Let us recall that we always assume (2.7); we choose m EN such that 
then R - m satisfies (1.2). 
We look for W solution of (2.21) in the form: 
W(t) = WI + tw1+ a.. + P-lW,-, + PWm(t) 
with Wi E x’, for s < sr and i = I,..., m - 1. 
Replacing Win (2.21) by making use of (2.22), we get: 
tw1+ 2@W, + **a + mPW, + tm+lWm - A(W, + a.* - 
= tAE(t, W, + *.. + PWm) + A. 
By Taylor expansion of E, A, I? up to m, we get: 
-Aw, = A(0) 
-(/i - I) W, = A(0) E(0, W,) + R’(O) 
(2.22) 
t”Wm) 
(2.3) 
-(A- 2)W, = A’(O) E(O, Wo) + A(O)(E,‘(O, Wo) + Ew’(O, W,,>W,) + @“<O> 
-(A - m) W,-, = @+JW, ,..., W+J, 
where &,-r is determined by the derivatives up to the order m - 1 of E at 
(0, W,) and of A and I’? at 0; &+r( W, ,..., W,-,) belongs to a, for any 
s < s1 since W, ,..., W,-, are determined inductively and are in the same 
spaces. 
The equation in W,,, is: 
tW,’ - (A - m) W, = AZ(t, W,) + I?, (2.24) 
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where i? and I? have the same properties as E and fi and depend on W, ,..., 
Wm.-, which are already determined uniquely. 
Equation (2.24) may be solved using (Section 3) above since d - m 
satisfies (1.2). 
Remark 2.1. If for some s E IO, si[, spsA n N # ,B , it may happen that 
the conclusions of Theorem 2.1 fail to be true; existence and uniqueness of 
the solution of (2.21) (and then of (2.5)) are then to be discussed on the 
stationnary system (2.23). 
Remark 2.2. If, in addition to the assumptions of Theorem 2.1, the 
function F depends analytically on t, the same regularity holds for the 
solution II of (2.5) by making use of Remark 1.3. 
APPLICATION TO SINGULAR NONLINEAR P.D.E’s 
We shall apply now Theorem 2.1 to systems of first-order singular non- 
linear partial differential equations. 
We consider the system: 
t(au/at) =f(t, X, 24, au/ax, ,..., au/ax,) (2.25) 
with u = (ui ,..., lcB), f = (fi ,..., f,), t E R, x = (xl ,..., x,) E R”; the 
functions fi , for i = l,..., p, are ggm functions with respect to t valued in 
the space of analytic functions with respect to the variables x, u,..., au/ax, , 
defined in a neighborhood of (0, 0, u,(O),..., &,/ax, (0)), where ua is an 
analytic function defined in a neighborhood of 0 in Rn such that 
f (0, x, %(X),..., au,/ax,(x)) = 0 (2.26) 
in that neighborhood of 0. 
We say that system (2.25) is of Fuchsian type at (0, u,,) if, in addition to 
(2.26), we have for i = l,..., n 
f hulazi(o, X 4x),..., (~~,hw) = o for x near 0. (2.27) 
From now on, we assume (2.27); we set: 
A(~) = fuyo, x, Us,..., aff,/ax, (x)) - I. (2.28) 
We have the result: 
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THEOREM 2.2. If det(A(0) - AI) # 0 for all KEN, Eq. (2.25) has a 
unique solution u dejked in a neighborhood of 0 in Rn+l %?a with respect o t 
valued in the analytic functions with respect o x and such that 
u(0, x) = U@(X). 
In addition, if f is also analytic with respect o t, the same property holds also 
f 01 u. 
If, for some K EN, det(A(0) - HI) = 0, solvability of equation (2.25) is 
decided on a stationary system. 
Proof. We shall make use of Theorem 2.1; we take X, = ( YJp where 
Y, is the space of bounded analytic functions defined on the polydisc 
{z = (zl )...) z,) EC”; j zi j < ps) with p > 0 and small enough such that 
u,, and the function x --+ f (0, x, u,,(x),..., (au,/&)(z)) are analytic on z EC”; 
I 3 I G PI* 
For i = 1, n we take Ai = a/8xi and F(t, u, A,u ,..., A,u) = f(t ,..., u, 
au/ax, ..., au/&). By shrinking p if necessary, we may assume that 
det(d(z) - AI) # 0 for keN and 1 zI <p. (2.29) 
Then we easily verify that there is sr > 1 such that the operators A and 
ri = [A, AJ (which are matrices whose elements are analytic functions) 
satisfy (2.7); furthermore we have by (2.29). 
sp$lnN = o for s E]O, si]. 
Therefore Theorem 2.2 follows from Theorem 2.1. 
EXAMPLE 2.1. Let us consider the equation 
au/at = t-yt, x)(au/ax) + h(t, x), (2.30) 
with h analytic near 0 in R2. 
This equation, by multiplication by t, is in the form (2.25). The possible 
initial values of u are given by: 
UJX) . z+)‘(x) = 0 
that is to say: u,,(x) = c E C. 
Equation (2.30) is of Fuchsian type at (0, uO) if and only if ua = c = 0; 
in that case we get A = -I and therefore we have existence and uniqueness 
of a function II analytic near 0 in R2 and satisfying (2.30) and ~(0, x) = 0. 
On the other hand, for u,,(x) = c # 0, Eq. (2.30) has a infinite number 
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of solutions 24 satisfying u(0, x) = c; more precisely for any function 4 
analytic near 0 in R and such that d(O) = c, there is a unique u solution of 
(2.30) satisfying: ~(0, X) = c and u(t, o) = d(t) (this is a consequence of 
Cauchy-Kovalewsky theorem with initial data on x = 0). 
Remark 2.3. Some equations in the form 
tw = F(t, u, A,# ,..., A&) with k > 2, k EN (2.31) 
and F as in (2.5), may be reduced, by a suitable Taylor expansion, to equations 
of Fuchsian type. Let us consider only one example: 
Let h be an analytic function defined in a neighborhood of 0 in R2; we 
consider the equation 
P(&+t) = u2(t, x)(&@x)(t, x) + t4h(t, x). (2.32) 
This equation has a unique solution u analytic in a neighborhood of 0 in 
R2 and satisfying 
u(0, x) = (au/at)(o, x) = 0. 
Indeed, by putting u = tv, we reduce (2.32) to the equation 
t(%/at) + v = v2(~v/~x) + th(t, ix), 
for which Theorem 2.2 may be applied. 
III. HIGHER ORDER EQUATIONS 
For more simplicity of notations, we shall only consider here the case of a 
single equation. Let (A& ,..., (1 be a family of operators satisfying (2.1) 
and (2.2), and, for more simplicity, we also assume that the operators (A:) 
commute and are independent of t. 
For cy = (01~ ,..., 0~~) EN*, we set A” = .A,“1 ... A>. 
We would like to solve, in a neighborhood of t = 0, equations in the 
following form: 
tkD,*u = F(t, D,lA% for 0 < I+ 1 OL 1 < m, 1 < m), 
withkEN,mEN,k<m. (3-l) 
We want to write (3.1) in a reduced form; we look for u in the form: 
u(t) = %I + tu1 + *** + t~-l#,-, + m(t), 
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and we take a Taylor expansion of F of order m. The compatibility conditions 
give m equations in us , ui ,..., u,-r . 
If some partial derivatives of F vanish at (0, AwuL for 2 + 1 OL 1 < m, E < m), 
we reduce (3.1) to a more convenient form, which will be studied in the rest 
of this section. 
We consider the equation 
where: 
(tD$% + A,-,(tD,)~--1w + ... + A,w 
= G(t, (tZQzk tv for Z + j a! ( < m, I < m) (3.2) 
the operators /li E 9(X, , X8) for all s E IO, sr] and satisfy (l.l), 
the function G(t, Y”.~) is Cm defined in [-T, T] x ((yz*“) E (XJN; 
11 yl+ IIS < R for every (I, CL)> valued in X, for all s E 10, s,]. We have denoted 
by N the number of multiindices (I, a) E N”+l such that 0 < ] 011 + Z ,( m, 
Z < m, and by R a given strictly positive number. 
For every h E C we denote by B(h) the operator Am + L&-~P-~ + 1.. + A,. 
We have the result. 
THEOREM 3.1. If for every k E N, the operator B(k) is invertible in X, 
for every s E 10, sJ, then Eq. (3.2) h as a unique ‘Sm solution (in the sense of 
Theorem 2.1). 
Proof. We observe first that, for every Z E N, we have 
iP(tI&) tz = 8(Z) tz, 
cqtDt) t%(t) = tV(tD, + 1) v(t). 
We use the notation: 
(3.3) 
i 
0 1 0 *** 0 
0 0 1 0 ... 0 
. . . 1 (3.4) 
-A, -A, *** --II,-1 ! 
and we verify that X 6 sp R if and only if B(h) is invertible. 
Furthermore fi satisfies (1 .l) in the scale (XJm. We choose p E N such 
that /r - p1 satisfies (1.2). We look for v solution of (3.2) in the form: 
v(t) = ql + tq + **- + t-v,l + Pvp(t); 
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by making use of (3.3) we can see that va ,..., vP-r are uniquely determined 
since 8(Z) is invertible for 1 = O,..., p - 1. The function v9 satisfies an 
equation of the form (3.2) where the correspondingdsatisfies in addition (1.2). 
Hence, we can assume from now on that A, defined by (3.4), satisfies 
(1.2) in the scale (XJm. 
We prove first that Eq. (3.2) has a unique continuous solution (in the sense 
of Theorem 1.1); we shall reduce it to a first-order system, after a change of 
variable in t. 
We set t = am and w(u) = ~(0”). 
Equation (3.2) becomes: 
((l/m) UD,)” w + ... + flow 
= G(u”, ((l/m) ~Du)~ un”AUw for 1 + ] 011 < m, I < m). 
We introduce new unknown functions: 
w1.u = ((l/m) ~0,)~ (uA~w for I+ 1 011 < m, 1< m - 1. (3.6) 
We obtain, for 01 = 0, 
uW%, = mwz+l,o for O<l<m-2 
4wm-1.0 = m(-Llwm-l.O - ..* Aowo,, + +, WZ,, , ~wz..)), (3.7) 
where S(u, a~~,~, crAjw,,,) = G(@, ((l/m) uD,>” umAorw) by taking into 
account (3.6). 
Similarly, for j 011 > 0, we choose 01’ E N” such that 
a = a’ + (0 )...) l,...) 0); 
we get: 
4a.a z-x 
We set 
: -%.a + w~,~ + m ($ uD,))‘+’ uAj(uA)o’ w 
(3.8) 
z+1 
= -wt.0 + uAj c a,,w,‘,,, 
I’=0 
where a,, E R. 
We may write (3.7) (3.8) in the form 
uD,W - (A + I)W = G(u, uW, uA,W ,..., uA,W) (3.9) 
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where e is a Cm function and we denote by A + I the matrix 
where d is the (m, m) matrix defined by (3.4). The spectrum of (1 + 1 is 
i--l} u sp A; therefore (A + I), and hence II, satisfy assumption (1.2) 
in (X8)“’ where N’ is the number of components of W. 
We can apply Theorem 2.1 in order to solve Eq. (3.9), with: 
P(a, W) = F(a, w, A,W ,...) A,W) = (A + I)W + qu, ow,..., uA,W) 
and W, given by 
(A + I)Wo + qo,..., 0) = 0. 
Therefore we have: 
&‘(O, W,) = A + I 
and the assumptions of Theorem 2.1 are fulfilled. 
In conclusion, we have got a unique Vpm solution W of (3.9) and hence 
the uniqueness of a ‘P solution v of (3.2) and the existence of a continuous 
one. Therefore Theorem 3.1 will folllow immediately from: 
LEMMA 3.1. Let u E U([- T, T], X,) for all s E IO, I[ and such that 
(tD,)lu E U([- T, T], X,) for 0 < 1 < m; assume u satisjes (3.2) and/I defined 
by (3.4) sutisJies (1.2). Then u EF”([-T, T], X,) for ails ~10, I[. 
Proof. We reduce Eq. (3.2) to a first order system by introducing 
WI = (tD,)Zu for 1 = O,..., m - 1. 
We get 
tD,W - AW = tg(t, A”W) + h(t) 
where g and h are %P functions. 
From (3.10) we get 
(3.10) 
W = Hltg(t, AaW) + HAh, 
where HJ is defined by (1.10). 
Lemma 3.1 follows by induction from Remark 1.1. 
As applications of Theorem 3.1 we can solve singular Cauchy problems for 
partial differential equations of higher order, by taking as it is done in section 
II, Ai = 8/axi and (X,) suitable spaces of analytic functions. We restrict 
ourselves to one example: 
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EXAMPLE 3.1. Let us consider in R” x R* (where the variables are 
denoted by (x, y) = (xi ,..., x,, , yi ,..., yP) the equation: 
’ c =+f 
ad 
( $lYi29x9$Yi-&9 D,% for 1 011 < 
ixl 
2 1 = 0 
where u,, is analytic near the origin in R” and f is analytic near (0, 0, 0, D,,%,, 
for 1 (Y 1 < 2). 
We claim that (3.11) h as a unique analytic solution U(X, y) invariant by 
rotation around yr = *** = yP = 0, that is to say in the form U(X, y) = 
J(x, CrC1 yla) where 6(x, t) is analytic in a neighborhood of 0 in RS+l. 
Indeed, after the change of variables t = CrB1yi2, Eq. (3.11) becomes 
4++2pg+f( t, x, 2t -$, D,% for I 01 I < 2) = 0, (3.12) 
we look for 2 in the form zi = u,, + tv, and we get 
4(tD,)“v + (4 + 2~) tD,v + 2pv + f (t, x, 2tD,tv, D,%, + tD,“v for I (Y 1 < 2) 
(3.13) 
Equation (3.13) is in the form (3.2) an d we can apply Theorem 3.1 since the 
roots of 4h2 + (4 + 2p)X + 2p are strictly negative. 
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