Abstract-For any prime power q, Mori and Tanaka introduced a family of q-ary polar codes based on q by q Reed-Solomon polarization kerneis. For transmission over a q-ary erasure channel, they also derived a closed-form recursion for the erasure probability of each effective channel. In this paper, we use that expression to analyze the finite-Iength scaling of these codes on qary erasure channel with erasure probability E E (0,1).
I. INTRODUCTlON
To achieve reliable communication at rates close to the channel capacity, it is well-known that the blocklength must tend to infinity. A more refined question is, "How fast can the gap to capacity decrease as a function of the blocklength?". A key result is that, for any rate-R code achieving a block error rate of eS < 1 on a discrete memoryless channel with capacity C E (0,1), the blocklength N must satisfy C -R ~ AI ffi for some A > ° that depends only on eS and the channel [I], [2] . Thus, the gap to capacity cannot vanish faster than O(N- 1 / 2 ) . Random codes are known to achieve this scaling.
Polar codes are the first codes, with low-complexity encoding and decoding algorithms, that were proven to achieve capacity on binary-input memoryless channels [3] . Since then, the rate of polarization and the relationship between the blocklength and the gap to capacity has received significant attention [4] , [5] , [6] , [7] , [8] . The majority of this work focuses on Ankan's binary polar codes and, for these codes, the gap to capacity cannot decrease faster than O(N-O. 276 ) [9] , This work was done in part while the authors were visiting the Simons Institute at Berkeley. lt was also supported in part by the NSF under Grant No. 1545143. Any opinions, findings, conc1usions, and recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the sponsors. [8] . For 2 X 2 kerneis with larger alphabets, the analysis is much more difficult and the provable scaling rates are even smaller [7] , [5] . Recently, f! x f! binary kerneis with f!=8, 16 have been shown to achieve scaling rates of O(N-O. 279 ) and O(N-O. 298 ) [10] . Until now, no scaling rates faster than O(N-O. 30 ) have been shown.
In this work, we consider the q-ary polar codes introduced by Mori and Tanaka based on q x q ReedSolomon (RS) polarization kerneis with elements trom the Galois field lF q [11] . These codes have length N = qn, where n is the number of steps in the polarization process. We study transmission over a qary erasure channel (QEC) with erasure probability E. In all statements, q is assumed to be a prime power.
By analyzing the polarization process for the QEC, we show that, for any I > ° and eS > 0, there is a qo such that, for all q ~ qo, the traction of effective channels with erasure rate at most N-' is at least
. Thus, the gap to capacity scales at a nearly-optimal rate. While our proof relies on large alphabet QECs with large polarization kerneis, we believe a similar result mayaiso hold for sm all alphabets Ce.g., binary) with large polarization kerneis. Like binary polar codes, the performance of q-ary polar codes can be analyzed by tracking the evolution of the effective channels through the polarization process [3] . At each step, a single effective channel with erasure rate x splits into q new channels. For their codes, Mori and Tanaka showed that the i-th new effective channel is a q-ary erasure channel with erasure probability (1) j=i+l J for i = 0,1, ... , q -1. Applying this formula recursively, one can compute the erasure rates of the N = qn effective channels after n steps. For apolar code with k information symbols, the design process also involves choosing the k etlective channels with the smallest erasure rates. For q = 2, these steps are identical to the original polar code construction in [3] and the resulting codes are closely related to binary Reed-Muller codes. For larger q, there is a similar connection to q-ary Reed-Muller codes [12] .
THE POLARTZATION PROCESS
Let the random variable X n denote the channel erasure probability for a randomly chosen effective channel after n levels of polarization [13] , [8] 
Since the polarization process preserves the average mutual information, it also preserves average erasure rate. This implies that the function go (x) = x should be an eigenfunction of Tq (with eigenvalue 1) and, using (2), one can verify that it iso The rate of polarization is determined by the fraction of channels whose erasure rates are not extrem al.
The following lemma connects the t'raction of nonextremal channels (as a function of n) with a constant that is computable horn Tq . It can be seen as a convergence analysis based on Lyapunov functions and it was first applied to polar codes in [9] .
Lemma 1. Suppose there exists a non-negative continuousfunction V: X ---+ ~>o and a constant A
.
Prao!, To see this, we choose go(x) = V(x) and observe that (3) 
:::; : : : ; . 
• Remark 2. For the considered problem, this lemma is a slight variation of what is used in [13] , [8] . We use this form to show the cIose connection to Lyapunov functions. From that perspective, the function V (x) can be seen as a Lyapunov function showing convergence to stationary distributions supported on the set {x E XI V(x) = O} [14] .
Then, Aq,ß is the largest A E ~ such that (Tq V)(x) :::; AV(X) for all x E (0,1). We also note that V(x) :::;
Here, we state the main results of the paper with condensed proofs. Full versions can be found in [15] . •
A. Numerical Examples
In this section, we present some applications of Lemma 1 based on numerical computation of A.
Example 7. Consider the case of q = 2 where Tq is defined by -x) 
III. LARGE ALPHABET ERASURE CHANNELS

A. Intuitive Approach
Before delving into the proof of Theorem 5, we present an intuitive (but non-rigorous) argument that leads us in the right direction. Consider q random trials with success probability x and let the random variable Bin(q, x) denote number of successes. Thus, one has
The key is to replace the binomial random variable, Bin( q, x), by a Gaussian random variable with the same mean and variance. While this step is motivated by the central limit theorem, it is not rigorous (even In fact, the numerical results in Example 10 support this conclusion and suggest that the true Aq ,1/2 satisfies Aq ,1/2,fii /' m(~). Thus, we believe that this nonrigorous analysis produces an exact and tight characterization as q --+ 00.
For ß E (0, ~), V(x) is not an approximate eigenfunction but one can still estimate the decay rate
Combining this estimate with Lemma 1 gives the nonrigorous prediction 
B. Rigorous Approach
Unfortunately, the intuitive argument does not lead directly to a rigorous statement because the central limit theorem is tight only for small deviations.
To make things precise, one must instead use the Chernoff-Hoetlding bound for the Binomial tail probability. Due to lack of space, some results in this section are presented without proof; see [15] for details.
First, we note that the symmetry of the Binomial distribution implies that (I) satisfies
From this, one can see that l-x) . Also, the well-known Chernoff bound for the binomial tail probability implies that, for i + 1 2 qx, one has VJi(X) = lP'(Bin(q, x) 2 i + 1) ~ e-qD(it"llx), (4) where D(Yllx) ~ yln~ + (1 -y)ln8 is the Kullback-Liebler divergence between two Bernoulli distributions. Similarly, for i ~ qx, one has
Lemma 12. For x ~ y, we have 
, we can analyze (TqV)(x) for x 2 1/2. To do this, we use the decomposition
First, we consider the lower sum in (6) . For i E {O, ... , I qx l -2}, (5) shows that
For i E {0,1, Iqxl -2}, we have V(l-'l/Ji(X)) <
(1 -VJi(X))ß ~ e-qßD(~llx) and thus
where e-qßD(~llx) ~ J~l 
3qß (9) where (a) follows trom Lemma 12, (b) holds because ~ (1 -x)y 2qß(1 _ x) ~ q ß ' (10) where ( For the upper sum in (6), the techniques used in (7) and (9) suffice to show that q-1
Now, we combine Lemma 14 with (11), (9) , and (10) where (a) holds because the supremum is achieved at x = ~. The stated resuIt follows trom A+4-ß J2P ~ 6 for ß E (0, Ü
