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Abstract— We study the problem of computing the relia-
bility of a network operated using the OSPF protocol where
links fail with given independent probabilities. Our mea-
sure of reliability is the expected lost demand in the net-
work. Computing this measure is #P-complete, so we de-
veloped approximation methods based on related work for
circuit-switched networks. Preliminary results show the ro-




HORTEST PATH FIRST (SPF) protocols such as
Open Shortest Path First (OSPF) [19] or Inter-
mediate System-Intermediate System (IS-IS) [5] are
the most commonly used intra-domain internet rout-
ing protocols today. Traffic is routed along shortest
paths to the destination. The weights of the links, and
thereby the shortest path routes, can be changed by
the network operator. A simple default weight setting
suggested by Cisco [7] is to make the weight of a link
inversely proportional to its capacity. The general ob-
jective in setting weights is to route demands through
an OSPF/IS-IS based network so as to avoid conges-
tion in terms of link loads exceeding capacities with
resulting packet loss and back-off in TCP.
In the context of a fixed network with a fixed
known demand matrix this problem has already been
addressed experimentally in [13], [14] with real and
synthetic data, showing that we can find weight
settings supporting 50%-110% more demands than
Cisco’s defaults inverse-capacity weights, and get
within a few percent of the best possible with gen-
eral routing, including MPLS. Similar positive find-
ings have been reported in [20], [17], [4], [11]. Here,
the demand matrix could be based on concrete mea-
surements, as described in [12] (see also [3], [9]), but
could also be based on concrete service level agree-
ments (SLAs).
However, as stipulated in [1], demand matrices
and networks change. In [15], several scenarios of
change are considered, with the objective of chang-
ing as few weights as possible. One of the results
obtained shows the robustness of OSPF routing with
optimized weights with respect to link failures.
Our objective in this paper is to confirm this pre-
liminary result by developing and computing a mea-
sure of the reliability of a network operated with
OSPF in the case of link failures. Such measures have
been developed for circuit-switched networks (see [8]
for a survey), but to the best of our knowledge, these
works have not been extended to packet-switched net-
works with OSPF routing.
The paper is organized as follows. In Section II, we
define the measure of reliability we want to compute
as an approximation of the lost traffic in the network.
Section III points out the fundamental differences be-
tween this measure for circuit-switched and packet-
switched networks, and methodological difficulties
that follow. The method for estimating the reliabil-
ity measure by providing lower and upper bounds is
described in Section IV. Section V presents some
preliminary experimental results before we conclude
with directions for future research in Section VI.
II. A MEASURE OF RELIABILITY
We are given a directed graph G  N  A  A 
N  N, whose nodes and arcs represent routers and
the links between them. Each arc a 	 A has a capac-
ity ca, and a demand matrix D is given that, for each
2pair  s  t  of nodes, tells us how much traffic flow we
need to send from s to t. We refer to s and t as the
source and the destination of the demand. Many of
the entries of D may be zero, and in particular, D  s  t 
should be zero if there is no path from s to t in G. To
each arc a 	 A, we also associate a probability pa of
being operational. These probabilities are supposed
to be independent. A state of the network is a subset
S  A of arcs containing the arcs that are operational.
Therefore, the probability Pr  S  of state S arising is
given by
Pr  S 
 ∏
a  S
pa   ∏
a  S
 1  pa  
Given a network state, a routing strategy is a set
of rules (defined by the protocol used and its parame-
ters) that defines what amount of each demand passes
through each operational link of the network. If the
flow to be sent on a link exceeds the capacity of the
link, we consider that the surplus is lost. This is a sim-
plification of the real mechanism that stores packets
that cannot be forwarded to the next hop in a buffer,
and only looses packets when the buffer is full. We
make this simplification in order to keep further com-
putations tractable. We now describe the particular
routing strategy arising from the most common pro-
tocol today, Open Shortest Path First (OSPF) [19].
In this protocol, the network operator assigns a
weight to each link, and shortest paths from each
router to each destination are computed using these
weights as lengths of the links. These shortest paths
are updated each time the network state changes1.In
each router, the next link on all shortest paths to
all possible destinations is stored in a table, and a
flow arriving at the router is sent to its destination
by splitting the flow between the links that are on
the shortest paths to the destination. The details of
the splitting/tie-breaking depends on the configura-
tion of the router. In this paper we assume a hash-
based splitting, as used in the AT&T IP network: if
a router has multiple outgoing links on shortest paths
to a destination, packets are assigned an outgoing link
based on a hash function of some information in their
header. The hashing ascertains that packets from the
1When the network state changes, new link states are flooded through
the network and new shortest paths are computed, creating a transition
period in which some instability can arise due to the fact that changes in
the routing tables are not simultaneous. Here we make the simplifying
assumption that the update of the shortest paths is instantaneous.
same flow follow the same path, which is important
for the packets to arrive in the order they were trans-
mitted. The hash based splitting generally results in a
roughly even split, and for simplicity, we assume that
the split is exactly even.
The quality of OSPF routing depends highly on the
choice of weights. Nevertheless, as recommended by
Cisco [7], these are often just set inversely propor-
tional to the capacities of the links, without taking
any knowledge of the demand into account. In [13],
[14], it was showned that optimizing the weights with
respect to the demand matrix was possible using local
search and allows to support up to 115% increase in
the demands for the same network and capacities.
In the remainder of the paper, we suppose that
the operator has fixed the set of OSPF weights, and
does not want to change it whatever the state of the
network is. There are several reasons why weight
changes are to be avoided as much as possible.
(i) Weights are often not set centrally, and if hun-
dreds of weights are to be changed, there is a good
chance of human errors.
(ii) It takes time for a network to flood information
about a new weights, for new shortest path routes to
be computed, and for the routing tables to get up-
dated. Changing a lot of weights, this could create
temporary chaos in a network with packets arriving
out of order, degrading the performance of TCP. Also,
the changes may impact the routes advertised to other
autonomous systems whose routing may then also ex-
perience fluctuations.
(iii) A human network operator is responsible for
the routing and has to approve the changes. The
network operator may have several requirements to
the routing that are not specified for the weight op-
timizing algorithm, e.g. that certain demands have
to be routed along certain links. It is very hard for
a human to check the consequences of hundreds of
weight changes, but the consequences of a few weight
changes should be easy to grasp.
Above, (i) may be resolved soon [18], but the other
points remain valid.
We want to measure the reliability of the network
by evaluating the expected lost demand in the net-
work. Given a network state S, the routing of de-
mands in the network is completely determined by
the shortest paths with respect to the OSPF weights
w in the graph of operational arcs. When a given










Fig. 1. Network example
it is sent up to the capacity of the link, and the remain-
der of the flow is lost. The lost demand LD  S  w  in
state S with OSPF weights w is the sum of all lost
flows. In the next section, we describe how LD  S  w 
can be computed and point out difficulties inherent to
packet-switched networks. The measure of reliabil-
ity R  w  of the network with OSPF weights w is then
defined as the expected value of the lost demand, i.e.
R  w  ∑
S  A
Pr  S  LD  S  w 

(1)
The total number of network states being 2 A  , ex-
pression (1) involves a number of terms growing
exponentially with the size of the network, and all
known methods for computing R  w  exactly have
also exponentially growing running times. This prob-
lem is indeed #P-complete [2]. This is the reason why
we rely on approximations of the reliability measure
based on bounding procedures and the evaluation of
most probable states. This approach is described in
Section IV.
III. PACKET-SWITCHED VS. CIRCUIT-SWITCHED
NETWORKS
In this section, we point out fundamental differ-
ences between packet-switched and circuit-switched
networks in connection with link failures. These dif-
ferences make it more difficult to compute the lost de-
mand LD  S  w  for a given state in a packet-switched
network, and we describe in this section assumptions
lying behind our approximation of LD  S  w  .
Consider the network depicted in Fig. 1 with the
corresponding arc capacities. Suppose there are two
demands to route: a demand of 100 units between
nodes 1 and 5, and a demand of 50 units between
nodes 2 and 6. The “optimal” routing is obviously to
send 100 units on the path 1  3  5 and 50 units on
the path 2  4  6.
In a circuit-switched network, a connection is es-
tablished on these two paths and the appropriate ca-
pacity is reserved from the origin to the destination
of these demands. Now, suppose link 1  3 fails. The
operator can decide to use path 1  2  4  5 as a
backup path for the demand from 1 to 5. In this case,
since all demands must cross arc 2  4, only 75 units
of demand can be sent and the lost demand amounts
to 75, while the operator has the choice to send 50
units for demand 1-5 and 25 units for demand 2-6,
or 25 units for demand 1-5 and 50 units for demand
2-6, or any linear combination of these two possibil-
ities, depending on the priorities he assigns to these
demands.
Now consider the same network and demands, but
suppose the network is packet-switched and routing
is performed using OSPF. If all links operate, the
same routing as for a circuit-switched network can
be obtained by assigning a weight equal to one on
each arc2.But the situation becomes quite different
if link 1  3 fails. As OSPF operates in a “best ef-
fort” way, as much demand as possible is forwarded
to the next node in the routing table, independently
of capacities on the remainder of the path, while in
a circuit-switched network, the capacity on the entire
path is considered before sending the demand. As a
consequence, the lost demand depends on the order
in which demands are routed, as illustrated in Fig. 2,
where the residual capacities are denoted in bold and
the flow sent on a link is denoted in italic.
Suppose demand 1  5 is routed first (Fig. 2(a1)).
As link 1  3 is unavailable, the shortest path becomes
1  2  4  5. From node 1, 100 units are for-
warded to node 2. As only 75 units of capacity are
available on arc 2  4, only 75 units are forwarded
to node 4 and 25 units are lost. Similarly, only 50
units are forwarded from 4 to 5 and an additional 25
units are lost. Then we try to route demand 2  6
(Fig. 2(a2)). The routing table says flow has to be
sent from 2 to 4, but no capacity is left on this link
and all 50 units are lost. Therefore, the total lost de-
mand in this case is 100.
If demand 2  6 is routed first (Fig. 2(b1)), it can
be sent completely on path 2  4  6. Then we try
to route demand 1  5 (Fig. 2(b2)). 100 units are sent
on link 1  2, then only 25 units can be forwarded
to node 4 and then to node 5. In this case, the total
lost demand is 75, the same as for a circuit-switched
2As shown in [13], it is usually not possible to get a general optimal























(a1) Demand 1  5 is routed first. 25 units are lost at node
2 and 25 units are lost at node 4.

























(b1) Demand 2  6 is routed first. The whole demand can
be routed.
(b2) 75 units of demand 1  5 are lost at node 2.
Fig. 2. Effect of a link failure in OSPF routing
network3.
From this example, it is clear that the main draw-
back of OSPF routing is that some capacity can be
used for flows that will not arrive to their destina-
tion, decreasing the available capacity for other de-
mands. The actual lost demand will heavily depend
on the order in which demands are routed. In a real
environment, it will depend on the order of arrival of
packets, and the buffer size in each router. In this
paper, we make the assumption of static (or simulta-
neous) demands. With this choice, a good compro-
mise seems to be the strategy of routing small de-
mands first. Indeed, the wasted capacity due to de-
mands that are not routed completely will be smaller
if small demands are routed first, as illustrated above.
We therefore assume from now on that demands are
routed in increasing order of magnitude, and with this
assumption, the lost demand is uniquely defined for
any weight setting and for any state of the network.
IV. COMPUTING BOUNDS ON THE RELIABILITY
As mentioned before, the exact computation of the
expected lost traffic would require to enumerate all
network states. Therefore, we use an approximation
of the reliability measure by using partial enumera-
tion [16]. This method can be used here because of
the assumption of independent components and the
3Again, the loss with the best OSPF strategy will usually be higher
than in a circuit-switched network, and the example is in this sense an
ideal case.
fact that the components have high reliability (usu-
ally, pa is close to 1).




1 classes: states without failures, with one fail-




failures. Since the components have
high reliability, states with many failures have a small
probability. The method consists in computing the
exact lost traffic for states with high probability (e.g.
up to 3 failures) and to use a lower and an upper
bound for the states not enumerated, in order to have
bounds on the expected lost traffic. The lower bound
is given by the lost traffic in the state S  A where no
failure occurs, and the upper bound by the total de-
mand (i.e. the lost traffic in the state S  /0 where all
arcs have failed). If we denote by fi the set of enumer-
ated stated, the interval of confidence of our measure
R  w  is fl R  w  low  R  w  up ffi where
R  w  up  ∑
S  
Pr  S  LD  S  w 

 1  ∑
S  
Pr  S 

LD  /0  w 
and
R  w  low  ∑
S  
Pr  S  LD  S  w 

 1  ∑
S  
Pr  S 

LD  A  w 

The length of the interval (and therefore the abso-
5lute error in the computation) is given by
 1  ∑
S  
Pr  S 

 LD  /0  w ! LD  A  w  "
and is proportional to the total probability of non enu-
merated states and to the difference between the total
demand and the demand lost when no failure occurs.
This error can be decreased by increasing the number
of enumerated states at the price of higher computing
price. It is obvious that it is best to enumerate most
probable states first as they will produce a faster de-
crease in the error. Since components are assumed to
be highly reliable, the most probable states are those
with few failures.
V. EXPERIMENTAL RESULTS
We performed a preliminary set of numerical ex-
periments using the above approximation for com-
puting the expected lost traffic in a network operated
using OSPF. One of our objective was to check the
robustness of weights obtained with the local search
heuristic proposed in [13], [14], when these weights
are used in a network where arcs can fail.
The tests presented here were performed on a syn-
thetic 2-level network (from [14]) produced using
the generator GT-ITM [23], based on a model of
Calvert, Bhattacharjee, Daor, and Zegura [24], [6].
This model places nodes in a unit square, thus get-
ting a distance δ  x  y  between each pair of nodes.
These distances lead to random distribution of 2-level
graphs, with arcs divided in two classes: local ac-
cess arcs and long distance arcs. Arc capacities were
set equal to 200 for local access arcs and to 1000
for long distance arcs. Many networks were gener-
ated and tested, also including Waxman graphs [22]
and random graphs, but for space reasons, we only
present experiments over one 2-level graph with 50
nodes and 148 arcs. Results for other networks are
consistent with those reproduced here and follow the
same patterns.
The above synthetic network model does not in-
clude a model for the demands. Inspired by classical
entropy models for urban traffic [21], we decided to
model the demands as follows. For each node x, we
pick two random numbers ox  dy 	#fl 0  1 ffi . Further, for
each pair  x  y  of nodes we pick a random number
c $ x % y & 	'fl 0  1 ffi . Now, if the Euclidean distance (L2) be-
tween x and y is δ  x  y  , the demand between x and y
Prob. of states with at least
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TABLE I
PROBABILITY OF STATES NOT ENUMERATED
is
αoxdyc $ x % y & e ( δ
$ x % y &) 2∆
Here α is a parameter and ∆ is the largest Euclidean
distance between any pair of nodes. Above, the ox
and dx model that different nodes can be more or less
active senders and receivers, thus modeling hot spots
on the net. This model — without the distance factor
— also has been used in [10] for Internet traffic. They
also consider voice and transaction data but with a
large distance factor.
In our experiments, we generated one demand ma-
trix for each network, then we scaled it (by multi-
plying each entry by a constant) at different levels to
obtain different total demands. All our results are re-
ported for these increasing total demands, which al-
lows to measure, for a given routing, at which rate
the lost demand increases for the given topology and
demand pattern.
We assumed in all experiments that all the arcs are
equally reliable, i.e. pa  p for all a 	 A, and we
tested the values p  0

99  p  0

995  p  0

997  p 
0

998 and p  0

999. Remark that the smaller values
of p are already very pessimistic, as p  0

99 implies
that each arc is unavailable 1% of the time. Realistic
values are more likely to be greater than 0

0997, but
we wanted to test lower values, for which the error
in the approximation is larger. The states enumerated
were those with up to 2 and up to 3 failures, and the
error is thus due to states with at least 3 and 4 failures
respectively. Table I reports the probability of non
enumerated states for the different values of p in the
two cases.
Note that, as expected, the probability of non enu-
merated states decreases rapidly with the increase of
p, while going from 2 to 3 states reduces drastically
this probability. However, the price for this gain in




















Fig. 3. Results for p * 0 + 997
ing time going from 4 minutes for enumerating states
with up to 2 failures to 4 hours for enumerating states
with up to 3 failures. The tests were performed on a
Pentium 3 computer running at 1 Ghz, using the same
dynamic graph algorithms as in [14] in order to im-
prove the computational efficiency.
We made our tests for different demand scalings
for three different routing strategies: unit weights
(corresponding to route demands on shortest paths
with respect to hop-count), weights inversely propor-
tional to the capacity (Cisco’s proposed default strat-
egy) and weights optimized using the local search
heuristic proposed in [14]. This last approach is the
only one to take the demand into account when set-
ting weights.
The optimization of the weights is performed with
respect to the same cost function as in [14]. To get
a measurement considering the whole network, we
consider cost functions of the form
Φ  ∑
a  A
φ -, a  ca 
summing a cost φ -, a  ca  from each arc a depending
on the relation between the load , a and the capacity
ca. For some fixed capacity ca, we define φ  x  ca  as
the continuous function with φ  0  ca . 0 and deriva-
tive in the load , a of











1 for 0 5 x 6 ca 7 1 6 3 
3 for 1 6 3 5 x 6 ca 7 2 6 3 
10 for 2 6 3 5 x 6 ca 7 9 6 10 
70 for 9 6 10 5 x 6 ca 7 1 
500 for 1 5 x 6 ca 7 11 6 10 
5000 for 11 6 10 5 x 6 ca 7 ∞ 
(2)
Generally it is cheap to send flow over an arc with a
small utilization , a 6 ca. The cost increases progres-
sively as the utilization approaches 100%, and ex-
plodes when it goes above 110%. Because of the
explosive increase in cost as loads exceed capacities,
our objective typically implies that we keep the max-
utilization below 1, or at least below 1

1, if at all pos-
sible. It is thus clear that minimizing this objective
function will implicitly decrease the lost demand as
defined above, in the state without failure.
The results obtained for our measure of reliability
with unit weights, weights inversely proportional to
the capacity, and optimized weights are respectively
presented in Tables II, III, and IV, for several values
of p and several demand scalings. The different val-
ues presented in the tables are percentages of the total
demand, as we think it is more easily interpreted than
absolute values.
First, we can remark that the lost demand in the
state without failure, LD  A  w  , is slightly better
for Cisco’s proposed inverse capacity weights com-
pared to unit weights, but that our optimization of
the weights outperforms these two simple strategies.
This confirms results obtained in [13], [14]. We
can also observe that going from the enumeration
of states with up to 2 failures to the enumeration of
states with up to 3 failures considerably decreases the
gap between the lower and the upper bound on the re-
liability. For probabilities over 0.995, the error with
3 failures becomes negligible.
It is also interesting to see that, when considering
link failures, the different strategies can be ranked in
the same order: optimized weights outperform simple
strategies, with inverse capacity weights being bet-
ter than unit weights. To better illustrate this, we de-
picted the middle value of our reliability interval for
the different demand scalings and the different strate-
gies with p  0

997 in Figure 3. For high values of
p, the difference between the strategies is due to the
fact that the contribution of states with failed links to
the expectation of the lost demand is marginal com-
pared with the lost demand without failures. There-
fore, the lost demand without failure plays a critical
role. However, for p  0

099, the lost demand due
to link failures becomes less negligible. Even if, in
this case, the error in the reliability computation is
much higher, we can remark that for high levels of
demand, the upper bound on the lost demand for op-
timized weights is close to or even less than the lower
7Max. number of failures enumerated:
2 3 3 2
p Total demand LD  A  w  R  w  low R  w  low R  w  up R  w  up
(in % of the total demand)
0.990 1104.9 0.00 0.08 0.12 6.35 18.63
0.990 1473.2 0.10 0.32 0.42 6.63 18.85
0.990 1841.5 2.81 3.06 3.18 9.23 21.09
0.990 2209.8 6.50 6.80 6.94 12.76 24.15
0.990 2578.1 10.82 11.04 11.16 16.71 27.59
0.995 1104.9 0.00 0.06 0.07 0.75 3.94
0.995 1473.2 0.10 0.26 0.28 0.96 4.13
0.995 1841.5 2.81 2.99 3.02 3.68 6.76
0.995 2209.8 6.50 6.72 6.76 7.39 10.35
0.995 2578.1 10.82 10.98 11.01 11.62 14.44
0.997 1104.9 0.00 0.04 0.04 0.15 1.07
0.997 1473.2 0.10 0.20 0.21 0.32 1.24
0.997 1841.5 2.81 2.93 2.94 3.05 3.94
0.997 2209.8 6.50 6.65 6.66 6.76 7.62
0.997 2578.1 10.82 10.92 10.93 11.03 11.85
0.998 1104.9 0.00 0.03 0.03 0.05 0.37
0.998 1473.2 0.10 0.17 0.17 0.20 0.51
0.998 1841.5 2.81 2.89 2.90 2.92 3.23
0.998 2209.8 6.50 6.60 6.61 6.63 6.92
0.998 2578.1 10.82 10.89 10.89 10.92 11.20
0.999 1104.9 0.00 0.01 0.01 0.02 0.06
0.999 1473.2 0.10 0.13 0.13 0.14 0.18
0.999 1841.5 2.81 2.85 2.85 2.86 2.90
0.999 2209.8 6.50 6.55 6.55 6.56 6.60
0.999 2578.1 10.82 10.85 10.85 10.86 10.90
TABLE II
RESULTS FOR UNIT WEIGHTS
bound on the lost demand for the simple strategies.
Thus, it seems that optimized weights are also more
robust in less reliable networks, even if the optimiza-
tion did not take into account the link failures.
We can also remark that when enumerating more
states, the upper bound decreases much more rapidly
than the lower bound decreases. Getting a more accu-
rate upper bound than the total demand for states not
enumerated would be a way to improve the quality of
the results presented here for small values of p.
VI. CONCLUSION
We presented in this paper a method for computing
the expectation of the lost demand in a network op-
erated with the OSPF protocol, where links fail with
given independent probabilities. As it is #P-hard to
compute this measure, we approximate it by provid-
ing bounds obtained with partial enumeration.
From the results obtained, we can conclude that
OSPF weights optimized in order to reduce the con-
gestion in a fully operating network perform also bet-
ter in an unreliable network where links can fail.
However, our measure is only a rough approxi-
mation of the lost traffic, and an important direction
for future research is to improve this measure by us-
ing simulation tools modeling the exact behavior of
routers and their buffering strategies in a dynamic en-
vironment with time-sensitive demands. One of the
main obstacle to this kind of approach is the need for
a great amount of computing power as each state enu-
8Max. number of failures enumerated:
2 3 3 2
p Total demand LD  A  w  R  w  low R  w  low R  w  up R  w  up
(in % of the total demand)
0.990 1104.9 0.00 0.08 0.12 6.35 18.63
0.990 1473.2 0.00 0.14 0.20 6.43 18.68
0.990 1841.5 1.21 1.54 1.69 7.84 19.86
0.990 2209.8 4.83 5.17 5.33 11.25 22.83
0.990 2578.1 7.41 7.81 8.00 13.76 24.99
0.995 1104.9 0.00 0.06 0.07 0.75 3.94
0.995 1473.2 0.00 0.10 0.12 0.79 3.98
0.995 1841.5 1.21 1.45 1.49 2.16 5.28
0.995 2209.8 4.83 5.08 5.12 5.77 8.77
0.995 2578.1 7.41 7.70 7.75 8.38 11.29
0.997 1104.9 0.00 0.04 0.04 0.15 1.07
0.997 1473.2 0.00 0.06 0.07 0.18 1.10
0.997 1841.5 1.21 1.37 1.38 1.49 2.39
0.997 2209.8 4.83 5.00 5.01 5.11 5.98
0.997 2578.1 7.41 7.61 7.62 7.72 8.57
0.998 1104.9 0.00 0.03 0.03 0.05 0.37
0.998 1473.2 0.00 0.04 0.05 0.07 0.39
0.998 1841.5 1.21 1.32 1.32 1.35 1.66
0.998 2209.8 4.83 4.94 4.95 4.97 5.27
0.998 2578.1 7.41 7.55 7.55 7.57 7.86
0.999 1104.9 0.00 0.01 0.01 0.02 0.06
0.999 1473.2 0.00 0.02 0.02 0.02 0.07
0.999 1841.5 1.21 1.27 1.27 1.27 1.31
0.999 2209.8 4.83 4.89 4.89 4.89 4.93
0.999 2578.1 7.41 7.48 7.48 7.48 7.53
TABLE III
RESULTS FOR INVERSE CAPACITY WEIGHTS
merated would require a complete run of the simula-
tion, compared to a simple computation of shortest
paths and resulting flows in our approximation.
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