Abstract-Learning is the act of acquiring new knowledge or updating the existing knowledge about different types of information. Human being starts the learning process with a minimal knowledge and then expands the knowledge by adding new information to the existing knowledge. Thus it is possible to model the learning process as ontology modelling process and the research has been conducted to develop an automated ontological solution for continuous learning. The solution demonstrates a system which can learn and expand the knowledge somewhat similar to a human being. The system consists of three major functions named as knowledge extraction, knowledge comparison and knowledge integration. This approach consists of two main research components. The ontology construction mechanism of the system was designed with over 60% of expected accuracy and knowledge integration can be evaluated over 75% accuracy. This system can be used as the main learning process of any application.
I. INTRODUCTION
Learning is the acquisition of knowledge or skills through study, experience, or being taught. Learning is about actively making sense of the world around us by taking in new information, comparing it to our current understanding and negotiating meaning out of those interactions. The human mind is better equipped to gather information about the world by operating within it than by reading about it, hearing lectures on it, or studying abstract models of it. Human being starts the learning process with a minimal knowledge, and then expands the knowledge by adding new information and making a structure by comparing the existing and new knowledge. Human being constructs his knowledge by adding totally new concepts or expanding the already existing content. People have identified the importance of machines which can take over human tasks and intelligent and advanced systems have become popular with the development of the technology. Most of the intelligent systems work by obtaining expert knowledge from different sources.
There"s no automated methodology to gain and update existing knowledge somewhat similar to human knowledge acquisition. Knowledge acquisition and representation can be defined as crucial parts in learning.
Information available in different formats cannot be understood by a computer or a machine due to lack of a proper knowledge representation mechanism. It always requires more human effort in feeding the knowledge to the computers or the knowledgebase. Knowledge acquisition, knowledge representation and knowledge reasoning can be defined as key problems associated in automated AI systems.
Knowledge acquisition task is difficult and involves many problems, this is why it is sometimes denoted as the "knowledge acquisition bottleneck", as named by Feigenbaum [1] . This task is described as a bottleneck since it is very resource and time-consuming to elicit knowledge from experts, and experts often have a hard time expressing their knowledge explicitly, and some knowledge might not even be possible to express formally. Several researches have been carried out in last two decades to simulate the human learning inside machines to make them intelligent. Eva Blomqvist [2] introduced a pattern based mechanism to construct ontology while Ekaterina Ovchinnikova and Kai-UweKühnberger [3] suggested a mechanism to generate ontology by comparing with key words. Giannis Varelas, Epimenidis Voutsakis and Paraskevi Raftopoulou [4] have invented a method to detect similarities between semantically similar documents. Their research was based on the WordNet. Paul Buitelaar, Daniel Olejnikand MichaelSintek [5] proposed a proté gé plugin to automate the ontology creation process and Alexander Maedche and Steffen Staab [6] have presented a process of semi-automatic ontology learning from text. Mohamed Yehia Daha, Hesham A. Hassan and Ahmed Rafea [7] have presented an approach to generate ontology from text using semantic pattern-based approach. TextOntoEx [7] uses a semantic pattern based approach to convert text to ontology and it does not discover new relations other than the known contents. Most of the above mentioned efforts were semi-automated approaches and they have not focused on building a system which can learn automatically without human involvement.
Knowledge extraction and integration with the existing concepts are still under research. It is important to propose a common framework for knowledge representation that can be minimized the above mentioned problems for a certain extent. Ontologies have become the knowledge representation medium of choice in recent years for a range of computer science specialties including the Semantic Web, Agents, and Bio-informatics. In the context of knowledge sharing, Tom Gruber [8] uses the term ontology to mean a specification of a conceptualization.
Ontology is a description of the concepts and relationships that can exist for an agent or a community of agents. Ontological categories provide a means to classify all existing things, and the systematic organization of such categories allows to analyze the world that is made up by these things in a structured way [9] . Knowledge representation via ontology can be defined as a very successful mechanism to cover most of the objects and concepts in the real world.
There is a requirement of automating the learning process by constructing or modeling the ontology from the base level. If there is a way to construct and update the knowledge by integrating an ontology, it can be somewhat similar to the learning process of human beings. Human being constructs his basic knowledge and once he hear or learn new things, he will add them to the existing knowledge.
If there is a mechanism to update the knowledge in ontology by integrating new ontology, it will be useful for many applications. This process can be used as the main learning process of any application. Nevertheless still there is no successful mechanism to update and share knowledge by integrating two or more ontology. The research proposes a mechanism to update the existent knowledge by integrating new knowledge.
There are different learning strategies which are used by human beings to acquire and update their knowledge. Rote learning and meaningful learning can be defined as two main learning strategies. Rote learning is memorizing information so that it can be recalled by the learner exactly the way it was read or heard. The major technique used for rote learning is learning by repetition, based on the idea that a learner can recall the content. Meaningful learning is the concept that learned knowledge is fully understood to the extent that it relates to other knowledge. The system directly supports for both learning strategies when representing knowledge.
The aim of the research is to present an ontology based solution to automate the learning process of intelligent systems by constructing the knowledge from concepts and update the knowledge by expanding the existing content somewhat similar to a human being. Main research objectives are presenting ontology based solution to represent natural language concepts into meaningful ontology, development of a solution which starts the learning with minimal knowledge and eventually expands the knowledge without human involvement. Finally it is expected to automate the knowledge acquisition process of intelligent systems by embedding the Ontology Driven Continuous Learning Approach.
II. ONTOLOGY IN LEARNING
Ontology Driven Continuous Learning Approach is an application which is capable of representing knowledge similar to human knowledge representation. Human recognizes things by associating with known things and expand the knowledge. When learning new things the human being tries to identify the features, properties and relationships with other objects.
It is very difficult to identify important attributes, relationships among attributes, choosing the granularity of representation, representing sets of objects and finding the right structures to represent information.
Knowledge representation via ontology addresses all the problems of the knowledge representation. Ontology is a concept which can be used to model real word entities, their properties and relations among them in a taxonomic structure. The word "ontology" seems to generate a lot of controversy in discussions about Artificial Intelligence. It has a long history in philosophy, in which it refers to the subject of existence. It is also often confused with epistemology, which is about knowledge and knowing.
In the context of knowledge sharing, Tom Gruber [8] uses the term ontology to mean a specification of a conceptualization. Ontology is a description (like a formal specification of a program) of the concepts and relationships that can exist for an agent or a community of agents. This definition is consistent with the usage of ontology as set-of-concept-definitions, but more general. And it is certainly a different sense of the word than its use in philosophy. [10] In the context of computer and information sciences, ontology defines a set of representational primitives with which to model a domain of knowledge or discourse. The representational primitives are typically classes (or sets), attributes (or data properties), and relationships (object properties or relations among class members. Ontologies are specifications of concepts and relations among them. They play a central role in semantic web applications by providing a shared knowledge about the objects in real world, which promotes reusability and interoperability among different modules. Therefore the quality of the ontology should be the first concern in any semantic application.
The key role of ontologies with respect to database systems is to specify a data modeling representation at a level of abstraction above specific database designs (logical or physical), so that data can be exported, translated, queried, and unified across independently developed systems and services. Successful applications to date include database interoperability, cross database search, and the integration of web services [11] . Ontologies have become a major tool for developing semantically rich applications. Ontologies can be used for many different purposes, as described by McGuinness [12] ; to provide a controlled vocabulary, to customize and personalize search possibilities, to provide a structure from which to extend content, to perform word sense disambiguation, to provide interoperability support, and other similar tasks.
Learning can be seen as an ontological modeling process. Two different types of inputs can be provided to the system. The user can add a sentence or an already created ontology as input to the system. The system contains its existing knowledge about the area of Literature as the main ontology. The user can add a new concept or an ontology to the system. Once the system receives a new concept, the concept or sentence is divided into tokens. Then using the WordNet2.1 the system identifies the nouns, verbs, adjectives adverbs and synonyms for identified tokens. Then identified tokens will go through set of jape rules which valid with set of possible values. The system supports for rote learning strategy by matching with set of jape rules.
Then the system extracts the semantics of the new knowledge and tries to identify the content with known things.
If it couldn"t identify with known things, then tokenized inputs will go through set of rules to learn things by going through the rules.
Thereafter system categorizes the concept into objects, relationships, properties etc… and the knowledge or concept will be converted into an ontology. If user adds an ontology the system goes through the owl file and identifies the available classes, instances, properties and relationships among different objects. Afterward the system is capable enough to find the existence of knowledge and identifies existing content and totally new concepts. Then the system compares the new knowledge with the existing knowledge available in main ontology by checking the classes, instances, data properties and object properties. The system updates the knowledge by going through three processes. Three processes will be lexical matching, semantic matching and rule based matching mechanisms. Initially, the system checks the new content by matching with the existing content (classes) by comparing strings or lexicons, then semantically checks the data properties and object properties and instances of classes. Wordnet 2.1 is used to identify the synonyms and similarities of the content. Thereafter formulated rules are fired on top of the content to check the accuracy and possibility of the occurrence. In this stage both rote learning and meaningful learning strategy will be accomplished by going through lexicons, semantics and rules. Finally necessary modifications and integrations to the main ontology are done by extracting new knowledge from a given ontology. If the new knowledge is partially available, update the main ontology by expanding the current content. If the knowledge is totally new or unavailable, the system represents the knowledge in appropriate way somewhat similar to human learning. Finally the main ontology will be expanded by absorbing necessary classes, sub classes, instances, data properties and object properties.
Main ontology will be updated with the new concepts and the output will be the updated main ontology (existing knowledge) with integrated new knowledge. Fig. 1 elaborates the high level architecture of the system with the main modules and their functionality. 
III. METHODOLOGY
Ontology Driven Continuous Learning Approach consists of three main modules and each module contains set of sub components to fulfill the process of each module.
The system has been developed using the java programming language and on top of the jdk1.6.0 environment. NetBeans 6.8 was used as the integrated development environment. Gate 5.1 API, Word Net-2.1, Protege 4.1 and OWL API were used in the implementation stage.
A. Semantic Information Extraction Module
Semantic information extraction module is responsible for extracting the semantics of a given content. When the system receives a concept (a sentence or a paragraph), semantic extraction module will break the concept into tokens and tries to identify the known things. Tokenization and named entity recognition are done using the Gate API. GATE is distributed with an Information Extraction system called ANNIE, A Nearly-New IE system.
The tokeniser splits the text into very simple tokens such as numbers, punctuation and words of different types. Then Jape rules are applied on top of the tokenized input for the purpose of pattern matching over annotation. JAPE is a language for doing regular-expression-style pattern matching over annotations rather than text. Using the JAPE rules the system can easily identify the known things and related things. The rote learning mechanism is accomplished with the aid of jape rules. Once the system identifies a particular token, it will be stored in an item list and it will be recalled from the list similar to recalling things from the memory.
Then the system identifies unknown tokens and passes them to the WordNet2.1 library. WordNet identifies nouns verbs and synonyms of the tokens. The module contains rules to recognize classes, properties, instances and relationships by analyzing the tokens. Finally, the module creates ontology by examining the classes, properties and relating them together.
Set of rules are defined to identify the components of ontology. Sample set of rules are given below;  If the word is a noun given in the dictionary it is a class.  If the word is a verb it is an object property between subject and object.  If the word is an adjective it is a data property.  After the adjective or verb and a preposition, if there is a numerical value, it is an integer data property.
Martin Wickramasinghe born in 19XX
Born is a data property with the value 19XX.  After the adjective or verb and a preposition, if there is a string value, it is string data property.
Martin Wickramasinge lived in Koggala
Lives is a data property with the value Koggala  If the word is a specific noun (proper noun) it can be an instance of particular class E.g.: Madolduwa, Martin (Most probably they are not dictionary words)  If the word is a pronoun (it , he, she, they) navigate to the previous sentence" subject noun.
If user adds an ontology, this module goes through the owl file and identifies the available classes, instances, properties and relationships among different objects.
Basically this module is responsible of extracting knowledge from an ontology or concept by considering the
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semantics of the components.
B. Ontology Comparison Module
The main ontology can be defined as the brain of the system and it contains the basic structure about the domain.
It is important to identify the existing knowledge before integrate the new knowledge to the main ontology. After the update process main ontology will be saved and in the comparison module, main ontology will be compared in all aspects (classes, properties, instances and relationships) by analyzing semantics over existing knowledge and new knowledge. Finally ontology comparison module displays new knowledge which is not available in the main ontology.
C. Knowledge Integration Module
Knowledge Integration module was developed by using Protege 4.1 and OWL API libraries. It is important to identify the nature of new knowledge before integrating it to the main ontology. Knowledge integration module applies different learning approaches before the integration process. WordNet2.1 library is used to identify the synonyms and similarities with existing content. Then the new content will be integrated to the main ontology by applying different learning approaches such as pattern recognition (With knowing things), themes (rules) and association (by relating). The algorithm contains three sub algorithms to analyze words, finds meanings and to find the similarities. Knowledge integration algorithm works by considering two different aspects of ontology updating. First it does the lexical analysis and semantic analyses then finds the similarities and expands the knowledge tree. WordNet is embedded in the Semantic Analyzer function and it checks the synonyms of the words when it is considering the meanings of the concept. The brain of the system can be defined as the main ontology.
Knowledge Integration algorithm
Main ontology <Declaration> <Class IRI="#Author"/> </Declaration> <Declaration> <Class IRI="#Book"/> </Declaration> <Declaration> <Class IRI="#Fictions"/> </Declaration> <Declaration> <ObjectProperty IRI="#wrote"/> </Declaration> <Declaration> <NamedIndividual IRI="#Charles_Dickens"/> </Declaration> <Declaration> <NamedIndividual IRI="#Martin_Wickramasinghe"/> </Declaration> <Declaration> <NamedIndividual IRI="#Oliver_Twist"/> </Declaration> <SubClassOf> <Class IRI="#Fictions"/> <Class IRI="#Book"/> </SubClassOf> <ClassAssertion> <Class IRI="#Author"/> <NamedIndividual IRI="#Charles_Dickens"/> </ClassAssertion> <ClassAssertion> <Class IRI="#Author"/> <NamedIndividual IRI="#Martin_Wickramasinghe"/> </ClassAssertion> <ClassAssertion> <Class IRI="#Fictions"/> <NamedIndividual IRI="#Oliver_Twist"/> </ClassAssertion> <ObjectPropertyAssertion> <ObjectProperty IRI="#writes"/> <NamedIndividual IRI="#Charles_Dickens"/> <NamedIndividual IRI="#Oliver_Twist"/> </ObjectPropertyAssertion> </Ontology>
The user can add a new concept to the system. The concept will be tokenized and classes, sub classes, instances, properties and relationships are identified.
"Martin Wickaramasinghe wrote fictions and short stories. Madolduwa is a fiction written by Martin Wickramasinghe."
Then the system updates its knowledge by extracting the relevant concepts or adding totally new contents. Similarly the accuracy property identification and instance identification are evaluated. Property identification and instance identification was equivalent to 0.6.
In the ontology construction process, the accuracy is evaluated by considering three facts called identifying classes, instances and properties correctly.
Statistical analysis is based on thirty different sentences belong to different complexity levels.
Knowledge updating component is also evaluated by considering the correct integration of classes, instances and properties. Statistical analysis is based on thirty different ontologies belong to different complexity levels. Further accuracy is evaluated by considering three different identification mediums and statistical analysis results are shown in Table I . The system was successfully developed with all mentioned capabilities and the research components. The ontology construction mechanism introduced in the system was designed with over 60% of expected accuracy and knowledge integration can be evaluated over 75% accuracy.
V. CONCLUSION
Human knowledge expands similar to the expansion of branches of a tree and when a person acquires new information, branches will be grown along the relevant concept nodes. Most of them have not focused on manipulating the existing knowledge similar to human learning. Information available in different formats cannot be understood by a computer or a machine due to lack of a proper knowledge representation mechanism. It always requires more human effort in feeding the knowledge to the computers or the knowledgebase.
The research "Ontology Driven Continuous Learning Approach" opens up a new era in mankind by introducing an automated learning approach which can construct the knowledge by converting concepts into ontology and update the knowledge by integrating new concepts with the main ontology. The approach directly supports to two main learning strategies called rote learning and meaningful learning. Rote learning is memorizing information so that it can be recalled by the learner exactly the way it was read or heard.
There were few recognized challenges during the research process. Still people have the doubt on "Can technology replace human intelligence?" and it was a huge challenge to find out supporting related work and technology. Constructing ontology from the concept can be defined as the major challenge of the research. Understanding the natural language concept by removing ambiguities was one of the major research component associated with the system. Identification of necessary classes, instances and properties Since p value > 0.05 it does not reject H0 by grasping the semantics of the concept was a really challenging task.
The system achieves the objectives of the research by presenting ontology based solution to represent natural language concepts into meaningful ontology and start the learning with minimal knowledge.
Eventually it expands the knowledge without human involvement. The software is endowed with inventions involving in knowledge representation via ontology, which are still under research. Knowledge extraction, knowledge comparison and knowledge integration can be defined as three main functions of the system. This system can be used as the main learning process of any application and the knowledge will be easily manipulated in any intelligence system by embedding this system.
It is important to totally simulate the human learning by constructing ontology for a concept which contains any level of complexity. Increase the complexity of the concept by raising the number of sentences and comprehensive level can be declared as an extension to the research "Ontology Driven Continuous Learning Approach".
