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Abstract 
A class of elliptic problems arising from flows in porous media and composite ma-
terials contains several spatial scales. An additional small scale for the numerical 
simulation is required when high contrasts in media properties are encountered. 
These leads to difficulties in direct numerical simulation which requires tremen-
dous amount of computational cost. Therefore, it is common to use upscaled 
or multiscale methods to solve high contrast problems on the coarse grid. The 
main idea of these approaches is to capture the effect of the fine-scale features 
on the large scales without solving all the fine-scale features. We will review the 
upscaled and multiscale methods for high contrast problems. 
In this thesis, we study a new method to solve a special class of high contrast 
problems. Our approach is to decompose the high contrast problem into a couple 
of elliptic problems without high contrast coefficients and then capture the high 
contrast effect using the homogeneous Neumann boundary conditions on the in-
terface between the high contrast regions. In addition, direct iterative methods 
are often difficult due to the high contrast. A way to chose a preconditioner 
using the reduced contrast approximation and the multigrid method is presented 
to obtain a convergent sequence for the iterative methods. 
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摘要 
由多孔介質及合成物所形成的橢圓型PDE具有不同的空間尺度。當不同介質之 
間擁有很大差別的特性（high contrast )0f，需要使用更細小的尺度來找出準確 
的數值解，這樣會導致極大的運算量。因此，通常會使用放大尺度（Upscaled 




的PDE分解作一些不具有大差別（high contrast )的橢圓型PDE，再利用分界面 
上的諾伊曼邊界條件（Neumann boundary condition )捕捉大差別的特性。此 
外，直接對大差別的橢圓型PDE使用迭代法是十分困難。本論文將會利用減少 
差別近似法（reduced contrast approximation)及多重網格法（multigrid methods 
)構造出一個合適的預條件算子，使得迭代法易於收斂。 
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Chapter 1 
Upscaling methods for high 
contrast problems 
In this chapter, We discuss upscaling method in heterogeneous media with high 
contrast coefficient. In heterogeneous media, the direct numerical simulation of 
the elliptic equation, like standard finite element method, is difficult because of 
the fine scale heterogeneity in the media. To capture the fine scale information in 
the coefficient function, it requires very large amount of computer memory and 
CPU time which can lead to exceed the limit of today's computer resources. On 
the other hand, it is often sufficient to predict the large scale solutions to certain 
accuracy. With the high contrast coefficient, there are even more difficulties that 
we need to consider. We will first review the upscaling method and discuss a 
6 
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simplified method for upscaling composite materials with high contrast of the 
conductivity in [1 . 
1.1 Review on upscaling methods 
A common approach to solve the elliptic problem with multi-scale is to "scale up" 
the heterogeneous medium. Notice that the permeability, that is, the coefficients 
K{x) in the elliptic differential operator —V • {KV-), can be very oscillatory. The 
goal of upscaling media is to find an effective representation of the permeability 
on a coarse mesh so that the large scale solution on this coarse mesh can be 
correctly computed instead of using a fine mesh. Hence, the computational cost 
and CPU time are greatly reduced and the effective permeability on each coarse 
grid block can be used repeatedly. The main result of upscaling is often a block 
permeability in the sense that a constant tensor computed in each grid block. 
Consider the following mathematical problem: Let 0 C Find the function p^  
satisfying the elliptic equation with heterogeneous coefficients 
-V-(K{x,^)Vf(x)) = f{x), xeO, 
< (1-1) 
= X G 5 0 , 
\ 
where the source function f G L\Q), the boundary condition g G 如）and 
the symmetric and positive definite coefficient function K are given. Note that 
e is a small parameter indicating the small scales. We assume the medium is 
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periodic at the small scale, i.e. K{x, 
To solve (1.1) numerically, one need to cover O with the mesh consisting of finite 
number of grid blocks. It is known that an accurate solution is obtained if � e , 
where h is the size of grid blocks. However, if e is small, this requirement needs 
a large amount of numerical cost. As a result, the target of upscaling is to find a 
sufficiently accurate solution on a mesh size h > e. Therefore, our main idea is to 
replace K with the grid block permeabilities, K, a constant tensor defined on each 
grid block. Therefore, AT is a discrete quantity depending on the discretization 
of the medium. We want to find K such that it leads to a solution with desired 
accuracy on a coarse mesh. Moreover, one hope that K depends only on the 
heterogeneous permeability field K and the discretization of the medium so that 
it can be used for any source and boundary condition so that we can use the 
effective permeabilities repeatedly. 
It is well known, that for heterogeneous media, for which the heterogeneity length-
scale is small compared to some macroscopic length scale, we can have our desired 
K by extracting the effective property describing the media on the macroscopic 
length-scale. The mathematics framework in which this determination of K is 
carried out is the theory of homogenization ( see [2], [3]，[4] and [5] ). The grid 
size should be carefully selected so that The effective properties can be deduced 
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by solving suitable sets of "cell" problems on representative elementary volumes 
(REV) which should be sufficiently large domain to contain enough small scale 
information for a meaningful average and yet sufficiently small to reflect the large 
scale heterogeneity of the medium [6 . 
The effective grid block permeability K on each grid block V can be obtained by 
the following procedure: Find n linearly independent solutions Ui, i = 1,..., n of 
- V . (KVui) = 0， in V, 
< (1.2) 
Ui 二 Xi, on dV, 
\ 
where Xi is the i-th component of x 二 (xi, X2) and then compute 
Ke^ = (KVu^jv •= I KVuidoc (1.3) 
^ Jv 
where e^  denote the i-th unit vector and \V\ = meas{V). The Dirichlet boundary 
condition in (1.2) are one of the several choices for such cell problems. For a 
discussion about the advantages and disadvantages of using various boundary 
conditions, e.g. Dirichlet and Neumann, we refer to [5] and [7]. Suppose K is 
computed on all grid blocks, we have a piecewise constan upscaled permeability 
field. Assume V is a brick shaped, and that its faces are parallel to the coordinate 
plane. Then the upscaled solution can be obtained by solving 
- V . (A 'Vp( . t ) ) = / (x - ) , .T G N, 
< (1.4) 
p{x) — g{x), X G 
V 
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Notice that it is enough to choose the grid block mesh h for solving (1.4) numer-
ically since K is a. conatant tensor on each block. However, we can first see the 
estimate between the upscaled solution and the exact solution j f . For simplicity, 
we assume g 三 0 on the boundary. Also, we assume K is a sufficiently smooth 
function, say K G C^. 
Theorem 1.1. The following estimate holds 
- Ph < C,^ + C2h + Cse. 
h 
This theorem provide an evidence that we can solve the original elliptic equation 
using effective premeability. 
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1.2 Upscaling method with high contrast of the conduc-
tivity 
In this section, following [1], we will discuss high contrast of the conductivity in 
composite materials. We address the difficulties when there is a high contrast 
in K and give a simplified method for calculating the effective conductivity K 
(these could be effective permeability of poms media as well). Recall that we 
have to solve 
( 
- V . (KVih ) = 0, in V, 
< (1.5) 
Ui — Xi, on dV. 
\ 
Furthermore, we assume that this boundary value problem is a simplified model 
for the following engineering problem: The domain V is occupied by two ma-
terial constituents VM and V^, with a high disparity conductivity KM and KA, 
respectively (the subscripts m and a refer to "metal" and “air", respectively). 
We consider the case 
< 
Km = 1, e VM, 
K[x) = (1-6) 
Ka = ^： X G Va, 
\ 
where 5 � 1 . The large difference in the conductivities of the constituents as 
materials is referred as high contrast of conductivity. The analysis in this section 
can be extended to the case when Km = Km (工）and Km{x) is a function bounded 
from above and below or a uniformly positive definite and bounded matrix in V, 
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independent to 5. 
We assume that the composite materials/media is characterized by a high contrast 
of the conductivities of the constituents, a large volume fraction of the poorly 
conductive constituent and the highly conductive constituent forming a network 
with complex but known internal structure. Industrial metal and glass foams, 
fibrous metal and glass materials and mineral wools are the examples for such 
structure. 
There are several numerical difficulties to solve (1.5). First, the high contrast 
leads to ill-conditioned matrices with the usual discretization. Second, the com-
plex geometry may make a design of good preconditioners difficult. Thirdly, 
when the size of the REV tend to be large, which leads to very large numbers of 
unknowns in the discrete system. Therefore, in this section, we will discuss an 
alternative approach. 
This method relies on the following motivations: Firstly, the effective conductivity 
K can be written as 
Ke, = {KVu^)v = + (1.7) 
so that if Vui on V^ is bounded independent of 5, the first term will be 0{5). 
Secondly, the normal derivative of the solution is continuous across the interface 
between VA and VM- Intuitively, the normal component of the gradient in VM at 
the interface should be tends to zero as (5 ^ 0. Then it is natural to find the 
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restriction by using homogeneous Neumann boundary conditions on the 
interface S ：二 OVM 门 VA- Hence, we need to find UI\VJ^ in a smaller domain VM 
which is the solution of an elliptic problem with constant coefficients which leads 
to a much better conditioned discrete problem. 
Lemma 1.1. Let V be a Lips chit z domain with V = {VM U VA) \ dV, where VA 
and Vm are open sets with Lips chit z boundaries. Let g G Let u be the 
weak solution of the boundary value problem: 
- V . {K\/u{x)) = 0, X G Y, 
u{x) — g(x), X G dV. 
Then, for all 5 
||VHIl2� < c , (1.8) 
where C is a constant which may depend on the domains Vm and Va； the prop-
erties of their boundaries, etc., but is independent of 5. 
Proof. Let UE be the outer unit normal vector for Vfj, where E G {M, .4}. From 
the motivation, define VM and VA as follow: 
f 
-[\VM{X) = 0， X G VM, 
^ vjviix) 二 g(x)， X G dVjif n dV, 
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and 
( 
-Av^(x) = 0, x G Km, 
< VA[x)-=g{x), X G a\/M n dV, 
va[X) = VM(X), X G dVu n E. 
V 
Let be a function such that — vm and = va- For each cf) G we 
have 
/ KVv • V(t)dx 二 X ] / KeVve • V(f)dx 
= y ^ [ (since v is harmonic on the two domains) 
EeilU�抓EdnE 
N Qu 
=6 ———(f) da (by the interface condition on vm)-
JdVA 加A 
Also, we have 
/ KVu . V(f)dx 二 0. 
Jv 
Subtracting the above equations, putting cp = v _ u 6 / /q (K) and noting that 
K{x) > J in 1/ we have 
/ dV{v - u) • V{v - u) dx < / KV{v - u) • V[v - u) dx 
Jv Jv 
=5 [ — u) da 
JdVA 加'A 
. . d v A � A 1 Y — II I 
- driA H-2{dVA) H-^{dVA) 
< CS\\V{v — u)\\L'2iy^) 
< C^ll V(?； - 'u)\\L2{yy 
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Here we have used the Cauchy Schwarz inequality, the trace theorem, the Poincare 
inequality and the fact that r r - i/。,，� i s independent of 5. Thus, the result 
^^A H 2 [OVA) 
(1.8) follows by triangular inequality and v is independent of d. • 
The previous lemma plays a key role in the method as mentioned in the first 
motivation. For simplicity, for each path-connected component of the highly 
conductive domain (i.e. Vm) we have that its boundary has an intersection of 
non-zero measure with dV. We refer the general case (with an intersection of 
zero measure) to [1]. In order to make a clear presentation, from now on, we call 
"inclusion" a high-conductivity region whose intersection with the boundary is of 
zero measure, while we call “ channel" a high conductivity region with the inter-
section of non-zero measure with the boundary. Now, we first consider the case 
that the domain only contains channels. With same notation and assumption, 
we state the following theorem. 
Theorem 1.2. Assume further that each path-connected component of Vm to be 
a finite union of domains each of which is star shaped w.r.t. a ball. Then, 
{KVu)v 一 {KVv)v\ = 0{5), as 6^0. (1.9) 
Here and below | • | applied to elements from R" denotes some norm. 
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Proof. Similar to the proof in the previous lemma and the trace theorem, we have 
/ KV{v~u)-V{v-v)dx < 
J V 
< C ^ l l — 1 (since v — u has zero trace on dV) 
H 2 {oVm ) 
< C列•(” - u)\\HiidVM)-
Now, due to the assumption of Vm we apply Poincare inequality to have 
I • ( ” - u) . • ( ” -u)dx< - u)\\L2iy^y 
•JVm 
Thus, 
I I • ( … ) I I l 侧 = 哬 
By Poincare inequality again, 
\\{v-U)\\H^^v )^ = 0{5) . (1.10) 
By the trace theorem, 
ll(” 一 W l l ^ a 旧 = 哪 ) -
Similarly, since v — u\s harmonic in Va and has zero trace on dVA^dV, we obtain 
= 稱 
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Thus, by (1.10) and the above, it is straight forward to obtain (1.9). • 
Theorem 1.3. We have the approximation of {KVU)Y : 
\{Kyu)y — • 如 I = O ⑷ ， a s “ 0. (1.11) 
Note that (1.11) combined with (1.7) provides a way to compute an approximation 
of the effective conductivity tensor. 
Proof. We have, by the previous theorem, 
= + I � / < • ” � V — 
Also, 
{KVv)v = ( f "^vdx + S [ Vvdx 
^ \Jvm JVA / 
= + � � ( s i n c e v is independent of 6). 
Therefore, (1.11) has been verified. • 
A crucial point is the fact that the function v can be found by solving two sep-
arate problems with constant coefficients. Also, in [1], the general case, where 
Vm may have path-connected components which are，has been discussed. Those 
path-connected components of the high conductivity subdomain may be neglected 
when approximating the effective conductivity tensor K. Anyway, we can obtain 
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an approximation of K by computing in which 6 is not involved in 
the process. However, as mentioned before, this method is restricted to the geom-
etry of the media, that contains a large volume fraction of the poorly conductive 
constituent. 
Chapter 2 
Multiscale finite element methods 
for high contrast problems 
In this chapter, We first discuss the general framework of Multiscale finite element 
methods method MsFEMs in heterogeneous media with high contrast coefficient. 
Then, we will discuss the the multiscale basis functions that are designed for high 
contrast problems. In contrast to upscaling method, the multiscale method is 
systematic and self-consistent. Note that their range of applications is usually 
limited by restrictive assumptions on the media, such as scale separation and 
periodicity. For example, the local upscaling methods are difficult to implement 
for triangular grid blocks due to the difficulty in specifying the boundary condition 
for the fine scale problems. However, an extensive comparison between upscaling 
19 
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methods and MsFEMs has discussed in [8] and [19]. Many other approaches can 
be seen in [18] and [20 . 
2.1 Review on Multiscale finite element methods 
In this section, we consider the problem: Find the function p satisfying the elliptic 
equation with heterogeneous coefficients 
( 
- V • (K'(x-)Vp(.7；)) = /(.T), 
< (2.1) 
= g{x), X G dn, 
V 
where the source function f G the boundary condition g G and 
the symmetric and positive definite coefficient function K are given. Note that 
we do not assume the periodicity of K, i.e. less restriction compared to that of 
previous chapter. 
The main goal is actually the same as that of the upscaling method, i.e, to 
develop coarse spaces for MsFEMs that result in accurate coarse-scale solution. 
Instead of calculating the effective permeability, the main idea of the MsFEMs is 
to construct basis functions that are used to approximate the solution on a coarse 
grid. 
Let T丑 be a coarse-grid partition, where H denotes the size of the coarse grid. 
Consider the elliptic equations with homogeneous Dirichlet boundary condition. 
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The variational formulation of the problem is: Find u E such that 
a{u,v) = f{v) for all v G H^in). (2.2) 
Here the bilinear form a and linear functional f are defined by 
a(u,v) := / KVu • V f dx for all u,v E HQ{Q). 
Jn 
and 
f(v) := I fv dx for all v e H 她 . 
Jn 
Let 丁h be a fine partition, which is a refinement of T丑.Denote as the 
usual finite element discretization of piecewise linear continuous function with 
respect to the fine triangulation T" . Denote as the subset of with 
vanishing values on dVt. The Galerkin formulation of (2.2) is to find u G V^i^) 
such that 
a(u, v) = f{v) for all v G V^O). (2.3) 
In matrix form, Au = b, where we define 
u^Av = / KVu . Vv and v^h — / fv. 
Jn Jn 
Let {y i }^i the vertices of the coarse mesh T丹 and define the neighborhood of 
the node i/i by Ui = |J{rj G yi G Tj} and the neighborhood of the coarse 
element Kj by uj丁) = {r^ G T^; yi G f ] } . Then we introduce a set of coarse 
basis functions where N � i s the number of coarse basis functions which 
A Method for Elliptic Problems with High-contrast Coefficients 22 
are locally supported by uji. In each element 丁 G 7"丑，we define a set of nodal 
basis 二 1，..，cJ} with d being the number of nodes of the element. The 
restriction on r will be neglected when bases in one element are considered. 
Following [8], we define (pf^ ^ satisfies 
- V . (KVcpf^) = 0 in r G T^ . (2.4) 
Let ijj G r be the nodal points. We require (pf^ivj) = Sij. Therefore, the crucial 
part is to choose the boundary condition. We assume that the basis functions are 
continuous across the boundaries of the elements so that Vq ：= span{ ( / )严么 C 
One possible choice is to let the basis functions vary linearly along dr. 
If K is constant over r, the above local boundary value problem yields the usual 
hat linear function. We denote the corresponding space by 
Now, MsFEMs approximate the solution on a coarse space using Vq := span{(/)严工i 
as the finite dimensional space. The problem is: Find uq = Yl-cicfy^s such that 
a(wo, v) = F(y) for all VQ. 
In [9], It is proved that the multiscale method gives the same rate of convergence 
as the linear finite element method (FEM) when the small scales are well resolved, 
h � 6 . However, when h does no resolve the small scales, the multiscale method 
and the standard FEM behave very differently. The multiscale method gives a 
sufficiently accurate solution. As meeting our main goal, the multiscale solution 
captures the correct large scale solutions but the traditional one can not. 
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2.2 Local spectral basis functions 
There are several methods which have introduced to capture the high contrast 
problems. We will discuss some of the methods. In this section, we will modify the 
usual MsFEMs using local spectral basis function following [10] that are designed 
for high contrast problems. We start with initial multiscale basis functions. In 
this section, our goal is to complement this initial coarse space with additional 
basis functions that capture important features of the solution. To define the 
coarse space, we consider high contrast eigenvalue problem following [11]. For 
any D C we define the Neumann matrix A^ by 
v^A^w = f KVu • Vt;, for all v,w e V^{D), 
J D 
and the mass matrix of the same dimension M ^ by 
v^M^w = f Kmu, for all v,w e 
JD 
Consider the finite dimensional symmetric eigenvalue problem 
AD(j) = XM^cj). 
Denote its eigenvalues and eigenvectors by { A f } and { ip f } , respectively. The 
eigenvectors form an orthogonal basis of with respect to the M ^ inner 
product. Also, Af = 0. We order eigenvalues as a monotone increasing sequence. 
This problem corresponds to the approximation of the eigenvalue problem 
- V . (KVv) = XKv 
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in D with homogeneous Neumann boundary condition. In particular, we take 
D = Ui. It can be show that, for each ui, if the domain has m disconnected high-
conductivity regions, then there are m small, asymptotically vanishing, eigenval-
ues. This can be showed using min-max principles ( see [11], [12] and [13]). 
Let be a partition of unity subordinated to the covering {cji} such that 
X G and |Vxd < 去，^  = 1,..., Ny. Define the set of coarse basis functions 
by 
小二广零c , f o r I 二 1 , N ^ and I = 1,..., L ,^ (2.5) 
where i is the index of coarse nodes, I represents the l-th eigenvector corresponding 
to the domain Ui and Li is the number of eigenvalues that will be chosen for the 
node i. Denote the local spectral multiscale space by 
V^^S-spec ：二 ^^^^^^MS-spec, ^ 二 工，…，^  肌(1 I = 1, L j . (2.6) 
As mentioned above, the spectral basis functions represent all disconnected high-
conductivity components of the solution. Therefore, one can have a large number 
of basis functions if the number of separate high-contrast regions is large. This 
may lead to a very large dimensional coarse space. At the same time, that means 
we use several basis functions per coarse node which is completely different with 
the standard MsFEM. 
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2.3 Discussion for MsFEM with spectral multiscale basis 
functions 
First, we note that in Multiscale finite element methods, where one basis per 
nodes is used, the solution behavior in the high conductivity channels are strongly 
coupled by local boundary conditions. This can result to large errors because the 
channels outside the coarse-grid blocks may not be connected and depending on 
global boundary conditions the solution may have very different behavior in dis-
connected high conductivity channels. To see this, we may have an example. 
Consider a coarse grid block having three disconnected channels. Each channel 
are connected to the global boundary with different positions. Through varying 
the global boundary conditions, we expect to have different high-valued fluxes 
in these three high conductivity regions. However, Multiscale finite element ba-
sis functions with one basis per coarse node will have strong correlation among 
high-valued fluxes in these channels. More precisely, the edge of the coarse grid 
with two degree of freedoms can not recover the three different high-fluxes in the 
three channels. As a result, the solution with high-conductivity regions are not 
recovered accurately. Also, this fact can be observed from the numerical simu-
lations. There is the main reason why we use several basis functions per coarse 
nodes and why we use spectral basis functions because it is intuitively that the 
spectral basis functions which depends on the number of high conductivity re-
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gions provide us extra degree of freedoms to represent the high contrast behavior 
of the solution. In fact, both numerical and theoretical aspects have been done in 
10] to show the convergence rate of this method. The convergence rate in energy 
norm is proportional to ( / / / A * )】 "，w h e r e A* is proportional to the minimum of 
the eigenvalues that the corresponding eigenvectors are not included in the coarse 
space. Therefore the best way is to have a large eigenvalue with a small coarse 
space. 
In order to reduce the dimension of coarse space, we incorporate the informa-
tion in the isolated inclusions into one basis functions to reduce the number of 
eigenvectors we choose. Note that the standard multiscale space ] / 严 ] 饥 can 
not capture the behavior in the channels, but it can in the inclusions. Using this 
fact, we can propose a new eigenvalue problem such that the eigenvectors cor-
responding to small eigenvalues of this spectral problem represent the channels. 
Consequently, if initial basis functions capture the effects of small isolated inclu-
sions, the modified eigenvalue problem will have much fewer small eigenvalues. 
Here we briefly introduce the basis construction. Consider K given by 
1=1 
where 小 ^ yMS-Hn -g a standard multiscale basis function. We have the 
following homogeneous Neumann eigenvalue problem 
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Then we recognize the small eigenvalues and the corresponding eigenvectors. The 
basis functions are constructed by ^fs—im杯 Therefore, we obtained a reduced 
dimensional coarse space. 
Chapter 3 
Elliptic equations in 
high-contrast heterogeneous 
media 
In this section, We will discuss some results for multiscale methods for elliptic 
equations in high-contrast heterogeneous media. Notice that the extra difficulty 
present due to the high contrast property. It is possible to design a specific method 
to capture the high contrast in the media. Several works have been established, 
like Multiscale finiete element method for high contrast problems using local 
spectral basis function]. In this chapter, we will first discuss the work by Eric T. 
Chung and Yalchin Efendiev [14]. We will discuss the results theoretically with 
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proofs and apply the results to our study in the next chapter. 
3.1 Preliminaries 
In this section, we consider the following mathematical problem: Let O C 




p{x) = g{x), X e dQ, 
\ 
where the source function f G L�(Q), the boundary condition g G H ” � Q ) and 
the coefficient function k{x) are given. 
We specify the characteristics of k as follow. k{x) is a high contrast coefficient. In 
this section, we consider the cases where k = kfi where /c is a multiscale field with 
bounded variations and // is a piecewise constant function with disparate values. 
Assume that k is a continuous function. We further assume H = Hi U U P, 
where Oi C is a subdomain of Q and F 二 dQi is the high-contrast interface 
which is Lipschitz. Note that F is the interface of the two subdomains. Our 
analysis can extend to the case with multiple interfaces by applying the results 
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to each interface separately. We define 
( 
Moo? ^ G 仏， 
li{x) = (3.2) 
1, X e 
V 
where ",oo is a very large constant. Therefore, we are to solve 
- V . (MiVp) 二 / , in n, 
< (3.3) 
p = g, on dVt. 
\ 
Let n be the unit normal for T pointing from and 2^2. For simplicity, we 
indicate by pi the restriction to Qi, i — 1,2, of the solution of p to (3.3). 
It is well known that problem (3.3) is equivalent to the following coupled problem: 
—•.(A;Vp2) = f in O2, 
P2 = 9 on (9n2\r, 
< / ‘ 势 二樂 o n r , (3.4) 
Pi 二 P2 on r, 
- V • (k/LiooVpi) = f in Hi. 
V 
Define the jump as [A] = A2 — Ai. Hence, p satisfies the jump conditions (3.4)3 
and (3.4)4 on the interface F, i.e. 
dp 
p = 0 and a— — 0. on 
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Notice that it is natural idea to use the domain decomposition method by con-
sidering (3.4). There is a general framework for poms media. However, note that 
the high contrast cause a numerical difficulty in exchanging the information be-
tween the two domains (see (3.4)4). Therefore, we can see why the high contrast 
is the main characteristic in the elliptic equation. 
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3.2 Integral representation 
In this section, we are going to represent to the solution of the high-contrast 
problem using an integral equation for the normal jump of the solution gradient 
along the high-contrast interface is derived. We will state the main results and 
show the well-posedness of the integral equation in the next section. 
We define two functions po and pi by the following boundary value problems. 
(Remind that the subscript does not represent restriction.) Firstly, we define 
- V - ( W p o ) = - / in n (3.5) 
subjected to the boundary condition po = g and we use po to define 
- V • ( W p i ) = j J l ^ U ! ^ 华知 in O (3.6) 
//* an 
subjected to the boundary condition pi = 0. Here jj* is a function defined on F 
which will be determined. Note that 势 doesn't have jump across the interface. 
Our main idea is to prove that the combination po + Pi，where po and pi are 
defined by (3.5) and (3.6), is the solution of our target problem (3.4). We define 
p* = Po + Pi- Notice that, in Qi, 
- V . (KF I ^VP* ) = - / IOOV . ( W P O ) - A^ OOV . ( ^ V P I ) = /IOO . 丄 / + A^OO • 0 = / . 
Moo 
Similarly, we have the same result with /loo replaced by 1 in Vt). p* clearly 
satisfies the boundary condition on dQ and the jump condition (3.4)4. Therefore, 
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we would like to choose an suitable fi* in order to satisfy the the jump condition 
(3.4)3. If such jj* exists, by uniqueness, p* is the solution of (3.1). Hence, we can 
therefore drop the superscript, *，for 'p*. 
Note that 
_ d{po)] 「办o" ! , 「 办 i " ! ,1 、办0 i [ a'Pi' 
" i j =卜 ‘ j + r^l 二 ( � ) ‘ + r ^ . . 
We will find a ju* such that 
- 办 i " ! ^^ 、办 0 /O 
Multiply a test function 小 G Hq{Q) in (3.6) and integrate both sides over Vt” 
i = 1, 2. We have 
[kVp.-Vcj^dx- [ k ^ 小 da= f = 0 
九 1 Jr dn , Jni dn 
and 
/ j + i> 1 / j ， # … � � . 
By adding two equations, we obtain 
J + j k 瓷(j)da = 0 
'dpi' 二 1 - /ipo dpo (3 8) 
dn� /i* dn 
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From above, we know that fi* = [ 势 ] 丄 . . Thus, /i* is a weighted average 
of jJ,. 
Fix (f G il. Let G{x, be the Green's function, that is, 
- V . {kVG) = k6{x - 0 
subjected to the boundary condition G = 0. For all G il, we have the following 
representation 
Pi[0 = {l- f^oo)义 ^(x, 0 尝 去 dx = (1 - Moo) 1 (工,0尝吾 da. (3.9) 
Note that the integral is also defined when ^ G P. Let E{x, be the fundamental 
solution, namely, 
所工，0 二 - 去 I . - � . 
Define u = G — E. Using (3.7), (3.9) and layer potential theory [15], we have, 
for all € G r 
l + "oo .dpo 1 �2 f / 1 du 1 dpo 1 , .dpo 
Here the normal derivative of uj is taken with respect to ^ and the integral is on 
the X-variable. We simplify the above equation and write the normal jump of pi 
as 
称 尝 ， v e er . (3.10) 
A Method for Elliptic Problems with High-contrast Coefficients 35 
We have 
11 + Lioo f ( 1 (x — f.n) du 1 , dpo,� 
— p.v.I i ^ W + ‘ h = • ^ r . 
(3.11) 
Since po has zero normal jump, (3.11) is the integral equation for the normal 
jump of the solution gradient along the high-contrast interface. Also, /j* can 
be determined from (3.10) and (3.11). In the next section, we will show the 
well-posedness of this integral equation. 
By (3.10), we can write (3.6) as 
- V • (kVpi) = kzSr in Q (3.12) 
subjected to the boundary condition pi = 0. 
In conclusion, we show that the solution of the original equation with high con-
trast coefficients can be written using the solutions of partial differential equations 
(3.5) and (3.12) without high-contrast coefficients where the terms representing 
the high contrast appear as a source term (3.5). This is the main characteristics 
of such a formulation. 
This result suggests a possible modification in multiscale numerical methods. 
We can enrich our multiscale basis functions for the solution of the differential 
operator (V • {k{x)V-) with the basis functions represent the high contrast. First, 
PO can be approximated by the multiscale basis functions [8]. Namely, we have 
Po ^ where (pi are the multiscale basis functions for the solution of 
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the differential operator (V . (/c(x)V-). The high contrast problem differs from 
standard heterogeneous problems since we have the term pi to capture the jump 
associated with //• One may represent pi by djG{x, ^j), where are the 
Green's functions by considering several p o i n t s � o n F ( see (3.12)). Therefore, 
we have p ~ h Ci(f)i + Ylj djG�x, ^j). Coefficients q and dj can be computed by 
the standard finite element formulation on a coarser grid. 
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3.3 The well-posedness of the integral equation 
We will prove the existence of z in this section and follow the proof in [14 . 
We assume that 0 < A;o < < where k�and ki are constants, and k{x) 
is locally Holder continuous: there exists real numbers 0<a<l, d>0 and a 
uniform constant /c2 > 0 such that for any ^ G H, we have 
Now we discuss the to defined by a; = C — ^  in the previous section. Thus, for 
each ^ e n, cj(x, is the weak solution of 
( 
- V , . (kV工u) = - V , . m o - k(x))ViE), x g O , 
< 
LJ = —E, X G dQ. 
\ 
Here V^ denotes the differentiation with respect to x. Thus, satisfies 
[ k V 工 u . V 洲 x = [ \f(t) G H l i p ) . (3.13) 
Jn Jn 
We define R[x, as 
Jn 
We write D ( i ) = dist(^(9n). 
Lemma 3.1. R{x, is in with 
" ( 幼 I k , ) < 秘 a 丽 + + 
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Consequently, we have e //^(Q) for each ^ G H and 
kllm(Q) < + (工,011 丑 
Proof. 
For each 4> ^  H认 fl) , we have 
�/?,(/)�= [ {k[i)-k{x))VE -Vcfxix. 
Jn 
First, by the assumption on k and Cauchy Schwarz inequality, we have 
f (k{^)-k(x))VE-^(l)dx < k2 [ \^-x\''\VE-V(t)\dx 
Jb{^4) J B [ � 
< k2([ l^-xl^'^lVElUxf^MlnHn)-
JB{i4) 
By considering = ( 去 尸 ^ ! ^ and direct calculation, 
[ C - < (丄 )2 [ I C - xf^-^dx = • " S A . 
Jimd) — � 人 ( ⑶ 
Second, we have 
f (k{e,)-k(x))\/E-V(Pdx < 2/q( f \VE\''dx)^\(J)\\H^n)-
Notice that 
Thirdly, 
[ {k{0 — k(x))VE -Vc/^dx^ 2ki{ [ I•五|2dxy^WcPWH^n)-
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Again, note that 
[ [ I 厂工 1 - 2 化 ( ‘ ) 2 黑 . 
Jn\BmDiO) 271 Jn\BmD{0) 27r Z ； (《尸 
Combining results, we have 
〈 嚷 卜 『 ‘ + 1 ^ ⑩ 
Consequently, note that u is the weak solution of the boundary value problem. 
Therefore, we have u G and the estimate 
1 ^ 1 1 丑 1 ⑶ < + 丨 丨 丑 ( 不 ， < 0 1 1 丑 去 ( 如 ) ) . 
• 
Given / G there exists / G Hl {n ) such that 
Jn 
Lemma 3.2. Let f G Then the weak solution u of the boundary value 
problem: 
-V •{kVu) = kj\ X G O, 
u = 0, X ^ DVT 
can be represented by 
Jn Jn 
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Proof. 
For X G 50 , we have 
[ [ O f i O [ 0 ) / ( 0 d^ = 0. 
Jn Jn Jn Jn 
Write u*{x) := d^ + d^ For each 小 G //qH^), we 
have 
[kVu* •V(i)dx = f k(x)( [ 
Jn Jn Jn 
+ [ k{x){ [ VM^.OfiO dO-^x^pdx 
Jn Jn 
= [ / ( C ) ( f k{x)V,E(x, 0 • di 
Jn Jn 
+ f / ( 0 ( [ di 
Jn Jn 
= f m n o i f d^ (by 3.12) 
JQ Jn 
= [ m h m o d ^ -
Jn 
Therefore, by uniqueness, u = u*. • 
From now on, we will use the result in layer potential theory [15]. Note that 
u = G — E is symmetric. We define the following integral operators 
M O = P-v . 1 去 〈 二 I ? 咖 ) M 工、 
and 
/ O 
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Their adjoints are 
P i *功⑷= P _ v . [ — ” � V K 测 f l 
Jr 271 X - ^ ^ 
and 
Note that is an integral operator with a weak singularity. It is well-known [15 
that Pi : Hl(r) i/i(r) and P* : H - 冲 ) a r e compact and 
for all 0 e H'2{V) and cj) G l H ( r ) . 
Note that 奢 is continuous kernel on F. It is well known that P2 ： / /^(F)—> 
//臺（r) and P* : H--2{V) * ( r ) are compact and 
for all (j) G H ^ T ) and cj) G U - 印 ) . 
Theorem 3.1. Define B,, : H^T) H^T) and B； : H - 冲 ) H - 如 by 
」L——YU 2丄——/I 
Then B* is bijective. 
Proof. 
First, we show that B^ is injective. Suppose that = 0, for some (p G H^ (F). 
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For each ^ G we define 
/ 已 ^^ n ^ -pi n ^ 
T,~ da{x) = / 7 — d a { x ) + / -7—c/c7(a:). 
I dn^ Jy on：, Jr on^ 
By the layer potential theory, 
” 1(0 = - I m + P.v. i 去〈二丨；〉綱 da{x) + H da{x), f G P. 
Similarly, 
2^(0 = Im + p.v. I 去〈；-—y m da{x) + H m ^ e T. 
Thus V2 — vi = (j) on r . Moreover, by the layer potential theory, we have 
dv2 dvi 
^ = on r. 
on^ on^ 
Also, 
fiV2 — Vi = {1 — = 0, on r . 
Define a function u by 
< 
^1(3：), X G O I , 
u{x)= < 
fiV2(x), X e 
\ 
and a by 
• 




A Method for Elliptic Problems with High-contrast Coefficients 43 
Therefore, we have 
- V • (akVu) = 0 in 
u] = 0 on r , 
[增] = 0 onr, 
u = 0 on dQ. 
By uniqueness, w 三 0. Thus we have 小 二 ’"2 — "i = 0. Therefore the following 
operator 
is injective. By Fredholm's Alternative, the following operator 
is bijective. Clearly, is also bijective. • 
By above and the fact that 势 G f/~2 (P), we can conclude the following theorem. 
Theorem 3.2. The following integral equation 
is solvable. Consequently, we can determine fj* by (3.10). 
In numerical consideration, one possible approach to solve our target problem is 
to find ji* by solving this integral equation. The main difficulty is that Pq is hard 
to compute it numerically. The source term in the partial differential equation 
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for pi, that is will be very small in r^i. Therefore, it is intuitively to see that 
we cannot capture information of the original source term / in Hi. However, if 
f = 0 in Oi, this approach is still workable. We can outline this method below: 
(1) Compute the Green's functions for T by (offline); (2) Find po by solving the 
elliptic problem with the coefficients k{x) (see (3.5)); (3) find z by solving the 
integral equation; (4) find by the convolution of the Green's function with 
corresponding source term kzdr-
Chapter 4 
A numerical approach for the 
Elliptic equations in 
high-contrast heterogeneous 
media 
In this section, We will discuss the numerical method using a new approach 
suggested in the previous chapter. Our motivation comes from the upscaling 
method in chapter 1. 
45 
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4.1 Introduction 
For simplicity, we assume = 1 in general. Therefore, we will use mainly stan-
dard finite element method to solve partial differential equations instead of mul-
tiscale finite element methods (MsFEM). We will show some numerical examples 
after the explanation of the method. 
A major issue in numerical computations is that high contrasts lead to ill-conditioned 
matrices of the corresponding system arising in the discretization of the differ-
ential problem (3.3). In general, the condition number depends linearly on f i � . 
Therefore, we are required to use a fine grid to capture the high contrast effect 
in the heterogeneous media. 
It is remarkable that equation (3.5) and (3.12) are the elliptic equations without 
the high contrast coefficients. Therefore, we do not have the difficulty due to the 
high contrast coefficients as the condition numbers of the corresponding systems 
are independent of fi^. This suggests that the discretization of the differential 
operator will not lead to an ill-conditioned matrices. 
On the other hand, as mentioned in the previous chapter, we cannot capture 
information of the original source term f in Oi when finding po due to the presence 
of However, if / 0 in ili, this approach is still workable. In this chapter, 
we will present an new approach given that the condition f ^ 0 in Qi holds. 
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4.2 A new approach 
Now, we reformulate the equivalent problem as follow: 
- A p o = - / in n (4.1) 
subjected to the boundary condition po = g and 
-Api = z5r in Q (4.2) 
subjected to the boundary condition pi = 0. 
We discuss our approach based on the above equivalent problem. The first equa-
tion can be solved using the standard finite element method. Thus, po is com-
puted. 
The remaining issue is to find pi. One approach is designed to find z by solving the 
integral equation. Then we find pi directly by standard finite element formulation 
again. Note that the integral equation depends on the the normal derivative of 
Po across the interface. Thus, we are required to solve the problems step by step. 
Therefore, our main idea in our approach is to find pi without solving the integral 
equation. Most importantly, we want to solve the problem by using the similar 
idea in MsFEM. We represent z by the basis functions on the interface to extract 
global basis functions for the term pi which can be repeatedly used for different 
source terms and boundary conditions that is very important for porous media 
applications. 
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Let be a conforming triangulation. Let V^  be the finite element space of 
continuous, piecewise basis functions vanishing on the boundary with the basis 
((>1. Consider the discrete problem: Find pi^ G V^  such that 
I Vpu . ^h dx= I zvh da, W/^  G V^. (4.3) 
Jq Jr 
Now, we partition the interface F by Instead of finding the function z 
on the interface, we present our approach by approximating z ^ zh '•= ^^ oiii^i, 
where are the basis functions oii the interface F corresponding to the node 
{ C j ^ i . Then we consider M subproblems: For i 二 1 ,2 , . . . ,M, find p【）G Vq" 
such that 
f vrf^ - • ”"办=f V)兆如，yvh e (4.4) 
Jn Jr 
Note that p^ ^^  can be found directly. Notice that the above subproblems are 
independent to the boundary condition and source term. Also, we can obviously 
see that pi" = h ^iVii is the solution of (4.8) substituted z by the approximation 
ZH . 
Consider the jump condition of p, that is, 
dp dp 
Moo ^ 二 7 on 1 . 
Observe that the normal component of Vp in Qi at the interface should tend to 
0 as /ioo ^ oo. Therefore, hy p ^ po + Yl ^iV^il‘观 can solve ai by the equations, 
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for J = 1，2，...,M 
M o (z) 。 
Since we have found the numerical solution of pq and p^^, we can approximate 
the normal derivative by finite difference scheme. Then we can form the following 
linear system: 
Pa = 6, (4.5) 
where P is the M x M matrix with entries Pji = (xj), a = {cii)iii and 
M 
6 = ( - 勢 仏 ( 工 J ) ) • Again, the matrix P can be repeatedly used for different 
source term and boundary condition. 
Numerical experiment shows that the matrix P may not be invertible. It is 
because only the condition on the normal jump cannot uniquely determine the 
solution p and thus a. Hence, we can impose one more condition, namely, 
J zds = 0. 
Then we obtain (M + 1) equations with M unknowns and corresponding linear 
system 
Pa 二 h. (4.6) 
The outline of this approach is the following: 
(1) find po by solving the problem (4.7); 
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(2) find 'p��by solving M subproblems (4.4) (offline): 
(3) form the linear system (4.6) and find a; 
Then the solution to the original problem is given by p ^ po + Yld=i '^iV^l-
4.3 Discussion of the results 
There are several remarks from the outline. Firstly, in order to find p � a n d pi:), 
we will assemble the same stiffness matrix A for the differential operator —A.. 
Therefore, since the stiffness matrix is symmetric positive definite, we can first 
factorize the matrix by Cholesky factorization and then find the solutions with 
the corresponding load vectors. Secondly, as mentioned before, the condition 
number of the stiffness matrix A is independent to //oo- Also, we can see from the 
construction of P that the condition number of P is again independent of JIOO-
Thirdly, we may pre-calculate p(二) first since pj^ :) is independent to the boundary 
function g. We can still use the same p(二) when g is updated. In this case, we only 
require to solve po and a. By the same argument, we can also pre-calculate the 
matrix P. Therefore, once A,P and are computed, we can find po by (4.7). 
Then compute the normal derivative of po to form the R.H.S. of (4.6) using finite 
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different scheme. Finally, solve the system (4.6) to find a. In terms of numerical 
operations, We only solve two linear systems in total. 
This approach is more efficient if the number of interfaces is small since it is 
clearly that the number of subproblems increase as the number of interface. 
Now, we focus on the step (2). Recall H is the mesh size on the interface and h 
is the mesh size on the whole domain. One may choose H = h for the problem 
but this leads to a multitude of subproblems for finding p^) which require a large 
amount of computational cost in this step. Therefore, a natural idea is that H is 
a coarse mesh size and is a fine mesh size which are independent. Numerical 
experiments show that only small amount of nodes { t J 么 i is required to recover 
the behavior of the solution p on the interface. Therefore, in practice, we can use 
a small M so that only a small amount of linear systems in step (2) are solved. 
For example, we can always use the same M when h becomes small. With this 
choice of M, we find that the size of P is fixed and hence the cost for constructing 
P and solving the linear system are not numerically expensive. Most importantly, 
we only require to solve less subproblems. 
4.4 Numerical experiment 
In this section, we present some examples using our approach. We take O = 
(0,1)2. Let N be the number of subintervals in each axis direction. We subdi-
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vide each square into two triangles by connecting the lower-right and upper-left 
vertices. We assume that the boundary data of the global problem is taken to be 
g{x, y) = X on dCl. The subdomain is a square domain Hi 二 (0.3, 0.7)2. 
- V . ( / I (X )VP(X ) ) = 0, X G N, 
< 
p ( 工 ) = X e dn, 
\ 
In this case, since / 二 0, the value of f i^ doesn't affect the numerical solution 
by our method but we require that f i^ is large, say fioo = 10 .^ The numerical 
procedure consists of three steps. The first step is to find an approximation to 
Pq, where ])q is the solution of 
( 
—Apo - 0, in il, 
< 
Po = g, on dQ. 
V 
In this case, po can be found exactly, namely po = x, or by using standard finite 
element method. 
We denote by M the number of nodes on the interface and let { • � } be the set of 
standard linear finite element basis functions on the interface. Let be the 
set of standard linear finite element basis functions on the global domain. The 
second step is to find p (丄 ) b y solving 
/ Vp^il • Vvhdx = / iJiVh da, Mvh e V^. 
Jn Jr 
The third step is to solve the linear system Pa = where I) and b can be 
obtained by and po respectively. The numerical solution of the high-contrast 
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Figure 4.1: Left: the numerical solution of PQ. Middle: the numerical solution o / p ^ ) . 
Right: the numerical solution of pi. 
problem is p � o + [ h a 必 
We take N — 40. There may be two choices for M. The first one is chosen by 
using the same nodes generated by the fine grid on the interface (dropping the 
nodes at the corners of the square), i.e. M — 60. The second one is chosen 
independent of the size of fine grid h. We may take M = 12 and there are 3 
nodes on each side. 
In figure 1, we take TV = 40 and show the function po, Pil and pi. 
We plot the numerical solution of our approach with M = 12 and M = 60 and 
the solution using standard finite element method in Figure 2. We also compare 
the absolute error of the solution with M — 12 and by standard FEM (Left) and 
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Our melhod： M= 12 Our method: M= 60 
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Figure 4.2: Left: the numerical solution with M — 12. Middle: the numerical solution 
with M = 60. Right: the solution using standard FEM(N = 160/ 
that with M = 60 and by standard FEM (Right) in Figure 3. We use TV = 40 for 
our method and we use the solution by using finite element method with N = 160 
as the exact solution for comparison.. The relative error for M=12 is 0.0042 and 
the relative error for M=60 is 0.0032. 
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Absolute error; M=12 Absolut error; M=60 
0.12， 0 . 0 4 ) j 
0 .1、 .••V • : • ‘ . I 
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； 丨 • 1 i 
0.06、 0.02、 I； i i 
j l I 
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Figure 4.3: Left: absolute error (M 二 12). Right: absolute error (M = 60). 
In the second example, the boundary condition is changed to g{x, y) = xy. Also, 
we change our domain ili to a L-shaped region which is (0.3, 0.7)^/(0.5, 0.7)^. 
Again, we use TV = 40 for our method. The relative error for M=10 is 0.0033 
and the relative error for M=58 is 0.0003. The results are shown in Figure 4 and 
5. We see that the shape of the interface affect our method a very little amount 
(due to dropping more corners for L-shaped region). The solution is also true. 
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Ouf method: M=10 Our method: M=58 
0.8- 0.8、 
0.6. 0.6. 
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Figure 4.4: Left: the numerical solution with M — 10. Middle: the numerical solution 
with M 二 58. Right: the solution using standard FEM (N = 160). 
In the third example, we consider the case that we have two disconnected regions 
in n with a large / ^ � = 1 0 ^ . The two regions are (0.15,0.45)2 and (0.55, 0.85)^ 
We use TV = 40 for our method. Note that we take M二8 and M=44 on each 
interfaces. We use the same approach for each interface. The relative error for 
M=8 is 0.0062 and the relative error for M=44 is 0.0043. The results are shown 
in Figure 6 and 7. 
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Absolute error; M=10; Absolute error; IVI=58: 
0 . 1 、 0 . 0 4 ) 1 ‘ 
0.08- … j i 
003- i 
0.06- ： - ： 1 ： ： |1 
0.02- lj ‘ j!-
0.04- . . ^ ” 。 
0 0 0 0 
Figure 4.5: Left: absolute error (M = lOj. Right: absolute error(M 二 58j. 
Our method is not restricted by the assumption of the coefficients A:三 1. In the 
forth example, our model becomes 
- V • {k{x)fi{x)Vp{x)) = 0, .7； G fi, 
< 
p(x) = g{x), X G dVL, 
\ 
where k{x) is a continuous function on Vt. We take 
2 + sin{Tix) 
" 桐 = 2 + sm(7r:y) 
and 
g[x, y) 二 sin{2Tix‘y) + 2xy 
Our method is almost the same for this case. Note that the models of the solution 
Po and Pi are changed as 
-V- (A;V/?o) = - / • in n (4.7) 
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Ouf method; M= 6 Our method： M= 44 
0.8、 0,0. 
0.6. 0.6. 






0 0 � ‘ 2 
Figure 4.6: Left: the numerical solution with M = 8. Middle: the numerical solution 
with M 二 44. Right: the solution using standard FEM(N = 160�. 
subjected to the boundary condition po — g and 
— • . (kVpi) = in Vt (4.8) 
subjected to the boundary condition pi = 0. Thus the subproblems are also 
changed as: find by solving 
/ V M � . ^Vhdx - / •抓 da, \Jvh G V^. 
Jn Jr 
The interface is chosen as the same as example 1 for simplicity, that is = 
(0.3, 0.7)2. The relative error for M二 12 is 0.0053 and the relative error for M=60 
is 0.0046. he results are shown in Figure 8 and 9. 
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Absolute error; M=8 Absolute error; IVI=44 
.J.:. 
0 . 2 、 .. 0 . 1 2 ’ 
0 .1、 . . . . ! 』 . . 
0.15、 . 1； 
0 .08、 ： ,. i： 
0 .1、 0 . 0 6 - 'i 
。 ： 
0 0 0 0 
Figure 4.7: Left: absolute error (M — S). Right: absolute error(M — 44j. 
In the fifth example, we change our domain to a rhombus whose vertices are 
(0.2,0.5), (0.5,0.2), (0.8,0.5) and (0.5,0.8). All the conditions are the same as 
those in the example 4. This example shows that the nodes 仏 } taken on the 
interface is not necessary match the nodes taken on the global grid. The choice 
of grid of the global domain and that of the boundary curve on interface are 
independent. We use N = 160 for our method. The relative error is 0.0129 • The 
results are shown in Figure 10 and 11. 
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Our method: M=12 Our method; M=60 
!:.. A 
• 2) 
1.5- 1.5- -'?、. 






Figure 4.8: Left: the numerical solution with M = 12. Middle: the numerical solution 
with M = 60. Right: the solution using standard FEM(N — 160j. 





0.1、 !\ 0.03、 ！ • 
0 0 0 0 
Figure 4.9: Left: absolute error (M = 12). Right: absolute error (M 二 60/ 
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Our method; IVI=188 Standard FEM 
I k 
.‘ . 玄 : . 、 、 . ： 1 : . 
1 . 5 . :.」'::'::.,'〈..::’ 1 .5、 
1 - Z 、 1 、 …..：.,--.-..… 
^ ^ l ^ m f e f f l t S - ' ' ^ ' 0.4 0.4 ，,—,,，-0.2 丨 丨 0 . 2 
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Figure 4.10: Left: the numerical solution with M = 188. Right: the solution using 
standard FEM(N = 160；. 
Absolute error; M=188 
0.1 ^ 
0 . 0 8 、 V 
: i 
0 . 0 6 、 t . • •；- 丨 . IF. • 
0 - 0 4 、 
0 0 .2 
Figure 4.11: absolute error. 
Chapter 5 
A preconditioner for high 
contrast problems using 
reduced-contrast approximations 
In this section, we present an approach to construct a preconditioner for the high 
contrast problems. Usually, iterative methods for solving matrices corresponding 
to the high contrast problems possesses with a slow convergence rate due to 
the presence of the high contrast. The high contrast leads to an ill-conditioned 
matrix. We will present a good preconditioner which is independent of the high 
contrast using the reduced-contrast approximations. 
62 
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5.1 Reduced-contrast approximations for the solution of 
elliptic equations 
Following [14], we will first present an approximation for the solution of elliptic 
equations using reduced-contrast problems. Reduced-contrast problems can pro-
vide a coarse-scale description of the original problem. For simplicity, we assume 
that ko < k{x) < ki and the boundary data is zero. Some special treatment is 
needed for non-zero boundary conditions that involves minimal energy continua-
tion of the boundary condition to the spatial domain. 
We define 
1 1 
e = ^ ‘ 
Poo Moo 
where /3oo is the reduced contrast. 
Also, we define G Hl{Q) to be the original solution satisfying 
I kfiVp,, •\/(t>dx= [ f(t)dx, \f(j)e HliQ). (5.1) 
Jn Jq 
Moreover, we define pp G to be the reduced contrast solution satisfying 
/ k/SVpf^ •V(l)dx= 1 f(t)dx, V0 G (5.2) 
JQ Jn 
Theorem 5.1. There is a uniform constant C > 0 such that 
— PlMLHn) < (5.3) 
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Proof. Subtracting the equations (5.2) and (5.2), we have 
/ kjjVip^, — Pa) •V(/)dx= / k{/3oo — A^cjVp" • dx. 
Jn Jfii 
By /3oo — /ioo = -eMooAx), we have 
/ - pf3) - V(f) dx = - e / kf^oo^ioo^Vp . V^dx. (5.4) 
Jn Jvti 
Taking (f) = p^^ — pp, we obtain 
= -e k/Sool^oo^pp • - pf3) dx 
jQi 
< e/ii/d( f dx)^ [ kfi\V(p^ - dxy2 
Jni Jni 
i i 1 1 1 1 
< 城 险 明互VJO/JLLLSCROLLH"互VCP" — KS)||L2(N). 
Using the energy estimate < ||/||i/-i�)，we have 
1 1 1 1 
泛"'泛•(TV —/)/3)||L2 � 1) < 
1 
Dividing filo, we get 
1 1 
- < ep^WfWH'HQ)- (5.5) 
Let (jjQ G be the solution of 
- V , (/cVcJo) = 0, 111^2, 
cjq = 0 on ⑴Q 二 Pij — Pf3 — Zq on P, 
where zq = — Pp)叔 is the average of — pp over Then we have 
the estimate for UJQ 
1 1 
Ik^VuoWLHn^) < ^ WVn — Pp —勿 圣(i丫 （5-6) 
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Next we take the following 0 G //q(11) in (5.4), 
r 
Zo， X G Oi, 
/ iO )= < 
Pn-P(3- G Vt2. 
\ 
Since Zq is constant over fii, we have 
/ - Pfi) . -p /3 - ^o) dx = 0. 
JvL2 
Thus, 
Using the trace theorem and Poincare inequality for l^i, we have 
1 1 
-p^)||L2(n2) < 对 ll?V —P/3 —之oil丑hr) ( by (5.6).) 
1 
< - zoWmiQi) 
1 
< 对 c y i v b " — � 1) 
< (，)全 — � 1) 
< ( J ^ C W ^ i l l / l k - i 阶 ( b y (5.5).) 
By combining (5.5) and the above inequality, we get our required result. • 
Furthermore, we can view p" is a function of 六.As a motivation, the Taylor's 
expansion suggests that jo^ = p^ j + ( 六 一 � i + 0 ( ( 1 / " — I / / ? ) ” = P/3 + epi + 
0 ( ( l / / i - l//3)2) where pi is the first derivative of pp with respect to 1/(3 and 
Pi 二 —fi. Following this motivation and using the definition of pg, it suggests 
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that we define pi G Hq{Q) by 
/ .•(^TFO 二 — / k^lyvp-\/(t)dx, G (5.7) 
Jn Jni 
Then we can obtain the following theorem. 
Theorem 5.2. There is a uniform constant C > 0 such that 
- EPI) \ \MN) < (5.8) 
片0 
The proof of this theorem is skipped. These results suggest that one can approx-
imate the solution of the high-contrast problems by the solutions of the problems 
formulated in reduced contrast media. In [14], it is shown that we can obtain a 
rapidly converging sequence by further extending the approximations to higher 
order. This sequence possesses the convergence rate that is inversely proportional 
to the reduce contrast. One can design a numerical scheme to obtain the coarse-
scale solution based on the reduced problems. On the other hand, we will use 
this approximation as a motivation to construct the preconditioner to solve the 
high contrast problem. 
5.2 Review on multigrid methods 
We will briefly introduce the multigrid method in this section (See [16] and [17 
for detail). We start with the standard iterative scheme and illustrate the main 
idea of multigrid method. Consider the finite element discretization of the elliptic 
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equations. We will obtain a large sparse linear system of equations Au 二 /，where 
A is a n X n matrix. Iterative methods for solving this problem are formulated 
as follows 
= Mu��+ Nf. (5.9) 
where M and N are constructed in such a way that given an arbitrary initial 
vector u(o)，the sequence { l i … c o n v e r g e s to the solution u = A'^ f. It is well 
known that the method converges if and only if the spectral radius p[M) < 1. 
Defining the error of the solution at step u as e(") = n — w(")，iteration (5.9) is 
equivalent to 
二 Afe⑷ 
M is called the iteration matrix. The classical framework to construct M and N 
is based on splitting. One consider the regular splitting A = D — L — U where D 
is the diagonal part of the matrix A, and —L and —U are the strictly lower and 
upper parts of A respectively. One obtain the Gauss-Seidel(GS) iteration 
w…+1) = {D- L)-i[/u�-h(D- L ) - i / . 
It is well known that this method is characterized by global poor convergence 
rates, however, for errors whose length scales are comparable to the grid mesh 
size, they provide rapid damping, leaving behind smooth, longer wave-length 
errors. Numerical experiment and theoretical result show that this smooth com-
ponents are responsible for the slow global convergence rate. A multigrid scheme, 
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by employing grids of different mesh sizes, allows to solve all wave-length com-
ponents and provides rapid convergence rates. The multigrid method combines 
these two complementary schemes. The short wave length components of the 
error are reduced by standard iterative method like Gauss-Seidel schemes. As a 
result, the GS methods view as smoothers. On the other hand, the long wave 
length components of the error are effectively reduced by a coarse grid correction 
procedure. Due to the action of a "smoothing" process, it is possible to represent 
them as the solution of an appropriate coarser system. This step is called "re-
striction" . O n c e the coarser problem is solved, its solution is interpolated back 
to the fine grid to correct the fine grid approximation. The process continue to 
obtain a special iterative process. We will present the idea by introducing the 
twogrid scheme. 
After the smoothing process, we obtain an approximation Uh whose error e^ = 
Ufi — Uh is smooth. Thus, Ch can be represented oii a coarse space. Define the 
residual rh = fh — AhUh where A^ is the matrix corresponding to the differential 
operator on a fine grid. We need to express Ch as a solution of a coarse problem. 
Notice that AkC^ 二 Vh where Ch and Th are smooth. We define th = Ij^rh as the 
restriction of the fine-grid residual to the coarse grid, where /^f is a restriction 
operator (say injection). Then we define the coarsc problem 
= Th 
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with homogeneous Dirichlet boundary conditions. Here Ah represent the same 
discrete operator but relative to the grid with mesh size H. One can view that en 
is an approximation of e^ on a coarse grid with size H. Because of it smoothness, 
we can apply a prolongation operator /各 ( for example, linear interpolation) to 
transfer e~H to the fine grid. Then we update the function Uh by the following 
coarse-grid correction step 
uf^ = Uh + lien = + I^H^'H^h^heh. 
Let Sh is the smoothing iteration matrix and Ih is the identity on fine space. We 
view the whole process as an iteration and recall (5.9). Then the iteration matrix 
of the twogrid scheme is 
Mtg 二（/" - //fZ")才)， 
where v is the number of iteration for the smoother. It can be shown that 
the spectral radius of the iteration matrix p{Mtg) < 1 with sufficiently large v 
'17]. Note that the matrix In^li^h is clearly singular. Thus, we have p(Jh 一 
I^Aj / l f^Ah) > 1. This shows the importance of the smoothing process to obtain 
a convergent iteration. 
Notice that the twogrid method can be easily extended to multigrid methods with 
several levels by repeating the steps above. It can be parallelized readily and effi-
ciently. Notice that, in general, Ah and A^ are of different dimensions. Multigrid 
method can be view as a method to establish the relationship between the coarse 
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space and fine space. Also, we can view the matrix Ajj^ as a preconditioner with 
special setting under multigrid method. 
5.3 Preconditioning and numerical experiments 
Our motivation are come from the reduced approximations for the high contrast 
problems. As mentioned in the first section, the reduced contrast problems rep-
resent the coarse description of the solution of the elliptic equations. Therefore, 
one expect we can solve the reduced problems in a coarser space in order to 
reduce the computational cost. For simplicity, we only consider the first order 
approximation. Recall pp G to be the reduced contrast solution satisfying 
Jn Jn 
It leads to the matrix Af^  corresponding to the reduced-contrast differential opera-
tor with mesh size h. Therefore, our approach is to choose A^ as the matrix of the 
coarse problems in the multigrid method instead of A'^. Here A'k is the discrete 
operator corresponding to the high contrast problems in coarse grid. Therefore, 
we consider the following iteration matrix using reduced contrast approximation. 
M^a = ( 4 — —i//f (5-10) 
The numerical simulation shows that, with a small ly, we obtain a fast convergent 
sequence independent of the high contrast /i. In comparison, the standard item,-
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tive method is slow since the condition number of the iterative matrix is directly 
proportional to fi. We will present some numerical examples for our result. 
First we will see the example in one dimension problem. We want to solve 
d ( du 
- 石 
with the high contrast /ioo = 100 and zero boundary conditions. We choose the 
reduced contrast (3 = 10. We compare the results using three different methods. 
The first one is the Richardson iteration, namely the iteration matrix is 
Mr = I i A , 
where 71 is chosen such that the iteration construct a convergent sequence. The 
second one is the preconditioned Richardson method . Its iteration matrix 
Here 72 is to be decided and A^ is the matrix corresponding to the discretization of 
operator in fine grid with reduced contrast. Obviously, the comparison between 
first and second methods shows the action of the preconditioner A ^ The last 
method is to combine the reduced contrast problem and the multigrid method. 
We will use the iteration matrix M^q in (5.10) with a suitable parameter v. The 
grid in the three methods is chosen to be = 1/100. The coarse grid H is 1/50. 
Notice that one may choose a II to be coarser or design multigrid methods in-
stead of twogrid. To compare the result, we focus on the error term and consider 
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the equivalent iteration e 糾 = M e ^ . The initial guess in each iteration is wq = 1. 
The tolerance sets to be 10—4 and the criteria is ||e^ ||2 < tol. 
Parameter 71 Number of iteration 
Method 1{MR): 10—1 to 10—6 00 (diverge) 
10-7 over 10000 
Parameter 72 Number of iteration 
10-1 110 
Method 2 (MPR): 
10-2 1146 
10-3 over 10000 
Parameter v Number of iteration 
1 5 
Method 3 � M . r � - . 3 4 
10 3 
1000 3 
The results in method 1 and 2 show that the reduced contrast approximations can 
be used as preconditoner. You can see that the convergence rate is significantly 
faster. Note that we need to solve /if in this iteration. Although the reduced 
contrast leads to a better conditioned matrix, it may be computational expensive. 
Therefore, using a twogrid method can reduce the computational cost because we 
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only solve the coarse reduced contrast problem in each iteration. Note that the 
smoothing process, interpolation (linear interpolation ) and restriction (injection 
) i n multigrid method are not so computational expensive. 
On the other hand, the parameter u in the twogrid method can be easily chosen 
as the numerical simulation shows that we can choose v to be very small but 
nonzero. However, in method 1 and 2, we need a small parameter to ensure 
convergence which leads to a large number of iteration. Also, the parameter is 
difficult to be chosen but method 3 is easy. 
We may present the two dimensional problem. The result is similar. We want to 
solve 
- V • {^Vu) = f 
with zero boundary conditions. The grid sizes are changed to h — 1/20 and 
H = 1/10. All the other settings are the same as the example in dimension one. 
We have the following results. 
Parameter 71 Number of iteration 
Method 1{MR) : iQ-i to 10—6 00 (diverge) 
10-7 over 10000 
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Parameter 72 Number of iteration 
10—1 116 
Method 2 (Mp/j)： 
10-2 1210 
10_3 over 10000 
Parameter “ Number of iteration 
1 diverge 
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