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Abstract
Many applications give rise to structured matrix polynomials. The problem
of constructing structure-preserving strong linearizations of structured matrix
polynomials is revisited in this work and in the forthcoming ones [18, 19]. With
the purpose of providing a much simpler framework for structure-preserving lin-
earizations for symmetric and skew-symmetric matrix polynomial than the one
based on Fiedler pencils with repetition, we introduce in this work the families
of (modified) symmetric and skew-symmetric block Kronecker pencils. These
families provide a large arena of structure-preserving strong linearizations of
symmetric and skew-symmetric matrix polynomials. When the matrix poly-
nomial has degree odd, these linearizations are strong regardless of whether
the matrix polynomial is regular or singular, and many of them give rise to
structure-preserving companion forms. When some generic nonsingularity con-
ditions are satisfied, they are also strong linearizations for even-degree regular
matrix polynomials. Many examples of structure-preserving linearizations ob-
tained from Fiedler pencils with repetitions found in the literature are shown
to belong (modulo permutations) to these families of linearizations. In partic-
ular, this is shown to be true for the well-known block-tridiagonal symmetric
and skew-symmetric companion forms. Since the families of symmetric and
skew-symmetric block Kronecker pencils belong to the recently introduced set
of minimal bases pencils [17], they inherit all its desirable properties for numer-
ical applications. In particular, it is shown that eigenvectors, minimal indices,
and minimal bases of matrix polynomials are easily recovered from those of any
of the linearizations constructed in this work.
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1. Introduction
sec:intro
We consider in this work n× n matrix polynomials over an arbitrary field F
of the form
P (λ) =
d∑
k=0
Pkλ
k, with P0, P1, . . . , Pd ∈ F
n×n, (1) eq:poly
with some algebraic structure. In applications, the most relevant of these struc-
tures are:
• symmetric: Pi = PTi ; and skew-symmetric: Pi = −P
T
i ;
• palindromic: Pd−i = PTi ; and anti-palindromic: Pd−i = −P
T
i ;
• alternating: P (−λ) = P (λ)T or P (−λ) = −P (λ)T ;
together with their variants involving conjugate-transposition instead of trans-
position when F = C; see, for example, [31, 32, 33, 34] and the references therein.
Since the structure of a matrix polynomial is reflected in its spectrum, it is of
fundamental importance to exploit its structure in numerical methods to solve
polynomial eigenvalue problems [31]. Otherwise, it is well known that numerical
methods that ignore this may produce results which are meaningless in physical
applications [41].
The most common approach to solve the polynomial eigenvalue problem
associated with a matrix polynomial P (λ) is to linearize P (λ) into a matrix
pencil (i.e., matrix polynomial of degree 1). Linearization transforms the poly-
nomial eigenvalue problem into an equivalent generalized eigenvalue problem,
which can be solved using standard techniques such as the QZ algorithm [36].
One of the preferred approaches to develop structured numerical methods for
computing the eigenvalues of structured matrix polynomials is devising struc-
tured linearizations [31]. In practice, the most frequently used linearization to
solve a polynomial eigenvalue problem is the Frobenius companion form [14, 22].
However, Frobenius companion forms do no share in general the structure that
P (λ) might posses. Hence, finding linearizations that retain whatever structure
the matrix polynomial might possess is a fundamental problem in the theory of
linearizations [4, 5, 6, 7, 8, 9, 12, 25, 27, 31, 39, 38].
There are two main sources of structure-preserving linearizations in the liter-
ature. The first source is based on pencils belonging to the vector space DL(P ),
introduced in [30] and further analyzed in [24, 25, 26, 31, 38]. The pencils in
this vector space are easily constructible from the matrix coefficients of P (λ),
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and most of them are strong linearizations when P (λ) is regular. However,
none of these pencils is a strong linearization when P (λ) is singular [13]. The
second source is based on Fiedler pencils [3, 14] and its different generaliza-
tions [5, 7, 8, 9, 12]. Using the Fielder pencils approach, structure-preserving
strong linearizations for matrix polynomials of odd degree (regardless of whether
the matrix polynomial is regular or singular) have been constructed, as well as
structure-preserving strong linearizations for regular even-degree matrix polyno-
mials under some nonsingularity conditions (in particular, nonsingular leading
and/or trailing coefficients). Fiedler pencils are easy to construct from the coeffi-
cients of the matrix polynomial, they are always strong linearizations regardless
the matrix polynomial is regular or singular, and the eigenvectors, the minimal
indices, and the minimal bases of any Fiedler pencil and those of the matrix
polynomial are related in simple ways. However, proving all these results re-
quires considerable effort (for the different generalizations of Fiedler pencils the
proofs become much more involved).
To overcome most of the difficulties and drawbacks with the DL(P ) and
Fiedler approaches, we present a new approach to the problem of constructing
structure-preserving linearizations. To this aim, we will first identify two sub-
families of the recently introduced family of (strong) block minimal bases pencils
[17], namely, structurable block Kronecker pencils andmodified structurable block
Kronecker pencils, which, as we will show in a series of three papers [18, 19],
will provide a fertile source of structure-preserving strong linearizations of struc-
tured matrix polynomials1. However, the main goal of this and the forthcoming
papers [18, 19] is not only to provide new structure-preserving strong lineariza-
tions (nowadays plenty of them can be found in the literature), but to provide
a much simpler framework for structure-preserving linearizations with the very
important properties:
(i) they are easily constructable from the coefficients of the matrix polyno-
mials;
(ii) eigenvector of regular matrix polynomials are easily recovered from those
of the linearizations;
(iii) minimal bases of singular matrix polynomials are easily recovered from
those of the linearizations;
(iv) there exists a simple relation between the minimal indices of singular ma-
trix polynomials and the minimal indices of the linearizations, and such
relation is robust under perturbations;
(v) guarantee global backward stability of polynomial eigenvalue problems
solved via linearizations;
1This approach has been outlined in the recent reference [40] for matrix polynomials with
odd degree, where the authors construct one structure-preserving linearization for each of the
structure classes mentioned at the beginning of this introduction.
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(vi) they present one-sided factorizations (as those used in [23]), which are
useful for performing residual local (i.e., for each particular computed
eigenpair) backward error and eigenvalue conditioning analyses of regular
polynomial eigenvaule problems solved by linearizations [24, 26].
All these properties are inherited from the properties of the family of (strong)
minimal bases pencils, which have been proven in a clean, simple, and general
way in [17]. Additionally, we expect this set of structure-preserving lineariza-
tions to include (maybe modulo row/column permutations and sign changes)
most of the structure-preserving linearizations based on Fiedler pencils [3, 4,
5, 7, 8, 9, 10, 12, 42], so these works provide a simplifying approach to Fiedler
pencils theory.
The focus of this work is on symmetric and skew-symmetric linearizations
of, respectively, symmetric and skew-symmetric matrix polynomials. In words,
given a symmetric or skew-symmetric matrix polynomial, we introduce a new
approach to construct pencils
L(λ) = λL1 + L0 with L
T
1 = σL1 and L
T
0 = σL0,
that are strong linearizations of P (λ), where σ = 1 corresponds to the symmet-
ric case and σ = −1 to the skew-symmetric case. These strong linearizations
will be obtained from our first examples of (modified) structurable block Kro-
necker pencils, namely, (modified) symmetrizable and skew-symmetrizable block
Kronecker pencils. We will also show that many examples of symmetric and
skew-symmetric linearizations in the literature are (modulo permutations) in-
cluded in these sets of block Kronecker pencils. In particular, this is shown to
be true for the famous block-tridiagonal symmetric and skew-symmetric com-
panion forms in [3, 4, 34]. The palindromic and anti-palindromic cases will be
considered in the second part of this series of papers [18], while the alternating
cases will be considered in the third part [19].
The rest of the paper is organized as follows. In Section 2 we set the no-
tation and review the basic definitions and required results used in the pa-
per. In Section 3, we revisit the recently introduced family of dual minimal
bases pencils. Then, in Sections 4 and 5 we identify two subsets of the dual
minimal bases pencil family, namely, symmetric block Kronecker pencils and
skew-symmetric block Kronecker pencils. These two sets will be used to con-
struct (i) structure-preserving linearizations of symmetric or skew-symmetric
odd-degree matrix polynomials that are strong regardless of whether the matrix
polynomial is regular or singular, and (ii) structure-preserving linearizations for
regular even-degree symmetric or skew-symmetric matrix polynomials provided
that their leading or trailing coefficients are nonsingular. In Section 6 we show
how to adapt our techniques to construct structure-preserving linearizations for
Hermitian or skew-Hermitian matrix polynomials. In Section 7, we show how to
recover eigenvectors, minimal bases, and minimal indices of a matrix polynomial
from those of any of its linearizations obtained from (modified) symmetric or
skew-symmetric block Kronecker pencils. Finally, conclusions and future work
are presented in Section 8.
4
2. Auxiliary results, definitions, and notation
sec:basic
Throughout the paper we use the following notation. We denote by Iℓ the
ℓ× ℓ identity matrix, and by 0 we denote the zero matrix, whose size should be
clear from the context.
Consider a np×np matrix A partitioned into p× p blocks of size n×n, and
denote by Aij the (i, j)-block-entries of A. Then, we define the sum of the block
entries of A, denoted by su(A), by
su(A) :=
p∑
i,j=1
Aij ,
which is an n × n matrix. Additionally, given another np × np matrix B
partitioned into blocks Bij conformable with those of A, we define the block
Hadamard product, denoted by A⊙B, byA11 · · · A1p... . . . ...
Ap1 · · · App
⊙
B11 · · · B1p... . . . ...
Bp1 · · · Bpp
 :=
A11B11 · · · A1pB1p... . . . ...
Ap1Bp1 · · · AppBpp
 .
Notice that for n = 1 the block Hadamard product reduces to the standard
Hadamard product of two matrices.
Given an arbitrary field F, we denote by F[λ] and F(λ), respectively, the
ring of polynomials and the field of rational functions with coefficients in F in
the variable λ. The set of m × n matrices with entries in F[λ] (resp. F(λ)) is
denoted by F[λ]m×n (resp. F(λ)m×n). The algebraic closure of F is denoted by
F.
A matrix P (λ) ∈ F[λ]m×n is called an m×n matrix polynomial. If n = 1 we
also refer to P (λ) as a vector polynomial. The matrix polynomial P (λ) in (1) is
said to have degree d if Pd 6= 0 and Pd+j = 0, for j > 0. The degree of a matrix
polynomial P (λ) is denoted by deg(P (λ)). A number g ≥ deg(P (λ)) is called the
grade of P (λ) if P (λ) is expressed as P (λ) =
∑g
k=0 Pkλk, with Pd+1, . . . , Pg = 0.
Throughout this paper when the grade of P (λ) is not explicitly stated, we
consider its grade equal to its degree. A matrix polynomial of degree 1 is called
a matrix pencil. For k ≥ deg(P (λ)), the k-reversal matrix polynomial of P (λ)
is
revk P (λ) := λ
kP (λ−1).
When k = deg(P (λ)), we sometimes write revP (λ) instead of revd P (λ). In
Lemma 2.1 we state a very simple relation between eigenvalues and eigenvectors
of a matrix polynomial and its reversal, where we regard 0 and∞ as reciprocals.
lemma:rev Lemma 2.1. Let P (λ) = λkPk ∈ F[λ]n×n be a regular matrix polynomial.
Then (λ0, v) is an eigenpair of P (λ) if and only if (1/λ0, v) is an eigenpair
of revd P (λ).
The concept of block-transposition and block-symmetric matrix polynomials
play a role in some of the developments in this work (for properties of the block-
transposition operation see [28, Chapter 3]).
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def:block_transpose Definition 2.2. Let H(λ) = [Hij(λ)] be a block r × s matrix polynomial with
m×n blocks Hij(λ). The block-transpose of H(λ) is the s×r block matrix poly-
nomial H(λ)B with m× n blocks defined by (H(λ)B)ij = Hji(λ). Additionally,
we say that the matrix polynomial H(λ) is block-symmetric if H(λ)B = H(λ).
A matrix polynomial P (λ) is said to be regular if P (λ) is square (m = n)
and detP (λ) is not the identically zero polynomial. Otherwise, the matrix
polynomial P (λ) is said to be singular (note that this includes all rectangular
matrix polynomials m 6= n). For the eigenstructure of a matrix polynomial we
will follow the same notation and definitions as in [11, Definition 2.17]. We
recall that the complete eigenstructure of a matrix polynomial is its finite and
infinite elementary divisors, together with its left and right minimal indices.
When a matrix polynomial P (λ) ∈ F[λ]m×n is singular, there may exist vec-
tors polynomials x(λ) ∈ F(λ)n×1 and y(λ)T ∈ F(λ)1×m such that P (λ)x(λ) =
y(λ)TP (λ) = 0. This motivates the following definition.
Definition 2.3. The left and right nullspaces of a singular matrix polynomial
P (λ) ∈ F[λ]m×n, denoted by Nl(P ) and Nr(P ), respectively, are the vector
spaces
Nl(P ) :={y(λ)
T ∈ F(λ)1×m such that y(λ)TP (λ) = 0},
Nr(P ) :={x(λ) ∈ F(λ)
n×1 such that P (λ)x(λ) = 0}.
It is not difficult to show that it is always possible to find bases for Nl(P )
and Nr(P ) consisting entirely of vector polynomials. The order of a vector
polynomial basis is defined as the sum of the degrees of its vector polynomials
[20, Definition 2]. Among all the possible polynomial bases of Nl(P ) and Nr(P ),
we are interested in the ones with least order.
Definition 2.4. [20, Definition 3] Let V be a subspace of F(λ)n×1. A minimal
basis of V is any polynomial basis of V with least order among all polynomial
bases.
Minimal bases of Nl(P ) and Nr(P ) are not unique, but the order list of the
degrees of the vector polynomials in any minimal basis of Nl(P ) and Nr(P ) is
always the same. This motivates the following definition (see [20, Definition 4]).
Definition 2.5. Let P (λ) be an m × n singular matrix polynomial, and let
{y1(λ)T , . . . , yq(λ)T } and {x1(λ), . . . , xp(λ)} be minimal bases of Nl(P ) and
Nr(P ), respectively, ordered such that deg(y1(λ)) ≤ · · · ≤ deg(yq(λ)) and
deg(x1(λ)) ≤ · · · ≤ deg(xp(λ)). Let µj = deg(yj(λ)), for j = 1, 2, . . . , q, and
ǫj = deg(xj(λ)), for j = 1, 2, . . . , p. Then, µ1 ≤ · · · ≤ µq and ǫ1 ≤ · · · ≤ ǫp are,
respectively, the left and right minimal indices of P (λ).
To work in practice with minimal basis we introduce the following definitions,
where by the ith row degree of a matrix polynomial Q(λ) we denote the degree
of the ith row of Q(λ) (see [15, Definition 2.3]).
6
def:rowreduced Definition 2.6. Let Q(λ) ∈ F[λ]m×n be a matrix polynomial with row degrees
d1, d2, . . . , dm. The highest row degree coefficient matrix of Q(λ), denoted by
Qh, is the m× n constant matrix whose jth row is the coefficient of λdj in the
jth row of Q(λ), for j = 1, 2, . . . ,m. The matrix polynomial Q(λ) is called row
reduced if Qh has full row rank.
The following theorem is a useful characterization of minimal bases. This
theorem was originally proved in [20, Main Theorem-Part 2, p. 495], though
the statement we present here can be found in [16, Theorem 2.14].
thm:minimal_basis Theorem 2.7. The rows of a matrix polynomial Q(λ) ∈ F[λ]m×n are a minimal
basis of the rational subspace they span if and only if Q(λ0) ∈ F
m×n
has full
row rank for all λ0 ∈ F and Q(λ) is row reduced.
Remark 2.8. Most of the minimal bases appearing in this work are arranged
as the rows of a matrix. Therefore, throughout the paper, with a slight abuse
of notation, we say that an m×n matrix polynomial (with m < n) is a minimal
basis if its rows form a minimal basis of the rational subspace they span.
The concept of dual minimal bases plays an important role in this paper and
is introduced in Definition 2.9.
Definition 2.9. [15, Definition 2.10] Two matrix polynomials L(λ) ∈ F[λ]m1×ndef:dualminimalbases
and N(λ) ∈ F[λ]m2×n are called dual minimal bases if L(λ) and N(λ) are both
minimal bases and they satisfy m1 +m2 = n and L(λ)N(λ)
T = 0.
Remark 2.10. We will sometime say “N(λ) is a minimal basis dual to L(λ)”,
or vice versa, to refer to matrix polynomials L(λ) and N(λ) as those in Defini-
tion 2.9.
The following examples illustrates the concept of dual minimal bases (Ex-
ample 2.11 can be also found in [17, Example 2.6]). The dual minimal bases in
these examples will play a crucial role in the developments of this paper.
ex-L-Lamb Example 2.11. Consider the following matrix polynomials:
Lk(λ) :=

−1 λ
−1 λ
. . .
. . .
−1 λ
 ∈ F[λ]k×(k+1), (2) eq:Lk
and
Λk(λ)
T :=
[
λk · · · λ 1
]
∈ F[λ]1×(k+1), (3) eq:Lambda
where here and throughout the paper we occasionally omit some, or all, of
the zero entries of a matrix. Theorem 2.7 guarantees that Lk(λ) and Λk(λ)
T
are minimal bases. Additionally, Lk(λ)Λk(λ) = 0 holds. Therefore, Lk(λ) and
Λk(λ)
T are dual minimal bases. Also, from [17, Corollary 2.4] and the properties
of the Kronecker product we get that Lk(λ)⊗ Ip and Λk(λ)
T ⊗ Ip are also dual
minimal bases.
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ex-L-Lamb2 Example 2.12. Consider the following matrix polynomials:
L̂k(λ) :=

0 −1 λ
0 −1 λ
...
. . .
. . .
0 −1 λ
 ∈ F[λ](k−1)×(k+1) (4) eq:Lk2
and
Λ̂k(λ)
T :=
[
1 0 · · · 0 0
0 λk−1 · · · λ 1
]
∈ F[λ]2×(k+1). (5) eq:Lambda2
Theorem 2.7 guarantees that L̂k(λ) and Λ̂k(λ)
T are minimal bases. Since
L̂k(λ)Λ̂k(λ) = 0 holds, the matrix polynomials L̂k(λ) and Λ̂k(λ)
T are dual
minimal bases. Then, from [17, Corollary 2.4] and the properties of the Kro-
necker product we get that L̂k(λ) ⊗ Ip and Λ̂k(λ)T ⊗ Ip are also dual minimal
bases. Additionally, notice that although rev L̂k(λ) rev Λ̂k(λ) = 0 holds, the
matrix polynomials rev L̂k(λ) and rev Λ̂k(λ) are not dual minimal bases (since
rev Λ̂k(λ) is not a minimal basis). However, we can easily find a dual minimal
basis to rev L̂k(λ). Indeed, such a basis may be
Λ˜k(λ)
T :=
[
1 0 0 · · · 0
0 1 λ · · · λk−1
]
∈ F[λ]2×(k+1). (6) eq:Lambda3
Also, from [17, Corollary 2.4] and the properties of the Kronecker product, we
get that rev Λ̂k(λ)⊗ Ip and Λ˜k(λ)T ⊗ Ip are dual minimal bases.
An m × m matrix polynomial U(λ) is said to be unimodular if detU(λ)
is a nonzero constant. Two matrix polynomials P (λ) and Q(λ) are said to be
strictly equivalent if there exist nonsingular constant matrices E and F such that
EP (λ)F = Q(λ) In addition, the matrix polynomials P (λ) and Q(λ) are said to
be unimodularly equivalent if there exist unimodular matrix polynomials U(λ)
and V (λ) such that U(λ)P (λ)V (λ) = Q(λ), or extended unimodularly equivalent
if U(λ) diag(Is, P (λ))V (λ) = diag(It, Q(λ)), for some natural numbers s, t (see
[11, Definition 3.2]). We recall that strict equivalence preserve size, degree, and
all the spectral structure –finite and infinite– and all the singular structure of
matrix polynomials. By contrast (extended) unimodular equivalence preserves
only (size), dimensions of the left and right null spaces and the finite spectral
structure of matrix polynomials.
Finally, we recall the definition of (strong) linearization and (structured)
companion form. For linearizations, we will follow the definition in [11, Defini-
tion 3.3(a)], which is based on the concept of spectral equivalent matrix poly-
nomials [11, Definition 3.2(b)].
def:linearization Definition 2.13. A linearization of a matrix polynomial P (λ) is a pencil L(λ) =
λB+A such that there exist two unimodular matrix polynomials U(λ) and V (λ)
satisfying
U(λ)L(λ)V (λ) =
[
Is 0
0 P (λ)
]
,
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for some natural number s. In addition, the pencil L(λ) is said to be a strong
linearization if revL(λ) = λA+B is a linearization of revP (λ).
We recall that the key property of any strong linearization L(λ) of P (λ) is
that L(λ) preserves the finite and infinite eigenstructure of P (λ) as well as the
dimensions of the right and left null spaces of P (λ) (see, for example, [11]). On
the other hand, it is well known that linearizations may change right and left
minimal indices arbitrarily [11, Theorem 4.11].
In numerical applications, it is very important to be able to construct lin-
earizations without performing any arithmetic operation, which may introduce
errors that do not exist in the original problem. For this reason, in this work not
only we are interested in strong linearizations of matrix polynomials, but also
in companion forms and structured companion forms for matrix polynomials.
Definition 2.14. ([11, Definition 5.1] and [29, Definition 7]) A companion formdef:companion
for degree-d matrix polynomials is a uniform template for building a pencil CP
from the data of any matrix polynomial P (λ) of degree d, using no matrix oper-
ations on the coefficients of P (λ). CP should be a strong linearization for every
P (λ) of degree d, regular or singular, over an arbitrary field F. Additionally,
we say that CP is a structured companion form for structure class S if it is a
companion form with the additional property that CP ∈ S whenever P (λ) ∈ S.
Remark 2.15. Notice that Definition 2.14 implies that if a strong lineariza-
tion L(λ) of a matrix polynomial P (λ) =
∑d
k=0 Pkλ
k is constructed using block
entries of the form
λBij +Aij = λ (βijPℓ) + αijPt, (7) eq:M_block_entry
for some constants αij , βij and natural numbers ℓ, t, then L(λ) is a companion
form for degree-d matrix polynomials..
3. Strong minimal bases pencils
sec:pencils
In this section we revisit the family of strong minimal bases pencils recently
introduced in [17].
Definition 3.1. [17, Definition 3.1] A matrix pencildef:minlinearizations
L(λ) =
[
M(λ) K2(λ)
T
K1(λ) 0
]
(8) eq:minbaspencil
is called a block minimal bases pencil if K1(λ) and K2(λ) are both minimal
bases. If, in addition, the row degrees of K1(λ) are all equal to 1, the row
degrees of K2(λ) are all equal to 1, the row degrees of a minimal basis dual to
K1(λ) are all equal, and the row degrees of a minimal basis dual to K2(λ) are
all equal, then L(λ) is called a strong block minimal bases pencil.
A surprising property of any (strong) block minimal bases pencil is that it is
a (strong) linearization of a certain matrix polynomial expressed in terms of the
pencil λB+A and any dual minimal bases of K1(λ) and K2(λ). More precisely,
we have the following theorem.
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Theorem 3.2. [17, Theorem 3.3] Let K1(λ) and N1(λ) be a pair of dual minimalthm:blockminlin
bases, and let K2(λ) and N2(λ) be another pair of dual minimal bases. Consider
the matrix polynomial
P (λ) := N2(λ)M(λ)N1(λ)
T , (9) eq:Qpolinminbaslin
and the block minimal bases pencil L(λ) in (8). Then:
(a) L(λ) is a linearization of P (λ).
(b) If L(λ) is a strong block minimal bases pencil, then L(λ) is a strong lin-
earization of P (λ), considered as a polynomial with grade 1+deg(N1(λ))+
deg(N2(λ)).
From Theorem 3.1 we see that given a matrix polynomial P (λ) and fixed
minimal bases N1(λ) and N2(λ), one can obtain strong linearizations via the
pencil (8) provided that the equation (9) is solved. This equation can be viewed
as a linear equation for the unknown pencil M(λ), and it is always consistent
as a consequence of the properties of the minimal bases N1(λ) and N2(λ) [17].
However, despite its consistency, the equation (9) may be very difficult to solve
for arbitrary minimal bases N1(λ) and N2(λ). In Sections 4 and 5 we will see
that for certain particular choices of the dual minimal bases K1(λ), N1(λ) and
K2(λ), N2(λ) it is, first, easy to obtain solutions M(λ) of (9) and, second, to
construct a wide class of linearizations easily constructible from the coefficients
of P (λ) that are symmetric (resp. skew symmetric) whenever the matrix poly-
nomial is symmetric (resp. skew symmetric).
We end this section with Lemma 3.3, which relates eigenvectors, minimal
bases and minimal indices of a strong minimal bases pencil (8) with those of the
matrix polynomial (9). The results in Lemma 3.3 are immediate consequences
of [17, Theorem 3.7], [17, Lemmas 7.1 and 7.2] and [17, Remark 7.3], and will
be important in Section 7.1.
lemma:aux Lemma 3.3. Let L(λ) be a strong block minimal bases pencil as in (8), let
N1(λ) be a minimal basis dual to K1(λ), and let P (λ) be the matrix polynomial
defined in (9). Then, the following statements hold.
(a) Assume that L(λ) is square and regular. Any right eigenvector of L(λ)
with eigenvalue λ0 has the form
z =
[
N1(λ0)
T
∗
]
x,
for some right eigenvector x of P (λ) with eigenvalue λ0, where by “∗” we
denote some matrix polynomial on λ0.
(b) Assume that L(λ) is singular.
(b1) Any right minimal basis of L(λ) has the form{[
N1(λ)
T
∗
]
h1(λ), . . . ,
[
N1(λ)
T
∗
]
hp(λ)
}
,
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where {h1(λ), . . . , hp(λ)} is some right minimal basis of P (λ), and
where by “∗” we denote some matrix polynomial.
(b2) If ǫ1 ≤ · · · ≤ ǫp are the right minimal indices of P (λ), then
ǫ1 + deg(N1(λ)) ≤ · · · ≤ ǫp + deg(N1(λ)),
are the right minimal indices of L(λ).
4. Symmetrizable and skew-symmetrizable block Kronecker pencils
associated with odd-grade matrix polynomials
sec:Kronecker_pencils_odd
We begin this section identifying two subfamilies of strong minimal bases
pencils that we have named symmetrizable block Kronecker pencils and skew-
symmetrizable block Kronecker pencils.
def:blockKronlin Definition 4.1. Let Lk(λ) be the matrix pencil defined in (2), let s and n be
nonzero natural numbers, let σ ∈ {1,−1}, and let λB+A be an arbitrary pencil
of size (s+ 1)n× (s+ 1)n. Then any matrix pencil of the form
L(λ) =
[
λB +A Ls(λ)
T ⊗ In
σLs(λ)⊗ In 0
]
(10) eq:linearization_general
is called a symmetrizable block Kronecker pencil if σ = 1, or a skew-symmetrizable
block Kronecker pencil if σ = −1. Additionally, for simplicity or when the scalar
σ is not specified, the pencil (10) is called a block Kronecker pencil.
Remark 4.2. In [17, Definition 5.1] a (ǫ, n, η,m)-block Kronecker pencil is
defined as a pencil of the form[
λB +A Lη(λ)
T ⊗ Im
Lǫ(λ) ⊗ In 0
]
.
So notice that symmetrizable block Kronecker pencils are particular examples of
block Kronecker pencils. More precisely, symmetrizable block Kronecker pencils
are (s, n, s, n)-block Kronecker pencils. On the other hand, skew-symmetrizable
block Kronecker pencils may be obtained by multiplying (s, n, s, n)-block Kro-
necker pencils on the left by the matrix E = diag(I(s+1)n,−Isn), i.e., skew-
symmetrizable block Kronecker pencils are strictly equivalent to (s, n, s, n)-block
Kronecker pencils.
Remark 4.3. The motivation for the names “symmetrizable block Kronecker
pencil” and “skew-symmetrizable block Kronecker pencil” is the fact that the
anti-diagonal blocks of (10) are (up to a sign in the skew-symmetric case) Kro-
necker products of singular blocks of the Kronecker canonical form of pencils
times identity matrices. Moreover, as we will show in Sections 4.1 and 4.2,
those families contain infinite symmetric and skew-symmetric strong lineariza-
tions for, respectively, symmetric and skew-symmetric matrix polynomials with
odd degrees.
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From Example 2.11, it is clear that σLk(λ) ⊗ In and Λk(λ) ⊗ In (with σ ∈
{1,−1}) are a pair of dual minimal bases. Therefore, we obtain the following
result for symmetrizable or skew-symmetrizable block Kronecker pencils as an
immediate corollary of Theorem 3.2.
thm:strong Theorem 4.4. Let L(λ) be the pencil in (10), and let Λk(λ) be the matrix
polynomial in (3). Then L(λ) is a strong linearization of the matrix polynomial
P (λ) = (Λs(λ)
T ⊗ In)(λB +A)(Λs(λ) ⊗ In) ∈ F[λ]
n×n (11) eq:condition
of grade 2s+ 1.
Remark 4.5. Notice in Theorem 4.4 that the pencil (10) is a strong lineariza-
tion of the matrix polynomial with odd grade. This is the reason why we say that
the block Kronecker pencils introduced in this section are associated with odd-
grade matrix polynomials. Note also that grade can not be replaced just by de-
gree in the statement of Theorem 4.4 since it may occur that deg(P (λ)) < 2s+1.
A direct matrix multiplication and some elementary manipulations of sum-
mations allow us to obtain from Theorem 4.4 the conditions on λB + A that
guarantee that the pencil L(λ) in (10) is a strong linearization of a given matrix
polynomial P (λ) with odd degree. These conditions can be expressed using the
block Hadamard product and the sum of the block entries notation introduced
in Section 1 using the matrix polynomial Γs(λ) defined by
Γs(λ) := (Λs(λ) ⊗ In)(Λs(λ)
T ⊗ In) =

λd−1In λ
d−2In · · · λsIn
λd−2In .
. . ...
... . .
.
λIn
λsIn · · · λIn In
 , (12) eq:Gamma
which has a block Hankel structure.
cor:givenPblockKron Corollary 4.6. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n with odd degree d, let L(λ)
be the pencil in (10) with s = (d − 1)/2, let Λk(λ) and Γk(λ) be the matrix
polynomials in (3) and (12), respectively. Partition A and B into (s+1)×(s+1)
blocks each of size n × n. let us Denote these blocks by Aij , Bij ∈ Fn×n for
i = 1, . . . , s+ 1 and j = 1, . . . , s+ 1. Then, any of the the following conditions
implies that the pencil L(λ) is a strong linearization of P (λ).
(a) ∑
i+j=d+2−k
Bij +
∑
i+j=d+1−k
Aij = Pk, for k = 0, 1, . . . , d, (13) eq:condition_coeff
(b)
P (λ) = su ((λB +A)⊙ Γs(λ)) . (14) eq:condition_M
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The advantage of (14) over (13) is that only by inspection we may know in
advance the power of λ that multiply each block entry λBij +Aij when (14) is
expanded in the monomial basis. We illustrate this in the following example,
where we check that three different block Kronecker pencils that are, indeed,
strong linearizations of degree-5 matrix polynomials.
Example 4.7. Let P (λ) =
∑5
k=0 Pkλ
k ∈ F[λ]n×n, and let σ ∈ {−1, 1}. To
obtain strong linearizations of P (λ) from block Kronecker pencils (10) we need
to find pencils λB +A satisfying (14). We can obtain one just noticing that
su
λP5 λP4 00 P2 0
λP3 0 λP1 + P0
⊙
λ4In λ3In λ2Inλ3In λ2In λIn
λ2In λIn In
 =
su
λ5P5 λ4P4 00 λ2P2 0
λ3P3 0 λP1 + P0
 = P (λ)
clearly holds. The above equation, together with Corollary 4.6(b), implies that
the block Kronecker pencil
λP5 λP4 0 −In 0
0 P2 0 λIn −In
λP3 0 λP1 + P0 0 λIn
−σIn σλIn 0 0 0
0 −σIn σλIn 0 0
 (15) eq:ex_1
is a strong linearization of P (λ). We might also have considered the following
equation
su
λP5 + P4 P3 00 0 λP2
0 P1 P0
⊙
λ4In λ3In λ2Inλ3In λ2In λIn
λ2In λIn In
 =
su
λ5P5 + λ4P4 λ3P3 00 0 λ2P2
0 λP1 P0
 = P (λ)
and obtain, from Corollary 4.6(b), that the block Kronecker pencil
λP5 + P4 P3 0 −In 0
0 0 λP2 λIn −In
0 P1 P0 0 λIn
−σIn σλIn 0 0 0
0 −σIn σλIn 0 0
 , (16) eq:ex_2
is also strong linearization of P (λ). Note that every block matrix of the pencils
(15) and (16) is either ±In or Pk. In fact, they are companion forms for matrix
polynomials of degree 5 (see Definition 2.14). However, it is possible to construct
13
strong linearizations with other kinds of block entries. For example, consider the
following equation
su
 λP5 E −λEλP4 λF λP2
λ(P3 − F ) P1 P0
⊙
λ4In λ3In λ2Inλ3In λ2In λIn
λ2In λIn In
 =
su
 λ5P5 λ3E −λ3Eλ4P4 λ3F λ2P2
λ3(P3 − F ) λP1 P0
 = P (λ),
where E and F are arbitrary n× n matrices. Then, the previous equation and
Corollary 4.6(b) imply that the pencil
λP5 E −λE −In 0
λP4 λF λP2 λIn −In
λ(P3 − F ) P1 P0 0 λIn
−σIn σλIn 0 0 0
0 −σIn σλIn 0 0
 , (17) eq:ex_3
is a strong linearization of P (λ). If F is a nonzero matrix, then the pencil (17)
is not a companion form due to the block entry λ(P3 − F ).
In this section, we showed how to obtain strong linearizations from sym-
metrizable or skew-symmetrizable block Kronecker pencils for an odd-degree
matrix polynomial P (λ). In the following subsections, we present a methodology
for obtaining from these families of pencils linearizations that are symmetric or
skew-symmetric whenever P (λ) is, respectively, symmetric or skew-symmetric.
4.1. Symmetric linearizations for odd-degree symmetric matrix polynomials
sec:sym_odd
In this section we characterize all the structure-preserving strong lineariza-
tions for symmetric matrix polynomials with odd degree that can be obtained
from the family of symmetrizable block-Kronecker pencils, i.e., from pencils of
the form
L(λ) =
[
λB +A Ls(λ)
T ⊗ In
Ls(λ) ⊗ In 0
]
, (18) eq:linearization_sym
satisfying the equations in (13) or, equivalently, satisfying (14).
Notice that the symmetrizable block Kronecker pencil above is symmetric
if and only if the pencil λB + A is symmetric. For this reason, we obtain in
Theorem 4.9 all the symmetric pencils λB + A satisfying (13) for a symmetric
matrix polynomial P (λ). But first, before addressing this general result, we
start illustrating our approach in Example 4.8, where we outline the procedure
to solve (13) in a small case, namely, for a matrix polynomial of degree d = 5.
ex:sym_odd1 Example 4.8. In this example we obtain a parametrization of all the symmetric
block Kronecker pencils that are symmetric strong linearizations of a degree-5
symmetric matrix polynomial. Let P (λ) =
∑5
k=0 Pkλ
k ∈ F[λ]n×n be any degree-
5 matrix polynomial. Consider symmetric block Kronecker pencils as in (18)
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with s = 2, and us partition the 3n × 3n matrices A and B into n × n blocks,
denoted by Aij and Bij for i, j = 1, 2, 3. The first step is to consider only pencils
λB +A of the form
λB +A =
λB11 +A11 λB12 +A12 λB13 +A13λBT12 +AT12 λB22 +A22 λB23 +A23
λBT13 +A
T
13 λB
T
23 +A
T
23 λB33 +A33
 .
The second step is to solve (13) for a pencil λB +A of the above form. In this
case, we obtain the following underdetermined linear system of equations
B11 = P5,
B12 +B
T
12 +A11 = P4,
B13 +B22 +B
T
13 +A12 +A
T
12 = P3,
B23 +B
T
23 +A13 +A22 +A
T
13 = P2,
B33 +A23 +A
T
23 = P1, and
A33 = P0,
(19) eq:system_example_sym
with 6n2 equations and 12n2 unknowns. The linear system (19) is consistent
with 6n2 degrees of freedom that are not difficult to describe. Indeed, we may
take the entries of the matrices of the upper off-diagonal blocks of A and B (i.e.,
Aij and Bij with i < j) as the 6n
2 free parameters, and, then, set
B11 := P5,
A11 := P4 − (B12 +B
T
12),
B22 := P3 − (B13 +B
T
31)− (A12 +A
T
12),
A22 := P2 − (B23 +B
T
23)− (A13 +A
T
13),
B33 := P1 − (A23 +A
T
23), and
A33 := P0.
. (20) eq:system_example_sym2
Finally, notice that the matrices Aii and Bii are symmetric if and only if the
matrix polynomial P (λ) is symmetric. This implies that when P (λ) is symmet-
ric, the equations in (20) describe the general symmetric pencil solution λB+A
of (13). Therefore, when the matrix polynomial P (λ) is symmetric, from (a) in
Corollary 4.6, we obtain that the symmetrizable block Kronecker pencils of the
form 
λB11 +A11 λB12 +A12 λB13 +A13 −In 0
λBT12 +A
T
12 λB22 +A22 λB23 +A23 λIn −In
λBT13 +A
T
13 λB
T
23 +A
T
23 λB33 +A33 0 λIn
−In λIn 0 0 0
0 −In λIn 0 0
 ,
are symmetric strong linearization of P (λ), where the entries of the matrices
A12, A13, A23, B12, B13, B23 are arbitrary, and the diagonal block matrices are
as in (20).
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Theorem 4.9 is one of the main results in this section. It provides the general
symmetric pencil solution λB+A of the set of equations in (13) when the matrix
polynomial P (λ) is symmetric.
thm:solving_sym Theorem 4.9. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric matrix poly-
nomial with odd degree. Let s = (d − 1)/2, and λB + A ∈ F[λ](s+1)n×(s+1)n.
Partition the matrices A and B into n × n blocks, denoted by Aij and Bij for
i, j = 1, 2, . . . , s + 1. Then, the symmetric pencil solution λB + A of (13) is
obtained setting
Bkk := Pd−2k+2 −
∑
i+j=2k
i<j
(
Bij +B
T
ij
)
−
∑
i+j=2k−1
i<j
(
Aij +A
T
ij
)
, (21) eq:B_sym
and
Akk := Pd−2k+1 −
∑
i+j=2k+1
i<j
(
Bij +B
T
ij
)
−
∑
i+j=2k
i<j
(
Aij +A
T
ij
)
, (22) eq:A_sym
for k = 1, 2, . . . , s+1, where Aji = A
T
ij and Bji = B
T
ij, for i < j, and where the
entries of the upper off-diagonal blocks of A and B are free parameters.
Proof. We proceed similarly to the strategy outlined in Example 4.8. Since we
want to obtain the symmetric pencils satisfying (13), necessarily those pencils
satisfy ATij = Aji and B
T
ij = Bji, for i < j. So the first step is to find all the
solutions of (13) where the pencil λB +A is of the form
λB11+A11 λB12+A12 λB13+A13 ··· λB1,s+1+A1,s+1
λBT12+A
T
12 λB22+A22 λB23+A23 ··· λB2,s+1+A2,s+1
λBT13+A
T
13 λB
T
23+A
T
23 λB33+A33 ··· λB3,s+1+A3,s+1
..
.
..
.
..
.
. . .
..
.
λBT1,s+1+A
T
1,s+1 λB
T
2,s+1+A
T
2,s+1 λB
T
3,s+1+A
T
3,s+1 ··· λBs+1,s+1+As+1,s+1
 ,
and P (λ) is any n × n matrix polynomial of degree d (symmetric or non sym-
metric). In this situation, the equations in (13) give rise to a linear system of
(d+1)n2 equations with (s+1)(s+2)n2 unknowns. To solve this linear system,
the entries of the off-diagonal block entries Aij and Bij , for i < j, may be taken
as s(s + 1)n2 free parameters. Then, it is straightforward to check that the
equations in (13) hold if and only if we set the diagonal block entries Bkk and
Akk as in (21) and (22). Finally, just by inspection, it is clear that the diagonal
blocks Bkk and Akk in (21) and (22), for k = 1, 2, . . . , s + 1, are symmetric if
and only if the matrix polynomial P (λ) is symmetric. This implies that when
P (λ) is symmetric, the equations (21) and (22) describe the general symmetric
pencil solution λB +A of the equations in (13).
From Theorem 4.4 we get that the set of symmetrizable block Kronecker pen-
cils with pencils λB +A as in Theorem 4.9 are symmetric strong linearizations
of the symmetric matrix polynomial P (λ). This set provides a quite large arena
of symmetric strong linearizations of symmetric matrix polynomials. However,
it is worth mentioning that not all its pencils are companion forms according to
Definition 2.14. We illustrate this in Example 4.10.
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ex:sym_odd4 Example 4.10. Let P (λ) =
∑5
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric matrix poly-
nomial. The following block Kronecker pencil
λP5 + P4 0 E −In 0
0 λP3 + P2 − E − ET 0 λIn −In
ET 0 λP1 + P0 0 λIn
−In λIn 0 0 0
0 −In λIn 0 0
 ,
where E is any n × n non skew-symmetric matrix, is a strong linearization of
P (λ) (since its corresponding pencil λB+A satisfies (13)). However, note that
due to the block entry λP3 + P2 − E − E
T , it is not a companion form.
In the remaining of this section, we present some illuminating examples of
block Kronecker pencils that are symmetric companion forms for symmetric
odd-degree matrix polynomials. That the block Kronecker pencils in Examples
4.11 and 4.12 are strong linearizations can be verified either checking that the
set of the equations in (13) are satisfied, or, more simple, that the equation (14)
is satisfied.
ex:sym_odd2 Example 4.11. We construct here two different symmetric companion forms
of symmetric odd-degree matrix polynomials. For illustrative purposes, we focus
on symmetric degree-7 matrix polynomials P (λ) =
∑7
k=0 Pkλ
k ∈ F[λ]n×n. The
extension of these companion forms to a companion form for any other odd grade
is straightforward. Our first example is based on the (possibly) simplest choice
of a symmetric pencil λB + A satisfying (14), namely, diag(λP7 + P6, λP5 +
P4, λP3 + P2, λP1 + P0). With this choice for λB + A we obtain the following
block Kronecker pencil
L1(λ) =

λP7 + P6 0 0 0 −In 0 0
0 λP5 + P4 0 0 λIn −In 0
0 0 λP3 + P2 0 0 λIn −In
0 0 0 λP1 + P0 0 0 λIn
−In λIn 0 0 0 0 0
0 −In λIn 0 0 0 0
0 0 −In λIn 0 0 0

.
Remarkably, a permuted version of the above pencil has appeared before in the
context of Fiedler pencils with repetitions [4, 5]. Indeed, it is not difficult to
show that there exists a permutation matrix P such that
PTL1(λ)P =

λP7 + P6 −In 0 0 0 0 0
−In 0 λIn 0 0 0 0
0 λIn λP5 + P4 −In 0 0 0
0 0 −In 0 λIn 0 0
0 0 0 λIn λP3 + P2 −In 0
0 0 0 0 −In 0 λIn
0 0 0 0 0 λIn λP1 + P0

,
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which is the well-known block-tridiagonal symmetric companion form first in-
troduced in [4]. Our second example shows a symmetric companion form that
has not appeared previously in the literature (to the knowledge of the authors).
This companion form is
L2(λ) =

λP7 − P6 λP6 0 0 −In 0 0
λP6 λP5 − P4 λP4 0 λIn −In 0
0 λP4 λP3 − P2 λP2 0 λIn −In
0 0 λP2 λP1 + P0 0 0 λIn
−In λIn 0 0 0 0 0
0 −In λIn 0 0 0 0
0 0 −In λIn 0 0 0

,
which also can be permuted to obtain a low-bandwidth (block-pentadiagonal) sym-
metric companion form, i.e., there exists a permutation matrix Q such that
QTL2(λ)Q =

λP7 − P6 −In λP6 0 0 0 0
−In 0 λIn 0 0 0 0
λP6 λIn λP5 − P4 −In λP4 0 0
0 0 −In 0 λIn 0 0
0 0 λP4 λIn λP3 − P2 −In λP2
0 0 0 0 −In 0 λIn
0 0 0 0 λP2 λIn λP1 + P0

.
It is well-known that the family of Fiedler pencils with repetition (FPR)
provides a convenient arena in which to look for structured linearizations of
structured polynomials [4, 5, 7, 8, 42]. The characterization of all the FPR that
are symmetric when the matrix polynomial is has been carried out in [5, 10].
In the following example we show that the examples of symmetric companion
forms obtained from FPR in [42, Example 8] are, indeed, block Kronecker pencils
(modulo a permutation).
ex:sym_odd3 Example 4.12. Let us consider the symmetric companion forms for symmetric
matrix polynomials P (λ) =
∑5
k=0 Pkλ
k ∈ F[λ]n×n in [3, Example 8], that is,
the pencils
L′3(λ) =

0 λIn −In 0 0
λIn −λP1 + P0 P1 0 0
−In P1 λP3 + P2 λP4 λIn
0 0 λP4 λP5 − P4 −In
0 0 λIn −In 0

and
L′5(λ) =

0 0 λIn −In 0
0 0 0 λIn −In
λIn 0 −λP1 + P0 −λP2 + P1 P2
−In λIn −λP2 + P1 −λP3 + P2 P3
0 −In P2 P3 λP5 + P4
 .
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Then, it is easy to check that there exist permutation matrices P and Q such
that
PTL′3(λ)P =

λP5 − P4 λP4 0 −In 0
λP4 λP3 + P2 P1 λIn −In
0 P1 −λP1 + P0 0 λIn
−In λIn 0 0 0
0 −In λIn 0 0

and
QTL′5(λ)Q =

λP5 + P4 P3 P2 −In 0
P3 −λP3 + P2 −λP2 + P1 λIn −In
P2 −λP2 + P1 −λP1 + P0 0 λIn
−In λIn 0 0 0
0 −In λIn 0 0
 ,
which, clearly, are block Kronecker pencils satisfying (14). This examples open
the following question: are all the symmetric companion forms obtained from
FPR in [5] permuted block Kronecker pencils? The answer of this question will
be the subject of future work.
4.2. Skew-symmetric linearizations for odd-degree skew-symmetric matrix poly-
nomialssec:skew_odd
In this section we characterize all the structure-preserving strong lineariza-
tions for skew-symmetric matrix polynomials with odd degree that can be ob-
tained from the family of skew-symmetrizable block-Kronecker pencils, i.e., from
pencils of the form
L(λ) =
[
λB +A Ls(λ)
T ⊗ In
−Ls(λ) ⊗ In 0
]
,
satisfying the equations in (13) or, equivalently, satisfying (14).
Notice that the skew-symmetrizable block Kronecker pencil above is skew-
symmetric if and only if the pencil λB+A is also skew-symmetric. In Theorem
4.13, we obtain a parametrization of all the skew-symmetric pencils λB+A satis-
fying (13) for a skew-symmetric matrix polynomial P (λ). Its proof is analogous
to the one for Theorem 4.9, so it is omitted.
thm:solving_skew-sym Theorem 4.13. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a skew-symmetric odd-
degree matrix polynomial, let s = (d−1)/2, let λB+A ∈ F[λ](s+1)n×(s+1)n, and
let us partition the matrices A and B into n×n blocks, denoted by Aij and Bij
for i, j = 1, 2, . . . , s + 1. Then, the skew-symmetric pencil solution λB + A of
(13) is obtained setting
Bkk = Pd−2k+2 −
∑
i+j=2k
i<j
(
Bij −B
T
ij
)
−
∑
i+j=2k−1
i<j
(
Aij −A
T
ij
)
,
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and
Akk = Pd−2k+1 −
∑
i+j=2k+1
i<j
(
Bij −B
T
ij
)
−
∑
i+j=2k
i<j
(
Aij −A
T
ij
)
,
for k = 1, 2, . . . , s+ 1, where Aji = −ATij and Bji = −B
T
ij, for i < j, and where
the entries of the upper off-diagonal blocks of A and B are free parameters.
To illustrate Theorem 4.13, in the following example we show a parametriza-
tion of the set of Kronecker pencils that are skew-symmetric strong linearizations
of a skew-symmetric matrix polynomial of degree 5.
ex:sym_even1 Example 4.14. Let P (λ) =
∑5
k=0 Pkλ
d ∈ F[λ]n×n be a skew-symmetric matrix
polynomial. Then, from Theorem 4.13 and Corollary 4.6(a) we obtain that the
set of skew-symmetric block Kronecker pencils of the form
λB11 +A11 λB12 +A12 λB13 +A13 −In 0
−λBT12 −A
T
12 λB22 +A22 λB23 +A23 λIn −In
−λBT13 −A
T
13 −λB
T
23 −A
T
23 λB33 +A33 0 λIn
In −λIn 0 0 0
0 In −λIn 0 0
 ,
where the matrices A12, A13, A23, B12, B13, B23 are arbitrary, and where the di-
agonal block matrices are given by
B11 = P5,
A11 = P4 − (B12 −B
T
12),
B22 = P3 − (B13 −B
T
31)− (A12 −A
T
12),
A22 = P2 − (B23 −B
T
23)− (A13 −A
T
13),
B33 = P1 − (A23 −A
T
23), and
A33 = P0,
are skew-symmetric strong linearizations of P (λ).
The set of block Kronecker pencils with pencils λB +A as in Theorem 4.13
provides a large arena of skew-symmetric strong linearizations (an infinite family
with s(s + 1)n2 free parameters). However, similarly to what we have noticed
in Example 4.10 not all its pencils are skew-symmetric companion forms. We
illustrate this in Example 4.15.
ex:skew-sym_odd4 Example 4.15. Let P (λ) =
∑5
k=0 Pkλ
d ∈ F[λ]n×n be a skew-symmetric matrix
polynomial. The following block Kronecker pencil
λP5 + P4 0 E −In 0
0 λP3 + P2 − E + E
T 0 λIn −In
−ET 0 λP1 + P0 0 λIn
In −λIn 0 0 0
0 In −λIn 0 0
,

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where E is any n× n non symmetric matrix, is a strong linearizations of P (λ)
(since its corresponding pencil λB+A satisfies (13)). However, notice that due
to the block entry λP3 + P2 − E + ET , it is not a companion form.
We end this section with some examples of skew-symmetric strong lineariza-
tions obtained from the set of block Kronecker pencils. First, in Example 4.16,
we show that the well-known block-tridiagonal skew-symmetric companion form
in [3, 34] is, modulo a permutation, a block Kronecker pencil.
ex:skew-sym_odd2 Example 4.16. In this example, we consider a skew-symmetric matrix poly-
nomial P (λ) =
∑7
k=0 Pkλ
k ∈ F[λ]n×n, but the result presented here can be
easily generalized to any odd-degree matrix polynomial. The simplest choice of a
skew-symmetric pencil λB+A satisfying (13) (or (14)) is, probably, diag(λP7+
P6, λP5 + P4, λP3 + P2, λP1 + P0). With this choice for λB +A we obtain that
the following block Kronecker pencil
L1(λ) =

λP7 + P6 0 0 0 −In 0 0
0 λP5 + P4 0 0 λIn −In 0
0 0 λP3 + P2 0 0 λIn −In
0 0 0 λP1 + P0 0 0 λIn
In −λIn 0 0 0 0 0
0 In −λIn 0 0 0 0
0 0 In −λIn 0 0 0

,
is a skew-symmetric strong linearization for P (λ). Additionally, it is not difficult
to show that there exists a permutation matrix P such that
PTL1(λ)P =

λP7 + P6 −In 0 0 0 0 0
In 0 −λIn 0 0 0 0
0 λIn λP5 + P4 −In 0 0 0
0 0 In 0 −λIn 0 0
0 0 0 λIn λP3 + P2 −In 0
0 0 0 0 In 0 −λIn
0 0 0 0 0 λIn λP1 + P0

,
which is a slight variation of the block tridiagonal skew-symmetric companion
forms introduced in [3, 34].
Notice that the pencils λB +A in the block Kronecker pencils in Examples
4.11 and 4.12 are (i) block symmetric (recall Definition 2.2); and (ii) constructed
using blocks of the form (7), for some constants αij , βij and natural numbers
ℓ, t. If the matrix polynomial P (λ) is skew-symmetric, blocks of the form (7) are
also skew-symmetric. But block symmetric pencils with skew-symmetric blocks
are skew-symmetric, as we show in Lemma 4.17.
lemma:skew-sym Lemma 4.17. Let λB+A be be an pn× pn pencil partitioned into p× p blocks
of size n× n and let us denote by λBij +Aij the (i, j)-block-entries of λB +A.
If λB+A is block symmetric, i.e., (λB+A)B = λB+A and all its block entries
are skew-symmetric pencils, then the pencil λB +A is skew-symmetric.
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Lemma 4.17 implies that any block symmetric pencil λB+A using blocks of
the form (7) constructed to obtain symmetric strong linearizations from sym-
metrizable block Kronecker pencils can also be used to obtain strong skew-
symmetric linearizations from skew-symmetrizable block Kronecker pencils. We
illustrate this in the following example.
ex:skew-sym_odd3 Example 4.18. Let P (λ) =
∑5
k=0 Pkλ
k ∈ F[λ]n×n be a skew-symmetric matrix
polynomial, and let us consider the pencils λB+A in the block Kronecker pencils
in Example 4.12, i.e., the pencilsλP5 − P4 λP4 0λP4 λP3 + P2 P1
0 P1 −λP1 + P0
 and
λP5 + P4 P3 P2P3 −λP3 + P2 −λP2 + P1
P2 −λP2 + P1 −λP1 + P0
 .
Both pencils are block symmetric with blocks of the form (7), thus, we obtain
from Lemma 4.17 that they are skew-symmetric. In addition, they satisfy (14),
which implies, by Corollary 4.6, that the following block Kronecker pencils
λP5 − P4 λP4 0 −In 0
λP4 λP3 + P2 P1 λIn −In
0 P1 −λP1 + P0 0 λIn
In −λIn 0 0 0
0 In −λIn 0 0

and 
λP5 + P4 P3 P2 −In 0
P3 −λP3 + P2 −λP2 + P1 λIn −In
P2 −λP2 + P1 −λP1 + P0 0 λIn
In −λIn 0 0 0
0 In −λIn 0 0

are skew-symmetric strong linearizations of P (λ). Finally, notice that both pen-
cils are skew-symmetric companion forms of degree-5 skew-symmetric matrix
polynomials.
5. Modified symmetrizable and skew-symmetrizable block Kronecker
pencils associated with even-grade matrix polynomials with non-
singular leading coefficients
sec:Kronecker_pencils_even
In this section we introduce two new families of minimal bases pencils that we
have named modified symmetrizable block Kronecker pencils and modified skew-
symmetrizable block Kronecker pencils. These will be used to construct strong
linearization of symmetric and skew-symmetric even-degree matrix polynomials
with nonsingular leading or trailing coefficients.
def:blockKronlin_even Definition 5.1. Let L̂k(λ) be the matrix pencil defined in (4), let t and n be
nonzero natural numbers, let σ ∈ {1,−1}, and let λB+A be an arbitrary pencil
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of size (t+ 1)n× (t+ 1)n. Then, any matrix pencil of the form
L(λ) =
[
λB +A L̂t(λ)
T ⊗ In
σL̂t(λ)⊗ In 0
]
(23) eq:linearization_even
is called a modified symmetric block Kronecker pencil if σ = 1 or a modified
skew-symmetric Kronecker pencil if σ = −1. Additionally, for simplicity or
when the scalar σ is not specified, the pencil (23) is called a modified block
Kronecker pencil.
remark:partition Remark 5.2. If we partition the pencil (t + 1)n × (t + 1)n pencil λB + A in
(23) as follows
λB +A =
[
M11(λ) M12(λ)
M21(λ) M22(λ)
]
, (24) eq:partition
whereM11(λ) ∈ F[λ]n×n, M12(λ),M21(λ)T ∈ F[λ]n×tn and M22(λ) ∈ F[λ]tn×tn,
the pencil (23) may be partitioned as
L(λ) =
 M11(λ) M12(λ) 0σM12(λ)T M22(λ) Lt−1(λ)T ⊗ In
0 Lt−1(λ)⊗ In 0
 ,
where the matrix polynomial Lk(λ) has been defined in (2).
From Example 2.12 we obtain that the matrix polynomials σL̂t(λ)⊗ In and
Λ̂t(λ)⊗In and σ rev L̂t(λ)⊗In and Λ˜t(λ)⊗In, with σ ∈ {−1, 1}, are two pairs of
dual minimal bases. Thus, as a immediate corollary of Theorem 3.2 we obtain
the following result for modified block Kronecker pencils.
thm:strong_even Theorem 5.3. Let L(λ) be the pencil in (23), and let Λ̂k(λ) and Λ˜k(λ) be the
matrix polynomials in (5) and (6), respectively. Then L(λ) is a linearization of
the matrix polynomial
P (λ) := (Λ̂t(λ)
T ⊗ In)(λB +A)(Λ̂t(λ)⊗ In) (25) eq:condition_even
of grade 2t. In addition, the pencil revL(λ) is a linearization of the matrix
polynomial
P˜ (λ) := (Λ˜t(λ)
T ⊗ In)(λA+B)(Λ˜t(λ)⊗ In) (26) eq:condition_even_tilde
of grade also 2t.
Remark 5.4. Notice that the matrix polynomials P (λ) and P˜ (λ) in (25) and
(26) have even grade. This is the reason why we say that the families of modified
symmetrizable and skew-symmetrizable block Kronecker pencils are associated
with even-grade matrix polynomials.
In general it is not true that P˜ (λ) = revP (λ), where P (λ) and P˜ (λ) are the
matrix polynomials in (25) and (26). Therefore, the modified block Kronecker
pencil L(λ) in (23) is not, in general, a strong linearization for P (λ). However,
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we show in Theorem 5.6 that under some extra conditions we can obtain modi-
fied block Kronecker pencils that are, indeed, strong linearizations for a certain
matrix polynomial. To prove this result, the following lemma will be useful.
lemma:aux_even Lemma 5.5. Let d be an even number, let Q(λ) ∈ F[λ]n×n be a degree-(d− 1)
matrix polynomial, let P ∈ Fn×n be a nonsingular matrix, and set t := d/2.
Then, the following statements hold.
(a) The matrix polynomials
P (λ) = λdP +Q(λ) and P̂ (λ) =
[
−P λtP
λtP Q(λ)
]
are extended unimodularly equivalent.
(b) The matrix polynomials
revd P (λ) = P + λ revd−1Q(λ) and P˜ (λ) =
[
−λP P
P revd−1Q(λ)
]
are extended unimodularly equivalent.
Proof. Since the matrix P is nonsingular, the following matrix polynomials are
unimodular [
−P−1 0
λtIn In
]
and
[
In −λ
tIn
0 In
]
.
Then, notice[
−P−1 0
λtIn In
] [
−P λtP
λtP Q(λ)
] [
In −λtIn
0 In
]
=
[
In 0
0 P (λ)
]
,
so part (a) is true. In addition, the nonsingularity of P also implies that the
following matrix polynomials[
P−1 0
− revd−1Q(λ)P−1 In
]
and
[
0 In
In λIn
]
,
are unimodular. Finally, notice[
P−1 0
− revd−1Q(λ)P−1 In
] [
−λP P
P revd−1Q(λ)
] [
0 In
In λIn
]
=
[
In 0
0 revd P (λ)
]
,
so part (b) is also true.
In Theorem 5.6 we show that under some extra conditions modified block
Kronecker pencils are strong linearizations for certain matrix polynomials.
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thm:mild_conditions Theorem 5.6. Let L(λ) be the pencil in (23), and let Λ̂k(λ) be the matrix
polynomial in (5). If
(Λ̂t(λ)
T ⊗ In)(λB +A)(Λ̂t(λ) ⊗ In) =
[
−P λtP
λtP Q(λ)
]
, (27) eq:condition_new
for some nonsingular matrix P ∈ Fn×n and some grade-(2t − 1) matrix poly-
nomial Q(λ) ∈ F[λ]n×n, then the pencil L(λ) is a strong linearization of the
grade-2t matrix polynomial P (λ) := λ2tP +Q(λ).
Proof. That the pencil L(λ) is a linearization of P (λ) follows directly from
Theorem 5.3 and Lemma 5.5(a), so let us prove that revL(λ) is a linearization
of revP (λ). To this aim, let us partition the (t+ 1)n× (t+ 1)n pencil λB +A
as in (24). Then, the equation (27) implies:
(i) M11(λ) = −P ;
(ii) M12(λ)(Λt−1(λ) ⊗ In) = λtP ,
(iii) (Λt−1(λ)
T ⊗ In)M21(λ) = λtP , and
(iv) (Λt−1(λ)
T ⊗ In)M22(λ)(Λt−1(λ) ⊗ In) = Q(λ).
Computing the 1-reversal, t−reversal, t−reversal and (d − 1)-reversal, respec-
tively, of both sides of the equations (i), (ii), (iii) and (iv), it may be checked
that
(Λ˜t(λ)
T ⊗ In)(λA +B)(Λ˜t(λ) ⊗ In) =
[
−λP P
P revd−1Q(λ)
]
holds. This fact, together with part-(b) in Lemma 4.17, implies that the pencil
revL(λ) is a linearization of revP (λ). Therefore, L(λ) is a strong linearization
of P (λ).
Remark 5.7. Notice that the polynomial P (λ) in Theorem 5.6 has a nonsin-
gular leading coefficient P . This is the reason why the pencils introduced in
this section are said to be associated with matrix polynomials with nonsingular
leading coefficients.
The next step is to show how to construct strong linearizations for a fixed
matrix polynomial P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n with even degree and nonsin-
gular leading coefficient from modified block Kronecker pencils. To this aim, we
will write P (λ) = λPPd +Q(λ), where
Q(λ) := P (λ)− λdPd = λ
d−1Pd−1 + · · ·+ λP1 + P0. (28) eq:Q
remark:QandP Remark 5.8. Notice that the matrix polynomials Q(λ) and P (λ) share the
same structure that P (λ) might posses, i.e., if P (λ) is a symmetric or skew-
symmetric matrix polynomial, then the matrix polynomial Q(λ) = P (λ)−λdPd
is, respectively, symmetric or skew-symmetric.
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From Theorem 5.6 we obtain that the modified block Kronecker pencil L(λ)
in (23) is a strong linearization of P (λ) if (27) holds with Q(λ) as in (28) and
P = Pd. From this, and after some simple algebraic manipulations, we obtain
in Corollary 5.9 two equivalent conditions on the pencil λB +A that guarantee
that L(λ) is a strong linearization of P (λ).
cor:givenPblockKron_even Corollary 5.9. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n with even degree d, let
Q(λ) =
∑d−1
k=0 Pkλ
k ∈ F[λ]n×n, let Λk(λ), Λ̂k(λ) and Γk(λ) be the matrix poly-
nomials in (3), (5) and (12), respectively, let L(λ) be the pencil in (23) with
t = d/2, and let us consider the pencil λB + A partitioned as in (24). Then,
any of the following conditions guarantees that the pencil L(λ) is a strong lin-
earization of P (λ):
(a)
Pd = −M11(λ),
λtPd =M12(λ)(Λt−1(λ) ⊗ In) = (Λt−1(λ)
T ⊗ In)M21(λ),
Q(λ) = (Λt−1(λ)
T ⊗ In)M22(λ)(Λt−1(λ) ⊗ In).
(b)
Pd =−M11(λ),
λtPd =su (M12(λ)⊙ Λt−1(λ) ⊗ In) =
su
(
M21(λ)⊙ Λt−1(λ)
T ⊗ In
)
,
Q(λ) = su (M22(λ)⊙ Γt−1(λ)) .
(29) eq:condition_M_even
The equations in (29) allow us to easily check if a modified block Kronecker
pencil is a strong linearization of P (λ). We illustrate this in the following ex-
ample, where we show that certain modified block Kronecker pencils are strong
linearizations for degree-6 matrix polynomials with nonsingular leading coeffi-
cients.
Example 5.10. Let P (λ) =
∑6
k=0 Pkλ
k ∈ F[λ]n×n with nonsingular leading
coefficient, let Q(λ) =
∑5
k=0 Pkλ
k ∈ F[λ]n×n and let σ ∈ {−1, 1}. We are going
to show that the modified block Kronecker pencil
−P6 λP6 − P5 λP5 0 0 0
0 λP5 λP4 0 −In 0
P4 P3 0 P1 λIn −In
−λP4 0 λP2 P0 0 λIn
0 −σIn σλIn 0 0 0
0 0 −σIn σλIn 0 0

is a strong linearization of P (λ). Indeed, this follows from Corollary 5.9(b)
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together with the following equalities
su
([
λP6 − P5 λP5 0
]
⊙
[
λ2In λIn In
])
=
su
([
λ3P6 − λ2P5 λ2P5 0
])
=
su
 λP6P4
−λP4
⊙
λ2InλIn
In
 = su
λ3P6λP4
−λP4
 = λ3P6,
and
su
λP5 λP4 0P3 0 P1
0 λP2 P0
⊙
λ4In λ3In λ2Inλ3In λ2In λIn
λ2In λIn In
 =
su
λ5P5 λ4P4 0λ3P3 0 λP1
0 λ2P2 P0
 = Q(λ),
which are trivial to check.
So far, we showed that strong linearizations for an even-degree matrix poly-
nomial P (λ) can be obtained from modified block Kronecker pencils. In the
following subsection, we present a methodology for obtaining from this family
of pencils linearizations that are symmetric or skew-symmetric whenever P (λ)
is, respectively, symmetric or skew-symmetric.
5.1. Structure-preserving linearizations for even-degree symmetric or skew-symmetric
matrix polynomialssec:structured-lin:even
Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric or skew-symmetric even-
degree matrix polynomial. In this section, we show how to construct structure-
preserving strong linearizations of P (λ) when its leading and/or trailing co-
efficients (i.e., Pd or P0) are nonsingular. We focus mainly on the case Pd
nonsingular. The case P0 nonsingular is considered at the end as a corollary.
Modified block Kronecker pencils (23) are symmetric or skew-symmetric if
and only if their pencils λB+A are, respectively, symmetric or skew-symmetric.
Additionally, a modified block Kronecker pencil needs to satisfy the conditions
on Corollary 5.9 in order to be a strong linearization for P (λ). For this reason,
our goal, now, is to obtain all the pencil
L(λ) =
 −Pd M12(λ) 0σM12(λ)T M22(λ) Lt−1(λ)T ⊗ In
0 σLt−1(λ)⊗ In 0
 , with t = d
2
, (30) eq:linearization_even2
where σ = 1 corresponds to the symmetric case and σ = −1 to the skew-
symmetric case, and where M12(λ) ∈ F[λ]
n×tn and M22(λ) ∈ F[λ]
tn×tn, satisfy-
ing the conditions
λtPd = su (M12(λ) ⊙ Λt−1(λ)⊗ In) and
Q(λ) = su (M22(λ) ⊙ Γt−1(λ)) ,
27
or, equivalently,
λtPd =M12(λ)(Λt−1(λ) ⊗ In) and (31) eq:first_condition
Q(λ) = (Λt−1(λ)
T ⊗ In)M22(λ)(Λt−1(λ) ⊗ In), (32) eq:second_condition
where the matrix polynomials Q(λ), Λk(λ) and Γk(λ) have been defined in (28),
(3) and (12), respectively.
Our first step, then, is Proposition 5.11, where we obtain all the pencil
solutions M12(λ) of the equation (31). Since the proof of Proposition 5.11 is
very simple, it is omitted.
proposition:solutionM12 Proposition 5.11. Let Λk(λ) be the matrix polynomial defined in (3), let P (λ) =∑d
k=0 Pkλ
k ∈ F[λ]n×n be an even-degree matrix polynomial, set t = d/2, and let
M12(λ) be a matrix pencil with size n× tn. Then, the solution M12(λ) of (31)
is give by[
λPd +W1 −λW1 +W2 −λW2 +W3 · · · λWt−1 +Wt −λWt
]
,
where W1, . . . ,Wt are arbitrary n× n matrices.
Our second step is to solve (32) with a symmetric or skew-symmetric pen-
cil M22(λ), depending on whether the matrix polynomial P (λ) is symmetric or
skew-symmetric. Looking closely at this equation, we see that it is just (11)
with s = t − 1 and with Q(λ) instead of P (λ) on the left-hand-side. Since,
according to Remark 5.8, the polynomials P (λ) and Q(λ) share the same struc-
ture, the symmetric and skew-symmetric solutions of (32) may be obtained from
Theorems 4.9 and 4.13 with Q(λ) instead of P (λ).
remark:procedure Remark 5.12. The previous considerations implies the following procedure to
construct a structure-preserving strong linearization of a symmetric or skew-
symmetric even-degree matrix polynomial P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n with
nonsingular leading coefficient. First, solve (31), whose general solution is in
Proposition 5.11, and, then, solve (32) with a symmetric or skew-symmetric ma-
trix pencilM22(λ), depending on whether P (λ) is symmetric or skew-symmetric.
The solution of the latter equation may be obtained from Theorems 4.9 and 4.13.
Then, the pencil L(λ) in (30) is a structure-preserving strong linearization for
P (λ).
We illustrate the procedure outline in Remark 5.12 in the following exam-
ple, where we obtain a structure-preserving linearization from a modified block
Kronecker pencil that can be permuted into a block-tridiagonal pencil.
ex:sym_even2 Example 5.13. Let P (λ) =
∑8
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric or skew-
symmetric matrix polynomial with nonsingular leading coefficient. The most
simple solution of λ4P8 = M12(λ)(Λ3(λ) ⊗ In) is M12(λ) =
[
λP8 0 · · · 0
]
.
Additionally, as we have seen in Examples 4.11 and 4.16, the most simple sym-
metric or skew-symmetric solution to P (λ)−λ8P8 = (Λ3(λ)T⊗In)M22(λ)(Λ3(λ)⊗
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In) is the block diagonal pencilM22(λ) = diag(λP7+P6, λP5+P4, λP3+P2, λP1+
P0). Therefore, we get that the modified block Kronecker pencil L(λ) given by
−P8 λP8 0 0 0 0 0 0
λP8 λP7 + P6 0 0 0 −In 0 0
0 0 λP5 + P4 0 0 λIn −In 0
0 0 0 λP3 + P2 0 0 λIn −In
0 0 0 0 λP1 + P0 0 0 λIn
0 −σIn σλIn 0 0 0 0 0
0 0 −σIn σλIn 0 0 0 0
0 0 0 −σIn σλIn 0 0 0

is a strong linearization that for σ = 1 is symmetric whenever P (λ) is sym-
metric, and for σ = −1 is skew-symmetric whenever P (λ) is skew-symmetric.
Additionally, it is not difficult to check that there exists a permutation matrix
P such that PTL(λ)P is equal to
−P8 λP8 0 0 0 0 0 0
λP8 λP7 + P6 −In 0 0 0 0 0
0 −σIn 0 σλIn 0 0 0 0
0 0 λIn λP5 + P4 −In 0 0 0
0 0 0 −σIn 0 σλIn 0 0
0 0 0 0 λIn λP3 + P2 −In 0
0 0 0 0 0 −σIn 0 σλIn
0 0 0 0 0 0 λIn λP1 + P0

,
which is a block-tridiagonal symmetric (if σ = 1) or skew-symmetric (if σ = −1)
companion form for, respectively, symmetric or skew-symmetric even-degree ma-
trix polynomials with nonsingular leading coefficients. These companion forms
can be easily generalized for any even-degree matrix polynomials with nonsingu-
lar leading coefficient.
In the following example, we show that the symmetric companion forms
of matrix polynomials with degree 4 and nonsingular leading coefficients in [5,
Example 5.8], are, indeed, (up to a permutation) modified Kronecker pencils.
Example 5.14. Let P (λ) =
∑4
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric matrix
polynomial with nonsingular leading coefficient. Let us consider the symmetric
companion form L5(λ) in [5, Example 5.8], i.e., the pencil
L5(λ) =

0 0 −In λIn
0 −P4 λP4 − P3 λP3
−In λP4 − P3 λP3 − P2 λP2
λIn λP3 λP2 λP1 + P0
 .
Then, there exists a permutation matrix P such that
PTL5(λ)P =

−P4 λP4 − P3 λP3 0
λP4 − P3 λP3 − P2 λP2 −In
λP3 λP2 λP1 + P0 λIn
0 −In λIn 0,
 ,
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which is a modified symmetric block Kronecker pencil (30) with
M12(λ) =
[
λP4 − P3 λP3
]
and M22(λ) =
[
λP3 − P2 λP2
λP2 λP1 + P0
]
.
Let us also consider the symmetric companion form L9(λ) in [5, Example 5.8],
i.e., the pencil
L7(λ) =

−P4 0 λP4 0
0 0 −In λIn
λP4 In λP3 + P2 λP2
0 λIn λP2 λP1 + P0
 ,
which is also obtained from a modified block Kronecker pencil permuting some
of its block rows and columns, i.e., there exists a permutation matrix Q such
that
QTL9(λ)Q =

−P4 λP4 0 0
λP4 λP3 − P2 λP2 −In
0 λP2 λP1 + P0 λIn
0 −In λIn 0
 .
It is not difficult to show that the symmetric companion form L7(λ) in [5, Ex-
ample 5.8] is also a permuted modified block Kronecker pencil.
We finally consider the problem of constructing symmetric or skew-symmetric
strong linearizations for P (λ) when its trailing coefficient is nonsingular. The
key tool is the following lemma, which is a particular case of [35, Corollary
8.6] where the authors study the interaction between linearizations and Mo¨bius
transformations of matrix polynomials 2.
lemma:sym_even Lemma 5.15. Let P (λ) be any n × n matrix polynomial, and define P˜ (λ) :=
revP (λ). Then, if L˜(λ) is any strong linearization of P˜ (λ), then L(λ) :=
rev L˜(λ) is a strong linearization of P (λ).
If a matrix polynomial P (λ) with nonsingular trailing coefficient is symmet-
ric (skew-symmetric), then revP (λ) is a symmetric (skew-symmetric) matrix
polynomial with nonsingular leading coefficient. Thus, from any structure-
preserving strong linearization for symmetric (skew-symmetric) matrix poly-
nomials of even degree with nonsingular leading coefficients and Lemma 5.15,
we can obtain structure-preserving strong linearizations for symmetric (skew-
symmetric) matrix polynomials of even degree with nonsingular trailing coeffi-
cients. We illustrate this in the following example.
Example 5.16. Let P (λ) =
∑8
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric or skew-
symmetric matrix polynomial with nonsingular trailing coefficient. Then, revP (λ) =
2the rev(·) operation is a particular case of a Mo¨bius transformation of a matrix polynomial
[35].
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∑8
k=0 P8−kλ
k is, respectively, a symmetric or skew-symmetric matrix polyno-
mial with nonsingular leading coefficient. Let us consider the strong lineariza-
tions in Example 5.13, but for the matrix polynomial revP (λ) instead of P (λ).
Then, from Lemma 5.15, we obtain that the pencils
−λP0 P0 0 0 0 0 0 0
P0 λP2 + P1 0 0 0 −λIn 0 0
0 0 λP4 + P3 0 0 In −λIn 0
0 0 0 λP6 + P5 0 0 In −λIn
0 0 0 0 λP8 + P7 0 0 In
0 −σλIn σIn 0 0 0 0 0
0 0 −σλIn σIn 0 0 0 0
0 0 0 −σλIn σIn 0 0 0

and
−λP0 P0 0 0 0 0 0 0
P0 λP2 + P1 −λIn 0 0 0 0 0
0 −σλIn 0 σIn 0 0 0 0
0 0 In λP4 + P3 −λIn 0 0 0
0 0 0 −σλIn 0 σIn 0 0
0 0 0 0 In λP6 + P5 −λIn 0
0 0 0 0 0 −σλIn 0 σIn
0 0 0 0 0 0 In λP8 + P7

are symmetric (σ = 1) or skew-symmetric (σ = −1) companion forms for, re-
spectively, symmetric or skew-symmetric degree-8 matrix polynomials with non-
singular trailing coefficients.
In the following example, we show that the symmetric companion forms of
matrix polynomials with degree 4 and nonsingular trailing coefficients in [5,
Example 5.8], are, indeed, the reversals of modified block Kronecker pencils of
the reversal of the polynomial (up to some row and column sign changes and
permutations).
Example 5.17. Let P (λ) =
∑4
k=0 Pkλ
k ∈ F[λ]n×n be a symmetric matrix
polynomial with nonsingular trailing coefficient. Let us consider the symmetric
companion form L6(λ) in [5, Example 5.8], i.e., the pencil
L6(λ) =

0 −In λIn 0
−In λP4 − P3 λP3 0
λIn λP3 λP2 − P1 P0
0 0 P0 −λP0
 .
Changing the sign of the first block row and first block column and reversing the
order of the block rows and block columns, we obtain the pencil
−λP0 P0 0 0
P0 λP2 − P1 λP3 −λIn
0 λP3 λP4 − P3 In
0 −λIn In 0
 ,
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which can be obtained applying Lemma 5.15 to the following modified block Kro-
necker pencil 
−P0 λP0 0 0
P0 −λP1 + P2 P3 −λIn
0 P3 −λP3 + P4 In
0 −In λIn 0
 ,
which is a strong linearization of revP (λ). It is not difficult to show that also the
pencils L8(λ) and L10(λ) in [5, Example 5.8] are (up to some row and column
permutation and sign changes) obtained applying Lemma 5.15 to modified block
Kronecker pencils.
6. Structure preserving linearizations for Hermitian or skew-Hermitian
matrix polynomials
sec:Hermitian
For matrix polynomials over the field F = C one may consider Hermi-
tian or skew-Hermitian matrix polynomials, i.e., matrix polynomials P (λ) =∑d
k=0 Pkλ
k ∈ C[λ]n×n satisfying P ∗i = σPi for i = 0, 1, . . . , d, with σ ∈ {−1, 1}
and where ∗ denotes conjugate transpose [31]. The problem of constructing
pencils
λL(λ) = λL1 + L2 with L
∗
1 = σL1 and L
∗
0 = σL0
that are Hermitian (skew-Hermitian) strong linearizations for a Hermitian (skew-
Hermitian) matrix polynomial is also of interest and has been also considered in
[1, 2, 25, 37]. Fortunately, everything that we have done in this paper for sym-
metric and skew-symmetric matrix polynomials works equally well for Hermitian
and skew-Hermitian matrix polynomials just replacing the transpose operation
(·)T by the conjugate transpose operation (·)∗, except the ones in Ls(λ)T ⊗ In
and L̂t(λ)
T ⊗ In in the block Kronecker pencils in Definitions 4.1 and 5.1.
7. Eigenvectors, and minimal indices and bases recovery procedures
sec:recovery
In this section, we show how to recover the eigenvectors of a regular matrix
polynomial from those of any of the linearizations constructed in Sections 4
and 5. In addition, for singular matrix polynomials of odd degree, we also
show how to recover minimal indices and bases. We will only focus on right
eigenvectors (resp. right minimal bases and indices), since the sets of left and
right eigenvectors (resp. the sets of right and left minimal bases and the sets of
right and left minimal indices) of a regular (resp. singular) symmetric or skew-
symmetric matrix polynomial coincide (see [11, Theorem 7.7] and [13, Section
3], for example). Throughout Sections 7.1 and 7.2, we will partition any column
vector of size nd into d column vectors z1, . . . , zd of size n.
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7.1. Recovery procedures for matrix polynomials with odd degree
sec:recovery_odd
In Theorem 7.1 we show how to recover the eigenvectors associated with
finite and infinite eigenvalues of an odd-degree regular matrix polynomial from
any of its strong linearizations obtained from block Kronecker pencils.
thm:recover_eig_odd Theorem 7.1. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be regular odd-degree matrix
polynomial. Let L(λ) be a strong linearization of P (λ) obtained from a block
Kronecker pencil (10) with s = (d− 1)/2. Then the following statements hold.
(a) If z ∈ Fnd×1 is a right eigenvector of L(λ) with finite eigenvalue λ0, then
the (s+1)th block of z is a right eigenvector of P (λ) with finite eigenvalue
λ0.
(b) If z ∈ Fnd×1 is a right eigenvector of L(λ) for the eigenvalue ∞, then the
first block of z is a right eigenvector of P (λ) for the eigenvalue ∞.
Proof. The results follow immediately from Lemma 3.3(a). If z is a right eigen-
vector of L(λ) with finite eigenvalue λ0, then it is of the form
z =
[
Λs(λ0)⊗ In
∗
]
x,
for some right eigenvector x of P (λ) with eigenvalue λ0, and where by “∗” we
denote some matrix polynomial on λ0 that is not relevant in the argument.
Then, part (a) follows from the fact that the (s + 1)th block of Λs(λ0) ⊗ In is
just the identity matrix In.
In order to prove part (b), recall that the eigenvectors of the pencil L(λ)
(resp. P (λ)) corresponding to the eigenvalue ∞ are those of revL(λ) (resp.
revP (λ)) corresponding to the eigenvalue 0. As a consequence of Theorem 3.2,
the pencil revL(λ) is a strong minimal bases pencil (with N1(λ) = N2(λ) =
revΛs(λ)
T ⊗ In) that is a strong linearization of revP (λ). Therefore, if z is
a right eigenvector of revL(λ) with eigenvalue λ0 = 0, then, applying again
Lemma 3.3(a) to revL(λ), it is of the form
z =
[
revΛs(0)⊗ In
∗
]
x,
for some right eigenvector x of revP (λ) with eigenvalue λ0 = 0, and where by
“∗” we denote some matrices that are not relevant in the argument. Then, part
(b) follows from the fact that the first block of revΛs(0)⊗ In is just the identity
matrix In.
The recovery of the minimal indices of a singular matrix polynomial P (λ)
from those of a strong linearization is, in general, a nontrivial task. Theorem
7.2 shows how to recover minimal bases and indices of a symmetric or a skew-
symmetric matrix polynomial from any of its structure-preserving linearizations
obtained from block Kronecker pencils.
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thm:recover_singular Theorem 7.2. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a singular odd-degree
matrix polynomial. Let L(λ) be a strong linearization of P (λ) obtained from a
block Kronecker pencil (10) with s = (d − 1)/2. Then the following statements
hold.
(a) If {z1(λ), z2(λ), . . . , zp(λ)} is any right minimal basis of L(λ) and if xj(λ)
is the (s + 1)th block of zj(λ), for j = 1, 2, . . . , p, then {x1(λ), x2(λ), . . . ,
xp(λ)} is a right minimal basis of P (λ).
(b) If 0 ≤ ǫ1 ≤ ǫ2 ≤ · · · ≤ ǫp are the right minimal indices of P (λ), then
0 ≤ ǫ1 + s ≤ ǫ2 + s ≤ · · · ≤ ǫp + s
are the right minimal indices of L(λ).
Proof. Part (a) is an immediate consequence of Lemma 3.3(b1), the fact that
the pencil L(λ) is a strong minimal bases pencil with N1(λ) = N2(λ) = Λs(λ)⊗
Is, and the fact that the (s + 1)th block of Λs(λ) ⊗ Is is the identity matrix
In. Part (b) follows immediately from Lemma 3.3(b2) combined with the fact
deg(Λs(λ)⊗ Is) = s.
7.2. Recovery procedures for matrix polynomials with even degreesec:recovery_even
In Theorems 7.5 and 7.6 we show how to recover the eigenvectors associated
with finite and infinite eigenvalues of an even-degree regular matrix polynomial
with nonsingular leading or trailing coefficient from any of its strong lineariza-
tions obtained from modified block Kronecker pencils.
Modified block Kronecker pencils are minimal bases pencils but not strong
minimal bases pencils. This means that we can not use the results in Lemma
3.3, as we have done in the previous section. For this reason, we start with
Lemmas 7.3 and 7.4, where the following matrix polynomial
N̂k(λ) :=

0 1 0
... λ 1
...
...
...
. . .
. . .
...
0 λt−2 · · · λ 1 0
⊗ In ∈ F[λ](t−1)n×(t+1)n (33) eq:Nhat
plays an important role.
Lemma 7.3 shows that modified block Kronecker pencils admit simple one-
sided factorizations.
lemma:recover_aux1 Lemma 7.3. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be an even-degree matrix poly-
nomial. Let L(λ) be a modified block Kronecker pencil as in (30) satisfying (31)
and (32). Let Λk(λ) and N̂k(λ) be the matrix polynomials in (3) and (33),
respectively. Then,
L(λ)
[
Λt(λ)⊗ In
N̂t(λ)(λB +A)(Λt(λ) ⊗ In)
]
= et+1 ⊗ P (λ), (34) eq:right_fact
where eℓ denotes the ℓth column of the identity matrix Id.
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Proof. Using (31) and (32), the equality (34) follows from a direct matrix mul-
tiplication.
Lemma 7.4 relates any right eigenvector of a linearization obtained from
a modified block Kronecker pencil for an even-degree matrix polynomial P (λ)
with a right eigenvector of P (λ).
lemma:recover_aux2 Lemma 7.4. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a regular even-degree matrix
polynomial with nonsingular leading coefficient. Let L(λ) be a strong lineariza-
tion of P (λ) obtained from a modified block Kronecker pencil (23) with t = d/2.
Then, any right eigenvector z of L(λ) with finite eigenvalue λ0 has the form[
Λt(λ0)⊗ In
N̂t(λ0)(λ0B +A)(Λt(λ0)⊗ In)
]
x
for some right eigenvector x of P (λ) with finite eigenvalue λ0.
Proof. Let us denote by Nr(L(λ0)) and Nr(P (λ0)), respectively, the right null
space of the matrices L(λ0) and P (λ0). From Lemma 7.3 we get that x ∈
Nr(P (λ0)) if and only if[
Λt(λ0)⊗ In
N̂t(λ0)(λ0B +A)(Λt(λ0)⊗ In)
]
x ∈ Nr(L(λ0)).
Let {x1, . . . , xp} be a linear independent basis of Nr(P (λ0)), and let us set
zi :=
[
Λt(λ0)⊗ In
N̂t(λ0)(λ0B +A)(Λt(λ0)⊗ In)
]
xi ∈ Nr(L(λ0)).
We claim that {z1, . . . , zp} is a linear independent basis of Nr(L(λ0)). Indeed,
let c1, . . . , cp be constants such that c1z1 + · · · + cpzp = 0. From the (t + 1)th
block entry of the previous equation we obtain c1x1 + · · · + cpxp = 0 which
implies c1 = · · · = cp = 0. Thus, the set {z1, . . . , zp} is a linearly independent
set such that span {z1, . . . , zp} ⊆ Nr(L(λ0)). But notice that dim(Nr(P (λ0))) =
dim(Nr(L(λ0))), since L(λ) is a linearization of P (λ). Therefore, {z1, . . . , zp}
is a linear independent basis of Nr(L(λ0)). Finally, let 0 6= z ∈ Nr(L(λ0)). By
the previous considerations we get
z =
p∑
i=1
αizi =
p∑
i=1
αi
[
Λt(λ0)⊗ In
N̂t(λ0)(λ0B +A)(Λt(λ0)⊗ In)
]
xi =[
Λt(λ0)⊗ In
−N̂t(λ0)(λ0B +A)(Λt(λ0)⊗ In)
] p∑
i=1
αici =[
Λt(λ0)⊗ In
N̂t(λ0)(λ0B +A)(Λt(λ0)⊗ In)
]
x,
where 0 6= x :=
∑p
i=1 αixi ∈ Nr(P (λ0)).
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In Theorem 7.5 we present the eigenvector recovery procedures for symmetric
or skew-symmetric even-degree matrix polynomials with nonsingular leading
coefficients. Recall that matrix polynomials with nonsingular leading coefficients
do not have eigenvalues at infinity.
thm:recover_eig_even1 Theorem 7.5. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a regular even-degree
matrix polynomial with nonsingular leading coefficient. Let L(λ) be a strong
linearization of P (λ) obtained from a modified block Kronecker pencil (23) with
t = d/2. Then, if z ∈ Fnd×1 is a right eigenvector of L(λ) with finite eigen-
value λ0, then the (t+ 1)th block of z is a right eigenvector of P (λ) with finite
eigenvalue λ0.
Proof. The result follows immediately from Lemma 7.4 combined with the fact
that the (t+ 1) block of Λt(λ) ⊗ In is the identity matrix In.
When the matrix polynomial P (λ) has nonsingular trailing coefficient, a
strong linearization L(λ) may be obtained from the reversal of a modified block
Kronecker pencil (23) of the matrix polynomial revP (λ), as we have seen at
the end of Section 5.1. In Theorem 7.6 we present the eigenvector recovery
procedures for this kind of strong linearizations. Recall that matrix polynomials
with nonsingular trailing coefficients do not have the eigenvalue λ0 = 0.
thm:recover_eig_even2 Theorem 7.6. Let P (λ) =
∑d
k=0 Pkλ
k ∈ F[λ]n×n be a regular even-degree
matrix polynomial with nonsingular trailing coefficient, let L˜(λ) be a strong lin-
earization of revP (λ) obtained from a modified block Kronecker pencil (23) with
t = d/2, and let L(λ) = rev L˜(λ), which is a strong linearization of P (λ). Then
the following statements hold.
(a) If z ∈ Fnd×1 is a right eigenvector of L(λ) with nonzero finite eigenvalue
λ0, then the (t + 1)th block of z is a right eigenvector of P (λ) with finite
eigenvalue λ0.
(b) If z ∈ Fnd×1 is a right eigenvector of L(λ) for the eigenvalue ∞, then the
(t+ 1)th block of z is a right eigenvector of P (λ) for the eigenvalue ∞.
Proof. Using Lemma 2.1, parts (a) and (b) follow from the following argument.
Let z be a right eigenvector of L(λ) with eigenvalue λ0 6= 0, and let us denote by
x the (t+ 1)th block of the vector z. Then, z is a right eigenvector of revL(λ)
with eigenvalue 1/λ0. From Theorem 7.5 we get that x is a right eigenvector
of revP (λ) with eigenvalue 1/λ0, which implies that x is a right eigenvector of
P (λ) with eigenvalue λ0.
8. Conclusions
sec:conclusions
In this paper we have introduced a new framework for symmetric and skew-
symmetric linearizations that might include most of the symmetric and skew-
symmetric linearizations obtained from Fiedler pencils with repetitions [5]. To
this aim we have introduced the families of (modified) symmetrizable block
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Kronecker pencils and (modified) skew-symmetrizable block Kronecker pencils,
which belong, respectively, to the sets of minimal bases pencils and strong mini-
mal bases pencils [17]. Symmetrizable and skew-symmetrizable block Kronecker
pencils have been used to construct structure-preserving linearizations of sym-
metric and skew-symmetric odd-degree matrix polynomials, and we have shown
that these linearizations are strong regardless of whether the matrix polynomials
are regular or singular. Among them, the simplest one is
λPd + Pd−1 −In
λPd−2 + Pd−3 λIn
. . .
. . .
. . . −In
λP1 + P0 λIn
−σIn σλIn
. . .
. . .
−σIn λσIn

,
where σ = 1 if P (λ) is symmetric or σ = −1 if P (λ) is skew-symmetric, which
are a permuted version of the famous block-tridiagonal symmetric or skew-
symmetric companion forms [3, 4, 34]. Even-degree structured matrix polyno-
mials do not always have structure-preserving linearizations. However, we have
shown that modified symmetrizable and skew-symmetrizable block Kronecker
pencils can be used to construct structure-preserving strong linearizations for
symmetric or skew-symmetric even-degree matrix polynomials when their lead-
ing or trailing coefficients are nonsingular. Among these linearizations (when
the leading coefficients are nonsingular), the simplest one is
−Pd λPd 0 · · · 0
λPd λPd−1 + Pd−2 −In
λPd−3 + Pd−4 λIn
. . .
. . .
. . . −In
λP1 + P0 λIn
0 −σIn σλIn
...
. . .
. . .
0 −σIn σλIn

.
where σ = 1 if P (λ) is symmetric or σ = −1 if P (λ) is skew-symmetric, which
can be permuted into a block-tridiagonal pencil. Since the families of sym-
metric and skew-symmetric block Kronecker pencils and modified symmetric
and skew-symmetric block Kronecker pencils belong, respectively, to the sets
of strong minimal bases pencils or minimal bases pencils, they inherit all their
desirable properties for numerical applications. In particular, we have shown
that eigenvectors, minimal indices, and minimal bases of matrix polynomials
are easily recovered from those of any of the linearizations constructed in this
work.
37
References
Hermitian1 [1] M. Al-Ammari, F. Tisseur. Hermitian matrix polynomials with real eigen-
values of definite type. Part I: Classification. Linear Algebra Appl., 436(10),
pp. 2954–2973 (2012).
Hermitian2 [2] M. Al-Ammari, F. Tisseur. Hermitian matrix polynomials with real eigen-
values of definite type. Part II: inverse problems. In preparation (2016).
Greeks [3] E. N. Antoniou, S. Vologiannidis. A new family of companion forms of
polynomial matrices. Electron. J. Linear Algebra, 11, pp. 78–87 (2004).
Greeks2 [4] E. N. Antoniou, S. Vologiannidis. Linearizations of polynomial matrices
with symmetries and their applications. Linear Algebra Appl., 15, pp. 107–
114 (2006).
FPR1 [5] M. I. Bueno, K. Curlett, S. Furtado. Structured strong linearizations from
Fiedler pencils with repetition I. Linear Algebra Appl., 460, pp. 51–80
(2014).
FiedlerHermitian [6] M. I. Bueno, F. M. Dopico, S. Furtado. Linearizations of Hermitian matrix
polynomials preserving the sign characteristic. Submitted for publication
(2016).
FPR2 [7] M. I. Bueno, S. Furtado. Palindromic linearizations of a matrix polynomial
of odd degree obtained from Fiedler pencils with repetition. Electron. J.
Linear Algebra, 23, pp. 562–577 (2012).
FPR3 [8] M. I. Bueno, S. Furtado. Structured linearizations from Fiedler pencils
with repetition II. Linear Algebra Appl., 463, pp. 282–321 (2014).
VectorSpaces [9] M. I. Bueno, F. M. Dopico, S. Furtado, M. Rychnovsky. Large vector spaces
of block-symmetric strong linearizations of matrix polynomials. Linear
Algebra Appl., 477, pp. 165–210 (2015).
Curlett [10] K. Curlett. Linearizing symmetric matrix polynomials via Fiedler pencils
with repetition. Senior thesis, University of California at Santa Barbara,
2012. Available online at
http://ccs.math.ucsb.edu/senior-thesis/Kyle_Curlett.pdf.
IndexSum [11] F. De Tera´n, F. M. Dopico, D. S. Mackey. Spectral equivalence of matrix
polynomials and the index sum theorem. Linear Algebra Appl., 459, pp.
264–333 (2014).
PalindromicFiedler [12] F. De Tera´n, F. M. Dopico, D. S. Mackey. Palindromic companion forms
for matrix polynomials of odd degree. J. Comput. Appl. Math., 236, pp.
1464–1480 (2011).
singular [13] F. De Tera´n, F. M. Dopico, and D. S. Mackey. Linearizations of singular
matrix polynomials and the recovery of minimal indices. Electron. J. Linear
Algebra, 18, pp. 371–402 (2009).
38
Fiedler [14] F. De Tera´n, F. M. Dopico, D. S. Mackey. Fiedler companion linearizations
and the recovery of minimal indices. SIAM J. Matrix Anal. Appl., 31(4),
pp. 2181–2204 (2009/2010).
DDMVzigzag [15] F. De Tera´n, F. M. Dopico, D. S. Mackey, P. Van Dooren. Polynomial zigzag
matrices, dual minimal bases, and the realization of completely singular
polynomials. Linear Algebra Appl., 488, pp. 460–504 (2016).
FFP2015 [16] F. De Tera´n, F. M. Dopico, and P. Van Dooren. Matrix polynomials with
completely prescribed eigenstructure. SIAM J. Matrix Anal. Appl., 36, pp.
302–328 (2015).
Fiedler-like [17] F. M. Dopico, P. Lawrence, J. Pe´rez, P. Van Dooren. Block Kronecker
linearizations of matrix polynomials and their backward errors. Submitted
to publications. Also available as MIMS EPrint 2016.34, School of Mathe-
matics, The University of Manchester, UK, 2016.
PartII [18] H. Fassbender, J. Pe´rez, N. Shayanfar. Palindromic and anti-palindromic
block Kronecker linearizations. In preparation (2016).
PartIII [19] H. Fassbender, J. Pe´rez, N. Shayanfar. Alternating block Kronecker lin-
earizations. In preparation (2016).
Forney [20] G. D. Forney Jr. Minimal bases of rational vector spaces, with applications
to multivariable linear systems. SIAM J. Control, 13, pp. 493–520 (1975).
Gan59 [21] F. R. Gantmacher Theory of Matrices. New York: Chelsea (1959).
Frobenius [22] I. Gohberg, P. Lancaster, L. Rodman. Matrix Polynomials. Academic
Press, New York (1982).
Framework [23] L. Grammont, N. J. Higham, F. Tisseur. A framework for analyzing nonlin-
ear eigenproblems and parametrized linear systems. Linear Algebra Appl.,
435, pp. 623–640 (2011).
BackErrors [24] N. J. Higham, R. -C. Li, F. Tisseur. Backward error of polynomial eigen-
problems solved by linearizations. SIAM J. Matrix Anal. Appl., 29(4), pp.
1218–1241 (2007).
symmetric [25] N. J. Higham, D. S. Mackey, N. Mackey, F. Tisseur. Symmetric lineariza-
tions for matrix polynomials. SIAM J. Matrix Anal. Appl., 29(1), pp.
143–159 (2006).
Conditioning [26] N. J. Higham, D. S. Mackey, F. Tisseur. The conditioning of linearizations
of matrix polynomials. SIAM J. Matrix Anal. Appl., 28, pp. 1005–1028
(2006).
ChebyshevPencils [27] P. W. Lawrence, J. Pe´rez. Constructing strong linearizations of matrix
polynomials expressed in Chebyshev bases. Submitted for publication. Also
Available as MIMS EPrint 2016.12 (2016).
39
MackeyThesis [28] D. S. Mackey. Structured Linearizations for Matrix Polynomials. Ph. D.
Thesis, University of Manchester, Manchester, UK. Available as MIMS
EPrint 2006.68 (2006).
Mackey-Fiedler [29] D. S. Mackey. The continuing influence of Fiedler’s work on companion
matrices. Linear Algebra Appl., 439(4), pp. 810–817 (2013).
DL [30] D. S. Mackey, N. Mackey, C. Mehl, V. Mehrmann. Vector spaces of lin-
earizations for matrix polynomials. SIAM J. Matrix Anal. Appl., 28, pp.
971–1004 (2006).
GoodVibrations [31] D. S. Mackey, N. Mackey, C. Mehl, V. Mehrmann. Structured polynomial
eigenvalue problems: good vibrations from good linearizations. SIAM J.
Matrix Anal. Appl., 28, pp. 1029–1051 (2006).
Alternating [32] D. S. Mackey, N. Mackey, C. Mehl, V. Mehrmann. Jordan structures of
alternating matrix polynomials. Linear Algebra Appl., 432(4), pp. 867–891
(2010).
Palindromic [33] D. S. Mackey, N. Mackey, C. Mehl, V. Mehrmann. Smith forms of palin-
dromic matrix polynomials. Electron J. Linear Algebra, 22, pp. 53–91
(2011).
Skew [34] D. S. Mackey, N. Mackey, C. Mehl, V. Mehrmann. Skew-symmetric matrix
polynomials and their Smith forms. Linear Algebra Appl., 438(12), pp.
4625–4653 (2013).
Mobius [35] D. S. Mackey, N. Mackey, C. Mehl, V. Mehrmann. Mo¨bius transformations
of matrix polynomials. Linear Algebra Appl., 470, pp. 120–184 (2015).
PEPbook [36] D. S. Mackey, N. Mackey, F. Tisseur. Polynomial Eigenvalue Problems:
Theory, Computation, and Structure. In. P. Benner et al. (eds). Numer-
ical Algebra, Matrix Theory, Differential-Algebraic Equations and Control
Theory. Springer International Publishing, pp. 319–348 (2015).
SignChar [37] V. Mehrmann, V. Noferini, F. Tisseur, H. Xu. On the sign characteristics of
Hermitian matrix polynomials. Available as MIMS EPrint 2015.107 (2015).
NNT [38] Y. Nakatsukasa, V. Noferini, A. Townsend. Vector spaces of linearizations
for matrix polynomials: a bivariate polynomial approach. Submitted for
publication (2016). Also available as MIMS EPrint 2012.118, Manchester
Institute for Mathematical Sciences, UK.
ChebyFiedler [39] V. Noferini, J. Pe´rez. Chebyshev-Fiedler pencils. Submitted for publication
(2016). Also available as MIMS EPrint 2015.90, Manchester Institute for
Mathematical Sciences, UK.
Leo2016 [40] L. Robol, R. Vandebril, P. Van Dooren. A framework for structured
linearizations of matrix polynomials in various bases. Available as
arXiv:1603.05773 (2016).
40
QEP [41] F. Tisseur, K. Meerbergen. The quadratic eigenvalue problem. SIAM
Review, 43, pp. 235–286 (2001).
Greeks3 [42] S. Vologiannidis, E. N. Antoniou. A permuted factors approach for the
linearization of polynomial matrices. Math. Control Signals Syst., 22, pp.
317–342 (2012).
41
