ABSTRACT. In this paper we present a new approach to Grothendieck duality on schemes. Our approach is based on two main ideas: rigid dualizing complexes and perverse coherent sheaves. We obtain most of the important features of Grothendieck duality, including explicit formulas, yet manage to avoid lengthy and difficult compatibility verifications. Our results apply to finite type schemes over a regular noetherian base ring, and hence are suitable for arithmetic geometry.
INTRODUCTION
Let X be a noetherian scheme. We denote by D b c (Mod O X ) the derived category of bounded complexes of O X -modules with coherent cohomology sheaves. Let us recall Grothendieck's definition of dualizing complex on X, as it appears in [RD] . A complex R ∈ D ! in case f is either finite or smooth; flat base change; and a nondegenerate trace morphism Tr f : Rf * f ! → 1 when f is proper. Since its introduction in the 1960's Grothendieck duality played central roles in many areas of algebraic geometry, such as resolution of singularities, moduli problems, arithmetic geometry, enumerative geometry and more. In recent years Grothendieck duality has found its way to noncommutative algebraic geometry, and even to mathematical physics; cf. [VdB] and [KKO] .
One drawback in Grothendieck's original proof, as presented by Hartshorne in the book [RD] , is that it is extremely lengthy, difficult and requires many compatibility verifications. Also some proofs are absent. Already in [RD] we find an appendix by Deligne with a very short proof of some of the results. This direction was pursued further by Verdier [Ve] . But Deligne's method is sort of a shortcut, and it still requires a lot of work to reproduce all of Grothendieck's results using only the Deligne method.
In recent years several authors have tried to improve the situation, either by providing more explicit constructions (like the work of Kleiman [Kl] , Kunz [HK] , Lipman [Li1, Li2] , Hübl [Hu] , Sastry [Sa] , Yekutieli [Ye1, Ye2] , Conrad [Co] and others); by a new "shortcut", like Neeman [Ne] ; or by expanding the Deligne-Verdier method [AJL] . However the success was only partial, as was eloquently summarized by Lipman in [Co, Preface] .
We believe that we may have finally found the "royal road" to Grothendieck duality, to use Lipman's words in [Co] . Indeed, our approach is relatively short, and does not require complicated verifications. We obtain most of the important results in [RD] , and we can formulate them explicitly. The only limitation is that we must work with finite type Kschemes, where K is some regular noetherian commutative ring of finite Krull dimension. But for most applications (including arithmetic geometry) this does not seem to be a serious restriction.
Let K be a commutative ring and let A be a commutative K-algebra. Given a complex M ∈ D(Mod A) we define its square Sq A/K M ∈ D(Mod A). In case K is a field then
But in general the definition of Sq A/K M is more complicated, and requires the use of differential graded algebras; see Definition 2.5. (We recommend skipping Sections 1 and 2 in the first reading of the paper, and just assuming that K is a field throughout.)
The squaring operation is a (nonlinear) [VdB] we call the pair (R, ρ) a rigid dualizing complex over A relative to K.
For the rest of the introduction let's assume that the base ring K is noetherian regular of finite Krull dimension. In Section 4 we prove that any finitely generated K-algebra A has a rigid dualizing complex (R A , ρ A ). As explained above this rigid dualizing complex is unique up to a unique rigid isomorphism.
Suppose X is a finite type K-scheme. Theorem 0.1. Assume K is a noetherian regular ring of finite Krull dimension and X is a finite type K-scheme.
(1) The pair
(2) The assignment
for open sets U ⊂ X, is a stack of abelian categories on X.
The theorem is a restatement of Theorem 7.6 . The t-structure in part (1) is called the rigid perverse t-structure, and the complexes in p D b c (Mod O X ) 0 are called perverse coherent sheaves. For the benefit of the reader we have included a short review of the concepts of t-structures and stacks in Section 6.
A rigid dualizing complex on X (relative to K) is a pair (R, ρ), where R is a dualizing complex on X, and ρ = {ρ U } is a rigid structure on R. Namely for any affine open set U = Spec A ⊂ X, letting R := RΓ(U, R), we are given a rigidifying isomorphism ρ U : R ≃ − → Sq A/K R in D(Mod A). Moreover we require the rigidifying isomorphisms ρ U to agree on intersections. See Definition 7.3 for full details.
Here is the second main result of our paper.
Theorem 0.2. Assume K is a regular noetherian commutative ring of finite Krull dimension, and X is a finite type K-scheme. Then X has a rigid dualizing complex (R, ρ), which is unique up to a unique rigid isomorphism in D(Mod O X ).
The theorem is restated as Theorem 7.8, and is proved in Section 7. Let us comment briefly on the proof. Suppose U = Spec A is an affine open set in X. Let R A be the rigid dualizing complex of A, and let R U be the sheafification of R A . Given another affine open set V ⊂ X, the uniqueness of rigid dualizing complexes gives rise to an isomorphism R U | U∩V ∼ = R V | U∩V in D(Mod O U∩V ), and these isomorphism satisfy the cocycle condition. Since each R U is a perverse coherent sheaf on U , Theorem 0.1(2) implies that they can be glued to a global dualizing complex R X .
From now on we shall write (R X , ρ X ) for the rigid dualizing complex of X. Sometimes the reference to ρ X will be omitted.
The third main result of the paper concerns the variance properties enjoyed by rigid dualizing complexes. Suppose f : X → Y is a morphism between schemes. If f is finite then there is a functor f ♭ :
On the other hand if f is smooth we have a functor f ♯ : D(Mod O Y ) → D(Mod O X ) defined as follows. Let X 1 , . . . , X r be the connected components of X, with inclusions g i : X i → X. Let n i be the rank of Ω 1 Xi/Y . Then
Theorem 0.3. Let K be a regular noetherian commutative ring of finite Krull dimension, and let f : X → Y be a morphism between finite type K-schemes. Assume f is finite (resp. smooth). Then the complex f ♭ R Y (resp. f ♯ R Y ) is a dualizing complex on X, and it has an induced rigid structure. Hence there is a unique rigid isomorphism R X ∼ = f ♭ R Y (resp.
This theorem is restated, in somewhat greater detail, as Theorem 7.17. In the proof we again use properties of rigid dualizing complexes locally, and then glue isomorphisms using perverse sheaves.
Given a finite type K-scheme X define the rigid auto-duality functor
Let f : X → Y be a morphism of schemes. Define the twisted inverse image functor
Given another morphism of schemes g : Y → Z, the adjunction isomorphism 1
Moreover these isomorphism are compatible for a composition of three morphisms of schemes, i.e. they form the 1-component of a contravariant 2-functor FTSch /K → Cat, whose 0-component is X → D + c (Mod O X ). Here FTSch /K is the category of finite type schemes over K, and Cat is the category of all categories. See Proposition 7.16 for details.
From Theorem 0.3 it is quite easy to deduce the following facts about the functor f ! . For a finite morphism f we have an isomorphism of functors f ! ∼ = f ♭ , and there is a nondegenerate trace morphism Tr f : Rf * f ! → 1, where 1 is the identity functor. For a smooth morphism f there is an isomorphism f ! ∼ = f ♯ . In case f is embeddable (i.e. f = h • g with g finite and h smooth) we can say more, again with very little effort. Using the isomorphisms h ! ∼ = h ♯ and g ! ∼ = g ♭ we deduce flat base change for f ! . Also it follows that f ! ∼ = f ! (G) , the latter being Grothendieck's twisted inverse image functor from [RD] . In particular if the structural morphism π :
To demonstrate the effectiveness of our approach to Grothendieck duality we give a proof of property R4 (transitivity) of the residue symbol. Recall that the residue symbol was introduced in [RD, Section III.9] , and several of its properties were stated there without proofs. Most of these properties were subsequently proved in [Li2] , but property R4 was beyond the scope of that work. The proofs of property R4 in [Hu] , and later in [Co] , were complicated and long. Our proof (see Theorem 5.7) is both short and conceptual -we explain why the property holds. (It's because the residue map is rigid; see Corollary 5.5.)
For a proper morphism f : X → Y we sketch a proof of the existence of a nondegenerate trace morphism Tr f : Rf * f ! → 1. This is done in Section 8, where for the first time we consider Cousin complexes. To finish the paper we prove that the perverse coherent sheaves on X are nothing but the Cohen-Macaulay complexes in
Our new approach to Grothendieck duality is really a by-product of research in noncommutative algebraic geometry. Indeed, Van den Bergh's definition of rigid dualizing complex applies to a noncommutative algebra A over a field K. See [VdB] and [YZ1] .
The idea of using perverse sheaves for gluing dualizing complexes, which in the commutative setup is just a practical and elegant substitute for Cousin complexes, also arose in the context of noncommutative algebraic geometry. In the noncommutative case Cousin complexes are often useless, so that perverse sheaves are the only known gluing method. See [YZ2] and [YZ4] . their derived categories. The results are needed for treating rigid dualizing complexes when the base ring K is not a field. There is some overlap here with the papers [FIJ] , [Ke] and [Be] . We recommend skipping this section, as well as Section 2, when first reading the paper; the reader will just have to assume that K is a field, and replace ⊗ L K with ⊗ K everywhere.
Let K be a commutative ring. A graded K-algebra A = i∈Z A i is said to be supercommutative if ab = (−1) ij ba for all a ∈ A i and b ∈ A j , and if a 2 = 0 whenever i is odd. (Some authors call such a graded algebra strictly commutative.) A is said to be non-positive if A i = 0 for all i > 0. Throughout the paper all graded algebras are assumed to be non-positive, super-commutative, associative, unital K-algebras by default, and all algebra homomorphisms are over K.
By differential graded algebra (or DG algebra) over K we mean a graded K-algebra A = i∈N A i , together with a K-linear derivation d : A → A of degree 1 satisfying d • d = 0. Note that the graded Leibniz rule holds:
for a ∈ A i and b ∈ A j . A DG algebra homomorphism f : A → B is a degree 0 homomorphism of graded K-algebras that commutes with d. It is a quasi-isomorphism if H(f ) is an isomorphism (of graded algebras).
A
Note that we can make M into a right DG A-module by the rule ma := (−1) ij am for a ∈ A i and m ∈ M j . The category of DG A-modules is denoted by DGMod A. It is an abelian category whose morphisms are degree 0 A-linear homomorphisms commuting with the differentials.
There is a forgetful functor from DG algebras to graded algebras (it forgets the differential), and we denote it by A → und A. Likewise for M ∈ DGMod A we have und M ∈ GrMod(und A), the category of graded und A -modules. A DG K-module is just a complex of K-modules.
Given a graded algebra A and two graded A-modules M and N let us write
the set of homogeneous K-linear homomorphisms of degree i from M to N , and let
is a graded A-module, by the formula (aφ)(m) := aφ(m) = (−1) ij φ(am) for a ∈ A j and φ ∈ Hom A (M, N ) i . Cf. [ML, Chapter VI] . The set Hom A (M, N ) is related to the set of A-linear homomorphisms M → N as follows. Let's denote by ungr the functor forgetting the grading. Then the map
, is ungr A -linear, and Φ is bijective if M is a finitely generated A-module.
For a DG algebra A and two DG A-modules M, N there is a differential d on
The DG modules M and N are called homotopy equivalent if there are homomorphisms φ : M → N and ψ : N → M in DGMod A such that ψ • φ and φ • ψ are homotopic the respective identity homomorphisms.
Suppose A and B are two DG K-algebras. Then A ⊗ K B is also a DG K-algebra; the sign rule says that
Let A be a DG algebra. Since A is non-negative one has d(A 0 ) = 0; and therefore the differential d :
This easily implies that the truncated objects (1.2)
There is a derived category obtained from DGMod A by inverting the quasi-isomorphisms, which we denote byD(DGMod A). See [Ke] for details. Note that in case A is a usual algebra (i.e. it is concentrated in degree 0) then DGMod A = C(Mod A), the abelian category of complexes of A-modules, andD(DGMod A) = D(Mod A), the usual derived category of A-modules.
In order to derive functors one has several useful devices. A DG A-module P is called K-projective if for any acyclic DG A-module N the DG K-module Hom A (P, N ) is acyclic. (This name is due to Spaltenstein [Sp] . Keller [Ke] uses the term "property (P)" to indicate K-projective DG modules, and in [AFH] the authors use "homotopically projective". See also [Hi] .) Similarly one defines K-injective and K-flat DG modules: I is K-injective, and F is K-flat, if Hom A (N, I) and F ⊗ A N are acyclic for all acyclic N . It is easy to see that any K-projective DG module is also K-flat. Every two objects M, N ∈ DGMod A admit quasi-isomorphisms P → M , N → I and F → M , with P K-projective, I K-injective and F K-flat. Then one defines
. When A is a usual algebra, any bounded above complex of projective (resp. flat) modules is K-projective (resp. K-flat). And any bounded below complex of injective A-modules is K-injective. A single A-module M is projective (resp. injective, resp. flat) iff it is Kprojective (resp. K-injective, resp. K-flat) as DG A-module.
The following useful result is partly contained in [Hi] , [Ke] and [KM] .
(2) Choose K-projective resolutions P → M and Q → N over A. We note that B ⊗ A P and B ⊗ A Q are K-projective over B, and B ⊗ A P → M , B ⊗ A Q → N are quasiisomorphisms. Therefore we get isomorphisms inD(DGMod A):
The same resolutions give
There is a structural characterization of K-projective DG modules, which we shall review (since we shall elaborate on it later). This characterization works in steps. First one defines semi-free DG A-modules. A DG A-module Q is called semi-free if there is a subset X ⊂ Q consisting of (nonzero) homogeneous elements, and an exhaustive nonnegative increasing filtration {F i X} i∈Z of X by subsets (i.e. F −1 X = ∅ and X = F i X), such that und Q is a free graded und A -module with basis X, and for every i one has d(F i X) ⊂ x∈Fi−1X Ax. The set X is called a semi-basis of Q. Note that X is partitioned into X = i∈Z X i , where X i := X ∩ Q i . We call such a set a graded set. Now a DG A-module P is K-projective iff it is homotopy equivalent to a direct summand (in DGMod A) of some semi-free DG module Q. See [AFH] or [Ke] for more details and for proofs.
A free (super-commutative, non-positive) graded K-algebra is a graded algebra of the following form. One starts with a graded set of variables X = i≤0 X i ; the elements of X i are the variables of degree i. Let X ev := i even X i and X odd := i odd X i . Consider the free associative K-algebra K X on this set of variables. Let I be the two-sided ideal of K X generated by all elements of the form xy − (−1) ij yx or z 2 , where x ∈ X i , y ∈ X j , z ∈ X k , and k is odd. The free super-commutative graded K-algebra on X is the quotient K[X] := K X /I. It is useful to note that
and that K[X ev ] is a commutative polynomial algebra, whereas K[X odd ] is an exterior algebra.
Definition 1.4. Suppose A → B is a homomorphism of DG K-algebras. B is called a semi-free (super-commutative, non-positive) DG algebra relative to A if there is a graded set X = i≤0 X i , and an isomorphism of graded und A -algebras
Observe that the DG algebra B in the definition above, when regarded as a DG Amodule, is semi-free with semi-basis consisting of the monomials in elements of X. Hence B is also K-projective and K-flat as DG A-module. Definition 1.5. Suppose A and B are DG K-algebras and f : A → B is a homomorphism of DG algebras. A semi-free (resp. K-projective, resp. K-flat) DG algebra resolution of B relative to A is the data Af − →B g − → B, whereB is a DG K-algebra,f and g are DG algebra homomorphisms, and the following conditions are satisfied:
(iii)f makesB into a semi-free DG algebra relative to A (resp. a K-projective DG A-module, resp. a K-flat DG A-module).
We also say that Af − →B (1) There exists a semi-free DG algebra resolution Af − →B
(2) Moreover, if HA is a noetherian algebra and HB is a finitely generated HAalgebra, then we can choose the semi-free DG algebraB in part (1) such that
, where the graded set X = i≤0 X i has finite graded components X i . (3) If HA is a noetherian algebra, B is a usual algebra, and B = H 0 B is a finitely generated H 0 A -module, then there exists a K-projective DG algebra resolution
µi as graded und A -modules, and the multiplicities µ i are finite.
Proof. (1) We shall constructB as the union of an increasing sequence of DG algebras F 0B ⊂ F 1B ⊂ · · · , which will be defined recursively. At the same time we shall construct an increasing sequence of DG algebra homomorphisms A → F iB gi − → B, and an increasing sequence of graded sets F i X ⊂ F iB . The homomorphism g will be the union of the g i , and the graded set X = j≤0 X j will be the union of the sets F i X. For every i the following conditions will hold:
We start by choosing a set of elements of B 0 that generate H 0 B as H 0 A -algebra. This gives us a set X 0 of elements of degree 0 with a function g 0 : X 0 → B 0 . Consider the DG algebra K[X 0 ] with zero differential; and define
We get a DG algebra homomorphism g 0 : F 0B → B, and conditions (i)-(iii) hold for i = 0. Now assume i ≥ 0, and that for every j ≤ i we have DG algebra homomorphisms g j : F jB → B and graded sets F j X satisfying conditions (i)-(iii). We will construct
} is a set of cocycles that generates
} is a set of elements whose images in
Define the DG algebra F i+1B to be
with differential d extending the differential of F iB and the function d : Y i+1 → F iB defined above.
(2) This is because at each step in (1) the sets Y i can be chosen to be finite.
. This is an A 0 -algebra, which is a free module of finite rank. Let g 0 :
For i ≥ 1 the proof proceeds as in part (i), but always using condition (iii') instead of (iii). Proof. By definition there is a graded set
We shall define a compatible sequence of DG algebra homomorphisms h i : F iB →B ′ , whose union will be called h.
For i = 0 we note that g ′ :B ′0 → B is surjective. Hence there is a function h 0 :
we can extend the function h 0 uniquely to a DG algebra homomorphism
and we let b :
From here to the end of this section we assume K is noetherian. A homomorphism A → A ′ between two K-algebras is called a localization if it induces an isomorphism S −1 A ≃ − → A ′ for some multiplicatively closed subset S ⊂ A. We then say that A ′ is a localization of A. A K-algebra A is called essentially of finite type if A is a localization of some finitely generated K-algebra. Such an algebra A is noetherian. If B is an essentially finite type A-algebra then it is an essentially finite type K-algebra. Proposition 1.8. Let A be an essentially finite type K-algebra. Then there is a DG algebra quasi-isomorphismÃ → A such thatÃ 0 is an essentially finite type K-algebra, and each A i is a finitely generatedÃ 0 -module and a flat K-module. In particularÃ is a K-flat DG K-module.
Proof. Pick a finitely generated K-algebra A f such that S −1 A f ∼ = A for some multiplicatively closed subset S ⊂ A f . According to Proposition 1.6(2) we can find a semi-free DG algebra resolutionÃ f → A f whereÃ f has finitely many algebra generators in each degree. LetS ⊂Ã 0 f be the pre-image of S under the surjectionÃ
Corollary 1.9. Let A be an essentially finite type K-algebra, and letÃ → A be any Kflat DG algebra resolution relative to K. Then H 0 (Ã ⊗ KÃ ) is an essentially finite type K-algebra, and each
Proof. Using Proposition 1.7, and passing via a semi-free DG algebra resolution, we can replace the given resolutionÃ → A by another one satisfying the finiteness conditions in Proposition 1.8. Now the assertion is clear.
Let M be a graded module. The amplitude amp M is defined as follows.
Thus M is bounded if and only if amp M < ∞. Now let A be a DG algebra with HA bounded, and let M be a DG A-module. For any d ∈ N we say that flat.
Observe that M has finite flat dimension if and only if the functor M ⊗ L A − is way out on both sides, in the sense of [RD, Section I.7] . Similarly one can define the projective dimension proj.dim A M of a DG A-module M , by considering the amplitude of H RHom A (M, N ). For a usual algebra A and a single module M the dimensions defined above coincide with the usual ones.
There exists a functorial morphism Proof.
(1) to define ψ we may choose a K-projective resolution P → L over A, and a Kflat resolution Q → N over B. Then we have an obvious homomorphism of DG A ⊗ K B -modules
In the derived category this represents ψ.
(2) To prove that ψ is an isomorphism (or equivalently that ψ P,Q is a quasi-isomorphism) we may forget the A⊗ K B -module structures, and consider ψ as a morphism in D(Mod K). Now by Proposition 1.3(2) we can replace A and B by quasi-isomorphic DG K-algebras. Thus we may assume both A and B are K-flat as DG K-modules.
, and that L has finite projective dimension over H 0 A. So we may replace A with H 0 A, and thus assume that A is a noetherian algebra. Now choose a resolution P → L, where P is a bounded complex of finitely generated projective A-modules. Take any K-flat resolution Q → N over B. Then the homomorphism ψ P,Q is actually bijective.
(4) Finally let's assume condition (iii.b) holds. As in part (3) we can suppose that B = B 0 . Choose a bounded resolution Q → N by flat B-modules. By replacing M with the truncation τ ≥j0 τ ≤j1 M for some j 0 ≪ 0 and j 1 ≫ 0 we may assume M is bounded. According to [AFH, Theorem 9.2 .7] we can find a semi-free resolution P → L over A such that und
µi with all the multiplicities µ i finite. Because the µ i are finite and both M and Q are bounded the homomorphism ψ P,Q is bijective. Remark 1.11. Proposition 1.10 can be extended by replacing conditions (iii.a) and (iii.b) respectively with: (iii'.a) HA is a bounded essentially finite type K-algebra, and L has finite projective dimension over A; and (iii'.b) HB is a bounded essentially finite type Kalgebra, HN is a finitely generated HB -module, and N has finite flat dimension over A. The trick for (iii'.a) is to localize on Spec H 0 A and to look at minimal semi-free resolutions of L. This trick also shows that flat.dim A L = proj.dim A L. Details will appear elsewhere.
THE SQUARING OPERATION
In this section we introduce a key technical notion used in the definition of rigidity, namely the squaring operation. This operation is easy to define when the base ring K is a field (see Corollary 2.7), but when K is just a commutative ring (as we assume in this section) there are complications. We solve the problem using DG algebras.
Recall that for a DG algebra A the derived category of DG modules is denoted bỹ
. But this is not always possible, at least not in any obvious way, due to torsion. (For instance take K := Z and M = A := Z/(2)). Fortunately there is a way to get around this problem.
Lemma 2.1. LetÃ → A be a quasi-isomorphism of DG K-algebras, and assumeÃ is K-flat as DG
Proof. Choose any quasi-isomorphismM → M in DGModÃ withM K-flat over K. This is possible since any K-flat DGÃ-module is K-flat over
where the A-module structure is via the action on the first argument of RHom, is independent of this choice.
Proof. The idea for the proof was communicated to us by Bernhard Keller. Choose some semi-free DG algebra resolution K →Ã ′ → A of K → A. We will show that there is a canonical isomorphism
Let us choose a K-projective resolutionM → M overÃ, and a K-injective resolutioñ
By Proposition 1.7 there is a DG algebra quasi-isomorphism f 0 :Ã ′ →Ã that's compatible with the quasi-isomorphisms to A. By the categorical properties of K-projective resolutions there is anÃ ′ -linear quasi-isomorphism φ 0 :M ′ →M , that's compatible up to homotopy with the quasi-isomorphisms to M . We obtain anÃ
Next by the categorical properties of K-injective resolutions there is anÃ ′ ⊗ KÃ ′ -linear quasi-isomorphism ψ 0 :Ĩ →Ĩ ′ that's compatible up to homotopy with the quasi-isomorphisms fromM ′ ⊗ KM ′ . We thus get an A-linear homomorphism
′ are other choices of quasiisomorphisms of the same respective types as f 0 , φ 0 and ψ 0 . Then we get an induced isomorphism
Here we have to introduce an auxiliary DG K-module C(M ), the cylinder module.
As graded module one has C(M ) :
, a triangular matrix module, and the
which is the identity on the diagonal elements, and the given quasi-isomorphismM → M in the corner. The twoÃ ′ -linear quasi-isomorphisms φ 0 and φ 1 fit into anÃ ′ -linear quasi-morphism
that's commutative up to homotopy. Here ψ and β i are some DG module homomorphisms, which exist due to the K-injectivity ofĨ ′ andK respectively. Because
′ is K-injective, it follows that theÃ ′ ⊗ KÃ ′ -linear DG module quasi-isomorphisms ψ • β i and ψ i are homotopic. Therefore in order to prove that χ 0 = χ 1 it suffices to prove that the two isomorphisms in D(Mod A)
that are induced by β 0 , β 1 respectively, are equal.
where γ is someÃ ⊗ KÃ -linear DG module homomorphism, chosen so as to make the left square commute up to homotopy. As before, since (η i ⊗ η i ) • (ǫ ⊗ ǫ) = 1M ⊗ KM it follows that γ • β i and 1Ĩ are homotopic. Hence both θ 0 and θ 1 are inverses of the isomorphism 
Also for the identity morphisms Sq
Proof. Let's choose a semi-free DG algebra resolution K →Ã → A of K → A, and a semi-free DG algebra resolutionÃf − →B → B ofÃ → B. Note thatB is also semifree relative to K, so it may be used to calculate Sq B/K N . Next let's choose DG module resolutionsM → M ,Ñ → N ,M ⊗ KM →Ĩ andÑ ⊗ KÑ →J by K-projective or K-injective DG modules over the appropriate DG algebras, as was done in the proof of Theorem 2.2. SinceÑ is a K-projective DGÃ-module we get an actual DG module homomorphismφ :Ñ →M representing φ. Therefore there is anÃ ⊗ KÃ -linear DG module homomorphismφ ⊗φ :Ñ ⊗ KÑ →M ⊗ KM . BecauseĨ is K-injective we obtain a DG module homomorphism ψ :J →Ĩ liftingÑ ⊗ KÑφ
Given g : B → C and ψ : P → N it is now clear how to define Sq g/K (ψ) such that
, for these particular choices.
It remains to prove that after passing to D(Mod A) the morphism Sq f /K (φ) becomes independent of choices. The independence on choices of K-projective and K-injective resolutions, and on the DG module homomorphismsφ and ψ, is standard. Now suppose we choose another semi-free DG algebra resolution K →Ã ′ → A of K → A, and a semi-free DG algebra resolutionÃ
′ by K-projective or K-injective DG modules over the appropriate DG algebras, we obtain a homomorphism
Applying Proposition 1.7 twice we can find DG algebra homomorphisms g 0 and h 0 such that the diagram of DG algebra homomorphisms
is commutative. As in the proof of Theorem 2.2 we pick quasi-isomorphisms
Then we get a commutative up to homotopy diagram
in DGMod A, where the horizontal arrows are quasi-isomorphisms. If we were to choose another pair of DG algebra quasi-isomorphisms g 1 :Ã ′ →Ã and h 1 :B ′ →B so as to make diagram 2.4 commutative, then according to Theorem 2.2 there would be equalities 
Proof. It suffices to consider f = 1 B : B → B and φ = 1 N : N → N . Choose any lifting of b tob ∈B 0 . Then multiplication byb ⊗b onJ has the same effect on HomB ⊗ KB (B,J), up to homotopy, as multiplication by b 2 on B.
Corollary 2.7. Suppose A is a flat K-algebra, and M is a bounded above complex of A-modules that are flat as K-modules. Then there is a functorial isomorphism
Proof. This is because A and M are K-flat DG K-modules.
Remark 2.8. One might be tempted to use the notation
Indeed, we think it is possible to make sense of the "DG algebra" A ⊗ L K A, as an object of a suitable Quillen localization of the category of DG K-algebras. Cf. [Hi] , and also [Qu] , where an analogous construction was made using simplicial algebras rather than DG algebras. Then one should show that the triangulated category "D(DGMod A ⊗ L K A)" is well-defined, etc.
RIGID COMPLEXES
In this section K denotes a noetherian ring. All algebras are by default essentially finite type K-algebras, and all algebra homomorphisms are over K. We shall use notation such as f * : A → B for an algebra homomorphism; so that f : Spec B → Spec A is the corresponding morphism of schemes. The "restriction of scalars" functor D(Mod B) → D(Mod A) is denoted by f * , but usually we leave it implicit. As references for the results on derived categories needed here we recommend [RD] or [KS] .
Let A be a K-algebra. In Section 2 we constructed a functor Sq A/K : D(Mod A) → D(Mod A), the squaring operation. When K is a field one has the easy formula
(see Corollary 2.7). The squaring is functorial for algebra homomorphisms too. Given a homomorphism of algebras f
, and a morphism φ :
Again when K is a field the formula for Sq f * /K is obvious; complications arise only when the base ring K is not a field.
Definition 3.1. Let A be a K-algebra and let M ∈ D(Mod A). Assume M has finite flat dimension over K. A rigidifying isomorphism for M relative to K is an isomorphism
Definition 3.3. Let f * : A → B be a homomorphism between K-algebras, and let (M, ρ M ) and (N, ρ N ) be rigid complexes over A and B respectively, both relative to K.
and f * is the identity) then we say φ : N → M is a rigid morphism over A relative to K.
It is easy to see that the composition of two rigid trace-like morphisms relative to K is a rigid trace-like morphism relative to K. In particular, for a fixed K-algebra A the rigid complexes over A relative to K form a category, which we denote by D(Mod A) rig/K .
Recall that an A-algebra B is called smooth if it is finitely generated and formally smooth (i.e. it has the lifting property for infinitesimal extensions). These conditions imply that B is flat over A and Ω 1 B/A is a finitely generated projective B-module. If Ω 1 B/A has rank n then we say that B is smooth over A of relative dimension n. B is calledétale over A if it is finitely generated and formallyétale (i.e. it has the unique lifting property). This is equivalent to B being smooth over A of relative dimension 0. Note that a localization A → B is formallyétale, but usually B is not finitely generated over A. See [EGA, Section 0 IV .19.3] and [EGA, Section IV.17 .3] for details. (ii) L has finite flat dimension over A. Then:
(
has finite flat dimension over K, and an induced rigidifying isomorphism
is rigid relative to K. (3) Let C be an essentially finite type B-algebra, and let
Under condition (i) assume B → C is either smooth or a localization; under con- 
. These isomorphisms come from the Hom-tensor adjunction for the DG algebra homomorphismsB ⊗ KB →B ⊗ÃB → B, plus the fact that
Now using tensor product identities we get an isomorphism
, which we claim are isomorphisms. To prove this we can forget theB ⊗ KB -module structure, and consider (3.5) as morphisms in D(Mod K). According to Corollary 1.9 the algebra H 0 (Ã ⊗ KÃ ) ∼ = A ⊗ K A is noetherian, and each H i (Ã ⊗ KÃ ) is a finitely generated module over it. Since M has finite flat dimension overÃ, and both
are bounded, we can use Proposition 1.10, with condition (iii.b).
At this point we have a functorial isomorphism
A M has bounded cohomology, and so does Sq A/K L, since the latter is isomorphic to L. If A → B is a localization or is smooth thenB ⊗ÃB → B ⊗ A B is a quasi-isomorphism, and moreover B has finite projective dimension over B ⊗ A B. Thus under either condition (i) or (ii) of the theorem we may apply Proposition 1.10, with its conditions (iii.b) or (iii.a) respectively, to get an isomorphism
Thus we have obtained a functorial isomorphism
(2, 3) Because the construction of the rigidifying isomorphism in (1) depended only on standard identities and on the given rigidifying isomorphisms ρ L and ρ M .
Henceforth in the situation of the theorem we shall write
A → B be a finite homomorphism between two K-algebras.
This becomes a morphism of functors Tr
Theorem 3.8. Let K be a noetherian ring, let A and B be essentially finite type Kalgebras, and let f : A → B be a finite algebra homomorphism. Suppose we are given a rigid complex
(2) The morphism Tr 
For the proof we will need a lemma. The catch in this lemma is that the complex P of flat K-module is bounded below, not above.
Lemma 3.9. LetB be a K-flat DG K-algebra, and let P and N be bounded below DG B-modules. Assume that each P i is a flat K-module, and that N has finite flat dimension
Proof. SupposeB ′ →B is a semi-free DG algebra resolution relative to K. ThenB ′ ⊗ K B ′ →B ⊗ KB is a quasi-isomorphism, and by Proposition 1.3 we may replaceB withB ′ . Thus we might as well assume thatB is itself semi-free over K. Choose a bounded above semi-free resolution Q → N overB, and let Q ′ := τ ≥i0 Q be a truncation with i 0 ≪ 0. Then Q ′ a bounded complex of flat K-modules and Q ′ → N is a quasi-isomorphism of DGB-modules. We have to show that
It is enough to show that the complex P ⊗ K L is acyclic. We note that L is a bounded below acyclic complex and P is a bounded below complex of flat modules. To prove that H i (P ⊗ K L) = 0 for any given i we might as well replace P with a truncation
Proof of the theorem.
(1) Let's pick a semi-free DG algebra resolution
µi with finite multiplicities µ i ; see Proposition 1.6(3). Choose a bounded above semi-free resolution P ′ → M overÃ. Since M has finite flat dimension over K it follows that for i ≪ 0 the truncated DGÃ-module P := τ ≥i P ′ is a bounded complex of flat K-modules, and also P ∼ = M inD(DGModÃ).
We have an isomorphism HomÃ(B, P ) ∼ = RHom A (B, M ) inD(DGModB), and an isomorphism
inD(DGModB ⊗ KB ). Because the multiplicities µ i are finite and P is bounded, the obvious DG module homomorphism
is bijective. Now HomÃ(B, P ) is a bounded below complex of flat K-modules, which also has finite flat dimension over K. Therefore by Lemma 3.9 we obtain
inD(DGModB ⊗ KB ). We conclude that there is a functorial isomorphism (3.10)
(If K is a field we may disregard the previous sentences, and just takeÃ := A andB := B.) We thus have a sequence of isomorphisms in D(Mod B):
where the isomorphism marked ♦ is by (3.10), and the isomorphisms ‡ come from the Hom-tensor adjunction formula. The rigidifying isomorphism we want is
(2) Going over the sequence of isomorphisms (3.11) we see that the diagram (3.12)
is commutative. This says that Tr ♭ f ;M is a rigid morphism. (3) This is because the rigidifying isomorphism f ♭ (ρ) in part (1) depends only on standard identities and on the given rigidifying isomorphism ρ.
(4) According to Proposition 1.10, under condition (iii.a), we have a canonical isomor-
Combine this with the isomorphisms (3.11). 
Proof. By Theorem 3.8, Tr
is some other nondegenerate rigid trace-like morphism. Then τ = u Tr ♭ f ;M for some u ∈ B × , so we get isomorphisms
We shall need the following easy fact.
Lemma 3.14. Suppose
Definition 3.15. Suppose f * : A → B is a homomorphism of K-algebras which is either smooth or a localization. Let Spec B = i Spec B i be the (finite) decomposition of Spec B into connected components. For each i the
If A → B isétale or a localization one simply has f ♯ M = B ⊗ A M . (1) The complex f ♯ L has an induced rigidifying isomorphism
We get a functor
either a smooth homomorphism or a localization homomorphism. Then under the standard isomorphism
Proof. In view of Lemma 3.14 we might as well assume Ω 
In the situation of the definition above, given
coming from Hom-tensor adjunction. In particular, for
′ is a rigid isomorphism relative to K.
Proposition 3.20. Let f * : A → A ′ be anétale or localization homomorphism, and let
Proof.
(1) Since the corresponding morphism M ′ → M ′ is the identity automorphism of M ′ , it is certainly rigid.
(2) Here we have 
Using the base change isomorphism for differential forms, namely Ω
Now regarding the rigidifying isomorphisms, use Proposition 1.10, with condition (iii.b), to insert Ω n A ′ /A [n] into the sequence of isomorphisms (3.11) at various positions. Corollary 3.22. In the situation of Theorem 3.21 assume g * isétale or a localization.
with their induced rigidifying isomorphisms. Then
Proof. This is because Tr
RIGID DUALIZING COMPLEXES OVER K-ALGEBRAS
In this section we assume that K is a regular noetherian ring of finite Krull dimension. All algebras are by default essentially finite type K-algebras, and all algebra homomorphisms are over K.
Let us recall the definition of dualizing complex over a K-algebra A from [RD] . The derived category of bounded complexes with finitely generated cohomology modules is denoted by
is called a dualizing complex if it has finite injective dimension, and the canonical morphism A → RHom A (R, R) in D(Mod A) is an isomorphism. It follows that the functor RHom A (−, R) is an auto-duality of D b f (Mod A). Note since the ground ring K has finite global dimension, the complex R has finite flat dimension over it.
Following Van den Bergh [VdB] we make the following definition.
Definition 4.1. Let A be a K-algebra and let R be a dualizing complex over A. Suppose R has a rigidifying isomorphism ρ : R ≃ − → Sq A/K R. Then the pair (R, ρ) is called a rigid dualizing complex over A relative to K.
By default all rigid dualizing complexes are relative to the ground ring K.
Example 4.2. Take the K-algebra A := K. The complex R := K is a dualizing complex over K, since this ring is regular. Let ρ tau : K ≃ − → Sq K/K K be the tautological rigidifying isomorphism. Then (K, ρ tau ) is a rigid dualizing complex over K relative to K.
In [VdB] it was proved that when K is a field, a rigid dualizing complex R is unique up to isomorphism. And in [YZ1] we proved that the pair (R, ρ) is in fact unique up to a unique rigid isomorphism (again, only when K is a field). These results are true in our setup too: Theorem 4.3. Let K be a regular noetherian ring of finite Krull dimension, let A be an essentially finite type K-algebra, and let (R, ρ) be a rigid dualizing complex over A relative to K. Then (R, ρ) is unique up to a unique rigid isomorphism.
Proof. In view of Lemma 3.14 and Theorem 3.16 we may assume that Spec A is connected. Suppose (R ′ , ρ ′ ) is another rigid dualizing complex over A. Then there is an isomorphism
The isomorphism marked † exists by Proposition 1.10, and the isomorphism marked ♦ comes from ρ :
On the other and we have ρ
Since R A is a dualizing complex it follows that L ∼ = A and n = 0. Thus we get an isomorphism φ 0 : R A ≃ − → R ′ . The isomorphism φ 0 might not be rigid, but there is some isomorphism φ 1 making the diagram
In view of this result we are allowed to talk about the rigid dualizing complex over A (if it exists).
The functors f ♭ and f ♯ associated to an algebra homomorphism f * : A → B were introduced in Definitions 3.7 and 3.15 respectively. Proof. The fact that R B is a dualizing complex over B is an easy calculation; see [RD, Proposition V.2.4] . Since R B has bounded cohomology and K has finite global dimension it follows that R B has finite flat dimension over K. So Theorem 3.8(1) can be applied.
Proposition 4.5. Let A be a K-algebra, and assume A has a rigid dualizing complex (R A , ρ A ). Let f * : A → B be either a smooth homomorphism or a localization. Define
is a rigid dualizing complex over B.
Proof. A calculation shows that R B is a dualizing complex over B. The only tricky part is to show that R B has finite injective dimension; see [RD, Theorem V.8 Proof. We can find algebras and homomorphisms
* is surjective and h * is a localization. By Example 4.2, (K, ρ tau ) is a rigid dualizing complex over K. By Propositions 4.5 and 4.4 the complex Proof. By Corollary 3.13 the morphism Tr ♭ f ;RA : f ♭ R A → R A , namely "evaluation at 1", is the unique nondegenerate rigid trace-like morphism between these two objects. And by Proposition 4.4 and Theorem 4.3 there exist a unique rigid isomorphism
Here is an immediate consequence:
Corollary 4.9 (Transitivity). Let A → B → C be finite homomorphisms of K-algebras.
The notion of rigid localization morphism was introduced in Definition 3.19. 
, it follows that the twisted inverse image restricts to a functor 
is either smooth or a localization, there
is an isomorphism ψ
In the situation of (1) there is equality
In the situations of (3) and (4) the isomorphisms ψ tau f
In stating the theorem we were a bit sloppy with notation; for instance in part (5) we wrote "ψ tau g
• ψ tau f ", whereas the correct expression is "ψ tau g
• g ! (ψ tau f )". This was done for the sake of legibility, and we presume the reader can fill in the omissions.
The isomorphisms φ −,− in parts (1, 2) make
Here EFTAlg /K is the category of essentially finite type K-algebras, and Cat is the category of all categories. See [Ha, Section 5 .15] for details on 2-functors.
(2) By definition 
(4) By Proposition 4.5 and Theorem 4.3 there is a unique rigid isomorphism χ :
Using χ, Proposition 1.10 and the adjunction isomorphism
(5) These assertions are immediate consequences of the construction of φ f,g , ψ The last result in this section explains the dependence of the twisted inverse image 2-functor f → f ! on the base ring K. Assume K ′ is an essentially finite type K-algebra that's regular (but maybe not smooth over K). Just like for K, any essentially finite type K ′ -algebra A has a rigid dualizing complex relative to K ′ , which we denote by (R
Proposition 4.14. Let A be an essentially finite type
A is a dualizing complex over A, and it has an induced is a rigidifying isomorphism relative to
Example 4.15. Take K := Z and K ′ := F p = Z/(p) for some prime number p. Then
Remark 4.16. The assumption that the base ring K has finite global dimension seems superfluous. It is needed for technical reasons (bounded complexes have finite flat dimension), yet we don't know how to remove it. However, it seems necessary for K to be Gorenstein -see next example. Also finiteness is important, as Example 4.18 shows.
Example 4.17. Consider a field k, and let K = A := k[t 1 , t 2 ]/(t 2 1 , t 2 2 , t 1 t 2 ). Then A does not have a rigid dualizing complex relative to K. The reason is that any dualizing complex over the artinian local ring A must be R ∼ = A * [n] for some integer n, where
which has infinitely many nonzero cohomology modules. So there can be no isomorphism R ∼ = Sq A/K R.
Example 4.18. Take any field K, and let A := K(t 1 , t 2 , . . .), the field of rational functions in countably many variables. So A is a noetherian K algebra, but it is not of essentially finite type. Clearly A has a dualizing complex (e.g. R := A), but as shown in [YZ1, Example 3.13], there does not exist a rigid dualizing complex over A relative to K.
Remark 4.19. The paper [SdS] by de Salas uses an idea similar to Van den Bergh's rigidity to define residues on local rings. However the results there are pretty limited. Lipman (unpublished notes) has an approach to duality using the fundamental class of the diagonal, which is close in spirit to the idea of rigidity; cf. Remark 7.22.
THE RESIDUE SYMBOL
In this section we apply our methods to the residue symbol of [RD, Section III.9] . Throughout K is a regular noetherian ring of finite Krull dimension, and all algebras are of essentially finite type over K.
Suppose f * : A → B is a smooth homomorphism of relative dimension n, and b = (b 1 , . . . , b n ) is a sequence of elements in B such that the algebraB := B/(b) is finite over A. It follows that b is a regular sequence, andB is flat over A; cf. [EGA, Chapter IV, Section 11]. Let i * : B →B and g * : A →B be the corresponding homomorphisms, so that on the level of affine schemes we have g = f •i. According to Theorem 4.13, for every
. By composing them we obtain an isomorphism
and there areB-linear isomorphisms
For the rest of the section we shall use the following abbreviations: we will denote by A the tautological rigid complex (A, ρ tau ) ∈ D(Mod A) rig/A , and by R A the rigid dualizing
with horizontal arrows coming from Theorems 3.8(4) and 3.16(2), is commutative.
Proof. Going over the proof of Theorem 4.13 we see that there are similar commutative diagrams with pairs of vertical arrows (ψ
is a freeB-module with basis ζ A , it follows that uζ A is a rigid isomorphism for a unique u ∈B × . We will show that u = 1. Applying the rigid tensor operation R A ⊗ L A − of Theorem 3.4 to the rigid isomorphism uζ A we get a rigid isomorphism
overB relative to K. Now the commutativity of the diagram (5.4), with M := R A , says
A is a rigid isomorphism relative to K. However, by Theorem 4.13, the isomorphism ζ RA is itself rigid relative to K. The uniqueness in Theorem 4.3 implies that u = 1.
Let K(B, b) be the Koszul complex associated to the regular sequence b. Then the quasi-isomorphism K(B, b) →B is a free resolution over B, and
the cohomology class of the homomorphism K(B, b) −n → Ω n B/A , b 1 ∧· · ·∧b n → β. Now using the residue isomorphism ζ A , and the morphism "evaluation at 1" Tr ♭ g;A : g ♭ A → A, we define the residue symbol
In view of Proposition 7.21 this definition of the residue symbol coincides with the one in [RD, Section III.9] . Let us write
The rigidifying isomorphism is i ♭ f ♯ (ρ tau ). In this notation, Theorem 5.2 says that ζ A :
is a rigid isomorphism relative to A. Using Corollary 3.13 we obtain:
Corollary 5.5. The residue map Res B/A is the unique nondegenerate rigid trace-like morphism E(A, B,B) → A relative to A.
Remark 5.6. The corollary shows that (as would be expected) the residue symbol is independent of the base ring K and of the twisted inverse image functor f → f ! associated to it. The proof follows these lemmas. From here to the proof of Lemma 5.10,B is any finitely generated B-algebra of finite projective dimension (e.g.B = B/(b) as in the theorem).
Lemma 5.8. Let D be a finitely generated B-algebra and
Also assume that for some integer i 0 the D-module H i0 M is finitely generated and projective, and H i M = 0 for all i = i 0 . Then:
and this complex has bounded cohomology. ThereforeM has finite flat dimension overB. i (B ⊗ BD ) = 0 for i = 0 we see thatB ⊗ BD →D is a quasi-isomorphism. Thus B →B ⊗ BD →D is a K-flat DG algebra resolution ofB →D. Now using Hom-tensor adjunction we obtain
Due to the fact thatB has finite flat dimension over B we can use Proposition 1.10 to obtain an isomorphism
Putting all of this together, and inserting the given rigidifying isomorphism ρ :
. SinceM is a shift of a module, and hence so is SqD /BM , this isomorphism descends to an isomorphism in D(ModD). Proof. Both these rigidifying isomorphisms arise by expanding The base change formula for differential forms gives an isomorphismB
. The sequence c is regular also inC, so there is an isomorphism of DG algebras
The modules E(B, C, D) and E(B,C,D) are rigid complexes. Specifically, using the notation of the diagram below, we have E(B,
(5.12)
of (5.11) is rigid relative toB.
Proof. By definition
as rigid complexes relative to B. Using Lemma 5.10 it suffices to prove that
are rigid isomorphisms, relative toB andC respectively.
The isomorphism (5.14) is rigid because the fundamental local isomorphism (3.17) respects the base change B →B. Indeed, if B[t 1 , . . . , t n ] → C is anétale homomorphism (something that exists locally on Spec C), thenB[t 1 , . . . , t n ] →C isétale too; and the sequence (t 1 , . . . , t n ) can be used to calculate the isomorphism (3.17).
As for the isomorphism (5.15), in the proof of Theorem 3.8(1), where the rigidifying isomorphism of Ext n C (D, C)[−n] is constructed, we may take C → K(C, c) → D as semi-free DG algebra resolution of C → D. ThenC → K(C, c) →D is a semi-free DG algebra resolution ofC →D. The assertion is then verified by tracing the moves in the proof of Theorem 3.8(1).
Lemma 5.16. The isomorphism
provided by cup and wedge products is a rigid isomorphism relative to A.
Proof. Lemma 5.13 says it's enough to verify that the isomorphism
is a rigid isomorphism. Now by Theorems 3.8(4) and 3.16(2) there are isomorphisms
is rigid relative to A. Using Theorem 3.8(3) and Theorem 3.16(3) we reduce the problem to checking that
is a rigid isomorphism. This is true by Theorem 3.21.
Proof of Theorem 5.7. Consider the two A-linear homomorphisms
By Corollary 5.5 the homomorphism Res C/B : E(B, C, D) → B is rigid relative to B. So from Lemma 5.8(2) we obtain a rigid morphism
relative toB, where 1B is the identity morphism ofB. Applying the tensor operation
− of Theorem 3.4(1), we obtain a rigid morphism
relative to A. Again using Corollary 5.5, we know that Res B/A is a rigid morphism relative to A. Because φ 1 = Res B/A •(1 E ⊗ Res C/B ) we deduce that φ 1 is a rigid morphism relative to A.
On the other hand, by Lemma 5.16, and by Corollary 5.5 applied to Res C/A , we deduce that φ 2 is a rigid morphism relative to A. Since both φ 1 and φ 2 are nondegenerate, they must be equal by the uniqueness in Corollary 5.5.
PERVERSE SHEAVES ON RINGED SPACES
This section deals with gluing of t-structures. The context is quite general (ringed spaces). Let us begin by recalling the following basic definition due to Beilinson, Bernstein and Deligne [BBD] . We shall follow [KS, Chapter X] . 
When these conditions are satisfied we define the heart of D to be the full subcategory
It is known that the heart D 0 is an abelian category, in which short exact sequences are distinguished triangles in D with vertices in D 0 . Let (X, A) be a ringed space, i.e. a topological space X endowed with a sheaf of (not necessarily commutative) rings A. We denote by Mod A the category of sheaves of left A-modules, and by D(Mod A) the derived category.
The triangulated category D(Mod A) has the standard t-structure, in which
The heart D(Mod A) 0 is equivalent to Mod A. Other t-structures on D(Mod A), or on some triangulated full subcategory D ⊂ D(Mod A), will be called perverse t-structures, and the notation p D ⋆ shall be used. A stack on a topological space X is a "sheaf of categories." The general definition (cf. [LMB] ) is quite forbidding; but we shall only need the following special instance (cf. [KS, Section X.10] ). Given a ringed space (X, A) and two open sets V ⊂ U in X, the restriction functor 
there is a unique morphism ψ : M → N such that ψ| Vi = ψ i .
Unlike [LMB] , our stacks do not consist of groupoids. On the contrary, we will work with stacks of abelian categories. Here is an example. Example 6.3. Take C(U ) := D(Mod A| U ) 0 , the heart for the standard t-structure. Since C(U ) is canonically equivalent to Mod A| U it follows that C = {C(U )} is a stack of subcategories of D(Mod A). (6.14)
Denote by g i : U i → U the inclusions, for i = 1, 2. Also write U (1,2) := U 1 ∩ U 2 and g (1,2) : U (1,2) → U . For any open immersion g let g ! be extension by zero, which is an exact functor.
The restriction of the triangles T 1 and T 2 to U (1,2) and Lemma 6.11 give rise to an isomorphism f :
Therefore we get a morphism 
Applying the cohomological functor Hom D(Mod A|U ) (−, M| U ) to this triangle we get an exact sequence
The pair (α 1 , −α 2 ) in the middle term goes to zero, and hence it comes from some morphism α :
, so with the help of Lemma 6.12 we deduce that
′′ to be the cone of α. So we have a distinguished triangle
≥1 . When n > 2 the statement follows from induction and the case n = 2. 
. By Lemma 6.13 there is a triangle
Theorem 6.16. Let (X, A) be a ringed space with a local collection of t-structures
0 be the heart of the t-structure from Theorem 6.15. 
0 and isomorphisms φ i,j : M i | Vi∩Vj → M j | Vi∩Vj satisfying the cocycle condition. Since X is noetherian, and in view of axiom (c), we may assume I = {1, . . . , n}. Let us define W i := i j=1 V j . By induction on i we will construct an object
− → M j for all j ≤ i that are compatible with the φ j,k . Then M := N n will be the desired global object on V = W n . So assume i < n and N i has already been defined. For any j ≤ i we have an isomorphism
and these satisfy the cocycle condition. According to Lemma 6.9(2) there is an isomorphism
where γ is the canonical morphism. We obtain a distinguished triangle
in D(Mod A| Wi+1 ). Upon restriction to W i we get an isomorphism N i ∼ = N i+1 | Wi ; and upon restriction to V i+1 we get an isomorphism N i+1 | Vi+1 ≃ − → M i+1 which we call ψ i+1,i+1 . Finally from Lemma 6.12 we see that
Given another affine open set W ⊂ V the localization morphisms satisfy
because of uniqueness. Therefore
, and these isomorphisms satisfy the cocycle condition
By definition of the rigid perverse t-structure on
0 . Due to the existence of the isomorphisms φ U,V :
This collection of isomorphisms satisfies the cocycle condition, so by descent for objects (see Definition 6.2 (ii)) we see there is a global complex R X that restricts to R U for every U .
By construction R X comes equipped with a rigid structure ρ X . Regarding uniqueness: this is immediate from the uniqueness of the rigid dualizing complexes R U over the K-algebras A U , and by the uniqueness of the rigid localization morphisms q AV /AU . Definition 7.9. Let f : X → Y be a finite morphism of schemes, and let (R X , ρ X ) and (R Y , ρ Y ) be their respective rigid dualizing complexes. A rigid trace is a morphism The proof is after this lemma. 
The proposition says that f → f ! is the 1-component of a contravariant 2-functor FTSch /K → Cat, whose 0-component is X → D + c (Mod O X ). Here Cat is the category of all categories. See [Ha, Section 5.15 ] for details on 2-functors.
Recall that for a finite morphism of schemes f : X → Y there is a functor f ♭ :
For a smooth morphism f we have a functor f ♯ : D(Mod O Y ) → D(Mod O X ) defined as follows. Let X = X i be the decomposition of X into connected components, and for each i let n i be the rank of the locally free O Xi -module Ω 1 Xi/Y . Denote by g i : X i → X the inclusion. Then
Cf. [RD, Sections III.2 and III.6] .
Here is the third main result of the paper. 
Proof. We will do the case of a finite morphism. The smooth case is similar. The fact that f ♭ R Y is a dualizing complex on X is quite easy to verify; see [RD, Proposition V.2.4] . We need to provide it with a rigid structure f ♭ (ρ Y ). 
. This is due to Theorem 3.21.
We want to show that for every affine open set U ⊂ X the complex R U := RΓ(U, f ♭ R Y ) has a rigidifying isomorphism ρ U . If U ⊂ f −1 (V ) for some affine open set V ⊂ Y then this follows from the previous paragraph. Indeed, with A, B and R V as defined above, and B ′ := Γ(U, O X ), we have an isomorphism R U ∼ = B ′ ⊗ B f ♭ R V ; so we can use the rigidifying isomorphism f ♭ (ρ V ). And this rigidifying isomorphism of R U does not depend on the choice of V . (f ♭ R Y )| Ui ≃ − → S| Ui , that agree on double intersections, we can glue them to obtain the desired rigidifying isomorphism ρ U .
By construction the various rigidifying isomorphisms ρ U respect localizations, so we have a rigid structure on f ♭ R Y , which we denote by f ♭ (ρ Y ). By the uniqueness in Theorem 7.8 we get a rigid isomorphism (f For more details on the isomorphisms f ! ∼ = f ♭ and f ! ∼ = f ♯ see Theorem 4.13.
Remark 7.22. In case X is a separated flat embeddable K-scheme, Proposition 7.21 can be strengthened significantly. Indeed, one can prove that the dualizing complex R ′ := π ! (G) K has a rigid structure, which determined by the variance properties of the twisted inverse image 2-functor f → f ! (G) , as stated in [RD, Theorem III.8.7] . Here is an outline. Letting X 2 := X × K X, there are the diagonal embedding ∆ : X → X 2 , which is a finite morphism; and the two projections p i : X 2 → X, which are flat. See diagram below. Using flat base change one can obtain a canonical isomorphism (7.23) The name "relative dualizing sheaf" is a little misleading, since usually the coherent sheaf ω X/Y will not be a dualizing complex on X. Nonetheless this sheaf does enjoy some nice properties, that can be worked out from Corollary 7.18, Proposition 7.19, etc.
To conclude this section we address the question of dependence of the twisted inverse image 2-functor f → f ! on the base ring K. Assume K ′ is an essentially finite type Kalgebra that's regular (but maybe not smooth over K). Consider the category FTSch /K ′ , with the faithful functor FTSch /K ′ → FTSch /K. Just like for K, any finite type K ′ -scheme X has a rigid dualizing complex relative to K ′ , which we denote by R ′ X . Also there is a 2-functor FTSch /K ′ → Cat, constructed using the complexes R ′ X ; we denote it by f → f ! ′ . Let R K ′ be the rigid dualizing complex of K ′ relative to K. Note that since K ′ is regular, one has R K ′ ∼ = L[n] for some invertible K ′ -module L and some integer n.
c (Mod O X ) has an induced rigid structure relative to K. Therefore there is a unique rigid isomorphism
Proof. This is immediate from Proposition 4.14.
Because the twisting R K ′ ⊗ L K ′ − is an auto-equivalence of D + c (Mod O X ) for any scheme X ∈ FTSch /K ′ , we obtain:
Corollary 7.26. There is an isomorphism of 2-functors
COUSIN COMPLEXES
In this section we define the residue complex K X of a finite type K-scheme X, and construct the trace map Tr f : f * K X → K Y for any morphism of schemes f : X → Y . This is done using our results from Sections 4 and 7, combined with the method of Cousin complexes from [RD, Chapter IV] . We then sketch a proof of the fact that when f is proper the trace Tr f commutes with the coboundary operators, and is nondegenerate.
Throughout this section K denotes a regular noetherian commutative ring of finite Krull dimension; and all schemes are by default finite type K-schemes.
Let X be a scheme. According to Theorem 7.8, X has a rigid dualizing complex (R X , ρ X ) relative to K, which is unique up to a unique rigid isomorphism. For a point x ∈ X there is a unique integer dim K (x) such that the local cohomology H i x R X is nonzero only for i = dim K (x). Cf. [RD, Proposition V.3.4 ], or Lemma 8.4 below. The function dim K : X → Z is bounded, and has the property that dim K (y) = dim K (x) − 1 when y is an immediate specialization of x. In other words, − dim K is a codimension function, in the sense of [RD, Section V.7] .
Example 8.1. If K is equidimensional of dimension n (i.e. every maximal ideal has height n) then dim K (x) = dim {x} − n. Thus in the case of a field K one has dim K (x) = dim {x}. On the other hand, for K = Z and X = Spec Z, a closed point x = (p) has dim K (x) = −1.
