Traditionally, Response Surface Methodology (RSM) is cardinal in nature. Ordinal optimization was only introduced recently. Since ordinal optimization has been proven to be successful in certain applications, this paper aims to investigate whether ordinal optimization improves RSM by developing ordinal RSM and comparing it with cardinal RSM in terms of efficiency, accuracy and consistency. Assuming that the performances of systems can be expressed as functions of their parameters, both ordinal and cardinal RSM are simulated for several simple multivariable mathematical functions and the effectiveness of ordinal RSM evaluated. It was found that ordinal does not always improve RSM, especially in functions which exhibit a large gradient change over a small region.
INTRODUCTION
In this paper we investigate how ordinal optimization improves RSM. Ordinal optimization was proposed by Ho et al. (1992) . It involves the use of the ranking of noisy performance estimates instead of the actual performance, which can be difficult to determine. Also, ordinal optimization aims to find a subset in which "good enough" designs are contained with high probability, instead of trying to obtain one true maximum, which will be difficult in the presence of large noise.
RSM, invented by Box and Wilson (1951) , is a collection of mathematical and statistical techniques for empirical model building. By careful design of experiments, the objective is to optimize a response (output variable) which is influenced by several independent variables (input variables). An experiment is a series of tests, called runs, in which changes are made in the input variables in order to identify the reasons for changes in the output response (Montgomery & Runger 1994) . RSM involves two basic concepts:
(1) the choice of the approximate model, and (2) the plan of experiments where the response has to be evaluated.
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In combinatorially explosive stochastic optimization problems, RSM provides a major advantage by mapping the response surface over a particular region of interest. Hence, it is easier to select operating conditions to achieve desired specifications and optimize the response (Box 1987 and Myers 2002) . This enables a designer to efficiently allocate resources for detailed analyses and improvements of these potential solutions. Conventionally, cardinal optimization is used in RSM, where the actual performances are used in the evaluation of experimental responses. Due to the presence of large noise, the actual performances cannot be determined confidently, resulting in inaccuracy in subsequent steps. In ordinal optimization, the relative ranks of the responses are used instead. The relative orders of the responses can be determined with more accuracy; hence the desired region in which the optimum can be mapped more accurately and the latter obtained more efficiently. In fact, it has been investigated that ordinal comparison does exhibit much better convergence property than value estimation (Dai 1996 , Xie 1997 , and Dai and Chen 1997 ,Lee et. al. 1999 ). Moreover, accurate performances take a long time to obtain, whereas the relative order of performance estimates can be determined within a shorter time.
Ordinal optimization has been applied successfully to many situations, such as the 10-node network (Patsis et al. 1997) , rare event simulations (Ho and Larson 1995) and apparel manufacturing system (Lee et. al. 2000) . Hence, we have decided to incorporate ordinal optimization into RSM to see if RSM can be improved by this modification.
While it has been widely argued and acknowledged that ordinal optimization is preferred to cardinal optimization, this paper concentrates on integrating the concept of ordinal optimization in the RSM. We call this new method Ordinal RSM . We compare the two RSMs based on efficiency, accuracy and consistency as these are the key factors that designers are concerned with, primarily because finding a good design in a short time will lead to better resource allocation.
In Section 2, we will discuss the general RSM and the development of the ordinal RSM. In Section 3, we will 
where 0, the search space, is an arbitrary, huge, structureless but finite set; 0 is the system design parameter vector; J is the performance criterion which is the expectation of L, the sample performance, as a function of 0 and 4, a random vector that represents uncertain factors in the system . The first step of RSM is to find a suitable approximation for the function L. The most common forms are loworder polynomials but can be generalized with the inclusion of any mathematical operator (e.g. trigonometric functions). Once an approximate model is obtained, the goodness-of-fit determines if the solution is satisfactory. If this is not the case, the process is restarted and further experiments are made. In this paper, we do not conduct physical experiments, as the focus lies more in the second step; therefore an assumed function is used to carry out the second step.
In the second step, the function is modeled mathematically in an attempt to hunt for the optimum response. The method of steepest ascent (or descent) can be used. It is a procedure for moving sequentially along the path of steepest ascent, in the direction of the maximum increase in the response. This is based on the assumption that within a small region or in a region far from the optimum, a firstdegree model can be approximated (Montgomery & Runger 1994) . For a relatively small region of the response surface, the contours of the function can be taken to be parallel and hence the direction of steepest ascent would be directly perpendicular to the contours. Experiments are conducted on this path until the response no longer increases. At every point, a linear regression analysis is performed on the data, and the gradient is calculated, as the step size has to be proportional to the regression coefficient.
For this stage, we have chosen to adopt a modified version of the central composite design (CCD). CCDs traditionally involve 1 central point, 2N factorial points and 2N axial points, where N is the number of parameters. In our experiments, the axial points have been eliminated as the step sizes are relatively small; hence the factorial points are sufficient to maintain an adequate level of accuracy.
Another limitation is the presence of local maxima in some systems. This has to be overcome by restarting using different input values to see whether the same optimum is reached. However, this is not the focus of this paper and will not be addressed in the subsequent sections. Our aim is to compare how close the values obtained by the two methods are to an optimum, especially if they locate one of the same height, and also the number of steps needed to reach the point close of the optimum. The question of local and global optimums can be addressed in future studies. Outline ofthe Typical RSM
Step 1: Letting n=0, the initial central point is denoted by x0 where x0 is a vector
Step 2: Let the 3xn be the chosen distance between the central and factorial points, such that the factorial points are denoted by X,±3Xn.
Step 3: Evaluate the responses on all the design points.
Step 4: Calculate the gradient, AFn, of the response surface in the vicinity of the central point.
Step 5: Finding the next central value, xn l,
where )n represents the step size.
Step 6: Let n=n+1, and repeat steps 2 to 5 as many times as is required to obtain a point near to the optimum point. This is used to test for the efficiency and accuracy of the RSM. However, the graph only shows the convergence for a particular condition, and cannot be used to evaluate the general trend for the function. The response surface can also be mapped out using the software, Origin 7.5. This is used for further analysis of the function and the desired optimum region. with different starting points, step sizes, ax0, ay0 values and noise levels. In each function, the number of steps needed to first reach a point in the vicinity of the optimum is tabulated. The mean number of steps taken by each form of RSM is found and compared to determine, for each function and noise level, which form of RSM requires fewer
The following are the functions tested and the results of the RSM performed on them. Table 2 shows that the ordinal RSM for F2 performs better when the noise is small, but it worsens when the noise increases. This is because for ordinal RSM, there are only a few choices for the values of gradient. In general, although the orders of designs are more robust compared to the value of designs, a swap in ranks may cause a big change in gradient. This is a function which contains multiple peaks. When RSM was run, the different peaks were located depending on the starting point and the step size. Hence the number of steps for the RSM to obtain a point close to the optimum can be for any of the peaks, as they are of equal height. Likewise, the distance measured from the optimum is taken from the optimum that the RSM seems to be converging towards. This case is unlike the previous two as the function exhibits good convergence property and the performance is not significantly affected by the presence of noise, regardless of the latter's extent. Both forms of RSM converge well and perform consistently. At all degrees of noise, ordinal RSM performs marginally better, but the differences in their performances are very small and hence can be deemed to be the same. This is because the magnitudes of the responses can get quite large at only a short distance from the minimum point (though not as large as those in (2)), such that randomness does not produce a marked change, in both the cardinal values and the ranks. The performance of this function can be seen to be greatly affected by noise. In the presence of large noise, there are instances where the RSM never approaches the optimum value. In all cases, cardinal produces better results than ordinal RSM. This is because the function is a combination of algebraic and trigonometric parts, and trigonometric functions tend to display a large change for a small change in the variable. This is exacerbated by the multiplication of the algebraic part, such that the curvature of the surface is large, and neither method is effective in the presence of moderate or large noise. Cardinal RSM still has an edge over ordinal RSM as the gradient calculated using the exact values is a better estimation of the extent of the curvature as compared to that of ordinal RSM, which is more inaccurate due to the limited choice of gradients.
CONCLUSION
In many functions, cardinal RSM is still the preferred choice, especially where the response surface has a significant curvature over a small region. This is because while the responses can take on any values, the ranks are limited to 1, 2, 3, 4, 5. Hence, the gradient calculated is not accurate. Also, in these experimental runs, ordinal RSM seems to work only when the noise is not large, hence differing from ordinal optimization, which is less affected by noise. We think that there is still room for improvement for ordinal RSM. An important possibility for future research would be to look at how to use the ordinal information to estimate the gradient.
The RSMs that we employed in this experiment were quite fundamental, and there were a lot of factors that we had not considered. Future work could be carried out to look at how these factors (e.g. choice of stopping rule and the step size chosen) will affect the performance of RSM. Since this is a largely empirical study aiming to explore the potential of ordinal RSM, there may be no general conclusion to make, which can only be reached after further study. 
