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Abstract
The aim of this paper is to analyze a class of consensus algorithms with finite-time or fixed-time convergence for
dynamic networks formed by agents with first-order dynamics. In particular, in the analyzed class a single evaluation
of a nonlinear function of the consensus error is performed per each node. The classical assumption of switching
among connected graphs is dropped here, allowing to represent failures and intermittent communications between
agents. Thus, conditions to guarantee finite and fixed-time convergence, even while switching among disconnected
graphs, are provided. Moreover, the algorithms of the considered class are shown to be computationally simpler than
previously proposed finite-time consensus algorithms for dynamic networks, which is an important feature in scenarios
with computationally limited nodes and energy efficiency requirements such as in sensor networks. The performance
of the considered consensus algorithms is illustrated through simulations, comparing it to existing approaches for
dynamic networks with finite-time and fixed-time convergence. It is shown that the settling time of the considered
algorithms grows slower when the number of nodes increases than with other consensus algorithms for dynamic
networks.
Keywords: Finite-time consensus, Fixed-time consensus, dynamical networks, multi-agent systems, multiple
interacting autonomous agents, self-organizing systems
1. Introduction
Inspired by the ability of certain social insects to self-organize and mutually cooperate by relying only on neighbor-
to-neighbor communication, there has been an increasing interest during the last decade in the distributed algorithms
that control agent networks by local interactions. In particular, the consensus algorithm [1–3] allows a network of
agents to agree on a common value for its internal state in a distributed fashion (see e.g. [4–9]), by using only
communication among neighbors. Several works have been published proposing consensus algorithms in which
the agents are first-order integrator systems, second-order integrator systems or high-order linear systems. Some
works consider static communication topologies while others consider dynamic topologies, modeling intermittent
communications, movement of the agents and the switching between different transmission/reception power levels.
Regarding first-order agents, it is known that if the graph topology is strongly connected then consensus can be
achieved by the standard protocol (the input of an agent is a linear combination of the errors between the agent’s state
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and those of his neighbors) [10]. The network converges to the average of the agent’s initial states if the graph is
balanced (identical number of in-neighbors and out-neighbors). For unbalanced graphs, the standard algorithm can be
modified to still achieve consensus to the average value [3]. A finite time protocol is proposed in [11] that evaluates
a non-linear function over each neighbor error; if the error is larger than a certain distance then it is neglected. In
[12–14] a “binary” finite time protocol is proposed as a sum of the sign of each neighbor’s error. Another finite time
consensus was proposed in [15]. In [16, 17] interesting protocols were proposed that converge in fixed-time, i.e., there
exists a bound for the convergence time that is independent of the initial conditions [18, 19].
It can be demonstrated that some of the previously mentioned algorithms achieve consensus under dynamic net-
works switching among strongly connected topologies [10, 20]. For instance, the protocols of [21, 22] achieve con-
sensus when the topology switches among connected undirected graphs. For digraphs, a common requirement is that
all the graphs must contain a spanning-tree, moreover, the leader has to be the root for leader-follower schemes (e.g.,
[23]). By applying finite-time stability results, some algorithms have been extended to achieve finite-time consensus
for dynamic topologies [13, 24–27]. A general case is considered in [26], where the topology can switch among
disconnected graphs, but some conditions are imposed to ensure finite-time convergence. In [28], it is required that a
recurrently visited graph be strongly connected and detailed balanced, but other graphs may be disconnected.
There exist several works regarding consensus for double integrator agents. Frequently, matching disturbances
are considered (for instance, [29–31]). Most of the papers propose finite-time protocols [31–34]. Most of the works
consider a fix topology (for instance, [29–33]). Few works consider dynamic topologies [34, 35], in which some
conditions about the graph connection must hold. High-order agents have been recently considered. Generally, agents
are described as linear systems (e.g., [36, 37]), but there are few works in which agents are non-linear [38, 39].
Frequently, the information shared by each agent is its output, then, observers are used to estimate the relative errors
and thus evaluate the consensus protocol. Generally, the protocol is a linear feedback (for instance, [36, 37, 40]), in
some cases with an adaptive gain, leading to asymptotic convergence, but non-linear protocols have also been applied
[38, 39]. In most of the works the topology is fixed (e.g., [36–38]), however, some works consider dynamic topologies
[39–41] but requiring certain restrictions, for instance, that the topology graphs be jointly connected [39, 41].
Although there exist many consensus works in the literature where nodes represent first order and higher order
dynamics, few of them address the problem of dynamic networks allowing disconnected graphs. Furthermore, even if
several works propose finite-time convergent protocols, the case of dynamic topologies with fixed-time convergence
has been poorly addressed. On the other hand, most of the works consider particular protocols, but most of them share
similar structures.
In this work, we revisit the consensus problem for first-order agents considering dynamic topologies. The goal is
to analyze a class of consensus algorithms from a common framework, rather than to propose particular algorithms.
In particular, the analyzed consensus class requires a single evaluation of a nonlinear function of the consensus error
per each node. By using results from finite-time stability and homogeneity theory, conditions for asymptotic, finite-
time and fixed-time consensus are derived. Three cases are considered, when the communication topology is fixed,
when the communication topology switches among connected graphs and when the communication topology switches
among disconnected graphs. We revisit existing consensus protocols with finite and fixed-time convergence that have
been only shown to achieve consensus under fixed topologies and show that consensus is still achieved even when
switching among disconnected graphs.
The consensus algorithms of the analyzed class are simpler than existing finite-time and fixed-time algorithms for
dynamic networks [12, 17, 25, 26], which is relevant in applications with energy efficiency requirements and limited
computing resources. Moreover, it is shown through simulations that the settling time of the analyzed class grows
slower when the number of nodes increases than with other related algorithms [10, 17, 25].
The paper is organized as follows: Section 2 presents the mathematical preliminaries along with some previously
proposed consensus algorithms for dynamic networks. In Section 3, the main result is derived and illustrative exam-
ples are presented. In Section 4, a comparison with other consensus algorithms for dynamic networks is presented,
analyzing how their convergence time varies as the size of the network increases. Finally, the conclusions and future
work are presented in Section 5.
2
2. Preliminaries
2.1. Finite-time Stability
Some results on homogeneity theory [42–44], finite-time [45, 46] and fixed-time stability [47, 48] that will be
useful in the exposition later on are recalled in this subsection. Let us first present a few definitions.
Definition 1. [49] Let f : Rn → Rn be a piecewise continuous function with f (0) = 0, ψ(t, x0) is said to be a
right-maximally defined solution of
x˙ = − f (x) (1)
if ψ(t, x0) is such that
dψ(t, x0)
dt
= − f (ψ(t, x0)), ψ(0, x0) = x0, ∀t ∈ [t0,Tm(x0)),∀x0 ∈ D \ {0}
where Tm(x0) ∈ (0,∞) is the maximal possible real number with the above property, or plus infinity. Moreover, (1) is
said to have a unique solution in forward time if for any x0 ∈ Rn and two right-maximally defined solutions of (1),
ψ(t, x0) and φ(t, x0) defined on [t0,T
ψ
m] and [t0,T
ψ
m], respectively, there exists t0 < Tm(x0) < min(T
ψ
m(x0),T
φ
m(x0)) such
that ψ(t, x0) = φ(t, x0) for all t ∈ [t0,Tm(x0)).
Solutions to (1) are understood in the sense of Filippov and are assumed to be unique in forward-time.
Definition 2. A switched nonlinear system
x˙ = − fσ(t)(x) (2)
is defined by the tuple 〈P, σ〉 where P = { f1, . . . , fm} is a family of nonlinear vector fields such that x˙ = − fk(x),
k ∈ {1, . . . ,m} has a unique solution in forward time (understood in the sense of Filippov) and σ : R+ → {1, . . . ,m}
is the switching signal defining the active vector field, such that fσ(t)(x) = fk(x) whenever σ(t) = k, with the property
that only a finite number of switchings occur in any finite interval, i.e. Zeno behavior is excluded.
The solution ψ(t, x0) of (2) is absolutely continuous and it is such that, if σ(t) = k, ∀t ∈ [ti, t j) then ψ(t, x0) =
ψk(t− ti, x(ti)), ∀t ∈ [ti, t j) where ψk(t− ti, x(ti)) is the unique solution in forward-time of y˙(tˆ) = − fk(y(tˆ)) with tˆ = t− ti
and initial condition y(tˆ0) = x(ti).
Definition 3. [46] The origin of (2) is called finite-time convergent if there exists an open neighborhood M ⊆ Rn
around the origin and a function T : M \ {0} → (0,∞), called the settling-time function, such that for every x0 ∈
M\{0}, the solution ψ(t, x0) is defined on [0,T (x0)), ψ(t, x0) ∈ M\{0} for all t ∈ [0,T (x0)) and limt→T (x0) ψ(t, x0) = 0.
Because of the uniqueness of ψ(t, x0), it follows that T (x0) = min{t ∈ R+|ψ(t, x0) = 0}. Furthermore, the origin is said
to be finite-time stable if it is stable and finite-time convergent. Similarly, the origin is said to be globally finite-time
stable if it is finite-time stable withM = Rn.
The origin is called fixed-time convergent for (1) if it is finite-time convergent and ∀x0 ∈ Rn the settling time T (x0)
is bounded by some Tmax > 0. Furthermore, the origin is said to be fixed-time stable if it is stable and fixed-time
convergent.
The following definitions introduce the concept of homogeneity in functions and vector fields, which will be used
for finite-time and fixed-time stability analysis.
Definition 4. [46] A function g : Rn → R is called homogeneous of degree l with respect to the “standard dilation”
∆λ(x) = λx if and only if
g(λx) = λlg(x)
for all λ > 0.
A vector field f (x), where x ∈ Rn, is homogeneous of degree d with respect to the standard dilation if
f (x) = λ−(d+1) f (λx)
.
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Definition 5. [47, 48] A function g : Rn → R, such that g(0) = 0, is said to be homogeneous in the λ0−limit with
degree dλ0 if the function gλ0 : Rn → R, defined as
gλ0 (x) = lim
λ→λ0
λ−dλ0 g(λx),
is homogeneous of degree dλ0 with respect to the standard dilation.
A vector field f : Rn → Rn is said to be homogeneous in the λ0−limit with degree dλ0 if the vector field fλ0 : Rn → Rn,
defined as
fλ0 (x) = lim
λ→λ0
λ−(dλ0 +1) f (λx), (3)
is homogeneous of degree dλ0 with respect to the standard dilation.
The following results provide sufficient conditions for finite-time stability and fixed-time stability, respectively.
Theorem 1. [46, Theorem 7.1] Let f (x), with x ∈ Rn, be an homogeneous vector field of degree q with respect to the
standard dilation. Then the origin of x˙ = − f (x) is globally finite-time stable if and only if it is globally asymptotically
stable and d < 0, where d is the homogeneity degree of f (x).
Theorem 2. [47, 48] Let the vector field f : Rn → Rn be homogeneous in the 0−limit with degree d0 < 0 and
homogeneous in the +∞-limit with degree d∞ > 0. If for the dynamic systems x˙ = − f (x), x˙ = − f0(x) and x˙ = − f∞(x)
the origin is globally asymptotically stable (where f0 and f∞ are obtained from (3) with λ0 = 0 and λ0 = +∞,
respectively), then the origin of x˙ = − f (x) is a globally fixed-time stable equilibrium.
The following lemma introduces vector fields that guarantee finite-time and fixed-time stability.
Lemma 1. The origin of the nonlinear system (1) is globally
• finite-time stable if
f (x) = k sign(x), with k > 0, (4)
• finite-time stable if
f (x) = kbxeα, with k > 0 and α ∈ (0, 1), (5)
• fixed-time stable if
f (x) = k1bxep + k2bxeq, with q > 1 > p > 0, k1, k2 > 0, (6)
where bxeα = |x|α sign(x) and
sign(x) =

1 if x > 0
0 if x = 0
−1 if x < 0.
2.2. Graph Theory
The following notation and preliminaries on graph theory are taken mainly from [50].
Definition 6. A directed graph (also called digraph) X consists of a vertex setV(X) and an edge set E(X) where an
edge (also called node) is an ordered pair of distinct vertices of X. Writing (i, j) denotes an edge with direction from
vertex i to vertex j. The set of in-neighbors of a vertex i in the graph X is denoted by N−i (X) = { j ∈ V(X) : ( j, i) ∈E(X)}. A graph is said to be undirected if (i, j) ∈ E(X) implies that ( j, i) ∈ E(X).
A path from i to j in a digraph is a sequence of edges (i, k1)(k1, k2) · · · (kn−1, kn)(kn, j) starting in node i and ending
in node j. A digraph is said to be connected if for every pair of vertices i, j ∈ V(X) either there is a path from i to j or
a path from j to i, otherwise it is said to be disconnected. A subgraph of X is a graph Y such thatV(Y) ⊆ V(X) and
E(Y) ⊆ E(X). A subgraph Y such thatV(Y) ⊂ V(X) or E(Y) ⊂ E(X) is called a proper subgraph of X. A subgraph
Y of X is called an induced subgraph if for any two vertices i, j ∈ V(Y), there is an edge (i, j) ∈ E(Y) if and only if
(i, j) ∈ E(X). An induced subgraphY of X that is connected is called maximal if it is not a proper subgraph of another
connected subgraph of X. A connected induced subgraph of X that maximal is called a connected component of X.
The edge connectivity κ1(X) of X is the minimum number of edges that are needed to be removed in order to increase
the number of connected components.
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Definition 7. A weighted digraph is a digraph together with a weight function W : E(X) → R+ on its edges. The
adjacency matrix A = [ai j] ∈ Rn×n of a graph with n vertices is a square matrix where ai j corresponds to the weight
of the edge ( j, i) if j ∈ N−i (X) and ai j = 0 otherwise.
For an undirected graph ai j = a ji. The Laplacian of X is the matrix Q(X) = ∆ − A where ∆ = diag(d1 · · · , dn)
with di =
∑n
j=1 ai j. The eigenvalues of the Laplacian matrix Q are all real and non-negative [50]. If the graph X is
connected, then the eigenvalue λ1(Q) = 0 has algebraic multiplicity one with eigenvector 1 = [1 · · · 1]T , i.e. the right
annuler of Q(X) is kerQ(X) = {x : x1 = . . . = xn}. The algebraic connectivity of X is the second smallest eigenvalue
of Q, λ2(Q), which is lower or equal to the edge connectivity of X, i.e. λ2 ≤ κ1(X) [50].
Definition 8. A switched dynamic network (or simply dynamic network) Xσ(t) is described by the tuple Xσ(t) = 〈F , σ〉
where F = {X1, . . . ,Xm} is a collection of undirected graphs having the same vertex set V(Xσ(t)) and σ : [t0,∞) →
{1, . . .m} is a switching signal that determines the topology of the dynamic network at each instant of time, i.e.
Xσ(t) = Xi when σ(t) = i.
Furthermore, each vertex i ∈ V(Xσ(t)) is associated to an agent i, which is a first-order integrator:
x˙i(t) = ui(t)
where xi(t) ∈ R is the state of the i − th agent and ui(t) is its consensus protocol.
At a given time t ≥ 0, an agent i has access to the state of its in-neighbors agents N−i (Xσ(t)).
In this paper we assume that σ(t) is exogenously generated and that there is a minimum dwell time τmin between
consecutive switchings in such a way that Zeno behavior in the network’s dynamic is excluded, i.e. there is a finite
number of switchings in any finite interval.
2.3. Asymptotic, finite-time and fixed-time convergent consensus
In this subsection, some nonlinear consensus algorithms are presented.
Consider a continuous nonlinear function f : R→ R, with f (0) = 0, such that the origin of x˙ = − f (x(t)) is globally
asymptotically stable. Then, two directions (approaches) can be taken to derive nonlinear consensus algorithms based
on the state of the nodes the in-neighbor set of node i, N−i (Xσ(t)). On the one hand, by applying the function f (x) on
the error described by each neighboring node, i.e.,
ui(t) =
∑
j∈N−i (Xσ(t))
ai j f (ei j), ei j = x j(t) − xi(t). (7)
On the other hand, by applying the f (x) on the sum of the errors of all neighboring nodes, i.e.,
ui(t) = f (ei), ei =
∑
j∈N−i (Xσ(t))
ai jei j =
∑
j∈N−i (Xσ(t))
ai j(x j(t) − xi(t)). (8)
Approaches (7) and (8) are said to be directions, and they can be combined with different functions f (x) to provide
particular consensus algorithms. Some examples are given in Table 1.
The standard consensus algorithm proposed in [10] is derived from f (x) = kx and given by (9). Notice that
this algorithm is linear, leading thus to asymptotic convergence. For finite-time or fixed-time convergence, nonlinear
functions must be used. The consensus algorithms proposed in [26], [25] and [27], which are proved over dynamic
networks, are derived from (4), (5) and (6), respectively, following direction (7). Namely, the finite-time consensus
algorithm proposed in [26] is (10), the finite-time consensus algorithm proposed in [25] is (11). The fixed-time
convergent algorithm proposed in [16, 17] for fixed topologies (in [16] only undirected graphs are considered) and
extended in [27] for switching topologies is (12).
In the forthcoming analysis, the converge of consensus algorithms following direction (8) is analyzed. If a consen-
sus algorithm based on direction (8) is applied to a dynamic network, then the closed-loop behavior can be compactly
represented as a vectorial notation. For this, let x = [x1, . . . , xn]T be the state vector of the agents of the dynamic
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f (x) Consensus derived from Direction (7)
kx, ui = kei
k sign(x), ui = k
∑
j∈N−i (Xσ(t))
sign(ei j)
kbxeα, ui = k ∑
j∈N−i (Xσ(t))
ai jbei jeα
k1bxep + k2bxeq ui = ∑
j∈N−i (Xσ(t))
ai j(k1bei jep + k2bei jeq)
f (x) Consensus derived from Direction (8)
kx, ui = kei
k sign(x), ui = k sign(ei)
kbxeα, ui = kbeieα
k1bxep + k2bxeq ui = k1beiep + k2beieq
Table 1: Examples of consensus algorithms following direction (7) and direction (8).
network. Let ei =
∑
j∈N−j (Xσ(t)) ai j(x j − xi) be the consensus error at node i and let e = [e1, . . . , en]T be the consensus
error vector. Then, it can be shown that e = −Q(Xσ(t))x, thus the network’s behavior is
x˙ = −F(Q(Xσ(t))x) = F(e) where F(e) =

f (e1)
...
f (en)
 . (16)
Notice that, Xσ(t) is a switched dynamic network and (16) is a switched nonlinear system.
3. Main Result
Given a dynamic network, in this section it is proved that consensus is reached by using the direction (8). Namely,
taking
x˙i = ui ui = f (ei), ei =
∑
j∈N−i (Xσ(t))
ai j(x j(t) − xi(t))
with f : R → R such that f (0) = 0 and the origin is a globally asymptotically stable equilibrium of the system (1).
Moreover, convergence is guaranteed not only for static or dynamic networks switching among connected graphs, but
also for dynamic networks switching among disconnected graphs, provided that ∃τ < ∞ such that for any time interval
[t¯, t¯ + τ] the graph X¯ with vertex set V(X¯) = V(Xσ(t)) and edge set E(X¯) = E(Xσ(ti)) ∪ · · · ∪ E(Xσ(tk)) is connected,
where ti, . . . , tk are the successive switching times in the time interval [t¯, t¯ + τ]. Furthermore, it is shown that if the
function f (•) is such that the origin is a globally finite-time (resp. fixed-time) stable equilibrium of the system (1), in
such a way that f (•) satisfies the conditions of Theorem 1 (resp. Theorem 2), then the network’s closed-loop system
reaches consensus in finite-time (resp. fixed-time).
Remark 1. In the consensus algorithms that follow direction (7), like (11) proposed in [25] and (12) proposed in
[27], the number of evaluations of the nonlinear function f (•) in each node equals the number of nodes adjacent to
it. On the other hand, consensus algorithms obtained by using direction (8) only require a single evaluation of the
nonlinear function f (•) for each node, thus being computationally less expensive.
3.1. Consensus over static networks
Assuming that the communication topology is static and connected, the asymptotic convergence to the consensus
state of the standard consensus algorithm is shown in this subsection by using the Lyapunov theory. Afterwards,
it is shown, by using homogeneity [42–44, 47, 48, 51, 52], that if f (•) satisfies the conditions of Theorem 1 (resp.
Theorem 2) then the consensus algorithm is finite-time (resp. fixed-time) convergent.
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The convergence to the consensus state will be demonstrated by showing that
V(x) = max{x1, . . . , xn} −min{x1, . . . , xn} (17)
monotonically decreases along the closed-loop system and it converges to zero. For this, a couple of lemmas will
introduce some basic properties of V(x). In detail, the forthcoming Lemma 2 states that V(x) is absolutely continuous
and Lipschitz. Later, Lemma 3 demonstrates that V(x) is differentiable almost everywhere. Based on these properties,
Theorem 3 provides sufficient conditions for the asymptotic stability of the consensus state in the closed-loop system.
Lemma 2. V(x) defined in (17) is Lipschitz continuous.
Proof. We show by induction that min(x1, . . . , xn) is Lipschitz. Notice that min(x1, x2) = 12 (x1 + x2 − |x1 − x2|) is
Lipschitz as the linear combination and the composition of Lipschitz functions are Lipschitz [53, ch. 12]. As an
induction step assume that zn−1 = min(x1, . . . , xn−1) is Lipschitz then using the previous argument min(x1, . . . , xn) =
1
2 (zn−1 + xn − |zn−1 − xn|) is Lipschitz. Since max(a, b) = −min(−a,−b) then (17) is Lipschitz.
Finally, since x(t) is the solution of a differential equation then it is absolutely continuous, thus g(t) = V(x(t)) is
absolutely continuous if (17) is locally Lipschitz [54, p. 207], which has been demonstrated.
Lemma 3. Let S be the set of all solutions of (16) and let g(t) = V(x(t)) where x(t) ∈ S and V(x) is as in (17).
Then, for any t∗ such that g(t) is not differentiable at t∗ there exists εt∗ > 0 such that g(t) is differentiable ∀t ∈
[t∗ − εt∗ , t∗) ∪ (t∗, t∗ + εt∗ ].
Proof. Note that g(t) is differentiable if both xmax(t) = max{x1, . . . , xn} and xmin(t) = min{x1, . . . , xn} are differentiable.
Therefore, to prove the lemma it is sufficient to prove its statement with g(t) being replaced by xmax(t) and then to
prove its statement with g(t) being replaced by xmin(t). We will provide such a proof for xmax(t) only, as the proof for
xmin(t) is analogous.
To do so, let us notice that xmax(t) is not differentiable at time t∗ only if ∃k ≥ 2 and positive integers i1, . . . , ik such
that
xi1 (t
∗) = . . . = xik (t
∗) = xmax(t∗), x j(t∗) < xmax(t∗) ∀ j < {i1, . . . , ik},
d
dt
xi1 (t
∗) ≤ . . . ≤ d
dt
xik−1 (t
∗) <
d
dt
xik (t
∗).
Then, using a simple continuity argument, there exists ε1t∗ > 0 such that
x j(t) < xmax(t) ∀ j < {i1, . . . , ik}, ∀t ∈ [t∗ − ε1t∗ , t∗ + ε1t∗ ].
Moreover, by using a simple Taylor expansion argument it can be proved that there exists ε2t∗ > 0 such that
xik (t) > xik−1 (t) ≥ . . . ≥ xi1 (t), ∀t ∈ (t∗, t∗ + ε2t∗ ].
As a consequence,
xmax(t) = max{xik (t), xik−1 (t), . . . , xi1 (t)}, ∀t ∈ (t∗, t∗ + εt∗ ], εt∗ := min{ε1t∗ , ε2t∗ },
and therefore
xmax(t) = xik (t) > x j(t) ∀ j ∈ {1, 2, . . . , n} \ {ik}, ∀t ∈ (t∗, t∗ + εt∗ ], εt∗ := min{ε1t∗ , ε2t∗ },
which in turn guarantees that xmax(t) is differentiable ∀t ∈ (t∗, t∗ + εt∗ ].
On the other hand, by a Taylor expansion argument, there exists ε3t∗ > 0 such that
xi1 (t) ≥ xi2 (t) ≥ . . . > xik (t), ∀t ∈ [t∗ − ε3t∗ , t∗).
and thus
xmax(t) = xi1 (t) ≥ x j(t) ∀ j ∈ {1, 2, . . . , n} \ {i1}, ∀t ∈ [t∗ − εt∗ , t∗), εt∗ := min{ε1t∗ , ε3t∗ },
which guarantees that xmax(t) is differentiable ∀t ∈ [t∗ − εt∗ , t∗). Thus, the claim of the lemma is proved.
7
Theorem 3. Consider a dynamic network Xσ(t) = 〈F , σ〉 such that σ(t) = r, ∀t ≥ t0, and Xr is a connected graph.
Consider a consensus algorithm defined by direction (8) and a continuous function f : R→ R such that the origin is a
globally asymptotically stable equilibrium of the system x˙ = − f (x). Then, the equilibrium of the network’s closed-loop
system is globally asymptotically stable.
Proof. Notice that (17) is radially unbounded and V(x) > 0 if x < kerQ(Xr), where kerQ(Xr) = {x : x1 = · · · = xn} is
the set of equilibrium points of the network’s closed-loop system (16), i.e. the consensus states. Notice that V(x) = 0
implies x ∈ kerQ(Xr).
Moreover, (17) is Lipschitz continuous by Lemma 2. Thus, according to Lemma 6.1 of [54], V(x) is nonincreasing
along the network’s closed-loop behavior (16) if V˙(x) ≤ 0 for almost every x < kerQ(Xk), which will be demonstrated
in the sequel.
Now, according to Lemma 3, V(x(t)) is continuously differentiable except on a set of isolated points {t∗1, t∗2, ...}.
Let {t∗1, t∗2, . . .} be the set of points where V(t) is not differentiable, then ∀t ∈ (t∗i , t∗i+1) , V(x) is differentiable with time
derivative, V˙(x) = ( f (e j) − f (ek)), where x j = xmax and xk = xmin. Since x j = xmax and e j = ∑i∈N−j (Xr) a ji(xi − x j),
then sign(e j) = −1 and thus f (e j) = −| f (e j)|. By using a similar argument, it can be shown that sign(ek) = 1 with
f (ek) = | f (ek)| and therefore
V˙ = −(| f (e j)| + | f (ek)|) ≤ 0, ∀t ∈ (t∗i , t∗i+1). (18)
Next, asymptotic convergence can be proved by using LaSalle’s invariance principle [55]. To this aim, let E =
{x ∈ Rn \ kerQ(Xr) | V˙(x) = 0}. Let x(t) ∈ E for a nonzero subinterval (tˆ∗i , tˆ∗i+1) ⊆ (t∗i , t∗i+1). Thus, according to (18)
V˙(x) = 0 implies f (e j) = f (ek) = 0, which implies e j = ek = 0 because of the theorem’s conditions on f (•). Now,
since x j is the maximum, e j =
∑
i∈N−j (Xk) a ji(xi − x j) = 0 implies x j = xi ∀i ∈ N−j (Xk) and ∀t ∈ (tˆ∗i , tˆ∗i+1). Furthermore,
ei = 0 for all i ∈ N−j (Xr) (otherwise, if ei > 0 then f (ei) > 0 and thus x˙i(t) < 0, which implies xi(t − δ) > x j(t − δ) for
a small enough δ > 0 with t − δ ∈ (tˆ∗i , tˆ∗i+1), i.e. a contradiction; by an analogous reason ei < 0 cannot occur), which
implies x j = xi = xl, ∀i ∈ N−j (Xk), ∀l ∈ N−i (Xk). By iterating this reasoning it can be concluded that x j = xp for
any node p such that there exists a path from p to j. In particular, since Xr is connected, there exists a path from k to
j, hence max(x1, . . . , xn) = x j = xk = min(x1, . . . , xn), which clearly implies that x1 = . . . = xn. Thus, the equality
holding in (18) for a nonzero interval implies that consensus is achieved. Since V(x(t)) is absolutely continuous along
the closed-loop trajectory (16) and according to Lemma 3 it is differentiable almost everywhere, then by (18) and
LaSalle’s invariance principle [55] V˙ < 0 for almost every t such that V(t) , 0, therefore V(t) is decreasing except on
the consensus state, i.e. the closed-loop system asymptotically converges to the consensus state.
In the following theorem, additional conditions are given for finite-time and fixed-time convergence of the con-
sensus protocols.
Theorem 4. Consider a dynamic network Xσ(t) = 〈F , σ〉 such that σ(t) = r, ∀t ≥ t0, and Xr is a connected graph.
Consider a consensus algorithm defined by direction (8) and a continuous function f : R→ R such that the origin is
a globally asymptotically stable equilibrium of the system x˙ = − f (x). Then, the consensus algorithm
1. is a finite-time consensus algorithm if the vector field f (•) is homogeneous of degree d < 0 with respect to the
standard dilation.
2. is a fixed-time consensus algorithm if the vector field f (•) is homogeneous in the 0−limit with degree d0 < 0,
homogeneous in the +∞−limit with degree d∞ > 0 and the origin is a globally asymptotically stable equilibrium
of the dynamic systems x˙ = − f0(x) and x˙ = − f∞(x) (where f0 and f∞ are obtained from (3) with λ0 = 0 and
λ0 = +∞, respectively).
Proof. Since according to Theorem 3 the closed-loop behavior (16) converges asymptotically to its equilibrium, then
according to Theorem 1, to prove item 1 it only remains to show that the condition in item 1 implies that the vector
field F(e) = F(−Q(Xk)x) is homogeneous of degree d < 0 with respect to the standard dilation, which holds given
that if f (x) is homogeneous of degree d then F(−Q(Xk)λx) = λ(d+1)F(−Q(Xk)x) for all λ > 0.
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Now, let us demonstrate item 2. Consider the closed-loop behavior (16) and a parameter dλ0 ∈ R. Next, by
considering Fλ0 (•) and fλ0 (•) as defined in (3) then
Fλ0 (e) = lim
λ→λ0
λ−(dλ0 +1)F(e) =

− limλ→λ0 λ−(dλ0 +1) f (e1)
...
− limλ→λ0 λ−(dλ0 +1) f (en)
 =

− fλ0 (e1)
...
− fλ0 (en)
 . (19)
On the other hand, by Definition 5, the condition of item 2 implies that fλ0 (ei) is homogeneous with respect to
the standard dilation for λ0 = 0 with degree d0 < 0 and for λ0 = ∞ with degree d∞ > 0. Thus, by (19), Fλ0 (e) is
homogeneous with respect to the standard dilation for λ0 = 0 with degree d0 < 0 and for λ0 = ∞ with degree d∞ > 0,
which implies that F(e) is homogeneous in the 0−limit with degree d0 < 0 and in the +∞−limit with degree d∞ > 0,
in accordance to Definition 5. Moreover, according to Theorem 3, if the origin is a globally asymptotically stable
equilibrium of x˙ = − fλ0 (x) then the network’s closed-loop system x˙ = −Fλ0 (Q(Xk)x) leads the state to a globally
asymptotically stable equilibrium. Then, it follows from Theorem 2 that the equilibrium of the closed-loop system is
globally fixed-time stable.
The following corollary states, based on Theorem 4, that protocol (14) is finite-time convergent and protocol (15)
is fixed-time convergent. These are particular protocols of the analyzed class, but more finite-time and fixed-time
protocols can be derived.
Corollary 1. Let σ(t) = r, ∀t ≥ t0, and let Xr be a connected graph. Then,
1. Protocol (14) in Table 1, obtained from (5) following direction (8) is a consensus algorithm with finite-time
convergence.
2. Protocol (15) in Table 1, obtained from (6) following direction (8) is a consensus algorithm with fixed-time
convergence.
Proof. According to Lemma 5 and Theorem 3, the protocol (14) leads the state of the network’s closed-loop system
(16) to a globally asymptotically stable equilibrium. Moreover, f (•) = k b•eα is homogeneous of degree α − 1 < 0.
Thus, the proof for item 1 follows from Theorem 4.
To prove item 2, consider the protocol (15), which leads the state of the network’s closed-loop system to a globally
asymptotically stable equilibrium, according to Lemma 6 and Theorem 3.
Moreover, it is easy to verify that f0(x) defined as
f0(x) = lim
λ→0
λ−(d0+1) f (λx) = lim
λ→0
λ−p(k1|λ|p beiep + k2|λ|q beieq) = k1 beiep
is homogeneous of degree p − 1 with respect to the standard dilation. Thus, f (•) is homogeneous in the 0−limit with
degree d0 = p − 1 < 0. In a similar way
f∞(x) = lim
λ→+∞ λ
−(d∞+1) f (λx) = lim
λ→+∞ λ
−q(k1|λ|p beiep + k2|λ|q beieq) = k2 beieq
is homogeneous of degree q − 1 with respect to the standard dilation. Thus, the vector field (16) is homogeneous in
the +∞−limit with degree d∞ = q − 1. Furthermore, the origin is a globally asymptotically stable equilibrium of both
systems x˙ = −k1 bxep and x˙ = −k2 bxeq. Thus, according to Theorem 4, (15) is a fixed-time consensus algorithm.
Remark 2. In [25] it was shown that (11) is a consensus algorithm with finite-time convergence for static and dynamic
networks. Item 1 in Corollary 1 represents the proof to justify (14) as a finite-time consensus algorithm under static
networks (the proof missing in [25]).
Remark 3. Finite-time convergence of (13) can be deduced by observing that if x j = xmax (resp. xk = xmin) then,
as noticed before, sign(e j) = −1 (resp. sign(ek) = 1) and V˙ = −2k with V(x) as in (17). Moreover, convergence is
obtained at the mid-range value of the initial condition, i.e. x¯ =
xmax + xmin
2
.
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3.2. Consensus over dynamic networks switching among connected topologies
In the proof of Theorem 14 it was shown that the function (17) is a Lyapunov function, valid for any given
connected topology. On the other hand, the switching systems stability theory [56] states that a switching system,
composed of a collection of nonlinear systems and an arbitrary switching signal determining the current evolving
nonlinear system, is asymptotically stable if there exists a Lyapunov function valid for all the nonlinear systems in
the collection. In this way, (17) is a common Lyapunov function for a dynamic network under arbitrary switching,
provided the communication topology is always connected, and thus it can be proved that the consensus state is a
globally asymptotic equilibrium of the dynamic network. This is formally stated in the following theorem.
Theorem 5. Consider a dynamic network Xσ(t) = 〈F , σ〉 such that σ(t) ∈ {1, ...,m} and ∀r ∈ {1, ...,m} the graph Xr
is connected. Consider a consensus algorithm defined by direction (8) and a continuous function f : R → R such
that the origin is a globally asymptotically stable equilibrium of the system x˙ = − f (x). Then, the consensus state is
a globally asymptotically stable equilibrium of the network’s closed-loop system under an arbitrary switching signal
σ(t). Moreover, the consensus algorithm
1. is a finite-time consensus algorithm if the vector field f (•) is homogeneous of degree d < 0 with respect to the
standard dilation.
2. is a fixed-time consensus algorithm if the vector field f (•) is homogeneous in the 0−limit with degree d0 < 0,
homogeneous in the +∞−limit with degree d∞ > 0 and the origin is a globally asymptotically stable equilibrium
of the dynamic systems x˙ = − f0(x) and x˙ = − f∞(x) (where f0 and f∞ are obtained from (3) with λ0 = 0 and
λ0 = +∞, respectively).
Proof. According to Theorem 3, the Lyapunov function (17) asymptotically converges to zero regardless of the current
connected topology Xr, i.e. V(x) defined as in (17) is a common Lyapunov function. Thus, by [56, Theorem 2.1],
the equilibrium of the network’s closed-loop system is globally asymptotically stable under arbitrary switching of the
communication topology. Moreover, since the graph Xσ is connected, Q(Xσ(t))x = 0 implies that x ∈ kerQ(Xσ(t)),
i.e. x1 = . . . = xn and consensus is achieved.
The proof for finite/fixed-time stability follows the same argument as in Theorem 4 using homogeneity and,
Theorem 1 and Theorem 2, for finite-time convergence and fixed-time convergence, respectively.
Remark 4. Notice that, for the case of switching among connected graphs, the convergence of the consensus algo-
rithm (13) obtained from (4) following direction (8), is independent of the network topology, because as noticed in
Remark 3, if x j = xmax and xk = xmin then V˙ = −2k with V(x) as in (17), regardless of the network topology or the
number of nodes. However, this steady convergence rate is not obtained for the consensus algorithm (10) because a
neighbor xi of x j = xmax (resp. xk = xmin) may satisfy sign(ei) = sign(e j). Thus, V˙ will have different values that
depend on the topology and the state of the neighbors.
Example 1. Consider a network composed of 10 vertices and two different graphs,X0 andX1. LetX1 be such that the
i-th vertex is adjacent to the j = (i + 1)(mod 10) vertex, where x(mode 10) stands for the common residue of x modulo
10, and let X0 be such that the i-th vertex is adjacent to the j = (i + 3)(mod 10) vertex. Let σ(t) be the switching
signal and let the initial condition be x(t0) =
[
0 −5 10 3 −8 −2 5 3 −1 4
]
. The convergence of the
finite-time consensus algorithm (14) in Table 1 obtained from (5) following direction (8) under the graph topology
Xσ(t) and switching signal σ(t) is shown in Figure 1.
3.3. Consensus over dynamic networks switching among disconnected topologies
Theorem 5 guarantees consensus along the network under arbitrary switching. A particular case occurs when
σ(t) = i, ∀t ∈ [0,∞), i.e. the system remains in the same topology without switching. Thus, a necessary condition
for consensus under arbitrary switching signal is that each possible topology is connected, otherwise, each connected
component could reach a different consensus since there will not be communication among components. This con-
nectivity condition for each network topology can be relaxed by requiring a connected graph in a “joint sense”, as it
is shown in the following.
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Figure 1: Convergence of the consensus algorithm for Example 1 with k = 1.
Definition 9. Let Xσ(t) = 〈F , σ〉 be a dynamic network with σ(t) ∈ {1, . . . ,m}. The switching signal σ(t) is said
to generate a τ-jointly connected graph if there exists τ < ∞ such that for all t¯ ≥ 0, the graph X¯ with vertex set
V(X¯) = V(Xσ(t)) and edge set E(X¯) = E(Xσ(ti)) ∪ · · · ∪ E(Xσ(tk)) is connected, where ti, . . . , tk are the successive
switching times in the time interval [t¯, t¯ + τ].
Theorem 6. Let Xσ(t) = 〈F , σ〉 be a dynamic network such that the switching signal σ(t) generates a τ-jointly
connected graph. Consider a consensus algorithm defined by direction (8) and a continuous function f : R→ R such
that the origin is a globally asymptotically stable equilibrium of the system x˙ = − f (x). Then, the consensus state is a
globally asymptotically stable equilibrium of the consensus evolution (16).
Proof. Similarly as in the proof of Theorem 3, we will show the convergence of x to a consensus state, under the
switched dynamic topology Xσ(t), by using the candidate Lyapunov function (17) and showing that g(t) = V(x(t))
along the trajectory of the system converges to zero provided that the switching signal generates a τ-jointly connected
graph. To this end, notice that if Xk is the currently graph topology, not necessarily connected, then according to
Lemma 3, V(x) in (17) is continuously differentiable except on a set of points {t∗1, t∗2, ...}.Thus, the time derivative of
V(x) along the trajectory of (16) in the time interval (t∗i , t
∗
i+1) is given by
V˙ = −(| f (e j)| + | f (ek)|) ≤ 0 ∀t ∈ (t∗i , t∗i+1). (20)
It was shown in the proof of Theorem 3, that, if the current graph topology is connected, the equality in (20) holds
for a nonzero interval only if consensus is achieved, i.e. x1 = . . . = xn. However, if the current graph topology Xk is
not connected the equality can hold, for a nonzero interval, whenever ∃x j, xk and connected components K and L of
Xk such that x j = max(x1, . . . , xn), xk = min(x1, . . . , xn), j ∈ K , k ∈ L and consensus is achieved along K and L.
Nonetheless, since σ(t) generates a τ-jointly connected graph within any time interval of length τ, a graph Xkˆ will
become active where there exists a node jˆ adjacent to a node iˆ such that x jˆ = max{x1, . . . , xn} and x jˆ > xiˆ (a similar
argument applies for a node xkˆ = min{x1, . . . , xn}). Thus, for each x < kerQ(X¯) such that V˙ = 0 and every time
interval [t, t + τ] of length τ there exist a graph Xkˆ, that will become active in [t, t + τ] such that V˙(x) < 0. Thus, by
LaSalle’s invariance principle [55] g(t) = V(x(t)) will asymptotically converge to zero for every solution x(t) of (16).
Example 2. Consider a network composed of 10 vertices and 10 graphs. Let Xi, i ∈ {1, . . . , 10}, be a graph with
vertex set V(Xi) = {1, . . . , 10} and edge set E(Xi) = {i j, ji} such that j = i + 1(mod 10). The initial condition is
x(t0) =
[
0 5 3 2 4 −9 10 5 −5 −3
]
. The evolution of the consensus algorithm (14) on the switched
dynamic network Xσ(t) for two different switching signals σ1(t) = btc(mod 10) + 1 and σ2(t) = b100tc(mod 10) + 1
(where b•c denoting the floor function) is shown in Figure 2-a) and Figure 2-b), respectively. Notice that the switching
signals as defined above generate τ-jointly connected graphs with τ = 10 and thus consensus is achieved. Moreover,
notice thatσ2 has a faster switching frequency thanσ1, thus the behavior of the network withσ2 seems to be smoother.
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Figure 2: Convergence of the consensus algorithm for Example 2 and switching signal generating a τ-jointly connected graph.
Corollary 2. Let Xσ(t) = 〈F , σ〉 be a dynamic network, and τ a finite number such that within each time interval of
length τ, a strongly connected graph is active during a nonzero interval. Consider a consensus algorithm defined by
direction (8) and a continuous function f : R → R such that the origin is a globally finite-time (respectively, fixed-
time) stable equilibrium of the system x˙ = − f (x). Then, the consensus state is a globally finite-time (respectively,
fixed-time) stable equilibrium of the consensus evolution (16).
4. Benchmark
In this section, experiments are performed to evaluate how the convergence time of a network’s closed-loop system
under different consensus algorithms, increases as a function of the decrease in the algebraic connectivity of the graph.
Furthermore, comparisons between existing consensus algorithms and proposed algorithms based on the analyzed
direction (7) are presented.
4.1. Description and Motivation
The motivation of this work is to develop algorithms that work in a wide range of (possible unanticipated) sit-
uations. Imagine for instance a company developing low-power nodes of a sensor network, which must achieve
consensus to provide an output sensing value, and whose interest is in enabling users to apply its solution in either
small or large networks with minimum additional configurations. Thus, a desired property of the proposed consensus
algorithm is that the convergence time is maintained within an acceptable range, even in networks with low algebraic
connectivity.
In the following benchmark we compare algorithms based on the direction (8) against existing finite-time and
fixed-time consensus algorithms for dynamics networks that were designed following direction (7). In general, the
convergence time of a consensus algorithm grows when the algebraic connectivity of the graph decreases, which
occurs when the network size increases. However, such increment in the convergence time is slower in nonlinear
algorithms based on the direction (8) than in existing algorithm based on the direction (7). Thus, the analyzed direction
(8) can be applied, with the same parameter selection, to graphs with either high or low algebraic connectivity, still
achieving consensus in a satisfactory amount of time.
4.2. Methodology
The next methodology was used to benchmark the direction (8) in two experiments that illustrate how the conver-
gence time of each algorithm increases as the algebraic connectivity decreases. To this aim, switched networks are
generated in such a way that the algebraic connectivity decreases as the number of nodes increases. For this, circular
undirected graphs of n nodes are defined, which are denoted by Cn, satisfying λ2(Cn) = 2 − 2 cos (2pi/n) (where λ2(•)
denotes the second eigenvalue of the Laplacian of the argument network).
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Figure 3: Example of the undirected switching graph Xσ(t), σ(t) ∈ 0, 1 of 25 nodes used for benchmarking.
• In the first experiment, the finite-time consensus algorithms of Table 1 are compared. Namely, the algo-
rithm (11), proposed in [25], versus the algorithm (14), which applies the same nonlinear function of (11)
but following direction (8).
• In the second experiment, the fixed-time consensus algorithms of Table1 are compared. Namely, the algo-
rithm (12), proposed in [17], versus the algorithm (15), which applies the same nonlinear function of (12) but
following direction (8).
• A dynamic network is considered, described by two undirected graphs of n nodes, X0 and X1, where X0 is
such that (i, j) ∈ E(X0) if and only if j − i ≡ ±1(mod n) and X1 is such that (i, j) ∈ E(X0) if and only if
j − i ≡ ±h(mod n), where h = max({h ∈ {1, . . . , bn/2c}|n (mod n/2) ≡ 1}). The switching signal is given by
σ(t) = b5tc(mod 2). An example of these graphs for the case of a graph with n = 25 nodes is illustrated in
Figure 3.
• The initial conditions are set equally for the different algorithms using the linear congruential generator [57]
zi+1 = rzi + s (mod M) n, xi(t0) = l
zi
M
− m, i = 1, . . . , n
such that z0 = M and r = 45, s = 1, M = 1024, l = 20 and m = 10 and n is the number of nodes in the
graph. This iterative procedure produces a pseudo–random sequence of initial conditions xi(t0) in the interval
[−10, 10].
• The exponents of the consensus protocols are set equal, α = 0.5 for the first experiment and q = 32 , p = 12 for
the second experiment. Additionally, the gains are experimentally set (for the second experiment k = k1 = k2)
such that in a network of 25 nodes, both algorithms achieve V(x) = 0.05 at 1.00s.
• To measure the control effort of each approach, the Integrated Squared Control Effort (ISCE) of the network is
computed as Etot(t) =
∑n
i=1 Ei(t), where Ei(t) =
(∫ t
t0
u2i
) 1
2 .
• Experiments are performed, varying from 25 to 1000 nodes. The convergence time and the ISCE of each test
are compared.
• The simulations are performed in OpenModelica R© using Euler’s integration method with interval 0.0001s.
4.3. Results
The results for the first experiment, comparing the finite-time consensus algorithms in Table 1, is presented in
Figure 4 a). It is important to highlight that, even if both algorithms achieve V = 0.05 at time t f = 1 for n = 25, the
ISCE of (11) is Etot(t f ) = 361.31 whereas the ISCE of the proposed method (14) is Etot(t f ) = 273.57.
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(11) with k = 12.2
(14) with k = 9.2
(12) with k = 8.4
(15) with k = 6.4
Figure 4: Benchmark comparing the convergence as the number of nodes in a network increases a) First experiment: Finite-time consensus
algorithms (11) vs (14). b) Second experiment: Fixed-time consensus algorithms (12) vs (15).
The results for the second experiment, comparing the fixed-time consensus algorithms in Table 1, is presented in
Figure 4 b). The ISCE of (12) in a network of 25 nodes is Etot(t f ) = 616.15, while the ISCE of (15) for the same
network is Etot(t f ) = 588.15.
The results of these experiments suggest, first that the ISCE required to achieve consensus at a given time is
significantly lower by following the direction (7); second, that the convergence time growing with the decreasing
of the algebraic connectivity is significantly slower with the algorithms based on the direction (7) than with the
finite/fixed time algorithms of [17, 25] based on the direction (6).
5. Conclusions and Future Work
In this work, a class of consensus algorithms for dynamic networks with finite/fixed-time convergence were ana-
lyzed, by using homogeneity theory and switching stability theory. In particular, it was shown that the analyzed class,
identified as direction (8) in which a nonlinear function of the consensus error is evaluated per each node, achieves
finite/fixed-time consensus even if the communication topologies are disconnected. This is a relevant advantage with
respect to other finite-time consensus algorithms that require that the sum of the time intervals for which the topol-
ogy is connected is sufficiently large. Thus, the analyzed class allows the application of finite/fixed-time consensus
algorithms with intermittent connections.
Among the advantages of the analyzed consensus algorithms over other previously proposed finite/fixed-time
consensus algorithms for dynamic networks, they are computationally simpler algorithms, use lower control effort
to achieve consensus at a given time and have slower growth in the convergence time as the algebraic connectivity
decreases.
Future work concerns the analysis of the considered consensus class under noisy measurement as well as the
implementation of its discrete version over robotic swarms. Moreover, the extension to high-order agents will be
studied.
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