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Implications of a Composite Source Model and Seismic-Wave Attenuation 
for the Observed Simplicity of Small Earthquakes and Reported 
Duration of Earthquake Initiation Phase 
by S. K. Singh, M. Ordaz, T. Mikumo, J. Pacheco, C. Vald6s, and P. Mandal 
Abstract An examination of P waves recorded on near-source, velocity seismo- 
grams generally shows that most small earthquakes (Mw < 2 to 3) are simple. On 
the other hand, larger earthquakes (Mw ~ 4) are most often complex. The simplicity 
of the seismograms of M~ < 2 to 3 events may reflect the simplicity of the source 
(and, hence, may imply that smaller and larger earthquakes are not self-similar) or 
may be a consequence of attenuation of seismic waves. To test whether the attenu- 
ation is the cause, we generated synthetic P-wave seismograms from a composite 
circular source model in which subevent rupture areas are assumed to follow a power- 
law distribution. The rupture of an event is assumed to initiate at a random point on 
the fault and to propagate with a uniform speed. As the rupture front reaches the 
center of a subevent patch (all of which are circular), a P pulse is radiated that is 
calculated from the kinematic source model of Sato and Hirasawa (1973). Synthetic 
P-wave seismograms, which are all complex, are then convolved with an attenuation 
operator for different values of t*. The results show that the observed simplicity of 
small events (M w < 2 to 3) may be entirely explained by attenuation if t* _-__ 0.02 
sec. 
The composite source model predicts that the average time delay between the 
initiation of the rupture and the rupture of the largest patch, r, scales as  M 1/3, such 
that log r = (1/3) log M0 - 8.462. This relation is very similar to that reported by 
Umeda et al. (1996) between M 0 and the observed time difference between the ini- 
tiation of the rupture and the rupture of the "bright spot." It roughly agrees with the 
relation between M 0 and the duration of the initiation phase reported by Ellsworth 
and Beroza (1995) and Beroza and Ellsworth (1996). The relation also fits surpris- 
ingly well the data on duration of slow initial phase, tsip, and M 0, reported by Iio 
(1995). One possible xplanation of this agreement may be that the composite source 
model, which is essentially the "cascade" model, successfully captures the evolution 
of the earthquake source process and that the rupture initiation and the abrupt increase 
in the velocity amplitude observed on seismograms by previous researchers oughly 
corresponds to the rupture of the first subevent and the breaking of the largest sub- 
event in the composite source model. 
Introduction 
There is consensus that the fO 2 scaling of seismic source 
spectrum with constant stress drop, as proposed by Aki 
(1967), is, generally, valid for earthquakes over a wide range 
of magnitude. This scaling implies that the earthquakes are 
self-similar. The validity of the Gutenberg-Richter r lation- 
ship, log N = a - bM, with b = 1, is also consistent with 
this scaling (Hanks, 1979; Andrews, 1981). The validity for 
small earthquakes, however, remains controversial. Some 
studies find that the stress drop of small earthquakes de- 
creases with seismic moment (e.g., Archuleta et al., 1982), 
while others report hat it remains constant for such events 
(e.g., Abercrombie, 1995). Also, a decrease in the b-value 
for M < 2 to 3, unrelated to the completeness of earthquake 
catalog, has been reported in some studies (e.g., Aki, 1987; 
Umino and Sacks, 1993), but no such change has been found 
in others (e.g., Abercrombie, 1996). 
An observation, which also has bearing on self-similar- 
ity of earthquakes, is the relative simplicity of most near- 
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source velocity seismograms of small (Mw < 2 to 3) earth- 
quakes recorded on the Earth's surface. Here we define an 
event as simple if the first P-wave cycle, recorded on the 
vertical component, is the largest and shows no visual evi- 
dence of complexity in the first half of the cycle. We inquire 
whether this is due to the source characteristics of such 
events or is a consequence of the attenuation, ff small earth- 
quake sources are simple and large earthquakes are complex, 
then small and large are not self-similar, which, if true, 
would have a major impact on our understanding of scaling 
of earthquakes. If attenuation can explain the observed sim- 
plicity, then it would mean that the complexity and simplic- 
ity of small earthquakes cannot be resolved by the available 
data. To test the effect of attenuation, we generate synthetic 
P-wave seismograms from a composite circular-source 
model. Synthetic P-wave seismograms, which are all com- 
plex, are convolved with an attenuation operator involving 
reasonable values of t*. The resulting seismograms are then 
examined to know the effect of attenuation on the complex 
seismograms. 
Our result has some implications for the initiation and 
the evolution of earthquake rupture, a topic of much current 
interest in seismology. It has been suggested that the rupture 
initiation may contain information regarding the eventual 
size of the earthquake (Matsu'ura et aL, 1992; Sibazaki and 
Matsu'ura, 1992; Iio, 1992a, 1995; Ellsworth and Beroza, 
1995; Beroza and Ellsworth, 1996). If the attenuation dras- 
tically changes the waveform of small earthquakes, then it 
may be difficult to know the true nature of rupture initiation, 
a conclusion previously reached by Moil and Kanamori 
(1996). 
It has been reported that the time difference between 
rupture initiation and the rapid increase of velocity ampli- 
tude observed in seismograms scales with seismic moment, 
M 0, of the event (Iio, 1992a, 1995; Umeda, 1992; Umeda et 
al., 1996; Ellsworth and Beroza, 1995; Beroza and Ells- 
worth, 1996). We intuitively expect hat in the composite 
source model, the time delay, ~, between the initiation of the 
rupture and the rupture of the largest patch would scale with 
M 0. In this study, we explore this scaling in detail and com- 
pare it with those previously reported. 
Data 
Simplicity of small earthquakes recorded on the Earth's 
surface can be seen in several publications (see, e.g., Figs. 
4 and 22 of Iio, 1995; Fig. 7 of Beroza and Ellswo~h, 1996). 
Some more examples, showing relative simplicity of small 
earthquakes on near-source, Z-component velocity seismo- 
grams, are given in Figures 1 to 3. We note that the selection 
of small earthquakes in these figures is random. These re- 
cordings were either made by accelerographs (fiat response 
for acceleration from DC up to about he natural frequency 
of the sensor, which is --50 Hz) or by broadband (BB) seis- 
mographs (flat response for velocity from about 50 sec to up 
to about 50 Hz or roughly about 80% of the Nyquist fre- 
quency, whichever is smaller). The acceleration traces were 
integrated once to obtain velocity seismograms. The broad- 
band traces were corrected for the gain factor (counts cm-  1 
sec- l) only. No further corrections were applied. The char- 
acteristics of the instruments recording the events are briefly 
described below. 
Figure 1 shows epicentral seismograms (S-P time -0 .6  
sec) of an earthquake swarm that occurred near the town of 
Zacoalco, Jalisco, Mexico, in May 1997. The events were 
recorded by 24-bit Refrek digitizers connected to Guralp 
CMG-40T sensors. The sampling rate was 250 Hz. The ve- 
locity response of CMT-40T is fiat between 50 sec and 50 
Hz. The Reftek antialiasing filter has a cutoff at 85% of the 
Nyquist, with 120 dB down at the output Nyquist frequency. 
With the possible exception of one earthquake, all events, 
which cover a range of 0.9 =< Mw ----< 2.5, are simple, and the 
amplitude of the first cycle of the P wave scales with M w. 
In Figure 2, we show seismograms (S-P times --3.2 sec) 
of the mainshock of the 15 July 1996 earthquake (M w = 
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Near-source vertical seismograms (S-P 
time --0.6 sec, sampling rate = 250 Hz) of an earth- 
quake swarm that occurred near the town of Zacoalco, 
Jalisco. Mexico, in May 1997. 
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Figure 2. Near-source vertical seismograms (S-P 
times - 3.2 sec, sampling rate = 200 Hz) of the 
mainshock of the 15 July 1996 earthquake (M~, = 
6.6), which occurred near the town of Papanoa. Mex- 
ico, and its aftershocks. These events were recorded 
on a 19-bit accelerograph. The traces given in the fig- 
ure were obtained by direct integration of the acce- 
lerograms. 
6.6), which occurred near the town of Papanoa, Mexico, and 
its aftershocks (2.6 ~ Mw --< 4.8). These events were re- 
corded by a 19-bit Kinemetrics K2 accelerograph at Papanoa 
with a sampling rate of 200 Hz. Antialiasing in K2 is 
achieved by a Brickwall FIR filter, with cutoff at 80% of 
output Nyquist and 120 dB down at the output Nyquist fre- 
quency. The sensor has a natural frequency of 50 Hz. The 
acceleration response is fiat from DC to about 45 Hz. The 
traces given in the figure were obtained by direct integration 
of the accelerograms. Five out of nine M,~ _--< 3.5 events are 
simple. Of the nine earthquakes with M~, > 3.5, only two 
(Mw = 3.9 and 4.0) may qualify as simple events. 
Figure 3 shows a compilation of near-source seismo- 
grams (S-P times about 3 to 4 sec, 3.0 _<-- M W _--< 8.0) from 
different stations above the Mexican subduction zone. The 
data at the station CAIG were recorded on a BB seismograph 
(STS-2 seismometer connected to 24-bit Quanterra digitizer, 
sampling rate 80 Hz). The response of the BB system is flat 
from about 50 sec to 35 Hz. All other events were recorded 
by accelerographs (FBA accelerometers with natural fre- 
quency of 50 Hz; 12-, 19-, or 24-bit digitizers; sampling rate 
80, 100, or 200 Hz). The seismograms sample different parts 
of the focal sphere and include the effect of local geology, 
which is expected to differ for each site. The events with Mw 
_--< 5.0 have been randomly selected. The direct integration 
of near-source accelerograms, recorded by 12-bit digitizers, 
often yield velocity seismograms that are not realistic. In 
Figure 3, we include all those Mw > 5.0 events that gave 
rise to reliable near-source seismograms. An examination of
this figure suggests that all earthquakes with Mw >= 4.4 are 
complex, whereas the smaller events (3.0 -< Mw - 4.3) are 
simple as well as complex. 
From Figures 1 to 3, taken together, we conclude that 
(a) the near-source Z-component seismograms of most Mw 
< 2 to 3 earthquakes are simple and the amplitude of the 
P-wave cycle scales with Me; (b) for events with 3 < Mw 
< 4.5, the seismograms are simple as well as complex, and 
the amplitude of the P wave still roughly scales with Mw, 
and (c) these seismograms are complex for almost all M w >= 
4.5, and the amplitude of the initial part of the seismogram 
does not scale with Mw. The conclusion (c) is similar to that 
reached by Singh et al. (1989) and Anderson and Chen 
(1995), who examined the accelerograms from the Mexican 
subduction zone. 
Is the Source or the Attenuation the Cause 
of the Simplicity? 
One possible xplanation for the observed simplicity of 
the seismograms of small earthquakes may be the simplicity 
of the sources, that is, smooth rupture propagation over the 
fault area of such events. Because it is well known that large 
earthquakes are complex, the simplicity of small earthquakes 
would imply that small and large earthquakes are not self- 
similar. Another possible explanation may be that small 
earthquakes are just as complex as the large ones, but the 
limited bandwidth of the recording system and the attenua- 
tion causes the complex waveforms to be reduced to simple 
ones. In this section, we assume that small earthquakes are 
complex and evaluate the effect of attenuation on the wave- 
forms. As shown below, we find that in most cases this effect 
alone is sufficient o make the complex seismograms of 
small earthquakes (Mw < 2 to 3) appear simple. 
The complexity of the earthquake source may come ei- 
ther from heterogeneous distribution of fault strength (e.g., 
Das and Aki, 1977; Mikumo and Miyatake, 1978; Miyatake, 
1980, Day, 1982. Papageorgiou and Aid, 1983; Mikumo and 
Miyatake, 1987) and nonuniform stress drop on the fault 
plane (e.g., Miknmo and Miyatake, 1995) or from the exis- 
tence of nonplanar cracks parallel to the main fault (e.g., 
Yamashita nd Umeda, 1994; Umeda et al. 1996). From the 
dynamic point of view, it would be necessary to solve elas- 
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Figure 3. A compilation of near-source seismograms (S-P times about 3 to 4 sec) 
from stations above the Mexican subduction zone. Some of these vents were recorded 
by accelerographs and others by BB seismographs. 
2.0 
todynamic equations incorporating these heterogeneities in 
order to calculate seismic waveforms at any observation 
point. However, any model that can generate sufficiently 
complex waveforms would serve our purpose here. For this 
reason, and the fact that it is simple to implement, we will 
use a composite kinematic source model, instead of the dy- 
namic models, to generate synthetic seismograms. 
Synthetic Seismograms from a Composite 
Source Model 
We assume that the faulting process of an earthquake 
can be idealized by a composite kinematic source model. 
We use a slightly modified version of the composite source 
model given by Zeng et al. (1994), which, in turn, is based 
on a self-similar model proposed by Frankel (1991). In our 
model, the final rupture area is assumed circular of radius R. 
This rupture area is filled with circular subevents of radius 
r (the subevents are allowed to overlap), which is a random 
variable with truncated fractal distribution (also known as 
Pareto's distribution) of parameter D. The corresponding 
probability density function is 
D 
p~(r) - --D --D r (D+1), Rmi~ <= r <-- Rma~. 
Rmi  n - -  Rma x 
We take Rrnax = R. The fractal dimension D is taken as 2 
(Frankel, 1991). 
We want to simulate a source with a seismic moment 
M 0. This moment should equal the sum of the moments of 
the subevents: 
N 16  N 
Mo= = 5-a E 
i=1  i=1 
In view of this, the expected number of subevents E(N) to 
match a target seismic moment M, is given by (Zeng et al., 
1994): 
P -D  -D  
= _ Rmax) , E(N) b (Rm~n
where 
7M 0 3 - D 
P -  16Aa 3-D 3-D" 
(emax - -  Rn~n ) 
To simulate a source with subevent sizes distributed as pre- 
viously indicated, there are two possible strategies. One is 
to simulate xactly E(N) subevents. On the average, the sum 
of the seismic moments of these subevents would be M 0. 
However, individual realizations of the simulation could 
yield moments much larger or much smaller than the target 
moment. Another possibility, which we have used in this 
study, is to generate as many subevents as necessary to ac- 
cumulate the desired moment within a pre-established tol- 
erance. To simulate subevent sizes, we use the inverse 
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method, which requires pecification of the probability dis- 
tributions of subevent sizes, P~(r): 
r 
Pr(r) = f pr(r)dr - R~iD - r-D 
-D  -D '  
Rmi n - Rma x 
Rmin 
which leads to subevent sizes ri, given by 
-D -D ri [Rmin - -  ui(Rmin - -  R~nD)] -l/D, 
where u/is a uniformly distributed random number between 
0and 1. 
In the simulations, we chose R~.  = 0.05R and Aa = 
30 bar, unless otherwise mentioned. The point of initiation 
of the rupture is selected randomly, and the rupture front is 
assumed to expand with constant speed, V R. Individual sub- 
events radiate a P pulse when the front reaches its center. 
The far-field P pulse of an individual subevent is computed 
using Sato and Hirasawa's (1973) circular source model o- 
cated in an infinite space. This model may be regarded as a 
kinematic version of the dynamic circular model of Mada- 
riaga (1976). In the computations, the observer is located at 
18 km from the center of the rupture area, with 0 = 30 °, q5 
= ~o0, a = 6.5 km/sec, fl = a/~,  rupture velocity VR = 
0.9fl, and p = 2.8 gm/cm 3. In this case, the P-wave dis- 
placement spectrum falls off as co -2"°5 for the Sato and Hir- 
asawa model. The corresponding average spectral falloff for 
the composite source model is co-1.96 Thus the synthetics 
seismograms from the composite source model are slightly 
more enriched at high frequencies than those from the Sato 
and Hirasawa model. 
In Figures 4 to 8, we illustrate synthetic seismograms 
(1.0 -< Mw <= 3.5) from the simple circular source model of 
Sato and Hirasawa and those from six simulations of the 
composite source model. The attenuation effect was in- 
cluded by convolving the synthetic P waves with Futter- 
man's (1962) attenuation operator for various values of t*. 
The figures include seismograms corresponding to t* = 0 
(no attenuation), 0.006, 0.02, and 0.03 sec. At a hypocentral 
distance of 18 km and for c~ = 6.5 krn/sec, the values oft* 
of 0.006, 0.02, and 0.03 sec correspond to Qp of 465, 138, 
and 92, respectively, assuming no near-site attenuation. An 
examination of Figures 4 to 8 shows that the composite 
source seismograms remain mostly simple for M w --< 1.5 for 
all values of t* considered. Events larger than M w = 1.5, 2, 
and 3 appear complex for t* = 0.006, 0.02, and 0.03 sec, 
respectively. 
We estimated the value of t* for the region of Zacoalco, 
Mexico, by comparing stacked norrnalized waveforms of the 
recorded events with Mw ~ 1.1, with synthetic seismograms 
from an M w = 1.1 earthquake convolved with the attenua- 
tion operator using different values of t*. This comparison 
for Zacoalco (Fig. 9) suggests a t* of 0.04 sec. From this 
and Figures 4 to 8, it follows that the recorded seismograms 
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Figure 4. Synthetic near-source vertical seismo- 
grams, Mw = 1. Left frames how synthetics in the 
absence of attenuation (top: simple source; the fol- 
lowing 6 frames: composite source). The frames on 
the right give corresponding seismograms for t* = 
0.006, 0.02, and 0.03 sec. The seismograms corre- 
sponding to t* = 0.02 and 0.03 sec (the last two 
seismograms on the right-hand frames) have been 
multiplied by a factor of 8. 
for Mw =< 3 should be simple. This is in agreement with 
Figure 1. In as much as t* => 0.02 sec is a commonly reported 
value for near-source recordings (see, e.g., Hough et al., 
1988; Moil and Kanamori, 1996), we may conclude that in 
most cases the attenuation would make complex seismo- 
grams look simple for small (Mw < 2 to 3) earthquakes. 
Thus, the observed simplicity of small earthquakes can be 
explained by attenuation alone. Our study does not rule out 
that smaller events may, in fact, be simpler than larger ones; 
it only demonstrates that because of attenuation of seismic 
waves, it may not be possible to resolve this, unless near- 
source recordings are made on very competent rocks or in 
deep boreholes. It is worth noting that the seismograms of
small earthquakes recorded at depth are often complex (see, 
e.g., Beroza and Ellsworth, 1996, Fig. 7). 
One dataset for which the reported t* value is very small 
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Figure 5. Same as Figure 4 but for Mw = 1.5. The 
seismograms corresponding to t* = 0.02 and 0.03 
sec have been multiplied by a factor of 6. 
comes from the near-source microearthquakes r cordings of 
the aftershocks of the 1984 Western Nagano Prefecture, Ja- 
pan, earthquake. The microearthquakes ( -0 .67  _-< Mw <- 
2.67), analyzed by Iio (1992a, 1995), were recorded on a 
hard-rock site. Iio (1992a) estimated QP => 280 from record- 
ings at a distance of about 10 km. For P-wave velocity of 
6.0 km/sec (Iio, 1995) and Qp = 280, t* is 0.006 sec. Al- 
though the events tudied by Iio had a focal distance of 0.3 
to 12.3 km, 54 of the 69 earthquakes had a focal distance 
between 7.0 and 12.3 km. In this short distance range, the 
t* may be taken as 0.006 sec. Iio (1992a) reports that Qp = 
280 is a lower bound, and, hence, t* = 0.006 sec is an upper 
bound. For t* = 0.006 sec, Figures 5 and 6 predict complex 
waveforms for Mw ~ 1.5. However, the waveforms given 
by Iio (1995, see Fig. 4) are all simple. Following are some 
possible explanations for this discrepancy. (1) The small 
earthquakes were indeed simple. (2) Dynamically, the total 
duration of rupture, T, for a circular fault equals R/VR, where 
R is the radius of the fault and VR is the rupture velocity. In 
the static limit, R is proportional to (M0/AG) 1/3, where Aa is 
the stress drop, so that T o: R oc (Mo/AG) u3. Thus, higher 
values of Aa(>30 bars) of the events would result in smaller 
values of T for the same M 0. Since the convolved synthetics 
would then appear simple over a larger-magnitude range, the 
observed simplicity of the Western Nagano seismograms 
may be explained by high stress drops during these events. 
Iio (1992b), however, reports that the source process of the 
microearthquakes was slow and smooth and involved stress 
drop between 0.1 and 1 bar. Thus either (1) above is the 
correct explanation or, else, Iio (1992b) has not adequately 
considered the local site effects. It is well known that even 
"hard-site" recordings are affected by attenuation and scat- 
tering caused by joints and fractures in the near-surface 
weathered zone (e.g., Cranswick et al., 1985). It is also very 
likely the case with Iio's data; however, the quantification 
of this effect is beyond the scope of this article. 
The resu!ts of this section emphasize that any fine fea- 
tures of the rupture initiation may be lost due to attenuation 
unless the correction for it can be made with great accuracy. 
Scaling of the Duration of the Initiation Phase 
with Seismic Moment 
It has been reported by Umeda (1990, 1992) that a rela- 
tively low-amplitude P phase precedes the main energy re- 
lease (corresponding tothe rupture of a "bright" spot) dur- 
ing moderate and large earthquakes (M > 5.0) and that the 
duration between the two episodes cales with magnitude of 
the earthquake. Umeda et al. (1996) suggest that the begin- 
ning of the initial phase corresponds tothe end of the quasi- 
static process and the start of the quasi-dynamic one. These 
authors attribute the occurrence of the bright spot to the non- 
coplanar interaction of pre-existing cracks at some distance 
from the hypocenter and to excitation of the dynamic slip 
on the main crack surface. Umeda (1990) noted that the ini- 
tial phase is not seen for aftershocks and swarm type of 
earthquakes, and Umeda et al. (1996) suggested temporal 
change in the fault-zone properties or medium heterogenei- 
ties as the cause of this difference. Iio (1992a, 1995), Ells- 
worth and Beroza (1995), and Beroza and Ellsworth (1996), 
as also Matsu'ura et al. (1992) and Shibazaki and Matsu'ura 
(1992), find that the dynamic rupture during an earthquake 
is preceded by a nucleation phase (during which the rate of 
moment release is relatively low) and that the duration of 
this phase scales with the eventual size of the earthquake. 
Although the measurements of the delay between the initi- 
ation of the rupture and the rapid increase of velocity am- 
plitude from seismograms reported by Umeda (1990, 1992), 
Ellsworth and Beroza (1995), and Beroza and Ellsworth 
(1996) seem to be somewhat subjective and may be difficult 
to make on some seismograms, there is little doubt hat there 
is a delay, r. It is also difficult to dismiss the observation 
that ~ scales with M 1/3. However, no satisfactory model has 
been put forward to explain this scaling. 
In the composite circular source model previously out- 
lined, the rupture almost always begins with the breakage of 
a small subevent. This is because we allow the rupture areas 
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Figure 6. Same as Figure 4 but for Mw = 2.0. Fac- 
tor of multiplication of seismograms corresponding 
to t* = 0.02 and 0.03 sec is 4. 
of the subevents to overlap. The first subevent o rupture is 
one whose center is closest to a random point on the plane. 
We carried out 80 simulations for each magnitude to obtain 
the time difference in the rupture initiation and the rupture 
of the largest subevent. This delay, T, is shown in Figure 10 
as a function of Mo. As seen in the figure, the median value 
of ~ scales as M~ Is, such that log ~ = (1/3) log M0 - 8.462. 
The scaling is a consequence of the fact that, on an average, 
equals some fraction of total rupture time T, so that r = 
CT = CR/VR, where C is a constant. Because M0 = (16/7) 
Aa R 3 (Keilis-Borok, 1959), we can write 
z = C R/V R = (C/VR)(7Mo/16Acr) ]/3. 
As mentioned earlier, the composite source model (for VR 
= 0.9fl = 3.38 km/sec, and Aa = 30 bars) predicts that, 
on an average, log r = (1/3) log M0 - 8.462. It follows 
that C = 0.41. In other words, on an average, the distance 
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Figure 7. Same as Figure 4 but for M w = 3.0. The 
seismograms corresponding to t* = 0.006 sec is not 
shown. 
largest subevent is about 0.4 of the radius of the total rupture 
area. 
As seen from Figure 11, the predicted relationship be- 
tween r and M o from the composite source model is re- 
markably similar to that reported by Umeda et al. (1996) 
and roughly agrees with that given by Ellsworth and Beroza 
(1995) and Beroza and Ellsworth (1996). Because the com- 
posite model is phenomenological, a pr ior i  there is no reason 
to expect that it can capture the complex nature of the dy- 
namic rupture evolution. Umeda et al. (1996), Ellsworth and 
Beroza (1995), and Beroza and Ellsworth (1996), appar- 
ently, are not measuring the time of rupture of the largest 
subevent. So why this similarity? This similarity may come 
about if (a) the composite source model of the earthquake, 
which closely resembles the cascade model (rupture begin- 
ning with a small event and progressively breaking larger 
subevents), captures the gross nature of the dynamic rupture 
process, and (b) the sudden increase in the velocity ampli- 
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Figure 9. Pulse shapes of synthetic seismograms, 
M w = 1.1, from a simple circular source (Sato and 
Hirasawa, 1973), corresponding to t* = 0.0, 0.025, 
0.035, and 0.045 sec. The seismograms from Za- 
coalco, Mexico (M w 1.1 to 1.2) are explained by a t* 
0.04 sec. 
11 fits the data for small earthquakes reported by Iio (1995) 
so well. We take up this issue in the next section. 
tude measured by these authors, generally, corresponds to 
the rupture of the largest patch. We note that in the com- 
posite source model there is no difference between main- 
shock, aftershocks, and swarm type of activity. Therefore, it
cannot explain the absence of the initial phase in aftershocks 
and swarm type of earthquakes reported by Umeda (1990). 
However, Umeda's observation does not seem to be univer- 
sal. For example, several aftershocks of the M = 6.6 earth- 
quake in Figure 3 show this phase. Another example is the 
Ridgecrest, California, earthquake sequence of 1995 to 
1996, which started with an ML = 5.4 earthquake and in- 
cluded an M L = 5.8 earthquake (Hauksson et  al . ,  1995). 
Ellsworth and Beroza (1998) find that all recorded M ~ 4 
events in the sequence show an initial phase. Thus, we may 
surmise that the composite source model provides a plausi- 
ble explanation for the observed initial phase during mod- 
erate and large earthquakes. It, however, still remains apuz- 
zle why the prediction from the composite model in Figure 
Duration of Slow Initial Rise (tsip) Observed 
in Microearthquakes 
Iio (1992a, 1995) measured the duration of slow initial 
rise, tsip, in the near-source r cordings of the aftershocks of 
the 1984 Western Nagano Prefecture arthquake and found 
that tsip scaled with M o of the earthquake. After extensive 
analysis and process of elimination, Iio (1995) concluded 
that tsip is related to the source process and can be explained 
by those models that predict slow slip and rupture velocity 
following the rupture initiation. Two factors, which were not 
considered by Iio (1995) in his analysis, are (a) the depen- 
dence of tsip on Mo in the presence of attenuation and (b) 
the possible complexity of microearthquakes. The impor- 
tance of (a) has already been pointed out by Mori and Kan- 
amori (1996). Here we explore whether (a) and (b) can ex- 
plain the tsip versus Mo data. 
The measurements of tsip on synthetic seismograms 
were made following the procedure of Iio (1995). To corn- 
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Figure 10. The delay in the rupture of the largest patch measured from the time of 
rupture initiation, z, as function of M 0, obtained from different simulations (shown by 
x) using the composite source model. The median value of 80 simulations (dots) shows 
that z cc M 1/3. The relationship reported by Umeda et al. (1996) between preliminary 
rupture phase (time interval between rupture initiation and beginning of bright spot) 
and Me is shown by small dashed line. The relation between the duration of the nucle- 
ation phase and M 0 given by Ellsworth and Beroza (1995) is shown by large dashed 
line. Small circles are data on duration of slow initial phase (tsip) versus M 0 taken from 
fie (1995). 
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Figure 11. (a) Comparison of the expected tsip versus 114o values, computed from 
the composite source model, with the observed data (circles) of Iio (1995). The cal- 
culations have been done for t* = 0.006 sec. Solid circles, Aa = 30 bars; solid inverted 
triangles, Aa = 300 bars. The straight line is the average time delay between the rupture 
initiation and the breaking of the largest patch according to the composite source model. 
(b) The predicted tsip versus M o for a simple source model with t* = 0.006 sec (dashed 
curves) and t* = 0.003 sec (continuous curves) and different values of Aa. 
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pare the results of this test directly with Iio's data, we as- 
sumed that the ratio of amplitude of the first half cycle of 
the P wave to the noise on the amplified trace was 60 dB. 
The onset of the P wave was measured at the point where 
the signal becomes above the noise on the amplified seis- 
mograms. In Figure 11 a, the expected tsip values computed 
from the composite source model are compared with the 
observed tsip data of Iio. The calculations have been done 
for t* = 0.006 sec and Aa = 30 and 300 bars. The observed 
data fit well the expected values for Aa = 30 bars. The 
predicted tsip versus  M o relations for a simple source with 
t* = 0.006 and 0.003 sec and some values of Aa are shown 
in Figure 1 lb. We note that the gross trend of the synthetic 
tsip versus  Mo curve for t* = 0.006 sec and Act = 3 bar is 
roughly similar to the observations. Figure 11 suggests that 
it may be possible to explain Iio's tsip versus  M o data by a 
composite or a simple source model and some combination 
of t* and Aa values. As mentioned earlier, there is some 
doubt whether these values are well known for the region. 
Conclusions 
1. Using synthetic seismograms generated from a composite 
kinematic source model, we find that the observed sim- 
plicity of P waves seen in near-source velocity seismo- 
grams of small (M w < 2 to 3) earthquakes can, generally, 
be explained by the attenuation. Thus, the question of 
whether the sources of such events are simple or complex 
is not resolvable from much of the existing data, and, 
hence, the observed simplicity of such events may not be 
taken as an evidence of breakdown of self-similarity of 
earthquake rupture process. The only dataset examined 
by us that suggests imple sources for small earthquakes 
comes from the studies of Iio (1992a, 1995). Because of 
small reported attenuation, the complex sources of Mw 
2 events in this dataset should give rise to complex seis- 
mograms. The observed recordings, however, are simple, 
leading us to the conclude that either the sources of these 
events were simple or else the local site effects have not 
been adequately taken in to account. 
2. The predicted relationship between the delay in the rup- 
ture of the largest patch, measured from the time of its 
initiation, and the seismic moment of the earthquake in
the composite source model is surprisingly close to the 
relation reported by Umeda et al. (1996) and less than a 
factor of 2 larger than that given by Ellsworth and Beroza 
(1995) and Beroza and Ellsworth (1996). We note that 
we did not measure the delay from the synthetic seis- 
mograms but computed it for each simulation knowing 
the point of rupture initiation and the location of the larg- 
est subevent. In observed seismograms, this measurement 
must be difficult to make in an objective fashion. In view 
of this, the agreement is remarkable. The agreement, for 
moderate and large earthquakes, may come about if (a) 
the composite source model of earthquake, which closely 
resembles the cascade model, captures the gross nature 
of the dynamic rupture process, and (b) the sudden in- 
crease in the velocity amplitude measured by these au- 
thors, generally, corresponds to the rupture of the largest 
patch. Curiously, the prediction from the composite 
model also fits the data for small earthquakes reported by 
Iio (1995) very well. Iio (1995) interpreted the time of 
slow initial phase, tsip, versus  M o data as an evidence of 
slow slip and rupture velocities following the initiation 
of rupture. We find these data can also be explained by 
a composite or a simple source model and some combi- 
nation of t* and Act values. It is not known, however, 
whether these values are reasonable for the region. 
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