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Fig. 2. Characterisation of hearing loss (HL) for (left) normal hearing, (middle) pantonal HL, and (right) high frequency
HL.
in as few coefﬁcients as possible. That minimisation is
achieved by the reduction of the concentration according
to Shannon’sentropy [7]. Fig. 2 (middle)shows a sample
WP decomposition.
The GF decomposition yields a uniform tiling of the
TF plane and hence can provide a desired resolution in a
speciﬁc TF segment, see e.g. Fig. 2 (right). It is based
on an oversampled ﬁlter bank with a ﬂexible number of
channels constructed accordingto [8], whereby the chan-
nel number is again selected in order to minimise the
transform coefﬁcients’ entropy when applied to TEOAE
data. All transformations are operating on ﬁnite length
EEGsegmentsandareimplementedwithsymmetricbound-
ary extensions [9].
Based on a parameterisation of the data by the TF
transforms,representingthefeatureextractionofthedata,
theapplicationofanSNR-like criterionforthefeaturese-
lection is conducted which will be described next.
III. FEATURE SELECTION
To quantify and exploit differencesin the TEOAE TF co-
efﬁcients of the three groups of hearing ability within the
Homburg data, a signal-to-noise-ratio (SNR) based cri-
terion is invoked. First, the SNR is estimated for each of
the512parametersin theTF-planebasedonthe TF trans-
forms of the two partial averages, CA;i(n) and CB;i(n),
n = 1;:::;512;i = fDWT;WP;GFg. The SNR of the
nth coefﬁcient is (coarsely) estimated by comparing the
sum and the differenceobtainedfrom the partial averages
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Fig. 3. TF tiling comparison between a DWT (left), a sample WP (middle) and a sample GF (right) decomposition.
A and B:
SNR(n) = 20log10
jCA;i(n) + CB;i(n)j
jCA;i(n)   CB;i(n)j + 
: (1)
with  being a small constant. This SNR is calculated for
all measurements, and for each of the 512 TF coefﬁcients
within each of the three hearing ability groups, the distri-
bution is recorded. The SNR value of a TF coefﬁcient
is used to evaluate the separability of any two groups
with different hearing status. The separability can be as-
sessed independentofthe selectionof a speciﬁc threshold
by means of a socalled receiver operating characteristic
(ROC) curve. The area underneath the ROC is a measure
for the separability of both groups, and independent of
the deﬁnition of SNR-thresholds [10].
As single WP coefﬁcients yield a poor separability
betweenanytwogroups,wepickthecoefﬁcientthatgives
thebestseparableSNRaccordingto(1)asastartingvalue
and iteratively grow a coefﬁcient set G to improve sep-
arability. Further coefﬁcients are added to G from the
neighbourhoodof surroundingcoefﬁcients. Adjacency is
deﬁned by edge and corner connections in the TF plane.
The iteration is stopped when the ROC does not further
improve for the SNR of the coefﬁcients contained in G.
To broaden the search algorithm, also the second largest
coefﬁcient is selected as a starting value for the search
procedure;moreover,the neighbourhoodsearch is broad-
ened by including the adjacent coefﬁcients to the ones
described previously. The reason is that by this general-
isation an improvement of the separability results is ex-pected.
IV. SVM CLASSIFICATION
In the following, we brieﬂy explain SVM, [11],[12]. We
considerathreeclassclassiﬁcationproblemfortheclasses
deﬁned by the groups NH, HF and PT, starting with an
explanation for a two class classiﬁcation. The training
dataoriginatesfromtheHomburgdata,whilethetestdata
comprises the Heidelberg measurements.
The training data is described as a set of training vec-
tors fpigi=1 ::: M with corresponding binary labels Si =
1 for the one class, e.g. NH, and Si =  1 for the second
class, e.g. HF. The SVM conducts a classiﬁcation of a
test vector t by assigning a label ^ S by calculating
^ S = sign(f(t)) with f(t) =
X
i
iSiK(t;pi)+b:
(2)
The i are called weights and b is the bias, which are
SVM parameters and adopted during training by max-
imising
LD =
X
i
i  
1
2
X
i;j
ijSiSjK(pi;pj) (3)
under the constraints
0  i  C and
X
i
iSi = 0 (4)
with C being a positive constant which weighs the in-
ﬂuence of training errors. K(;) is called kernel of the
SVM. If there is a solution for i, a value for b is deter-
mined. Usually i = 0 for the majority of i and thus
the summation in (2) is limited to a subnet of the pi,
which thereforeis called the set of supportvectors. There
are several commonly used kernels for SVM, which give
some ﬂexibility for the underlyingapplication. Many im-
plementationsofkernelscanbefoundinliterature,whereby
twopopularonesareGaussianandpolynomialkernels. If
K(;)ispositivedeﬁnite,(3)and(4)isaconvexquadratic
optimisationproblem,whichconvergestowardstheglobal
optimum assuringly. This optimisation can be quite de-
mandingintermsofcomputationtimeforreal-worldprob-
lems, andtherefore,sophisticatedalgorithmslikesequen-
tial minimal optimisation (SMO) [11] are used for the so-
lution.
To ﬁnd a signiﬁcant value for the training error C,
a leave-one-out (l-o-o) estimation of the error rate is ap-
plied as follows: From the training samples, remove the
ﬁrst example. Train the SVM on the remaining samples.
Then test the removed example. If the example is clas-
siﬁed incorrectly, it is said to produce a leave-one-out
error. In [11], an approach to estimate the maximum l-
o-o error is shown avoiding training the SVM more than
once, which is also used for our study. By changing the
value for C stepwise, the minimum for the l-o-o error is
found determining the SVM classiﬁcation network. For
our application, a Gaussian kernel was used.
Sofar,wehavedescribedtheSVMforonlytwoclasses.
As we aim at distinguishing 3, we need to deﬁne a multi-
class method. In [13] a decision directed acyclic graph
(DAG) for multi-class SVM is introduced. It is based on
an 1-vs-1 classiﬁcation where the training is conducted
for all possible combinations of the classes. Based on a
trained SVM classiﬁer for each possible class combina-
tion, a binary acyclic graph is used for testing. Fig. 4
shows the decision DAGSVM for our application to the
the three classes with different hearing ability.
NH vs HF
Not NH
NH vs PT
HF vs PT
Not PT
HF PT NH
Fig. 4. DAGSVM for TEOAE.
V. RESULTS AND DISCUSSION
Havingdescribedthedetectionmethodsandthedataused
for our system, we present the results in the following.
For each transform method and based on the selected co-
efﬁcient sets, a SVM classiﬁcation is conducted for each
distinction case using the training data. The test data is
analysed by the determined classiﬁers according to the
decision DAG in Fig. 4 yielding the detection rates in
Tab. 1 for each class for each parameterisation method.
detection rates for test data
group DWT WP GF
NH 79.7% 68.1% 91.3%
HF 63.2% 74.7% 63.2%
PT 69.3% 56.4% 53.9%
Tab. 1. Detection rates yielded by DAGSVM.
The table shows that the DWT yields the best overall
results. The HF can be detected most signiﬁcantly with
the WP. The PT group is the most difﬁcult to determine,
just above half of the patients can be allocated correctly
for the WP and GF. These results may not seem to be
encouraging. However, when only considering the the
case NH vs PT, the following results are obtained:
 DWT: NH 91.3%, PT 89.7%,
 WP: NH 89.9%, PT 84.6%
 GF: NH 99%, PT 84.6%,
which is well in the range of other studies.
E.g in [14], a group of normal hearing is deﬁned by
no hearingloss up to 30 dB and a hearing impaired group
withahearinglossover30dB.Aseparationmethodbased
on wavelet transforms, ensemble correlation, time win-
dowdesignandmeancross-correlationisintroduced. The