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ABSTRACT 
 
Area LIP has long been considered to be heavily involved in controlling 
transformations of visual stimuli into oculomotor behavior, as well as being an integral 
part of the extensive cortico-cortical network that controls covert visual attention. 
Neurons in LIP have been shown to respond to shifts in spatial attention as well as 
changes in the reward contingencies associated with visual stimuli, leading to the 
hypothesis that this area is involved in the selective processing of behaviorally relevant 
visual stimuli. However, the effects of attentional and motivational processes on neuronal 
activity in LIP have not been fully dissociated from each other. In one experiment I found 
that changing the reward contingencies in a peripheral visual detection task sytematically 
modulated visual responses in LIP, and that these changes in activity were correlated with 
the reaction time costs of re-orienting attention. In a further experiment, I manipulated 
the motivational state of rhesus macaque monkeys by varying the reward value associated 
with successful completion of a cued reflexive saccade task, and was thus able to study 
the neuronal activity in LIP while attention and motivation were independently controlled 
and manipulated. LIP responses to visual targets showed that directed visual attention 
systematically increased activity in neurons coding the attended location, suggesting 
spatially specific selective processing of that part of the visual field. In contrast, 
increasing motivation multiplicatively enhanced the response to visual targets 
irrespective of their location, suggesting a spatially non-specific enhancement of  
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processing. The effects of attention and motivation on LIP activity were both predictive 
of changes in saccadic reaction times. These results suggest that attention and motivation 
exert distinct influences on visual representations in LIP, but that they both contribute to 
the preferential processing of behaviorally relevant visual stimuli. The data thus support 
the hypothesis that area LIP encodes a salience map of the visual world. 
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1. INTRODUCTION 
 
The neural basis of behavioral decisions remains poorly understood, in part 
because the information being processed can be from such diverse sources as sensory 
input, memory, and attentional modulation. In many cases, these processes can be 
considered an example of the “black box” analogy – we have a fair idea of the 
information resulting in the decision and we know the behavioral outcome of the 
decision, but we cannot fully explain how or where the decision-making process is 
carried out. One example of such processing is the decision to look at or to a certain 
object or area of the visual field. In purely colloquial terms, we know that a peripheral 
flash of color, an unexpected sound, or a familiar face will draw our gaze, or that 
concentrating on a specific area of the visual field improves our chances of correctly 
identifying objects or registering events in that area. These colloquial examples can, to a 
certain extent, be translated into behavioral concepts: the familiar face can be viewed as a 
behaviorally and motivationally relevant stimulus (there are good reasons for wanting to 
identify people we know); and the concentration on a portion of the visual field translates 
into spatially directed attention. The questions arising from this are where the decision to 
initiate a gaze shift is made, where and how the information underlying the decision is 
represented, and where the information is integrated into the decision? The posterior 
parietal cortex (PPC) has long been considered an “association” area that combines 
information from different sensory modalities to form a cognitive representation of space, 
and seems a likely candidate for such a process (see (Andersen, 1997). The “black box”  
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analogy is especially relevant to much of extrastriate visual cortex, and the research 
presented in this thesis uses control of the input into the decision-making process 
(controlled visual stimuli and motivational factors) to allow me to measure the behavioral 
result of decisions (saccadic eye movements). Since PPC is a part of the black box in this 
context, recording from PPC neurons during this decision-making process provides 
insight into how these variables are represented and (potentially) integrated into 
behavioral decisions. 
Vision provides an animal with information about the location of objects and 
other visual stimuli in the environment. Visual cues can provide many kinds of 
information of behavioral relevance, and can be processed differently depending on 
where they are in the visual field. The process of selecting a visual target for a saccadic 
eye movement can be the result of a number of initiating factors. Gaze may be drawn to 
stimuli such as a sudden movement or a flash of color in the peripheral field of view, it 
may be oriented in response to a sound source, it may move across an object seeking 
areas of information content, or gaze may be consciously directed to a relevant stimulus. 
The integration of visual input with information regarding the behavioral relevance of 
looking at a specific visual target, modulated by behavioral states such as attention and 
general motivation, will ultimately govern whether or not a saccade to any given visual 
stimulus is initiated. It is also important to note that a visual stimulus does not need to be 
a saccade target for it to be subject to processing regarding visual qualities and relevance. 
Peripheral visual stimuli can be behaviorally relevant without these stimuli necessarily  
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becoming saccadic targets and I will be defining such stimuli as visual cues, whereas 
stimuli that are the targets of planned saccades are visual targets. 
The processing of visual stimuli for behavioral relevance or as potential visual 
targets is thought to involve a neural network that includes posterior parietal cortex 
(PPC). PPC is anatomically well situated to receive and potentially integrate information 
regarding all aspects of visual stimuli; PPC receives direct input from the visual system 
(Reep, Chandler, King, & Corwin, 1994), has reciprocal connections with the limbic 
system (Reep et al., 1994; Yeterian & Pandya, 1985), and is part of an extended cortico-
cortical network (Baleydier & Mauguiere, 1987; Morecraft, Geula, & Mesulam, 1993; 
Wise, Boussaoud, Johnson, & Caminiti, 1997). The cortico-cortical connectivity of PPC 
implicates involvement of this region in premotor function (Wise et al., 1997), and in 
putative attention-related networks (Morecraft et al., 1993).  
Within PPC, the lateral intraparietal area (area LIP) in the lateral bank of the 
intraparietal sulcus has been the focus of a multitude of studies pertaining to the 
processing of visual stimuli and the control of oculomotor behavior. LIP neurons respond 
to the appearance of a visual stimulus in a defined response field in a fixation task 
(Robinson, Goldberg, & Stanton, 1978), and respond at a significantly higher frequency 
to the appearance of a stimulus that the monkey is going to use for behavior (Goldberg, 
Colby, & Duhamel, 1990). The lateral intraparietal area (LIP) may encode information 
related to both visually guided saccadic eye movements (Bracewell, Mazzoni, Barash, & 
Andersen, 1996; Platt & Glimcher, 1997) and to the behavioral relevance of visual 
stimuli (Davidson & Marrocco, 2000; Goldberg et al., 1990; Gottlieb, Kusunoki, &  
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Goldberg, 1998; Platt & Glimcher, 1999). Behavioral relevance in this context includes 
such factors as attention and motivational value (reward and punishment), and may be 
independent of relevance of the stimulus as a saccadic target. These properties make LIP 
an ideal candidate for integrating information about both the location and behavioral 
relevance of visual stimuli (Gottlieb, 2007), although it remains unclear exactly how this 
information is represented and integrated in LIP.  
 
Attention and Motivation 
Existing research suggests potential interactions between attention and motivation 
at both the behavioral and neuronal levels, where both increased attention and enhanced 
motivation are associated with improved behavioral performance and reduced response 
latencies (Maunsell, 2004). Moreover, increased motivation is associated with enhanced 
neuronal activity in many of the same brain areas modulated by selective attention.  
There is evidence that motivational factors can enhance visual spatial attention in 
human subjects, examples being that both threatening (Bradley et al., 1997; Easterbrook, 
1959) and appetitive (Mogg, Bradley, Hyare, & Lee, 1998) stimuli preferentially capture 
attention. Neuroimaging studies investigating the influence of monetary incentives on 
endogenous spatial attention have since shown that abstract motivational incentives 
influence attentional processing in areas such as the inferior parietal lobule (Small et al., 
2005). 
The similar effects of changes in attention and motivation on behavior and 
neuronal activity may not be independent: attended targets are more likely to lead to  
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rewarded performance (improved success rates and reduced response latencies) and 
rewarded targets may attract more attention (improved reward “payouts”) (Maunsell, 
2004). This makes determining the respective contributions of attention and motivation to 
neuronal responsiveness difficult, although recording activity associated with selective 
attention while independently manipulating motivation is one way to accomplish this. 
LIP is an area of the brain that is especially interesting in this regard since it has been 
reported to reflect both spatial visual attention (Gottlieb et al., 1998; Lynch, Mountcastle, 
Talbot, & Yin, 1977) and the magnitude of rewards (Platt & Glimcher, 1999; Sugrue, 
Corrado, & Newsome, 2004). The investigation of factors such as attention and 
motivational value is made difficult because they are not easily separable behaviorally – 
changes in motivational value can conceivably result in changes in attention, and these 
confounds have made research into these questions difficult (Maunsell, 2004). One of the 
main goals of this thesis work was to disambiguate the representation of motivational 
value from attention in LIP, to elucidate possible interactions between them, and to study 
how they combine to modulate both oculomotor behavior and visual responses in LIP. 
Studies have shown that neurons in area LIP in monkeys exhibit a range of 
responses to visual stimuli; some neurons respond preferentially when a stimulus is the 
target of a saccadic eye movement (Bracewell et al., 1996; Mazzoni, Bracewell, Barash, 
& Andersen, 1996; Platt & Glimcher, 1997; Snyder, Batista, & Andersen, 1997), while 
others respond to visual stimuli irrespective of whether or not a saccade to the stimulus is 
being planned (Goldberg et al., 1990; Gottlieb et al., 1998; Zhang & Barash, 2000). 
These two broad classes of neurons can be defined as (primarily) motor or visual neurons  
6 
(Gottlieb & Goldberg, 1999; Zhang & Barash, 2000). Although attention-like effects 
have been demonstrated in these neurons (Colby, Duhamel, & Goldberg, 1996; Goldberg 
et al., 1990; Gottlieb et al., 1998; Lynch et al., 1977), these effects have not been linked 
to any behavioral measure of attention.  
Finally, in order for specific regions of LIP to be involved in the processing of 
information regarding specific areas of the visual field it is necessary for visual space to 
be represented in LIP in a topographic fashion. Such a topographic map seems to exist in 
LIP (Andersen, 1997; Sereno, Pitzalis, & Martinez, 2001; Xing & Andersen, 2000), and 
seems to map faithfully onto both multimodal representations (Xing & Andersen, 2000) 
and saccadic targets (Andersen, 1997; Sereno et al., 2001).  
 
LIP connectivity 
Parcellation of PPC was originally defined cytoarchitectonically, with what is 
now conventionally defined as LIP being roughly equivalent to area POa in the original 
work of Seltzer & Pandya (Seltzer & Pandya, 1980), and to what Cavada and Goldman-
Rakic defined as area 7ip based on cytoarchitecture and connectivity (Cavada & 
Goldman-Rakic, 1989). 7ip is localized to the fundus and lateral bank of the intraparietal 
sulcus, with VIP in the fundus and LIP in the lateral bank. LIP has since been shown to 
possess distinct response patterns related to visual stimuli and oculomotor activity 
(discussed elsewhere, see (Andersen, 1989), and distinct patterns of connectivity 
(Andersen, Asanuma, & Cowan, 1985; Cavada & Goldman-Rakic, 1989, 1989). One of 
the most thorough investigations of the connectivity of area 7ip (analogous to LIP) is  
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from 1989, when Cavada & Goldman-Rakic used horseradish peroxidase conjugated with 
wheat-germ agglutinin (HRP-WGA) injections to trace anterograde and retrograde 
projections.  
The direct sensory connections to 7ip are almost exclusively visual, with 
reciprocal connections to a number of occipital and temporal areas. On the medial surface 
of the hemisphere, 7ip has dense reciprocal connections with the posterior bank of the 
parieto-occipital sulcus and the posterior end of the occipito-temporal sulcus. 
Specifically, 7ip is interconnected with dorsal and ventral portions of a number of visual 
areas, including V2, V3, V4, and PO (Cavada & Goldman-Rakic, 1989). It is interesting 
to note that comparisons with topographic maps of visual cortex (Gattass, Gross, & 
Sandell, 1981; Gattass, Sousa, Covey, & Pontificia Accademia delle scienze., 1985; 
Gattass, Sousa, & Gross, 1988; Van Essen & Zeki, 1978) suggest that the regions labeled 
after 7ip injections seem to correspond to peripheral visual representations at least in 
areas V2, V3, and V4. Both upper and lower visual field representations in V2, V3 and 
possibly PO appear to be connected with 7ip (Cavada & Goldman-Rakic, 1989). On the 
lateral surface of the hemisphere, the cortex of the posterior part of the superior temporal 
sulcus (STS) is highly interconnected with 7ip, including areas IT, MT and FST, although 
7ip does not connect to the visual motion region of the upper bank of the STS (Cavada & 
Goldman-Rakic, 1989). 7ip also connects to the parts of the prelunate and inferior 
temporal gyri and lunate and occipito-temporal sulci that contain visual areas V4 and IT 
(Cavada & Goldman-Rakic, 1989). 7ip is thus widely interconnected with both primary  
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visual areas such as V2, V3, PO, MT, and V4 as well as areas involved in higher levels of 
visual information processing such as IT, STP, DP1, MTp and FST. 
The motor outputs of 7ip are also highly visual, as well as being reciprocal, with 
projections to areas of the frontal lobe specifically involved in the motor control of the 
eyes and head. Notable reciprocal connections are with the frontal eye fields (FEF), 
supplementary eye fields (SEF), and ventral premotor cortex (vPmC) (Andersen et al., 
1985; Cavada & Goldman-Rakic, 1989). In particular, 7ip has been shown to be heavily 
interconnected with the frontal association cortex and frontal eye fields (Barbas & 
Mesulam, 1981; Huerta, Krubitzer, & Kaas, 1987; Jacobson & Trojanowski, 1977). The 
subcortical motor outputs of LIP include projections to the superior colliculus (Baizer, 
Desimone, & Ungerleider, 1993; Faugier-Grimaud & Ventre, 1989) and to vestibular and 
pontine nuclei involved in the vestibulo-ocular reflex and smooth pursuit eye movements 
respectively (Faugier-Grimaud & Ventre, 1989). The connections with the superior 
colliculus have further been shown to be reciprocal (Clower, West, Lynch, & Strick, 
2001). 
The nature of PPC as associative cortex is due in part to the connections it has 
with certain limbic and prefrontal areas. In the case of 7ip, there are dense reciprocal 
connections with prefrontal areas such as orbitofrontal cortex (OFC), the ventral 
prefrontal convexity (vPfC), and area 45 (Cavada & Goldman-Rakic, 1989, 1989). The 
lateral bank of the parietal sulcus also receives projections from the medial and lateral 
pulvinar, claustrum and cholinergic projections from the nucleus basalis (Baizer et al., 
1993). The limbic connections of 7ip include reciprocal connections with area 23, area  
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24, retrosplenial cortex and parts of the parahippocampal formation (notably area TF), as 
well as anterograde projections to the presubiculum (Cavada & Goldman-Rakic, 1989). 
The densest reciprocal projections are with the parts of area 23 now conventionally 
named posterior cingulate cortex (Olson & Musil, 1992). 
Posterior parietal cortex, cingulate cortex, and the frontal eye fields are implicated 
as components of a network for directed attention (Morecraft et al., 1993), and the 
reciprocal connectivity of LIP with both cingulate cortex and the FEF implicates this area 
as a candidate for processing information related to directed attention. The strong inputs 
from posterior cingulate cortex (CGp) and OFC are the most likely candidates for the 
source of reward-related information to LIP. CGp receives reward-related input from a 
variety of areas including the anterior and lateral thalamic nuclei (Gabriel, Vogt, Kubota, 
Poremba, & Kang, 1991), the caudate nucleus (Baleydier & Mauguiere, 1980; Powell, 
1978; Yeterian & Van Hoesen, 1978), and anterior cingulate cortex (CGa) (Baleydier & 
Mauguiere, 1980). CGa (Musil & Olson, 1988) and OFC (Carmichael & Price, 1995) 
both receive direct reward-related input from the amygdaloid complex, and OFC in 
particular has been shown to be involved in reward-processing (Schultz, Tremblay, & 
Hollerman, 2000; Thorpe, Rolls, & Maddison, 1983; Tremblay & Schultz, 1999). Figure 
1.1 illustrates the anatomical position of PPC relative to both components of a 
visuomotor processing network and reward-related areas.  
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Figure 1.1 - PPC connectivity 
 
(after McCoy & Platt, 2005) 
Figure 1.1 - PPC connectivity. Posterior parietal cortex (PPC) is closely connected to 
areas involved in both visuomotor processing (shown in green) and representation of 
reward (shown in blue). Abbreviations: AMYG, amygdala; CGa, anterior cingulate 
cortex; CGp, posterior cingulate cortex; FEF, frontal eye fields; NAC, nucleus 
accumbens; OFC, orbitofrontal cortex; PFC, prefrontal cortex; SC, superior colliculus; 
SEF, supplementary eye fields; SNc, substantia nigra pars compacta; SNr, substantia 
nigra reticulata; VTA, ventral tegmental area.  
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The convergence of attention- and reward-related information in LIP 
The diversity of inputs to LIP and the distinct visual and limbic/orbitofrontal 
inputs suggest that visual and reward-related information are likely to reach LIP via 
distinct pathways, although the extensive cortico-cortical connections of LIP make 
indirect and potentially converging processing pathways possible. It seems likely that the 
major sources of attentional input to LIP will come from the frontal eye fields and/or 
cingulate cortex since these, with LIP, have been implicated as major components of a 
network for directed attention (Morecraft et al., 1993). It is therefore plausible for 
attentional and reward-related information to converge in cingulate cortex before being 
fed into LIP, although nothing is currently known about how attention and motivation 
may interact in cingulate cortex.  
Single unit recording in LIP does not enable distinction between information that 
converges in LIP from convergence at an earlier stage, but may shed some light on the 
role of LIP in the integration of this information. If attentional and motivational 
information pathways share common inputs into LIP, then there is the possibility of 
partial or total occlusion of the neuronal effects of one by the other i.e. that manipulating 
attention or motivational value alone produces changes in behavior which are reflected by 
changes in LIP responses, but that manipulating both produces behavioral effects where 
changes due to the added manipulations are not reflected by changes in neuronal activity. 
It should be noted that, whereas occlusion of neuronal responses would suggest common 
inputs, additive neuronal responses that correlate with the behavioral effects of the  
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manipulations would neither prove nor disprove convergence of the information 
pathways prior to LIP. Convergence prior to the LIP neurons studied could potentially 
occur anywhere from the level of a local interneuron or presynaptic modulation within 
LIP, to a different cortical region separated from LIP by a number of synapses. 
Independent and simultaneous manipulation of both attention and reward contingencies is 
necessary to fully understand to what extent these factors exert distinct effects on LIP 
activity. 
Experiments to elucidate the nature of the inputs into LIP may include dual 
recordings from LIP and input sources such as visual cortex or CGp, or selective 
microstimulation or inactivation/lesioning of input sources. Another possibility is for 
incoming information to modulate local inhibition, where excitatory effects could be due 
to the alleviation of local inhibitory tone. If attention or motivational modulations of LIP 
responses are effected via modulation of local inhibition, then local inhibition of GABA-
mediated transmission would remove input from these sources.  
In much of the previously published LIP material, it is unclear to what extent 
neuronal responses could be due to premotor activity related to saccades directed into 
neuronal response fields that are planned but not necessarily made. In some of our 
experiments, we asked the animals to make saccades away from the response field of 
neurons, and to areas of the visual field that response mapping has shown are not 
activating for these neurons. In this way, we sought to distinguish visual responses from 
motor responses that are the result of the planning or execution of saccades to the stimuli.  
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The role of parietal cortex in visual behavior 
There is a wealth of evidence implicating the posterior parietal cortex in the 
spatially specific processing of visual information. Clinical evidence from human patients 
has shown that lesions of PPC consistently lead to the hemispatial neglect of visual space 
(see (Mesulam, 1981) for a review). Studies in monkeys led to the hypothesis the that the 
dorsal visual stream of cortical pathways extending from the primary visual cortex to the 
PPC was involved in spatial processing (“where”), whereas the ventral stream to the 
temporal cortex was involved in processing object identity (“what”) (Goodale & Milner, 
1992; Mishkin, Ungerleider, & Macko, 1983). The dorsal stream and PPC have been 
shown to have a crucial role in directing visually guided actions (Mazzoni et al., 1996), 
and have been implicated in preparing and applying goal-directed (attentional) selection 
of stimuli (Corbetta & Shulman, 2002). Furthermore, neuroimaging studies in humans 
have demonstrated that parts of the superior parietal lobe (SPL) and intraparietal sulcus 
(IPS) are activated for processes such as shifting spatial attention (LaBar, Gitelman, 
Parrish, & Mesulam, 1999; Vandenberghe, Gitelman, Parrish, & Mesulam, 2001), spatial 
working memory (LaBar et al., 1999), saccades to remembered locations (Schluppeck, 
Curtis, Glimcher, & Heeger, 2006), and remapping spatial locations (Merriam, Genovese, 
& Colby, 2003). Intriguingly, the dichotomy between the dorsal and ventral streams may 
not be as distinct as was originally thought. In tasks which are spatially non-specific, 
posterior parietal areas are consistently activated when subjects are required to maintain a 
high degree of general visual attention (Adler et al., 2001; Pardo, Fox, & Raichle, 1991),  
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and lateral intraparietal neurons have been reported to exhibit shape selectivity (Sereno & 
Maunsell, 1998). 
The involvement of the PPC in visuospatial processing is further supported by 
studies in which neuronal activity in the area is externally manipulated. It has been 
demonstrated that single pulse transcranial magnetic stimulation (TMS) of the right 
parietal lobe can induce general contralateral visual neglect (Fierro et al., 2000), as well 
as interfering with the detection of specific visual targets (Koch, Oliveri, Torriero, & 
Caltagirone, 2005). In monkeys, large parietal cortex resections cause minor increases in 
saccade latency (Lynch & McLaren, 1989), and local inactivation of the lateral 
intraparietal area (area LIP) using the GABA agonist muscimol also induces increased 
latency as well as slight hypometria of memory-guided saccades in a single target task 
(Li, Mazzoni, & Andersen, 1999). Further studies of muscimol-induced LIP inactivation 
demonstrated a dramatically reduced frequency of contralateral saccades in the presence 
of bilateral targets as well as increased search time for contralateral searches during serial 
visual search (Wardak, Olivier, & Duhamel, 2002). PPC has also been the target of 
studies showing that microstimulation of LIP and the medial parietal area resulted in 
stimulation-induced saccades (Thier & Andersen, 1996), and that microstimulation of 
LIP at the onset of voluntary saccades resulted in endpoint deviation of the resultant eye 
movements (Mushiake, Fujii, & Tanji, 1999). These studies all suggest that PPC in 
general, and area LIP in particular, performs a crucial role in the processing of spatial 
visual information and in the contextual selection of visual stimuli leading to oculomotor 
behavior.  
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The role of parietal cortex in visual attention 
Constant bombardment by a multitude of stimuli necessitates selective processing 
by attention. Selective attention can be allocated to stimuli by either endogenous (top-
down) (Posner, 1980) or exogenous (bottom-up) (Yantis & Jonides, 1984, 1996) 
processes. Endogenous attention directs resources to best accomplish immediate goals, 
whereas exogenous attention is involuntary and stimulus-driven. However attention is 
allocated to stimuli, the result is preferential processing of attended stimuli over others.  
One of the major factors influencing the processing of visual cues is their location 
relative to the focus of attention within the visual field. Visual attention can here be 
defined as the process of selecting a portion of the available sensory information for 
preferential processing, potentially to the detriment of the processing of other stimuli. 
Attention may be captured by an unexpected or salient event (a stimulus-driven or 
bottom-up influence), or attention may be voluntarily directed toward an object or area 
that is relevant to the observer’s current goals (a goal-directed or top-down influence) 
(Bravo & Nakayama, 1992; Koch & Ullman, 1985). In most instances, some combination 
of these two influences determines how attention is distributed. An important distinction 
in terms of the work presented here is between overt and covert attention, where overt 
attention involves actively orienting to a stimulus and covert attention is an attention shift 
towards a peripheral stimulus without orienting to it. The attention manipulations in this 
thesis work are of covert attention. 
Attention, in general terms, could be taken to refer to either general arousal or 
“receptiveness”, giving increased sensitivity to general sensory input or to input in a  
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specific modality; or attention can refer to directed attention, where (with respect to the 
visual system) this would mean a shift of attention towards a specific stimulus or area of 
the visual field. In this thesis, I will be using the term attention to refer to directed 
attention rather than any effects of general arousal or attentiveness. The manipulation of 
attention in our experiments refers to shifting the animal’s attentional focus within the 
visual field, demonstrated experimentally by differences in response latency and 
accuracy. The selection of a stimulus as the target of attentional focus in any given 
instance depends on two major factors: (a) the properties of the visual scene as a whole, 
and (b) the expectations and goals of the observer. In the context of the work presented in 
this thesis, the expectations of the animal relate to the cued significance of visual stimuli, 
and the goals relate to the motivational/behavioral relevance of the stimuli. We 
maintained a constant and neutral visual environment (excepting task-related events), 
while manipulating attentional and motivational aspects of the stimuli. 
There are extensive bodies of behavioral research literature on attention in awake, 
behaving primates, but the neural correlates of attention remain unclear. The involvement 
of (posterior) parietal cortex in attention tasks has been clearly demonstrated using 
behavioral tasks in humans (Corbetta, 1998; Mangun, 1995), and physiological studies in 
primates (Gottlieb et al., 1998; Lynch et al., 1977; Snyder et al., 1997), and our goal was 
to unequivocally combine these two approaches. Previously, imaging studies in humans 
during attention-related tasks have shown PPC activation but do not have the temporal or 
spatial precision required to study the firing patterns of individual neurons; and  
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physiological studies of LIP in primates have often failed to correlate neural activity with 
any behavioral measure of attention. 
Since the seminal work of William James over a century ago (James, 1890), and 
the work of Charles Eriksen and colleagues in the late 1960’s regarding the allocation of 
visual attention to locations in the visual field, the effects of attention allocation on visual 
cue responses have been extensively studied. Research has shown that cuing a subject to 
a relevant portion of the visual field increased accuracy in identification tasks (Eriksen & 
Collins, 1969; Eriksen & Hoffman, 1972), reduced response latency in the tasks 
(Colegate, Hoffman, & Eriksen, 1973), and that these enhancements are present in an 
area of the visual field centered on the attentional focus (Eriksen & Hoffman, 1972). 
Studies in primates and rodents, as well as clinical human lesion data, strongly implicate 
PPC in attention in general, and visual attention in particular.  
A wealth of evidence suggests that parietal cortex plays a key role in attention 
(Corbetta, 1998; Hopfinger, Woldorff, Fletcher, & Mangun, 2001; Mangun, 1995; 
Snyder, Batista, & Andersen, 2000). Parietal lesions in humans often result in parietal 
neglect syndrome, where attention to stimuli in the affected hemi-field is reduced or 
absent. Parietal injury has been shown to result in deficits in both covert attention to and 
visual engagement of contralesional visual targets (Mountcastle, 1978; Posner, Walker, 
Friedrich, & Rafal, 1984).  Although the homologies between parietal cortex in rodents 
and primates remain obscure, controlled lesions of the posterior parietal cortex (PPC) in 
rats also lead to deficits in attention tasks. Specifically, PPC lesions in rats result in hemi- 
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attention (King & Corwin, 1993) and the inability to learn the meaning of visual cues 
(Bucci, Holland, & Gallagher, 1998; McDaniel et al., 1995). 
The specific involvement of parts of PPC in visual attention has been 
demonstrated using functional magnetic resonance imaging (fMRI) techniques (Culham, 
Cavanagh, & Kanwisher, 2001), positron emission tomography (PET) (Corbetta, Miezin, 
Dobmeyer, Shulman, & Petersen, 1990; Heinze et al., 1994), and event-related potential 
(ERP) recordings (Mangun, 1995) in humans. The involvement of parietal cortex in the 
attentional modulation of visual processing is true for reflexive as well as voluntary 
attention (Hopfinger & Mangun, 1998), although distinct neural networks may control 
these. Although there has been no direct comparison made, it has been suggested that that 
monkey LIP is homologous to areas of human parietal cortex involved in processing 
visual stimuli (Corbetta et al., 1998; Eidelberg & Galaburda, 1984; Van Essen et al., 
2001). 
Electrophysiological recordings in awake behaving primates suggest that the PPC 
may play a key role in the attentional selection of visual stimuli for guiding action 
(Corbetta, 1998; Goldberg et al., 1990; Gottlieb et al., 1998; Platt & Glimcher, 1997, 
1999; Snyder et al., 2000), but it remains to clarify what component of this attentional 
affect is assigned to the visual stimulus and what is related to motor planning of saccadic 
eye movements. In particular, research from Richard Andersen’s laboratory has raised 
questions as to how much of the observed LIP activity is related to an animal’s 
(premotor) intention, and how much represents (purely visual) attention (Snyder et al., 
1997, 2000). Platt and Glimcher have studied the response of LIP neurons to task- 
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relevant visual cues (Platt & Glimcher, 1997), but have not combined this with a 
paradigm which controls the allocation of attention or with a behavioral measure of 
divided attention. 
 
The effects of motivational value on the representation of visual cues in parietal 
cortex 
Reward is a primary goal of behavior and is a crucial factor in survival since an 
animal that does not successfully seek out rewards such as water and nutritional food will 
be handicapped relative to those that do. The term I will be using to denote the behavioral 
relevance of visual cues is motivational value, where this is a representation of the 
importance of a given cue to the animal. In experimental terms, motivational value will 
be manipulated by changing the reward value of visual cues.  
While physiological studies in primates suggest that PPC may play a key role in 
the selection of visual stimuli for guiding action (Bracewell et al., 1996; Mazzoni et al., 
1996; Platt & Glimcher, 1997), the role of parietal cortex in processing aspects of visual 
cues other than attention or motor planning has largely been neglected in primates. These 
other functions may have been overlooked as researchers have focused on whether 
primate parietal cortex controls orienting movements of the eyes or covert shifts of 
attention (Andersen, 1995; Colby et al., 1996). It was in the 1970’s that it was first shown 
that the activity of certain posterior parietal cortex neurons also reflected the motivational 
value of visual stimuli (Lynch et al., 1977), and there is evidence showing that the 
motivational value of such stimuli is one of the stimulus properties represented in PPC, in  
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LIP in particular (Platt & Glimcher, 1999; Rolls et al., 1979). One goal of this thesis work 
was to investigate the nature of the representation of the motivational value of visual 
stimuli in LIP, and whether it is encoded independently of factors such as attention and 
motor planning. There has been much discussion over recent years as to exactly which 
aspects of visual stimuli are represented in the PPC, one example being some recent work 
suggesting color specificity in LIP (Toth & Assad, 2002). New information on how 
reward information is specifically represented in LIP requires separation of motivational 
value representation from other factors such as color and movement planning in order to 
clarify the extent to which these different parameters of visual stimuli are represented in 
LIP. 
Although reward representation has been demonstrated in LIP, this has never been 
shown for stimuli that are purely visual without potentially confounding factors such as 
motor planning also present. Previous manipulations of the motivational value of visual 
stimuli have utilized tasks that require a prosaccade into the neuronal response field, and 
there is always the possibility that representations of these responses are present in the 
recorded activity. Although the neuronal representation of the motivational value of a 
stimulus should be accompanied by a behavioral correlate, this should ideally not result 
in the additional representation of a motor response. One aim of this thesis work was to 
use tasks that required response saccades away from the response fields of LIP neurons 
so as to be able to examine the modulations of purely visual responses.  
The involvement of various parts of the limbic system in representing reward and 
reward-expectation are well documented (Hassani, Cromwell, & Schultz, 2001; Holland  
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& Gallagher, 1999), but it is not yet clear how or where this information is integrated 
with sensory information and cognitive processes. It has been shown that some 
orbitofrontal neurons discriminate among different rewards and encode reward 
preferences (Schultz et al., 2000; Tremblay & Schultz, 2000), and other work has 
implicated the PPC in motivational value and reward representation (Platt & Glimcher, 
1999). It is known that primate parietal cortex receives input from a number of brain 
areas, including the limbic system (Yeterian & Pandya, 1985), which suggests that 
parietal cortex may process motivational and emotional information. In the case of LIP, 
the possibility is that the processing of visual information includes integration of 
information regarding the motivational value of visual cues. Recent studies by Platt and 
Glimcher (Platt & Glimcher, 1999), based on Herrnstein’s Matching Law Theory 
(Herrnstein, 1961), have shown that the activity of LIP neurons is a lawful function of the 
differential size of rewards associated with a visual cue in the response field, and this 
thesis work seeks to build on these studies in examining the visual representation of 
changing motivational value in LIP. 
Investigation of the representation of motivational value alone does not allow us 
to differentiate between attention and motivational value, since it is entirely possible that 
the subjects will allocate more attention to stimuli with a higher reward association. As 
such, it is only possible to elucidate the relationship between the representations of 
attention and motivational value by simultaneously manipulating both. 
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The effects of attention and motivational value on the modulation of responses to 
visual cues in primate parietal cortex 
Work by McAdams & Maunsell has shown that attention-related response 
enhancement in V1 and V4 neurons are the product of a gain function (McAdams & 
Maunsell, 1999), where attention enhanced the responses in V1 and V4 neurons but did 
not change selectivity as measured by the width of the orientation-tuning curves. 
Similarly, unexpectedly changing task contingencies has been shown to result in a 
spatially non-specific multiplicative gain modulation of LIP activity (Balan & Gottlieb, 
2006). Recent work by Mike Shadlen and colleagues using motion discrimination tasks 
also suggests a similar model for the control of response saccades by LIP neurons, where 
the rate of accumulation of motion evidence (gain) in LIP neurons is modulated by 
stimulus strength (Gold & Shadlen, 2003; Hanks, Ditterich, & Shadlen, 2006). In contrast 
to such multiplicative scaling of dynamic neuronal responses, previous work has 
described sustained and stable increases in activity in response to manipulations of both 
attention (Gottlieb et al., 1998; Lynch et al., 1977) and reward (Platt & Glimcher, 1999; 
Sugrue et al., 2004). Careful analysis of LIP responses during controlled and independent 
manipulation of both attention and reward contingencies is required for the effects of 
these on LIP activity to be fully understood. 
 
Experimental Rationale and Specific Aims 
The overall goal of this thesis work was to determine how motivational value and 
attention influence visually-guided behavior, and how they are represented in LIP. The  
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aim was to disambiguate them from each other and other confounding factors, and to 
investigate how they interact in the context of processing of visual information in a 
decision-making context. In order to answer these questions, we set out to investigate the 
behavioral and neuronal effects of manipulating attention and motivational value in order 
to directly compare their behavioral effects and how these are reflected in neuronal 
responses in LIP. Manipulations of attention and motivational value allowed me to 
compare and contrast the changes in behavioral effects and neuronal activity as a result of 
the manipulations. 
 
1.  To examine the effects of attention and motivational value on visually-guided 
behavior 
Although the effects of spatial visual attention on behavior are firmly established 
(Posner, Snyder, & Davidson, 1980), the effects of stimulus saliency on attention are still 
not fully understood. However, irrespective of whether one believes that the influence of 
motivationally salient stimuli on attentional processes is automatic (Vuilleumier, 
Armony, Driver, & Dolan, 2001) or has endogenous attention as a prerequisite (Pessoa, 
Kastner, & Ungerleider, 2002), it is clear that motivational factors influence visual 
attention (Mesulam, 1999). 
One way to study the influences of motivation on attention is to superimpose 
changing reward contingencies on spatially specific visual attention tasks, using 
behavioral indices such as response times and success rates. By manipulating the volume 
of fruit juice rewards in monkeys, we demonstrated that increasing global reward value  
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reduced response times in both peripheral detection and reaction time tasks (chapters 4 
and 5, respectively), as well as improving the rate of successful detection in the former. A 
manipulation of abstract monetary rewards for performing a peripheral detection task in 
human subjects (chapter 3) was less successful. The study showed significant effects of 
attention on performance, but did not show significant effects of motivational 
manipulation. 
 
2.  To examine the effects of attention and motivational value on visual cue 
representation in primate parietal cortex.  
a)  Motivational value:  
  As well as dealing with the allocation of attentional resources, successful 
organisms must also adjust their behavior to acquire rewards and avoid punishment 
(Thorndike, 1898). Not surprisingly, recent studies have demonstrated that reward 
expectations systematically modulate the behavior of monkeys shifting gaze to visual 
targets (Bendiksby & Platt, 2006; Glimcher, 2002; Platt, 2002). Specifically, increasing 
reward reduces reaction times for reflexive gaze shifts (Takikawa, Kawagoe, Itoh, 
Nakahara, & Hikosaka, 2002) and slows reaction times for delayed gaze shifts (Leon & 
Shadlen, 1999; McCoy, Crowley, Haghighian, Dean, & Platt, 2003). When confronted 
with two visual targets associated with different reward values, monkeys tend to shift 
gaze to the more valuable target (Coe, Tomihara, Matsuzawa, & Hikosaka, 2002; Platt & 
Glimcher, 1999; Sugrue et al., 2004).  
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As is the case for representations of attention in LIP, previous studies showing 
that motivational value is represented in PPC have not allowed for the possibility that 
such modulation may in fact be related to motor planning activity. In order to minimize 
premotor activity, we used an antisaccade task in one of our experiments to examine the 
representation of motivational value in LIP at different motivational value (reward) states 
(chapter 4). We also asked the animal to perform at psychophysical threshold to allow a 
behavioral measure of changing motivational value. Varying reward size between blocks 
of trials in this peripherally-cued detection task systematically changed the delay period 
activity of LIP neurons, although this experiment did not rule out possible contributions 
of attentional mechanisms.  
b)  Attention and motivational value:  
  Constant bombardment by a multitude of stimuli necessitates selective processing 
by attention. Selective attention can be allocated to stimuli by either endogenous (top-
down) (Posner, 1980) or exogenous (bottom-up) (Yantis & Jonides, 1984, 1996) 
processes. Endogenous attention directs resources to best accomplish immediate goals, 
whereas exogenous attention is involuntary and stimulus-driven. However attention is 
allocated to stimuli, the result is preferential processing of attended stimuli over others. 
Previous studies of attention in LIP have uncovered attention-related modulations of 
neuronal activity (Gottlieb et al., 1998; Lynch et al., 1977), but have not attempted to 
dissociate these from the possible effects of more global changes in motivational state. 
  One of the primary goals of this thesis work was to clarify and compare the 
behavioral and neuronal effects of manipulations of attention and motivational value on  
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visual processing; a key part of the work being to examine the interactions of these 
factors in LIP. In chapter 5 I will describe how a peripherally-cued reaction time task 
showed effects of both attention and reward on behavioral and neuronal responses. 
Behaviorally, there were reaction time benefits produced by both exogenous attentional 
cueing and increased reward size, both of which were manipulated on a trial by trial 
basis. The attentional and motivational manipulations produced distinct modulations of 
LIP activity, with exogenously directed attention leading to a sustained elevation of delay 
period activity and increased reward leading to a multiplicative increase in the visual 
target response. In both cases, the changes in neuronal activity were correlated with the 
observed reaction time benefits.   
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2. MATERIALS AND METHODS 
 
In this chapter I will discuss in detail all materials and methods common to future 
chapters. 
 
Subjects 
Data were collected from neurons in the left hemispheres of two adult male rhesus 
macaques (Macaca mulatta) in these experiments. Our detailed knowledge of the brain 
anatomy of the rhesus macaque, coupled with the macaque’s ability to learn and perform 
complex visual tasks, makes it an ideal candidate for studies of the function of area LIP 
in representing the location and salience of visual stimuli. All animal procedures were 
developed in association with Duke University Medical Center veterinarians and were 
approved by the Duke University Institutional Animal Care and Use Committee. These 
procedures were designed and conducted in compliance with the Public Health Service’s 
Guide for the Care and Use of Animals. 
 
Surgical and recording procedures 
Surgical techniques  
All surgical procedures were performed under general anesthesia using sterile 
techniques. During a typical surgery, the animal was pre-anesthetized with an i.m. 
injection of ketamine (5-10 mg/kg) and atropine. The surgical site was shaved and an  
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intra-venous catheter placed. Propafol was then administered in 0.5 ml boluses, as 
needed, for anesthetic induction, after which the animal was intubated and placed on 
inhaled isoflurane anesthesia. Frequency of Propafol dosing was titrated to achieve a 
depth of anesthesia adequate to permit endotracheal intubation, determined by corneal 
blink and pedal reflexes. The inhalant anesthetic agent was Isoflurane at 0.5-4.5%. If the 
surgery required more than 1 hour to complete, replacement fluids for insensible loss 
were provided (typically NormosolR) at 5-10 ml/kg/hr. Monitors for cardiac and 
respiratory function were placed, and temperature was monitored and maintained with a 
heated surgery table and a hot water pad heater. All surgeries were performed in the 
Vivarium Operatory Suites at the Duke University Medical Center.  
In an initial surgical procedure, a head-restraint prosthesis (head post) and scleral 
search coil (Fuchs & Robinson, 1966; Judge, Richmond, & Chu, 1980) were implanted 
(in subject DA, the scleral search coil was removed at a later time). First, the dorsal 
rostrum of the skull was exposed and six 2.5 mm holes were drilled through the skull 
with standard orthopedic surgical instruments. These holes were then tapped for 3.5 mm 
fine-thread orthopedic cortical bone screws. Sterile orthopedic bone cement (Biomet: 
Palacos) was used to bond a stainless steel (subject DA) or titanium (subject SH) head 
post (Crist Instruments) lowered to just above the skull surface to six titanium screws 
(Zimmer) inserted into the tapped holes. The Teflon-insulated scleral search coil (Cooner 
Wire AS634) was implanted beneath the conjunctiva, passing just rostral to the insertions 
of the extraocular muscles (Judge et al., 1980). The wire exited the conjunctiva 
temporally, exited the orbit subdermally, was embedded in the bone cement that formed  
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the restraint prosthesis, and terminated in a gold and plastic electrical connector 
(Winchester Electronics/Litton). After surgery, animals received analgesics for a 
minimum of 3 days. Antibiotic prophylaxis was initiated intraoperatively and continued 
for 7-10 days. Animals were given a 4-6 week recovery period after surgery.  
A second aseptic surgical procedure was performed once animals could reliably 
execute all the behavioral tasks used in the study. A stainless steel recording chamber 
(Crist Instruments) was positioned stereotaxically perpendicular to the horizontal plane 
over a 15 mm craniotomy and bonded to 4-6 additional orthopedic bone screws and the 
original implant with orthopedic bone cement (Palacos). The recording chamber was 
positioned stereotaxically 3 mm caudal and 12 mm lateral to the intersection of the 
midsaggital and interaural planes. Postoperatively, animals received analgesics for a 
minimum of 3 days and antibiotics for 7-10 days. The recording chamber was kept clean 
with daily antibiotic washes and sealed with replaceable sterile Cilux caps. Single-cell 
recording experiments began after a 1-week postoperative period. 
 
Microelectrode recording techniques 
The stainless steel recording chamber was opened under aseptic conditions and 
rinsed repeatedly with sterile saline before each experimental recording session. A plastic 
grid (Crist) was then inserted into the chamber over the dura. A 23-gauge hypodermic 
tube was used to puncture the intact dura through the grid, and a tungsten steel 8-10 MΩ 
electrode (Frederick Haer) was positioned in the tube in preparation for penetration into  
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the brain. An X-Y micropositioner (Crist Instruments) and hydraulic microdrive (Kopf) 
were then mounted to the chamber and attached to the electrode. Both hypodermic tube 
and electrode were cleaned with isopropyl alcohol before use. Power line noise and the 
signals from magnetic fields were excluded by filtering (passband ~ 500-2,000 Hz) the 
amplified electrophysiological signals.  
An electrode was lowered, under physiological guidance, until neurons with 
visual and/or saccade-associated activity were encountered. Electrodes typically first 
passed through tissue containing neurons with somatosensory related activity evoked by 
stimulation of the arm or trunk. Once an electrode was in the approximate vicinity of LIP, 
the monkey performed delayed saccade and/or memory saccade trials in a darkened room 
while the electrode was advanced in 10-20 μm increments until the waveform of a single 
neuron was isolated. These recordings appear to have been in area 7ip in the lateral bank 
of the parietal sulcus, based on electrophysiological data and the fact that most had 
visual, visual memory and/or saccade-associated activity. Individual action potentials 
were identified in hardware by time and amplitude criteria and isolated from extraneous 
signals and noise (BAK electronics). Times of spike occurrence were recorded by 
computer with the use of a 1 µs internal clock.  
 
Imaging of recording sites 
B-mode digital ultrasound imaging (Sonosite 180) was used to visualize 
neuroanatomical landmarks beneath the recording chamber in both subjects (Glimcher et  
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al., 2001) before electrophysiological recording commenced to aid location of area LIP. 
The recording chamber was flushed and filled with saline. An endocavitary ultrasound 
probe (center frequency 7.5MHz) was then lowered into contact with sterile saline in the 
chamber. Ultrasound power and frequency were adjusted to permit visualization of the 
brain up to depths of 5-7cm. The probe was translated or rotated to image within the 
plane containing the electrode penetration. Images were stored digitally and later 
downloaded to a computer. Ultrasound images identified the characteristic “L” shape of 
the parietal sulcus in both subjects at the depth and location of subsequent neuronal 
recording. 
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Behavioral and Training Procedures 
Controlled Fluid Access 
In the following experiments, animals performed behavioral tasks for a fruit juice 
reward. These experiments relied upon, and were structured around, the behavioral 
actions of the subject animals. It had been demonstrated that some type of positive 
reinforcement must be supplied to animals in order to induce them to perform behavioral 
tasks to the best of their ability. Controlled access to fluids in concert with fluid 
reinforcement for correct responses provided a maximal level of behavioral 
responsiveness and a minimal level of discomfort. Before animals were placed on 
controlled water access, the amount of fluid they normally drink ad libitum was 
determined. This data was used as a baseline for the total fluid volume each animal 
received each day while on study. When animals were placed on study, their access to 
water was restricted and they were rewarded for performing behavioral tasks with fruit 
juice. The protocol for this fluid restriction included: 1) no fluid intake for a period of not 
more than 15 hours prior to the behavior/recording session; 2) a small water supplement 
given in the permanent cage in the Vivarium at the end of each weekday, the volume of 
which depended on the intake during the experimental session that day; 3) ad libitum 
access to water for about 18 hours Friday evening to Saturday morning, and water 
supplements Saturday morning and evening and Sunday morning and evening based 
upon the amount of fluid they normally took in during an experimental session. Several 
procedures were carried out to ensure that animals were receiving appropriate fluid 
intake. First, the amount of fluid consumed by each animal subject during each  
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behavior/recording session was determined, and supplementary fluids given later in the 
home cage until each animal’s baseline needs (as determined during free drinking) were 
satisfied. Second, the hydration state of each animal was evaluated by observation and 
each animal was weighed each day that they were on restricted water access.  
 
Restraint and Training  
All monkeys were fitted with an aluminum neck collar (Primate Products), and a 
pole (Primate Products) was used to guide monkeys between their home cage and the 
primate chair (Crist Instruments). The fitting of the lightweight durable aluminum collar 
was performed while the monkey was tranquilized so that the most appropriate could be 
selected and fitted without stress to the animal or injury to the investigator. The fit of the 
collar was checked during every triannual TB test and surgical procedure. Two loops in 
the collar permit temporary attachment of the handling pole, which was then used to 
safely guide the monkey to and from the primate chair. The monkey sat on a perch that 
was height-adjusted to suit each individual animal, was prevented from leaving the chair 
by loose fitting neck- and back-panels, and remained in the chair for the duration of each 
daily recording or training session. The monkey was chaired with the head restrained no 
more than 4 hours daily (typically 2-3 hours). Use of the primate restraining chair 
followed NRC guidelines for the use of restraint chairs with nonhuman primates (NRC, 
1998). Animals were trained to accept daily restraint in accordance with PHS guidelines, 
and received auditory enrichment (radio) while chaired in accordance with USDA  
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guidelines. While animals were head-restrained during experiments, they were under 
constant visual and aural observation via a CCD camera surveillance system. 
 
Animal Care and Enrichment 
All animal facilities and care were provided by the Division of Live Animal 
Resources (DLAR) in the Vivarium at the Duke University Medical Center. Animals 
lived in standard primate cages (Primate Products), which permitted social interaction 
and co-housing, in accordance with USDA guidelines for primate enrichment. Both 
social and instrumental enrichment were provided daily. All animal care was supervised 
by a team of full-time veterinarians. 
In addition to social and human interaction, animals were given toys and puzzles 
for enrichment purposes. Puzzles and toys were freely available in the housing cages, and 
the puzzles contained dried fruit and nutritional treats (LabDiet). Audio enrichment was 
provided by a radio turned on each day from 8AM to 4PM. A radio was present in each 
monkey running room for enrichment during experiments. 
 
Behavioral techniques 
  Horizontal and vertical eye position was sampled at 500 Hz either by scleral 
search coil (Riverbend Instruments, monkey SH) or by infrared gaze tracking (Eyelink 
1000, SR research, monkey DA) and recorded by computer. Visual stimuli were either  
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light-emitting diodes (LEDs) or images displayed on a computer monitor. LEDs 
(LEDtronics) were fixed on a tangent screen placed 144.78 cm (57 inches) from the eyes 
of the animal and forming a grid of points, separated by 1˚, spanning 49˚ horizontally and 
41˚ vertically, though only a subset of the LEDs were used in these experiments. The 
LEDs were illuminated to appear either yellow, green or red to normal human observers 
and could be illuminated within 1 ms and extinguished within 7 ms by the computer 
system controlling the experiments. Computer images were displayed on a flat screen 
CRT computer monitor (ViewSonic) and refreshed every 13.3 ms (75 Hz). Access to 
water was controlled during training and testing as described above, and animals were 
habituated to head restraint and trained to perform oculomotor tasks for a fruit-juice 
reward using a custom-built software interface (Ryklin Software).  
Delayed saccade (Figure 2.1a) and memory saccade trials (Figure 2.1b) were 
used to assess the firing patterns and spatial tuning of physiologically identified neurons 
in LIP.  A tone presented along with the illumination of a central yellow fixation target, 
which subjects were required to fixate within 1000 ms, signaled the beginning of the trial. 
Two hundred to four hundred ms after gaze was aligned within 2˚ of the fixation 
stimulus, a single eccentric yellow target was presented. In delayed saccade trials, the 
target was continuously presented until the extinction of the fixation stimulus after 200-
800 ms, cueing the subject to shift gaze to the eccentric target (monkey SH: ±2˚; monkey 
DA: ±3˚) within 350 ms in order to receive reinforcement. During memory saccade trials, 
the target was extinguished after 200 ms, and the subject was required to maintain  
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fixation a further 200-600 ms after the extinction of the target until the fixation stimulus 
was extinguished, which served as the cue to shift gaze to the target.   
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Figure 2.1 - Spatial mapping trials 
 
Figure 2.1 - Spatial mapping trials. Delayed and memory saccade trials used in 
mapping neuronal response properties. Delayed saccade intervals: Fixation, 200-400 ms; 
target presentation, 200-800 ms; response window, 350 ms. Memory saccade intervals: 
Fixation, 200-400 ms; Target presentation 200 ms; Delay, 200-600 ms; response window, 
350 ms. 
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 3. NEURAL CORRELATES OF REWARD AND ATTENTION IN 
AREA LIP 
 
Introduction 
Successful organisms adjust behavior to acquire rewards and avoid punishment 
(Thorndike, 1898). Not surprisingly, recent studies have demonstrated that reward 
expectations systematically modulate the behavior of monkeys shifting gaze to visual 
targets (Glimcher, 2002; Platt, 2002). Specifically, increasing reward reduces reaction 
times for reflexive gaze shifts (Takikawa et al., 2002) and slows reaction times for 
delayed gaze shifts (Leon & Shadlen, 1999; McCoy et al., 2003). When confronted with 
two visual targets associated with different reward values, monkeys tend to shift gaze to 
the more valuable target (Coe et al., 2002; Platt & Glimcher, 1999; Sugrue et al., 2004).  
  Reward expectations also systematically influence neuronal activity in many 
brain areas linking visual stimulation with saccades (Glimcher, 2002; Platt, 2002). 
Specifically, increasing the value of rewards delivered for orienting to visual targets is 
associated with enhanced neuronal activity in the lateral intraparietal area LIP (Coe et al., 
2002; Platt & Glimcher, 1999; Sugrue et al., 2004), dorsolateral prefrontal cortex (Leon 
& Shadlen, 1999), the supplementary eye fields (Amador, Schlag-Rey, & Schlag, 2000), 
the caudate nucleus (Kawagoe, Takikawa, & Hikosaka, 1998; Watanabe, Lauwereyns, &  
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Hikosaka, 2003), substantia nigra pars reticulata (Sato & Hikosaka, 2002), anterior (Ito, 
Stuphorn, Brown, & Schall, 2003) and posterior (McCoy et al., 2003) cingulate cortices, 
and the superior colliculus (Ikeda & Hikosaka, 2003). Modulation of neuronal responses 
in these areas by target or saccade value has been interpreted to reflect decision-related 
computations that bias orienting to a particular target (Gold & Shadlen, 2001; Platt & 
Glimcher, 1999; Sugrue et al., 2004). 
These observations raise several questions. First, are reward-related modulations 
in neuronal activity in LIP, as well as other areas, spatially specific or more global in 
nature? Spatially non-specific modulations in neuronal activity might reflect changes in 
motivation or general attentiveness linked to reward size (Hasegawa, Blitz, Geller, & 
Goldberg, 2000) rather than the economic value of a specific target (Platt & Glimcher, 
1999; Sugrue et al., 2004) .  
Second, to what extent does reward modulation of neuronal activity in area LIP 
reflect changes in visual rather than motor processing? Neuronal activity in LIP has been 
variously interpreted by different authors as being more closely aligned with either visual 
(Bisley & Goldberg, 2003; Colby et al., 1996; Gottlieb et al., 1998) or motor (Andersen, 
1995; Andersen & Buneo, 2002; Platt & Glimcher, 1997; Roitman & Shadlen, 2002) 
processing. In previous studies of reward modulation in LIP, visual targets and saccade 
vectors were aligned (Platt & Glimcher, 1999; Sugrue et al., 2004), so this question 
remains unanswered.  
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Third, to what degree are reward-related modulations in LIP activity independent 
of performance-related modulations thought to reflect changes in attention? Prior studies 
have shown that LIP neurons are sensitive to both attention (Colby et al., 1996; Goldberg 
et al., 1990; Gottlieb et al., 1998) and reward expectations (Platt & Glimcher, 1999; 
Sugrue et al., 2004). Since attention is typically controlled in animal studies by 
manipulating rewards, and rewarding events might also draw attention (Horvitz, 2000), it 
is possible that modulations in LIP activity attributable to reward expectations might 
actually reflect changes in attention and vice versa (Maunsell, 2004).   
The goal of the present study was to address these questions. We first determined 
whether changes in reward size systematically altered saccade metrics in a peripherally-
cued saccade task, in which the location of a visual cue was spatially segregated from the 
direction and amplitude of a saccade used to report cue dimming (Platt & Glimcher, 
1997). Next, we tested whether spatially non-specific changes in reward size 
systematically modulated the visual and delay period activity of neurons in area LIP. 
Third, we determined whether reward-related modulations in neuronal activity were 
distinct from modulations in neuronal activity thought to reflect re-orienting of attention 
(Giessing, Thiel, Stephan, Rosler, & Fink, 2004; Posner et al., 1984). 
We found that increasing the amount of fluid reward delivered for all correct 
saccades enhanced task performance and reduced response latency. LIP neurons 
responded to visual cues spatially segregated from the saccade target, and for many 
neurons these visual responses were systematically modulated by reward size. Overall,  
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neuronal activity was positively correlated with saccade reaction times, independent of 
reward size, thus suggesting re-orienting of attention. These data are consistent with the 
hypothesis that motivation and attention independently contribute to the strength of 
sustained visual responses in LIP. 
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Methods 
  Subjects were two adult male rhesus macaques (Macaca mulatta). All procedures 
were approved by the Duke University Institutional Animal Care and Use Committee and 
were designed and conducted in compliance with the Public Health Service's Guide for 
the Care and Use of Animals.  
 
Surgical and Training Procedures 
  In an initial sterile surgical procedure, a head restraint prosthesis and scleral 
search coil (Fuchs & Robinson, 1966; Judge et al., 1980) were implanted using standard 
techniques described in detail elsewhere (Dean, Crowley, & Platt, 2004). After a 6 week 
recovery period, animals were habituated to head restraint and trained to perform 
oculomotor tasks for fruit juice rewards using custom software (Ryklin Software). In a 
second sterile surgical procedure, a stainless steel recording chamber (Crist Instruments) 
was implanted over area LIP, 3 mm caudal and 12 mm lateral to the intersection of the 
midsaggital and interaural planes. The chamber was kept sterile with regular antibiotic 
washes and sealed with replaceable sterile caps (Crist Instruments). After all surgeries, 
animals received analgesics for 3 days and antibiotics for 10 days. Single-cell recordings 
began after a 1 week post-operative period. 
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Behavioral Techniques 
  Horizontal and vertical eye position was sampled at 500 Hz (Riverbend 
Instruments) and recorded by computer. Visual stimuli were LEDs (LEDtronics), which 
could be illuminated to appear red, green or yellow to normal human observers. The 
LEDs were fixed on a tangent screen 144.78 cm (57 inches) from the eyes of the animal, 
forming a grid of points separated by 1°, spanning 49° horizontally and 41° vertically. 
LEDs could be illuminated within 1 ms and extinguished within 7 ms. 
A peripherally-cued saccade task (figure 3.1) was used to investigate the 
influence of changes in reward size on both behavioral metrics and neuronal activity in 
LIP. Trials began with a 500 Hz tone lasting 300 ms, immediately followed by the 
illumination of a central green LED on which subjects were required to fixate (±2°) 
within 1 s. Two hundred to four hundred ms after gaze was aligned with the fixation 
stimulus, an eccentric yellow response target was illuminated 10°-20° from fixation on 
the horizontal or vertical meridian. Two peripheral red cue LEDs were then illuminated 
in the hemifield opposite the saccade target, symmetric about the meridian passing 
through the response target. Placement of the response target in the hemifield opposite 
the cues, analogous to an antisaccade task, was done to permit analysis of visually-
evoked neuronal activity, and its modulation by reward and attention, independent of 
planned saccades. The first cue (Cue 1) was illuminated 200-400 ms after the response 
target, and the second cue (Cue 2) was illuminated after either a 200 (monkeys DA and 
SH) or 400 (monkey SH) ms stimulus onset asynchrony (SOA). Three hundred to nine  
44 
hundred ms later, one cue was briefly extinguished for 12 (monkey SH) or 20 (monkey 
DA) ms (a “flicker”), cuing the subject to shift gaze to the response target. Monkeys were 
required to shift gaze (±4°) to the saccade target within 350 ms of the flicker and 
maintain gaze within the target window for 300-500 ms to receive a reward. 
Flicker duration for each monkey was set to a threshold of 70% correct based on 
calibration trials performed during training in the days prior to experimental sessions. 
Calibration sessions consisted of peripherally-cued saccade trials with only one cue, 
which flickered for durations of between 5 and 50 ms (randomly interleaved), and data 
was collected with a single, neutral reward size (solenoid valve open time: DA 100 ms, 
SH 200 ms) for a minimum of 350 trials on each of 4 (DA) or 9 (SH) days. Percent 
correct performance increased monotonically with increases in flicker duration. This 
permitted us to determine the flicker duration for each monkey yielding 70% correct 
performance. This flicker duration was then used as the “go” signal for both cues in the 
peripherally-cued saccade task during experimental sessions. 
During testing, the early onset cue (Cue 1) flickered with a probability of 0.8 and 
the late onset cue (Cue 2) with a probability of 0.2. Each of the cue locations had a 0.5 
probability of appearing first on each trial. During testing, reward size was varied 
between small (DA: 50 ms; SH: 100 ms) and large (DA: 150 ms; SH: 300 ms) in 4-6 
alternating blocks of 75 or 100 trials, yielding 2-3 repetitions of each reward size for each 
neuron. The purpose of making Cue 1 more likely to flicker was to bias attention to Cue 
1, thereby permitting us to examine the effects of selective attention independent of   
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Figure 3.1 – Peripherally-cued saccade task 
 
Figure 3.1 - Peripherally-cued saccade task. Peripheral detection task with 
asynchronous cue onset. Cue 1 was 80% likely to be valid and had an equal probability of 
appearing at each location. Intervals: Fixation, 200-400 ms; target presentation, 200-400 
ms; Cue 1 presentation, 200/400 ms; presentation of both cues, 300-900 ms; Flicker, 
12/20 ms; response window, 350 ms. 
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reward size. To maximize reinforcement rate, subjects thus should have attended 
more strongly to the first onset cue or, if possible, divided attention across both cues. This 
manipulation was only partially successful. Behavioral data described below suggest 
subjects were weakly biased to attend to cue 1, but were distracted by the abrupt onset of 
cue 2. Changing reward size nonetheless resulted in systematic modulations in neuronal 
activity, irrespective of day to day changes in performance associated with each cue or 
which cue was in each neuron’s response field.  
 
Microelectrode Recording Techniques 
  Electrophysiological recordings were conducted using standard techniques. Single 
electrodes were lowered until the waveform of a single neuron was isolated (BAK 
Electronics) and action potentials were recorded by computer at 25 kHz. We identified 
LIP neurons physiologically by anatomical location and delay period activity in memory 
saccade trials (Gnadt & Andersen, 1988; Platt & Glimcher, 1997, 1998, 1999). Neurons 
were recorded 8-12 mm lateral and 3-7 mm caudal to stereotaxic 0,0 and were located 
between 2 and 10 mm ventral to the cortical surface based on travel on the 
micropositioner. Recording sites were visualized for each monkey using digital 
ultrasound, which confirmed their localization within the lateral bank of the intraparietal 
sulcus (Sonosite 180) (Dean et al., 2004; Glimcher et al., 2001).  
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Delayed and memory saccade trials were used to select a fixed location inside the 
neuron's response field (RF) for one of the peripheral cues. The other cue was placed 
symmetric to the first with respect to either the horizontal or vertical meridian and 
equidistant from fixation. The saccade target was positioned on the meridian splitting the 
cues, equidistant from fixation and in the opposite hemifield. 
 
Analysis 
  Data were analyzed offline using custom software (Eyemove, David Sparks 
laboratory, supported by Kathy Pearson), which converted the data into a spreadsheet of 
variables including saccade amplitude, latency, and peak velocity extracted from eye 
position traces. Trials in which subjects did not maintain fixation until flicker onset were 
considered aborts and removed from analysis. Trials in which subjects maintained 
fixation until flicker onset but did not shift gaze to the response target within 350 ms or 
did not maintain fixation within the error tolerance window surrounding the response 
target were considered incorrect. Reaction times on successful trials were measured from 
the onset of the flicker; trials with latencies faster than 100 ms were considered 
anticipatory, classified as aborts, and removed from later analysis. Overall detection 
performance and reaction times on each trial were analyzed as a function of reward 
condition using binomial probability tests and ANOVA, respectively. Behavioral data 
were analyzed statistically using Statistica 6 (Statsoft).  
48 
  Firing rates were computed for each trial during six 200 ms intervals aligned with 
trial events (Eyemove, supported by Kathy Pearson, David Sparks Laboratory): (1) 
Fixation, 200 ms following the onset of fixation; (2) Cue 1 onset, 200 ms following onset 
of the first cue; (3) Cue 2 onset, 200 ms following onset of the second cue (classified as 
Early Delay for trials in which Cue 1 appeared in the response field); (4) Delay, 100-300 
ms following onset of the second cue; (5) Pre-flicker, 200 ms preceding the cue flicker 
event; (6) Peri-movement, 200 ms centered on saccade onset. Previous studies had shown 
that 200 ms epochs were sufficient to characterize the effects of either attention (Platt & 
Glimcher, 1997) or reward (Platt & Glimcher, 1999) independently, and this interval 
duration was therefore chosen for analysis in this study. For population analysis of 
neuronal activity, firing rates (FR) in specific epochs were normalized to the mean FR 
during that epoch for each individual neuron. Normalized firing rates were calculated for 
correct trials (nFR), correct trials where Cue 1 appeared in the RF (nFR1) and correct 
trials where Cue 2 appeared in the RF (nFR2).  
We first analyzed the effects of block-level changes in reward size on the 6 firing 
rate epochs on correct trials for each cell using single-factor ANOVA in Matlab. Firing 
rates for each epoch from each cell were first regressed against the position of the current 
trial in the reward block sequence to control for either neuronal or behavioral drift over 
the course of each experiment. Then standardized residuals of firing rates with the effects 
of block sequence removed were extracted and examined as a function of reward size as 
well as trial success using factorial (type 3) ANOVA in Matlab. Multiple regression  
49 
analysis was also used to determine the relationship between reaction time and firing 
rates, both within and across blocks of different reward sizes. The same regression 
analyses were also applied to normalized population activity (nFR, nFR1 and  nFR2). 
Saccade metrics (amplitude and peak velocity) were included in all regression models.  
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Results  
Reward size modulates task performance and saccade metrics 
We first determined the behavioral effects of changes in reward size on 
performance in the peripherally-cued saccade task. In this task, attention could be 
endogenously directed to Cue 1 since it had a higher probability of flickering, 
exogenously captured by the late onset but low probability Cue 2, or divided across both 
cues. Overall, both monkeys tended to perform the task with only a slight bias to attend to 
Cue 1, which was more likely to flicker. Collapsed across reward levels, performance 
when Cue 1 flickered tended to be slightly better than when Cue 2 flickered, although the 
effect failed to reach significance (Cue 1 70.1%, Cue 2, 68.6%; one-sided binomial 
probability test, p < 0.08, n = 12509 trials). One-sided binomial probability tests for 
individual monkeys showed that monkey DA performed significantly better when Cue 1 
flickered (p < 0.01, n = 5011 trials) whereas the performance of monkey SH was 
unaffected by which cue flickered (p > 0.25, n = 7498 trials). Reaction times did not vary 
with which cue flickered either overall (Mean±SD: Cue 1: 225.8±52.7 ms, Cue 2: 
225.5±52.6 ms; ANOVA, F = 0.0, p > 0.8), or for individual monkeys (p > 0.6 for both). 
Regardless of whether or not monkeys selectively allocated attention to either of 
the cues, however, reward size systematically influenced overall behavioral performance. 
Increasing reward size in blocks significantly improved success rate (one-sided binomial 
probability test, p << 0.001, n = 12509 trials, pooled for both monkeys) and decreased  
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reaction times (ANOVA, F =17.4, p << 0.001, pooled for both monkeys). Increasing 
reward size improved flicker detection and reduced response latency for each monkey as 
well (figure 3.2). Table 3.1 shows the number and proportion of correct, incorrect and 
aborted trials for each monkey at each reward level. Further analysis of performance on a 
session-by-session basis showed that increasing reward size significantly improved 
flicker detection (one-sided binomial probability test, p < 0.05) in 49% of sessions (20 of 
41) and significantly reduced reaction times (ANOVA, p < 0.05) in 29% of sessions (12 
of 41). A multiple regression analysis indicated that increasing reward size also elevated 
the slope of the main sequence relating peak saccade velocity to amplitude (Rreward= 
0.039, p << 0.001; Ramplitude= 0.828, p << 0.001).  
We were able to further characterize saccades on incorrect trials for 33 of 41 
experimental sessions (n = 2939 incorrect trials; 8 sessions from monkey DA could not 
be analyzed due to data loss after incorrect saccades), where data was collected 500 ms 
beyond the end of the 350 ms response window (up to 850 ms after flicker offset). On 
39.88% of these trials, monkeys made the correct response saccade too late (mean 
response latency ± SD; DA: 491.6±127.8 ms, SH: 460.7±78.6 ms); on 9.66% of trials 
monkeys failed to hold gaze at the response target for the required interval; on 47.53% of 
trials monkeys made saccades to locations other than the target; and on 2.93% of trials 
there was no detectable saccade within 850 ms following the flicker. In this task, 
increasing reward size thus improved success rate, reduced response latency, and   
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Figure 3.2 – Increasing reward improves flicker detection and reduces reaction 
times 
 
Figure 3.2 - Increasing reward improves flicker detection and reduces reaction 
times. a,b. Overall proportion correct at small and large reward for monkeys DA (a) and 
SH (b). c,d. Mean reaction times (±SE) for successful trials as a function of reward for 
monkeys DA (c) and SH (d). Reaction time standard deviations for DA (c) were ±59.8 
for small rewards and ±58.8 for large rewards; and for SH (d) were ±47.1 for small 
rewards and ±47.3 for large rewards. The proportion of flickers detected was significantly 
greater at high reward (one-sided binomial probability tests), both overall (p < 0.00001, n 
= 12509 trials) and for monkeys DA (p < 0.0001, n = 5011) and SH (p < 0.0001, n = 
7498). Reaction times were significantly faster on high reward trials overall (ANOVA, p 
< 0.0001, F = 17.4), and for monkey DA (p < 0.05) and SH (p < 0.0001) individually 
(post-hoc Fisher’s tests). 
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Table 3.1 – Modulation of behavioral performance by reward 
 
Monkey DA 
Small reward 
Monkey DA 
Large reward 
Monkey SH 
Small reward 
Monkey SH 
Large reward 
Successful flicker detection (correct)  1389 trials / 47%  1538 / 52%  2797 / 62%  3009 / 62% 
Unsuccessful flicker detection (incorrect)  1118 / 38%  966 / 33%  913 / 20%  779 / 16% 
Incomplete trials or anticipatory 
responses (aborts) 
431 / 15%  428 / 15%  832 / 18%  1086 / 22% 
Table 3.1 – Modulation of behavioral performance by reward. Performance for each 
monkey as a function of reward level. Trials were considered as started once the central 
fixation cue was presented, and considered to be valid once the flicker event was reached 
(aborted if not). Correct responses with a latency of 100 ms or faster were considered 
anticipatory and classified as aborted trials.  
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increased saccade velocity, suggesting monkeys were more motivated to perform the task 
quickly and successfully (Roesch & Olson, 2004). 
 
Reward expectations modulate the sustained visual activity of LIP neurons 
We next investigated the effects of changes in reward size on the responses of 
single neurons in area LIP. The response field (RF) of each neuron was first mapped 
using standard delayed and memory saccade trials. These data were then used to select a 
single cue location inside the RF and a second outside the RF, as well as a saccade target 
location away from the RF. For each neuron, monkeys performed on average 459±174 
(SD) trials, divided into either 4 or 6 blocks (75 or 100 trials) of alternating reward size 
depending on how long each neuron remained isolated. 
Reward size systematically modulated the activity of single LIP neurons. Most 
neurons showed reward-related enhancements in activity, although for a small minority 
(see below) of neurons these modulations were suppressive. Figure 3.3 shows the 
activity of an example LIP neuron plotted as a function of time. The neuron fired strongly 
following the illumination of either Cue 1 (left panel) or Cue 2 (right panel) within its 
response field; activity persisted throughout the delay and diminished around the time of 
the saccade response away from the RF. For this neuron, activity during the early delay,   
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Figure 3.3 – Sustained visual responses in LIP are modulated by reward size 
 
Figure 3.3 - Sustained visual responses in LIP are modulated by reward size. Firing 
rates for a single LIP neuron (±SE) plotted in 50 ms bins aligned on Cue 1 onset, Cue 2 
onset, flicker onset, and movement onset (left to right, indicated by arrows). Black 
curves: large reward blocks; grey curves: small reward blocks. a) Cue 1 in response field. 
b) Cue 2 in response field.  
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delay and pre-flicker epochs was significantly modulated by reward size (ANOVA; 
reward size: p < 0.01). 
These observations suggest that LIP neurons can respond to visual cues spatially 
segregated from the direction and amplitude of a planned saccade (Colby et al., 1996; 
Gottlieb et al., 1998; Platt & Glimcher, 1997; Zhang & Barash, 2000), and that these 
responses can reflect expected reward size. We next assessed the prevalence of reward-
related modulations in neuronal activity in the LIP neuronal population. Forty-one LIP 
neurons (21 from monkey SH and 20 from monkey DA) were studied while subjects 
performed the peripherally-cued saccade task in blocks of small and large reward trials. 
We used ANOVA (p < 0.05) to probe the modulation of neuronal activity by reward size 
in each of 4-6 sequential epochs for each neuron. The number and percentages of neurons 
with significant modulation by reward size in each epoch, for all trials and also for only 
those trials in which either Cue 1 or Cue 2 appeared in the RF, are listed in table 3.2. 
Overall, 73% of neurons were sensitive to reward size at some point during trials, more 
than double the conservative chance expectation of 30%. Across neurons, there was more 
consistent modulation by reward size during the delay period than at other times. 
Saccade-related activity, however, was modulated by reward size in a smaller fraction of 
the neuronal population. Finally, modulation by reward size was independent of which 
cue appeared in the neuronal RF.  
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Table 3.2 – Modulation of neuronal activity by reward size 
N = 41 cells 
All correct trials 
Reward 
Cue 1 in RF 
Reward 
Cue 2 in RF 
Reward 
Fixation  10 cells / 24%  -  - 
Cue 1 onset  11 / 27%  10 / 24%  - 
Early delay/ Cue 2 onset  15 / 37%  15 / 37%  12 / 29% 
Delay  16 / 39%  13 / 32%  14/ 34% 
Pre-flicker  15 / 37%  13 / 32%  9 / 22% 
Peri-movement  13 / 32%  11 / 27%  8 / 20% 
Any epoch  30 / 73%  -  - 
Any cue present epoch  27 / 66%  27 / 66%  26 / 63% 
Table 3.2 – Modulation of neuronal activity by reward size. Number and percentage 
of LIP neurons showing significant (ANOVA, p < 0.05) modulation of firing rate by 
reward size in of each of 6 trial epochs on all correct trials and on correct trials where 
Cue 1 or Cue 2 was in the RF.  
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Table 3.3 – Modulation of neuronal activity by reward size and trial success 
N = 41 cells 
All trials 
Reward 
Cue 1 in RF 
Reward 
Cue 2 in RF 
Reward 
All trials 
Success 
Cue 1 in RF 
Success 
Cue 2 in RF 
Success 
Fixation  5 cells / 12%  -  -  3 / 7%  -  - 
Cue 1 onset  6 / 15%  9 / 22%  -  3 / 7%  3 / 7%  - 
Early delay/ Cue 2 onset  17/ 41%  15 / 37%  11 / 27%  1 / 2%  2 / 5%  3 / 7% 
Delay  15 / 37%  14 / 34%  11 / 27%  2 / 5%  3 / 7%  1 / 2% 
Pre-flicker  18 / 44%  15 / 37%  12 / 29%  1 / 2%  0 / 0%  1 / 2% 
Peri-movement  10 / 24%  9 / 22%  8 / 20%  1 / 2%  1 / 2%  0 / 0% 
Any cue present epoch  24 / 59%  21 / 51%  18 / 44%  4 / 10%  3 / 7%  2 / 5% 
Table 3.3 – Modulation of neuronal activity by reward size and trial success. 
Number and percentage of LIP neurons showing significant (factorial ANOVA, p < 0.05) 
modulation of firing rate by reward size or trial success in of each of 6 trial epochs on all 
trials and on trials where Cue 1 or Cue 2 was in the RF. Firing rates were normalized for 
drift over time before analysis.  
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In order to ensure that the observed reward modulations in neuronal activity were 
not due to systematically changing recording conditions (“drift”) during the course of an 
experimental session, or changes in alertness or satiety on the part of the animal, firing 
rates were regressed against block number and the resulting firing rate residuals were re-
analyzed for effects of reward size and trial success (table 3.3). Neurons were classified 
as reward positive (R+) when firing rate was significantly increased (during an epoch 
with a cue in the RF) by increasing reward and reward negative (R-) when activity was 
suppressed by increasing reward. Of 24 neurons with significant reward modulation of 
visual and sustained responses to a cue in the RF according to this more conservative 
analysis, 19 were R+ and 5 were R-. No neurons showed both enhancement and 
suppression by reward size, although many neurons showed no significant modulation by 
reward (“null” neurons). R+ and R- neurons were found intermixed at the same depths 
within the same electrode penetrations in both monkeys. These data thus indicate that LIP 
neurons can respond to visual cues independent of planned saccades, and that these 
responses can be modulated by changes in expected reward size.  
  
LIP neuronal activity reflects reward size but not errors 
The observed relationship between reward size, behavioral flicker detection rate, 
and reaction time suggested monkeys were generally more attentive and/or more 
motivated when working for larger rewards. These observations raise the question of  
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whether the observed reward modulations in LIP activity reflected general attentiveness 
or the animal’s motivational state. We attempted to address this question by analyzing 
error trials. We assumed that whether or not the monkey performed a trial correctly 
reflected sustained or lapsed attention, respectively (Dockree et al., 2006). Although 
detection performance was clearly enhanced by increasing reward size, the relatively high 
frequency of errors in both high and low reward blocks of trials permitted us to examine 
the effects of trial success and reward size independently.  
Figure 3.4a plots peri-stimulus time histograms for the same example neuron 
shown in figure 4.3 on trials in which Cue 1 was in the RF and segregated by whether the 
trial was performed correctly or not (aborts, those trials on which monkeys failed to 
maintain fixation until the cue flickered or made an anticipatory response, were removed 
from analysis). The neuron did not show significant modulation in neuronal activity by 
whether the monkey performed the trial correctly. We also examined the prevalence of 
reward size and errors on firing rate across the population of studied neurons using 
factorial ANOVA. Although many neurons were sensitive to reward size at some point 
during each trial, the activity of only a small minority of neurons was modulated by 
whether or not the monkey performed the trial correctly (table 3.3). The lack of trial 
success effects was similar for R+ and R-/null neurons. 
We next examined the effects of reward size and trial success on the aggregate 
activity of the studied neuronal population. Figure 3.4b plots neuronal activity measured 
during the early delay period for the R+ population on trials in which Cue 1 was in the  
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Figure 3.4 – Neuronal activity does not predict errors 
 
Figure 3.4 - Neuronal activity does not predict errors. a) Firing rates for the neuron 
illustrated in Figure 4.3 (±SE) plotted in 50 ms bins aligned on Cue 1 onset, Cue 2 onset, 
and flicker onset (left to right, indicated by arrows). Black: successful trials; grey: error 
trials. b) Mean normalized early delay period firing rates for the R+ population plotted as 
a function of success and reward (n=19 cells, 6236 trials). 
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RF, segregated by both reward size and trial success. Firing rate clearly depended on 
reward size but not on whether the monkey completed the trial correctly, for both R+ 
(figure 3.4b, n=19 cells, 6236 trials) and R-/null populations of neurons (n=22 cells, 
6273 trials) (reward size by success factorial ANOVA; success effect p > 0.4 for both 
populations). The effects of trial success/failure in other epochs were also insignificant.  
As described in the behavioral analyses above, errors on this task could fall into 4 
categories: no saccade response; saccade responses with latencies greater than the 350 ms 
limit; saccades to locations other than the response target; and failure to maintain fixation 
on the response target long enough (300-400 ms) to receive a reward. Normalized 
population firing rates were similar irrespective of error type (reward size by reward 
effect by error type factorial ANOVA: error type p > 0.8). Moreover, reward size 
significantly modulated neuronal activity for both R+ and R-/null neurons but these 
modulations did not vary with error type (reward size by reward effect by error type 
factorial ANOVA: reward size p < 0.001; no significant interactions). Thus, although the 
LIP population response was systematically modulated by changes in reward size, these 
modulations did not predict success or failure on any particular trial.   
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Neuronal activity in LIP reflects both reward size and reaction time 
Increasing reward size resulted in slightly enhanced flicker detection rates and 
reduced reaction times, suggesting monkeys were more attentive and/or more motivated 
to perform the behavioral task. As described above, neuronal activity in LIP did not 
reflect whether or not a trial was performed correctly. We next examined whether 
neuronal activity in LIP reflected reaction times, and if so, whether such modulations 
depended on expected reward size.  
Figure 3.5a,b shows normalized pre-flicker activity in the studied population as a 
function of the time it took to initiate a second away from the cue and towards the 
response target, for both the R+ and R-/null groups of neurons. Firing rate increased with 
increasing reaction time during the pre-flicker epoch for all neurons in the studied 
population (R+: R = 0.0777, p << 0.001, n = 4404 trials; R-/null: R = 0.0855, p << 0.001, 
n = 4329 trials), irrespective of which cue was in the neuron’s response field. Similar 
effects were also found in a neuron-by-neuron multiple regression analysis of firing rate 
as a function of reaction time, where the peak correlation between firing rates and 
reaction times occurred immediately prior to flicker onset (table 3.4). We next examined 
the correlation between the LIP population response and reaction time within blocks of 
low and high reward trials, for both the example neuron and the R+ subpopulation 
(figure 3.6). We found similar, positive correlations between pre-flicker firing rates and 
reaction times in both reward conditions. These data demonstrate that neuronal activity in   
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Figure 3.5 – LIP activity reflects reaction time costs of re-orienting 
 
Figure 3.5 - LIP activity reflects reaction time costs of re-orienting. Mean (±SE), 
normalized pre-flicker firing rates for the (a) R+ (n = 19 cells, 4404 trials) and (b) R-/null 
(n = 22 cells, 4329 trials)  populations plotted as a function of reaction times.  Line 
indicates best-fit linear regression to the raw data, which were binned for display.  
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Table 3.4 – Correlation between neuronal activity and response latency 
N = 41 cells 
All correct trials 
Response latency 
Small reward 
Response latency 
Large reward 
Response latency 
Fixation  4 cells / 10%  2 / 5%  2 / 5% 
Cue 1 onset  2 / 5%  0 / 0%  1 / 2% 
Early delay/ Cue 2 onset  2 / 5%  1 / 2%  1 / 2% 
Delay  4 / 10%  3 / 7%  2 / 5% 
Pre-flicker  16 / 39%  7 / 17%  14 / 34% 
Peri-movement  3 / 7%  1 / 2%  3 / 7% 
Table 3.4 – Correlation between neuronal activity and response latency. Number and 
percentage of LIP neurons showing significant (regression, p < 0.05) correlation of firing 
rate with response latency in of each of 6 trial epochs on all correct trials and on correct 
trials in small or large reward blocks. 
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LIP is strongly correlated with reaction times independent of reward expectations. 
Moreover, the positive slope of this relationship is consistent with reaction time costs 
associated with covert re-orienting of attention from the visual cue to the saccade 
response target. 
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Figure 3.6 – LIP activity reflects reaction time costs of re-orienting independent of 
reward size 
 
Figure 3.6 - LIP activity reflects reaction time costs of re-orienting independent of 
reward size. a,b) Scatterplot of pre-flicker firing rates against reaction times for small 
(a) and large (b) reward trials for the example neuron from figure 3,; line indicates best-
fit linear regression to the raw data. c,d) Mean (±SE), normalized pre-flicker firing rates 
in the R+ population on small (c) and large (d) reward trials plotted as a function of 
reaction time. Line indicates best-fit linear regression to the raw data, which were binned 
for display.  
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Discussion 
We studied the effects of reward size on both behavioral performance and the 
activity of neurons in macaque area LIP. Behaviorally, tripling the volume of fluid 
delivered for all correct responses resulted in small, but significant, improvements in 
detection performance and slightly, but significantly, faster reaction times, suggesting 
monkeys were more attentive and more motivated to perform trials quickly and 
accurately.  
LIP neurons gave strong and sustained responses to visual cues that were spatially 
segregated from the saccade response target. This observation is consistent with prior 
studies linking LIP activity more closely to visual than motor processing (Goldberg et al., 
1990; Gottlieb & Goldberg, 1999; Pare & Wurtz, 2001). Moreover, spatially nonspecific 
changes in reward size modulated visual and delay period activity associated with visual 
targets that were never saccade goals. It is unlikely that these effects were due solely to 
changes in neuronal isolation since 2-3 repetitions of each reward size were tested on 
each neuron since baseline fixation activity was largely unaffected by these 
manipulations, and when drift in neuronal responsiveness was removed by multiple 
regression analysis the reward modulations in activity remained.  
Across the entire population, neuronal activity immediately prior to flicker onset 
was positively correlated with reaction times, both within and across blocks of differing 
reward size. Previous studies have demonstrated that LIP activity is negatively correlated  
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with pro-saccade reaction times (Roitman & Shadlen, 2002) but is positively correlated 
with anti-saccade reaction times (Zhang & Barash, 2000). These data suggest the 
hypothesis that either the amount of attention devoted to the cue or the strength of a 
saccade plan to the visual cue determines the time required to reorient to the response 
target, consistent with previously reported shifts from visual to motor activity during the 
course of anti-saccade trials (Zhang & Barash, 2004). Since the monkeys in our study 
never shifted gaze to the flicker cue, the positive correlation between LIP activity and 
reaction times can be cautiously interpreted as reflecting the amount of attention devoted 
to the cue rather than the strength of an implicit but never executed motor plan. Given 
recent studies demonstrating strong overlap between neural systems governing covert and 
overt orienting (Corbetta, 1998; Gersch, Kowler, & Dosher, 2004; Kustov & Robinson, 
1996; Moore & Fallah, 2004; Muller, Philiastides, & Newsome, 2005; Sheliga, Riggio, & 
Rizzolatti, 1995), however, this distinction may be more semantic than real. Our data are 
thus consistent with the hypothesis that both reward expectations and attention 
independently contribute to the strength of neuronal activity in LIP (Maunsell, 2004).  
Our data support the hypothesis that LIP neurons signal covert processes 
associated with visual orienting, as previously suggested (Bisley & Goldberg, 2003; 
Colby et al., 1996; Gottlieb et al., 1998). As in some previous studies (Gottlieb & 
Goldberg, 1999; Powell & Goldberg, 2000), LIP neurons in this study responded strongly 
to peripheral visual cues which were spatially segregated from the direction of the 
required saccade response. This finding stands in contrast to a prior study that reported  
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reduced responses to visual cues when monkeys were instructed to look away from them 
(Platt & Glimcher, 1997). Although that study and the current one both used a task 
requiring a gaze shift away from a peripheral cue, the present study was run at 
psychophysical threshold. The difficulty of the current task may thus have encouraged 
attending to the peripheral cues, accounting for the sustained modulation of neuronal 
responses reported here (Maunsell, 2004). 
Our data invite the possibility that modulations in LIP neuronal activity attributed 
to the specific value of particular visual targets and/or gaze shifts in other studies (Coe et 
al., 2002; Platt & Glimcher, 1999; Sugrue et al., 2004) may have reflected, at least in 
part, changes in motivational state (Maunsell, 2004). In those experiments, monkeys may 
have been more motivated when choosing targets with higher reward value, thus 
enhancing neuronal responses to the selected target (Roesch & Olson, 2004). Our data 
suggest that changes in motivational state may contribute to the modulation of neuronal 
activity in LIP, independent of selective spatial attention (Bisley & Goldberg, 2003; 
Colby et al., 1996; Gottlieb et al., 1998).  
It has been suggested that that area LIP in monkeys is homologous to areas of 
human parietal cortex activated by both attention and eye movements (Corbetta et al., 
1998; Eidelberg & Galaburda, 1984; Van Essen et al., 2001). A comparative functional 
neuroimaging study using fMRI in humans and macaque monkeys performing visually-
guided saccade tasks indicated that monkey LIP may be homologous to human superior 
parietal lobule (SPL) (Koyama et al., 2004). In addition, another functional neuroimaging  
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study has implicated the human intraparietal sulcus in the maintenance of load-dependent 
reward associations in working memory tasks (Taylor et al., 2004). Together, these 
observations implicate the human intraparietal sulcus and SPL regions in both attention 
and reward-related processing, consistent with the results of our experiments.  
These observations thus implicate area LIP as a crucial area integrating 
motivation, attention, and saccade planning. Importantly, reward expectations and 
attention appeared to contribute independently to modulations in neuronal activity in LIP. 
Further studies aimed at determining how motivation and attention shape visual 
processing in parietal cortex will contribute to our understanding of the neural circuits 
governing adaptive visual behavior in the natural world. 
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4. NEURAL CORRELATES OF ATTENTION AND 
MOTIVATIONAL VALUE IN AREA LIP 
 
Introduction 
The decision to make visual saccades, and which visual targets to make them to, 
requires subjects to evaluate the locations, saliency and relative value of a multitude of 
potential gaze targets. The transformation of sensory visual input into the decision to 
initiate an eye movement requires the integration of prior and current information 
regarding the positions and value of potential saccade targets, where such evaluations 
need to account for factors such as spatially specific visual attention and the benefits of 
choosing one target over others. One brain region that may perform such transformations 
is the lateral intraparietal area (area LIP) in the posterior parietal cortex, which is thought 
to be involved in the sensorimotor transformation of visual input into saccadic visual 
behavior (Platt & Glimcher, 1997; Snyder et al., 1997). 
At the behavioral level, attention improves visual target detection, aids 
identification, and reduces response time (Posner et al., 1980). These behavioral indices 
of attention are associated with changes in neuronal responsiveness in a number of 
cortical and subcortical visual areas, including parietal cortex (area LIP (Colby et al., 
1996; Lynch et al., 1977), 7a (Constantinidis & Steinmetz, 2001)), prefrontal cortex 
(FEF, area 46) (Umeno & Goldberg, 1997), posterior cingulate cortex (Gitelman et al.,  
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1999), extrastriate visual cortex (area V4 (Haenny & Schiller, 1988; McAdams & 
Maunsell, 1999), area MT (Treue & Maunsell, 1996), area MST (Treue & Maunsell, 
1996), primary visual cortex (area V1) (Haenny & Schiller, 1988), and the superior 
colliculus (Goldberg & Wurtz, 1972). 
In chapter 3, I described how increasing the value associated with visual targets 
also improves behavioral performance on visual tasks, one such effect being reduced 
reaction times for reflexive gaze shifts (Takikawa et al., 2002). The brain areas which are 
modulated by changing reward conditions are multitude, and were also discussed in 
chapter 3. Notably, increasing the value of rewards delivered for orienting to visual 
targets is associated with enhanced neuronal activity in the lateral intraparietal area LIP 
(Bendiksby & Platt, 2006; Coe et al., 2002; Platt & Glimcher, 1999; Sugrue et al., 2004). 
Area LIP has been shown to represent both the presence of visual stimuli 
(Goldberg et al., 1990; Gottlieb et al., 1998; Zhang & Barash, 2000) and the planning of 
saccadic eye movements (Bracewell et al., 1996; Mazzoni et al., 1996; Platt & Glimcher, 
1997; Snyder et al., 1997), and the activity of these spatially tuned neurons is modulated 
by changes in both attention (Gottlieb et al., 1998; Lynch et al., 1977) and reward 
(Bendiksby & Platt, 2006; Sugrue et al., 2004) conditions. However, it remains unclear 
how these factors modulate LIP activity and influence visual behavior, and to what extent 
they interact, overlap or influence each other (Maunsell, 2004). 
Investigation of the translation of visual information into response preparation and 
execution has provided evidence that the accumulation of cogent information leads to the 
initiation of saccade responses when the weight of sensory evidence is sufficient (Gold &  
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Shadlen, 2003). Microstimulation studies in areas such as the FEF (Bichot, Thompson, 
Chenchal Rao, & Schall, 2001; Gold & Shadlen, 2000; Mushiake et al., 1999) and area 
LIP (Hanks et al., 2006; Mushiake et al., 1999) have demonstrated that the direction and 
amplitude of response saccades can be influenced by biasing the evidence as it is 
accumulated, and microstimulation of area MT has been shown to affect the speed and 
accuracy of motion perception discrimination (Ditterich, Mazurek, & Shadlen, 2003). 
Recent work using motion discrimination tasks has specifically suggested that there is a 
direct relationship between the temporal integration of visual evidence in LIP and the 
latency of saccade responses (Hanks et al., 2006; Huk & Shadlen, 2005). Although 
attention and reward both influence saccade reaction times and neuronal activity in LIP, 
previous work has failed to dissociate these in terms of their modulation of LIP activity.  
Using an accumulator model of the relationship between LIP activity and saccade 
initiation, there are a number of models which could explain a relationship between LIP 
firing rates and saccade response times (figure 4.1). In these models, response time is 
governed by the time taken for firing rates to rise from a baseline response to a 
presumptive threshold in response to presentation of a saccade target. A reduction in 
response time could be achieved by increasing the rate of rise of the target response 
(increasing the gain of the accumulator, figure 4.1b), elevating the baseline response 
(figure 4.1c) or lowering the threshold (figure 4.1d). A change in the gain of an 
accumulator is consistent with the results reported by the Shadlen laboratory for changing 
signal strengths in motion discrimination tasks (Hanks et al., 2006; Palmer, Huk, & 
Shadlen, 2005), while the elevation of LIP firing rates for attended visual locations  
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(Colby et al., 1996; Gottlieb et al., 1998) is consistent with shifts in baseline activity. Our 
goal was to dissociate the effects of attention and motivation on LIP activity, and to test 
the validity of these models for the effects of each. 
First, are modulations in neuronal activity in LIP related to a visual task where 
attention and reward are both varied spatially specific or more global in nature? Spatially 
specific modulations in neuronal activity would suggest an attentional signal locked to a 
particular spatial location (Colby et al., 1996), whereas spatially non-specific 
modulations might reflect changes in motivation or general attentiveness linked to reward 
size (Hasegawa et al., 2000) rather than the economic value of a specific target (cf. (Platt 
& Glimcher, 1999; Sugrue et al., 2004). As reported in chapter 2, recent studies have 
suggested that reward-related modulation of LIP activity is spatially non-specific and 
independent of motor planning (Bendiksby & Platt, 2006), although varying reward size 
in blocks may not have fully dissociated motivation  from attention-related effects in that 
study. 
Second, to what degree are reward-related modulations in LIP activity 
independent of performance-related modulations thought to reflect changes in attention? 
Prior studies have shown that LIP neurons are sensitive to both attention (Colby et al., 
1996; Goldberg et al., 1990; Gottlieb et al., 1998) and reward expectations (Bendiksby & 
Platt, 2006; Platt & Glimcher, 1999; Sugrue et al., 2004). Since attention is typically 
controlled in animal studies by manipulating rewards, and rewarding events might also  
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Figure 4.1 – Accumulator model 
 
Figure 4.1 – Accumulator model. In this model, response time is governed by the time 
taken for firing rates to rise from a baseline response to a presumptive threshold in 
response to presentation of a saccade target. A reduction in response time could be 
achieved by increasing the rate of rise of the target response (increasing the gain of the 
accumulator, b), elevating the baseline response (c) or lowering the threshold (d). 
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 draw attention (Horvitz, 2000), it is possible that modulations in LIP activity attributable 
to reward expectations might actually reflect changes in attention and vice versa 
(Maunsell, 2004). 
The goal of the present study was to address these questions. We first determined 
whether changes in cueing conditions and reward size systematically altered saccade 
metrics in a peripherally-cued saccade task, in which reward size was cued independent 
of target location. Next, we tested whether spatially specific changes in task cueing and 
non-specific changes in reward size systematically modulated the visual and delay period 
activity of neurons in area LIP. Third, we determined whether reward-related 
modulations in neuronal activity were temporally or mechanistically distinct from 
modulations in neuronal activity thought to reflect orienting of attention (Giessing et al., 
2004). 
We found that congruent cueing reduced response latency, and that increasing the 
amount of fluid reward delivered for all correct saccades enhanced task performance and 
reduced response latency. LIP neurons responded to visual cues presented either as brief 
non-predictive cues or as saccade targets. Overall, neuronal activity immediately prior to 
target presentation was negatively correlated with saccade reaction times, independent of 
cueing condition or reward size, thus suggesting a representation of spatial attention. 
Presentation of a congruent cue resulted in a sustained elevation of neuronal activity, 
consistent with an attentional bias to the cued location. In contrast, increased reward  
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resulted in an increased rate of rise of the LIP target response, consistent with a 
multiplicative scaling of LIP activity. These data are consistent with the hypothesis that 
motivation and attention independently contribute to the modulation of visual responses 
in LIP. 
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Methods 
  Subjects were two adult male rhesus macaques (Macaca mulatta). All procedures 
were approved by the Duke University Institutional Animal Care and Use Committee and 
were designed and conducted in compliance with the Public Health Service's Guide for 
the Care and Use of Animals.  
Surgical and Training Procedures 
  In an initial sterile surgical procedure, a head restraint prosthesis and scleral 
search coil (Fuchs & Robinson, 1966; Judge et al., 1980) were implanted using standard 
techniques described in detail elsewhere (Dean et al., 2004). After a 6 week recovery 
period, animals were habituated to head restraint and trained to perform oculomotor tasks 
for fruit juice rewards using custom software (Ryklin Software). In a second sterile 
surgical procedure, a stainless steel recording chamber (Crist Instruments) was implanted 
over area LIP, 3 mm caudal and 12 mm lateral to the intersection of the midsaggital and 
interaural planes. The chamber was kept sterile with regular antibiotic washes and sealed 
with replaceable sterile caps (Crist Instruments). After all surgeries, animals received 
analgesics for 3 days and antibiotics for 10 days. Single-cell recordings began after a 1 
week post-operative period.  
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Behavioral Techniques 
  Horizontal and vertical eye position was sampled at 500 Hz either by scleral 
search coil (Riverbend Instruments, monkey SH) or by infrared gaze tracking (Eyelink 
1000, SR research, monkey DA) and recorded by computer. Visual stimuli were 
displayed on a flat screen CRT computer monitor (ViewSonic). 
  A peripherally-cued saccade task (figure 4.2) was used to investigate the 
influence of changes in cueing and reward size on both behavioral metrics and neuronal 
activity in LIP. Trials began with a 500 Hz tone lasting 300 ms, immediately followed by 
the illumination of a central cue on which subjects were required to fixate (±2°) within 1 
s. The identity of this fixation point (green triangle, red diamond or blue square) indicated 
the reward value, as defined by the volume of fruit juice delivered for correctly 
completing the trial. Reward size was defined as open time of the juice delivery solenoid 
valve (25, 75 or 225 ms), where reward sizes were random and equiprobable on a trial-
by-trial basis. Four hundred ms (the fixation period) after gaze was aligned with the 
fixation stimulus, a white square was flashed briefly (26.7 ms) at a peripheral location. 
The subject was required to maintain fixation during and after this attentional capture 
cue. Following a delay of one hundred to eight hundred ms (the delay period), a saccade 
target (a yellow square) was presented either at the same location as the attentional cue 
(validly cued trial) or diametrically opposed relative to fixation (invalidly cued trial). 
Subjects were required to shift gaze (±3°) to the saccade target within 350 ms of target 
presentation and maintain gaze within the target window for 300-500 ms to receive a  
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reward. For each session, there were two possible cue/target locations, diametrically 
opposed to each other relative to fixation. The presentation of both cue and target at each 
location was equiprobable, randomly determined for each trial, and independent for each 
stimulus. Since both cue and target were randomly presented at each location on each 
trial, the cue had no predictive value and served only to capture attention exogenously. 
  In addition to validly and invalidly cued trials (70% of trials), two types of control 
trials were also presented; 1) No-go trials: Cue presentation was followed by omission of 
the saccade target and subjects were required to maintain fixation for the delay period 
plus 350 ms to receive the reward, 2) Dual-cued trials: Cues were presented 
simultaneously at both possible locations such that any attentional capture effects would 
be identical across the two locations. Each type of control was presented using the same 
random equiprobable reward structure, such that each type of control was presented, on 
average, on 5% of trials for any given reward value. Subjects performed on average 
459±118  (SD) trials per session. 
 
Microelectrode Recording Techniques 
  Electrophysiological recordings were conducted using standard techniques. Single 
electrodes were lowered until the waveform of a single neuron was isolated (BAK 
Electronics) and action potentials were recorded by computer at 25 kHz. We identified 
LIP neurons physiologically by anatomical location and delay period activity in memory 
saccade trials (Gnadt, Bracewell, & Andersen, 1991; Platt & Glimcher, 1997, 1998, 
1999). Neurons were recorded 9-12 mm lateral and 4-8 mm caudal to stereotaxic 0,0 and   
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Figure 4.2 – Attentional capture task 
 
Figure 4.2 – Attentional capture task. The figure shows congruent (a) and incongruent 
(b) versions of the attentional capture task. Reward value for each trial was randomly 
chosen and cued by the fixation point. The cue and target had an equal and independent 
probability of appearing at each of two possible locations. The cue and target were 
presented at the same location of congruent trials (a), and at opposite locations on 
incongruent trials (b). Intervals: Fixation, 400 ms; Cue presentation, 26.7 ms; Delay 
period, 100-800 ms; response window, 350 ms. 
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were located between 3 and 10 mm ventral to the cortical surface based on travel on the 
micropositioner. The intraparietal sulcus was visualized for each monkey using digital 
ultrasound, which confirmed the localization of the recording sites within its lateral bank 
(Sonosite 180) (Glimcher et al., 2001). 
Delayed and memory saccade trials were used to select a fixed location inside the 
neuron's response field (RF) as one of the stimulus locations. The second location was 
placed diametrically opposed to the first with respect to fixation, and the eccentricity of 
the stimulus locations varied from 7° to 19°. The fixation location was kept constant, at 
the center of the computer screen. 
 
Analysis 
  Data were analyzed offline using custom software (Eyemove, David Sparks 
laboratory, supported by Kathy Pearson), which converted the data into a spreadsheet of 
variables including saccade amplitude, latency, and peak velocity extracted from eye 
position traces. Trials in which subjects did not maintain fixation until target onset were 
considered aborts and removed from analysis. Trials in which subjects maintained 
fixation until target onset but did not shift gaze to the response target within 350 ms, did 
not maintain fixation during No-go trials, or did not maintain fixation within the error 
tolerance window surrounding the target stimulus were considered incorrect. Response 
latencies on successful trials were measured from the onset of the target; trials with 
latencies faster than 100 ms were considered anticipatory, classified as aborts, and 
removed from further analysis. Overall performance and reaction times on each trial were  
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analyzed as a function of reward and cue validity conditions using binomial probability 
tests and ANOVA, respectively. Behavioral data were analyzed statistically using 
Statistica 6 (Statsoft). 
  Reaction times showed variability between subjects, target eccentricities and 
saccade directions and were therefore normalized to the mean value for each direction in 
each session for direct comparison and population analyses. 
  LIP neurons were selected for analysis if they showed statistically selective tuning 
for stimuli in the RF target location. 28 of 35 recorded neurons (19 from subject SH, 9 
from subject DA) met the criteria and were used for subsequent analyses. 
  Initial analysis of the neuronal data showed that data from the short (100 ms) 
delay interval was dominated by the transient visual response to the cue on trials where 
the cue was presented in the RF. Hence, at 100 ms post-cue, the cue response is still in 
the early stages of processing and the unknown dynamics of the orientation of attention 
from fixation to the cued location at this early stage could confound both behavioral and 
neuronal analyses. We chose to remove the 100 ms delay interval data from analysis, and 
will present data collected using the 200, 400 and 800 ms intervals. 
  Firing rates were computed for each trial during intervals aligned with trial events 
(Eyemove, supported by Kathy Pearson, David Sparks Laboratory); providing baseline 
firing rates for 100 ms following fixation onset, 100 ms preceding cue onset, and delay 
period activity 100 ms preceding target onset. Target and delay period responses were 
also examined in sequential 10 ms bins from 60 ms preceding target onset to 180 ms 
following target onset. For population analysis of neuronal activity, firing rates (FR) in  
85 
specific epochs were normalized (nFR) for each specific neuron. The 10 ms sequential 
FR bins for each neuron were normalized to the bin with the highest mean firing rate 
(successful trials, collapsed across cueing and reward conditions). 
  In order to obtain information on the timing and dynamics of the visual target 
response, regression lines were fitted to the pre-response baseline firing rate and the 
rising phase of the onset of the visual response for each neuron. The onset of visual 
response was defined as the first 10 ms bin of the first two sequential bins after target 
onset in which mean firing rates were significantly different (t-test, p < 0.05). The final 
bin of the rising phase of the target onset response was defined as the second of the last 
two bins in the rising phase to show continued differences in significance. The first bin of 
the target response was also defined as the final bin of the pre-target delay period activity. 
For each neuron, regression lines were calculated for the sets of nFR data (delay period 
and rising phase) defined by these criteria. The intersection of these regression lines 
allowed us to calculate the time of visual response onset and the delay period firing rate 
at the time of visual response onset. The slope of the line fitted to the rising phase of the 
target response quantified the rate of change of the visual response. 
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Results  
Cue congruence and reward size modulate task performance 
  We first determined the behavioral effects of cueing and reward size on 
performance in the peripherally-cued saccade task. In this task, reward was centrally cued 
by the initially presented and continually present fixation stimulus. Spatial attention could 
be exogenously directed to the location of the peripheral attentional capture cue, eliciting 
improvement or degradation of performance depending on congruence with the 
subsequent target presentation. Behavioral effects were measured in terms of normalized 
reaction times to saccade onset on correct saccades to the saccade target and as success 
rates. Overall, reaction times before normalization (mean±SD) were 185±49 ms for 
subject DA and 152±33 ms for subject SH. 
  Increasing reward size significantly reduced response times (figure 4.3)  
(ANOVA, F = 20.4, p < 0.001), but post-hoc analysis showed this significance to be 
driven exclusively by the effect of 225 ms reward vs. 25/75 ms rewards (LSD test, p = 
0.7 for 25-75; p < 0.01 for both 25-225 and 75-225). Since small and medium rewards 
where thus behaviorally equivalent, further analysis classified rewards as either small (25 
and 75 ms) or large (225 ms). 
  The effect of cueing contingencies and reward size on response times (figure 4.4) 
showed significantly reduced response times both on congruent trials (factorial ANOVA,   
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Figure 4.3 – Increasing reward size reduces reaction time 
 
Figure 4.3 – Increasing reward size reduces reaction time. Normalized response times 
(mean ± SE) are plotted against reward size. Response times were unchanged for the two 
smallest rewards, but were significantly faster at high reward (ANOVA, post-hoc LSD 
test, p < 0.01). 
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main effect of congruence, F = 27.9, p < 0.001) and for large rewards (factorial ANOVA, 
main effect of reward, F = 44.6, p < 0.001). The factorial (type3) ANOVA reported an 
interaction effect between congruence and reward (p < 0.05), and post hoc analysis 
showed that the effects of reward were selectively significant on incongruent trials (LSD 
test, p < 0.001 on incongruent trials) but did not reach significance on congruent trials (p 
= 0.06). The effects of congruence were significant irrespective of reward conditions 
(LSD test, p < 0.001 for both large and small reward conditions). The observation that the 
effects of reward did not quite reach significance on congruent trials suggests that the 
response times on these trials may have been approaching behavioral asymptote. 
Irrespective of whether reaction time benefits are due to increasing reward or congruent 
cueing, there is a finite limit to how quickly subjects are able to make a response. 
  Congruent cueing improved reaction times at all delay intervals, including 800 
ms, which is at the lower end of the range where inhibition of return (IOR) might be 
expected to occur. We believe the lack of IOR on 800 ms delay trials may be due to the 
fact that, until the go cue is presented, these trials as likely to be “no-go” control trials. 
We speculate that the intrusion of a motor plan to maintain fixation might interfere with 
the effecst of IOR. 
  In addition to the effects on response times, subjects were more likely to abort 
trials under small reward conditions, where abort rates were 19.3% for small rewards and 
13.5% for large rewards (one-sided binomial probability test, p < 0.001). Since the  
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majority of trial abortions occurred before target presentation (89.6%), congruence had 
no relevance in regard to abort rates. The 10.4% of aborts that occurred after target 
presentation were all anticipatory response saccades (response times less than 100 ms), 
which were not more likely to occur under any particular reward or congruence condition 
(one-sided binomial probability tests, p > 0.05). Subjects were also more likely to make a 
successful response saccade on high reward trials (one-sided binomial probability test, p 
< 0.05). A breakdown of unsuccessful trials by error type showed that most errors (64%) 
were due to subjects making correct response saccades that were too slow (more than 350 
ms after target onset), suggesting that the slight difference in success rates (94% for small 
rewards, 95% for large rewards) can be attributed to the effects of reward on response 
times. There was no effect of congruence on success rate.  
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Figure 4.4 – Congruent cueing and large rewards reduce reaction time 
 
Figure 4.4 – Congruent cueing and large rewards reduce reaction time. Normalized 
response times (mean ± SE) are plotted by cue congruence and reward size. There were 
main effects of both congruence and reward size on response times (factorial ANOVA, p 
< 0.001). Post hoc LSD tests revealed significant effects of congruence irrespective of 
reward condition (p < 0.001), whereas the effects of reward only reached significance on 
incongruent trials (p < 0.001). 
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In this task, the presentation of a congruent cue reduced response latency, 
suggesting exogenous attentional capture at the cued location (Posner et al., 1980). 
Increasing reward size reduced response latency and abort rates, suggesting monkeys 
were more motivated to perform the task quickly and successfully (Roesch & Olson, 
2004). 
 
Visual cues modulate the sustained activity of LIP neurons 
  We next investigated the effects of the presentation of a brief visual cue on the 
responses of the LIP neurons. The response field (RF) of each neuron was first mapped 
using standard delayed and memory saccade trials. These data were then used to select 
two diametrically opposed stimulus locations, where one was inside the RF and the other 
was not. On any given trial there was an equal probability that the non-predictive 
attentional capture cue would be presented in the RF or non-RF location. Cue 
presentation in the RF resulted in a sustained elevation of delay period firing rate, 
measured in the 100 ms preceding target onset, for the neuronal population (ANOVA, F 
= 931, p < 0.001). The increased delay period activity decayed as the delay period 
progressed but remained highly significant throughout (factorial ANOVA, p < 0.001 for 
each delay interval) (figure 4.5).  
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  On trials where the response saccade was to the RF target location, there was a 
negative correlation between the delay period activity (100 ms pre-target) and normalized 
response times (regression, R = 0.101, p < 0.001). This correlation suggests a direct 
relationship between delay period firing rate and the time taken to initiate a response 
saccade to the visual location encoded by these neurons. 
  We next fitted regression lines to the delay period and target responses for the 
individual LIP neurons (see Methods), and used these to estimate the time of target 
response onset, the delay period activity at target onset, and the slope of the target 
response. Figure 4.6 shows these data plotted by congruence for an example neuron and 
for the neuronal population. On trials where the target was presented in the RF, the 
normalized delay period activity at the time of target response onset estimated by the 
intersection of the regression lines was significantly increased, irrespective of reward 
level (ANOVA, main effect F = 33.6, p < 0.001; post hoc LSD tests, p < 0.001 for both 
reward levels) (figure 4.6c). Cue congruence did not affect the time of target response 
onset or the slope of the rising phase of the target response. 
 These  observations  suggest  that the brief (less than 27 ms) presentation of a non-
predictive visual cue results in a sustained elevation of LIP activity in neurons tuned to 
the cue location, and that this activity represents increased visual attention directed to the 
location of the cue.  
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Figure 4.5 – Cue presentation results in sustained elevation of firing rate 
 
Figure 4.5 – Cue presentation results in sustained elevation of firing rate. Delay 
period firing rates from 100 ms preceding target presentation (mean ± SE) are plotted as a 
function of cue location and delay interval. Increased LIP activity as a result of cue 
presentation is significant throught the delay period (ANOVA, p < 0.001 for all delay 
intervals). 
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Figure 4.6 – Delay period activity is elevated after cue presentation 
 
Figure 4.6 – Delay period activity is elevated after cue presentation. Peri-stimulus 
time histograms (a, b ) are shown for the target response and the delay period 
immediately preceding. Data are plotted for an example neuron (a) and the the 
normalized neuronal population (b). Regression lines for the baseline activity and rising 
phase of the target response are shown. c) Delay period activity at the time of target onset 
was calculated as the y-intercept of these regression lines and calculated for each neuron 
under different reward and congruence conditions. Mean (± SE) intercept frequencies are 
shown for each condition. 
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Reward expectations modulate the gain of the visual response of LIP neurons 
We next investigated the effects of changes in reward size on the responses of 
single neurons. On each trial, reward size was randomly selected and cued by the fixation 
stimulus, which was present for the duration of each trial. Cue and target stimuli were 
then randomly presented at the RF or non-RF locations such that the reward cue had no 
spatially predictive value. 
In contrast to a previous study where reward was varied in blocks (Bendiksby & 
Platt, 2006), increasing reward had no effect on delay period activity in LIP measured 
either as the population activity in the 100 ms before target presentation, or as the 
normalized delay period activity at the onset of the target response extrapolated from the 
neuronal regression lines. Reward size did, however, systematically increase the slope of 
the rising phase of the target response of single LIP neurons; figure 4.7 shows the 
neuronal data plotted by reward condition for the example neuron from figure 5.6 and for 
the neuronal population. This increase in slope was consistent across the neuronal 
population (figure 4.7c; ANOVA, F = 5.0, p < 0.05), suggesting a multiplicative scaling 
of these target responses.  
In order to evaluate how this change in response gain affects LIP response 
properties, we used delay period activity at target onset and target response slopes to 
estimate the time from target onset to maximum activity (“time to max”, normalized 
frequency = 1) under small and large reward conditions (figure 4.7d). This analysis   
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Figure 4.7 – Reward increases response slope and shortens neuronal response time 
 
Figure 4.7 – Reward increases response slope and shortens neuronal response time. 
Peri-stimulus time histograms (a, b) are shown for the target response and the delay 
period immediately preceding. Data are plotted for an example neuron (a) and the the 
normalized neuronal population (b). Regression lines for the baseline activity and rising 
phase of the target response are shown. c) Normalized slope of the rising phase of the 
target response (mean ± SE, slope = 1 equates to firing rate rising from 0 to maximum in 
one second). d) Regression lines for the baseline activity and rising phase of the target 
response under different reward conditions were calculated, and used to calculate the 
theoretical time from target presentation to the maximum observed response of each 
neuron. Mean time to maximum activity (± SE) is shown, and was significantly lessened 
under high reward conditions (ANOVA, p < 0.05). 
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revealed that our neurons would reach maximum firing rate significantly faster under 
large reward conditions (ANOVA, F = 4.2, p < 0.05). Reward size did not change the 
time of target response onset. 
 
Modulation of LIP activity by attentional cueing and reward combine to predict reaction 
times 
Having found dissociable neuronal correlates of both attention and reward level, 
we wished to examine how these temporally and mechanistically separable modulations 
related to our behavioral results. Figure 4.8 shows the normalized neuronal data for the 
neuronal population plotted by both congruence and reward conditions, showing the 
separation of baseline activity by congruence and the modulation of slope by reward size. 
We used our regression data for the different cueing and reward conditions to estimate 
the times to maximum activity for each experimental session, and found a highly 
significant correlation between the estimated time to max and mean saccadic reaction 
time, irrespective of cueing and reward conditions (figure 4.9) (regression, R = 0.57, p < 
0.001 for the overall population). This relationship was present in both subjects, and was 
independent of subject (multiple regression, p < 0.05 for time to max) despite the two 
subjects having significantly different overall mean reaction times. We also analyzed the 
influence of cueing and reward conditions on this relationship and found that these did 
not make significant contributions when included in the model. This suggests that while  
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attention and reward influence both LIP activity and saccadic response times, they do not 
change the relationship between them. These data suggest that attentional cueing and 
reward size have distinct effects on LIP activity, and that there exists a strong relationship 
between the modulation of LIP activity by either and the time taken to initiate a saccadic 
response. 
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Figure 4.8 – Motivation increases gain of target response 
 
Figure 4.8 – Motivation increases gain of target response. Peri-stimulus time 
histograms of normalized neuronal activity are shown for the target response and the 
delay period immediately preceding. Data are plotted by congruence and reward 
conditions. a) Congruent trials, b) incongruent trials. Regression lines for the baseline 
activity and rising phase of the target response are shown, and the slope of the rising 
phase of the target response is increased in the large reward condition irrespective of 
congruence.  
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Figure 4.9 – LIP activity predicts reaction time 
 
Figure 4.9 – LIP activity predicts reaction time. Regression lines for the 
baseline activity and rising phase of the target response under different reward conditions 
were calculated, and used to calculate the theoretical time from target presentation to the 
maximum observed response of each neuron. Here we show mean reaction time plotted 
against calculated time to maximum firing rate for each neuron, seperated by congruence 
and reward conditions. Data for smal rewards (a,c) are shown in grey, large rewards in  
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black(b,d), ingongruent trials are shown as open circles(a,b), and congruent trials as 
filled circles(c,d). Observed reaction time was highly correlated with calculated time to 
maximum firing rate for all conditions.  
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Discussion 
We studied the effects of changes in both attention and motivation on the activity 
of neurons in area LIP of the primate parietal cortex. Our data indicate that motivation 
multiplicatively scales responses to visual targets, while differential processing by 
attention provides spatially specific shifts in the underlying baseline activity. Congruent 
spatial cueing and increased motivation both improved behavioral performance on the 
saccade task. The presentation of a spatial cue selectively enhanced the delay period 
activity of LIP neurons associated with the cued location, but did not significantly affect 
the response to the visual target. In contrast, increased reward did not affect delay period 
activity, but increased the gain of the target response. This multiplicative scaling of the 
target response was independent of cueing contingencies, suggesting a global effect on 
stimulus processing independent of the spatial allocation of attention. On a trial by trial 
basis, motivation thus sharpened target processing, while attention biased processing in 
favor of attended locations. Through these different types of modulation, both attention 
and motivation influence the neuronal representation of visual stimuli in LIP. 
Previous studies have suggested that area LIP either tracks or controls spatial 
attention (Bisley & Goldberg, 2003; Colby et al., 1996; Gottlieb et al., 1998), and our 
study provides new evidence that LIP activity faithfully reflects the allocation of attention 
to visual stimuli, since responses to a transient and brief visual cue were sustained and 
correlated with reaction time benefits.   
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Importantly, manipulating motivation changed the gain of target-related 
modulations in neuronal activity in LIP but did not affect attention-related shifts in 
sustained activity. The modulation by changes in motivation was also independent of the 
allocation of spatial attention. This suggests that reward-related modulations in LIP 
neuronal activity reported in other studies (Bendiksby & Platt, 2006; Platt & Glimcher, 
1999) may have reflected unmeasured changes in attention (Maunsell, 2004). 
Thus, neural circuits controlling motivation and arousal may tune the gain of 
networks controlling attention. This may occur by scaling the responses to salient visual 
targets in areas like LIP, where neurons are sensitive to both attention (Colby et al., 1996; 
Goldberg & Wurtz, 1972) and reward value (Coe et al., 2002; Platt & Glimcher, 1999; 
Sugrue et al., 2004) manipulated in separate conditions. Our data suggest that the bias of 
this salience network is set by visual attention, and that the gain is tuned by neural inputs 
coding motivation. This is consistent with the diffusion model of LIP function proposed 
by Palmer and colleagues (Palmer et al., 2005) where accumulated evidence leading to a 
decision is acted upon when a threshold is reached. We propose that attention is biasing 
the starting point to which accumulated evidence is added and that motivation is scaling 
that rate of accumulation. Our data thus suggest that LIP may thus serve as a salience 
map in a network of brain areas controlling saccadic eye movements, helping to bias 
attention to important objects and locations in the visual world (Mazer & Gallant, 2003). 
One potential source of reward-related information is dopaminergic neurons in the 
midbrain, which respond to rewards and reward-predicting stimuli (Robbins & Everitt, 
1996; Schultz et al., 2000). Such neurons could influence the gain of LIP neurons via an  
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indirect route through the amygdala (Holland & Gallagher, 1999) or orbitofrontal cortex 
(Cavada & Goldman-Rakic, 1989; Schultz et al., 2000). The therapeutic effects of 
dopamine agonists on inattentiveness and distractibility in ADD/ADHD (Paule et al., 
2000) and the attentional effects of dopaminergic manipulations in rodent prefrontal 
cortex (Chudasama & Robbins, 2004) also suggest dopaminergic activity may play a 
critical role in scaling attention. 
In addition to these potential reward influences, inputs to parietal cortex from the 
cholinergic basal forebrain nuclei have been implicated in arousal (Witte, Davidson, & 
Marrocco, 1997) and attention (Davidson & Marrocco, 2000; Witte et al., 1997). 
Cholinergic neurons in the basal forebrain nucleus basalis and substantia innominata, 
along with the central nucleus of the amygdala, have been implicated in a forebrain 
circuit that, through connections with posterior parietal cortex, is also critically involved 
in visual stimulus conditioning and conditioned visual orienting (Bucci et al., 1998; 
Holland & Gallagher, 1999). 
These observations thus implicate parietal cortex as a crucial area integrating 
reward, arousal, and attention. Determining how motivation and attention shape visual 
processing in parietal cortex represents a first step in understanding the neural circuits 
governing adaptive visual behavior in the natural world. 
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5. CONCLUSIONS AND FUTURE DIRECTIONS 
 
Summary 
Area LIP has long been considered to be heavily involved in controlling 
transformations of visual stimuli into oculomotor behavior, as well as being an integral 
part of the extensive cortico-cortical network that controls covert visual attention. LIP 
neurons have been shown to represent both covert spatial attention and the reward value 
associated with visual stimuli. These variables have not previously been fully dissociated 
from each other or from the motor representation of planned eye movements. In a first 
experiment I manipulated the motivational state of rhesus macaque monkeys by varying 
the reward value associated with successful completion of a peripheral visual detection 
task. LIP neurons responded to visual cues spatially segregated from the saccade target 
and were systematically modulated by expected reward size. Neuronal responses were 
also positively correlated with reaction times independent of reward size, consistent with 
a re-orientation of attention to the saccade target. While this experiment did not fully 
dissociate the effects of motivation from attention, it did show that motivation contributes 
to the strength of visual responses in LIP independent of eye movement planning. 
An additional experiment distinguished between attentional and motivational 
contributions to visual processing in LIP by manipulating global reward value and 
exogenous spatial attention on a trial by trial basis. Examination of LIP neuronal 
responses to visual targets showed that directed visual attention systematically increased 
activity in LIP neurons coding the attended location, while increasing motivation  
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multiplicatively enhanced the response to visual targets. The effects of attention and 
motivation on LIP activity were both predictive of changes in saccadic reaction times.  
The salience of visual stimuli can be broadly defined as how useful or relevant 
they are to the behavioral goals of an animal. I believe that LIP encodes visual salience 
and that increasing reward enhances the gain of visual representations in LIP, thereby 
modifying the spatial salience representation and assigning a higher processing priority to 
representations of visual stimuli. These results lead me to hypothesize that LIP neurons 
are independently modulated by motivation and visual attention, and that these both 
contribute to the formation of a salience map of visual space in area LIP. 
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Future Directions 
The effects of visual bias and motivation on LIP activity 
  The nature of the task described in chapter 5 is such that the response required of 
the monkeys is straightforward and unequivocal, resulting in a rapid integration of 
uncontested decision-related information (the visual target response). The use of a task 
that requires subjects to make a more subjective decision would allow the study of a more 
dynamic decision-making process. An ideal task in the respect would be a motion 
discrimination task such as the one previously used to study the integration of 
information in area LIP (Huk & Shadlen, 2005; Roitman, Mazurek, & Shadlen, 1999; 
Shadlen & Newsome, 2001), where monkeys are required to report the perceived 
direction of coherent motion within a field of otherwise randomly moving dots. These 
previous studies demonstrated that changes in LIP activity were directly related to the 
strength of the stimulus (motion coherence) and that LIP activity was predictive of the 
timing and direction of the perceptual report. 
  The superimposition of changing reward contingencies on such a task would test 
the hypothesis that motivation modulates the rate of integration of visual information in 
LIP, with the prediction being that increasing motivation would multiplicatively enhance 
the modulation of LIP activity by coherent motion and accelerate the perceptual decision. 
It would be particularly intriguing to explore this relationship using prior probabilities to 
bias the perceptual decisions. Requiring subjects to perform the task close to 
psychophysical threshold would be expected to systematically increase error rates when 
the motion coherence is in the non-biased direction, as well as reducing response times  
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for the biased direction and vice versa. These effects would be equivalent to the ones 
reported for microstimulation of LIP in monkeys performing this task (Hanks et al., 
2006). Since our data shows gain modulation of both attended and unattended visual 
targets, we would not expect the effects of motivation to differ according to bias. When 
changing reward conditions are applied to a biased task condition, the prediction would 
be that they would have no effect on error rates, but would systematically reduce 
response times for reports in both the biased and non-biased directions.  
  If motivation affects response times in both biased and non-biased directions it 
would support the theory that it modulates only the gain of the incoming visual 
information used to formulate the perceptual decision. However, if the effects of 
motivation also depend on the direction of bias, it would suggest that the motivational 
signal in LIP is also influenced by the prior probabilities. 
 
Local inactivation of LIP 
It has previously been reported that reversible local inactivation of LIP using the 
GABA agonist muscimol increases response times for visual and memory guided 
saccades (Li et al., 1999; Schiller & Tehovnik, 2003). Since saccadic response times have 
been shown to be modulated by both visual attention (Posner et al., 1980) and the reward 
value associated with visual targets (Bendiksby & Platt, 2006; Takikawa et al., 2002), it 
would be intriguing to inactivate LIP during a task where the relative contributions of 
attention and motivation are distinct. Although the effects of muscimol infusion in LIP on 
saccadic reaction times are small, this does not preclude LIP having a role in the  
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integration of either spatial attention or motivation into oculomotor commands. If LIP 
does perform a necessary step in the integration of one or both of these into motor 
commands, then muscimol would be expected to extinguish the associated reaction time 
benefit(s). 
This experiment would provide insight into the aspects of visual processing for 
which LIP is important. If the reaction time benefits associated with attention or 
motivation are unaffected by muscimol inactivation, it would suggest either that other 
brain areas play a more important role in that particular aspect of visual processing and 
that LIP is merely reporting these effects, or that there is sufficient redundancy in the 
processing network for LIP not to be crucial. 
 
Pharmacological manipulation of cholinergic activity 
LIP is known to receive information from a number of regions known to be 
sensitive to reward value, including cholinergic input from the substantia 
innominata/nucleus basalis region (Baizer et al., 1993). The inhibition of muscarinic 
receptor activation by scopolamine in monkey LIP (Davidson, Cutrell, & Marrocco, 
1999) increases reaction times on reflexive orienting tasks, and systemic administration 
of scopolamine in rats produces deficits in spatial visual tasks (Hoff, van Oostenbrugge, 
Liedenbaum, Steinbusch, & Blokland, 2007). While these effects have largely been 
attributed to an impairment of visual spatial attention, the possibility that these 
cholinergic neurons may be carrying information regarding the reward value associated 
with visual targets has not been explored.  
110 
One way to investigate the information LIP receives through these inputs is to 
inhibit local cholinergic activation during a reflexive orienting task where both visual 
attention and motivation are controlled and manipulated. The infusion of scopolamine 
into LIP in conjunction with the task described in chapter 5 would allow investigation of 
the effects of muscarinic inactivation on both LIP activity and saccadic response times. If 
the cholinergic contribution to visuomotor processing is attentional, as has been 
postulated, the multiplicative scaling of visual responses by motivation and the associated 
reaction time benefits should not be affected. Conversely, if the information being carried 
by these neurons is reward-related, we would predict that the attention-related shift in LIP 
activity would be maintained while the gain modulation is extinguished.  
Recent studies have suggested that an alternative role of cortical cholinergic 
signaling is to represent expected uncertainty (Yu & Dayan, 2005), which would suggest 
that increased cholinergic activation would counter the effects of directed attention. Such 
a mechanism leads to specific predictions for the use of an attentional task along with 
manipulation of cholinergic transmission, since it implies that cholinergic activation 
contributes to spreading attentional resources rather than focusing them. Behaviorally, 
this predicts that the reaction time benefits from congruent visual cueing would be 
diminished by increased cholinergic activity, and that reaction times on incongruent or 
distracter trials would improve. 
The specific predictions made by these alternative theories regarding the nature of 
the cholinergic signal being sent to LIP mean that local manipulation of muscarinic  
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activation in LIP could yield valuable insights into the nature of cholinergic transmission 
to this part of cortex. 
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Discussion  
Many theories of response time are based on sequential sampling theory (Stone, 
1960), where the repeated sampling of information acquired over time is continuously 
compared to internal criteria. In the context of initiating a saccadic eye movement to a 
visual target, the criterion would be the threshold of neuronal activity required for 
saccade initiation. Visual input from a saccade target initiates changes in LIP activity that 
ultimately result in threshold crossing, leading to initiation of a saccade to the target. I 
believe it is useful in this context to consider an accumulator model of LIP activity 
similar to the diffusion model proposed by Mike Shadlen and colleagues (Palmer et al., 
2005), and to think of the process as a series of steps in activity level which contribute to 
a rise in activity from a baseline to a threshold.  
There is evidence that the role of LIP in transforming visual input into oculomotor 
decisions is consistent with this model, particularly in regard to the putative role as an 
integrator of information from different sources. For example, microstimulation of area 
MT has been shown to affect the speed of decisions in a motion discrimination task 
(Ditterich et al., 2003), and both experimental data (Freedman & Assad, 2006; Roitman 
et al., 1999) and computational models of decision making in such tasks (Mazurek, 
Roitman, Ditterich, & Shadlen, 2003) suggest that LIP integrates motion information 
from MT as part of a sensorimotor transformation process. 
The data I have presented on the modulation of LIP activity by attention and 
reward contingencies is consistent with this accumulator model. The attention-related 
enhancement of delay period firing serves to bring LIP activity closer to the threshold,  
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such that fewer steps are required to reach threshold when the visual information from an 
attended saccade target is subsequently processed. In contrast, the multiplicative change 
in response gain that characterizes the reward-related modulation of LIP activity is 
equivalent to changing the amplitude of the steps in activity, such that increased 
motivation results in larger steps and thus fewer steps being required to reach threshold. 
These contrasting mechanisms are consistent with the observed modulation of LIP 
activity and explain how both directed visual attention and increased motivation 
contribute to activity reaching threshold sooner.  
The differing effects of reward observed in the two tasks could be a result of the 
very confound between attention and motivation I was investigating. Since the allocation 
of attention was incompletely controlled in the experiment in chapter 3, where reward 
systematically modulated delay period activity, the modulations associated with changing 
reward levels could be the result of changes in attention. Since reward was varied in 
blocks in this experiment, overall attentiveness could be changing between high reward 
and low reward blocks. Alternatively, since the locations of the cues were consistent and 
confined to one side of the visual field, the subjects could have been paying more atten 
tion to the cue region(s) under high reward conditions. In both cases, the observed 
improvements in behavioral performance and modulation of delay period firing rate by 
reward are consistent with changes in attentional allocation. 
An important distinction is made by this model between the spatially specific 
nature of the attentional shifts in baseline response and the global effects of gain 
modulation associated with motivational changes. The result is that changes due to  
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directed visual attention are restricted to the neurons associated with that part of visual 
space, while motivation enhances the processing of visual stimuli without changing 
overall baseline activity. This distinction between a spatially specific modulation of LIP 
activity levels and spatially non-specific gain modulations was recently proposed by 
Balan & Gottlieb (Balan & Gottlieb, 2006). This study reported that LIP response levels 
were modulated in a spatially specific fashion by the bottom-up effect of visual 
distracters, in much the same way that baseline activity is increased by attentional capture 
cues in my data. Similarly, that study also reports a top-down gain modulation of activity 
driven by behavioral context, consistent with the effects we found for motivational 
modulation of LIP activity.  
While we do not yet know of any specific mechanisms that may underlie these 
modulations of LIP activity, the effects are consistent with many of the previously 
reported influences on LIP activity. LIP receives inputs from a number of areas in which 
spatially specific attentional modulation has been reported, notably the FEF (Thompson 
& Bichot, 2005). Areas such as V4 (McAdams & Maunsell, 1999) and early visual areas 
such as V1, V2 and V3 (Slotnick, Schwarzbach, & Yantis, 2003) also project strongly to 
LIP, although it is thought that attentional effects in these areas may be due to feedback 
from LIP itself. Inputs from areas such as the FEF may exert a directly excitatory 
influence on LIP neurons, or they may disinhibit LIP by reducing local inhibitory tone. 
However, in the latter case, it remains unclear to what extent LIP is under the influence of 
tonic inhibition since muscimol has only a slight effect on saccade latencies (Li et al.,  
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1999; Schiller & Tehovnik, 2003) and bicuculline has no discernable effect on 
oculomotor behavior (Schiller & Tehovnik, 2003).  
Potential mechanisms of motivational gain modulation include the possibility of a 
gating effect with one or more of the reward-related LIP inputs, where the reward signal 
alone is insufficient to drive LIP activity but serves to multiplicatively scale visual 
responses. Examples of multiplication by neural pathways that perform well-defined 
sensorimotor transformations are scarce, although a neuroimaging study combining ERP 
and fMRI techniques recently reported that multiplicative enhancement of early 
exogenous P1 activity in extrastriate cortex by emotional stimuli is preceded by an earlier 
modulation of activity in parietal cortex (Pourtois & Vuilleumier, 2006).   
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Conclusions 
This thesis addressed questions regarding the effects of visual attention and 
motivation on neuronal responses in the lateral intraparietal area in posterior parietal 
cortex. These factors were studied in the specific context of the sensorimotor 
transformation of visual information into a salience map which can be used to guide 
visual behavior, integrating visual input with motivational value and spatial attention. LIP 
is anatomically situated to receive visual and reward-related information, as well as being 
an integral part of the extensive cortico-cortical network believed to control spatial 
attention. Neurons in LIP have been shown to respond to shifts in spatial attention as well 
as changes in the reward contingencies associated with visual stimuli, leading to the 
hypothesis that this area is involved in the selective processing of behaviorally relevant 
visual stimuli. 
We found that the activity of LIP neurons was modulated by both exogenous 
visual attention and current motivational state. Visual attention systematically elevated 
LIP activity in a spatially specific manner, and these changes in neuronal activity were 
inversely correlated with saccade response times on a trial by trial basis. Manipulation of 
the reward associated with visual targets revealed that changes in motivation led to 
multiplicative scaling of visual responses in LIP, a gain modulation that served to 
increase the sensitivity to visual targets without changing overall activity in LIP. Acting 
in concert, the attention-related shifts in sustained activity and motivationally-driven gain 
modulation changed the responsiveness of LIP neurons to visual targets in a manner that 
was directly correlated with saccadic response times. Along with behavioral data showing  
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that both attention and motivation affect the latency of saccades to visual targets, these 
data support the hypothesis that LIP encodes a salience map of the visual world. 
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