Optimal recovery of linear operators in non-Euclidean metrics
Introduction
Given a linear operator Λ acting from a linear space X into a normed linear space Z, the general problem of optimal recovery of Λ on a set W ⊂ X from noisy values of another linear operator I : X → Y , where Y is a normed linear space, may be stated as the problem of finding, for a fixed δ 0, first, the quantity known as the optimal recovery error, and second, a mapping (a method), called an optimal recovery method, on which the infimum in (0.1) is attained. Here, δ describes the noise level in the original information. In the simplest case, when Λ is a linear functional, Y is a finite-dimensional space, and δ = 0, this problem was posed by Smolyak [1] . In particular, he proved that, for a convex centrally-symmetric set W , there is a linear method among the optimal recovery methods. This result and the formulation of the problem itself were published only in his Candidate Thesis and are not widely available. This topic was brought to attention by Bakhvalov [2] , who initiated further studies in this direction. As a result, some optimal recovery methods for specific problems were put forward and the original formulation of the problem was extended to the complex case and to the case when the original information is given with noise (see [3] - [5] ).
E(Λ, W, I, δ) = inf
Subsequently, much research has been devoted to extensions of the original formulation of this problem (see [6] - [14] , and the references given therein). The final (in a sense) result for linear functionals (namely, necessary and sufficient conditions for the existence of an optimal linear method) was put forward in [8] .
The case when a set W , on which the operator Λ is recovered, is also given by some linear operator, W = {x ∈ X : ∥I 1 x∥ Y1 δ 1 }, has also frequently engaged the attention. Here, I 1 : X → Y 1 and Y 1 is a normed linear space. A general result on the existence of an optimal linear method in the case when Y , Y 1 and Z are Hilbert spaces was obtained in the paper [14] , which also contains the first concrete results on the recovery of linear operators. This topic was further developed in [15] - [17] on the basis of methods residing in general principles of the theory of extreme values. However, all these works made crucial use of the Euclidean structure of spaces under study.
The optimal recovery problem of linear operators is closely connected with approximation of these operators by operators with bounded norms (S. B. Stechkin's problem). There is an intimate connection between the approximation errors in these problems, as well as between the corresponding extremal operators-this often helps one to simultaneously solve these problems (see [18] , [19] ). In turn, in some particular cases both these problems result in sharp inequalities for derivatives-this topics has received extensive treatment.
A number of exact solutions to Stechkin's problem and sharp constants in inequalities for derivatives in the operator case (here a metric is not uniform, in which the operator or the derivative is estimated, for otherwise the problem reduces to the functional case) was also obtained for non-Euclidean metrics (exact solutions are conveniently tabulated in [18] ). Nevertheless, only few optimal recovery methods of operators are known explicitly in the non-Euclidean case. One of such examples is given in [6] , Theorem 12 on p. 45 (later, we will consider this example in detail, obtaining for it, as a corollary to our general results, a family of optimal methods). Another example of construction of an optimal method in the non-Euclidean case was proposed in [20] .
The aim of this paper is to obtain a number of general results on recovery of linear operators in the non-Euclidean case. § 1. The general formulation Let T be a nonempty set, Σ be the σ-algebra of subsets of T , and µ be a nonnegative σ-additive measure on Σ. We let L p (T, Σ, µ) (or L p (T, µ), for brevity) denote the space of all classes of Σ-measurable functions with values in R or C, for which
We set
where 1 p, r ∞, and φ( · ) is some function on T .
For an operator Λx(
is some function on T , we consider the recovery problem of Λ on the class W from the function x( · ) ∈ W , which is known with errors on some subset of T . More precisely, we shall assume that, for each function x( · ) ∈ W , one knows the function
It is required to recover Λx( · ) from the function y( · ).
As recovery methods we consider all possible mappings m :
. The error of a method m is defined as e(p, q, r, m) = sup
The quantity
is known as the optimal recovery error, and a method on which this infimum is attained is called optimal. It is easily checked that
It follows that, for any method m, e(p, q, r, m) sup
Now the required inequality follows by taking the infimum on the left over all methods.
The extremal problem emerging on the right of (1.1), known as the dual problem, may be written as
n and q = 1 (the constraint q = 1 is immaterial, because changing y(t) = |x(t)| q reduces the case q p, q r to the one in question), problem (1.2) was examined in [21] in connection with Stechkin's problem.
The emphasis in the present paper is on the construction of optimal recovery methods for an operator Λ. Under this approach, problem (1.2) is studied with the help of the Lagrange function, which enables one in a number of cases (when some two of p, q and r coincide) to obtain explicit expressions both for the value of problem (1.2) and for an optimal recovery method in terms of Lagrange multipliers. In § 6 we consider the cases when these multipliers may be explicitly calculated.
In the present paper, the general scheme for constructing optimal recovery methods is as follows. First we solve the dual problem (1.2) or estimate its value; then a method or a family of methods is constructed whose the error is estimated by the same quantity. As a result, in all cases to be considered below, the quantity E(p, q, r) coincides with the value of problem (1.2); that is, inequality (1.1) becomes an equality. Each time an optimal method on the set T 0 is sought in the form α( · )ψ( · )y( · ), where the function α( · ) plays the role of some filter.
To start with, we give one straightforward result (resembling the sufficient conditions in the Kuhn-Tucker theorem), which will be required in solving the extremal problem (1.2).
Let f j : A → R, j = 0, 1, . . . , n, be functions defined on some set A. Consider the extremal problem
and write down its Lagrange function
Lemma 1. Assume that there exist λ j 0, j = 1, . . . , n, and an element x ∈ A, admissible for problem
Then x is an extremal element for problem (1.3).
Proof. Indeed, for any element x ∈ A, admissible for problem (1.3),
Assume that 1 q < p < ∞, r = q.
(functions φ( · ) and ψ( · ) are assumed to be such that the integrals in (2.1) exist) and that
Moreover, the method
is optimal.
Proof. 1. Lower estimate. The extremal problem (1.2) (for numerical convenience, we raise the quantity to be maximized in the qth power) is as follows:
3)
The Lagrange function for this problem reads as
where
We take x( · ) so as to minimize L(t, x(t), λ 1 , λ 2 ) for each t. It is easily checked that
As a result,
From the definition of λ 1 and λ 2 , we have
The equality
easily follows from the definition of x( · ). Integrating this equality over the set T , this gives ∫
Finally, from (1.1),
2. Upper estimate. We set
To estimate the error of method (2.2) we need to find the value of the extremal problem:
(2.5)
, we rewrite problem (2.5) as follows:
Clearly, the value of this problem agrees with that of the problem
) .
Consequently, for α(t) > 0 and any fixed u > 0, the minimum of the function
Taking into account (2.4) it follows that the functions u( · ) = v( · ) = x( · ) are solutions of problem (2.7). Hence,
It follows that the method m is optimal and the optimal recovery error is as claimed. § 3. The case q = p
Assume that 1 p < r < ∞, q = p and T 0 = T .
(functions φ( · ) and ψ( · ) will be assumed to be such that the integrals in (3.1) exist). Then
Moreover, the method m(y)(t) = α(t)ψ(t)y(t), (3.2)
Proof. The proof is much like that of the previous theorem.
1. Lower estimate. Problem (1.2) (for numerical convenience, we raise the quantity to be maximized in the pth power) is as follows:
We again choose x( · ) so as to minimize L(t, x(t), λ 1 , λ 2 ) for each t. We have
By the definition of λ 1 and
From Lemma 1 it follows that x( · ) is a solution of problem (3.3). Consequently, the value of this problem is ∫ T
|ψ(t) x(t)| p dµ(t).

The equality −p|ψ(t) x(t)|
follows easily from the definition of x( · ). Integrating this equality over the set T , this gives ∫
Finally, from (1.1) we have
Upper estimate.
To estimate the error of method (3.2) one needs to find the value of the following extremal problem:
Clearly, the value of this problem is the same as the value of the problem ∫
The Lagrange function for this problem is as follows:
As a result, for |ψ(t)| p > λ 1 and any fixed v > 0, the minimum of the function
Taking (3.4) into account we see that the functions u(
Thus, the method m is optimal and the optimal recovery error is as claimed. § 4. The case r = p
Assume that 1 q < p = r < ∞. Let χ 0 ( · ) be the characteristic function of the set T 0 :
(functions φ( · ) and ψ( · ) are assumed to be such that the integrals in
Proof. 1. Lower bound. Problem (1.2) (as above, we are dealing with an equivalent problem) is as follows:
It is easily seen from the definition of λ 1 and
Hence, x( · ) is an admissible function for problem (4.2). As a result, the value of this problem is at most ∫ T
|ψ(t) x(t)| q dµ(t).
The equality |ψ(t) x(t)|
is an easy consequence of the definition of x( · ). Integrating this equality over the set T , this gives ∫
2. Upper estimate. An optimal recovery method will be sought in the form
To estimate the error of this method we need to find the value of the following extremal problem:
Using Hölder's inequality,
Hence, the value of problem (4.3) is estimated by
An application of Hölder's inequality to (4.5) gives the bound
Therefore, 
is not smaller than λ 1 δ p + λ 2 and that, for almost all t ∈ T ,
where χ 0 ( · ) is the characteristic function of the set T 0 . Then
Moreover, each of the methods
is optimal, where, for
3) is optimal), and for 1 p < ∞, δ = 0, the condition Proof. From the hypotheses of the theorem and inequality (1.1) it follows that 
|ψ(t)| p x(t) − α(t)y(t)
Similarly to (4.4), we have
(1 − α(t))x(t) + α(t)(x(t) − y(t))
Hence, letting
and taking into account that S(α( · )) 1 by the hypotheses of the theorem and since inequality (5.2) for t ∈ T \ T 0 reads as
Consequently, it follows that
E(p, p, p).
It remains to show that the set of functions α( · ) satisfying conditions (5.4) is nonempty. Setting
we have
Inequality (5.2) shows that S( α( · ))(t) 1.
For δ = 0 we need to estimate the value of the extremal problem ∫
T0
|ψ(t)| p x(t) − α(t)x(t)
Using condition (5.5), this gives
and so, for the method m(y)(
If λ 2 = 0, then |ψ(t)| p λ 1 for almost all t ∈ T 0 and ψ(t) = 0 for almost all t ∈ T \ T 0 . Hence, ∫
T0 ψ(t)x(t) − ψ(t)y(t)
The action of the so-obtained optimal methods can be regarded by the action of the operator being recovered multiplied by some function, the latter may be looked upon as a filter or a smoothing multiplier. For example, for (5.7) the method is as follows:
may be regarded as such a filter.
We shall be concerned with the sets for which the use of filtration may be dispensed with (in other words, this multiplier may be taken to be 1). Besides, we shall be interested in how the original set, on which a noisy information about the function is given, may be reduced without increasing the optimal recovery error. In other words, our aim is to find all the sets on which we may put α(t) = ψ(t) and α(t) = 0.
α(t)ψ(t)y(t), t ∈ T
with α( · ) satisfying conditions (5.4) are optimal. For δ = 0, the methods
are optimal.
From Corollary 1 it follows that there exist optimal methods that use the given noisy information only on the set T 0 . In other words, information on the set T \ T 0 becomes superfluous in the sense that it does not decrease the optimal recovery error. § 6. Optimal recovery of functions from noisy Fourier transform
Let S be the Schwartz space of rapidly decreasing C ∞ -functions on R, S ′ be the corresponding space of distributions, and let F : S ′ → S ′ be the Fourier transform. We let F p denote the space of distributions from S ′ for which
Assume that the Fourier transform of a function
How one should best use this information to recover the kth derivative of the function in the metric F q , 0 k < n? By recovery methods here we mean all possible mappings m : L p (∆ σ ) → F q . The error of a method is, by definition, the quantity e pqr (m) = sup
The optimal recovery error is defined as follows:
m).
A method on which this lower bound is attained is called optimal. It is readily checked that this problem is a particular case of the above general problem with T = R,
We now proceed to apply the results obtained above to the problem in question.
We start with the case 1 r = q < p < ∞. Let
where B( · , · ) is the Euler B-function and
Moreover, the method m(y)(
Proof. Consider equation (2.1), in which we put λ 2 = s −q(n−k) , where s σ is be to specified later. We have
Changing ξ = su, this gives
To specialize to B-functions, we write t = u (n−k)q . As a result,
Using the well-known equality
we find that s = σ δ . The proof is completed by application of Theorem 1.
Note that the case with σ < σ δ requires more sophisticated analysis. For q = 2 the corresponding analysis was given in the paper [20] , which also puts forward the above theorem with q = 2.
Taking into account the remark at the end of § 5, it follows from Theorem 5 that if a function is such that
where 0 k < n, 1 q < p < ∞, and
From this we get the following sharp inequality
Considering even functions x( · ), we have the inequality
which is a particular case of Carlson-Bellman-Levin's inequality [22] (this inequality was carried over to the multidimensional case in [23] ). Now let 1 p = q < r < ∞, 1 k < n and σ = +∞. We set
Proof. Consider equation (3.1), in which we put λ 1 = s kp , where s will be specified later. We have
Changing ξ = s/u, we arrive at the equation
To specialize to B-functions, we write t = u kp . As a result, we have ( 2s kp
Consequently s = s δ . It remains to invoke Theorem 2.
Now we consider the case 1 q < p = r < ∞.
Moreover, the method m(y)(
Proof. In our setting equation (4.1) reads as
.
2 , we obtain the equation f (a) = 0, where
It is readily checked that f (a) → +∞ as a → 0 and
as a → +∞. The function f ( · ) is continuous, and hence there exists a > 0 at which f ( a) = 0. It remains to apply Theorem 3.
For σ = +∞ equation (4.1) may be solved explicitly. In this case we have the following result.
We finally consider the case 1 < p = q = r < ∞. If σ = +∞ and δ = 0, then the recovery problem becomes vacuous, because all the information about the function is available, so we exclude this case hereafter. Given k 1, we set
Next, given k = 0, we take λ 1 = 1,
Theorem 9. Let k, n ∈ Z, 0 k < n and 1 p < ∞. Then
Moreover, the methods m(y)(
for almost ξ ∈ ∆ σ , and for 1 p < ∞, δ = 0, the condition
Proof. In our setting the extremal problem (5.1) reads as
is tangent to this curve at u = δ −p . The curve (6.5) is concave, and hence, for all ξ ∈ R, −|ξ|
If σ σ, then, for all ξ ∈ R, 6) where χ σ ( · ) is the characteristic function of ∆ σ . For sufficiently small ε > 0, we consider the function x ε ( · ) such that
and further,
So, the function x ε ( · ) is admissible in (6.4), and therefore,
Making ε → 0, this gives
For k 1, δ 0 and σ < σ, the tangent to curve (6.5) at the point
is given by v = λ 1 + λ 2 u, where
Since curve (6.5) is concave and since λ 2 |ξ| pn > |ξ| pk for |ξ| > σ, inequality (6.6) is satisfied (with new λ 1 and λ 2 ). For sufficiently small ε 1 , ε 2 > 0, consider the function x ε1,ε2 ( · ) such that
, and c will be specified later. We have
and moreover,
For ε 1 → 0 and δ > 0
Hence, setting
As a result, the function x ε1,ε2 ( · ) is admissible in (6.4), and hence,
Making ε 1 and ε 2 tend to zero, this establishes
Let k = 0 and σ < +∞. Then λ 1 = 1, λ 2 = σ −pn . It is readily checked that inequality (6.6) also holds in this case. The same function x ε1,ε2 (with ξ 0 = 0) is easily seen to be admissible in problem (6.4). Hence,
Making ε 1 and ε 2 to zero, we see that
It remains to consider the case when k = 0 and σ = +∞. Now λ 1 = 1, λ 2 = 0. It is clear that (6.6) holds. For sufficiently small ε > 0, consider the function x ε ( · ) such that
as ε → 0. This shows that, for sufficiently small ε > 0, the function x ε ( · ) is admissible in problem (6.4). Hence,
Now the assertion of Theorem 9 follows from Theorem 4.
From Theorems 6, 8 and 9 one may get sharp Carlson-type inequalities as in (6.1) and (6.2) .
Similarly to Corollary 1 we have the following result.
For p = 2 the corresponding recovery problem of the derivative on the Sobolev class W n 2 = F n 2 was examined in [16] (see also [24] ). § 7. The discrete case If T = N and µ({j}) = 1, then the corresponding space L p (T, µ), 1 p < ∞, agrees with the space l p , which consists of the vectors x = (x 1 , x 2 , . . .) such that
Assume we are given an operator Λ :
where the sequence |µ j |/|ν j | is bounded for sufficiently large j (this condition implies that Λx ∈ l p for all x ∈ W p ). Let us consider the problem of optimal recovery of the values of an operator Λ on the set W p from noisy information on the coordinates x 1 , . . . , x N . More precisely, it is assumed that, for any x ∈ W p , one knows the vector y = (y 1 , . . . , y N The quantity
is the optimal recovery error, and a method on which this lower bound is attained is called optimal. We shall assume that ν j ̸ = 0 for all j N + 1. We set
where co Ω is the convex hull of a set Ω. Consider the function θ( · ) on [0, ∞) defined by θ(t) = max{x | (t, x) ∈ M }. Clearly, θ( · ) is a concave broken line (see Fig. 1 ). 
where α j satisfies conditions (7.1), are optimal.
From Corollary 3 it follows that the valuable information about a given noisy vector x consists of the coordinates x, whose numbers are contained in the set D. Moreover, for numbers from the set D 0 one may apply a method that acts on the coordinates exactly as the operator being recovered. Figure 2 illustrates the form of the sets D and D 0 .
Рис. 2
In the case of recovery of the derivative from noisy Fourier coefficients, the above recovery problem was solved in the Euclidean case in [15] , and in a more general setting, in [25] , but again in the Euclidean framework (in both cases no family of methods was provided).
We now apply the results of Theorem 10 to the example from [6] (Theorem 12 on p. 45). In this example µ j = 1, j ∈ N (in fact, [6] considers sequences on Z, but this is immaterial). We set B = min 2. For C = 0, θ(t) = 1 + t/A p and all methods (7.2) , in which
