Abstract This paper presents a novel technique for separating convolutive mixtures of statistically independent non-Gaussian signals without resorting to an a priori knowledge of the sources or the mixing system. This problem is solved in the frequency domain by transforming the convolutive mixture into several instantaneous mixtures which are independently separated using blind source separation (BSS) algorithms. First, the instantaneous mixture at one frequency is solved using the joint approximate diagonalization of eigenmatrices (JADE) technique, and the other mixtures are then separated using the mean squared error (MSE) criterion. As a special case of this method, we consider the separation of non-Gaussian temporally white signals transmitted in blocks with zero padding between them.
Introduction
Blind source separation (BSS) consists of recovering a set of unknown signals (sources) from mixtures recorded by an array of sensors (observations). The term blind (or unsupervised) refers to the fact that the sources and the mixing system are completely unknown [2] . Since the seminal work of [6, 9] , rising research interest in BSS has been motivated by the huge variety of application areas where this problem appears [10] : audio processing, image compression, digital communication, etc.
The mixtures are often considered as instantaneous and linear, so that each observation is a sum of differently weighted sources. Assuming this model, the sources can be recovered by using a multiple-input multiple-output (MIMO) system whose coefficients are adapted by using a given statistical criterion. However, in many real-world applications, such as acoustics [11, 13] , motor monitoring [8] , and digital communication [7] , each source contributes to the sum with multiple delays corresponding to multiple paths. The observations are then modeled as convolutive mixtures of the sources. Finding a solution to this problem is more complex than in the case of instantaneous mixtures because the separating system must recover all the sources and eliminate the memory of the mixing system.
It is interesting to note that a convolutive mixture can be transformed into several instantaneous mixtures by using a time-to-frequency transform. This interpretation allows the separation problem to be decomposed into smaller problems at each frequency. However, if the instantaneous mixture at each frequency is independently separated, the frequency-domain sources can be recovered with a different order and gain. When this undesirable situation occurs, the time-domain sources cannot be recovered using a frequency-to-time transform.
The classical scheme for solving permutation/gain indeterminacy consists of including additional stages in the separating system. For a review of this approach, the reader is referred to [14] . Capdevielle et al. [3] have proposed a method to avoid the permutation indeterminacy by recovering the continuity of the frequency spectra. Due to the independence of the sources, the cross-correlation between the frequency-domain outputs corresponding to different sources is zero and, therefore, the frequency-domain outputs corresponding to the same source can be determined by maximizing the cross-correlation between them. This idea has also been used in [8, 15] . The disadvantage of this method is its high computational cost, since the Fourier transform is calculated with a window shift of one point. In addition, it can only be used for temporally colored sources. Computationally less expensive methods for solving the permutation indeterminacy have been proposed in [7, 12] for temporally white sources. The idea is also to cluster the outputs taking into account the statistical dependence between frequency-domain outputs corresponding to the same source, but the discrete Fourier transform (DFT) is applied to nonoverlapped windows: Mejuto et al. [12] have proposed maximizing fourth-order cross-cumulants while Dapena et al. [7] utilize cross-correlation.
To the best of our knowledge, gain indeterminacy for the case of temporally white sources has been addressed only in Dapena et al. [7] . The idea consists of estimating the scale introduced at each frequency by considering the cross-correlation between frequency-domain outputs and the convergence point of the BSS algorithm used to separate the instantaneous mixture at each frequency.
The main contribution of this work is to present a separating system that does not suffer from permutation/gain indeterminacy. We will show that if the sources in different frequencies are uncorrelated and independent, permutation/gain indeterminacy can be avoided by selecting the separating coefficients in order to minimize the mean squared error (MSE) between the frequency-domain outputs in adjacent frequencies. Using this strategy, all the frequency-domain sources are extracted with the same order and gain, and the sources can be recovered using the frequency-to-time transform.
This paper is structured as follows. In Sect. 2, we describe the signal model. In Sect. 3 we present the main idea to avoid the permutation/gain indeterminacy and we propose the novel system. Section 4 particularizes the system to the case of temporally white signals transmitted in burst. Section 5 presents some simulation results, and Sect. 6 contains the conclusions. . . , N, termed sources, whose exact probability density function is unknown. We only assume that they are complex-valued, zero-mean, stationary, non-Gaussian distributed, and statistically independent. These hypotheses are satisfied in a large number of applications.
In the basic BSS problem, the observations consist of a sum of differently weighted sources. In matrix notation, the vector of observations x(n) = [x 1 (n), . . . , x M (n)] T can be written as
where
T is the vector of sources and A is an M × N matrix. The sources can be recovered from the observations by using a MIMO system whose output is a linear combination of the observations,
where W is the M × N separating matrix. The aim in BSS is to select the matrix W to recover all the sources from the observations, without using training sequences or information about the mixing system. Note that, combining both (1) and (2) together, the outputs can be written as a linear combination of the sources
where G = W H A is an N × N matrix representing the overall mixing/separating system. From this (3), it can be concluded that the sources are recovered when the matrix G has the form
where is an N × N diagonal invertible matrix and P is an N × N permutation matrix. This means that BSS algorithms can permute and scale the sources.
In many real-world applications, the sources are received at the antennas by multiple paths [14] . In this case, the observations are expressed as convolutive mixtures of the sources
where A(l) is an unknown M × N matrix representing the mixing system whose elements, a ij (l), model the propagation conditions from the j th source to the ith observation. One way of solving the convolutive problem consists in transforming the convolutive mixture into several instantaneous mixtures by using the Fourier transform given by
. . , L − 1 denotes the frequency and L denotes the number of points in the DFT. Using the properties of the DFT, the frequency-domain observation vector at each frequency is an instantaneous mixture of the frequencydomain sources given by
where A[ω k ] represents the mixing coefficients in the frequency domain. As a result, we can recover the frequency-domain sources by using a MIMO system with output
where W[ω k ] is the M × N coefficients matrix which is typically obtained using BSS algorithms proposed in the case of instantaneous mixtures. Notice that BSS algorithms for instantaneous mixtures suffer from the permutation/gain indeterminacy given in (4). This means that if the separating system at each frequency is computed independently, the frequency-domain sources can be recovered in a different order (permutation indeterminacy) and with different gain (gain indeterminacy). When this occurs, the sources cannot be recovered using the inverse DFT (IDFT).
The FD-BSS Cascade System
We assume the following conditions. C1. The convolutive mixture can be transformed into several instantaneous mixtures using the DFT given in (6).
C2. The cross-correlation between the sources in different frequencies (ω k and ω r ) satisfies
where the cross-correlation is estimated by sample averaging over the R samples
C3. The mixing matrix A[ω] in all the frequencies is invertible. Figure 1 shows the proposed separating system. Each particular observation, x j (t), j = 1, . . . , M, is split into nonoverlapped segments of L points and the L-DFT is computed over them. The next step consists in computing the separating coefficients at one specific frequency, denoted by ω r , by using a given unsupervised algorithm whose output, y[ω r , n], will be used as reference in the adjacent frequencies r − 1 and r + 1. The separating matrices in these frequencies, W[ω r−1 ] and W[ω r+a ], are computed by using the MSE criterion defined by
where k is an N ×N diagonal matrix that must be determined by taking into account the statistics of the sources. Notice that condition C2 guarantees that the frequencydomain sources corresponding to the same time-domain sources are correlated and, It is well known that the solution to the MSE criterion (12) is given by
is not full rank, a pseudo-inverse is computed instead of the inverse in ( 
The Matrix k
We will determine the form of matrix k in order to ensure the same permutation and gain in all the frequencies. Using
. By a similar reasoning, the other term in equation (14) can be written as follows:
Substituting (15) and (16) in (13), the separating matrix takes the form
Using this equation we can express the gain matrix at the k-th frequency as follows:
where 
As a result, the matrix k must be computed by inverting the matrix P[ω k , ω r ] given in (19).
The Reference Frequency
A new question arises when the convolutive problem is transformed into instantaneous mixtures: not all instantaneous separation algorithms are designed for separating mixtures of complex-valued sources. In addition, the convergence of some algorithms, like Complex FastICA [1] , depends on the selection of some nonlinear functions and step-size parameters. In order to separate the sources at the reference frequency, we have selected the blind identification algorithm by joint approximate diagonalization of eigenmatrices (JADE) proposed in [4] , which works with complex-valued signals and whose convergence does not depend on nonlinearities. The JADE algorithm can be described by the following steps (a MATLAB implementation of JADE is available on www.tsi.enst.fr/~cardoso/guidesepsou.html): 
where z i = z i [ω r ] and c 4 (·) represents the fourth-order cross-cumulant, Although in most cases JADE provides an adequate separation, we have observed that the degree of separation depends on the eigenvalue spread of the matrix diagonalized in Step 5. We propose the following procedure to select the reference frequency:
-Set as reference frequency r = 0.
-Step 1: Compute JADE for the frequency ω r and evaluate the eigenvalue spread of the matrix diagonalized in Step 5. We define the eigenvalue spread as follows:
where λ i , i = 1, 2 . . . denotes the eigenvalues of this matrix, with λ i > λ i+1 . -Step 2: If the eigenvalue spread is less than a threshold β, use this frequency as reference. If this is not the case, set r = r + 1 and go to Step 1.
If the eigenvalue spread is greater than β for all the frequencies, we set r to the frequency with the lowest eigenvalue spread. Note that this procedure increases the computational load because JADE is used in several frequencies. As shown in Sect. 5, however, this scheme significantly improves the performance of the FD-BSS cascade system.
A Particular Case: Temporally White Sources
In this section, we particularize the results presented in Sect. 3.1 to the case of temporally white stationary sources. In order to satisfy condition C1, we assume that the sources are transmitted in bursts with guard time between frames. First, we are going to introduce a more convenient notation to represent the terms in (7) . Recall that the ith frequency-domain observation has been obtained by applying the L-DFT to nonoverlapped windows, as is shown in (6) . In a compact form, this can be written as
is a window containing L samples of the ith observation.
In addition, assuming that the mixing system can be modeled as a finite impulse response (FIR) filter of order P , the entries in the mixing matrices
where a ij = [a ij (0), a ij (1) , . . . , a ij (P − 1)] T contains the P nonzero values representing the propagation coefficients andf k(0:
Considering that the sources are transmitted in frames of K samples, s j (n + 1) , . . . , s j (n + K − 1)] T , the j th frequency-domain source can be written as
In the other case, where r = k + 1, the parameter α k is given by
Note that the parameters K and L must be selected in order to guarantee that K/L is not integer.
Simulation Results
In this section, we will illustrate the behavior of the proposed separating system. We have used complex-valued temporally white sources (4-QAM) divided in blocks of K = 11 symbols. The mixing system is modeled as FIR filters of P = 6 taps with randomly generated coefficients. The L-DFT has been applied to nonoverlapped windows of L = K + P − 1 = 16 points of the observations. In order to show the importance of solving the permutation/gain indeterminacy, we have performed an experiment using JADE to separate the frequency-domain mixtures in the 16 frequencies. The blocks contain 5,000 symbols of the frequencydomain sources. Figure 2 shows the real and the imaginary parts of the coefficients into the 2 × 2 gain matrices G[ω k ], k = 0, . . . , 15. It is apparent that some frequencydomain sources have been recovered in a different order and with different complexvalue gains. As a result, the sources have not been recuperated using the IDFT, as can be seen in Fig. 4(a) .
For this experiment, Fig. 3 shows the gains obtained in all the frequencies using the FD-BSS cascade system proposed in Sect. 3 taking r = 0 as a reference. It is apparent that the frequency-domain sources have been recovered in the same order and with the same gain. This allows an adequate estimation of the time-domain sources to be obtained, as can be seen in Fig. 4(b) .
In the second experiment, we have compared the error probability obtained using the following strategies: -The mixtures in all the frequencies are separated by using JADE. In this case, the permutation/gain ambiguity is not eliminated. -The permutation indeterminacy is solved using the method proposed in [12] , and the gain indeterminacy is solved using the method proposed in [7] . -Both the permutation and the gain indeterminacies are solved using the approach proposed in [7] . -FD-BSS cascade system with r = 0. -FD-BSS cascade system selecting the reference frequency using the procedure described in Sect. 3.2 with β = 0.02. In order to clarify the selection of parameter β, we have performed 1,000 independent simulations varying the reference frequency from 0 to 15. We have evaluated the eigenvalue spread (22) in Step 5 of JADE and the final error probability. The block size has been 5,000 symbols. The results are plotted in Fig. 5 . Note that a poor performance has been obtained in some cases where the eigenvalue spread is close to 0.01. For this reason, we have selected β = 0.02. Table 1 shows the error probability obtained for 1,000 independent simulations and considering blocks of 3,000, 5,000, and 7,000 symbols. It is apparent that the [12] Permutation [7] Cascade Cascade & Gain [7] &G a i n [ 7] ( r = 0) (β = 0.02) FD-BSS cascade system provides a better performance than the other approaches. The improvement is considerably greater when the reference frequency is selected using the procedure described in Sect. 3.2 with β = 0.02. We have also evaluated the time required to recover 5,000 frequency-domain symbols of each source, this being the intermediate value in our experiment. For the case of the FD-BSS cascade system with parameter β = 0.02, we have averaged the results of 1,000 independent simulations. Table 2 shows the error probability and the time measured using MATLAB code running in a Centrino Duo Processor at 1.66 GHz. The low computational load of the FD-BSS cascade system is apparent. Notice that using β = 0.02 the time remains low and the probability error is considerably reduced.
Conclusions
This paper proposes a simple technique to separate convolutive mixtures of statistically independent sources without resorting to an a priori knowledge of the sources or the mixing system. It has been shown that, in those applications where there is statistical dependence between the frequency-domain sources in different frequencies, it is possible to solve the permutation/gain indeterminacy by using a simple MSE-based unsupervised strategy. The basic idea is to separate the instantaneous mixtures using a cascade strategy beginning at a specific frequency (reference frequency), which is separated using a well-known unsupervised algorithm. The other instantaneous mixtures are then separated using the MSE criterion. Finally, the time-domain sources are recovered by applying the IDFT to the frequency-domain outputs.
The separation degree obtained at the reference frequency is an important issue, since any errors are propagated through the cascade system. In order to separate the sources at this frequency, we have used the blind identification algorithm JADE, which works with complex-valued signals and whose convergence does not depend on nonlinearities. We have determined that JADE provides an adequate separation when the eigenvalue spread of the matrix to be diagonalized is greater than a given threshold. This simple selection rule produces a very good performance in comparison with previous approaches. Simulation results show that the proposed system is a promising strategy for signal detection and wideband digital communication. For these applications, however, the proposed scheme needs to be extended to take into account other undesirable effects such as noise and synchronization errors.
