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Abstract
Graphs can be used to represent and reason about real world systems and a variety
of metrics have been devised to quantify their global characteristics. An important
property is robustness to failures and attacks, which is relevant for the infrastructure
and communication networks that power modern society. Prior work on making
topological modifications to a graph (such as adding edges) in order to increase
robustness is typically based on local and spectral properties or a shallow search
since robustness is expensive to compute directly. Such strategies, however, are
necessarily suboptimal. In this work, we present RNet-DQN, a solution that uses
Reinforcement Learning to address the problem of improving the robustness of
graphs in the presence of random and targeted removals of nodes. In particular,
the approach relies on changes in the estimated robustness as a reward signal and
Graph Neural Networks for representing states. Experiments on synthetic graphs
show that this approach can deliver performance superior to existing methods
while being much cheaper to evaluate and generalizing to out-of-sample graphs,
including graphs larger than those used during training. The approach is readily
applicable to optimizing other global structural properties of graphs.
1 Introduction
Graphs are mathematical abstractions that can be used to model a variety of systems, from infrastruc-
ture and biological networks to social structures. Various methods for analyzing networks have been
developed: these have been often used for understanding the systems themselves and range from
mathematical models of how families of graphs are generated [49, 3] to measures of centrality for
capturing the roles of vertices [8] and global network characteristics [39] just to name a few.
A measure that has attracted significant interest from the network science community and practitioners
is robustness [38] (sometimes called resilience), which is typically defined as the capacity of the
graph to withstand random failures, targeted attacks on key nodes, or some combination thereof.
A network is considered robust if a large fraction (critical fraction) of nodes have to be removed
before it becomes disconnected [14], its diameter increases [2], or its largest connected component
diminishes in size [7]. Previous work has focused on the robustness of communication networks such
as the Internet [15] and infrastructure networks used for transportation and energy distribution [12].
In many practical cases, the goal is not to build robust networks from scratch, but to improve existing
ones by modifying their structure. For example, Beygelzimer et al. [7] approach this problem
by considering edge addition or rewiring, based on random and preferential (wrt. node degree)
modifications. In [42] the authors propose a “greedy" modification scheme based on random edge
selection and swapping if the resilience metric improves. Another line of work focuses on the spectral
decomposition of the graph Laplacian, and using properties such as the algebraic connectivity [46]
and effective graph resistance [47] to guide modifications. While simple and interpretable, these
strategies may not yield the best solutions or generalize across networks with varying characteristics
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Figure 1: Illustration of an MDP trajectory. The agent is provided with a start state S0 = (G0,∅). It
must make L = 3 edge additions over a sequence of 6 node selections, receiving rewards proportional
to the value of an objective function F applied to the graph. In this case, F quantifies the robustness
of the network to targeted node removal, computed by removing nodes in decreasing order of their
degree and in decreasing order of the labels if two nodes have the same degree. The graph is improved
from F(G0) = 0.1 to F(G6) = 0.7. Chosen actions and the corresponding edges are highlighted.
and sizes. Certainly, better solutions may be found by exhaustive search, but the time complexity
of exploring all the possible topologies and the cost of computing the metric render this strategy
infeasible. We thus ask whether generalizable robustness improvement strategies can be learned.
In this work, we propose addressing this question in the Reinforcement Learning (RL) framework.
We formalize the process of adding edges to a graph as a Markov Decision Process (MDP) in which
rewards are proportional to the improvement measured through a graph-level objective function. We
consider two objective functions that quantify robustness as the critical fraction of the network in
the presence of random failures and targeted attacks. Inspired by recent successes of RL in solving
combinatorial optimization problems on graphs [5, 28], we make use of Graph Neural Network (GNN)
architectures [20] together with the Deep Q-Network (DQN) [36] algorithm. Recent work in goal-
directed graph generation and improvement considers performing edge additions for adversarially
attacking GNN classifiers [17] and generating molecules with certain desirable properties using
domain-specific rewards [50]. In contrast, to the best of our knowledge, this is the first time that RL
is used to learn how to optimize a global structural property of a graph. While in this paper we focus
on robustness, other intrinsic global properties of graphs can be used as optimization targets.
The contribution of this paper is twofold. Firstly, we propose using RL as a framework for improving
global structural properties of graphs and provide an MDP formulation suitable for a generic graph-
level objective. Secondly, focusing on the robustness of graphs under failures and attacks as a core
case study, we offer an in-depth empirical evaluation of this approach that demonstrates significant
advantages over the state of the art in this domain, both in terms of the quality of the solutions found
as well as the time complexity of model evaluation. Since this approach addresses the problem of
building robust networks with a DQN, we name it RNet–DQN.
The remainder of the paper is structured as follows. We provide the formalization of the problem
as an MDP and define the robustness measures in Section 2. Section 3 describes state and action
representations for deep RL using GNNs. We describe our experimental setup in Section 4, and
discuss our main results in Section 5. In Section 6 we present possible avenues for future research.
Finally, in Section 7 we review and compare the key works in this area and conclude in Section 8.
2 Modeling Graph Robustness for Reinforcement Learning
MDP Preliminaries. An MDP is one possible formalization of decision making processes. The
decision maker, called agent, interacts with an environment. When in a state s ∈ S, the agent must
take an action a out of the set A(s) of valid ones, receiving a reward r governed by the reward
function R(s, a). Finally, the agent finds itself in a new state s′, depending on a transition model
P that governs the joint probability distribution P (s′, a, s) of transitioning to state s′ after taking
action a in state s. This sequence of interactions gives rise to a trajectory. The agent’s goal is to
maximize the expected (possibly discounted) sum of rewards it receives over all trajectories. The
tuple (S,A,P,R, γ) defines this MDP, where γ ∈ [0, 1] is a discount factor. We also define a policy
pi(a|s), a distribution of actions over states, which fully determines the behavior of the agent. Given
a policy pi, the state-action value function Qpi(s, a) is defined as the expected return when starting
from s, taking action a, and subsequently following policy pi.
2
Modeling Graph Construction. LetG(N) be the set of labeled, undirected, unweighted, connected
graphs with N nodes; each such graph G = (V,E) consists of a vertex set V and edge set E. Let
G(N,m) be the subset ofG(N) with |E| = m. We also let F : G(N) → [0, 1] be an objective function,
and L ∈ N be a modification budget. Given an initial graph G0 = (V,E0) ∈ G(N,m0), the aim is to
perform a series of L edge additions to G0 such that the resulting graph G∗ = (V,E∗) satisfies:
G∗ = argmax
G′∈G′
F(G′),
where G′ = {G = (V,E) ∈ G(N,m0+L) | E0 ⊂ E}.
This combinatorial optimization problem can be cast as a sequential decision-making process. In
order to enable scaling to large graphs, the agent has to select a node at each step, and an edge is
added to the graph after every two decisions (see [17]). Tasks are episodic; each episode proceeds
for at most 2L steps and we thus set γ = 1 since we are in the finite horizon case. A trajectory
visualization is shown in Figure 1. Formally, we map our problem to an MDP as follows:
1. State: The state St is a tuple (Gt, σt) containing the graph Gt = (V,Et) and an edge stub
σt. σt can be either the empty set ∅ or the singleton {v}, where v ∈ V .
2. Action: At corresponds to the selection of a node in V . Letting the degree of node v be dv ,
available actions are defined as:
A(St = ((V,Et),∅)) = {v ∈ V | dv < |V | − 1}
A(St = ((V,Et), {σt})) = {v ∈ V | (σt, v) /∈ Et}
3. Transitions: The transition model is defined as P (St = s′|St−1 = s,At−1 = a) = δStS′ ,
where S′ =
{
((V,Et−1 ∪ (σt−1, a)) ,∅) , if 2 | t
((V,Et−1) , {a}) , otherwise
4. Reward: The reward Rt is defined as follows:
Rt =
{F(Gt)−F(G0), if t = 2L
0, otherwise
Definition of Objective Functions for Robustness. In this study, we are interested in the robust-
ness of graphs as objective functions. Given a graph G, we let the critical fraction p(G, ξ) ∈ [0, 1]
be the minimum fraction of nodes that have to be removed from G in some order ξ for it to become
disconnected (i.e., have more than one connected component). Connectedness is a crucial operational
constraint and the higher this fraction is, the more robust the graph can be said to be. We note that
the order ξ in which nodes are removed can have an impact on p, and corresponds to different attack
strategies. We consider both random permutations ξrandom of nodes in G, as well as permutations
ξtargeted, which are subject to the constraint that nodes must appear in the order of their degree, i.e.,
∀v, u ∈ V. ξtargeted(v) ≤ ξtargeted(u) ⇐⇒ dv ≥ du
We define the objective functions F in the following way:
1. Expected Critical Fraction to Random Removal:
Frandom(G) = Eξrandom [p(G, ξrandom)]
2. Expected Critical Fraction to Targeted Removal:
Ftargeted(G) = Eξtargeted [p(G, ξtargeted)]
As there are currently no closed-form expressions to compute these quantities, we use Monte Carlo
(MC) sampling to estimate them. In the remainder of the paper, we useFrandom(G) andFtargeted(G)
to indicate their estimates obtained in this way. We highlight that evaluating an MC sample has time
complexity O(|V | × (|V |+ |E|)): it involves checking connectedness (an O(|V |+ |E|) operation)
after the removal of each of the O(|V |) permutation nodes. Typically, many such samples need to be
used to obtain a low-variance estimate of the quantities. Coupled with the combinatorial number of
possible topologies, the high cost renders even shallow search methods infeasible in this domain.
3
3 Learning to Build Robust Graphs with Function Approximation
We will now discuss a scalable approach for learning how to build robust graphs starting from the
modeling of the problem described in Section 2. While this formulation may allow us to work with
a tabular RL method, the number of states quickly becomes intractable – for example, there are
approximately 1057 labeled, connected graphs with 20 vertices [25]. We thus require a means of
considering graph properties that are label-agnostic, permutation-invariant, and generalize across
similar states and actions. Graph Neural Network architectures address these requirements. In
particular, we use a graph representation based on a variant of structure2vec (S2V) [16], a GNN
architecture inspired by mean field inference in graphical models. 1 Given an input graph G = (V,E)
where nodes v ∈ V have feature vectors xv , its objective is to produce for each node v an embedding
vector µv that captures the structure of the graph as well as interactions between neighbors. This is
performed in several rounds of aggregating the features of neighbors and applying an element-wise
non-linear activation function such as the rectified linear unit. For each round k ∈ {1, 2, ...,K}, the
network simultaneously applies updates of the form:
µ(k+1)v = relu(θ
(1)xv + θ
(2)
∑
u∈N (v)
µ(k)u )
where N (v) is the neighborhood of node v. We initialize embeddings with µ(0)v = 0 ∀v ∈ V , and
let µv = µ
(K)
v . Once node-level embeddings are obtained, permutation-invariant embeddings for a
subgraph S can be derived by summing the node-level embeddings: µ(S) = ∑vi∈S µvi . The node
features xv are one-hot 2-dimensional vectors representing whether v is the edge stub.
We use Q-learning [48], which estimates the state-action value function Q(s, a) introduced earlier,
and derives a deterministic policy that acts greedily with respect to it. The agent interacts with the
environment and updates its estimates according to:
Q(s, a)← Q(s, a) + α[r + γ max
a′∈A(s′)
Q(s′, a′)−Q(s, a)]
In the case of high-dimensional state and action spaces, solutions that use a neural network for
estimating Q(s, a) have been successful in a variety of domains ranging from general game-playing
to continuous control [36, 33]. In particular, we use the DQN algorithm: a sample-efficient method
that improves on neural fitted Q-iteration [41] by use of an experience replay buffer and an itera-
tively updated target network for state-action value function estimation. Specifically, we use two
parametrizations of the Q-function depending on whether an edge stub is selected:
Q(St = (Gt,∅), At) = θ(3)relu (θ(4) [µAt , µ(Gt)])]
Q(St = (Gt, {σt}), At) = θ(5)relu (θ(6) [µσt , µAt , µ(Gt)])]
where [ ·, ·] represents concatenation. One of the advantages of GNNs is that they allow the parameters
Θ = {θ(i)}6i=1 to be learned in a goal-directed fashion for the RL objective. This enables learning
permutation-invariant node embeddings that are relevant to robustness in the presence of targeted and
random removals for the graphs under consideration.
4 Experimental Setup
Learning Environment. We build a learning environment that allows for the definition of an
arbitrary graph objective function F and provides a standardized interface for agents.
Graph Models. We study performance on graphs generated by the following models:
• Erdo˝s–Rényi (ER): A graph sampled uniformly out of G(N,m) [18]. We use m = 20100 ∗
N∗(N−1)
2 , which represents 20% of all possible edges.
• Barabási–Albert (BA): A growth model where n nodes each attach preferentially to M
existing nodes [3]. We use M = 2.
1We note that the problem formulation does not depend on the specific GNN or RL algorithm used. While
further advances developed by the community in these areas can be incorporated (e.g., [35, 23]), in this paper we
focus on aspects specific to the challenges of optimizing the global properties of graphs.
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Random LDP FV ERes Greedy RNet–DQN
Objective G L avg best
Frandom BA 2 0.018±0.001 0.036 0.051 0.053 0.033 0.051±0.001 0.057
5 0.049±0.002 0.089 0.098 0.106 0.079 0.124±0.001 0.130
10 0.100±0.003 0.158 0.176 0.180 0.141 0.211±0.001 0.222
ER 2 0.029±0.001 0.100 0.103 0.103 0.082 0.098±0.001 0.104
5 0.071±0.002 0.168 0.172 0.175 0.138 0.164±0.001 0.173
10 0.138±0.002 0.238 0.252 0.253 0.217 0.240±0.001 0.249
Ftargeted BA 2 0.010±0.001 0.022 0.018 0.018 0.045 0.042±0.001 0.047
5 0.025±0.001 0.091 0.037 0.077 0.077 0.108±0.001 0.117
10 0.054±0.003 0.246 0.148 0.232 0.116 0.272±0.002 0.289
ER 2 0.020±0.002 0.103 0.090 0.098 0.149 0.122±0.001 0.128
5 0.050±0.002 0.205 0.166 0.215 0.293 0.268±0.001 0.279
10 0.098±0.003 0.306 0.274 0.299 0.477 0.461±0.003 0.482
Table 1: Mean cumulative reward per episode obtained by the agents on graphs with |V | = 20,
grouped by objective function, graph family, and number of edge additions L.
Baselines. We compare against the following approaches previously proposed in the literature:
• Random: This strategy randomly selects an available action.
• Greedy: This approach uses lookahead and selects the action that gives the biggest improve-
ment in the estimated value of F over one edge addition.
• Preferential: Previous works have considered preferential additions between nodes with the
two lowest degrees [7], connecting a node with the lowest degree to a random node [46] or
connecting the two nodes with the lowest degree product [47], i.e., adding an edge between
vertices v, u that satisfy argminv,u dv · du. We find the latter works best in all settings
tested, and refer to it as LDP.
• Fiedler Vector (FV): Introduced in [46], this strategy adds an edge between vertices v, u that
satisfy argmaxv,u |yv − yu|, where y is the Fiedler vector i.e., the eigenvector of the graph
Laplacian L corresponding to the second smallest eigenvalue.
• Effective Resistance (ERes): Introduced in [47], this strategy selects vertices v, u that satisfy
argmaxv,u Ωv,u. Ωv,u is the pairwise effective graph resistance of nodes v, u, defined as
(Lˆ−1)vv + (Lˆ−1)uu − 2(Lˆ−1)vu, where Lˆ−1 is the pseudoinverse of L.
Experimental Procedure. We consider graphs with |V | = 20 and allow agents a number of edge
additions L proportional to a percentage τ of total possible edges. We use τ ∈ {1, 2, 5}, which yields
L ∈ {2, 5, 10}. To estimate the value of the objective functions, we use 2|V |Monte Carlo simulations.
The performance of all agents is evaluated on a set Gtest with |Gtest| = 102 generated using the ER
and BA models. Confidence intervals are computed by repeating the evaluation process (and training,
where applicable) with 50 different random initializations. When repeating the evaluation for larger
graphs, we generate new sets of test graphs considering |V | ∈ {30, 40, 50, 60, 70, 80, 90, 100} and
scale m (for ER), L, and the number of MC simulations accordingly.
For RNet–DQN, we train on a disjoint set of graphsGtrain. We periodically measure performance on
another set Gvalidate, storing the best model found. We use |Gtrain| = 104 and |Gvalidate| = 102.
Training is performed separately for each graph family, objective function F , and value of L. No
hyperparameter tuning is performed due to computational constraints. Details of the hyperparameters,
implementation, and running costs are provided in the supplementary material.
5 Results
In Table 1, we present the main results of our experimental evaluation. Across all settings tested,
the policies learned by RNet–DQN performed significantly better than random. The best model
obtained the highest performance in 8 out of 12 settings tested, while the average performance is at
least 89% of that of the best-performing configuration. For BA graphs, RNet–DQN obtained the best
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Figure 2: Performance on the validation set as a function of training steps. Note the different x-axis
scales: more training steps are typically required for longer edge addition sequences.
performance across all tasks tested. For ER graphs, ERes performed slightly better when considering
Frandom, while for Ftargeted the greedy baseline performed better for shorter sequences.
We also display the evolution of the validation loss during training in Figure 2, averaged across the 50
different runs. We observe that for Frandom the network with randomly initialized parameters already
yields reasonable policies, and training brings some improvement. In contrast, the improvements
for Ftargeted are much more dramatic. This is consistent with the gap observed between the trained
model and the random baseline for the two objective functions.
Scaling to Larger Graphs. Perhaps the most desirable property of the proposed approach is the
ability to train on small graphs and perform predictions on larger graphs. Learning on smaller
graphs can be performed more quickly due to the reduced cost in constructing the representation,
evaluating the objective function, and the lower number of actions to consider. Thus, we use the
models trained on graphs of size |V | = 20 as described in Section 4 and evaluate their and the
baselines’ performance on graphs with up to |V | = 100 (only up to |V | = 50 for greedy due to
computational cost, see next paragraph). We show the results obtained in Figure 3. We find that the
relative performance of RNet–DQN decreases little for Frandom, and especially for BA graphs we
observe strong out-of-sample generalization. For Ftargeted the performance decays rapidly, obtaining
worse performance than the baselines for graphs with |V | = 50 and up. This suggests that the learned
embeddings are no longer relevant for improving the objective function beyond a particular size
multiplier due to changes in the structural properties of the graphs.
Time Complexity. We also compare the time complexities of all approaches considered below.
• RNet–DQN: O(|V | × (|V |+ |E|)) operations at each step: constructing node embeddings
and, based on these embeddings, estimating Q(s, a) for all valid actions.
• Random: O(1) for sampling, assuming the environment checks action validity.
• Greedy: O(|V |4×(|V |+ |E|)). The improvement in F is estimated for allO(|V |2) possible
edges. For each edge, this involves O(|V |) MC simulations. As described in Section 2, each
MC simulation has complexity O(|V | × (|V |+ |E|)).
• LDP: O(|V |2) for computing the degree product of pairs of nodes.
• FV, ERes: O(|V |3), since they involve computing the eigendecomposition and the Moore-
Penrose pseudoinverse of the graph Laplacian respectively (may be faster in practice).
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Figure 3: Mean cumulative reward obtained by the agents as a function of graph size, grouped by
target problem and percentage of edge additions τ . For RNet–DQN, models trained on |V | = 20 are
used, and test graphs are drawn from a different distribution than the one used during training. The
greedy baseline is not evaluated beyond |V | = 50 as it becomes exceedingly expensive to compute.
It is worth noting that the analysis above does not account for the cost of training, the complexity of
which is difficult to determine as it depends on many hyperparameters and the specific characteristics
of the problem at hand. The approach is thus advantageous in situations in which predictions need to
be made quickly, over many graphs, or the model transfers well from a cheaper training regime.
6 Discussion and Future Work
While we demonstrate that this approach is able to learn generalizable strategies and is computationally
efficient to evaluate, it involves a training cost and trades off generalizability against performance on
individual graph instances for which search-based methods may perform better. However, the two are
not mutually exclusive: the approach in this work can be used in conjunction with a search algorithm,
for example as a means of reducing the space of feasible states. We consider the finding that GNNs
can learn high-performing, fast-to-evaluate policies that summarize complex structural properties
to be an important step in this direction. If predictions need to be made over a single graph (as is
often the case in real-world scenarios) the training, validation, and test sets can be collapsed into one,
which will improve both performance and training time at the cost of generalizability.
The topic of resilience to random and targeted removal of nodes is part of a wider literature on global
structural properties of graphs. Other notable quantities include efficiency [30] and assortativity [37],
which are of interest in various biological, communication, and social networks. The methodology
we presented is in principle applicable to other such global characteristics. Spectral quantities related
to these properties may also be used for example in guiding exploration (although there is evidence
to suggest that, while there exist correlations, such quantities are not trivially related [26]). While in
this work we have only considered structural properties, the GNN framework allows additional node
and edge features to be included; this could improve performance if related to the objective function.
7
In the present work, we only examined the addition of edges as possible actions. With minimal
modifications, one can also address the task of removing edges in a graph – Braess’s paradox [10]
suggests removal may counterintuitively lead to improved efficiency. Allowing for the removal of
edges together with additions yields rewiring, which would greatly increase the possible state space.
7 Related Work
Robustness and Resilience. Network resilience to random errors and targeted attacks was first
discussed by Albert et al. [2], who examined the average shortest path distance as a function of the
number of removed nodes. Performing an analysis of two scale-free communication networks, they
found that this type of network has good robustness to random failure but is vulnerable to targeted
attacks. A more extensive investigation by Holme et al. [24] analyzed the robustness of several
real-world networks as well as some generated by means of synthetic models using a variety of attack
strategies. Another area of interest is the analysis of the phase transitions of the graph in terms of
connectivity under the two attack strategies [14, 15]. Optimal network configurations in the face
of attacks have also been discovered – for example, under the objective of resilience to both attack
strategies, the optimal network has a bi-modal or tri-modal degree distribution [44, 43]. As previously
discussed, several works have considered the problem of improving the resilience of existing networks
using a variety of strategies [7, 46, 42, 47]. Outside of network science, the topic of resilience of
connected systems is of high importance in structural engineering and risk management [13, 19].
GNNs and Combinatorial Optimization. Neural network architectures able to deal not solely
with Euclidean but also with manifold and graph data have been developed in recent years [11],
and applied to a variety of problems where their capacity for representing structured, relational
information can be exploited [4]. A sub-category of such approaches are Message Passing Neural
Networks (MPNN) [20], often referred to as Graph Neural Networks (GNN) instead. Significant
progress has been achieved in machine learning for combinatorial optimization problems [6] such
as Minimum Vertex Cover and the Traveling Salesman Problem by framing them as a supervised
learning [45] or RL [5] task. Combining GNNs with RL algorithms has yielded models capable of
solving several graph optimization problems with the same architecture while generalizing to graphs
an order of magnitude larger than those used during training [28]. Our method builds on a similar
approach called RL–S2V that was applied in the context of constructing adversarial examples for
graph classifiers [17], and differs in MDP formulation while using the same MPNN architecture.
The problem as formulated in this paper is a combinatorial optimization problem, related to other
problems in network design that arise in operations research [1] – albeit with a different objective.
Graph Generation. Similarities exist between the current work and the area of graph generative
modeling, which tries to learn a generative model of graphs [31, 51, 32] in a computationally efficient
way given some existing examples. This generation, however, is not necessarily conditioned by an
objective that captures a global property to be optimized. Other lines of work target constructing, ab
initio, graphs that have desirable properties: examples include neural architecture search [52, 34] and
molecular graph generation [27, 50, 9].
8 Conclusion
In this work, we have presented RNet-DQN, a solution that addresses the problem of improving the
robustness of graphs in the presence of random and targeted removals of nodes by using Reinforcement
Learning and Graph Neural Networks. In particular, we have modeled the problem of improving
the value of an arbitrary graph global objective function as a Markov Decision Process for the first
time. Our experimental results show that this approach can deliver performance superior to existing
approaches in the field, both in terms of the solutions found (i.e., the resulting robustness of the
graphs) and time complexity of model evaluation. Further, we have shown the potential to transfer
to out-of-sample graphs as well as graphs larger in size than those used during training for random
node removals. Finally, we believe that our contribution is also methodological. The proposed
approach can be applied to other problems based on different definitions of resilience or considering
fundamentally different objective functions representing other global structural properties of graphs.
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Supplementary Material
RNet–DQN Parameters. For S2V, we use embedding vectors of length 64 and a number of message
passing rounds K = 3. The neural network architecture used is formed of state-action embeddings obtained
using S2V as described in Section 3 followed by a multi-layer perceptron with 128 hidden units; the single
output unit corresponds to the Q(s, a) estimate. We train for 4 ∗ 104τ steps using the Adam optimizer [29]
using a batch size of 50. We do not use any weight regularization or normalization. Weights are initialized
using Glorot initialization. We use a learning rate α = 0.0001. We decay the exploration rate  linearly from
 = 1 to  = 0.1 for the first half of training steps, then fix  = 0.1 for the rest of the training. Since deep RL
algorithms are notoriously dependent on parameter initializations and stochastic aspects of the environment [22],
we aggregate the results over 50 runs of the training-evaluation loop. During training, we scale the rewards
linearly by a factor of 100 in order to improve numerical stability. We also use 2-step returns. We do not perform
any gradient clipping when computing the Q-targets.
Implementation Details. In our implementation of the environment, agents, and experimental suite we
use the networkx library [21] for graph generation as well as for the calculation of various graph measures.
The RNet–DQN implementation uses PyTorch [40] and the S2V implementation provided by Dai et al.2 The
performance-critical robustness simulations are implemented in C++.
Computational Setup and Runtimes. For the computational experiments presented in this paper, we use
a machine with 2 Intel Xeon E5-2637 v4 processors, 32GB RAM, and a NVIDIA Tesla P100 GPU. The time
per training run for a specific robustness objective function and graph family is approximately 3.5 hours with
L = 10. The total computational time for all experiments presented in this paper is approximately 1150 hours
(48 days). Since most of the cost is due to considering a large number of random initializations in order to
provide statistically robust evaluations, the experiments can be trivially parallelized.
2https://github.com/Hanjun-Dai/pytorch_structure2vec
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