Empirical likelihood confidence region for parameter in the errors-in-variables models  by Cui, Hengjian & Chen, Song Xi
Journal of Multivariate Analysis 84 (2003) 101–115
Empirical likelihood conﬁdence region for
parameter in the errors-in-variables models
Hengjian Cuia,* and Song Xi Chenb
aDepartment of Mathematics, Beijing Normal University, Beijing 100875, China
bDepartment of Statistics and Applied Probability, National University of Singapore, 117543, Singapore
Received 18 January 2001
Abstract
This paper proposes a constrained empirical likelihood conﬁdence region for a parameter b0
in the linear errors-in-variables model: Yi ¼ xti b0 þ ei; Xi ¼ xi þ ui; ð1pipnÞ; which is
constructed by combining the score function corresponding to the squared orthogonal
distance with a constrained region of b0: It is shown that the coverage error of the conﬁdence
region is of order n1; and Bartlett corrections can reduce the coverage errors to n2: An
empirical Bartlett correction is given for practical implementation. Simulations show that the
proposed conﬁdence region has satisfactory coverage not only for large samples, but also for
small to medium samples.
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1. Introduction
Let ðX ; YÞ be a pair of random variables from the following linear errors-in-
variables (EV) regression model:
Y ¼ xtb0 þ e; X ¼ x þ u; ð1Þ
where b0 is a p  1 vector of unknown parameters, x and u are the p  1
unobservable covariates and measurement error vectors, respectively, Y is a scalar
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response and e is the model error. It is assumed that x and ðe; utÞt are independent.
Let Sx ¼: CovðxÞ and Su ¼: CovðuÞ be the covariance matrices of the covariates and
the measurement error. In order to identify model (1), we assume Sx is a positive
deﬁnite matrix (PDM) and S1 ¼: Su=varðeÞ is a known p  p PDM. Without losing
generality (otherwise, transform X by S1=21 XÞ; we assume
E½ðe; utÞt ¼ 0; Cov½ðe; utÞt ¼ s2Ipþ1; ð2Þ
which means e and u have the same dispersion parameter s240: This is the
standard framework taken by Cui and Li [5], Liang et al. [9, p. 1523], and He and
Liang [8]. Another way to identify model (1) is to assume that Su is a known p  p
PDM [7].
The last two decades have seen an increasing number of applications of the linear
EV model due to its simple form and wide applicability. Comprehensive reviews on
the research and development of the EV model can be found in [1,7] and the
references therein. An important problem in the EV regression model (1) is how to
construct conﬁdence regions for b0 when the distributions of e and u are unknown.
In this nonparametric setting, the standard method is to construct conﬁdence regions
based on the asymptotic normal distribution of an estimator of b0 by estimating the
asymptotic covariance matrix of the estimator. While the covariance matrix is easily
estimated in a standard linear model without measurement errors, this is not the case
for the EV model as the covariance has a complicated form due to the error u in the
observed covariate X : Any direct estimation may be subject to large error which may
lead to larger coverage errors for the conﬁdence region. Also, there is no guarantee
that the estimated covariance is positive deﬁnite for a ﬁnite sample size. The
bootstrap has been used to construct conﬁdence regions for b0: However, like all
the multi-dimensional bootstrap conﬁdence regions, subjective instructions on the
shapes and orientations of the regions have to be given.
The empirical likelihood as an alternative to the bootstrap for constructing
nonparametric conﬁdence regions were introduced by Owen [11,12]. Instead of
resampling with equal probability weights like the bootstrap, the empirical
likelihood proﬁles a multinomial likelihood under a set of constraints which reﬂect
the characteristics of the quantity of interests. Important features of the empirical
likelihood are its automatic determination of the shape and orientation of a
conﬁdence region by the data, and its implicit studentizing carried out in its internal
optimization without the need to estimate the covariance explicitly. Furthermore, it
has been shown in many cases that the empirical likelihood conﬁdence regions are
Bartlett correctable, meaning that a simple mean adjustment reduces coverage error
by one order of magnitude, see [6] for smoothed functions of means, Chen and Hall
[4] for quantiles and others. The empirical likelihood has also been used for
parameters deﬁned by estimation equations in [10]. Owen [13] proposed empirical
likelihood conﬁdence regions for b0 in the ordinary linear model without
measurement error by deriving a nonparametric version of the Wilks’ theorem.
The coverage accuracy and Bartlett correction of the conﬁdence regions are
evaluated in [2,3].
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The aims of the paper are to construct empirical likelihood conﬁdence regions for
b0 in the EV model and to evaluate the coverage accuracy and Bartlett correctability
of the conﬁdence regions. In the linear EV model (1)–(2), the estimation of b0 is
obtained by solving a score equation that adds up squared orthogonal distances
from each data point to a hyperplane in Rpþ1 (see (3) in Section 2). The score
function has more than two solutions and obviously only one of them is genuine.
This is a quite different situation from an ordinary linear model. The empirical
likelihood has to be constrained in order to eliminate those unwanted solutions by
restricting the parameter space in a region such that the score equation has an unique
solution that converges to b0:
The paper is organized as follows. We formulate the constrained empirical
likelihood and conﬁdence regions for b0 in Section 2. The coverage accuracy and
Bartlett correction are studied in Section 3. Empirical results from a simulation study
is presented in Section 4. Section 5 provides extensions to other EV models which are
parallel to the linear EV model (1)–(2). All the technical proofs are put in Section 6.
2. Empirical likelihood conﬁdence regions
Suppose fðX1; Y1Þ; ðX2; Y2Þ;y; ðXn; YnÞg is an independent and identically
distributed random sample from the model (1)–(2). An estimator of b0 given by
the generalized least square (GLS) method is
#bn ¼ arg min
bARpþ1
Xn
i¼1
ðYi  X ti bÞ2
1þ jjbjj2 ; ð3Þ
where ðYi  X ti bÞ2=ð1þ jjbjj2Þ is the squared orthogonal norm from a point ðXi; YiÞ
to the plane Lb ¼ fz : zARpþ1; ðbt;1Þz ¼ 0g: Here jj  jj denotes the Euclidean
norm. The estimator #bn is strongly consistent and asymptotically normal [5]. Its
asymptotic variance of
ﬃﬃﬃ
n
p ð #bn  b0Þ is S ¼ S1x S0S1x where
S0 ¼ s2ð1þ jjb0jj2ÞSx þ Cov ðe utb0Þu þ
ðe utb0Þ2
ð1þ jjb0jj2Þ
b0
" #
ð4Þ
is p  p PDM provided the following moment condition is satisﬁed:
E½jej4 þ jjujj4oþN: ð5Þ
Eq. (3) implies that #bn is a root of the following score equation:
1
n
Xn
i¼1
ZiðbÞ ¼ 0; ð6Þ
where
ZiðbÞ ¼ XiðYi  X ti bÞ þ
ðYi  X ti bÞ2
1þ jjbjj2 b and E½Ziðb0Þ ¼ 0:
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Usually, we estimate S by the sandwich estimator #S1x #S0 #S
1
x in which
#S0 ¼
1
n
Pn
i¼1 Zið #bnÞZti ð #bnÞ where an estimator for Sx given in (13). But we could not
guarantee the #Sx is a PDM, and the ﬁnite sample estimation error of #S can be
substantial as shown in our simulation.
Let p1;y; pn be non-negative numbers adding to unity. The log empirical
likelihood ratio evaluated at b; a candidate value of b0; is
cðbÞ ¼ 2 minP
piZiðbÞ¼0
Xn
i¼1
logðnpiÞ: ð7Þ
By introducing a Lagrange multiplier lARpþ1; standard derivations in the empirical
likelihood lead to
cðbÞ ¼ 2
Xn
i¼1
logf1þ ltZiðbÞg;
where l satisﬁes
Xn
i¼1
ZiðbÞ
1þ ltZiðbÞ ¼ 0:
We have the following nonparametric version of Wilks’ theorem.
Theorem 2.1. Under the moment condition (5), as n-N cðb0Þ!d w2p:
In a standard situation, an empirical likelihood conﬁdence region with nominal
level of a would be
CRa;0 ¼ fb0jcðb0Þocag ð8Þ
by contouring cðbÞ where ca satisﬁes Pfw2pocag ¼ a: However, for the EV model the
above conﬁdence region is not appropriate. This is because, as mentioned in the
introduction, the equation E½ZiðbÞ ¼ 0 has at least two solutions when b0a0 (see
the lemma in Section 6). As the empirical likelihood ratio cðbÞ achieves its minimum
value 0 when all pi ¼ 1=n; cðbÞ will be zero at all the roots of the score equation. So,
the empirical likelihood surface is multi-modal. As a result, the conﬁdence regions
given in (8) will be disconnected and inconsistent.
To overcome this problem, we restrict b in a sub-parameter space
O ¼ b : E ðY  X
tbÞ2
1þ jjbjj2
" #
ot1½EðXX tÞ
( )
;
where t1ðBÞ is the minimum eigenvalue of a matrix B: Note that
O ¼ fb : ðb b0ÞtSxðb b0Þ=ð1þ jjbjj2Þot1ðSxÞg;
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and O is a open convex space and b0AO: If EðZiðbÞÞ ¼ 0 and bab0; then b should
satisfy bt0b ¼ 1 (see the proof of the lemma in Section 6). Hence,
ðb b0ÞtSxðb b0Þ
ð1þ jjbjj2Þ X
t1ðSxÞjjb b0jj2
ð1þ jjbjj2Þ ¼ t1ðSxÞ 1þ
ð1þ jjb0jj2Þ
ð1þ jjbjj2Þ
" #
Xt1ðSxÞ:
Thus, b %AO: This means that E½ZiðbÞ ¼ 0 with bAO is necessary and sufﬁcient for
b ¼ b0:
Deﬁne
On ¼ b : 1
n
Xn
i¼1
ðYi  X ti bÞ2
1þ jjbjj2 ot1
1
n
Xn
i¼1
XiX
t
i
" #( )
as an estimator of O: The lemma in Section 6 shows that On is also open convex and
Pfb0AOng-1; as n-N: Therefore, constraining cðbÞ for bAOn will eliminate the
multiple solution problems. A proper conﬁdence region for b0 is then
CRa;el ¼ fbjbAOn; cðbÞocag ð9Þ
by restricting the naive conﬁdence region CRa;0 in On: Theorem 2.1 shows that CRa;el
has correct asymptotic coverage level.
The empirical likelihood conﬁdence region is not convex. However, it is
‘‘asymptotically convex’’ which means that there is a convex region such that the
gap between CRa;el and the convex region attract zero probability as n-N: To
appreciate this point, let lselðbÞ ¼ nðb b0ÞtS10 ðb b0Þ where S0 ¼ CovfZiðb0Þg:
The expansion given in the proof of Theorem 2.1 shows that cðbÞ ¼ lselðbÞ þ DðbÞ
where DðbÞ ¼ Opðn1=2Þ for b ¼ b0 þ Opðn1=2Þ: Deﬁne CRaþn1=2þZ ¼
fbjbAOn; lselðbÞocaþn1=2þZg where ZAð0; 1=2Þ: Clearly, CRaþn1=2þZ is convex for
any n: Let A ¼ fCRa;el  CRaþn1=2þZg,fCRaþn1=2þZ  CRa;elg be the ‘‘gap’’ between
CRa;el and CRaþn1=2þZ : Clearly, bAA if and only if jDðbÞj4jca  caþn1=2þZ jBc0n1=2þZ
for a positive constant c0 which is related to the derivative of the w2p quantile function
at ca: As DðbÞ ¼ Opðn1=2Þ;
PðbAAÞ ¼ PfjDðbÞj4c0n1=2þZg-0 as n-N:
3. Coverage accuracy and Bartlett correction
Let Wi ¼ S1=20 Ziðb0Þ; we have EðWiÞ ¼ 0 and CovðWiÞ ¼ Ip:
Theorem 3.1. Assume that E½jjxjj15 þ ðjjujj2 þ e2Þ15oþN and the characteristic
function of Z1ðb0Þ satisfies the Crame´r’s condition supjjtjj4b jgðtÞjo1 for every positive
b: Then
Pfb0ACRa;elg ¼ a acacpðcaÞn1 þ Oðn3=2Þ;
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where cpðÞ is the density of w2p distribution and
a ¼ p1½1
2
EðW t1W1Þ2  13 EðW t1W2Þ3: ð10Þ
Theorem 3.1 reveals that the coverage error of CRa;el is of order Oðn1Þ:
The global and local type II errors of CRa;el is considered in the following
Theorem 3.2.
Theorem 3.2. Under the conditions of Theorem 3.1, we have
lim
n-N
Pf *bACRa;elg ¼ 0 for any fixed *bab0;
lim
n-N
Pf *bnACRa;elg ¼ Pfw2pðjjgjj2Þocag for *bn ¼ b0 þ
1ﬃﬃﬃ
n
p S1x S1=20 g;
where w2pðjjgjj2Þ stands for the noncentral w2 random variable with p degree of freedoms
and noncentral parameter jjgjj2 for a fixed gARp:
From expansion (15) in Section 6, we may obtain the following expansion for
E½lðb0Þ:
E½lðb0Þ ¼ pð1þ an1Þ þ Oðn2Þ;
where a is given by (10). It is known that part of the coverage error of CRa;el is
due to the fact that the mean of lðb0Þ is not p; the mean of w2p: Bartlett correction
is a procedure that reduces the coverage error by re-adjusting the mean
of cðbÞ: We demonstrate in the following theorem that CRa;el is Bartlett
correctable.
Theorem 3.3. Assume that the conditions of Theorem 3.1 hold. Then
Pflðb0Þocað1þ zn1Þg ¼ aþ Oðn2Þ;
where Pfw2pocag ¼ a and z is either a or an n1=2-consistent estimate of a:
The theorem means that a simple mean adjustment to cðbÞ reduces the size of
coverage error from the order n1 to the order n2: For practical implementation, we
give an n1=2-consistent estimate of a: Let #bn be an n1=2-consistent estimator of b0; for
instance that given in (3) or the orthogonal L1 estimator given by He and Liang [8].
Let Zˆi ¼ Zið #bnÞ and #S0 ¼ 1n
Pn
i¼1 ZˆiZˆ
t
i be an estimator of S0: Then, an estimator
of a is
aˆn ¼ p1 1
2
n1
Xn
i¼1
½Zˆti #S10 Zˆi2 
1
3
½nðn  1Þ1
Xn
iaj
½Zˆti #S10 Zˆj3
 !
: ð11Þ
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A Bartlett corrected conﬁdence region for b0:
CRa;bcel ¼ fbjbAOn; cðbÞocað1þ aˆn1Þg: ð12Þ
4. Simulation study
We report results from a simulation study designed to evaluate the performance of
the proposed empirical likelihood conﬁdence region and compare it with the
conﬁdence region based on the asymptotic normal distribution of the generalized
linear square estimator #bn given in (3). Our simulation shows that the empirical
likelihood conﬁdence region has better coverage and shorter length than that based
on the normal approximation.
Cui and Li [5] proved thatﬃﬃﬃ
n
p
#S1=20 #Sxð #bn  b0Þ !
d
Nð0; IpÞ as n-N;
where
#Sx ¼ 1
n
Xn
i¼1
XiX
t
i  #s2nIp; #s2n ¼
1
n
Xn
i¼1
ðYi  X ti #bnÞ2
1þ jj #bnjj2
: ð13Þ
Therefore, we can formulate the following normal approximation based conﬁdence
region with nominal conﬁdence level a:
CRa;nor ¼ fb : nð #bn  bÞt #Sð #bn  bÞpcag;
where #S ¼ #Sx #S10 #Sx:
We start with the following framework of simulation designed to compare the
coverage of CRa;el with that of CRa;nor: We choose p ¼ 2 and two sets of
distributions for x; u and e: (i) xBNð0; I2Þ; uBNð0; s2I2Þ and eBNð0; s2Þ; and (ii)
x and u are the uniform distributions on D1 and D2; respectively, where D1 ¼
½ ﬃﬃﬃ3p ; ﬃﬃﬃ3p   ½ ﬃﬃﬃ3p ; ﬃﬃﬃ3p  and D2 ¼ ½ ﬃﬃﬃ3p s; ﬃﬃﬃ3p s  ½ ﬃﬃﬃ3p s; ﬃﬃﬃ3p s; and eBNð0; s2Þ:
The true value of b0 is ﬁxed as ð1; 0Þt; the sample size n ¼ 20; 30; 50 and 100, the
standard dispersion parameter s are 0.9 and 0.3, and nominal coverage level a are
0.90 and 0.95, respectively. For each simulation, the empirical coverage is evaluated
by contouring the proportion of cðb0Þpca for the empirical likelihood regions and
similarly done for the asymptotic regions.
Tables 1 and 2 contains the empirical coverage of the two types conﬁdence regions
based on 1000 simulation. It is fairly clear that the empirical likelihood conﬁdence
region has much better coverage than its normal approximation counterpart
consistently over the entire range of sample size considered and both sets of
distributions for x; u and e: The improvement in coverage by using the empirical
likelihood is substantial for n ranging from 20 to 50.
We then proceed comparing the size of the two types of conﬁdence regions, which
in turns requires determination of the boundary of the conﬁdence regions. The
boundary can be located by computing cðbÞ over a densely spaced lattice around #bn:
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At a given point on the lattice, if cðbÞ4ðpÞca the b is outside (inside) Cel;a; and the
boundary corresponds to cðbÞ ¼ ca: For simplicity of computation, we consider the
case p ¼ 1: The size of conﬁdence region reduces to the length of conﬁdence
intervals. We set the distributions of x; u and e as xBNð0; 1Þ; uBNð0; s2Þ and
eBNð0; s2Þ; respectively. The true value b0 ¼ 1; standard dispersion parameter s ¼
0:3; and nominal coverage level a are 0.90 and 0.95, respectively. The sample sizes are
n ¼ 20; 30; 50; 100: We draw a random sample with sample size n; compute cðbÞ; #bn
and On: Then construct the conﬁdence intervals CRa;el and CRa;nor; and get their
lengths (denoted as Lel and Lnor; respectively). The above procedure is repeated 100
times. We then obtain the average and standard deviation of their length difference
LD ¼ Lnor  Lel: The cðbÞ and range of On are reported in Fig. 1 for n ¼ 100: It
shows that lðbÞ has quadratic form near two local minimums, On is an interval which
covers the true value b0 ¼ 1: Obviously, the CRa;el is a connected interval. The results
are similar for the other values of n: Table 3 summarizes the length comparisons for
various sample size and nominal coverage level a: It reveals that CRa;nor is much
longer than CRa;el for all the cases considered. It is quite remarkable that the length
of the empirical likelihood conﬁdence interval is shorter than that of the normal
approximation conﬁdence interval over 90% of the times when np30: Although, the
percentage decreases to 70% when n increases from 30 to 100, it is still remarkable by
Table 2
The coverage probability comparisons of conﬁdence regions when xBUðD1Þ; uBUðD2Þ and eBNð0;s2Þ:
s ¼ 0:3 s ¼ 0:9
a ¼ 0:90 a ¼ 0:95 a ¼ 0:90 a ¼ 0:95
n GLS ELR GLS ELR GLS ELR GLS ELR
20 0.775 0.913 0.833 0.963 0.778 0.839 0.823 0.878
30 0.831 0.909 0.873 0.958 0.820 0.881 0.866 0.941
50 0.854 0.906 0.901 0.948 0.847 0.897 0.906 0.957
100 0.878 0.902 0.930 0.953 0.882 0.905 0.915 0.948
Table 1
The coverage probability comparisons of conﬁdence regions when xBNð0; I2Þ; uBNð0; s2I2Þ and
eBNð0;s2Þ:
s ¼ 0:3 s ¼ 0:9
a ¼ 0:90 a ¼ 0:95 a ¼ 0:90 a ¼ 0:95
n GLS ELR GLS ELR GLS ELR GLS ELR
20 0.764 0.915 0.825 0.970 0.762 0.831 0.828 0.869
30 0.807 0.908 0.871 0.961 0.815 0.872 0.879 0.920
50 0.856 0.905 0.913 0.958 0.828 0.894 0.915 0.948
100 0.865 0.898 0.952 0.951 0.870 0.902 0.913 0.953
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all measures. We also observe that the average difference of length increases as a is
larger which is expected.
5. Extensions
In this section we consider possible extension of the empirical likelihood
to other EV models. For a linear EV model: Yi ¼ xti b0 þ ei; Xi ¼ xi þ
ui ð1pipnÞ; E½ðe1; ut1Þt ¼ 0; Covðu1Þ ¼ Su40 known, which is the key model in
[7] and has a slight different variance assumption from ours. It is easier to construct
conﬁdence regions and there is no need to restrict the parameter space. The empirical
likelihood cðbÞ can be established based on a score function corresponding to the
Fig. 1. Log empirical likelihood ratio lðbÞ versus b and range of On:
Table 3
The LD comparisons of conﬁdence intervals with a ¼ 0:95:
Sample size a Ave. of LD Std. of LD Percentage of LD40
20 0.90 0.104 0.091 99
0.95 0.159 0.114 98
30 0.90 0.072 0.077 92
0.95 0.118 0.127 94
50 0.90 0.032 0.041 84
0.95 0.043 0.045 85
100 0.90 0.007 0.014 74
0.95 0.008 0.015 72
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adjusted square norm ðYi  X ti bÞ2  btSub (except a constant factor):
ZiðbÞ ¼: XiðYi  X ti bÞ þ Sub:
Since EZiðbÞ ¼ 03b ¼ b0; there is no need to place restriction on b: Theorems 3.1
and 3.3 of this paper remain true under some regular conditions.
For a nonlinear EV model: Yi ¼ f ðxi; b0Þ þ ei; Xi ¼ xi þ ui ð1pipnÞ; Sx ¼
CovðxÞ is a PDM. Assume that the distribution of ðx; uÞ is known and E½ðe; utÞt ¼
0: In order to identify the nonlinear EV regression model, we need the additive
assumption
E
@E½f ðx; bÞjX 
@b
Eð½f ðx; bÞ  f ðx; b0ÞjXÞ

 
¼ 0 if and only if b ¼ b0;
where E½f ðx; bÞjX  is the conditional expectation of f ðx; bÞ given X : Let
ZiðbÞ ¼ @E½f ðx; bÞjXi
@b
ðYi  E½f ðx; bÞjXiÞ
be the score function corresponding to the squared distance ðYi  E½f ðx; bÞjXiÞ2:
We have E½Ziðb0Þ ¼ 0 and EZiðbÞ ¼ 0 is necessary and sufﬁcient for b ¼ b0: The
empirical likelihood can be established accordingly.
6. Proofs
Lemma. (i) The equation EZiðbÞ ¼ 0 has at least two solutions when b0a0:
(ii) O (or On) is nonempty, open and convex set (a.s.).
Proof. Note that
E½ZiðbÞ ¼ Sxðb0  bÞ þ
ðb0  bÞtSxðb0  bÞ
1þ jjbjj2 b: ð14Þ
It is obvious that b ¼ b0 is one solution. Suppose bab0 ðb0a0Þ; we only prove,
without loss of generality, that (14) has at least one solutions for Sx ¼
diagðs21;y; s2pÞ (If Sx is not a diagonal matrix, we can make eigenvalue–eigenvector
decomposition Sx ¼ U tLU ; where L is a diagonal matrix, then corresponding b is
Ub). From (14) and E½ZiðbÞ ¼ 0; it is easy to get bt0b ¼ 1 by multiplying ðb b0Þt
on the two sides of the equation E½ZiðbÞ ¼ 0: Let c40 satisfyX
jAJ
s2j
c  s2j
b20j ¼ 1
and b ¼ ðSx  cIpÞþSxb0; where b0j is the jth component of b0; J ¼ fj : b0ja0g and
‘‘+’’ stands for the Moore–Penrose inverse.
We shall show that this bab0 and is a solution of the equation E½ZiðbÞ ¼ 0:
Since b0a0; then Ja| and cas
2
j ðjAJÞ from the deﬁnition of c given above,
thus bab0: Note that b0  b ¼ ðI  ðSx  cIÞþSxÞb0; then by some calculations,
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we obtain that
ðb0  bÞtSxðb0  bÞ ¼ bt0ðI  ðSx  cIÞþSxÞSxðI  ðSx  cIÞþSxÞb0
¼
X
jAJ
s2j 1
s2j
s2j  c
 !2
b20j ¼ c2
X
jAJ
s2j
ðs2j  cÞ2
b20j;
btðb b0Þ ¼ bt0SxðSx  cIÞþððSx  cIÞþSx  IÞb0
¼
X
jAJ
s2j
s2j  c
s2j
s2j  c
 1
 !
b20j ¼ c
X
jAJ
s2j
ðs2j  cÞ2
b20j:
Therefore,
ðb0  bÞtSxðb0  bÞ
1þ jjbjj2 ¼
ðb0  bÞtSxðb0  bÞ
btðb b0Þ
¼ c:
Hence the b is a solution of EðZiðbÞÞ ¼ 0 from (14). This completes the proof of (i).
We now turn to the proof of (ii). By the deﬁnition of O;
O ¼ fb : bt½Sx  t1ðSxÞIpb 2bt0Sxðb b0Þ  bt0Sxb0  t1ðSxÞo0g:
Note that b0AO; Sx  t1ðSxÞIp is a p  p nonnegative matrix, and the restriction in
the O is a quadratic form, so we claim that O is nonempty open and convex set.
Employing similar argument to the On; we complete the proof of (ii). &
Proof of Theorem 2.1. Since the analytic solution for l is not obtainable, we have to
resort to asymptotic expansions. Using an expansion given in [2], under some
moment conditions, we have the following Taylor expansion for cðb0Þ;
n1lðb0Þ ¼AjAj  AjkAjAk þ ð23 %ajkl þ 23 Ajkl  2%ajkmAlmÞAjAkAl
þ ð%ajkq %almq  12 %ajklmÞAjAkAlAm þ AjlAklAjAk þ Opðn5=2Þ; ð15Þ
where %aj1?jk ¼ n1SEðWij1?WijkÞ and Aj1?jk ¼ n1SðWij1?Wijk  %aj1?jkÞ; Wi is
deﬁned in the beginning of Section 3. Here we use the summation convention
according to which, if an index occurs more that once in an expression, summation
over the index is understood.
It follows from condition (5) and the central limit theorem that
ﬃﬃﬃ
n
p
%W!d Nð0; IpÞ;
where %W ¼ 1
n
Pn
i¼1 Wi: From expansion (15), we have
cðb0Þ ¼ nAjAj þ opð1Þ ¼ ð
ﬃﬃﬃ
n
p
%WÞtð ﬃﬃﬃnp %WÞ þ opð1Þ!d w2p:
This completes the proof of Theorem 2.1. &
Before giving a proof to Theorem 3.1, we need some preparation as follows. We
decompose cðb0Þ from (15) as
cðb0Þ ¼ ð
ﬃﬃﬃ
n
p
RtÞð ﬃﬃﬃnp RÞ þ Opðn5=2Þ; ð16Þ
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where R ¼ R1 þ R2 þ R3 is p-dimensional vector and Rj ¼ Opðnj=2Þ for j ¼ 1; 2; 3:
Comparing terms in (15) with those in (16) yields,
R
j
1 ¼Aj; Rj2 ¼ 12 AjkAk þ 13 %ajkmAkAm;
R
j
3 ¼ 38 AjmAkmAk þ 13 AjkmAkAl  512 %ajkmAlmAkAl
 512 %aklmAjmAkAl þ 49 %ajkq %almqAmAkAl  14 %ajklmAmAkAl ;
where R
j
l is the jth component of Rl :
Proof of Theorem 3.1. Chen [2] handled auxiliary random vectors Zi1ðb0Þ;
Zi2ðb0Þ;y; Zinðb0Þ ð1pipnÞ for linear model which are independent but not
necessarily identically distributed random variables. Under conditions (i)–(vi) in his
Theorem 2.1, Chen established an Edgeworth expansion for Pflðb0ocaÞg with a
remainder term of Oðn3=2Þ: Since our Z1ðb0Þ; Z2ðb0Þ;y; Znðb0Þ are independent
and identically distributed, we need only to check conditions (i)–(vi) in that Theorem
2.1 of Chen [2]. Conditions (i), (ii) and (vi) are satisﬁed automatically; the moment
condition ensues that conditions (iii) and (iv) hold as well; condition (v) is just the
Crame´r condition assumed by us as well. Applying Theorem 2.1 of Chen [2] leads to
the following Edgeworth expansion:
Pflðb0Þocag ¼ a acacpðcaÞn1 þ Oðn3=2Þ; ð17Þ
where a ¼ p1½1
2%a
jjmm  1
3%a
jkm %ajkm ¼ p1½12EðW t1W1Þ2  13EðW t1W2Þ3:
If b0 %AOn then
1
n
Xn
i¼1
ðYi  X ti b0Þ2
1þ jjb0jj2
Xt1
1
n
Xn
i¼1
XiX
t
i
" #
: ð18Þ
Let A1n ¼ 1n
Pn
i¼1 XiX
t
i ; then A1 ¼ EðA1nÞ ¼ Sx þ s2Ip; and let
A2n ¼
1
n
Pn
i¼1
Y 2i
1
n
Pn
i¼1
X ti Yi
1
n
Pn
i¼1
XiYi
1
n
Pn
i¼1
XiX
t
i
0
BBB@
1
CCCA;
A2 ¼ EðA2nÞ ¼
bt0Sxb0 þ s2 bt0Sx
Sx b0 Sx þ s2Ip
 !
;
Now (18) implies
ð1;bt0Þ½A2n  A2ð1;bt0Þt
1þ jjb0jj2
 ½t1ðA1nÞ  t1ðA1ÞX ð1;b
t
0ÞA2ð1;bt0Þt
1þ jjb0jj2
þ t1ðA1Þ:
Therefore,
jjA2n  A2jj þ jjA1n  A1jjXt1ðSxÞ:
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By the Chebyshev’s inequality
Pfb0 %AOngpPfjjA2n  A2jj þ jjA1n  A1jjXt1ðSxÞg
pEðjjA2n  A2jj þ jjA1n  A1jjÞ
4
t1ðSxÞ4
pC2EðjjA2n  A2jj4 þ jjA1n  A1jj4Þ ¼ Oðn2Þ; ð19Þ
where C2 is a positive constant independent of n: Combine (17) and (19),
Pfb0ACRa;elg ¼Pfb0AOn; cðb0Þocag
¼Pfcðb0Þocag  Pfb0 %AOn; cðb0Þocag
¼Pflðb0Þocag þ Oðn2Þ
¼ a acacpðcaÞn1 þ Oðn3=2Þ: ð20Þ
This completes the proof of Theorem 3.1. &
Proof of Theorem 3.2. It is obvious that from (14) and E½ZiðbÞ ¼ 0 that bt0b ¼ 1:
It can be shown that jjb b0jj2=ð1þ jjbjj2Þ ¼ 1þ ð1þ jjb0jj2Þ=ð1þ jjbjj2Þ41: Thus,
if jj *b b0jj2=ð1þ jj *bjj2Þp1; *b is not any solution of E½ZiðbÞ ¼ 0: From the
standard empirical likelihood theory, we have cð *bÞ-N a.s. as n-N: Therefore,
when jj *b b0jj2=ð1þ jj *bjj2Þ41; we get
Pf *bACRa;elgpPf *bAOng
pP jjA2n  A2jj þ jjA1n  A1jjXt1ðSxÞ jj
*b b0jj2
1þ jj *bjj2  1
 !( )
-0:
ð21Þ
When jj *b b0jj2=ð1þ jj *bjj2Þp1 and *bab0; we get
Pf *bACRa;elgpPflð *bÞocag-0: ð22Þ
So, the ﬁrst part of the theorem is proved from (21) and (22).
For *bn ¼ b0 þ 1ﬃﬃnp S1x S1=20 g; it is obvious that
Pf *bnAOng-1 as n-N ð23Þ
and
%Zð *bnÞ ¼ %Zðb0Þ  Sx
1ﬃﬃﬃ
n
p S1x S1=20 gþ op
1ﬃﬃﬃ
n
p
 
¼ %Zðb0Þ 
1ﬃﬃﬃ
n
p S1=20 gþ op
1ﬃﬃﬃ
n
p
 
;
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where %ZðbÞ ¼ 1
n
Pn
i¼1 ZiðbÞ: Then, we have
lð *bnÞ ¼ n %Zð *bnÞtS10 %Zð *bnÞ þ opð1Þ
¼ n %Zðb0Þ 
1ﬃﬃﬃ
n
p S1=20 g
 t
S10 %Zðb0Þ 
1ﬃﬃﬃ
n
p S1=20 g
 
þ opð1Þ
!d w2pðjjgjj2Þ: ð24Þ
We obtain from (23) and (24) that
lim
n-N
Pf *bnACRa;elg ¼ lim
n-N
Pflð *bnÞocag ¼ lim
n-N
Pfw2pðjjgjj2Þocag:
Thus, Theorem 3.2 is proved. &
Proof of Theorem 3.3. Since our Z1ðb0Þ; Z2ðb0Þ;y; Znðb0Þ are iid., we check that
conditions (i)–(vi) of Theorem 3.1 in [2] are all satisﬁed, then we have that
Pflðb0Þocað1þ zn1Þg ¼ aþ Oðn2Þ: From (16), Pfb0 %AOng ¼ Oðn2Þ; and it
concludes that
Pfb0AOn; cðb0Þocað1þ zn1Þg
¼ Pflðb0Þocað1þ zn1Þg  Pfb0 %AOn; cðb0Þocað1þ zn1Þg
¼ aþ Oðn2Þ:
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