ABSTRACT The semantic representation of words is a fundamental task in natural language processing and text mining. Learning word embedding has shown its power on various tasks. Most studies are aimed at generating embedding representation of a word based on encoding its context information. However, many latent relations, such as co-occurring associative patterns and semantic conceptual relations, are not well considered. In this paper, we propose an extensible model to incorporate these kinds of valuable latent relations to increase the semantic relatedness of word pairs by learning word embeddings. To assess the effectiveness of our model, we conduct experiments on both information retrieval and text classification tasks. The results indicate the effectiveness of our model as well as its flexibility on different tasks.
I. INTRODUCTION
Understanding and representing the sense of text is a fundamental step in natural language processing (NLP) and related areas. Previous research has expended great effort on constructing distributed representations of words (also known as word embedding) as the atomic components of text by embedding the semantic and syntactic properties of the surface text into low-dimensional dense vectors. Trained word embeddings have achieved overwhelming success in various real-world applications, i.e., document retrieval [1] - [3] , text classification [4] , question answering [5] , and sentiment classification [6] .
Word embedding methods abstract away from the surface forms of a piece of text and represent each word as a low-dimensional, real-valued vector which replicates many meaningful semantic similarities, e.g., semantic or syntactic similarities. The underlying idea is that semantically similar words often share similar contexts [7] . Generally, the word embedding methods consider the context of a word in the corpus, similar to an n-gram model, but the context size could be higher than bi-grams or tri-grams as usually found in the literature. Several works have shown the positive contribution of the embedding information in text retrievals. For instance, iphone and ipad tend to have similar word embeddings since they have a similar context. Word embeddings work well in detecting these words with context similarity, and alleviate the vocabulary mismatch problem.
Despite the effectiveness of language models based on embedding representation, there are many valuable but latent relations among word-pairs beyond distance in real data. For example, as shown in FIGURE 1, ''Steve'' and ''Apple'' hold intensive relations, but it is uncertain whether these two words should be explicitly encoded with similar representations, since they may be distributed over a long distance within a document. Furthermore, we cannot simply rely on expanding a local slide window since it may introduce extra noise and increase the computation complexity.
To overcome the problem in learning embedding representation, in [8] , we have implemented to incorporate association rule mining technique that was generally used to discover the frequently co-occurring terms without the limitation of context window coverage [9] , [10] . In this way, more accurate and long-term relations are considered for embedding representation in the real case. Since associative patterns and conceptual relations help discovering rich word semantics [12] - [14] , both of them can be very useful to obtain embedding representations for text data. Therefore, in this paper, we further propose to discover more useful relations between words and adapt to incorporate with word embedding representations in a unified model. Except for using associative patterns between word-pairs, Probase [11] is alternatively used, as a knowledge source to infer more concept-related context information for each word-pair. We employ these two trustful relations to capture the semantic relatedness of word-pairs and uncover the useful relationships between them.
In this paper, we propose a latent relation enhanced word embedding model, LRWE for short. In this model, two kinds of latent relations are introduced and jointly incorporated with context information to predict the target word, so that both local co-occurrence and distant-related word-pairs are considered in generating the word embedding. Furthermore, we validate the effectiveness of the proposed word embedding model in tasks of text classification and document retrieval. The main contributions of our work are summarized as follows:
• Latent relations are seamlessly integrated into the process of generating semantic word embeddings. In a sense, intensive, long distant and comprehensive relations can be better represented in the model.
• We propose a flexible and expendable way to allow various latent relations for word embedding, especially under circumstances of insufficient datasets.
• We conduct extensive experiments to demonstrate the effectiveness of our method for document classification and information retrieval in real applications. The rest of this paper is organized as follows. Section II summarizes the background of our methods. We then describe the details of the proposed model in Section III. Section V surveys the related work. We conduct experiments to evaluate the effectiveness of the proposed model in Section IV. Finally, we conclude the paper in Section VI.
II. PRELIMINARIES
Word embeddings, also known as the distributed representation of words, refer to a set of representation learning methods that learn low-dimensional real-valued dense vector representation w ∈ R d for each word w in the vocabulary V, where d denotes the embedding dimension. Of the various word embedding methods, in our study, we use the Word2Vec method proposed in [15] , which has been shown as a robust baseline in [16] .
The Word2Vec method uses computationally efficient log-linear models to produce high-quality word embeddings. It applies a sliding window moving on the corpus, where the central word is the target word and the others are contextual words. The Word2Vec contains two models: the CBOW model which uses the average or sum of context words as input to predict the target word; and the Skip-gram model which uses the target word as input to predict each contextual word. Suppose the context-window is {w i−k , . . . , w i−1 , w i , w i+1 , . . . , w i+k }, the target word is the w i , and the others are contextual words. To be specific, the CBOW based and the Skip-gram based Word2Vec word embedding models are depicted as follows.
• CBOW This model aims at predicting the target word using contextual words as
where w i is the vector of target word w i , w context is the average vector of all contextual words, and W represents the vocabulary. The probability is formulated with a VOLUME 6, 2018 FIGURE 2. Overall structure of the proposed LRWE model: the structure of the LRWE-CBOW model.
softmax function as
• Skip-gram It aims to predict each contextual word given the target word. Therefore, the objective of Skip-gram is to maximize the log probability
where the probability is also formulated with a softmax function as
The negative sampling method is used to optimize the objective functions. After optimization, each word w in the vocabulary V is mapped into a low-dimensional, real-valued vector representation w ∈ R d , where d denotes the embedding dimension.
III. A UNIFIED MODEL: THE LRWE MODEL
We are looking for a unified model that incorporates context language as semantic representation, and with very useful but latent relations within word-pairs to represent complex semantic relations. In this section, we detail the proposed word embedding with latent relations. The basic idea is that correlated latent relations are uncovered by the co-occurrence information within a wider range of text, such as associative patterns across sentences [8] , as well as concept-term relations from world knowledge, such as Probase [11] . We refine the embedding model by considering both local context and useful latent relations, in order to incorporate both word similarity and relatedness for embedding representation learning. The overall structure of the LRWE model includes both of LRWE-CBOW and LRWE-SG, which are shown in FIGURE 2. and FIGURE 3., respectively. They inherit the core spirit of the Word2Vec model of word embedding, and then incorporate latent relations. Specifically, the set of latent relations are selected, denoted as S, in terms of associated patterns and conceptual relations as discussed in following subsection III-B.
A. LATENT RELATION WORD EMBEDDING MODEL
In this subsection, we will introduce the details about CBOW based word embedding and Skip-gram (SG) based word embedding, respectively. Suppose we have already obtained a set of useful latent relations S among words. Need to mention that, in order to integrate word-pair relations seamlessly into the Word2Vec model, we define the latent relations as a similarly prediction-based form.
Definition: In each of the relation pairs, we denote antecedent words as S A and the consequent words as S C , then the relation is denoted as S A ⇒ S C .
1) LRWE-CBOW
In this model, we incorporate both context w context and antecedent related words S A (w i ) to predict the target word w i . The model architecture, shown in FIGURE 2, contains two prediction tasks. The former prediction task captures word relations at a local level, since words with similar context tend to have similar representations. The latter prediction task captures the discovered word-pairs that reveal the latent relations in a long distance or world knowledge. To join context and relatedness in the model, we encode the latent relations by the following objection function
In this function, we present a pattern as its terms' average vector, and Pr(w i | S j ) is also a softmax function
Combining Eqn. (5) with the existing CBOW model (Eqn. (1)), we obtain the following objective function, (7) where α is the combination coefficient. We follow a similar optimization scheme as the CBOW model and adopt the negative sampling technique for learning the model. We use stochastic gradient descent (SGD) for optimization, and the gradients are calculated using back propagation neural networks.
2) LRWE-SG
Similar to the form of the LRWE-CBOW, the basic idea of the LRWE-SG model is to alternatively use target word w i to predict context as well as its consequent related set of words S C (w i ). FIGURE 3 shows the model architecture. Formally, we encode the consequent set of related words using the following objection function
where Pr(S j | w i ) is also a softmax function
Combining Eqn. (8) with the existing Skip-gram model (Eqn. (3)), we obtain the following objective function
where β is the combination coefficient. When it comes to optimization, the LRWE-SG model adopts the negative sampling method and follows a similar optimization scheme as the Skip-gram model. Similarly, SGD is used for optimization, and the gradients are calculated using the back propagation neural networks.
B. LATENT RELATIONS 1) ASSOCIATED PATTERNS
As our previous work has been proved [8] , associative patterns contain intensive relations that can be widely used in text representations. We detail the method of association VOLUME 6, 2018 rule mining in text data processing to discover the valuable associated relations. Association rule mining, as a data analysis technique, is generally used to discover frequently co-occurring data items, and aims to discover hidden rules among enormous pattern combinations based on their individual and conditional frequencies. An association rule contains two patterns, i.e. an antecedent pattern X and a consequent pattern Y . These two patterns are considered to be a rule if its frequency satisfies a minimum support threshold (T s ) and the conditional probability satisfies a minimum confidence threshold (T c ). Formally, this can be expressed as
≥ T c , where Supp(·) is the frequency support, and Conf (X → Y ) indicates the conditional probability of X's occurrence implies Y's occurrence. The support can be considered as a global measure of being interesting, and the confidence is used as a localization measure. Formally, let I = {w 1 , w 2 , . . . , w n } be a set of items, pattern X and Y are associated patterns, if :
Particularly for associated latent relations, the generalized S A ⇒ S C is replaced by specific patterns, which is
2) PROBABILISTIC CONCEPTUAL RELATIONS
Utilizing lexical knowledge base is an essential way to understand the semantics of words [17] . Probase [11] is such lexical knowledge base, which is widely used in research on text representation. In the LRWE model, the latent relations between words and concepts can be explicitly reflected by the Probase.
Probase uses an automatic and iterative procedure to extract concept knowledge from 1.68 billion Web pages. It contains 2.36 million open domain terms. Each term is a concept, an instance, or both. It provides around 14 million relationships with two kinds of important knowledge related to concepts: concept-attribute co-occurrence (isAttrbuteOf) and concept-instance co-occurrence (isA).
This kind of semantic network consists of terms, concepts, and their relationships. In particular, each term can map to several concepts. There are two types of vertices: one represents a concept, and the other represents an instance or attribute. Of these vertices, there are two kinds of edges denoting different relationships: isA relationship between instances (attributes) and concepts (i.e., term-concept) measures the correlation relationship between two concepts (i.e., concept-concept) whereas the correlation relationship measures how strongly two concepts are related.
Since the edge represents isA or the correlation relationship, we discuss each case separately to quantify the weights of edges. In the case of isA, which represents an edge from a non-concept word w (instance or attribute) to a concept c, the weight of term-concept edge is denoted as P(c|w), computed as follows: P(c|w) = . n(w, c) is the frequency of the observed isA relationship (i.e., w isA c) in the corpus. In the case of correlation, we denote the relatedness between two concepts (c 1 and c 2 ) as P(c 2 |c 1 ). Following the strategy discussed in [11] , probability is derived by aggregating the co-occurrences between all instances of the two concepts, as follows:
. In this paper, we denote the P(c|w) and P(c 2 |c 1 ) as w ⇒ c and c 1 ⇒ c 2 , respectively. In addition, our techniques can be applied to other knowledge bases, such as Yago [17] .
IV. EXPERIMENTS
In this section, we discuss the experiments on query expansion for information retrieval and text classification, showing that the proposed method boosts performance in real-world applications.
The proposed model aims to provide a good word embedding with help of latent relations. Two general tasks, i.e., text classification and query expansion, are used to compare the effectiveness of different embedding methods. In the text classification task, word embeddings are employed to represent the semantic of a sentence or a document, then a same classifier is trained and used as the platform to test the quality of semantic representation based on different word embedding methods. In the query expansion task, word embeddings are used to detect most related words to a given query. Since related words tend to be close to each other in the embedding space, a query's nearest neighbors according to cosine similarity between their vectors are selected as expansion words. Then information retrieval performance is used to evaluate the effective of different word embeddings. The improvements of the results show that our method is more effective on word embedding for popular NLP tasks.
A. INITIALIZATION AND BASELINES
For the experiment implementation, we first processed the corpus for word embedding training and association rule mining. We discard non-English words, remove the stop words, and convert each word to lower case. Then the corpus is tokenized with the help of the Stanford tokenizer tool. 1 In the experiments, word embedding methods are trained using the following settings: the dimension of vectors is 300, the size of the context window is 5, the number of negative samples is 10. The Word2Vec code is implemented by the published Google project.0 2 For mining association rules, we implement the Association Rules Mining algorithm using a Python toolkit Pymining 3 which contains a collection of data mining algorithms. The confidence threshold T c and the support threshold T s are set as 0.8 and 10, respectively.
There are two parameters in the LRWE method, i.e. α and β. We carefully tune these parameters from 0.1 to 1.0, with a step size of 0.1. The parameters corresponding to the best accuracy value in text classification (detailed in next subsection) are used to report the final settings. As shown in Fig.4 , the LRWE-pat methods reach optimal performance when α = 0.6 and β = 0.6, and LRWE-C reach optimal performance when α = 0.7 and β = 0.8.
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To make a comprehensive comparison, we choose several typical and powerful methods as our baselines. The major competitor word embedding methods are listed as follows:
• CBOW is a neural network language model which learns word embeddings by maximizing the conditional probability of a target word given the context;
• Skip-gram is a neural network language model which learns word embeddings by maximizing the conditional probability of a context word given the target word;
• GloVe [27] is a state-of-the-art matrix factorization method. It leverages global count information aggregated from the entire corpus as word-word occurrence matrix to learn word embeddings;
• Retrofit [37] is a popular method that refines pre-trained word embeddings using relational information from the knowledge bases. We employ WordNet 4 in this paper. 4 https://wordnet.princeton.edu/
• Topical Word Embedding (TWE) [18] employs latent topic models to assign topics for each word in the text corpus and learns topical word embeddings based on both words and their topics.
B. EXPERIMENT I: QUERY EXPANSION
We evaluate the performance of the LRWE methods in query expansion for the information retrieval task. We select the RCV1 dataset to implement the query expansion task. There are a total of 806,791 documents that cover a variety of topics and a large amount of information. The labeled 50 collections in the RCV1 are used in the experiment, and the top 5 words according to the BM25 scores are used as the queries for each collection.
The similarity of word-pairs is computed using their vectors' similarities, such as Euclidean distance and cosine similarity. In this work, we use cosine similarity, i.e., given two words w a and w b , their similarity is
(11) VOLUME 6, 2018 We implement the query expansion as follows: (1) for each query q in the query set Q, we use word embeddings to select the top 5 most similar words with cosine similarity as its expansion words; (2) for each expansion word w is associated with a weight as w(q) * cos(q, w), where w(q) is the weight (BM25 score) of the original query, and cos(q, w) is the cosine similarity of the embeddings of the query and the expansion word. Finally, we construct an expanded query set Q * which contains original queries and expanded words. Each query q in Q * is associated with a weight, denoted as w(q). We retrieve the documents using set Q * . For each document d, its relevance score s to the query set is computed as s = q∈Q * f (q) * w(q), if q ∈ d, f (q) = 1; otherwise f (q) = 0. Four standard evaluation metrics, i.e., the average precision of the top 10 documents (P@10) and the mean average precision (MAP), are used to evaluate the performance. Specially, BM25 is employed as the basic comparison model. The weighting scheme is
where N is the number of documents in the collection; n is the number of documents which contain term t; tf represents term frequency; dl is the document length and avdl is the average document length. Following the experimental settings in [19] , k is set to 1.2 and b is set to 0.75 in our experiments.
C. EXPERIMENT II: TEXT CLASSIFICATION
We investigate the effectiveness of the LRWE methods for text classification. The experiment is conducted on the 20NewsGroup 5 dataset. We use the bydate version which contains 18,846 documents from 20 different newsgroups. The dataset is separated into a training set of 11,314 documents and a test set of 7,532 documents.
We construct document embeddings d by simply averaging all word embeddings in the given document, 5 http://qwone.com/ jason/20Newsgroups/.
i.e., d = w∈d x w , where w is a word in document d, and x w is the word embedding of word w. We regard document embedding vectors as a document feature and train a linear classifier using Liblinear 6 (Fan et al. 2008) , since the feature size (d = 300) is large, and the Liblinear can quickly train the linear classifier with high dimension features. The classifier is then used to predict the class labels of documents in the testing set. The LDA method is employed as the basic method for comparison, which represents each document as its inferred topic distribution. We set the number of topics as 80. We report the macro-averaging accuracy, precision, recall, and F1−measure for comparison.
D. ANALYSIS AND DISCUSSION
The reason why word embedding-based representations are performing consistently better than traditional feature-based representations (such that BM25) is that word embedding methods can capture those semantically related words in terms of computing vector-based similarities. However, the traditional feature-based methods only find those exactly matched word-pairs when comparing with the queries and documents. Our proposed models are established based on the word embedding representation, and additionally incorporated with trustful latent relations among word-pairs. In this way, the overall performance is better than all the baselines.
Specifically, for the LRWE-CBOW-relations and LRWE-SG-relatons, pat is short for associated patterns and C is short for conceptual relations. The Table 1 shows the results of the proposed LRWE methods and all the baseline models on query expansion task of document retrieval. Table 2 shows the performance of all the models on text classification task. These results indicate that the LRWE outperforms the baseline models on all evaluation metrics across different tasks, except for the b/p metric in RCV1.
Importantly, it validates the claim that our proposed model is flexible and effective to use for various kinds of wordpair relations, as well as being adaptable for different tasks. Specifically, for both text classification and IR tasks, the LRWE incorporated with associated patterns has relatively larger improvements for both the CBOW and Skip-gram models, compared with the LRWE with concept relations. This is mainly because probability-based semantic concepts are discovered widely from massive texts, therefore, noises are inevitably involved. Whereas associative patterns are directly derived from the task-specific features which can reveal more reliable latent relations among words.
V. RELATED WORK
Representing words using fixed-length vectors is an essential step in various text processing tasks. In the early stage, one-hot representations have been widely used for their simplicity and efficiency. However, these methods suffer from data sparsity, the curse of dimensions and lexical gap, which make NLP and IR tasks difficult to use. Recently, distributed word representation has been widely used, which is also known as word embedding. It represents words as dense, low-dimensional, real-valued vectors, and each dimension represents the latent semantic and syntactic features of words. There is a surge of work focusing on neural network algorithms for word representation learning [15] , [20] - [27] .
Most of existing methods leverage co-occurrence information in the corpus, and hold the assumption that words with similar contexts tend to have similar meanings. Recently, several researches focused on generating word representation beyond context-based assumptions, considering deeper relationships between linguistic items, such as subword and semantic relations [28] - [30] . For example, the Strudel system [31] represented a word using clusters of lexical-syntactic patterns. Murphy et al. [32] constructed word representations through their co-occurrence with other words in syntactic dependency relations, and then used a Non-Negative Sparse Embedding (NNSE) method to reduce dimensions of the representations. Levy and Goldberg [33] extended the Skipgram model [15] by using the word co-occurrence window under the structure of sentence dependency parse tree.
Several works have also used pattern-enhanced word embedding performance. Patterns have been suggested to be useful in capturing word co-occurence relations in word representation [34] . Bollegala et al. [35] replaced bag-of-words contexts with various patterns (lexical, POS and dependency). Schwartz et al. [36] proposed a symmetric pattern-based approach to word representation which is particularly suitable for capturing word similarity. Several studies exploit word embedding methods with external knowledge bases such as Probase and WordNet. The Retrofit method [37] refined word representations using relational information from semantic lexicons. Xu et al. [38] leveraged both relational and categorical knowledge to produce word representation (RC-NET), combining this with the Skip-gram method. Liu et al. [30] represents semantic knowledge as a number of ordinal similarity inequalities of related word pairs to learn semantic word embedding (SWE). Bollegala et al. [35] proposed a method that considers semantic relations in which they co-occur to learn word representations. Bollegala et al. [39] also proposed a joint word representation learning method that simultaneously predicts the co-occurrences of two words in a sentence, subject to the relational constraints given by a semantic lexicon.
VI. CONCLUSION
This paper presents an innovative latent relation-enhanced word embedding model to increase the semantic relatedness of words in the corpus. Instead of learning embedding vectors merely based on context information, we incorporate latent relations into the training process. The proposed LRWE method employs two different kinds of probability-based latent relations in the model, both on the structure of CBOW and Skip-gram. The results of the experiments show that the proposed method outperforms the existing state-of-theart word embedding learning methods on text classification and information retrieval tasks.
We find that word embedding representation is a powerful tool for various systems as a reliable input. In this work, we treat the importance of the context information equally to predict a word. In future work, we need to carefully analysis the difference between the context information as some unique distributions to generate word embedding, and the context distributions can be treated as attentions in multilayer networks, especially related to specific applications. GAO 
