PCA-L1 (principal component analysis based on L1-norm maximization) is an approximate solution of L1-PCA (PCA based on the L1-norm), and has robustness against outliers compared with traditional PCA. However, the more dimensions the feature space has, the more calculation time PCA-L1 consumes. This paper focuses on an initialization procedure of PCA-L1 algorithm, and proposes a fast method of PCA-L1 using Gram-Schmidt orthogonalization. Experimental results on face recognition show that the proposed method works faster than conventional PCA-L1 without decrease of recognition accuracy. key words: principal component analysis based on L1-norm maximization, Gram-Schmidt orthogonalization 
Introduction
Face recognition is a field of pattern recognition using individual face features. In pattern recognition, one of the most popular method is principal component analysis (PCA). Traditional PCA based on the L2-norm, denoted as L2-PCA, is influenced by outliers for the worse. To reduce this influence, PCA based on the L1-norm (L1-PCA) was developed, but it needs massive computational cost. Kwak proposed PCA-L1 (PCA based on L1-norm maximization) to obtain an approximate solution of L1-PCA [1] . PCA-L1 is a suboptimal solution of L1-PCA, but attracts much attention [2] , [3] owing to the simpleness and easiness. However, PCA-L1 is still a burden because PCA-L1 uses an iteration strategy, and requires an auto-correlation matrix and an eigensolver to prepare the initial vector for each feature basis. This paper focuses on the initialization procedure on the PCA-L1 algorithm, and proposes a fast method by using Gram-Schmidt orthogonalization.
PCA-L1
Suppose the given data set is X = [x 1 , x 2 , . . . , x n ] ∈ R d×n , where n and d indicate the number and the dimension of data points respectively. Without loss of generality, all the data {x i } n i=1 are assumed to be centralized. Denote the projection matrix as
stand for feature bases. L2-PCA maximizes the variance of data in the feature space, thus solves the problem: 
where || · || 1 denotes the L1-norm operation. It is difficult to solve this problem directly, thus the recent work proposed to obtain each {w j } m j=1 successively [1] . The formula (2) becomes the next problem:
PCA-L1 carries out an iterative algorithm shown below to solve problem (3).
Algorithm:PCA-L1 1) Initialization:
Set an initial vector w(t = 0), which is normalized. 2) Polarity check:
If
3) Flipping and maximization:
Set w(t + 1) = n i=1 p i (t)x i , and normalize it. 4) Convergence check: a. If w(t + 1) w(t), go to step 2. b. Else if there exists i that w T (t + 1)x i = 0, change w(t + 1) a minute, and go to step 2. c. Otherwise, set w * = w(t + 1) and stop.
At 1), PCA-L1 adopts the principal basis of L2-PCA as the initial vector w(0), because the performance of the resulting basis depends on the initial vector. At 4) b., "change w(t+1) a minute" means
where Δw is a small nonzero random vector. After obtaining the k-th projection basis w * k , all the data {x i } n i=1 are projected into the orthogonal complement of the space spanned by w * k as follows:
where (·, ·) is the inner product of vectors. This algorithm is guaranteed to converge to a local maximum [1] .
Note that PCA-L1 needs the principal basis of L2-PCA as the initial vector for each basis, that is, PCA-L1 needs an eigensolver for each basis. Moreover, only the principal basis is used.
Proposed method
This paper proposes to generate the initial vectors by the Gram-Schmidt orthogonalization from the second basis onward. The initial vector for k-th basis w k (0) is given by the Gram-Schmidt orthogonalization as following:
where {w *
l=1 are preceding projection bases, and w k is the basis obtained by L2-PCA for the given data X. Please note that the proposed method does not need an eigensolver from the second basis onward, and the proposed method reduces the computational complexity significantly although the bases might converge at an irrelevant local maximum.
Experiment
To evaluate the proposed method, experiments of face recognition are carried for the extended Yale Face Database B [5] . The database consists of 64 gray-scale frontal-face images for 30 individuals under illumination change. For the experiments, all the images are cropped to 24 × 21 pixels. All the images are divided into two groups, for training and for test, by illumination conditions as follows. The 64 images per person are photographed under the various illumination conditions which are equivalent among 30 individuals. For training, 10 illumination conditions are selected at random; therefore, 300 vectors are used to calculate bases. The other images under the 54 illumination conditions are used for test. To evaluate the robustness against outliers, 10 percent random salt and pepper noise is added intentionally to some of learning images (hereinafter referred to as outlier images).
Face recognitions are carried out employing the eigenface method [4] , which classifies a test image to a class which contains a training image having the smallest distance from the test image in the feature space. The proposed method is compared with PCA-L1 and L2-PCA.
First, the three methods are compared with varying the feature space dimensions from 10 to 300 by 10, where the number of outlier images per person is fixed to 5. The calculation time to generate feature spaces and the recognition rates are shown in Table 1 and Fig. 1 respectively. From Table 1 , the gradient of the calculation time of the proposed method has decreased to about one 25th compared with PCA-L1 although our method is slower than L2-PCA. Please note that both PCA-L1 and the proposed method require additional procedures to L2-PCA. On the other hand, Fig. 1 shows that the proposed method provides the same performance as PCA-L1 in the recognition rate, and the two methods are superior to L2-PCA. Next, the three methods are compared with varying the number of outlier images per person from 0 to 8 for the 150 dimensional feature space. Figure 2 shows the results of the recognition rates. In Fig. 2 , the recognition rate of all the methods deteriorate as the number of outlier images increases. By directing attention to the degree of the deterioration, it is found that the proposed method and PCA-L1 are robuster than L2-PCA against outliers.
The above experimental results indicate that the proposed method works faster than PCA-L1 without decrease of recognition accuracy. The proposed method consumes more computational time than L2-PCA; however, the more the number of dimensions is, the wider the difference of computational time between the proposed method and L2-PCA is. Furthermore, the proposed method is robuster than L2-PCA against outliers.
Conclusion
This paper has proposed a fast method of PCA-L1 using Gram-Schmidt orthogonalization. The experimental results show that the proposed method works faster than PCA-L1 without decrease of recognition accuracy.
