








































































































































































































































































































　最後に「For Others」という理念を取り上げたい。「For Others」とは何を意味するのであろうか。「For 
Others」はフェリス女学院の歴史のなかで自然と語られるようになった理念ではあるが、その解釈に当
たってはやはり「フィリピの信徒への手紙」２章１-11節を参照するのが妥当であると考えられる。
　　 そこで、あなたがたに幾らかでも、キリストによる励まし、愛の慰め、“霊” による交わり、それ
に慈しみや憐れみの心があるなら、同じ思いとなり、同じ愛を抱き、心を合わせ、思いを一つにし
て、わたしの喜びを満たして下さい。何事も利己心や虚栄心からするのではなく、へりくだって、
互いに相手を自分よりも優れた者と考え、めいめい自分のことだけでなく、他人のことにも注意を
払いなさい。互いにこのことを心がけなさい。それはキリスト・イエスにもみられるものです。キ
リストは、神の身分でありながら、神と等しい者であることに固執しようとは思わず、かえって自
分を無にして、僕の身分になり、人間と同じ者になられました。人間の姿で現れ、へりくだって、
死に至るまで、それも十字架の死に至るまで従順でした。このため、神はキリストを高く上げ、あ
らゆる名にまさる名をお与えになりました。こうして、天上のもの、地上のもの、地下のものがす
べて、イエスの御名にひざまずき、すべての舌が、「イエス・キリストは主である」と公に宣べて、
父である神をたたえるのです。（下線部筆者）
　ここを読むと、わたしたちが「他人のことにも注意を払いなさい」と命じられるのは、「それはキリ
スト・イエスにもみられる」からであり、そのイエスは「神の身分でありながら、神と等しい者である
ことに固執しようとは思わず、かえって自分を無にして、僕の身分になり、人間と同じ者に」なったこ
とが前提となっていることが分かる。よって、神の自己犠牲の業がわたしたちの「For Others」の源
泉なのである。ゆえに、「上から目線で他人を助けてあげる」のではなく、「一人ひとりの救いのために
十字架で死んでくださった神に倣って他人と接する」ことが求められているのではないだろうか。
　上記の３つの聖句が教えてくれる価値観は、次の３つではないかと考える。
　① 人間一人ひとりが神により贖われたかけがえのない存在であること、すなわち、一人ひとりが神に
より与えられた尊厳をもった存在であり、ある目的の手段とされてはならないこと。
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　②一人ひとりが多様性のなかにあって平等に扱われねばならないこと。
　③互いに尊敬・尊重し合い、相手のことを思って、相手の利益となるように行動すべきであること。
　これらの価値観を学生が血肉としてくれれば、その後の人生は限りなく豊かになるとわたしは信じ
る。また、こんなことを言えば神はフィクションであると断言する『ホモ・デウス』の著者に笑われる
かもしれないが、これは神の命令なのである。そしてこの価値観は、AIの行動・解答の妥当性をチェッ
クする際の基準となり得るのであり、完全とはいえないまでもAIやそれを恣意的に利用する人々の専
断・暴走を防ぐことができるのではなかろうか。そして、この諸基準は大学教育を評価するに当たって
も、つねに振り返り、立ち戻らなくてはならないものだと考える。
　AI時代においてわたしたちはAIと共存していかなくてはならない。そしてAIを上手に利用すること
ができれば、わたしたちの生活を格段に豊かなものにすることができる。
　AIによって自由時間が増えれば、人々は学びの時間を増やし、思索を深めることができる。その際に、
リベラル・アーツこそがAI時代に生きる人々の糧となるのではないか。
　ただし、それには前提がある。すなわち、AIやロボット、機械が生み出す富や成果は人類全体に平
等に分配されなければならない。各人が生活するのに十分な資力がベーシックインカムのような形で与
えられなければ、AIは単なる収奪の道具となってしまう。
　AIには利点があると同様に用い方によっては人類に害をなす存在にもなり得る。よって、わたした
ちはAIの下僕にならないよう注意しなければならない。そして、AIを利己的に用いて人類を支配しよ
うとする一握りのエリート層の台頭を許してはならない。
　それを防ぐためには、どうすればよいのか。そのためには、AIが人倫に反するような用い方がされ
ないようにつねに人間がチェックする必要がある。その際には、上記の３つの価値観をわたしたちが共
有する必要がある。そして、その価値観に依拠してAIの行動をチェックするのが望ましいと考える。
　第一に、AIが人間の尊厳に反する用い方がされていないか。人間を道具として扱っていないか。第
二に、AIが人間の多様性と平等を犯すような用い方がされていないか。第三に、AIがすべての人の利
益となるように用いられているかをチェックしなければならない。
　チェックをするには人間にその能力がなければならない。よって、AIの使用が普通になっても人間
の数的思考や言語能力などの教育を止めてはいけないのである。そして、人間の感性を賦活し、他者と
共感・共働する力を育て、合理性至上主義を克服する教育をしていかなければならないのである。
 （あらい・まこと）
 フェリス女学院大学国際交流学部教授
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