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Abstract
Intelligent reflecting surface (IRS) that enables the control of wireless propagation environment
has recently emerged as a promising cost-effective technology for boosting the spectrum and energy
efficiency in future wireless communication systems. Prior works on IRS are mainly based on the ideal
phase shift model assuming the full signal reflection by each of the elements regardless of its phase
shift, which, however, is practically difficult to realize. In contrast, we propose in this paper the practical
phase shift model that captures the phase-dependent amplitude variation in the element-wise reflection
coefficient. Based on the proposed model and considering an IRS-aided multiuser system with an IRS
deployed to assist in the downlink communications from a multi-antenna access point (AP) to multiple
single-antenna users, we formulate an optimization problem to minimize the total transmit power at
the AP by jointly designing the AP transmit beamforming and the IRS reflect beamforming, subject to
the users’ individual signal-to-interference-plus-noise ratio (SINR) constraints. Iterative algorithms are
proposed to find suboptimal solutions to this problem efficiently by utilizing the alternating optimization
(AO) or penalty-based optimization technique. Moreover, we analyze the asymptotic performance loss
of the IRS-aided system that employs practical phase shifters but assumes the ideal phase shift model
for beamforming optimization, as the number of IRS elements goes to infinity. Simulation results unveil
substantial performance gains achieved by the proposed beamforming optimization based on the practical
phase shift model as compared to the conventional ideal model.
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2I. INTRODUCTION
Intelligent reflecting surface (IRS) assisted wireless communication has recently emerged as a
promising solution to enhance the spectrum and energy efficiency of future wireless systems cost-
effectively. Specifically, an IRS is able to establish favourable channel responses by controlling
the wireless propagation environment via a large number of reconfigurable passive reflecting
elements (see e.g. [2]–[6] and the references therein). In particular, it has been shown in [2]
that when the number of reflecting elements, say N , is sufficiently large, IRS is able to achieve
an asymptotic receive signal power or signal-to-noise ratio (SNR) gain of order O(N2) in the
IRS-aided single-user system, known as the squared power gain. Moreover, for the multiuser
system, by jointly optimizing the active (transmit) beamforming at the base station and the passive
(reflect) beamforming at the IRS, the signal-to-interference-plus-noise ratio (SINR) performance
of all users in the network can be significantly improved [2], regardless of whether they are
aided by the IRS directly or not. The proposed joint active and passive beamforming design has
been also investigated in various other applications/setups, e.g., physical layer security [7]–[9],
orthogonal frequency division multiplexing (OFDM) [10], [11], non-orthogonal multiple access
(NOMA) [12], [13], and simultaneous wireless information and power transfer (SWIPT) [14],
[15]. However, the above prior works as well as many others (see, e.g., [16]–[22]) on IRS have
all assumed the ideal phase shift model with full signal reflection, i.e., unity reflection amplitude
at each reflecting element regardless of its phase shift, which, however, is practically difficult to
realize due to the hardware limitation [23], [24].
The amplitude response of a typical passive reflecting element is generally non-uniform with
respect to its phase shift. In particular, the amplitude typically exhibits its minimum value at
the zero phase shift, but monotonically increases and asymptotically approaches unity amplitude
(i.e., 1) at the phase shift of π or −π. This is due to the fact that when the phase shift approaches
zero, the image currents, i.e., the currents of a virtual source that accounts for the reflection, are
in-phase with the reflecting element currents, and thus the electric field and the current flow in
each element are enhanced. As a result, the dielectric loss, metallic loss, and ohmic loss increase
accordingly, leading to more energy loss and hence lower reflection amplitude [23]. Furthermore,
these losses mainly come from the semiconductor devices, metals, and dielectric substrates used
in IRS, thus cannot be completely avoided in practice. In fact, this is a long-standing problem for
designing reflection-based metasurfaces [25]. In [26], amplifiers are integrated into the reflecting
3Fig. 1: An IRS-aided multiuser wireless communication system.
elements to compensate the energy loss, which, however, is unsuitable for passive IRS and also
costly to implement in practice.
In prior works (e.g., [7]–[22]) on IRS, by assuming the ideal phase shift model with unity
reflection amplitude regardless of the phase shift at each element, IRS reflection has been
designed to achieve the maximal phase alignment between the IRS-reflected and non-IRS-
reflected signals at the designated receiver(s). However, when the reflection amplitude depends
on the phase shift, such a reflection design is no longer optimal in general and will cause
performance degradation. Instead, the phase shifts at the IRS need to be properly designed to
strike an optimal balance between the reflected signal amplitude and phase alignment under the
practical phase shift model with phase-dependent amplitude response, which thus motivates this
work.
In this paper, by considering the practical IRS phase shift model and an IRS-aided multiuser
wireless communication system shown in Fig. 1, we formulate and solve new problems to
minimize the total transmit power at the access point (AP) by jointly optimizing the AP transmit
beamforming and the IRS reflect beamforming, subject to the users’ individual SINR constraints.
Our main contributions are summarized as follows.
• First, to characterize the fundamental relationship between the reflection amplitude and
phase shift for designing IRS-aided wireless systems, we propose a new analytical model
for the phase shifter, which is applicable to a variety of semiconductor devices used for
implementing IRS, and verify its accuracy using the experimental results from the literature.
• Next, based on the newly established phase shift model, we solve the formulated problem
for the special case of single-user transmission to draw useful design insights. However, the
problem in this case is non-convex and difficult to be optimally solved in general, for which
we propose two iterative algorithms to find suboptimal solutions efficiently by utilizing
the alternating optimization (AO) and penalty-based optimization techniques, respectively.
4Moreover, to highlight the importance of the practical phase shift model, we analyze the
asymptotic performance loss of an IRS-aided system that employs practical phase shifters
but assumes the ideal phase shift model for beamforming optimization, as the number of
IRS elements becomes large.
• Finally, we extend our formulated problem for the single-user case to the more general
multiuser case and propose two algorithms to obtain suboptimal solutions for it, which offer
different tradeoffs between the complexity and performance. Specifically, the first algorithm,
which is based on the penalty-based method, achieves better performance but requires
higher complexity as compared to the second algorithm, which is designed by following
the similar principle of two-stage optimization as proposed in [2]. Simulation results unveil
substantial performance gains achieved by the proposed beamforming optimization based
on the practical phase shift model as compared to the conventional ideal model, although
the latter has been widely adopted in the literature.
The rest of this paper is organized as follows. Section II introduces the system model.
Section III presents the proposed practical IRS phase shift model. Section IV presents the
problem formulation for the single-user case and proposes two efficient algorithms to solve
the problem. In Section V, we extend the algorithms proposed for the single-user case to the
general multiuser case. Section VI presents numerical results to evaluate the effectiveness of the
proposed algorithms. Finally, we conclude the paper in Section VII.
Notations: In this paper, scalars are denoted by italic letters, vectors and matrices are denoted
by bold-face lower-case and upper-case letters, respectively. For a complex-valued vector v,
‖v‖, vH , and diag(v) denote its ℓ2-norm, conjugate transpose, and a diagonal matrix with each
diagonal element being the corresponding element in v, respectively. Scalar vi denotes the i-
th element of a vector v. For a square matrix S, Tr(S) and S−1 denote its trace and inverse,
respectively, while S  0 means that S is positive semi-definite. For any matrixA,AH , rank(A),
and An,k denote its conjugate transpose, rank, and (n, k)th element, respectively. I and 0 denote
an identity matrix and an all-zero matrix, respectively, with appropriate dimensions. Cx×y denotes
the space of x × y complex-valued matrices.  denotes the imaginary unit, i.e., 2 = −1. For a
complex-valued scalar v, |v| and arg(v) denote its absolute value and phase, respectively. The
distribution of a circularly symmetric complex Gaussian (CSCG) random vector with mean µ
and variance ̺2 is denoted by CN (µ, ̺2); and ∼ stands for “distributed as”. E(·) denotes the
statistical expectation.
5II. SYSTEM MODEL
As shown in Fig. 1, we consider a multiuser multiple-input single-output (MISO) wireless
system, where an IRS composed of N reflecting elements is deployed to assist in the downlink
communications from an AP with M antennas to K single-antenna users. The set of the users
is denoted by K = {1, . . . , K}. The IRS reflecting elements are programmable via a smart IRS
controller [3]. Furthermore, the IRS controller communicates with the AP via a separate wireless
link for the AP to control the IRS reflection. It is assumed that the signals that are reflected by
the IRS more than once have negligible power due to substantial path loss and thus are ignored
[2]. In addition, we consider a quasi-static flat-fading model, where it is assumed that all the
wireless channels remain constant over each transmission block. All the channels are assumed to
be known at the AP by applying, e.g., the channel estimation techniques proposed in [3], [11].
Let hd,k ∈ CM×1, hr,k ∈ CN×1, and G ∈ CN×M denote the baseband equivalent channels
from the AP to user k, from the IRS to user k, and from the AP to IRS, respectively, k ∈ K.
Without loss of generality, let v = [v1, . . . , vN ] ∈ CN×1 denote the reflection coefficient vector
of the IRS, where |vn| ∈ [0, 1] and arg(vn) ∈ [−π, π) are the reflection amplitude and phase
shift on the combined incident signal, respectively, for n ∈ {1, . . . , N} [3]. Note that for the
ideal phase shift model considered in [2]–[4], it follows that |vn| = 1, ∀n, regardless of the phase
shift, arg(vn). The transmit signal at the AP is given by x =
∑K
k=1wksk, where wk ∈ CM×1
denotes the transmit beamforming vector for user k and sk denotes the corresponding transmit
symbol, which is independent over k, and has zero-mean and unit-variance (i.e., E(|sk|2) = 1).
The signal received at user k from both the AP-user and AP-IRS-user channels is then expressed
as
yk = (v
HΦk + h
H
d,k)
K∑
j=1
wjsj + zk, k ∈ K, (1)
where Φk = diag(h
H
r,k)G and zk denotes the additive white Gaussian noise (AWGN) at the user
k’s receiver with zero-mean and variance σ2k. Accordingly, the SINR of user k is given by
SINRk =
|(vHΦk + hHd,k)wk|2∑K
j 6=k |(vHΦk + hHd,k)wj|2 + σ2k
, k ∈ K. (2)
III. PRACTICAL PHASE SHIFT MODEL
A. Equivalent Circuit Model
An IRS is typically constructed by using the printed circuit board (PCB), where the reflecting
elements are equally spaced on a two-dimensional plane. A reflecting element is composed of a
6Fig. 2: Transmission line model of a reflecting element.
metal patch on the top layer of the PCB dielectric substrate and a full metal sheet on the bottom
layer [3]. Moreover, a semiconductor device1, which can vary the impedance of the reflecting
element by controlling its biasing voltage, is embedded into the top layer metal patch so that
the element response can be dynamically tuned in real time without changing the geometrical
parameters [28]. In other words, when the geometrical parameters are fixed, the semiconductor
device controls the phase shift and reflection amplitude (absorption level).
As the physical length of a reflecting element is usually smaller than the wavelength of the
desired incident signal, its response can be accurately described by an equivalent lumped circuit
model regardless of the particular geometry of the element [29]. As such, the metallic parts in
the reflecting element can be modeled as inductors as the high-frequency current flowing in it
produces a quasi-static magnetic field. In Fig. 2, the equivalent model for the n-th reflecting
element is illustrated as a parallel resonant circuit and its impedance is given by
Zn(Cn, Rn) =
ωL1(ωL2 +
1
ωCn
+Rn)
ωL1 + (ωL2 +
1
ωCn
+Rn)
, (3)
where L1, L2, Cn, Rn, and ω denote the bottom layer inductance, top layer inductance, effective
capacitance, effective resistance, and angular frequency of the incident signal, respectively. Note
that Rn determines the amount of power dissipation due to the losses in the semiconductor
devices, metals, and dielectrics, which cannot be zero in practice, and Cn specifies the charge
accumulation related to the element geometry and semiconductor device. As the transmission
line diagram in Fig. 2 depicts, the reflection coefficient, i.e., vn in (1), is the parameter that
describes the fraction of the reflected electromagnetic wave due to the impedance discontinuity
between the free space impedance Z0 and element impedance Zn(Cn, Rn) [30], which is given
by
vn =
Zn(Cn, Rn)− Z0
Zn(Cn, Rn) + Z0
. (4)
1In practice, a positive-intrinsic-negative (PIN) diode, a variable capacitance (varactor) diode, or a metal-oxide-semiconductor
field-effect transistor (MOSFET) can be used as the semiconductor device mentioned here [25], [27], [28].
7(a) Phase shift and amplitude versus Cn and Rn. (b) Amplitude versus phase shift.
Fig. 3: Reflection coefficient of a reflecting element.
Since vn is a function of Cn and Rn, the reflected electromagnetic waves can be manipulated in
a controllable and programmable manner by varying Cn’s and Rn’s.
To demonstrate this, Fig. 3 illustrates the behaviour of the amplitude and the phase shift, i.e.,
|vn| and arg(vn), respectively, for different values of Cn and Rn. Note that to align with the
experimental results in [25], Cn is varied from 0.47 pF to 2.35 pF when L1 = 2.5 nH, L2 = 0.7
nH, Z0 = 377 Ω, and ω = 2π × 2.4 × 109. It is observed that although a reflecting element is
capable of achieving almost 2π full phase tuning, its phase shift and reflection amplitude both
vary with Cn and Rn in general. One can also observe that the minimum amplitude occurs near
zero phase shift and approaches unity (the maximum value) at the phase shift of π or −π, which
is explained as follows. When the phase shift is around π or −π, the reflective currents (also
termed as image currents) are out-of-phase with the element currents, and thus the electric field
as well as the current flow in the element are both diminished, thus resulting in minimum energy
loss and the highest reflection amplitude. In contrast, when the phase shift is around zero, the
reflective currents are in-phase with the element currents, and thus the electric field as well as
the current flow in the element are both enhanced. As a result, the dielectric loss, metallic loss,
and ohmic loss increase dramatically, leading to maximum energy dissipation and the lowest
reflection amplitude. Furthermore, it is worth pointing out that the numerical results illustrated
in Fig. 3 are in accordance with the experimental results reported in the literature (see [23] and
Fig. 5 (b) in [25]), indicating that the circuit model given by (3) and (4) accurately captures the
physical reflection of a reflecting element in practice.
Note that to obtain the ideal phase shift control, where |vn| = 1, ∀ arg(vn) ∈ [−π, π), each
8(a) The phase shift model with different param-
eters.
(b) Simulation results for the proposed phase
shift model.
Fig. 4: The proposed phase shift model.
element should exhibit zero energy dissipation for reflection. However, in practical hardware,
energy dissipation is unavoidable2 and the typical behaviour of the reflection amplitude is
similar to Fig. 3. Therefore, incorporating the practical phase shift model to design beamforming
algorithms is essential to optimize the performance of IRS-aided wireless systems.
B. Proposed Phase Shift Model
In order to characterize the fundamental relationship between the reflection amplitude and
phase shift for designing IRS-aided wireless systems, we propose in this subsection an analytical
model for the phase shift which is in general applicable to a variety of semiconductor devices used
for implementing IRS. Let vn = βn(θn)e
θn with θn ∈ [−π, π) and βn(θn) ∈ [0, 1] respectively
denote the phase shift and the corresponding amplitude. Specifically, βn(θn) can be expressed
as
βn(θn) = (1− βmin)
(
sin(θn − φ) + 1
2
)α
+ βmin, (5)
where βmin ≥ 0, φ ≥ 0, and α ≥ 0 are the constants related to the specific circuit implementation.
As depicted in Fig. 4 (a), βmin is the minimum amplitude, φ is the horizontal distance between
−π/2 and βmin, and α controls the steepness of the function curve. Note that for βmin = 1 (or
α = 0), (5) is equivalent to the ideal phase shift model with unity amplitude. In practice, IRS
2In [25], Rn = 2.5 Ω in each reflecting element due to the diode junction resistance, while in [23], although the reflecting
element does not contain any semiconductor device, its amplitude response follows a similar shape to Fig. 3 due to the metallic
loss and dielectric loss.
9circuits are fixed once they are fabricated and thus these parameters can be easily found by a
standard curve fitting tool.
Fig. 4 (b) illustrates that the proposed phase shift model closely matches the simulation results
presented in Section III-A for a practical reflecting element. In the sequel, we will adopt the
model in (5) for beamforming design in IRS-aided wireless communication. Without loss of
generality, we assume that the circuits of the reflecting elements are all identical, and thus the
same model parameters, i.e., βmin, φ, and α, apply to each of the elements at the IRS.
IV. SINGLE-USER BEAMFORMING OPTIMIZATION
In this section, we consider the special case with a single user to draw important insights into
the beamforming design. For brevity, the user index k is omitted in this section.
A. Problem Formulation
We aim to minimize the total transmit power at the AP by jointly optimizing the transmit
beamforming at the AP and reflect beamforming at the IRS for K = 1. In this case, no inter-user
interference is present in (2), and thus the problem is formulated as
(P0) : min
w,v,{θn}
‖w‖2 (6)
s.t. |(vHΦ+ hHd )w|2 ≥ γσ2, (7)
vn = βn(θn)e
θn, n = 1, . . . , N, (8)
− π ≤ θn ≤ π, n = 1, . . . , N, (9)
where γ > 0 is the minimum SNR requirement of the user. Although the objective function of
(P0) and constraints in (9) are convex, it is challenging to solve (P0) due to the non-convex
constraints in (7) and (8). For any given v and {θn}Nn=1, it is not difficult to verify that the
maximum-ratio transmission (MRT) is the optimal transmit beamforming solution to (P0), i.e.,
w∗ =
√
P
(vHΦ+hH
d
)H
‖vHΦ+hH
d
‖
[2], where P denotes the transmit power of the AP. By substituting w∗ to
(P0), the problem can be transformed to
min
P,v,{θn}
P (10)
s.t. P‖vHΦ+ hHd ‖2 ≥ γσ2, (11)
vn = βn(θn)e
θn, n = 1, . . . , N, (12)
− π ≤ θn ≤ π, n = 1, . . . , N, (13)
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where the optimal transmit power is given by P ⋆ = γσ
2
‖vHΦ+hH
d
‖2
. Accordingly, the problem for
minimizing the total transmit power at the AP by optimizing v and {θn}Nn=1 can be equivalently
formulated as
(P1) : max
v,{θn}
‖vHΦ+ hHd ‖2 (14)
s.t. vn = βn(θn)e
θn , n = 1, . . . , N, (15)
− π ≤ θn ≤ π, n = 1, . . . , N. (16)
It is worth noting that (P1) essentially corresponds to the effective channel power gain maxi-
mization for the single user. Although simplified, problem (P1) is still non-convex and difficult
to be optimally solved due to the non-convex constraints in (15).
B. Power Loss of Ideal IRS Model with Asymptotically Large N
Prior to solving (P1), in this subsection, we first characterize the receive power loss in a
practical IRS-aided system when the phase shifts are designed by assuming the ideal phase shift
model, i.e., by setting βn(θn) = 1, ∀n in (15), as the number of IRS elements N → ∞. Since
the IRS-reflected signal power dominates in the total received power for asymptotically large
N , the signal received from the AP-user link is ignored. To draw essential insight, we assume a
single-antenna transmitter at the AP, i.e., M = 1, with the transmit power denoted by P . Denote
by Pideal and Ppractical the receive power under the ideal and practical IRS phase shift models,
respectively, with the phase shifts obtained by solving (P1) by assuming the ideal IRS model,
i.e., βn(θn) = 1, ∀n in (15).
Proposition 1: Assume that hr(n) ∼ CN (0, ̺2r) and G(n, 1) ∼ CN (0, ̺2g), n = 1, . . . , N ,
and they are statistically independent. As N →∞, we have
η(βmin, α) =
Ppractical
Pideal
=
(
1
2π
∫ π
−π
β(θ) dθ
)2
, (17)
where β(θ) = (1− βmin)
(
sin(θ−φ)+1
2
)α
+ βmin.
Proof: See Appendix A.
From (17), it is observed that as N →∞, the power ratio η(βmin, α) depends only on βmin and
α, but is regardless of N , which implies that the promising squared power scaling order, i.e.,
O(N2) unveiled in [2] under the ideal phase shift model, still holds for practical phase shifters.
Besides, it is observed from the numerical values in Table I that η(βmin, α) is more sensitive to
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TABLE I: The Power Loss Under Ideal IRS Assumption.
η(βmin, α) βmin = 1.0 βmin = 0.8 βmin = 0.5 βmin = 0.2
α = 1.6 0 dB −1.1 dB −3.0 dB −5.5 dB
α = 2.0 0 dB −1.2 dB −3.2 dB −6.0 dB
βmin as compared to α. For example, when βmin = 0.2 and α = 1.6 (which correspond to the setup
in [25]), a substantial power loss of 5.5 dB is incurred under the ideal IRS assumption. Even for
a much larger value of βmin, the power loss is still non-negligible, e.g., η(0.8, 1.6) = −1.1 dB.
These results suggest that the consideration of IRS hardware imperfection is indeed crucial for
the beamforming design and achievable performance in practical systems. To this end, we solve
(P1) in the next two subsections under the proposed practical phase shift model by applying two
different optimization techniques, respectively.
C. AO-based Algorithm
First, we propose an AO-based algorithm to find an approximate solution to (P1), by iteratively
optimizing one phase shift of the N reflecting elements with those of the others being fixed at
each time, until the objective value in (14) converges. To this end, the problem for optimizing
the reflection of the n-th element is simplified to
(P2) : max
θn
β2n(θn)Ψn,n + βn(θn)|ϕn| cos(arg(ϕn)− θn) (18)
s.t. − π ≤ θn ≤ π, (19)
where Ψ = diag(hHr )GG
H diag(hr), hˆd = diag(h
H
r )Ghd, and ϕn =
(∑N
m6=nΨn,mvm
)
+2hˆd,n.
Note that (18) is obtained by taking the terms associated with βn(θn) and θn in the expansion
of (14). It is noted that (P2) is a single-variable non-convex optimization problem.
Next, we propose a closed-form approximate solution to (P2). The key to approximately
solving (P2) in closed-form lies in re-expressing (18) in a more tractable form. In general, any
approximation of a nonlinear function can only fit the original function values locally, which
we refer to as the trust region. For (P2), the trust region should enclose its optimal solution,
denoted by θ∗n.
Define f(θn) , β
2
n(θn)Ψn,n + βn(θn)|ϕn| cos(arg(ϕn)− θn). It is not difficult to observe that
for the ideal phase shift model considered in [2]–[4], βn(θn) and θn can be designed to maximize
f(θn) (or (18)) by setting β
∗
n(θn) = 1 and θ
∗
n = arg(ϕn), ∀n. However, such a reflection design
is no longer optimal for a practical IRS due to the dependency of βn(θn) on θn as depicted in
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Algorithm 1 AO-based Algorithm for Solving (P1)
1: Initialize: {θn}Nn=1.
2: repeat
3: for n = 1 to N do
4: Find θ∗n as the solution to (P2) using (21) with the trust region given by (20).
5: end for
6: Obtain vn = βn(θ
∗
n)e
θ∗n, ∀n.
7: until the objective value of (P1) with the obtained v reaches convergence.
Fig. 3 (b). For instance, if arg(ϕn) = 0, θ
∗
n = 0 may not be a favourable phase design as it
yields the lowest reflection amplitude. In this case, θ∗n needs to be properly chosen to balance
between βn(θn) and arg(ϕn). In particular, since the minimum βn(θn) occurs near zero phase
shift and approaches the maximum at π and −π, θ∗n should deviate from arg(ϕn) towards π (or
−π) when arg(ϕn) is positive (negative). Based on this, the trust region of the optimal phase
shift is presented in the following proposition.
Proposition 2: The trust region that encloses θ∗n for (P2) is given by
θ∗n ∈ [arg(ϕn), (−1)λπ], (20)
with λ = 0 when arg(ϕn) ≥ 0 and λ = 1 otherwise.
Proof: See Appendix B.
Motivated by the above result, a high-quality approximate solution to problem (P2) can be
obtained numerically via the one-dimensional (1D) search over [arg(ϕn), (−1)λπ], which may
still be computationally inefficient. Alternatively, a closed-form approximate solution can be
obtained by fitting a quadratic function through three points over the trust region (which are
obtained via equally sampling the trust region), i.e., θA = arg(ϕn), θB =
arg(ϕn)+(−1)λπ
2
, and
θC = (−1)λπ, as given in the following proposition.
Proposition 3: Let f1 = f(θA), f2 = f(θB), and f3 = f(θC). The approximate solution to
(P2) obtained by fitting a quadratic function through the points (θA, f1), (θB, f2), and (θC , f3)
is given by
θˆ∗n =
θA(f1 − 4f2 + 3f3) + θC(3f1 − 4f2 + f3)
4(f1 − 2f2 + f3) . (21)
Proof: See Appendix C.
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It is worth pointing out that Proposition 3 essentially corresponds to a single iteration of the
successive quadratic estimation with trust region refinement proposed in [31]. The overall AO-
based algorithm to solve (P1) is given in Algorithm 1.
D. Penalty-based Algorithm
To deal with the non-convex constraints in (15), we next resort to a penalty-based method
that penalizes the constraint violation by adding a constraint-related penalty term to the objective
function of (P1). To this end, the penalized version of (P1) is formulated as
(P3) : max
v,{θn}
‖vHΦ+ hHd ‖2 − µ
N∑
n=1
|vn − βn(θn)eθn|2 (22)
− π ≤ θn ≤ π, n = 1, . . . , N, (23)
where µ > 0 is the penalty parameter that imposes a cost for the constraint violation of the
constraints in (15). In particular, when µ→∞, solving the above problem yields an approximate
solution to (P1) [32]. However, initializing µ to be a sufficiently small value generally yields
a good starting point for the proposed algorithm, even though this point may be infeasible
for (P1). By gradually increasing the value of µ by a factor of ̺ > 1, we can maximize
the original objective function, i.e., ‖vHΦ + hHd ‖2, and obtain a solution that satisfies all the
equality constraints in (15) within a predefined accuracy. This thus leads to a two-layer iterative
algorithm, where the inner layer solves the penalized optimization problem (P3) while the outer
layer updates the penalty coefficient µ, until the convergence is achieved.
For any given µ > 0, (P3) is still a non-convex optimization problem due to the non-convex
objective function. However, it is observed from (22) that v can be updated with fixed {θn}Nn=1,
and {θn}Nn=1 can be updated in parallel with fixed v, which thus motivates us to apply the block
coordinate descent (BCD) method to solve (P3) efficiently. The convergence is achieved when
the fractional increase of (22) is below a positive yet sufficiently small threshold and the details
are given as follows.
1) For any given {θn}Nn=1, v in (P3) can be optimized by solving the following problem
(P3.1) : max
v
‖vHΦ + hHd ‖2 − µ‖v− a‖2, (24)
where a = [β1(θ1)e
θ1, . . . , βN(θN)e
θN ]T . It is not difficult to observe that (P3.1) is an un-
constrained non-convex optimization problem due to the first and second terms of (24) being
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respectively convex and concave, for which we can apply the concave-convex procedure (CCCP)
[33] to approximately solve it in an iterative manner. Specifically, at each iteration l = 1, 2, . . . ,
we approximate the first term of the objective function in (P3.1) by a linear function using its
first-order Taylor series at a given point v(l) to form a convex approximate optimization problem,
which is given by (with constant terms ignored)
(P3.2) : max
v
2(ΦΦHv(l) +Φhd)
H(v − v(l))− µ‖v − a‖2. (25)
Next, we set the value of v for iteration l + 1 as the optimal solution to (P3.2) at iteration l,
and the algorithm continues until the objective value of (P3.1) reaches convergence. It is not
difficult to observe that (P3.2) is an unconstrained convex optimization problem, for which the
optimal solution in closed-form can be easily obtained as (by setting the first-order derivative of
the objective function with respect to v equal to zero)
v(l+1) =
ΦΦHv(l) +Φhd + µa
µ
. (26)
2) For any given v, {θn}Nn=1 in (P3) can be optimized by solving the following problem
(P3.3) : max
{θn}
−
N∑
n=1
|vn − βn(θn)eθn |2 (27)
− π ≤ θn ≤ π, n = 1, . . . , N. (28)
It is noted that this is a non-convex optimization problem due to the fact that βn(θn) is non-convex
in θn. However, since θn’s are fully separable in the objective function, solutions to {θn}Nn=1 can
be obtained by solving N independent subproblems in parallel. By expanding |vn−βn(θn)eθn|2
and ignoring constant terms, each corresponding subproblem is given by
(P3.4) : max
θn
2βn(θn)|vn| cos(ψn − θn)− β2n(θn) (29)
− π ≤ θn ≤ π. (30)
where ψn = arg(vn).
In contrast to (P2), the trust region given in Proposition 2 is not applicable for (P3.4) due to
the negative term in its objective function, i.e., −β2n(θn). Nevertheless, it can be observed from
(29) that its cos(·) term is maximized when θn = ψn and the whole function is maximized when
θn slightly deviates away from ψn based on vn. The trust region is thus formally presented in
the following proposition.
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Algorithm 2 Penalty-based Algorithm for Solving (P1)
1: Initialize: {θn}Nn=1 and µ > 0.
2: repeat
3: repeat
4: Update v as the solution to (P3.1).
5: Update {θn}Nn=1 using (21) with the trust region given by (31).
6: until The fractional increase of the objective value of (P3) is below a threshold ǫ1 > 0
or the maximum number of iterations is reached.
7: Update the penalty coefficient µ← ̺µ.
8: until The constraint violation (
∑N
n=1 |vn − βn(θn)eθn |2) is below a threshold ǫ2 > 0.
Proposition 4: The trust region that encloses the optimal solution of (P3.4), denoted by θ∗n, is
given by
θ∗n ∈


[ψn, ψn + (−1)λ∆] if βn(ψn)+βn(ψn+∆)2 < |vn|,
[ψn, ψn − (−1)λ∆] if βn(ψn)+βn(ψn−∆)2 > |vn|,
(31)
where ∆ ≥ 0, and λ = 0 when ψn ≥ 0 and λ = 1 otherwise.
Proof: See Appendix D.
By choosing a proper value for ∆ and fitting a quadratic function through three points over the
trust region (which are obtained via equally sampling the trust region), a closed-form approximate
solution to (P3.4) can be similarly obtained as Proposition 3. The overall penalty-based algorithm
to solve (P1) is given in Algorithm 2.
V. MULTIUSER BEAMFORMING OPTIMIZATION
In this section, we consider the general multiuser setup. Specifically, we propose two efficient
algorithms to solve the multiuser beamforming optimization problem suboptimally, by extending
the solutions for the single-user case.
A. Problem Formulation
We aim to minimize the total transmit power at the AP by jointly optimizing the transmit
beamforming at the AP and reflect beamforming at the IRS, subject to the individual SINR
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constraints at all users. Accordingly, the problem is formulated as
(P4) : min
{wk},v,{θn}
K∑
k=1
‖wk‖2 (32)
s.t.
|(vHΦk + hHd,k)wk|2∑K
j 6=k |(vHΦk + hHd,k)wj|2 + σ2k
≥ γk, k = 1, . . . , K, (33)
vn = βn(θn)e
θn, n = 1, . . . , N, (34)
− π ≤ θn ≤ π, n = 1, . . . , N, (35)
where γk > 0 is the minimum SINR requirement of user k. Note that (P4) is a non-convex
optimization problem due to the coupling between wk’s and v in (33) and non-convex constraints
in (34), for which we propose two efficient algorithms by generalizing the two approaches in
the single-user case.
B. Extended Penalty-based Algorithm
First, we introduce new auxiliary variables to decouple wk’s and v in (33). To this end, let
hHk wj = xk,j with h
H
k = v
HΦk + h
H
d,k, k, j = 1, . . . , K. Then the SINR constraints can be
expressed as
|xk,k|2∑K
j 6=k |xk,j|2 + σ2k
≥ γk, k = 1, . . . , K. (36)
By replacing (33) with (36), (P4) is equivalently transformed to
(P5) : min
{wk},v,{θn},{xk,j}
K∑
k=1
‖wk‖2 (37)
s.t.
|xk,k|2∑K
j 6=k |xk,j|2 + σ2k
≥ γk, k = 1, . . . , K, (38)
vn = βn(θn)e
θn, n = 1, . . . , N, (39)
hHk wj = xk,j, k, j = 1, . . . , K, (40)
− π ≤ θn ≤ π, n = 1, . . . , N. (41)
(P5) is still non-convex and difficult to be optimally solved in general due to the non-convex
constraints in (39) and the coupling between wk’s and v is still present with the newly added
equality constraint in (40). To overcome such difficulty, we resort to the penalty-based method
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by adding equality constraint-related penalty terms to the objective function of (P5), yielding
the following optimization problem
(P6) : min
{wk},v,{θn},{xk,j}
K∑
k=1
‖wk‖2 + µ
N∑
n=1
|vn − βn(θn)eθn |2 + ν
K∑
k=1
K∑
j=1
|hHk wj − xk,j|2 (42)
s.t.
|xk,k|2∑K
j 6=k |xk,j|2 + σ2k
≥ γk, k = 1, . . . , K, (43)
− π ≤ θn ≤ π, n = 1, . . . , N, (44)
where µ > 0 and ν > 0 denote the penalty coefficients used for penalizing the violation of
equality constraints in (P5). Similarly to problem (P3), we propose a two-layer iterative algorithm.
Specifically, the inner layer solves the penalized optimization problem (P6) by applying the
BCD method while the outer layer updates µ and ν, until the convergence is achieved. To this
end, the entire optimization variables in (P6) are partitioned into four blocks, i.e., {wk}Kk=1, v,
{θn}Nn=1, and {xk,j}Kk,j=1. Then, we can minimize (P6) by alternately optimizing each of the
above four blocks in one iteration with the other three blocks fixed, and iterating the above until
the convergence is reached, which is detailed as follows.
1) For any given v, {θn}Nn=1 and {xk,j}Kk,j=1, {wk}Kk=1 can be optimized by solving the
following problem
(P6.1) : min
{wk}
K∑
k=1
‖wk‖2 + ν
K∑
k=1
K∑
j=1
|hHk wj − xk,j|2. (45)
It is not difficult to observe that (P6.1) is an unconstrained convex optimization problem, for
which the optimal solution in closed-form can be easily obtained by setting the first-order
derivative of the objective function with respect to wk equal to zero, and is given by
w∗k = ν
(
IM + ν
K∑
k=1
hkh
H
k
)−1( K∑
j=1
hjxj,k
)
. (46)
It is worth pointing out that all w∗k’s for different users can be updated in parallel by using (46).
2) For any given {wk}Kk=1, {θn}Nn=1 and {xk,j}Kk,j=1, v can be optimized by solving the
following problem
(P6.2) : min
v
µ‖v − a‖2 + ν
K∑
k=1
K∑
j=1
|hHk wj − xk,j|2, (47)
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where a = [β1(θ1)e
θ1, . . . , βN(θN )e
θN ]T . By applying the change of variables, diag(hHr,k)Gwj =
d¯k,j and −hHd,kwj + xk,j = C¯k,j, we have
hHk wj − xk,j = vH diag(hHr,k)Gwj + hHd,kwj − xk,j = vHd¯k,j − C¯k,j. (48)
Problem (P6.2) is thus equivalent to
(P6.2− EQ) : min
v
µ‖v − a‖2 + ν
K∑
k=1
K∑
j=1
|vHd¯k,j − C¯k,j|2, (49)
for which the optimal solution in closed-form can be similarly obtained by setting the first-order
derivative of the objective function with respect to v equal to zero, and is given by
v∗ =
(
µIN + ν
K∑
k=1
K∑
j=1
d¯k,jd¯
H
k,j
)−1(
µa+ ν
K∑
k=1
K∑
j=1
d¯k,jC¯
H
k,j
)
. (50)
3) For any given {wk}Kk=1, v and {xk,j}Kk,j=1, {θn}Nn=1 can be optimized by solving the
following problem
(P6.3) : min
{θn}
N∑
n=1
|vn − βn(θn)eθn|2, (51)
which is essentially identical to (P3.3) and thus can be similarly solved (i.e., by parallelly solving
N independent subproblems in closed-form) according to Proposition 3, while the trust region
is given by Proposition 4.
4) For any given {wk}Kk=1, v and {θn}Nn=1, {xk,j}Kk,j=1 can be optimized by solving the
following problem
(P6.4) : min
{xk,j}
K∑
k=1
K∑
j=1
|hHk wj − xk,j|2 (52)
s.t.
|xk,k|2∑K
j 6=k |xk,j|2 + σ2k
≥ γk, k = 1, . . . , K. (53)
It is not difficult to observe that the optimization variables with respect to different users are
separable in both the objective function and constraints. As a result, we can solve (P6.4) by
solving K independent subproblems in parallel, each with only one single SINR constraint. To
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Algorithm 3 Extended Penalty-based Algorithm for Solving (P4)
1: Initialize: v, {θn}Nn=1, {xk,j}Kk,j=1, µ > 0, and ν > 0
2: repeat
3: repeat
4: Update {wk}Kk=1 by solving (P6.1).
5: Update v by solving (P6.2).
6: Update {θn}Nn=1 by solving (P6.3).
7: Update {xk,j}Kk,j=1 by solving (P6.4).
8: until The fractional decrease of the objective value of (P6) is below a threshold ǫ1 > 0
or the maximum number of iterations is reached.
9: Update the penalty coefficients as µ← ̺µ and ν ← ̺ν.
10: until The constraint violation is below a threshold ǫ2 > 0 or
∑K
k=1 ‖wk‖2 reaches
convergence.
this end, the corresponding subproblem for the k-th user with respect to xk,j’s, ∀j = 1, . . . , K,
can be given by
(P6.5) : min
{xk,j ,∀j}
K∑
j=1
|hHk wj − xk,j|2 (54)
s.t.
|xk,k|2∑K
j 6=k |xk,j|2 + σ2k
≥ γk. (55)
Although (P6.5) is non-convex, it has been shown in [15] that this problem can be efficiently
and optimally solved by applying the Lagrange duality method. Specifically, by exploiting the
first-order optimality condition, the optimal solution is given by
x∗k,k =
hHk wk
1− λk , (56)
x∗k,j =
hHk wj
1 + λkγk
, j 6= k, k = 1, . . . , K, (57)
where λk is the dual variable. If the SINR constraint in (55) is not met with equality at the
optimal solution, then λk = 0. Otherwise, the optimal dual variable can be efficiently obtained
by substituting (56)-(57) into (55), i.e.,
|hH
k
wk|
2
(1−λk)2
−∑Kj 6=k γk|hHk wj |2(1+λkγk)2 − γkσ2k = 0, and performing a
simple bisection search over 0 ≤ λk < 1.
The overall penalty-based algorithm to solve (P4) is given in Algorithm 3. It should be noted
that Algorithm 3 is computationally efficient as the optimization variables in steps 4, 5, and 6
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can be updated in parallel by using closed-form expressions, and those in step 6 can be obtained
by using the simple bisection search. In particular, it can be shown that the complexity of solving
(P6.1) is O(K(N2+NM+M2)+M3), that of solving (P6.2) is O(K2(N2+NM+M2)+N3),
that of solving (P6.3) is O(1), and that of solving (P6.4) is O(K2 log2(1/ǫ3)) where ǫ3 denotes
the accuracy for the bisection search. Thus, the overall complexity of Algorithm 3 is given by
O(IinnIout(N3+M3+K2(N2+NM +M2)+K2 log2(1/ǫ3))) where Iinn and Iout respectively
denote the inner and outer iteration numbers required for convergence.
C. Two-Stage Algorithm
Inspired by the combined channel power gain maximization problem (P1) for the single-user
case, we next propose a two-stage algorithm with lower complexity as compared to the penalty-
based algorithm. Specifically, the phase shifts at the IRS are optimized in the first stage by
solving the following weighted effective channel power gain maximization problem.
(P7.1) : max
v,{θn}
K∑
k=1
Ψk‖(vHΦk + hHd,k)‖2 (58)
s.t. vn = βn(θn)e
θn, n = 1, . . . , N, (59)
− π ≤ θn ≤ π, n = 1, . . . , N, (60)
where we set the weights to be Ψk =
1
γkσ
2
k
, k = 1, . . . , K, motivated by the constraint in (33).
This aims to align the phases of different user channels so as to maximize the active and passive
beamforming gains of the system. (P7.1) can be similarly solved by adopting the penalty-based
technique proposed in Section IV, thus the details are omitted for brevity.
In the second stage, we solve the following problem to obtain the optimal transmit beamform-
ing with the phase shifts obtained from (P7.1),
(P7.2) : min
{wk}
K∑
k=1
‖wk‖2 (61)
s.t.
|hHk wk|2∑K
j 6=k |hHk wj|2 + σ2k
≥ γk, k = 1, . . . , K, (62)
where hHk = v
HΦk + h
H
d,k. Note that (P7.2) is the conventional power minimization problem
in the multiuser MISO downlink broadcast channel, where its optimal solution known as the
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minimum mean squared error (MMSE) based linear precoder can be obtained by using, e.g., a
fixed-point iteration algorithm based on the uplink-downlink duality [2], [34], [35], i.e.,
w∗k =
√
pkwˆ
∗
k, (63)
where 

p1
...
pK

 = Q−1


σ21
...
σ2K

 , (64)
Q(i, j) =


1
γi
|hHi wˆ∗i |2, i = j,
−|hHi wˆ∗j |2, i 6= j, ∀i, j ∈ {1, . . . , K},
(65)
wˆ∗k =
(IM +
∑K
i=1
ρi
σ2i
hih
H
i )
−1hk
‖(IM +
∑K
i=1
ρi
σ2i
hih
H
i )
−1hk‖
, (66)
ρk =
σ2k
(1 + 1
γk
)hHk (IM +
∑K
i=1
ρi
σ2i
hih
H
i )
−1hk
, k = 1, . . . , K. (67)
Specifically, ρk’s can be obtained by using the fixed-point algorithm to solve K equations in
(67). With ρk’s, wˆ
∗
k’s can be obtained from (66) and then pk’s can be obtained from (64). Finally,
w∗k’s are obtained by using (63) with wˆ
∗
k’s and pk’s.
The overall complexity of the two-stage algorithm can be shown to be O(Iitr(KM2 +M3)+
K3+K2M+KMN+IinnIout(N
3+KN2)) where Iitr denotes the number of iterations required
for obtaining ρk’s in (67), and Iinn, Iout respectively denote the inner and outer iteration numbers
required for the convergence of (P7.1). Compared to the extended penalty-based algorithm
proposed in Section V-B, the two-stage algorithm has lower computational complexity as (P7.1)
and (P7.2) only need to be respectively solved for one time.
VI. SIMULATION RESULTS
In this section, numerical results are provided to evaluate the performance of the proposed
algorithms. We consider a system that operates on a carrier frequency of 2.4 GHz, which
corresponds to the signal attenuation at a reference distance of 1 m about 40 dB. A three-
dimensional (3D) coordinate system is considered as shown in Fig. 5, where a uniform linear
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Fig. 5: Simulation setup.
array (ULA) at the AP and a uniform rectangular array (URA) at the IRS are located in x-
axis and y-z plane, respectively. The reference antenna/element at the AP/IRS are respectively
located at (dx, 0, 0) and (0, dy, 0), where in both cases a half-wavelength (i.e., 6.25 centimeter)
spacing is assumed among adjacent antennas/elements. For the IRS, we set N = NyNz where
Ny and Nz denote the number of reflecting elements along y-axis and z-axis, respectively. For
the purpose of exposition, we fix Ny = 5 and increase Nz linearly with N . The K users are
uniformly and randomly distributed in a cluster, which is centered at (dx, d, 0) with radius r.
Rayleigh fading is assumed for all the channels involved. The path loss exponents are set to
2.2, 2.8, and 3.8 for the channels between AP-IRS, IRS-user, and AP-user, respectively, as IRSs
are usually deployed for users with weak AP-user channels and their locations can be properly
selected to avoid severe blockage with the AP. Moreover, we set σ2k = −94 dBm, ∀k. The phase
shift model parameters are set as follows unless specified otherwise: βmin = 0.2, α = 1.6, and
φ = 0.43π according to [25].
A. Single-User Case
We first consider a single-user system with the SNR target γ = 10 dB and M = 4. The user
is assumed to lie in the cluster center, denoted by (dx, d, 0) with dx = 2 m. Moreover, it is
assumed that dy = 400 m.
To validate the theoretical analysis in Proposition 1, we plot in Fig. 6 the AP transmit power
versus the number of reflecting elements N when d = 400 m. In particular, IRS phase shifts are
obtained for the ideal IRS (i.e., βmin = 1) by using Algorithm 1 and the obtained phase shifts
are then applied to the practical IRS with βmin = 0.8, βmin = 0.5, or βmin = 0.2. Since the power
loss is not sensitive to parameter α in the phase shift model, we fix α = 1.6 in simulations.
From Fig. 6, it is observed that as N increases, the performance gap between the ideal case
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Fig. 6: AP transmit power versus number of reflecting ele-
ments.
Fig. 7: AP transmit power versus the AP-user horizontal
distance.
(βmin = 1) and practical cases (βmin = 0.8, βmin = 0.5, and βmin = 0.2) first increases and then
approaches a constant that is determined by η(βmin, α) given in (17) and has also been shown
in Table I. This is due to the fact that when N is moderate, the signal power of the AP-user
link is comparable to that of the IRS-user link, thus the power loss due to the IRS hardware
imperfection is more pronounced with increasing N . However, when N is sufficiently large such
that the reflected signal power by the IRS dominates in the total receive power at the user, the
power loss arising from the imperfect IRS reflection converges to that in accordance with the
asymptotic analysis given in Proposition 1.
Next, by varying d, the required AP transmit power is compared in Fig. 7 for the following
schemes with N = 40:
1) Lower bound: solve (P1) with βmin = 1 (i.e., ideal IRS) by using semidefinite relaxation
(SDR) with Gaussian randomization which has been shown to achieve near-optimal per-
formance in [2].
2) AO method (Algorithm 1): solve (P2) with βmin = 0.2 (i.e., practical IRS) by using
Proposition 3 with the trust region given by Proposition 2.
3) AO method (exhaustive search): solve (P2) with βmin = 0.2 by using the 1D search.
4) Penalty-based method (Algorithm 2): solve (P3) with βmin = 0.2. We set ǫ1 = 10
−3,
ǫ2 = 10
−8, ̺ = 1.3, µ(1) = 10−15, and ∆ = 0.05.
5) Ideal IRS assumption: the phase shifts designed for the IRS with βmin = 1 are applied to
the practical IRS with βmin = 0.2.
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(a) The Ideal IRS (βmin =
1)
(b) Practical IRS (βmin =
0.2)
Fig. 8: Distribution of IRS phase shift values over reflecting
elements. Fig. 9: Achievable rate versus d in the case of discrete
phase shift.
6) Upper bound: the system without using the IRS by setting w∗ =
√
P hd
‖hd‖
with P ⋆ = γσ
2
‖hd‖2
.
Note that the initial phase shift values of the proposed penalty-based and AO algorithms, i.e.,
{θn}Nn=1, are randomly selected from {π,−π} such that each reflecting element has the maximum
reflection amplitude.
It is observed from Fig. 7 that schemes 2), 3), and 4) perform very close to each other,
and significantly outperform schemes 5) and 6). This suggests that AO and penalty-based
algorithms with Proposition 3 provide a practically appealing solution to (P1) considering their
low complexity. It is also observed that when the user moves closer to the IRS, the performance
gap between the proposed schemes and scheme 5) increases. This is due to the fact that the
user benefits from the stronger reflecting channel via IRS (hr), and therefore proper reflection
design based on the practical IRS model becomes more crucial. In contrast, when the user moves
toward the AP, the above performance gap decreases as the AP-user direct channel (hd) becomes
dominant, thus reducing the effectiveness of the IRS reflection.
Next, in Fig. 8, we plot the phase shift distribution over the IRS reflecting elements. In
particular, we solve (P1) by using Algorithm 1 for the ideal IRS with βmin = 1 and the practical
IRS with βmin = 0.2 to empirically obtain the phase shift distribution. It is observed from Fig.
8(a) that when βmin = 1, the phase shift value is uniformly distributed in [−π, π). However, when
βmin = 0.2, the probability increases from zero to π or −π while there is nearly zero probability
near the zero phase shift, as shown in Fig. 8(b). This is expected since the minimum reflection
amplitude (i.e., βmin) occurs at zero phase shift and asymptotically approaches the maximum of
one at π or −π, thus the optimized phase shift is more concentrated towards either π or −π to
maximize the effective channel power gain.
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In practice, it is difficult to implement continuous phase shifts at each of the reflecting elements
[36]. To take this into account, we consider the practical setup where the phase shift at each
element of the IRS can only take a finite number of discrete values, which are assumed to be
equally spaced in [−π, π). Denote by b the number of bits used to represent each of the levels.
Then the set of phase shifts at each element is given by F = {0,∆θ, . . . ,∆θ(U − 1)} where
∆θ = 2π/U and U = 2b. In Fig. 9, we compare the AP transmit power for different values of
b when the user moves closer to the IRS with βmin = 0.2 and N = 40. By solving (P2) with
1D search over F , we compare the performance of the following two schemes for designing the
discrete IRS phase shifts: i) based on the actual value of βmin (i.e., 0.2); and ii) based on the
ideal model (i.e., assuming βmin = 1). It is observed that for b = 1, both schemes have nearly
the same performance and thus the consideration of IRS hardware imperfection is not necessary.
However, when b increases, the performance gap between these two schemes increases. This is
expected as b increases, the reflected signal power by the IRS is more dominant in the total
receive power at the user, thus the performance loss due to the inaccurate (ideal) phase shift
model becomes more pronounced.
B. Multiuser Case
Next, we consider a multiuser system with K = 4, M = 4, N = 40, dx = 3.5 m, dy = 400 m,
and r = 2.5 m. Without loss of generality, we assume that all users have the same SINR target,
i.e., γk = γ, ∀k. We set ǫ1 = 10−3, ǫ2 = 10−5, ̺ = 1.3, µ(1) = 10−14, ν(1) = 10, and ∆ = 0.05.
Other system parameters are the same as in Section VI-A (if not specified otherwise).
By fixing d = 400 m and varying the SINR target, in Fig. 10, we plot the required AP transmit
power for the following schemes:
1) Lower bound: solve (P6) with βmin = 1 using the extended penalty-based method.
2) Solve (P6) with βmin = 0.2 using the extended penalty-based method.
3) Solve (P7.1) and (P7.1) with βmin = 0.2 using the two-stage method.
4) Ideal IRS assumption: phase shifts obtained by the extended penalty-based algorithm by
assuming βmin = 1, but applied to a practical IRS with βmin = 0.2.
5) Upper bound: the system without using an IRS by solving (P7.2) with hk = hd,k.
It is observed that the performance gap between the extended penalty-based method and two-stage
method increases as γ increases. Although the two-stage method suffers from small performance
loss in the low SINR regime compared to the extended penalty-based method, it performs even
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Fig. 10: AP transmit power versus user SINR target. Fig. 11: AP transmit power versus number of users.
worse than scheme 4) in the high SINR regime. This is because the multiuser interference
becomes the performance bottleneck when the user SINR target is high, and thus the joint
transmit beamforming and IRS reflect beamforming design becomes more crucial, which requires
the use of both the practical phase shift model as well as more sophisticated optimization.
In Fig. 11, we show the AP transmit power versus the number of users, K, by setting γk = 10
dB, M = 8, and d = 395 m. In particular, we successively add users to the cluster and obtain
the required AP transmit power using the extended-penalty-based method. It is observed that the
required transmit power increases from K = 4 to K = 7 while the performance gap between
different schemes remains almost constant. However, when the number of users becomes equal
to that of antennas at the AP, i.e., K = M = 8, the AP transmit power in the case without IRS
increases more drastically than that with the ideal IRS assuming βmin = 1. This is due to the fact
that adding the 8-th user results in a poorly-conditioned MIMO channel in the case without IRS,
while adding the IRS with βmin = 1 is able to transform the overall effective MIMO channel to
be well-conditioned by adding strong multi-paths via IRS reflection. However, by applying the
practical IRS with βmin = 0.2, the IRS reflection is not strong enough to recover the full spatial
multiplexing gain and thus results in considerable power loss.
VII. CONCLUSION
In this paper, we proposed the practical IRS phase shift model and validated its accuracy
based on experimental results. Under the new model, we formulated and solved joint transmit
and reflect beamforming optimization problems in IRS-aided multiuser systems to minimize the
27
transmit power at the AP subject to users’ individual SINR constraints, by applying the AO
and penalty-based optimization techniques. Our simulation results showed that beamforming
optimization based on the conventional ideal phase shift model, which has been widely used in
the literature, may lead to significant performance loss as compared to the proposed practical
model for both single-user and multiuser setups. In future work, it is worth investigating such
performance difference in more general IRS-aided wireless communication systems, such as
OFDM-based system, NOMA-based system, physical layer security system, SWIPT system, and
so on.
APPENDIX A: PROOF OF PROPOSITION 1
Since the IRS-reflected signal dominates in the user’s receive signal power for asymptotically
large N , the signal from the AP-user link (hd) can be ignored. Thus, Ppractical is approxi-
mately given by Ppractical ≈ PE
(
‖(vH diag(hHr )G)‖2
)
, with v(n) = βn(θn)e
θn , βn(θn) =
(1 − βmin)
(
sin(θn−φ)+1
2
)k
+ βmin. Let θ = [θ1, . . . , θN ]. When M = 1 and assuming the ideal
phase shift model, i.e., βn(θn) = 1, ∀n in (15), the optimal solution of θ to (P1) is given by
θ∗n = − arg(G(n, 1)) + arg(hr(n)), ∀n [2]. Then we have
‖(vH diag(hHr )G)‖2 =
∣∣∣∣∣
( N∑
n=1
|v(n)||hr(n)||G(n, 1)|
)∣∣∣∣∣
2
=
(
N∑
n=1
|v(n)|2|hr(n)|2|G(n, 1)|2
+
N∑
n=1
N∑
i 6=n
|v(n)||hr(n)||G(n, 1)||v(i)||hr(i)||G(i, 1)|
)
. (68)
Note that |hr(n)| and |G(n,m)| follow Rayleigh distribution with mean values
√
π̺r/2 and√
π̺g/2. Since |v(n)|, |hr(n)|, and |G(n,m)| are statistically independent, we have
E
(
|v(n)|2|hr(n)|2|G(n, 1)|2
)
= ̺2r̺
2
gE
(|v(n)|2) = ̺2r̺2gE(βn(θn)2),
E
(
|v(n)||hr(n)||G(n, 1)|
)
=
π̺r̺gE
(|v(n)|)
4
=
π̺r̺gE
(
βn(θn)
)
4
.
It then follows that
Ppractical = PE
(
‖(vH diag(hHr )G)‖2
)
= PN̺2r̺
2
gE
(
βn(θn)
2
)
+ PN(N − 1)π
2̺2r̺
2
gE
(
βn(θn)
)2
16
.
On the other hand, under the same phase shift solution θ , for the ideal IRS model with the unity
amplitude at each reflecting element regardless of the phase shift, i.e., βn(θn) = 1, ∀n, we have
Pideal = PN̺
2
r̺
2
g + PN(N − 1)
π2̺2r̺
2
g
16
, (69)
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since E
(
βn(θn)
2
)
= 1 and E
(
βn(θn)
)
= 1. As a result, when N →∞, the ratio between Ppractical
and Pideal is given by
η(βmin, k) =
Ppractical
Pideal
= E
(
βn(θn)
)2
=
(
1
2π
∫ π
−π
β(θ) dθ
)2
, (70)
with β(θ) = (1 − βmin)
(
sin(θ−φ)+1
2
)k
+ βmin, since θ is uniformly distributed in [−π, π]. This
thus completes the proof.
APPENDIX B: PROOF OF PROPOSITION 2
Let δ ≥ 0 be a sufficiently small constant. First, considering the case of arg(ϕn) ≥ 0 or λ = 0,
the following inequalities are obtained:
• Since βn(arg(ϕn)) ≥ βn(arg(ϕn)− δ) and cos(δ) ≤ 1, f(arg(ϕn)) ≥ f(arg(ϕn)− δ).
• Since βn(π) ≥ βn(π + δ) and cos(δ) ≤ 1, f(π) ≥ f(π + δ).
It then follows that ∃δ ∈ [0, π − arg(ϕn)] such that f(arg(ϕn) + δ) ≥ f(arg(ϕn)) and thus
θ∗n ∈ [arg(ϕn), π]. Similarly, we can show θ∗n ∈ [arg(ϕn),−π] when arg(ϕn) < 0 or λ = 1. The
proof is thus completed.
APPENDIX C: PROOF OF PROPOSITION 3
Given three points θA, θB , θC and their corresponding function values f1, f2, f3, we seek to
determine three constants a0, a1, and a2 such that the following quadratic function is constructed,
g(θn) = a0 + a1(θn − θA) + a2(θn − θA)(θn − θB). (71)
When θn = θA, θn = θB , and θn = θC , the constants a0, a1, and a2 can be respectively obtained.
Substituting them into the stationary point of g(θn), i.e., θˆ
⋆
n =
θA+θB
2
− a1
2a2
, allows us to obtain
(21). The proof is thus completed.
APPENDIX D: PROOF OF PROPOSITION 4
Let ∆ > 0, f(θn) , 2βn(θn)|vn| cos(ψn − θn) − β2n(θn), and λ = 0 when ψn ≥ 0 or λ = 1
otherwise. If f(ψn −∆) > f(ψn) for λ = 0, we have
β2n(ψn)− β2n(ψn −∆)
2(βn(ψn)− βn(ψn −∆) cos(∆)) > |vn|. (72)
Since βn(ψn)− βn(ψn −∆) cos(∆) > βn(ψn)− βn(ψn −∆), (72) can be simplified as
βn(ψn) + βn(ψn −∆)
2
> |vn|. (73)
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Likewise, if f(ψn +∆) > f(ψn) for λ = 0, the following inequality can be obtained similarly
by following the above steps.
βn(ψn) + βn(ψn +∆)
2
< |vn|. (74)
It is not difficult to observe that always ∃∆ such that either (73) or (74) holds depending on the
values of vn and ψn. Following the similar steps as above allows us to obtain (31) for the case
of λ = 1. The proof is thus completed.
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