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Abstract
We present an analytical study of chaos in a charged black hole in the extended phase space in the context of the Poincare - Melnikov
theory. Along with some background on dynamical systems, we compute the relevant Melnikov function and find its zeros. Then
we analyse these zeros either to identify the temporal chaos in the spinodal region, or to observe spatial chaos in the small/large
black hole equilibrium configuration. As a byproduct, we derive a constraint on the Black hole’ charge required to produce chaotic
behaviour. To the best of our knowledge, this is the first endeavour to understand the correlation between chaos and phase picture
in black holes.
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1. Introduction.
One of the crowning achievements of the Golden Age of
General Relativity was the discovery that black holes exhibit
thermodynamical properties, providing a comprehensive treat-
ment of the study of their phase transitions [1]. Recently, one
treats the cosmological constant as a thermodynamic variable
(pressure) in a so-called extended phase space the whole black
hole system has been mapped to the van der Waals fluid system
successfully in many avenues with the fact that the P − V di-
agram of the black holes at constant temperature and charges
[2, 3] consolidating further the analogy between small/large
black hole with the Van der Waals liquid/gas phase transitions
[4, 5, 6, 7, 8, 9, 10, 11].These developments have once again
put black holes at the center of theoretical physics.
The chaotic behaviour is ubiquitous in Nature, black hole
physics is not an exception [12, 14, 13]. In these research,
the chaoticity is generally associated with inhomogeneous cos-
mological models [15, 16], with the aim to probe the chaotic
behaviour of geodesic motion in black hole background [17,
18, 19]. Although a vast literature on chaotic phenomenon
around black holes exists, to our knowledge there are no stud-
ies that triggered a debate on the possible correlation chaos has
to the thermodynamics of a black hole in an extended phase
space. The key idea of this letter is to elucidate this issue using
the Melnikov method, a powerful analytical approach to locate
chaotic features [20] to disclose the deep connection between
charged AdS black holes and Van der Waals fluid system from
a microscopic structure point of view.
Following this line of inquiry, and after a brief overview of
the MelnikovMethod, we present the main thermodynamic fea-
tures of a charged AdS black hole. Then we study the temporal
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chaos and show when it occurs in the spinodal region. Lastly,
we re-compute the Melnikov function for identifying spatial
chaotic behavior and prove that the homoclinic orbits become
chaotic in the equilibrium configurations like those observed in
Van der Waals fluid [21, 22, 23]. Our hope is that these results
can eventually help to figure out how to reach an understanding
of the chaos with respect to the phase picture of black hole in
an extended phase space.
The Melnikov method. The Melnikov method is an intrigued
tool to perform analytical studies of chaotic systems[24, 25].
It is based on the evaluation of the so called Melnikov inte-
gral, along the unperturbed homoclinic orbit or the Melnikov
function, the simple zero points of this function are related to a
discrete dynamical system [26] which generates a certain class
of chaos. More precisely, for a given dynamical system,
x˙ = f (x) + ǫg(x, t), x ∈ ℜ2n and ǫ ≪ 1, (1)
we assume that for ǫ = 0 the system has a homoclinic orbit γ0(t)
to the hyperbolic fixed point (0, 0). The key idea behind Mel-
nikov method is to measure the distance between the invariant
manifolds along the homoclinic orbit of the unperturbed vector
field with the assumptions that the perturbation is time periodic
and small. This distance is calculated using the Melnikov func-
tion defined by,
M(t0) =
∫ +∞
−∞
fT (γ0(t − t0)) Jng (γ0(t − t0), t) dt, (2)
with,
Jn=2 =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 and Jn=1 =
(
0 1
−1 0
)
, (3)
where the subscript 1 and 2 represent the number of degrees
of freedom considered for the temporal chaos and spatial chaos
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respectively.
In the subsequent sections, we will use the Melnikov method to
prove the occurrence of either temporal chaos in the spinodal
region, or a spatial chaos in the Van der Waals-like black hole
equilibrium configuration.
2. Temporal chaos in the spinodal region.
Here, we investigate the effect of a small periodic pertur-
bation about a subcritical temperature when the charged-AdS
black hole is initially quenched in the unstable spinodal region.
The first step towards our investigation is to consider a spher-
ically symmetric four dimensional metric element describing
the charged AdS black hole solution [2]
ds2 = − f (r)dt2 + dr
2
f (r)
+ r2dΩ22, (4)
whith,
f (r) = 1 − 2M
r
+
Q2
r2
+
Λr2
3
. (5)
The parameters M and Q read as the ADM mass and charge
of the black hole respectively, while dΩ2
2
stands for the line
element of the unit 2-sphere. The extended phase space is based
on the proposal that thermodynamic pressure is identified with
the cosmological constant Λ as,
p = − 1
8π
Λ. (6)
Hence, the thermodynamical first law of such black hole can be
written as,
dM = TdS + ΦdQ + Vdp, (7)
where V and Φ represent the thermodynamic volume and the
electric potential respectively.
In this context, the Hawking temperature is given by,
T =
f ′(r)
4π
∣∣∣∣∣
r=r+
=
1
4πr+
(1 − Q
2
r2+
− r2+Λ). (8)
We can also derive the equation of state [2, 3],
p(υ, T ) =
T
υ
− 1
2πυ2
+
2Q2
πυ4
. (9)
The parameter υ denotes the specific volume which is related to
the event horizon radius via the formula υ = 2r+. Eq. 9 reveals
the existence of some p−υ critical behaviour, similar to the Van
der Waals liquid-gas one. The phase transition, of second order,
shows up at the following critical coordinates,
Tc =
√
6
18πQ
, υc = 2
√
Q, pc =
1
96πQ2
. (10)
For a temperature T0 below the critical one, we can divide
the specific volume domain υ ∈ [0,∞[ into three regions, as
illustrated in Fig.1:
• [0, α[: Corresponds to the small black hole domain where
∂p(υ,T0)
∂υ
< 0.
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Figure 1: RN-AdS isotherms for Q = 1.
• [α, β]: The spinodal region, where the small and large
black hole phase coexist. In this region the factor
∂p(υ,T0)
∂υ
is positive. The two points α and β are determined by
∂p(υ,T0)
∂υ
∣∣∣∣
υ=α
=
∂p(υ,T0)
∂υ
∣∣∣∣
υ=β
= 0.
• [β,∞]: The large black hole domain, similarly to the small
black hole region, refers to a negative factor
∂p(υ,T0)
∂υ
.
It is worth noting that the point υ0 corresponds to
∂2p
∂v2
= 0, on
the graph of the T0 isotherm.
The charged AdS black hole flow is thought of as taking
place along the x-axis in a tube of unit cross section of fixed
volume. For the perturbation, we consider a specific volume υ0
in the instable spinodal region associated to the isotherm T0 and
we will examine the effect of small time-periodic fluctuation of
the absolute temperature about T0,
T = T0 + ǫγcos(ωt)cos(M), (11)
with ǫ ≪ 1.
Our objective is to show, via Melnikov method, how the loss
of stability of υ0 is accompanied by a temporal chaos.
We denote the Eulerian coordinate of a reference system by
x1. Then, the mass M of a column of black hole of unit cross
section between the reference x1 and the general Eulerian coor-
dinates x parallel to r-direction is,
M =
∫ x
x1
ρ(ζ, t)dζ, (12)
where ρ(x, t) is the density at position x and time t. Notice also
that ρ(x(M, t), t)−1 = xM(M, t) =υ, where υ denotes the specific
volume.
Next, we study the thermodynamic phase transition exhib-
ited in one dimensional thermal compressible RN-AdS black
hole flow that can be described in Lagrangian coordinates by
the following system:

∂υ
∂t
= ∂u
∂M
∂u
∂t
= ∂T
∂M
, (13)
2
where u is the velocity and T the stress tensor defined in Ko-
rteweig’s theory [22, 23] as,
T = −p(υ, T ) + µ∂u
∂M
− A∂
2υ
∂M2
, (14)
where p is the pressure given by Eq. (9), and A a positive con-
stant. The viscosity µ denotes an assumed positive constant. By
substituting (14) into (13), we find that x satisfies the equation:
∂2x
∂t2
= −∂p(υ, T )
∂M
+ µ
∂3x
∂t∂M2
− A∂
4x
∂M4
. (15)
Introducing the change of variables M¯ = qM, t¯ = qt, x¯ = qx,
µ = ǫµ0, we can rewrite Eq. (15) as,
∂2 x¯
∂t¯2
= −∂p(υ, T )
∂M¯
+ ǫµ0q
∂3 x¯
∂t¯∂M¯2
− Aq2 ∂
4 x¯
∂M¯4
. (16)
For convenience, we omit the overbars in the subsequent part
of this work.
In this case, the Hamiltonian is given by:
H =
1
π
∫ 2π
0
u
2
2
+ F (υ, T ) + Aq
2
2
(
∂υ
∂M
)2 dM, (17)
where F (υ, T ) is the free energy,
F (υ, T ) = −
∫ V
V0
p(s, T )ds (18)
=
υ
4
− πT υ
2
4
+
Q2
υ
− υ0
4
+ πT
υ2
0
4
− Q
2
υ0
,
where V = πυ
3
6
is the thermodynamic volume for the charged-
AdS black hole. At the equilibrium, with υ = υ0 and u = 0,
we first develop υ and u in the Fourier series sinus and cosine,
respectively. Then after performing a Taylor series expansion
of 1
υ
about υ0 (up to O( 1υ4 )), we can rewrite the Hamiltonian
(17) as,
H2(x, u) =
u2
1
2
+
u2
2
2
+
1
2
Aq2x21 −
1
4
πT0x
2
1 +
Q2x2
1
υ3
0
+
3Q2x4
1
4v5
0
− 3Q
2x2
1
x2
2υ4
0
+ 2Aq2x22 −
1
4
πT0x
2
2
+
Q2x2
2
υ3
0
+
3Q2x2
1
x2
2
υ5
0
+
3Q2x4
2
4υ5
0
(19)
−1
2
πυ0x1γǫ cos(ωt) − 1
4
πx1x2γǫ cos(ωt),
where (x1, x2) and (u1, u2) represent the position and velocity
of the two first modes respectively. Consequently we derive the
following dissipative Hamiltonian structures:
x˙1 =
∂H2
∂u1
= u1
x˙2 =
∂H2
∂u2
= u2
u˙1 = − ∂H2
∂x1
− ǫµ0qu1 = −Aq2x1 + πT0x1
2
− 2Q
2x1
υ3
0
− 3Q
2x3
1
υ5
0
+
3Q2x1x2
υ4
0
− 6Q
2x1x
2
2
υ5
0
+
1
2
πυ0γǫ cos(ωt) +
1
4
πx2γǫ cos(tw) − ǫµ0qu1
u˙2 = − ∂H2
∂x2
− 4ǫµ0qu2 =
3Q2x2
1
2υ4
0
− 4Aq2x2 + πT0x2
2
− 2Q
2x2
υ3
0
− 6Q
2x2
1
x2
υ5
0
− 3Q
2x3
2
υ5
0
+
1
4
πx1γǫ cos(ωt)
− 4ǫµ0qu2
(20)
In the next step, we look for the homoclinic orbits. To this
end we rewrite the system (20) in the form of (1) under the
following form,
z˙ = f0(z) + ǫ f1(z, t), with z = (x1, x2, u1, u2)
T . (21)
The Jacobian linearization of the original nonlinear system
(21) is given by:
J =

0 0 1 0
0 0 0 1
−Aq2 + κ 0 −ǫµ0q 0
0 −4Aq2 + κ 0 −4ǫµ0q
 , (22)
with κ =
πT0
2
− 2Q2
υ3
0
. Its eigenvalues are:
λ1,2 =
−ǫµ0q
2
± 1
2
[ǫ2µ20q
2 − 4(Aq2 − πT0
2
+
4Q2
υ3
0
)]
1
2 ,
λ3,4 = −2ǫµ0q ± [4ǫ2µ20q2 − (4Aq2 −
πT0
2
+
4Q2
υ3
0
)]
1
2 .
Under the following constraints,
πT0
2
− 2Q2
υ3
0
4A
< q2 <
πT0
2
− 2Q2
υ3
0
A
, (23)
where ǫ is positive and sufficiently small, we can see that the
first mode is unstable when λ1 > 0 and λ2 < 0, while the higher
modes are stable.
Now, we focus on the unperturbed system z˙(t) = f0(z) which
has a two-dimensional invariant symplectic manifold contain-
ing the homoclinic orbit and connecting the origin to itself [24],
z0(t) =

(
2a2υ5
0
3Q2
) 1
2
sech(at)
0
a2
(
2υ5
0
3Q2
) 1
2
sech(at)tanh(at)
0

, (24)
3
where the parameter a is given by,
a2 = −Aq2 + πT0
2
− 2Q
2
υ3
0
, (25)
so, we can now define the Melnikov function as
M(t0) =
∫ +∞
−∞
f T0 (z0(t − t0))Jn=2 f1(z0(t − t0), t)dt, (26)
where f0(z0(t − t0)) and f1(z0(t − t0), t) are given by,
f0(z0(t − t0)) =

−
a2
√
2v5
0
Q2
χξ
√
3
a3
√
2v5
0
Q2
χ
√
3
−
a3Q2
(
2v5
0
Q2
)
3/2χ3
√
3v5
0
0
a2χ2

(27)
and
f1(z0(t − t0), t) =

0
1
2
πυ0γ cos(ωt) + µ0qa
2
(
2υ5
0
3Q2
) 1
2
χξ
0
1
4
π
(
2a2υ5
0
3Q2
) 1
2
γ cos(ωt)χ

, (28)
where χ = sech(a(t − t0)) and ξ = tanh(a(t − t0)).
Our objective is to use the explicit function for homoclinic
orbit z0(t) to evaluate the Melnikov function. After straightfor-
ward calculations we obtain,
M(t0 = −
∫ +∞
−∞

a2πυ0
√
2υ5
0
Q2
γ cos(ωt)χξ
2
√
3
+
2a4qυ5
0
µ0χ
2ξ2
3Q2
]
dt. (29)
To calculate this integral, we used the residues formalism and
show that the resulting Melnikov function can be cast into a
simplified form,
M(t0) = qµ0I + wγJ sin (ωt0) , (30)
with,
I = −2a
3v5
0
9Q2
, and J =
π2v
7/2
0
sech
(
πω
2a
)
√
3Q
. (31)
Note that the Melnikov function M(t0) has a simple zero only
when the following condition is satisfied,
|qµ0I
ωγJ
| 6 1. (32)
Therefore, we can deduce that sufficiently small perturbations
with ǫ > 0 can generate chaos behavior due to temporal thermal
fluctuations.
Besides, by using Eq. (32), we derive an important constraint
on the black hole charge required that must be fulfilled to ob-
serve the chaotic features.
2
√
3
9
a3µ0qv
3/2
0
cosh
(
πω
2a
)
π2γω
≤ Q. (33)
Having obtaining the essential features originating from the
effect of a small periodic perturbation, where the temperature
is below the critical one, when the charged-AdS black hole is
initially quenched in the unstable spinodal region, we will in-
vestigate in the next section the effects of small spatially peri-
odic thermal variations of a Van der Waals-like black hole in
the equilibrium configuration.
3. Spatial Chaos in the equilibrium configuration.
Here, we consider the effect of a small spatially periodic per-
turbation in the equilibrium configurationwith an absolute tem-
perature (T0 < Tc) expressed in the following form [21],
T = T0 + ǫcos(qx). (34)
According to the Korteweig theory, the stress tensor is given by
τ = −p(υ, T ) − Aυ′′ , (35)
where the notation ′ = d
dx
has been used. It is worth noting that,
for a static equilibrium with no body forces, we get dτ
dx
= 0, so
τ = const = −B , where B is the ambient pressure.
Next step, we will focus on the homoclinic and heteroclinic
orbits. For the unperturbed system (T = T0), we have:
υ
′′
= B − p(υ, T0). (36)
The fixed points of the non linear systems in Eq. (36) are the
specific volumes corresponding to the pressure B in the diagram
p − υ shown in Fig. 2.
For illustration, we consider three isotherms with pressure
B: T = 0.8Tc and T = 0.4Tc. For the corresponding specific
volumes, we make use of the notation (v1, v2 and v3) for T =
0.8Tc,while (w1, w2and w3) for T = 0.4Tc. We also use the sign
+ and − to denote the specific volume associated with Maxwell
equal area construction,
∫ υ+m
υ−m
{
p(υ, T0) − p(υ−m, T0)
}
dυ = 0. (37)
Analysing the differential equation (36) which describes one-
degree-of-freedom Hamiltonian system, we distinguish three
different types of phase structure in the v − v′ phase plan as
illustrated in Fig. 3. In all three cases, (v1, v3) or (w1, w3) are
saddle points pairs, while v2 or w2 are center ones, respectively.
• Case 1: The pressure B is in the range p(υ−m, T0) < B <
p(β, T0). We can see that the system has a homoclinic or-
bit connecting the stable and unstable manifolds of saddle
point v3 (w3 ), as illustrated by the top panel of Fig. 3.
• Case 2: p(α, T0) < B < p(υ+m, T0) represented by the mid-
dle panel of Fig. 3, the system has again a homoclinic orbit
connecting the saddle point v1 (w1 ) to itself, respectively.
• Case 3: Here B = p(υ+m, T0) = p(υ−m, T0): For this case
crresponding to the bottom panel of Fig. 3, we obtain in-
stead heteroclinic orbit connecting the states v1 to v3 and
w1 to w3.
4
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Figure 2: RN-AdS isotherms with the Maxwell equal area construction for Q =
1
To summarise, the unperturbed system possess a homoclinic
orbit for the first and second cases, whereas it has a heteroclinic
orbit for case 3. These features allow to compute the Melnikov
function for these orbits.
Considering the temperature expression given in Eq. (34),
we can rewrite the perturbed system as,
υ
′′
= B − p(υ, T0) − ǫcos(qx)
υ
. (38)
We then express the Melnikov function as:
M(x0) =
∫ +∞
−∞
f (Z(x − x0))Jn=1g(Z(x − x0), x)dx. (39)
Setting υ
′
= w, the system (38) becomes:

υ
′
= w
w
′
= B − p(υ, T0) − ǫcos(qx)
υ
,
Z(x) =
(
υ0(x)
w0(x)
)
is the homoclinic orbit for the cases 1 and 2,
and the heteroclinic orbit for the case 3. The expressions of the
f and g functions are given by,
f (Z(x − x0)) =
(
w0(x − x0)
B − p(υ0(x − x0), T0)
)
, (40)
g(Z(x − x0), x) =
(
0
− cos(qx)
υ0(x−x0)
)
. (41)
If we introduce the change of variable X = x− x0, we can show
that M(x0),
M(x0) =
∫ +∞
−∞
−w0(x − x0)cos(qx)
υ0(x − x0) dx,
reduces to,
M(x0) = −Lcos(qx0) + Nsin(qx0). (42)
v1 v2 v3w1 w2 w
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Figure 3: Phase structures for case 1 (Top), case 2 (Middle) and case 3 (Bot-
tom).
With:
L =
∫ ∞
−∞
w0(X)cos(qX)
υ0(X)
dX, (43)
N =
∫ ∞
−∞
w0(X)sin(qX)
υ0(X)
dX. (44)
5
Hence whatever the values of L and N, the function M(x0) has
simple zeros. Consequently, for a sufficiently small ǫ and a
pressure B in the range p(α, T0) < B < p(β, T0), corresponding
to the region where phase transition between small and large
black hole occurs, an equilibrium configuration will definitely
present a spatial chaos.
4. Conclusion.
We have presented an analytical study of chaos of charged
Anti-de-Sitter black hole in extended phase space. More specif-
ically, using the standard Poincare - Melnikov theory, we de-
rived the Melnikov function and its zeros, then we proved the
existence of temporal perturbation in the spinodal region. We
also observed a spatial chaos in the small/large black hole equi-
librium configuration. Furthermore, we have identified an up-
per limit on the black hole charge that prevents the occurrence
of the chaotic behaviour if exceeded. Although a vast litera-
ture on chaotic phenomenon around black holes exists, to our
knowledge this is the first time a new approach is provided to
probe the phase picture from the point view of chaos dynamics.
Lastly, needless to mention that we hope that this study can
be extended to other backgrounds, including those with higher
dimensions and higher derivative gravity models.
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