Extant, extinct, and proposed systems for performing interactive mathematics are surveyed, with special attention to those systems with graphical output. The systems are grouped as general purpose graphical, special purpose graphical, and other systems of interest. The solution of a least squares data-fitting problem by the various general purpose graphical systems is then compared to the solution of the same problem by PEG, a special purpose graphmal system for interactive least squares data-fitting, written at the Stanford Linear Accelerator Center. A summary inelude~ a discussion of many of the references that appear in the fairly comprehensive bibliography.
INTRODUCTION
Several authors have recently discussed the possibility of man-computer interaction--its feasibility, promise, and current efforts in this area. In Licklider and Clark (1962) an examination of then current on-line capabilities, including some graphical capability, is followed by a discussion of basic problems to be solved in improving man-computer communication. The five short-term problems they list are: a) development of adequate time-sharing systems; b) devising an electronic I/O surface for two-way communication; c) development of a programming system that allows on-line, real-time selection and shaping of information processing procedures; d) development of systems for storage and retrieval of the large amounts of data required to support several on-line users; and * Visitor from Stanford Linear Accelerator Center, Stanford University, Stanford, California. Work supported by the US Atomic Energy Commission.
e) solving the problem of human co operation in the development o large programs and systems. Some progress has been made in these areas since 1962. In answer to problem (a), for example, Schwartz et al. (1964) discuss a working time-sharing system, and Anderson et al. (1968) discuss a proposed timesharing system that will allow interactive graphical consoles as well as typewriter-like consoles. Problem (b) is answered by Davis and Ellis (1964) who describe the Rand tablet, an electronic surface for communication with a computer; also in answer to this problem, Haring (1965) describes the Beam pen, an input/output device for CRT display systems; and Lewin (1965) discusses a magnetic device for computer graphic input.
Problem (c) has been answered, to some extent, by on-line text editors, and by various other related capabilities that are currently implemented. The problem of storing and retrieving vast quantities of information in support of several simultaneously active user stations is partially solved by the currently available disk storage units, drums, bulk core, and large main memories, used together in a hierarchical manner. Problem (e) may not be so formidable as more sophisticated programming systems and languages are developed. For example, PEG, the interactive data-fitting system written in Fortran by this author alone was operational in somewhat less than one man-year of programming and design effort. In other words, if fewer people are necessary for the completion of a programming project, there is less chance of a problem in human cooperation. Licklider and Clark (1962) also pose four long-term problems whose solution will enhance man-computer partnerships. These are: a) computer appreciation of natural written languages; b) computer recognition of spoken words; c) the theory of algorithms--their discovery and simplification; and d) heuristic programming. The first of these problems has been studied in some detail. It is directly related to the problem of natural language translation by computer. However, no completely satisfactory solution has, as yet, been found. Some of the current efforts toward solving the second problem are described by Lee (1968) and Allen (1968) . One approach toward solving a related pattern recognition problem, namely automatic recognition of handwritten words, is discussed by Mermelstein and Eyden (1964) . The third and fourth problems are more abstract, and thus it is more difficult to illustrate progress in these areas.
In a later paper, Licklider (1965) makes the statement, "It is now feasible--and practical, too---for a very creative man to think in direct interaction with a computing machine." We shall show by our work and that of others that it is also feasible (and practical) for everyone---who has a problem to solve--to interact with a computing machine in problem solving.
Some other papers of interest that discuss the idea of man-machine interaction are Frshov (1965) , Uncapher (1965) , and Whiteman (1966) . Much of the interest in
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interactive graphical systems has been in the area of computer aided design. Some articles of interest in this area are Mann (1965) , Roos (1965) , Chasen (1965) , Jacks (1964), Cole et al. (1964) , Hargreaves et al. (1964) , Allen and Foote (1964) , Krull and Foote (1964) , and Newman (1966) . It is, I believe, an accepted fact that manmachine interaction--both with graphical capability and with only textual input/ output--is a useful, nay necessary, part of our scientific problem solving repertoire of today and tomorrow. To substantiate this conclusion, consider for example that only a few years ago, Shaw--referring to his description of JOSS in Shaw (1964) --says, see Shaw (1965) : "... at least for small numerical problems, direct conversation with a computing system meets computing requirements that are not well satisfied by conventional services." Since 1965 we have seen even more successful man-machine interactive systems.
In a panel discussion of promising avenues for computer research, Uncapher (1965) points out that present systems for on-line computing and problem solving assistance are not oriented toward the thousands of practicing engineers in the United States. They may be very useful to the computer specialist and the skilled programmer, but the casual user is not helped. Recently there has been more effort to make the power of an on-line system available to the casual user as proposed by Uucapher (1965) . Some efforts in this area are included in the following discussion of various on-line systems. In particular, the interactive data-fitting system outlined in Section 4 (see also Section 2.4: PEG system) and described in detail in Smith (1969) ,is designed for the use of nonspecialists in computer science.
WHAT ARE THE VARIOUS SYSTEMS?
First let us simply list several on-line systems that include mathematical and graphical capabilities. Then we will give a more detailed description of each system. An interesting survey paper is that by Ruyle et al. (1967) ; however, the paper is confined (by choice) to four systems: AMTRAN, the Culler-Fried System, the Lincoln Reckoner, and MAP. Some of the following remarks are based on the paper by Ruyle et al. (1967) .
In August 1967 an ACM Symposium on Interactive Systems for Experimental Applied Mathematics was held just prior to the ACM national meeting in Washington, D.C. The published proceedings of that meeting have been edited by Klerer and Reinfelds (1968) and contain papers discussing many of the systems to be discussed here; Culler-Fried, NAPSS, POSE, JOSS, TOC (THE BRAIN), AMTRAN, The Lincoln Reckoner, MATHLAB, and APL/ 360 all receive mention. Fried (1968) , in a summary of the symposium that concludes the Klerer-Reinfelds book, expresses the hope that this volume will constitute a first step in the direction of cooperation and pooling of efforts by different groups, a step that he feels is necessary for the development of a "complete" system incorporating ideas and methods t~at now appear as separate efforts.
[2.1] A List of Various Systems
Here we list some interactive graphical systems. This list is compiled from a search of the literature and thus may omit some very interesting systems that are in use or under development but have not been described in the computing literature. The systems are grouped according to their applicability. That is, a system that provides the general mathematical capabilities to solve a variety of problems will be classed as a "general purpose" system. On the other hand, a system oriented toward a specific problem area, such as data-fitting by least squares, will be classed as a "special purpose" system. 
General purpose systems with graphics
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at Santa Barbara. This system has been used for teaching and research on the Santa Barbara campus as well as from remote terminals at UCLA and Harvard, see Winiecki (1967) . An expanded version of the original system has also been implemented at TRW Systems (formerly Space Technology Laboratories) in Redondo Beach, California, on a Bunker-Ramo,340 computer. In 1968 the system was also implemented on an IBM System 360/65 computer at the University of California at Santa Barbara. For more references see Culler and Fried (1965) , Fried (1968) , Culler and Huff (1962) , and others referred to in these articles. The Culler-Fried terminals consist of an array of pushbuttons (96 keys) and a 5-inch storage oscilloscope used for output. The TRW version also has a Calcomp plotter and an output typewriter shared among four terminals, but most Culler-Fried consoles have only the scope for output. The pushbuttons are used for entering instructions to the system. The 96 pushbuttons are arranged in two adjoining keyboards, each with 48 keys. One keyboard permits access to operators, the other permits access to operands. A user solves his problem by entering instructions and data through the keyboard and viewing his results, displayed numerically and/or graphically on the oscilloscope.
Culler-Fried systems are operation oriented in that they provide operators with pushbutton control and allow user definition of new operators (console programs). A partial list of the operators provided is:
These operators are of a more basic nature than some of the operators found in the more recently developed systems such as MAP and NAPSS, which provide complete solution algorithms (e.g., polynomial root-finding) as operators. The collection of operators provided by Culler-Fried is intended to provide the basic tools of operator calculus.
Various "levels" of operation are made available through level buttons. The keys then take on different meanings with each change of level. For example, on Level I the operand keys represent real numbers, whereas on Level II each operand key represents a function. Each function is represented as 125 (or fewer) discrete points, and the operator buttons on Level II operate on the whole function.
Programming with the Culler-Fried system is reminiscent of assembly language coding in that there are two working registers, ~ and 8, whose contents are affected by the various operations. For example, keying -{-5 will add 5 to the contents of the register and SQRT will take the square root of the number in the ~ register; in both cases the result is left in the ~ register. The registers hold single numbers on Level I and functions on Level II. Thus keying "LOAD X SIN STORE S DISPLAY S" on Level II will display the sine of X as a function of X (if X has been stored in the a register) on the CRT. Levels are also provided for matrix and complex arithmetic. The operand buttons perform according to the current level. USER levels are used to store the sequence of button pushes (console programs) for later use.
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The Culler-Fried systems have been the inspiration for several other interactive, on-line mathematical systems. AMTRAN and the TOC system, for example, bear many similarities to the Culler-Fried on-line systems, as does the Lincoln Reckoner.
The Culler-Fried system has also been copied without significant modification at the European Organization for Nuclear Research (CERN) in Geneva, Switzerland; Vandoni (1969) has programmed a copy of the Culler-Fried system called GAMMA (Graphically Aided Mathematical MAchine) for a CDC 3100 computer with a CDC 250 display. Complex and matrix arithmetic are yet to be added to GAMMA; otherwise it is a direct copy of the Culler-Fried system at Santa Barbara except for a few additional operators. Future plans are to put GAMMA on a CDC 3200 computer with four timesharing terminals (keyboard and storage CRT). Figure 1 shows the GAMMA terminal (keyboard and CRT) currently in use with the CDC 3100 computer. The GAMMA keyboard is essentially identical with the Culler-Fried keyboards at Santa Barbara.
For examples of applications of the CullerFried system see Culler and Huff (1962) and the chapter by B. D. Fried in Karplus (1967) .
The TOC system (renamed THE BRAIN)
TOC (Tact On-line Computer) was begun in 1966 at the Aiken Computation Laboratory of Harvard University, see Ruyle et al. (1967) . TOC was developed by Project TACT (Technological Aids to Creative Thought) and is based on two earlier stages of development. The first stage, TOCS, an effort to duplicate the Culler-Fried system under CTSS at Project MAC, was started in May 1965. This initial effort differed from the Culler-Fried system in that it had an improved display facility; included statistical operators; and was able to enter numeric data directly into vectors, as well as to enter expressions.
The second version of TOCS (Version II) contained even further departures from the Culler-Fried system. The levels that allow multiple use of the pushbuttons were dropped by providing arbitrary names for console programs. The abilities to designate which variables are local to a console program and to designate variables as argument variables (parameters) were added. Edit facilities were also made available for modification of console programs. Other improvements were the ability to give multicharacter names to data entities, the ability to redefine system operators, the ability to use vectors of unlimited length (to within memory size), and error messages.
TOC, a more recent system developed by project TACT, used three basic features borrowed from the Culler-Fried systems: use of pushbuttons to invoke operators; operators that work automatically on entities larger than scalars; and a repertoire of operators providing the basic tools of operator calculus. Two engineering features that were also borrowed are: the use of storage oscilloscopes for console output and the ability to draw on the output scope from the input keyboard; drawings are composed using small, directed, straight-line segments.
The two versions of TOCS that preceded TOC provided many more ideas for the development of TOC; some of these ideas are listed above as departures from the Culler-Fried system. Each TOC console has 65 operator keys plus a full typewriter keyboard: The TOC system was in operation on an IBM 360/50 by late 1967. A complete description of how TOC looks to a user is given in the User's Guide, see Winiecki (1967) .
In 1968 the TOC system was renamed THE BRAIN (The Harvard Experimental Basic Reckoning And Instructional Network). The most recent status of THE BRAIN is described in a Primer, Ruyle (1968) , and a User's Reference Manual, Winiecki et al. (1969) . In July 1969 THE BRAIN was operating at Harvard on an IBM 360/65 which had replaced the IBM 360/50. There were four terminals with keyboard and 10-inch Tektronix (611) storage scope (Figure 2) Reinfelds et al. (1966) , and Ruyle et al. (1967) . AMTRAN was inspired by the Culler-Fried system and retains many similarities, especially the use of function buttons. The basic goals of AMTRAN, as stated by Reinfelds et al. (1966) , are: a) to use the natural language of mathematics as a programming language without any arbitrary restriction whatsoever; b) to obtain immediate graphical output of intermediate and final results; c) to retain a hard copy of useful results and programs; d) to retain copies of programs in an easily reusable form; and e) to retain utmost flexibility in the system so as to allow its use from the level of existing programming language up to the level of advanced calculus. The AMTRAN system employs remote texminals consisting of a large keyboard (with 224 pushbuttons), two 5-inch cathoderay storage oscilloscopes for graphical and alphanumeric display, and a typewriter to provide a permanent record of displayed information when desired. These peripherals are connected to an IBM 1620. The AMTRAN language is multilevel in that it can be used by a systems programmer, an applied mathematician, or at any intermediate level. Both an on-line conversational mode and an off-line batch mode (or a combination) are available to the users.
The language includes Algol/60 pro- Dyer and Buntyn (1968) . Without the use of the large keyboard, the necessary variety of operators and operands is provided by allowing multiple character names for these entities. Thus the operator SIN is invoked by typ'ng the three letters S-I-N, and a variable name may consist of one to six characters (the first being alphabetic). A sequence of AMTRAN statements may be given a name using the NAME operator and stored for later use. This is equivalent to the saving of "console programs" in the Culler-Fried system or the large keyboard AMTRAN system. The ,development of an additional AMTRAN system, written to handle multiple users, was begun on a Burroughs B5500 computer. However, this work was terminated during the checkout phase due to the transfer of the computer to another location. Work then began on conversion of the B5500 AMTRAN to the Univac 1108. This conversion effort is currently inactive because of limited availability of the 1108 computer.
The current status of the several AMTRAN systems can be summarized as follows:
IBM Figure 3 .
The Lincoln Reckoner
The Lincoln Reckoner system has been in routine use by the staff of the Lincoln Laboratory of the Massachusetts Institute of Technology since the spring of 1966, see Stowe et al. (1966) , Wiesen et al. (1967) , and Ruyle et al. (1967) . The Reckoner system, designed to operate within the APEX time-sharing system for the TX-2 computer, is for on-line use in scientific and engineering research. The system in its present state does not provide all the services to an engineer or scientist that might be envisioned; instead, the development has been concentrated in the area of numerical computations on arrays of data. As of the summer of 1966 there were 64 operations available in the Reckoner public library. These include basic arithmetic on arrays, other arithmetic on arrays, data shuffling in two-dimensional arrays, matrix operations, signal analysis, input and output, and miscellaneous.
The Reckoner is primarily a facility for making use of routines, not for writing them. The aim is to provide a system whereby a scientist can feel his way through the reduction of data from a laboratory experi- 
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• Lyle B. Smith meEt without previous programming experience or training. However, the capability to construct one's own routines is available in the form of a small algebraic compiler, called Junior, which can be utilized on-line. The Lincoln Reckoner is an "operationoriented" system, as are AMTRAN, MAP, OPS-3, and the Culler-Fried system. That is, the system tries to provide the operations (add, divide, integrate, differentiate, plot, etc.) that a user will need to solve his problem. The user then combines operations and operands so as to solve a particular problem. For example, suppose we had already stored values in a one-dimensional array, Y, and a two-dimensional array, X, and we wished to minimize the quantity
Z (Z,-ZX,,~,) ~.
To do this with the Lincoln Reckoner would require the following instructions:
This would put the solution to this least squares problem in the array BETA. To compare graphically the newly found approximation and the original data, a user could type
This would cause a graph of the elements of XBETA to be plotted against the corresponding elements of Y. Recent improvements to the TX-2 Reckoner have been the inclusion of algebraic notation for element-by-element arithmetic on arrays and scalars, the ability to edit text using the CRT, and a hard copy version of the CRT graphs. There are tentative plans to provide a greater graphic facility. Figure 4 depicts the console at the TX-2.
As of the summer of 1969 a system similar to the TX-2 Reckoner was running on an IBM 360/67 at the Lincoln Laboratory with a subsystem, the Mediator. The Mediator provides an environment similar to that provided by APEX on the TX-2.
Present plans for the 360/67 Reckoner are to provide the user with a terminal consisting of an IBM 2741 typewriter and a storage tube display so that graphs may be produced much the same as they are on the TX-2. Future plans call for experimentation with a "mouse" or "joystick" for graphical input.
[2.3] General Purpose Graphical Systems--Language Oriented
The MAP system, NAPSS, and POSE, described below, are language oriented as opposed to operation oriented.
The MAP system
The MAP (Mathematical Analysis Program) system has been in use by researchers and for teaching at Massachusetts Institute of Technology since the middle of 1964, see Ruyle et al. (1967) and Kaplow et al. (1966a, b) . The system operates within the MIT Compatible Time Sharing System (CTSS) at the MIT Computation Center.
MAP can be invoked from any teletype or IBM 1050 terminal that can dial into CTSS, regardless of the physical location of the terminal. Graphical output can be requested if a CRT is available. Graphical output has been obtained by using the MIT Electronic Systems Laboratory's refreshing display terminal, see Ward (1965) , but these terminals are expensive. MAP with full graphics was used at Harvard with the CRT display facilities there by Ruyle et al. (1967) . Storage oscilloscopes are now available at some terminals.
MAP does not utilize pushbuttons as do the Culler-Fried, AMTRAN, and TOC systems. Instead, a language that is a combination of English and arithmetic operation symbols is utilized. According to Kaplow et al. (1966a) , "... the user 'talks' in one-or two-word phrases or in arithmetic equations, while the computer uses a passable form of English." The system is flexible in that it allows intermixing of the basic procedures of MAP and user written programs. Automatic error control has been
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Fin. 4 The Lincoln Reckoner console at the TX-2 designed into the MAP system in the sense that the procedures used will not lose any of the precision inherent in the input. Functions are handled as arrays of values at specified values of the independent variable. To insure accuracy of the results of MAP operations on functions, methods are used which are exact (or nearly so) if threepoint fitting to the given function values is adequate. Thus a user need only be sure that his experimental data and calculated input functions (except those intended for least squares fitting) are tabulated such that a parabolic interpolation over three successive points specifies the function as accurately as is meaningful or required.
MAP has no logical operators. This and the absence of looping facilities mean that the console programming facilities are somewhat limited compared to the AMTRAN, Culler-Fried, and Lincoln Reckoner systems. However, the ability to code functions in various languages and have them executable from within a MAP program provides considerable flexibility to a knowledgeable programmer.
Some of the complex procedures found in the MAP language, in addition to such functions as sine, cosine, exp, and abs, are at equal intervals from two functions which contain the data and the corresponding values of the independent variable); j) edit (allows editing of MAP functions --B C D and editing of numerically stored data, including matrices); k) matrix operations (full package); and l) solution of differential equations. Additional development of the present implementation of MAP ceased about two years ago. However, recent work has been done on the design, specification, and partial implementation of a new MAP system for a newer time-sharing system.
The new MAP consists of a more homogeneous language including general logical operations, an expanded data set (threedimensional functions, complex arrays, etc.), and correspondingly generalized operators. Much of the design effort has been aimed at simplifying the process of adding efficient operators to the system. In particular, a mechanism has been set up with which a user can readily specify an operator and, simultaneously, the conditions that must obtain among the operands. A large part of the problem-specification error-checking at execution time can then be automated, including the output of sensible error messages. There are, however, no current plans to actually implement the new system because of a lack of funds and staff.
As mentioned previously, MAP will work on all terminals that can be used on CTSS/ 7094. These include teletypewriters, the IBM 1050, the IBM 2741, the ARDS I storage display (ESL Lab), the ARDS II storage display (ESL Lab and Computer Displays Inc.), and KLUDGE--Dynamic Refresh Display (ESL Lab).
The ARDS I storage display is illustrated in Figure 5 , and the ESL Dynamic Refresh Display is shown in Figure 6 . Typewriter plotting routines and hand-plot aid routines are included for use on nondisplay terminals.
N A P S S
As stated by Rice and Rosen (1966) , the aim in the design of NAPSS (Numerical Analysis Problem Solving System) " . . . is to make the computer behave as if it had some of the knowledge, ability and insight of a professional numerical analyst." Other references to NAPSS are Rice (1967) , Symes (1967, 1968) , Symes and Roman (1967) , and Symes (1969a, b) . To implement the above stated aims, the researchers at Purdue University, Lafayette, Indiana, are developing "polyalgorithms" to be the numerical analysts behind the keyboard (on-line console). The polyalgorithms will be " . . . f o r m e d by the synthesis of a group of numerical methods and a logical structure into an integrated procedure for solving a specific type of mathematical problem." NAPSS is currently under development at Purdue. Several polyalgorithms have been developed to various levels of sophistication, see Rice (1967) . The system is planned to be run in a time-sharing environment at on-line remote consoles including graphical capabilities; however, NAPSS programs will be executable as batch jobs as well. The system is expected to be useful as a device for teaching as well as for solving problems in numerical analysis. Rice (1969) ; c) solve f(x) = 0 (one variable); d) solve differential equations; e) perform differentiation; f) determine polynomial zeros; g) integration (may use Romberg); and h) approximation (including the following: least squares polynomial, least squares with user specified functions, pseudo least squares by ae ~* ~-b, pseudo least squares by a -{-b(x -{-c) e, minimax broken line, pseudo minimax piecewise cubic with continuous derivatives, and least squares nonlinear cubic splines). The NAPSS language is being developed as an interactive, problem oriented language, the purpose being to state numerical problems in a mathematical-like notation with direct manipulation of arrays and functions. The language will include a procedural language for expressing user defined algorithms, but efforts are being made to eliminate all unnecessary clerical operations sometimes associated with procedural language implementations.
A Survey of Interactwe Graphical Systems for
In its final form, NAPSS will be able to compile and run or to run interpretively. As of July 1969, assignment statements in all of their forms, the facilities for storing and manipulating most of the data types, the type statement, and the flow of control statements had been completed. Procedures and PLOT statements could be compiled but not run interpretively. The completed polyalgorithms were incorporated as functions and operators. The SOLVE statement, the TABLE statement, and the other unfinished portions were expected to be completed soon.
Model 33 teletypes and the ARDS display ( Figure 5 ) were being used as consoles in
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July 1969. The necessary software to utilize a CDC 250 graphical display was under development and plans were to have it completed within a few weeks. Considerable effort will be expended to add editing facilities to the system.
POSE
POSE---a language for posing problems to a computer--was developed at the Aerospace Corporation, San Bernardino, California, by Schlesinger and Sashkin (1967) . and Sashkin et al. (1967) . Its initial implementation is to be on the IBM System/360 and 1800. The authors state that POSE (Processing, Organizing, and Solving Equations) is very similar to NAPSS (see previous section); however, POSE will use general purpose methods on all problems, while NAPSS polyalgorithms will attempt to tailor the methods to the problem at hand.
The POSE language will utilize Fortran conventions to express algebraic statements and allow assembly language instructions to be included as well. The power of the language comes from the extended capabilities that allow a user to describe his problem in equation-like form. The method of solution as well as translation of the problem from equation form to computer instructions will be provided automatically.
The extended capabilities to be included in the initial version of POSE are: a) solution of simultaneous ordinary differential equations (initial value problems); b) evaluation of multiple integrals; c) solution of a transcendental algebraic equation; d) solution of a system of linear algebraic equations; e) matrix arithmetic; f) inversion of square matrices; g) simplification of data input; h) simplification of printed output; i) two-dimensional graphical display; j) table lookup and Nth-order interpolation; k) basic statistical computation; and l) function evaluation with automatic parameter variation. The authors call POSE a polymorphic language since it includes assembly language, procedural language, and a declarative language for invoking the extended capabilities listed above. The ability to mix Fortran statements with assembly language statements can be very useful to an experienced programmer; however, the POSE implementation of the extended capabilities looks to this author much like a reworded call of a subroutine with a list of arguments. In fact, in writing POSE programs one must be careful to spell things correctly and get parameters in some specified order. This may lessen the usefulness of the language to the nonprogrammer in an on-line interactive environment.
In Schlesinger et al. (1968) , it is stated that a first model of POSE has been developed for use on an IBM 1800. This version of POSE (with limited capabilities) is to be interfaced with an associated input typewriter and a sophisticated graphics console (the Waveform Display/Analyzer) used with EASL.
By July 1969, in addition to the POSE language processor, which operates on the IBM 1800 in conjunction with the Waveform Display/Analyzer and typewriter terminal, there was an operational IBM 360 processor. POSE-360 is conceptually similar to its predecessor, POSE-1800, but has been adapted to be compatible with an IBM 2260 CRT and a Computer Communications incorporated printer/plotter (modification of a standard Motorola printer). The communication with the CRT had just begun to work, and the software tie with the printer was in checkout in July 1969. Figure 7 shows the Computer Communications printer/plotter, and Figure 8 shows the IBM 2260 used by POSE-360.
The 
4] Special Purpose Graphical Systems
S T A T P A C
STATPAC, a lightpen-controlled program for on-line data analysis was developed and used at Decision Sciences Laboratory, Hanseom Field, Bedford, Massachusetts, see Goodenough (1965) . The system is designed so that no vocabulary of a language need be learned by a user. This is accomplished by displaying a "menu" of the vocabulary on a computer-driven scope for user selection. Because it displays on the scope only those items that will make a syntactically correct command, no invalid commands can be generated.
The author claims similarity in his objectives and methods to the Culler-Fried systems; however, instead of providing general purpose mathematical operators, STATPAC is oriented toward statistical operations. While composing a command at the console, menus of operands (vector titles) and operations are displayed for lightpen selection. Some of the available operations are: DISPLAY, TYPE, PUNCH, CORR between (X) and (Y), STD DEV OF, MEAN OF, REGRESSION (X) vs (Y), and SUM OF SQUARES OF.
The Decision Sciences Laboratory was deactivated in June 1967. STATPAC was in use up to the time the equipment was removed from the laboratory. At that time graphing facilities had been added and were in use for almost two years before the equipment was removed. 
Marchuk and Ershov's system
According to Marehuk and Ershov (1965) , " . . . the problem of solving differential equations comprises at least two-thirds of all problems arising in engineering and scientific calculations." Thus they proposed (in 1965) to construct a nonclosed programming system based on a continuous man-machine interaction to aid in the solution of differential equations. In this problem area they plan to have the human make such decisions as: specification of rules, variable substitution, and direction of analytical transformation 
Gear's system
Gear (1966) describes a system for finding the numerical solution of ordinary differential equations at a remote terminal. Systems such as MAP represent a function by a pair of vectors of values and use interpolation when necessary. However, this method is not sufficiently accurate, nor is it convenient for high accuracy problems in differential equations. Therefore, at the Department of Compute~ Science, University of Illinois, Urbana, Illinois, a system has been developed for the solution of differential equations. The system consists of three basic packages: a) the numerical integrator, which contains a large number of switches that determine accuracy; b) the equation compiler, which allows input in a natural form; and c) the dialogue program, which accepts input, corrections to input (editing), and interacts with the user to set the switches in the integrator. A set of differential equations is entered, for example, by typing 10 Y0' = Y1.Y2 20 YI' = --Y0*Y2 30 Y2' = --.51*Y0*Y1 END To simplify expressions and to make it easier to modify parameters, 23 variables, named A through W, are allowed in the expressions on the right-hand sides. Up to ten dependent variables, Y0 through Y9, may be used; the highest order derivative of each must appear on the left-hand side of an equation.
The dialogue consists of the following steps: a) type in equations; b) enter initial values; and c) optionally enter: step size upper limit, order, error tests for step control or fixed step, where and what to print, format, and when to stop. In 1966, teletype models 33 and 35 were in use as remote terminals connected to the Illiac II. Typewriter plots of the solution are generated and plotted on-line. No other graphical devices are available to the system; however since the teletypes are used specifically to produce graphical output, this system has been included as one with a graphical terminal.
The Illiac II has since been taken out of service at the University of Illinois; so the system is no longer functional in an interactive mode. A more advanced batch system is currently in use on an IBM/360 computer. No definite plans have been made to implement the system in an interactive mode on the IBM/360. Dixon (1967) describes the use of on-line displays with packaged statistical programs. In this paper he discusses the usefulness of being on-line with a statistical program and especially the usefulness of on-line graphical ability. He says "... many experts in data analysis have always used graphical methods to aid their analysis of data. One often hears directives of these experts to their assistants something like, 'Go thou and plot your data.' The plots and charts frequently do not survive the process of report writing and publication, but have played an important part in the analytical process itself." An on-line interactive situation is ideal for the examination of these charts and plots which are discarded during the data analysis process.
Dixon's on-line statistical programs
At the Health Sciences Computing Facility (HSCF), University of California at Los Angeles, the BMD programs, see Dixon (1964) , are being rewritten for on-line usage. The programming was initially carried out for an IBM System 360/75 computer with an IBM 2250 display unit with lightpen and special function keyboard as a console.
In September 1968 the HSCF computer a) sampling from distributions, b) data description (simple regression), c) polynomial regression, d) stepwise regression, e) time series spectrum estimation, f) nonlinear regression, and g) nonlinear regression with potentiometer input. Many other interactive graphical routines that are more specific to biomedical problems are also available at HSCF. Programs (b), (d), (e), and (f) are, or will soon be, available from IBM as Type IV library programs. Figures 9 and 10 show the IBM 2250 screen during operation of the time series spectrum estimation program.
PEG system
At the Stanford Linear Accelerator Center, Stanford University, Stanford, California, the author has developed the PEG (On-line Data-Fitting) system. The work was begun in the fall of 1967 on an IBM System 360/75 computer using an IBM 2250 II display unit with lightpen as the interactive console, Figure 11 . The interactive program runs in a separate partition of memory with high priority. By the fall of 1968 a working system was available and was used by physicists for actual datafitting problems. By October 1968 the IBM 360/75 had been replaced by an IBM 360/91, and the PEG system was operational on that computer.
As described in Smith (1969) , the PEG system allows user selection of: a) fitting function: user defined function, orthogonal polynomials, spline func- In addition to the above, PEG allows specification of degree, initial guesses for nonlinear problems, choice of minimization method (in some cases), and correction, subset selection, selective deletion, or transformation of data values.
All user actions are either lightpen selections or numerical entries from the keyboard. This has been accomplished by anticipating in advance all possible (at least nearly all, hopefully) desires of a user and providing for on-line selection from the list of available options.
The PEG System was partially inspired by the DATAN System, see Simonsen and Anketell (1966) . Some other references of interest in the approximation and curvefitting areas are Conn and yon Holdt (1965) and de Maine (1965) . Pyle (1965) describes a system for on-line data input by question and answer which is related to the method employed by PEG to obtain input from the user. PEG in many cases asks multiple choice questions which can be answered with the lightpen. 
JOSS
JOSS (JOHNNIAC Open Shop System) has been in daily use since January 1964 by the staff members of the RAND Corporation, Santa Monica, California. JOSS is an experimental, on-line, time-shared computing system which, according to Shaw (1964) , was designed " . . . to give the individual scientist or engineer an easy, direct way of solving his small numerical problems without a large investment in learning to use an operating system, a compiler, and debugging tools, or in explaining his problems to a professional computer programmer and in checking the latter's results." JOSS was supposed to demonstrate the benefits of on-line interaction.
JOSS was originally written to use the JOHNNIAC computer (a Princeton-class machine built at the RAND Corporation in 1950-53) in a time-sharing mode to provide a modest computing service to the
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• 279 open shop via remote typewriters. Physically, JOSS consisted of the JOHNNIAC computer, ten remote typewriter consoles, and a multiple typewriter communication system to mediate between JOHNNIAC and the consoles. The capacity of JOHNNIAC (50 ~sec add time) limited the service to small numerical computations. In 1964 work began on an expanded JOSS utilizing a PDP-6 computer, see Bryan (1967) . This PDP-6 system became operational in February 1966, and allows storage of more and larger programs than was previously possible. The JOSS language permits a user to direct the system in editing, as well as computing and typing. According to Ruyle et al. (1967) , "JOSS is a simple coherent system but the ratio of clerical detail required to power afforded is rather great." There are no graphical commands or capabilities in the system. A simple example of the on-line typing illustrates the language (U means user, J means JOSS): U TYPE 2 + 2 J 2+2=4 U SET E = 2.71828183 U TYPE log (E) J 1 A numeric label (user supplied) as a prefix to a step is an implied command to JOSS to store the step in sequence according to the numeric value of the label. Steps with no numeric label are direct commands to JOSS which are to be executed immediately.
OPS-3
OPS-3, on-line computation and simulation, was developed at the Massachusetts Institute of Technology, Cambridge, Massachusetts, see Greenberger et al. (1965) . OPS-1 grew out of a graduate seminar on advanced computer systems during the spring of 1964. OPS-2, an improved version of the OPS-1 on-line computational facility, was programmed during the summer of 1964. The fall of 1964 saw the beginning of development of OPS-3, a larger-scale improvement, which runs under CTSS, the MIT time-sharing system• As stated by Greenberger et al. (1965) , "The aim of the designers of the OPS-3 system.., is to give the researcher a complete informationprocessing and model-building facility without placing any artificial demands on him; that is, without having the system get in the way of the research." This goal has been partially realized. For example, vectors and matrices are operated upon algebraically and processed as whole arrays simply by symbolic reference to their names. A user need neither index through subscripts nor test for boundaries, although the ability to do so is retained. OPS-3 does retain some ad hoc rules and conventions that a beginning user must learn to become familiar with OPS-3. However, according to Greenberger et al. (1965) , experience has shown that users like the system, especiMly after becoming well acquainted with it.
Communication with OPS-3 is operator oriented. There are 60 to 70 standard operators provided by the system such as:
COMPUT (performs a computation and prints a result); SET (allows algebraic assignment statements) ; PRINT (prints information from storage); READ (allows entry of data from the console) ; and FIT (fits a linear equation to a multicomponent set of observations). The SET operator would be used, for example, to perform an assignment as follows:
SET X = 5 • (Z + 1733).
Compound operators, called KOPs, can be written in terms of the standard operators and saved for subsequent usage. A KOP is executed interpretively or it may be compiled. In either case it is referred to by name and thought of as an operator. Compound operators may call themselves (recursively) and each other to any depth. A statement to call a KOP named BETA, with parameters X, Y, 25, would be • • • CALLK BETA X Y 25.
With matrix multiplication denoted by ". M." and raising a matrix to a power by ".P." we can use the SET operator to define statistical calculations of the mean and variance for data stored in a vector The REPEAT operator used in conjunction with the IF and IFB operators allows loops to be programmed. This capability allows iterative algorithms to be easily incorporated as KOPs.
Simulation is one of the primary uses of the OPS-3 system. There are several operators and compound operators available for this purpose; however, since this survey is mathematically inclined, we will not discuss this capability here.
For data analysis there are operators for manipulation of stacks, ranking and counting, solving polynomial equations, and for multiple and polynomial regression. The operators for statistical analysis that are available with the OPS-3 system include linear least squares curve fitting and regression, contingency analysis, intercorrelation analysis, and about ten other statistical tests and computations. Each operator has two forms: a guided form and a short form. The guided form essentially asks the user for the necessary parameters one-by-one. The short form allows a user to enter the parameters as he calls the operator, thus eliminating considerable interaction time waiting for the system to type out messages. OPS-3 has no provision for graphical output.
APL/360
APL/360 is an interactive system based on APL, a machine-free programming language also known as Iverson's Language, see Iverson (1962) . The system has been programmed for IBM System/360 computers using typewriter terminals connected to the central computer by telephone lines, see Falkoff and Iverson (1968) and Breed and Lathwell (1968) . The APL language leans heavily on mathematical notions but does not slavishly follow classical mathematical notation. Scalars, vectors, and rectangular arrays are handled automatically, and the language includes notation for indexing, shifting, branching, and other operations used in machine calculations. APL has been used to describe formally the IBM System/360 computers, see Falkoff, Iverson, and Sussenguth (1967) .
The APL/360 terminal system attracted more than 200 users within the IBM research establishment during its first ten months of existence. The mathematical applications have included statistical mechanics, design of ultrareliable computer systems, experimental teaching of secondary school mathematics, and the algebraic manipulation of polynomials. Scientists and engineers who previously resisted direct association with computers or programming have found APL/360 attractive, see Falkoff and Iverson (1968) .
The Klerer-May system
Klerer and May (1964) describe a software-hardware system for the purpose of facilitating the programming and analysis of well-formulated problems. Other references to this system are Klerer and May (1965a,b) and Klerer and Grossman (1967) .
The Klerer-May system was originally written for a GE-225 computer at the Hudson Laboratories of Columbia University, Dobbs Ferry, New York. The system employs modified Flexowriters as input/ output stations. Special characters and the ability to control platen movement by half spaces from the keyboard give the modified Flexowriter the capability of producing "natural" two-dimensional mathematical notation. In other words, the Klerer-May language employs summation signs, integral signs, superscripts, and subscripts as in conventional mathematical notation. The compiler takes this two-dimensional input and produces very efficient code (2 to 4 times faster object code than other compilers for the GE-225).
The system is supposed to be self-teaching and succeeds quite well, as testified by the fact that a one-page manual is all that is handed to new users of the system. After a program has been entered into the system, the computer "echos" its interpretation of the input, thus catching some ambiguities
A Survey of Interactive Graphical Systems for Mathematics
• 281 and the mistakes in a program. Plans are to implement the system with on-line interactive programming capability.
MA THLAB
equation, makeexpression, makefunction, factor, differentiate, learnderivative, division, raise, negative, invert, integrate, solve, rename, and newname.
MATHLAB, a program for on-line machine assistance in symbolic computations, is described by Engelma~ (1965) . The program was developed on the time-shared system of project MAC at Massachusetts Institute of Technology and on the IBM 7030 at the MITRE Corporation, Bedford, Massachusetts. As of September 1, 1965, work was under way to provide the display of mathematical expression on scopes and to adapt MATHLAB to the AN/FSQ-32 computer at the Systems Development Corporation, Santa Monies, California. In 1965 MATHLAB had no graphical capabilities. The program was written in LISP, a language designed especially for symbol manipulation.
Some of the qualities of MATHLAB are listed as follows: a) numerical computations--these are weak since original effort was in the area of symbolic computation; b) symbolic computations--capabilities include: simplification, substitution, adding equations, differentiation, some integration, solution of equations, etc.; c) simple user commands--for example to differentiate el with respect to e2 a user need only type "differentiate" (el X e2); d) the program can be expanded by any LISP programmer; e) MATHLAB can be extended by the user--he can "teach" it derivatives and rename system functions; f) it is intimate--a close relationship develops between user and computer. Following are some of the system commands available with MATH-LAB indicating the kind of problems that can be worked on in the MATHLAB environment: repeat, pleasesimplify, forget, substitute, add, multiply, subtract, flip, make-
MA THLAB 68
Since 1965, MATHLAB has been largely recoded, see Engelman (1968) , and is now implemented within a time-sharing system on the large core Digital Equipment Corporation PDP-6 of the Artificial Intelligence Laboratory ~t Project MAC, MIT. A major improvement to the readability of MATHLAB output is the two-dimensional display program, see Millen (1968) , which operates on any typewriter-like device as well as on a variety of scopes and plotters that can be used by MATHLAB. A discussion of the representation, simplification, and use of rational functions and polynomials is given by Manove et al. (1968) .
REDUCE
REDUCE is a user-oriented interactive system for algebraic simplification developed at Stanford University by . REDUCE was originally designed for batch processing computer systems, but it has been found to be far more useful when used in an interactive, time-shared environment with graphical output for the expressions. The system was originally designed for the special problems occurring in elementary particle physics, but the techniques have proved capable of extension to any problem requiring manipulation of large algebraic expressions.
The present system is capable of solving the following problems: a) expansion, ordering, and reduction of rational functions of polynomials; b) symbolic differentiation; c) substitutions for variables and expressions appearing in other expressions; d) simplification of symbolic determinants and matrix expressions; and e) tensor and noncommutative algebraic calculations of interest to high energy physicists.
Lyle B. Smith
This is not a complete list. Other special features of the system are described by . REDUCE has been programmed entirely in LISP 1.5. Versions of REDUCE have been run at several IBM 7090 installations, on the time-shared AN/FSQ-32 of System Development Corporation, and on the time-shared PDP-6 of the Stanford Artificial Intelligence Project. A system for the IBM 360 series is also available. A complete description of the elements of the language and the operation of the system is given in a User's Manual, see Hearn (1967) .
MAGIC PAPER 1
Clapp and Kain (1963) described a system, now extinct, called MAGIC PAPER 1. This was a computer system primarily for symbolic mathematics, but it did allow some function evaluation and plotting on a display scope. MAGIC PAPER 1 was developed at Bolt, Beranek and Newman, Inc., Cambridge, Massachusetts, for a small timeshared computer (PDP-1).
The console consisted of a typewriter, a display scope, and a lightpen. A paper tape reader and punch and several magnetic tape units were available for large scale input/ output and saving information off-line. Control of the calculations was handled by executive control characters which the user typed in. Some typical control characters follow:
I--enter input mode ,--leave input mode p--display pointer on scope D--display figure EVAL--evaluate function Typical manipulations were insertion, substitution, multiplication of an equation by a term, transposition, and the addition of two equations. A function could be built up and then plotted on the scope to examine its graphical characteristics. The scope plots could be "zoomed" in and out to examine certain features in detail.
Standard two-dimensional mathematical notation was used on the scope, while a linear typewriter notation was used for input. The following mathematical evaluation operators were included in the system: + addition Notational flexibility was built into the MAGIC PAPER system by allowing the user to define new control and data interpretation operations as he proceeded with a problem. W. A. Martin (1967) describes a large computer program developed to aid applied mathematicians in the solution of problems in nonnumerical analysis that involve tedious manipulations of mathematical expressions. The mathematical laboratory was programmed for a hardware configuration consisting of a teletype, a DEC type 30 display, a lightpen, and a Calcomp plotter all communicating with a PDP-6 computer, which in turn was connected by dataphone to the Project MAC 7094 computer. The PDP-6 handles the user interface (input and output) and relays messages to and from the Project MAC time-sharing system where LISP transformation routines are applied to the mathematical expressions of the user's problem.
Symbolic Mathematical Laboratory
Mathematical expressions are displayed on the CRT and manipulated by lightpen and teletype commands. In addition to the standard arithmetic operators, naming operator, etc., there are many other available operators. A somewhat random selection from a list of some 34 given in Martin (1967) will indicate the power and usefulness of the mathematical laboratory.
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DIALOG
DIALOG is a conversational programming system with a graphical orientation described by Cameron et al. (1967) . The language was designed by the IIT Research Institute, Chicago, Illinois, "...as an experimental development intended to explore the effectiveness of an on-line graphical communication terminal as an algebraic programming tool. The system relies entirely on a graphical stylus and a single pushbutton to provide input and, when used on-line, does not make use of a mechanical keyboard."
The language is designed to be used as a computational aid for a casual user. To facilitate use by untrained personnel, online DIALOG programs are composed by selecting symbols from a list displayed on an on-line oscilloscope. The list of displayed symbols is restricted to those symbols whose choice will result in a syntactically correct program. A few lines of code will illustrate the type of statements that occur in DIALOG programs. An interpretive processor for DIALOG programs has been coded for the UNIVAC 1105 and embedded in a time-sharing monitor that allows simultaneous operation of several terminals. Programs can be prepared off-line, run as batch programs, and can produce hard copy of results as well as the on-line mode of operation. In fact, a DIALOG compiler has been prepared for use on the IBM 7094 for strictly batch operation.
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The DISPLAY system
The DISPLA~ system was written at System Development Corporation, Santa Monica, California, in 1967, see Bowman and Lickhalter (1968) . DISPLAY, a system for graphical data management in a timeshared environment, was written as a forerunner of the display component of TDMS (Time-Shared Data Management System) being implemented on the IBM System 360 family of computers. (TDMS became operational in the summer of 1968, see Datamation, August 1968, p. 95 .) The three goals in designing DISPLAY were: to provide satisfactory response within a timeshared computer; to produce a system easy for the nonprogrammer to use; and, by achieving the first two goMs, to gain users for the system in order to obtain feedback to improve the system. These three goals have been achieved by the DISPLAY system implemented on the SDC Q-32 machine, running under the time-sharing system with no special consideration from the executive.
The primary function of the system is to allow graphical examination of stored data.
Lyle B. Smith
However, excursions into. TINT (a higher order Algol-type interpreter) are allowed whereby a user can perform nonstandard operations on the data. For example, assume we are using DISPLAY and we have already specified the data to be retrieved (time for data retrieval varies from 15 seconds to 5 or 6 minutes). At this point we could call TINT and specify a TINT program (from a list of already written programs), or write a new TINT program on-line. The TINT program then operates on the data and outputs a graphic data array which is fed into DISPLAY, and DISPLAY presents the graphic output on the scope. This capability could be used to do data-fitting similar to that provided by PEG (see Section 2.4: PEG system) if the appropriate TINT programs were available.
Moore et al. discuss their experiences with a remote console time-shared system at the University of Western Australia. In particular they discuss FORDESK, a Fortran compatible, on-line system that enables simultaneous editing, translation, execution, and debugging from a user's console. FORDESK was first released toward the end of 1965. Moore and Erickson (1966) describe the use of a CRT with a lightpen in a timeshared environment. Of particular interest is an application involving polynomial curve-fitting. The curve-fitting program allows dynamic location of the axis, adjustment of scale, and choice of the degree of polynomial all by lightpen picking of displayed "light buttons."
Ball and Hall
Ball and Hall (1967a) discuss PROME-NADE, an on-line system for data analysis using clustering techniques. Their work has been carried out at the Stanford Research Institute (SRI), Menlo Park, California. They use a high precision CRT to perform interactive statistics and data analysis. Other references of interest are Ball and Hall (1967b) and Eusebio and Ball (1968) . These discuss methods of handling multivariate data in an on-line graphical environment.
An interactive facility for symbolic mathematics (SCRA TCH PAD )
Blair, Griesmer, and Jenks (1970) describe an experimental system designed to provide an interactive symbolic computational facility for the mathematician user. The system has been implemented in LISP for IBM System/360 computers. An interesting feature of this system is the large extent to which the designers have drawn upon previously published work in symbolic computation. Not only have they used ideas and methods based on previous work, but they have actually been able to take LISP code from various systems and integrate it into a fairly comprehensive system. This appears to be one of the first such attempts to extract related portions of various existing systems and then to augment and combine them, thus providing the benefits of several researchers' work in a single system.
The following facilities are provided through a self-extending language: a) rational function manipulation and simplification, symbolic differentiation, see Hearn (1967 ; b) symbolic integration (based on the work of Joel Moses at Project MAC, MIT); c) polynomial factorization, solution of linear differential equations, and direct and inverse symbolic Laplace transforms, see Engelman (1965 Engelman ( , 1968 on MATHLAB; d) unlimited precision integer arithmetic; e) manipulation of arrays containing symbolic entries; and f) two-dimensional output on IBM 2741 terminals or IBM 2250 displays, see Martin (1967) and Millen (1968) .
SOLUTION OF A LEAST SQUARES PROBLEM BY VARIOUS SYSTEMS
In this section we will take a least squares problem and discuss how it would be solved by several of the general purpose, graphical interactive systems described in the preceding section. The particular problem we will consider is a constrained linear least squares problem that arose in a physics laboratory.
Several measurements related to a crosssection problem gave points that were to be approximated by a polynomial in even powers only, with the added restriction that the polynomial should always be nonnegative. The data, with weights (inverse of errors in the points), is given in Table I . The approximating polynomial is to be:
In the case at hand, the restriction that a0 be nonnegative is sufficient to satisfy the nonnegativity of p(x).
Restating the problem we have: Given: data { (x,, y,, w,) } ~=1.
Given: a function p(x) = ao ~ alx ~ a2x ~ + a~x 6, with a0 >_ 0. Find: values of ao, .-., a3 that give the weighted least squares fit of p(x) to the given data. That is minimize 5 -Display: the resulting fit superimposed on the data. This problem could also be formulated as a quadratic programming problem, and solved by known quadratic programming methods.
In some of the following sample solutions to this problem we will ignore the constraint, as it complicates the solution considerably. Without the constraint we have a weighted linear least squares problem that is easily handled by some of the on-line systems under consideration. The weights are also ignored in some cases to simplify the problem even more.
[3.1] Culler-Fried Solution
The Culler-Fried system is oriented toward handling functions defined on equally spaced points. The unequal spacing of the data points makes this problem more complex than it might otherwise be; however, a considerable amount of console pro- gramming would be required even for equally spaced points.
To illustrate the amount of programming required using the Culler-Fried system, let us consider the code necessary to evaluate only the polynomial:
The following code will type out a message "ENTER X.-." and, upon entry of a value, will proceed to evaluate the polynomial
The code is (each item corresponds to one keypush) :
Or, using Homer's scheme:
After the above code has been executed, the value of p(x) is stored under the key, T, for later use. Noting the detail of the code to evaluate the polynomial we can extrapolate to say that the code to solve a nonlinear set of equations by iteration or even the code to solve a set of simultaneous linear equations would be quite involved. The code complexity is, of course, relative. We are comparing this code to, for example, the code required by NAPSS to solve a set of simultaneous equations (see Section 3.6).
Facilities for looping (or indexing) and for branching are nonexistent or quite • Lyle B. Smith rudimentary in Culler-Fried implementations. The lack of these facilities makes it difficult to code interactive problems and to code general purpose routines. This is not, however, inconsistent with the design goals of the system. The system was designed for on-line manipulation of functions and not necessarily to make it easy to code mathematical routines.
[3.2] TOC (THE BRAINI Solution
THE BRAIN is derived from the CullerFried system; however, it has been changed to allow a more direct entry of formulas so that coding a solution to the weighted, constrained least squares problem under consideration should be somewhat more easily accomplished than with the CullerFried system. Thus, instead of the code shown in Section 3.1 to evaluate the polynomial
p(X) = A -'k BX 2 --k CX 4 "4-DX 6
with THE BRAIN we would have something like: P(X,A,B,C,D) = A q-B*X**24-C*X**4~D*X**6 E P(.~,A,B,C,D) STORE POLY (where E represents the evaluation operator). Any further evaluations of the polynomial for different values of X, A, B, C, or D can be accomplished simply by writing: E P(X,A,B,C, D).
As with the Culler-Fried and JOSS systems, there are no higher level operations provided for the solution of equations or minimization, for example. Therefore, all phases of the least squares problem have to be coded. User-defined console programs can be stored, however, and re-used again and again. Console programs could be coded and stored to perform the computations necessary to the solution of the least squares problem. When matrix operands are implemented, the invert operator could be used to implement a crude simultaneous equation solver. THE BRAIN does have a branching (to a label) operator and a complete set of logical operators, which add to the flexibility of the system.
[3.3] AMTRAN Solution
The original AMTRAN system is based on the Culler-Fried system with a large keyboard providing many function buttons. AMTRAN provides the facility to store user programs (operations) "under" buttons for later use. There is a button which invokes a "locate minimum" operator that could be used in solving the weighted, constrained least squares problem we have posed. If the operation locates a minimum with respect to a single variable it could be used to construct a Gauss-Seidel type of minimization of the sum-of-squares, If the "locate minimum" operates on a function of several variables it could be used directly on the function S, given above. A scope is available for output from the AMTRAN system. An instruction such as DISPLAY SCOPE Y will cause display of the function described by the values in the array Y to be displayed on the scope. Such instructions could be used to display the fitted curve.
A solution to our least-squares problem using the IBM 1130 AMTRAN has been provided by Dyer et al. (1969) . The constraint on a0 is handled by having the user manually enter a value for a0 and letting a~, a2, and a3 be computed according to the least squares criterion. Thus a0 > 0, such that the sum of squares is minimized, can be determined empirically. Three console programs were written to accomplish this goal. The first, LSTSQ, interacts with the user allowing him to specify a new value for a0 and allowing him to choose whether or not to display the results on the CRT. LSTSQ calls on two other console programs: INVRS, which inverts a matrix, and DISP, which causes the data and computed polynomial to be graphically displayed. Table II (2/3) ), TYPE(4, 1, 'Y') , TYPE(40/3+l, 79, 'X') . differs from Culler-Fried code in that a REPEAT operator and a GO TO operator are available along with Algol-like conditional expressions (also, arbitrary names are used for variables but this is not an essential difference). These operators greatly simplify the code for solving the least squares problem and facilitate the coding of interactive routines (such as LSTSQ), which may be saved and reused.
AXIS(O&
[3.4] Lincoln Reckoner Solution
As stated by Stowe et al. (1966) , the Reckoner "is primarily a facility for making use of routines, not for writing them." There are routines or operations available in the Reckoner public library to perform many operations including solving a matrix equation, AX = B, but again there is no provision for automatically solving the nonlinear least squares problem with constraints. Therefore, let us only consider the weighted least squares problem as we have done for several other systems.
Assume the data has been entered into the arrays X, Y, and W. We could then form arrays as follows:
A two-dimensional array, A, would then be formed with X1 ,X2,X3,X4 as its four columns. There is an operation available in the Reckoner library for replacing a column of a given matrix by a given n X 1 array which could be used to form A from X1,X2,X3,X4. Four lines of Reckoner code would then solve the linear, weighted least squares problem ArAB = ArZ. The Reckoner code is as follows:
The coefficients of the least squares solution are now stored in the array BETA.
There is graphicM output available with the Lincoln Reckoner and a routine available in the Reckoner public library to facilitate plotting on the CRT. A plot of the data points can be obtained directly from the data arrays X and Y. To obtain a plot of the least squares curve determined by the coefficients stored in BETA some further calculations are necessary. Two arrays would need to be generated: XPLOT with some equally spaced values of X over the range of interest and the corresponding values of the fitting function in YPLOT. To compute each value stored in the array YPLOT some code such as the following would need to be executed:
After XPLOT and YPLOT are appropriately defined, the routine to generate a plot on the CRT can be invoked.
[3.5] MAP Solution
One of the several complex procedures included in the MAP system is a procedure for least square analysis. There is no direct method of solving the constrained, weighted least squares problem, but the straightforward linear least squares problem is handled quite easily.
First the four functions
should be defined, and the data read into arrays XDATA and YDATA. The arrays YDATA(X), FI(X), F2(X), F3(X), and F4(X) must all be defined for the same values of X, namely those found in XDATA.
Once the functions are all appropriately defined, the interaction can take place as follows (user type-in will be underlined): [3.6] NAPSS Solution Thanks to SyruPS (1968), we have two methods of solving the least squares problem if we ignore the constraint and the weighting. With no constraint on the constant term the problem is a linear least squares problem. Assuming we already have the data read into the one-dimensional arrays X and Y we have the following methods. Method 1 (weighting can easily be added to this method):
Method 2:
Although the authors of NAPSS have not mentioned it yet, we expect that someday they will add a polyalgorithm for optimization (locating a maximum or minimum). A call on such a polyalgorithm might be,
MINIMIZE (f(A), STARTING WITH A =-A0).
A solution to the weighted and constrained least squares problem might then be the following (we assume the data has already been read into the vectors, X, Y, and W, and that starting guesses for the coefficients are in A0).
Possible future method without constraint: [3.7] POSE Solution POSE has been implemented on an IBM 1800 with limited capabilities, see Sashkin et al. (1967) , and on an IBM 360. Plans call for implementation of the capability to solve a system of linear algebraic equations, which would allow solution to the weighted least squares problem (without constraint). This modified problem would be solved by a program similar to Method 1 of the NAPSS language. After entry of the data, Fortran-like statements would be used to calculate the matrix of the normal equa- To plot a graph of the resulting computed fit would involve first evaluation of the polynomial at a series of points for plotting purposes (call these values YY and the independent variable XX). Once the points to be plotted were computed we would then use the following POSE statements to obtain the graph: The statement, DISPLAY GRAPH: 1, in the calculation sequence would then cause the display to take place.
HOW WOULD PEG SOLVE THE SAME PROBLEM?
In Smith (1969) , the workings of PEG are explained in detail. Here we will just outline the steps necessary to solve the weighted, constrained least squares problem. There are one or two preparatory steps to be carried out before going on-line with PEG. First a Fortran function must be coded to evaluate the function p(x) = ao ~ alx 2 ~-a2x 4 ~ a3x 6.
The constraint on a is handled in the code for evaluating p(x) by the following method. Each evaluation is preceded by a test on a0. If a0 < 0 then p(x) is set to 1030 (a large number less than the square root of the largest number that can be held in the machine). If a0 >__ 0, p(x) is evaluated normally. By returning a large value for p(x) if a0 < 0, the sum of squares of residuals which is being computed becomes very large. Consequently, negative values of a0 are avoided by the minimization routine as it minimizes the sum of squares of residuals. This coding of "user functions" is detailed in Smith (1969) . A second step, prepunehing the data on cards is optional because there are only five data points and we could easily enter them through the keyboard when we get on-line. Let us assume for this problem that we will enter the data on-line.
When the code for p(x) (constrained) is ready, we include the cards with the running deck for PEG and submit the total deck to be run. When our program begins execution an introductory picture appears on the IBM 2250 display unit. At this point we can sit down at the console and by selecting options with the lightpen and entering numbers from the keyboard we can obtain the desired least squares fit. Rather than show pictures of the scope images that appear on the screen as we step through this problem, we will give a simple word description of each picture and indicate what user action is necessary at each step. In Table  III , "lightpen (continue)" means to touch the "*CONT" option with the lightpen, this will cause the program to go on to the next step. The other lightpen actions require choosing an item from a list by touching the selected item with the lightpen. In Smith (1969) , typical pictures of the actual scope images are shown for the various steps involved in the data-fitting process.
Note that we are led through the datafitting process by the computer program. At several points we are presented with the opportunity to perform some optional task, for example deletion of data points. In such cases if we wish to bypass that step we simply use the lightpen to continue to the next step. Where there are default options built into the program we may always "continue" by lightpen action. On the other hand, if, for example, the program requests keyboard entry of the number of parameters (choose display data and fit with fit display) (continue) (back-up to choose another display mode) (choose display data and fit with coefficients dis-(continue) (back-up to choose another display mode) (choose display extrapolated fit) (continue) (choose terminate computer processing) (continue) involved and there is no default option, the lightpen will h~ve no effect until the required keyboard entry has been accomplished.
As we step through the iterations shown in displays (1) through (n) in Table III , we can watch the improvement in the fit of successive iterations. If the fit does not improve, it is possible to terminate iterations Some of the special purpose systems have languages associated with them. For example, Gear's differential equation system has a language that is used to enter the systems of equations to be solved and to control the processing. On the other hand Dixon's statistical programs and the PEG system use lightpen selection of options rather than having user specification by some kind of command language.
In Table VI we present parallels between various coding systems used in batch processing and some of the interactive systems discussed in this survey. The purpose of this comparison is to show that just as there are various levels of programming used in batch processing, there are various levels of interaction (levels of console programming) used in on-line problem solving. The reason we have various levels of programming is not just due to the historical fact that machines were invented first and the languages have evolved from the basic machine instructions, but it is also due to a need for communication with the machine at various levels.
We find that some problems are more efficiently solved by using a higher level language. For example, a "one-shot" prob- a) MAP; and b ) NAPSS--these systems have operators that are backed by comprehensive algorithms The user languages are supposed to be quite "natural " a) Dixon's system at UCLA; and b) PEG --these systems allow user interaction in a single problem area with no "language" involved.
lem is often best coded in Fortran (for example) as opposed to assembly language because of the savings in programming time, whereas a code that is to be run several hundred times is better coded in assembly language because the object code can be made more efficient, thereby saving considerable machine time. As another example, consider the social scientist who wishes to perform a standard statistical analysis on some data but knows no Fortran--not even enough to code a driver for an existing library subroutine (procedure) that would perform the desired analysis. For this user, the "canned" program, which includes input and output and only requires a user to prepare data in some standard fashion, is the appropriate language level. Results can be obtained with relatively little effort by the interested person, without the need for an intermediary (a programmer) or the need for the social scientist to learn a programming language.
To conclude this survey, let us list with brief descriptions some references which are applicable in various areas of interactive graphical systems. The areas covered are: a) aids to the implementation of interactive graphical systems; b) interactive console developments; c) extra added attractions (features to add to a "total" system); d) future systems; and e) on-line systems without mathematical capabilities. 
