Abstract-We address the PageRank problem of associating a relative importance value to all web pages in the Internet so that a search engine can use them to sort which pages to show to the user. This precludes finding the eigenvector associated with a particular eigenvalue of the link matrix constructed from the topology graph of the web. In this paper, we investigate the potential benefits of addressing the problem as a solution of a set of linear equations. Initial results suggest that using an asynchronous version of the Gauss-Seidel method can yield a faster convergence than using the traditional power method while maintaining the communications according to the sparse link matrix of the web and avoiding the strict sequential update of the Gauss-Seidel method. Such an alternative poses an interesting path for future research given the benefits of using other more advanced methods to solve systems of linear equations. Additionally, it is investigated the benefits of having a projection after all page ranks have been updated as to maintain all its entries summing to one and positive. In simulations, it is provided evidence to support future research on approximation rules that can be used to avoid the need for the projection to the n-simplex (the projection represents in some cases a threefold increase in the convergence rate over the power method) and on the loss in performance by using an asynchronous algorithm.
I. INTRODUCTION
A search engine is a tool that allows users to supply a query and obtain web pages related to the information they are searching. A crucial task for these tools is some sort of ranking mechanism that selects meaningful links to be presented first. One of the most well-known algorithms is the PageRank from Google, which was initially proposed in [1] , to rank pages based on their relative importance and on the number of links to each specific page. The interested reader is referred to [2] for a summary of tools, techniques and results that contribute to the PageRank algorithm and to the surveys in [3] , [4] and [5] for the full description of how the search engine of Google operates.
The PageRank algorithm's main idea is that the ranking of a web page is dependent both on the number of links connecting to it and their corresponding ranking. An alternative way of perceiving the algorithm is to think of it as a random walk over the entire internet structure. Then, the rank of each page is the percentage of time this random surfer would spend in that particular page. Both views can be expressed mathematically as the problem of finding the eigenvector associated with the largest eigenvalue of a stochastic matrix, i.e., the stationary distribution of the corresponding Markov chain [6] .
Computation of the page rank has been investigated by the research community using different techniques. In [7] , the authors present a distributed randomized algorithm for the PageRank computation. In [8] , by the same authors in a collaboration have studied ergodic randomized algorithms that can be applied to the PageRank problem. In essence, both algorithms resort to the power method and incorporate other research work in the field of consensus and distributed linear algorithms. In this setup, each page would compute its rank and send information to the neighbor web pages (i.e., those which it has a link to). A similar type of algorithms is discussed in [9] . In this paper, our aim is to tackle the convergence speed of the power method and show that using Gauss-Seidel iterations can yield a faster convergence in a scenario where a set of processors jointly computes the PageRank for a subset of the entire network structure.
The idea of using the Gauss-Seidel is not a novel idea as it can be found in [10] . However, to the best of our knowledge, the use of a projection step has not been proposed before. Such a step increases the convergence speed although the exact projection increases the communications required for each step. Nevertheless, a normalization is also studied as an alternative which can be performed without additional information or exchanges.
In a similar setup to the one in this paper, the authors in [11] and [12] have proposed the use of information aggregation to speed up a distributed randomized algorithm for the PageRank. In the literature, one can find similar earlier examples of this approach to deal with the convergence speed of randomized versions of the algorithm such as that in [13] . In [14] , the authors also devise a novel technique to store the pages as to reduce the inter-communications. All such approaches work on partitioning the data across the different processors whereas our approach is based on having a different update for the pages that belong to the same processor.
In the literature, there are alternatives to the power method, namely finding the eigenvector as an optimization problem or based on monte carlo experiments. The main challenge of these approaches is the computation of the gradient. Given that it is a linear combination of all states, it does not scale well with the dimension of the state-space. An alternative is to use an approximation such as in [15] . The execution can take advantage of the randomization inherent to the stochastic approximation and, therefore, the algorithm is distributed by nature.
The work in [16] exploits the definition of the PageRank as the result of a power series and provides results as how the errors of the approximation evolves after truncating the higher order terms. The main idea is that an approximation of the ranking vector can be found as the difference of two consecutive elements of the power series. In this paper, we shift our attention to distributed algorithms that preserve the sparsity of their associated transition matrix.
Another interesting direction is provided in [17] , where the authors study the trend that the ranks for different pages converge at very distinct rates, with some being very fast whereas others take a considerable amount of additional time instants. The authors explore that behavior to avoid part of the arithmetic operations and save computational resources. Although targeting the problem using a different approach, it is an interesting issue to approach regarding the solution presented in this paper.
The main contribution of the this paper is to present a distributed algorithm to be run by a family of processors, each storing a subset of the entire network graph. This solution satisfies two criteria: i) it converges faster to the solution than the power method; ii) it minimizes the communications between different processors. Moreover, it can be cast in the format of a synchronous or asynchronous algorithm, with a deterministic or randomized selection of updating pages.
Notation : The transpose and the spectral radius of a matrix A are denoted by A and ρ(A), respectively. We let 1 n and 0 n denote n-dimension vector of ones and zeros, and I n the identity matrix of dimension n. Dimensions are omitted when no confusion arises. The vector e i denotes the canonical vector whose components equal zero, except component i that equals one. The notation diag(A) indicates a diagonal matrix with the diagonal being taken from the diagonal of A. The Euclidean norm for vector x is represented as
II. PRELIMINARIES AND PROBLEM STATEMENT
This section formally introduces the multiple alternative formulations of the PageRank, identifying the key issues that arise when selecting a specific formulation.
A. PageRank Problem
The PageRank problem described in the remainder of this section is based on the material found in [1] , [4] and [5] .
Consider a network representing the interconnection of n webpages defined as a directed graph G = (V, E). The node set V := {1, · · · , n} corresponds to all webpages numbered from 1 to n and E ⊂ V × V is the set of edges representing the links between any two webpages. The edge (i, j) ∈ E if there exists an outgoing link from page with index i to that with index j.
The value produced by the PageRank algorithm for a page i is going to be denoted by the real number x i ∈ [0, 1]. We can stack all such variables and get x := x 1 · · · x n which represents the ranks for all the pages.
PageRank searches for a normalized rank that depends on the number of neighbors in the graph G and those nodes rank. This translates into the rank of node i being the weighted sum of the ranks of its neighbors, i.e.,
where the matrix A ∈ R n×n (the link matrix) is defined as
The aforementioned problem of finding the eigenvector associated with the eigenvalue of 1 in the link matrix A is not easy given that the general web does not form a strongly connected graph. In the literature, it was proposed a slightly changed version of the problem as a walk-around to this issue. To ensure the existence of the eigenvalue 1, outgoing links are added to all the dangling nodes, i.e., all nodes with no out-going links such as jpeg or pdf files; for example links to their parent pages. In doing so, matrix A defined in (1) becomes a stochastic matrix.
To avoid the problem of multiple eigenvalues equal to one, the work in [1] proposes finding the eigenvector of the following matrix M ∈ R n×n :
where m ∈ (0, 1) is a parameter defining the convex combination of the matrix A with the matrix S := 1 n 1 n . A typical choice is m = 0.15 [1] . Following the discussion in [7] , a greater value of m results in a faster convergence towards the PageRank for the standard power method but also averages out the ranks for the pages. The problem is summarized in Definition 1. Definition 1 (PageRank problem): The PageRank value vector x is defined as the eigenvector of matrix M that satisfies:
B. Network Model
In this paper, the underlying assumption for the network topology is that there are N processors each of them holding a subset of the rows in matrix M and the entries of vector x. In reality, this is a fairly reasonable assumption given that the state space is on the order of 10 billion as reported in a 2012 document [11] . Thus, our assumption is that N n as opposed to other models such in [7] . Moreover, we assume that each processor can communicate to other processors if the web data it holds is linked in the original graph G. In a more formal way, we define a graph G P := (P, L) representing the network topology for the processors P := {p 1 , · · · , p N } with the link set L ⊆ P ×P. The link between processors p i and p j exists, i.e., (p i , p j ) ∈ G P if it exists an out-going link between two pages belonging to those processors, i.e., ∃q ∈ R i , ∈ R j : (q, ) ∈ E, where the sets R i and R j represent the web pages belonging to processor p i and p j , respectively.
As a consequence of the assumption on the network model, the adopted method should favor computations involving variables such that their indices belong to the same R i set. This minimizes inter-processors communication which reduces the communication time. A similar idea can be found in [14] where the redefinition of the tuples being stored saves inter-communication between clusters belonging to different processors.
C. Equivalent formulations for the PageRank
The PageRank problem can take different formulations that may impact on the design of a distributed algorithm. The standard format to compute the eigenvector for this problem as in Definition 1 is to use the power method, leading to the following iteration:
where x(k) ∈ R n and ∀k ≥ 0 : 1 n x(k) = 1. We emphasize that the above formulation is only possible given the assumption that the eigenvector sums to one and that the iteration of the method preserves this property. Also that (2) involves a computation according to the sparse matrix A and the sum of a constant. However, this method convergence rate is only |λ 2 (M )/λ 1 (M )| k , which might be slow depending on the second largest eigenvalue of M .
The PageRank problem can also be formulated as an optimization problem or as the solution to a linear equation. The results in this paper focus on the latter where the objective is to solve
In the next section, emphasis is placed on the fact that the power method applied to the PageRank problem is equivalent to the Jacobi iteration for solving (3) and, then using the Gauss-Seidel algorithm to achieve an improved performance in the network model assumed in this work.
III. PAGERANK SOLUTION USING GAUSS-SEIDEL

ITERATIONS
Any attempt to solve the problem in (3) must take into consideration two main requirements, namely, being a distributed iteration and a particular focus on the storage of vector x due to its dimension. In the literature, many approaches have been taken to solve linear equations in a distributed fashion but many resort to having an estimate of x per processor (see an example in a recent publication in [18] ) Such an approach is clearly not suitable for the problem at hand due to the large state space size n.
The idea presented in this paper is to use standard algorithms for distributed solution of linear equations and leverage those according to the network model to gain in performance. Our analysis starts by presenting the format for the Jacobi method. For a general system Ax = b, where A can be partitioned as A = D + R for D = diag(A) and R = A − diag(A), the Jacobi iteration takes the following form:
which is distributed given that matrix D −1 is diagonal. The following lemma asserts that the Jacobi method for the PageRank is equivalent to the power method.
Lemma 2: The power method iteration in (2) is equivalent to the Jacobi method in (4) applied to the problem in (3) .
Proof: For the problem (3) we have D = I n , R = −(1 − m)A and b = m n 1 n in (4), which leads to the conclusion.
The natural step is to introduce the Gauss-Seidel iteration and apply it to the problem. For a general system Ax = b, decomposing A = L + D + U as the sum of lower, diagonal and upper matrices, the method has the following update rule:
which by taking advantage of the triangular form of L + D can be sequentially updated for each i using forward substitution as
(6) In comparison, the Jacobi method in (4) has the following update for each i
Thus, the iteration (6) can be viewed as a form of (7) where the entries of x that have already been updated are being used in subsequent updates instead of using older values. However, the iteration in (6) is sequential which might represent an issue for its implementation. Nevertheless, there are randomized and asynchronous (i.e., where any order of the updates can be followed during each iteration) versions of the Gauss-Seidel iteration, such as the one in [19] . The main conclusion is that each processor can employ the GaussSeidel iteration to compute the PageRank using updated values sent by the other processors if the web data does not belong to that processor and use the past iteration values for all the remaining ones. The next theorem is going to be useful in showing the main result. The proof can be found on page 446 in [20] .
Theorem 3 (Jacobi vs. Gauss-Seidel): Suppose a matrix A ∈ R n×n in a general system of linear equations Ax = b. If ∀i : A ii > 0 and ∀i = j : A ij ≤ 0, then one and only one of the following statements holds:
One of the main claims of this article is presented in the following result, where the notation T p identifies the iteration matrix for the power method.
Theorem 4: Denoting by T gs and T p the matrices corresponding to the discrete-time linear iterations (5) and (2), respectively, we have that ρ(T gs ) < ρ(T p ). The following definitions for the iteration matrices are going to be used
For the problem in (3), the diagonal matrix D = I n , implying that ∀i : D ii > 0. Since L + U = −(1 − m)A and that ∀i, j : A ij ≥ 0, it also holds that all elements in L and U are negative or zero. Therefore, the conditions of Theorem 3 are satisfied. Moreover, matrix I n − (1 − m)A is strictly diagonally dominant [21] and therefore ρ(T j ) < 1 and ρ(T gs ) < 1 by Theorem 2.1 in [20] . As a consequence, using Theorem 3 leads to 0 < ρ(T gs ) < ρ(T j ) < 1, which finalizes the proof. The consequence of Theorem 4 is that solving the PageRank using a Gauss-Seidel iteration is faster than resorting to the power method. As discussed in this section, the proposed algorithm for the PageRank computation is not going to take full advantage of the Gauss-Seidel iteration to prevent the need for synchronization in the updates. In the next section, preliminary simulation results are presented as to illustrate the impact of varying the number of processors and a comparison against the randomized Gauss-Seidel.
Using (6) to solve the PageRank problem has an additional issue. The formulation in (3) is only accurate if the vector x sum remains equal to one since this fact was used to avoid the use of the full matrix S. For the power method, this is kept in all iterations whereas the Gauss-Seidel does not enforce that. The second main claim of this paper is that simulations suggest a speed up in convergence (in some cases a threefold increase which is higher than what can be found in the literature [10] ) by using a projection after a complete round of updates from all the processors. Intuitively, the objective is to ensure that equation (3) is the accurate representation of our problem. In the next section, we also simulate the exact projection and a simpler version, and leave for future work to incorporate this projection in the updates.
IV. SIMULATION RESULTS
The main objective of this section is to present preliminary results regarding the various issues related to the proposal of this paper of using the Gauss-Seidel iteration, in a network model of distributed processors, to solve the PageRank problem. The simple example of a four page network in [7] is used to illustrate the need for a projection step to increase the convergence rate. The graph for the interconnection is depicted in Fig. 1 . In the simulations using the processor network, a complete graph is assumed with N = 2 where p 1 has R 1 = {1, 2} and p 2 with R 2 = {3, 4}.
The first simulation illustrates the advantage of the GaussSeidel iteration (6) with a n-simplex projection against the 
Power Method Gauss-Seidel Fig. 2 . Evolution of the error of the power method and Gauss-Seidel in a logarithmic scale.
power method (2) . In this setup, both processors are working in the synchronous problem, which by intuition should be the best performance of the proposed algorithm. It is used (M − I n )x(k) 2 as a measure for the error and the projection onto the n-simplex defined as
using the method given in [22] . Figure 2 depicts the error of both approaches using a logarithmic scale and when the eps variable in matlab is set to 10 −16 . There is a substantial improvement in terms of number of iterations, going from around 45 from the power method to 15 using the Gauss-Seidel, thus representing a factor of 3 decrease in the necessary number of iterations for that error level.
An interesting question arose in the previous section regarding the necessity of a projection and also on whether there might be simple algorithms for the case being studied. In Fig. 3 , it is presented the error evolution for 3 different cases: the standard simplex projection, a division by the sum of the vector, and no projection. Two main ideas can be inferred from the simulations that are relevant to the problem at hand. First, the projection is a necessary operation given that if the sum of the approximation vector x to the solution x is not 1, the representation in (3) becomes a source of error. In those circumstances, the Gauss-Seidel might be beneficial only to solve the problem for a small error tolerance. The second remark is that a simpler to implement projection such as dividing by the sum of the vector has a very similar convergence behavior. This motivates the question for future work of whether the projection step can be avoided by forcing a constant sum to the vector by a modified version of the iteration in (6) . Figure 4 shows the plot for the errors for the sequential and the asynchronous version of the Gauss-Seidel algorithm. In this setup, for each iteration all nodes are updated in an arbitrary fashion following the directions e 1 , · · · , e n selected in a random order. The observed behavior points towards a compromise in performance to allow for a nonsequential algorithm. The exact evolution of the error curve for the Asynchronous Gauss-Seidel depends on the chosen sequences of directions but the simulations seem to point towards a performance that is between the power method and the sequential Gauss-Seidel.
A last setup was designed to study the future possibility of investigating the benefits of a randomized version of the Gauss-Seidel method. Figure 5 depicts the mean value for the error in each iteration for 10 4 random runs of the algorithm. The direction of update is selected based on a uniform discrete distribution. An iteration in this setup is considered a group of n updates regardless of repetition. The mean value for the errors shows that the randomized version suffers in performance when compared to the Asynchronous or Sequential version and follows the same trend of the power method (although underperforming).
The previous example illustrated some of the features of the proposed algorithm. In order to simulate more realistic scenarios, a set of randomly selected network topologies was used. Given that World-Wide Web follows a scale-free network [23] , i.e., a topology where the degree distribution of the nodes follows a power law asymptotically, the algorithm of Barabási-Albert (BA) [24] was used to generate the links between pages in a network with n = 500 pages with a minimum of 2 outgoing links. In this scenario, 4 different methods are simulated for 15 iterations (it is enough to have a convergence with error smaller than 10 −4 ), namely: power method, standard Gauss-Seidel, Gauss-Seidel with the simplex projection, and Gauss-Seidel with the normalization. A 1000 points monte carlo run is considered and the means and standard deviations over time are reported. Figure 6 depicts the evolution of the mean error for all four algorithms. One of the main points of interest is that the Gauss-Seidel algorithm is faster to converge on average as expected by the results in this paper. The second feature is that it converges faster to an acceptable accuracy of the page rank x although slowing down for very small error requirements (under 10 −3 ). For this simulation, the approximation of the projection by the normalization was not very successful, obtaining mean errors with a negligible improvement. One of the topics of future research will be on understanding what exactly impacts the quality of such an approximation and, if possible, what other approximations are useful. Lastly, this larger simulation confirmed the main trend found for the toy example, specifically that the addition of the projection method has a major impact on the convergence speed of the algorithm. Interestingly, in the initial iterations (the first two), the standard Gauss-Seidel outperform the proposed method and a more detailed investigation about the reasons that cause that might benefit in developing heuristicbased algorithms that might switch between different version of the algorithm depending on some structural property of the topology.
V. DISCUSSION AND FUTURE WORK
In this paper, the PageRank problem was addressed as the solution of a system of linear equations. The main issue arising in this formulation is the fact that either the problem involving the altered M matrix is considered, in which case the sparsity of communication is lost; or, it is needed a method that maintains the sum of the solution vector equal to one. The first step in our study was to show that the power method, when applied to the PageRank, coincides with the Jacobi method for the correspondent system of linear equations. That suggest that other methods can be implemented that are considerably faster than the Jacobi iteration. The sequential version of the Gauss-Seidel algorithm was shown to always be faster and simulations corroborated that result. Other setups including the asynchronous and randomized version were studied in order to have a comparison with the power method performance.
Simulations indicate that the need for the exact projection on the n-simplex can be relaxed and a normalization of the sum can be performed instead on some cases. Such observation motivates the idea that it can be possible to incorporate the projection on the iteration itself and thus obtaining an algorithm with the same type of communication constraints as the power method but considerably faster.
