On the multivariate upcrossings index by Viseu, Clara et al.
ar
X
iv
:1
00
6.
15
96
v1
  [
ma
th.
PR
]  
8 J
un
 20
10
On the multivariate upcrossings index
C. Viseu ∗
Instituto Superior de Contabilidade
e Administrac¸a˜o de Coimbra
Portugal
L. Pereira, A.P. Martins, H. Ferreira †
Departamento de Matema´tica
Universidade da Beira Interior
Portugal
Abstract: The notion of multivariate upcrossings index of a stationary sequence X =
{(Xn,1, . . . ,Xn,d)}n≥1 is introduced and its main properties are derived, namely the rela-
tions with the multivariate extremal index and the clustering of upcrossings.
Under asymptotic independence conditions on the marginal sequences of X the multi-
variate upcrossings index is obtained from the marginal upcrossings indices.
For a class of stationary multidimensional sequences assumed to satisfy a mild oscilla-
tion restriction, the multivariate upcrossings index is computed from the joint distribution
of a finite number of variables.
The upcrossings index is calculated for two examples of bivariate sequences.
Keywords: Point processes of upcrossings; multivariate upcrossings index; multivariate
extremal index; local dependence conditions; stationarity.
1 Introduction
Let X = {Xn = (Xn,1, . . . ,Xn,d)}n≥1 be a d−dimensional stationary sequence. We
will denote the variable max{Xi,j , i ∈ I} by Mn,j(I), I ⊂ IN, j = 1, . . . , d, and consider
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Mn(I) = (Mn,1(I), . . . ,Mn,d(I)). When I = {1, . . . , s}, we shall simply write Ms and
Ms,j.
For a = (a1, . . . , ad), b = (b1, . . . , bd) and x = (x1, . . . , xd) in IR
d and c ∈ IR, let
ax+ b = (a1x1 + cb1, . . . , adxd + cbd), a
c = (ac1, . . . , a
c
d) and a ≤ b if and only if aj ≤ bj
for all j = 1, . . . , d.
We shall assume that the d-dimensional stationary sequence X satisfies the mixing
condition ∆(u) of Nandagopalan (1990), which we next recall.
Definition 1.1 The sequence X is said to satisfy the condition ∆(u), for some sequence
u = {un = (un,1, . . . , un,d)}n≥1 of elements of IR
d, if αn,ln → 0 as n → ∞ for some
sequence ln = o(n), where
αn,l = sup
{
|P (A ∩B)− P (A)P (B)| : A ∈ Bk1(u), B ∈ B
n
k+l(u), 1 ≤ k ≤ n− l
}
and Bji (u) denotes the σ-field generated by the events {Xs,k ≤ un,k} , k = 1, . . . , d, i ≤ s ≤
j.
Condition ∆(u) implies condition D(u) of Hsing (1989) and, for uj = {un,j}n≥1,
condition ∆(uj) for Xj = {Xn,j}n≥1, j = 1, . . . , d.
In order to study the asymptotic behaviour of the upcrossings {Xi,j ≤ un,j < Xi+1,j},
j = 1, . . . , d, among the first n variables of X, we consider the vector of point processes
S
(u)
n = (S
(un,1)
n,1 , . . . , S
(un,d)
n,d ), n ≥ 1, with
S
(un,j )
n,j (B) =
n∑
i=1
1I{Xi,j≤un,j<Xi+1,j}δ i
n
(B), B ⊂ [0, 1], j = 1, . . . , d,
where 1IA denotes the indicator of event A and δa the unit mass at a. Thus, S
(un,j)
n,j has unit
mass at i/n if Xi,j ≤ un,j < Xi+1,j , j = 1, . . . , d. We shall omit, in the definition of the
point processes, the reference to the sequence of levels u, which defines the upcrossings,
whenever it is clear.
For a broad class of weakly dependent sequences, Ferreira (2006) proved that the limit
in distribution of Sn,j, j = 1, . . . , d, if it exists, is a compound Poisson process. When the
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limiting mean number of upcrossings of the level un,j is νj > 0, the Poisson rate of the
limiting point process is ηjνj , being ηj the uprcossings index of the stationary sequence
Xj. The upcrossings index is related with the extremal index θj through ηj = τjθj/νj ,
where τj is the limiting mean number of exceedances of the level un,j. Ferreira (2007) also
proved that the reciprocal of the upcrossings index can be interpreted as the limiting mean
size of clusters of upcrossings.
In this paper we extend the univariate theory described above to the multivariate case.
In Section 2 we study the vector the upcrossing point processes and we obtain some
weak convergence results.
The multivariate upcrossings index is then defined in Section 3 and its properties and
relations with the multivariate extremal index and its marginal upcrossings indices are
established.
Under asymptotic independence conditions on the marginal sequences of X, in Section
4, we obtain the multivariate upcrossings index from the marginal indices.
In Section 5, by imposing local restrictions on the oscillations of X, we compute the
multivariate upcrossings index from a finite number of the variables of X.
Finally in Section 6, two examples of bivariate sequences are presented for which the
upcrossings index is calculated.
2 Upcrossing point processes
Under condition ∆(u), Nandagopalan (1990) established a necessary and sufficient
condition for the convergence in distribution of the sequence of d-dimensional processes
of exceedences {Xj > un,j}, j = 1, . . . , d, generated by a sequence X, not necessarily
stationary. The arguments used can easily be adapted to the d-dimensional sequence
{Sn}n≥1 of point processes of upcrossings. We obtain in this way an extension of the
theory presented in Ferreira (2006), with the introduction of the concept of a multivariate
upcrossings index and its relations with the multivariate extremal index and corespondent
marginal indices.
3
Let u˜(ν), ν = (ν1, . . . , νd) ∈ IR
d
+, denote the levels u such that
nP (Xi,j ≤ un,j < Xi+1,j) −−−→
n→∞
νj, j = 1, . . . , d, (2.1)
and u˜
(νj)
j denote the corresponding marginal sequences uj = {un,j}.
Analogously, levels u such that
nP (Xi,j > un,j) −−−→
n→∞
τj, j = 1, . . . , d, (2.2)
will be denoted by u(τ ), τ = (τ1, . . . , τd) ∈ IR
d
+, and the corresponding marginal sequences
by u
(τj)
j .
Note that if u = u˜(ν) and k = {kn}n≥1 is such that knln/n −−−→
n→∞
0 then, for any
interval I ⊂ [0, 1] with length ≤ ln/n, it holds
knP (Sn(I) 6= 0) −−−→
n→∞
0. (2.3)
Let k = {kn}n≥1 be a sequence of integers satisfying
kn −−−→
n→∞
∞,
knln
n
−−−→
n→∞
0, knαn,ln −−−→n→∞
0, (2.4)
and rn = [n/kn], n ≥ 1. For such sequences the upcrossings {Xi,j ≤ un,j < Xi+1,j} with
i ∈ {(s− 1)rn + 1, . . . , srn}, for some s = 1, . . . , kn, are said to belong to the same cluster
of upcrossings of the j−th marginal sequence.
We establish, in the next lemma, the asymptotic independence of upcrossings over
disjoint intervals, analogously to Lemma 3.3.2 in Nandagopalan (1990).
Lemma 2.1 Assume condition ∆(u) holds for X and k satisfies (2.3) and (2.4). Then,
for any y1, . . . ,ykn ∈ IN
d
0 and In,1, . . . , In,kn disjoint subintervals of [0, 1], we have
P
 kn⋂
j=1
{Sn(In,j) = yj}
 − kn∏
j=1
P (Sn(In,j) = yj) −−−→
n→∞
0.
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This lemma extends Lemma 2.2 of Hsing et al. (1988) to the d−dimensional case and
it’s essential to obtain the following necessary and sufficient condition for the convergence
of {Sn}n≥1 to a d−dimensional compound Poisson process S with Laplace transform given
by
LS(f1, . . . , fd) = exp
−α∫
[0,1]
∫
INd0−{0}
1− exp
− d∑
j=1
yjfj(x)
 dΠ(y)dx
 ,
for each nonnegative, measurable functions f1, . . . , fd on [0, 1], where α is a positive cons-
tant and Π a probability distribution on INd0−{0}. We shall represent such a point process
by S[α,Π] to make the dependence on its intensity α and multiplicity distribution Π
explicit.
Let us consider the following partition of [0, 1] : Cn,1 =
[
0, rnn
]
, Cn,j =
(
(j − 1) rnn , j
rn
n
]
,
j = 1, . . . , kn, Cn,kn+1 =
(
kn
rn
n , 1
]
.
Proposition 2.1 Assume condition ∆(u) holds for X and k satisfies (2.3) and (2.4).
Then Sn −−−→
n→∞
S[α,Π] if and only if
P (Sn([0, 1]) = 0) −−−→
n→∞
e−α
and
Πn(y) ≡ P (Sn(Cn,1) = y | Sn(Cn,1) 6= 0) −−−→
n→∞
Π(y), ∀y ∈ INd0 − {0}.
This result follows from Theorem 3.3.4 of Nandagopalan (1990) or from Ferreira (1994)
by considering T = 1 and replacing the exceedance events {Xi,j > un,j} by the upcrossing
events {Xi,j ≤ un,j < Xi+1,j}.
If Sn −−−→
n→∞
S[α,Π] then, for each j = 1, . . . , d, Sn,j −−−→
n→∞
Sj where Sj ≡ Sj[αj ,Πj ] is
a compound Poisson process with intensity αj = α(1−Π
∗
j (0)) and multiplicity distribution
Πj(·) =
Π∗j (·)
1−Π∗j (0)
if Π∗j (0) < 1,
where Π∗j represents the j-th projection of Π. If Π
∗
j(0) = 1 then LSj (f) = 1.
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Suppose that for each ν ∈ IRd+ there exists u˜
(ν) and that the corresponding sequences
of point processes {S
(u(ν))
n }n≥1 converge to S[α
(ν),Π(ν)].
Some questions naturally arise, at this point, about the way that α and Π depend on
ν.
Suppose that the limit of {S
(u(ν))
n }n≥1 doesn’t depend on the sequence u˜
(ν) considered
and lets start by analyzing the effect of taking some components of ν converging to zero.
From now on we will generally write, for simplicity, {S
(ν)
n }n≥1 instead of {S
(u(ν))
n }n≥1.
Let ν′ be such that νj = 0 if j ∈ J 6= ∅ and νj > 0 for j ∈ {1, . . . , d} − J = J¯ . For all
y verifying yj > 0 for some j ∈ J and all u˜
(ν′),
lim
n→∞
P (S(ν
′)
n (A) = y) = 0
and, for all y verifying yj = 0 for some j ∈ J and any u˜
(ν′),
lim
n→∞
P
⋂
j∈J¯
S
(ν′j)
n,j (A) = yj
− P (S(ν ′)n (A) = y) = 0, ∀A ⊂ [0, 1].
Now, we have gathered the necessary conditions to prove the following result.
Proposition 2.2 Suppose that for each ν ∈ IRd+ there exist u˜
(ν) and for each u˜(ν)
S
(ν)
n −−−→
n→∞
S[α(ν),Π(ν)]. Let ν ′ be such that νj = 0 if j ∈ J 6= ∅ and νj > 0 if
j ∈ J¯ = {1, . . . , d} − J. Define T (ν ′) = {ν ∈ IRd+ : νj = ν
′
j for each j ∈ J¯}. Then
P (S[α(ν
′),Π(ν
′)](A) = y) = lim
νj→0
+, j∈J
ν∈T (ν′)
P (S[α(ν),Π(ν)](A) = y), (2.5)
for all A ⊂ [0, 1], y ∈ INd0 and
Π(ν
′)(y) = lim
νj→0
+, j∈J
ν∈T (ν′)
Π(ν)(y).
Proof: Let yj = 0 for all j ∈ J. Previously we have seen that
P (S[α(ν
′),Π(ν
′)](A) = y) = lim
n→∞
P
⋂
j∈J¯
{S
(ν′j)
n,j (A) = yj}
 .
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The following inequalities also hold for all u˜(ν) with ν ∈ T (ν ′),
P
⋂
j∈J¯
{S
(ν′j )
n,j (A) = yj}
 ≥ P
⋂
j∈J¯
{S
(ν′j )
n,j (A) = yj},
⋂
j∈J
{S
(νj)
n,j (A) = 0}

and
−P
⋂
j∈J¯
{S
(ν′j)
n,j (A) = yj},
⋂
j∈J
{S
(νj)
n,j (A) = 0}
+ P
⋂
j∈J¯
{S
(ν′j)
n,j (A) = yj}

≤
∑
j∈J
P (S
(νj)
n,j (A) > 0) ≤ n
∑
j∈J
P (X1,j ≤ u
(νj)
n,j < X2,j) −−−→n→∞
∑
j∈J
νj .
Hence,
lim sup
n→∞
P
⋂
j∈J¯
{S
(ν′j)
n,j (A) = yj}
 ≤ P (S[α(ν),Π(ν)](A) = y) +∑
j∈J
νj
and
lim inf
n→∞
P
⋂
j∈J¯
{S
(ν′j)
n,j (A) = yj}
 ≥ P (S[α(ν),Π(ν)](A) = y).
The result follows by taking limits when νj → 0
+ for all j ∈ J.
Now, lets assume that yj > 0 for all j ∈ J. Then,
lim
νj→0
+, j∈J
ν∈T (ν′)
P (S[α(ν),Π(ν)](A) = y) ≤ lim
νj→0
+, j∈J
ν∈T (ν′)
lim
n→∞
P (S
(νj)
n,j (A) > 0) = 0
and
P (S[α(ν
′),Π(ν
′)](A) = y) ≤ lim
n→∞
P (S
(νj)
n,j (A) = yj) = 0,
so (2.5) also holds in this case.
The second part of the result follows from the first one. 
The dependence of the limit of S
(ν)
n on the sequence of levels disappears when we
consider normalized levels as in (2.2) with the same number of exceedances τj, j = 1, . . . , d.
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This is, if u ≡ u˜(ν) and v ≡ v˜(ν) and furthermore u ≡ u(τ ) and v ≡ v(τ ) then the point
processes of upcrossings of u and of v have the same limit since
P (S(u˜
(ν))
n (A) 6= S
(v˜(ν))
n (A)) ≤
d∑
j=1
|P (Xi,j > un,j)− P (Xi,j > vn,j)| −−−→
n→∞
0.
This last convergence holds if
nP (min{un,j , vn,j} < X1,j < max{un,j, vn,j}) −−−→
n→∞
0, j = 1, . . . , d.
Nevertheless, for some sequences u˜(ν), it’s possible to relate the limits of the corresponding
point processes of upcrossings, as proved in the following proposition.
Proposition 2.3 Suppose X satisfies condition ∆(u˜(ν)) for all u˜(ν). If for some u ≡ u˜(ν),
S
(ν)
n −−−→
n→∞
S[α(ν),Π(ν)] then, for any constant c > 0 and u˜(cν) = {u
(ν)
[n/c]}n≥1 we have
S(cν)n −−−→n→∞
S[cα(ν),Π(ν)].
Proof: We wish to prove that, for all k > 0, y1, . . . ,yk ∈ IN
d
0 and I1, . . . , Ik disjoint
subintervals of [0, 1], we have
P
 k⋂
j=1
{S(cν)n (Ij) = yj}
 −−−→
n→∞
k∏
j=1
P (S[cα(ν),Π(ν)](Ij) = yj).
Since each interval Is can be written as the union of ms disjoint intervals of length less or
equal than min{1, c−1}, from Lemma 2.1 we just have to prove that for an interval I in
such conditions we have
P
(
S(cν)n (I) = y
)
−−−→
n→∞
P (S[cα(ν),Π(ν)](I) = y), ∀y ∈ INd0.
Lets consider I = (a, b], since for another type of interval the arguments of the proof are
analogous.
The stationarity assumption and u ≡ u˜(cν) lead to
lim
n→∞
P (S(cν)n ((a, b]) = y) = limn→∞
P (S(cν)n ((0, b − a]) = y).
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Comparing lim
n→∞
P (S(cν)n ((0, b − a]) = y), for u˜
(cν), with lim
n→∞
P (S
(ν)
[n/c]((0, c(b − a)]) = y),
where
S
(νj)
[n/c],j(·) =
[n/c]∑
i=1
1I
{Xi,j≤u
(νj)
[n/c],j
<Xi+1,j}
δ i
[n/c]
(·), j = 1, . . . , d,
we obtain∣∣∣∣∣∣∣P
 d⋂
j=1

[nb−na]∑
i=1
1I
{Xi,j≤u
(νj)
[n/c],j
<Xi+1,j}
= yj

− P
 d⋂
j=1

[[nc ]c(b−a)]∑
i=1
1I
{Xi,j≤u
(νj)
[n/c],j
<Xi+1,j}
= yj


∣∣∣∣∣∣∣
≤
d∑
j=1
P (Xi,j ≤ u
(νj)
[n/c],j < Xi+1,j) = o(1).
Hence, we can conclude that
lim
n→∞
P (S(cν)n ((a, b]) = y) = limn→∞
P (S
(ν)
[n/c]((ca, cb]) = y)
= P (S[α(ν),Π(ν)]((ca, cb]) = y)
= P (S[cα(ν),Π(ν)]((a, b]) = y).

3 The multivariate upcrossings index
Nandagopalan (1990) introduced a definition of a multivariate extremal index for sta-
tionary sequences which we next recall. We shall represent the vector of maxima of the
first n variables of the i.i.d. sequence Xˆ, associated to X, by M̂n.
Definition 3.1 A d−dimensional stationary sequence X is said to have multivariate ex-
tremal index θ(τ ), τ ∈ IRd+, if for each τ = (τ1, . . . , τd) ∈ IR
d
+, exists un ≡ u
(τ )
n =
(u
(τ1)
n1 , . . . , u
(τd)
nd ), n ≥ 1, satisfying
P (M̂n ≤ un) −−−→
n→∞
Ψ̂(τ )
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and
P (Mn ≤ un) −−−→
n→∞
(Ψ̂(τ ))θ(τ ), 0 ≤ θ(τ ) ≤ 1.
The existence of 0 < θ(τ ) < 1, τ ∈ IRd+, is an indicator of the presence of clusters of
events
d⋃
i=1
{Xi,j > un,j}.
In what follows we will extend the definition of upcrossings index introduced in Ferreira
(2006) to d-dimensional stationary sequences, relate this new index with the multivariate
extremal index and present some of its properties.
Definition 3.2 X has upcrossings index η(ν), ν ∈ IRd+, if for each ν ∈ IR
d
+ exists u˜
(ν),
lim
n→∞
exp
−nP
 d⋃
j=1
{X1,j ≤ u
(νj)
n,j < X2,j}
 = ϕ(ν),
and
lim
n→∞
P (S(ν)n ([0, 1]) = 0) = (ϕ(ν))
η(ν), 0 ≤ η(ν) ≤ 1,
for all u˜(ν), ν ∈ IRd+.
If for each ν exist u ≡ u˜(ν) ≡ u(τ ) then X has multivariate extremal index θ(τ ) if and
only if it has multivariate upcrossings index η(ν) and, in this case,
η(ν) =
lim
n→∞
nP
 d⋃
j=1
{X1,j > un,j}

lim
n→∞
nP
 d⋃
j=1
{X1,j ≤ un,j < X2,j}
 θ(τ ), (3.6)
since P (M̂n ≤ un) −−−→
n→∞
Ψ̂(τ ) if and only if nP (X1 
 un) −−−→
n→∞
− log Ψ̂(τ ).
The relation (3.6) generalizes the one obtained by Ferreira (2006) for d = 1 and, as we
will see next, it allows us to obtain similar relations for the marginal upcrossings indices
and extremal indices.
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The upcrossings index of Xj, j = 1, . . . , d, can be easily obtained from the knowledge
of the multivariate upcrossings index, as stated in the next result. Nevertheless, for
some sequences the multivariate upcrossings index can also be obtained from the marginal
upcrossings indices, as we will see in the next section.
Proposition 3.1 If X has upcrossings index ηX(ν) > 0, ν ∈ IRd+, then, for any ∅ 6= J =
{i1, . . . , is} ⊂ {1, . . . , d}, Xi1,...,is = {(Xn,i1 , . . . ,Xn,is)}n≥1 has upcrossings index
ηXi1,...,is (ν ′) = lim
νj→0
+, j∈J¯
ν∈T (ν′)
ηX(ν), ν ′ ∈ IRs+,
with T (ν ′) = {ν ∈ IRd+ : νj = ν
′
j , j ∈ J} and J = {1, . . . , d} − J.
Proof: For each ν′ ∈ IRs+ consider ν
′′ ∈ IRd+ such that
ν ′′j = ν
′
j if j ∈ J and ν
′′
j = 0 if j ∈ J¯ .
We have T (ν ′) = T (ν ′′) and, as previously seen, by considering levels u˜(ν
′′) and u˜(ν),
ν ∈ T (ν ′′),
lim
n→∞
P
 s⋂
j=1
{S
(ν′ij
)
n,ij
([0, 1]) = 0}
 = lim
n→∞
P
 d⋂
j=1
{S
(ν′′j )
n,j ([0, 1]) = 0}

= lim
νj→0
+, j∈J¯
ν∈T (ν′′)
lim
n→∞
P (S(ν)n ([0, 1]) = 0)
and
lim
n→∞
nP
 s⋃
j=1
{X1,ij ≤ u
(ν′ij
)
n,ij
< X2,ij}
 = lim
n→∞
nP
 d⋃
j=1
{X1,j ≤ u
(ν′′j )
n,j < X2,j}

= lim
νj→0
+, j∈J¯
ν∈T (ν′′)
lim
n→∞
nP
 d⋃
j=1
{X1,j ≤ u
(νj)
n,j < X2,j}
 .
Hence, for Xi1,...,is there exist levels u˜
(ν ′), ν′ ∈ IRs+, such that
lim
n→∞
exp
−nP
 s⋃
j=1
{X1,ij ≤ u
(ν′ij
)
n,ij
< X2,ij}
 = ξ(ν ′)
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and
lim
n→∞
P (S(ν
′)
n ([0, 1]) = 0) = (ξ(ν
′))
lim
νj→0
+, j∈J¯
ν∈T (ν′)
η(ν)
.

We will say that X has an upcrossing at i when the event
d⋃
j=1
{Xi,j ≤ un,j < Xi+1,j}
occurs.
The next result states that the reciprocal of the multivariate upcrossings index can
be interpreted as the limiting mean cluster size of upcrossings of X, which generalizes
Proposition 2 in Ferreira (2007).
Proposition 3.2 Suppose that for each ν ∈ IRd+ there exist levels u˜
(ν) and X satisfies
condition ∆(u˜(ν)). If X has multivariate upcrossings index η(ν) > 0, ν ∈ IRd+, then∑
k≥1
kΠ
(ν)
(k) −−−→
n→∞
1
η(ν)
, for all u˜(ν), ν ∈ IRd+,
where
Π
(ν)
(k) = P
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
= k
∣∣∣∣∣
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
)
.
Proof: Noting that
P (S(ν)n (Cn,1) = 0) = P
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
= 0
)
,
and, from Lemma 2.1,
lim
n→∞
knP
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
)
= lim
n→∞
knP (S
(ν)
n (Cn,1) 6= 0)
= − log
(
lim
n→∞
P (S(ν)n ([0, 1]) = 0)
)
= η(ν) log ϕ(ν),
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hence
∑
k≥1
kΠ
(ν)
(k) =
[
n
kn
]
P
 d⋃
j=1
{X1,j ≤ u
(νj)
n,j < X2,j}

P
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
)
−−−→
n→∞
logϕ(ν)
η(ν) logϕ(ν)
=
1
η(ν)
.

4 Computation of the multivariate upcrossings index from
the univariate indices
As shown in the previous section, ifX has multivariate upcrossings index η(ν), ν ∈ IRd+,
then each marginal sequence Xj, j = 1, . . . , d, has upcrossings index ηj = lim
νi→0+, i 6=j
η(ν).
Since 1−dimensional sequences are more easy to handle it would be interesting to obtain
the multivariate index from the marginal indices ηj. This can be done if the sequence X
satisfies asymptotic independence conditions on its marginals. Several of conditions of this
type have been introduced in the literature during the last years (Davis (1982), Hu¨sler
(1990), Ferreira (1994), Pereira (2002)), simplifying the study of multivariate extremes
through the study of the univariate ones.
In this section we introduce a new condition of asymptotic independence that allows
us to handle componentwise the upcrossings of X and hence simplify the computation of
η(ν). In the next section we shall see how this type of condition can be weakened in the
presence of other conditions that restrict rapid oscillations of Xj .
Definition 4.1 X satisfies condition H(u) when
∑
1≤j<j′≤d
n
[n/kn]∑
i=1
P (X1,j ≤ un,j < X2,j , Xi,j′ ≤ un,j′ < Xi+1,j′) −−−→
n→∞
0,
for some sequence k = {kn}n≥1 such that kn −−−→
n→∞
0 and kn/n −−−→
n→∞
0.
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Proposition 4.1 Suppose that for each ν ∈ IRd+ there exist levels u˜
(ν) and X satisfies
condition ∆(u˜(ν)) and condition H(u˜(ν)), for all u˜(ν) and some sequence k satisfying
(2.4).
If Xj has upcrossings index ηj , j = 1, . . . , d, then
(i) X has multivariate upcrossings index
η(ν) =
d∑
i=1
ηjνj
d∑
i=1
νj
, ν ∈ IRd+.
(ii) For all y with two or more non zero components and all u˜(ν), Π
(ν)
n (y) −−−→
n→∞
0.
(iii) For all y > 0 and u˜(ν),
Π(ν)n (0, . . . , 0, y, 0, . . . , 0)−
νjηj∑d
j=1 νjηj
P (S
(νj)
n (Cn,1) = y | S
(νj)
n (Cn,1) > 0) −−−→
n→∞
0.
Proof: (i) Under condition ∆(u˜(ν)) we have
lim
n→∞
P (S(ν)n ([0, 1]) = 0) = limn→∞
exp
(
−knP
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
))
,
being this last limit equal to
lim
n→∞
exp
−kn d∑
j=1
P
(
rn∑
i=1
1I
{Xi,j≤u
(νj )
n,j <Xi+1,j}
> 0
)
since
P
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
)
≤ P
 d⋃
j=1
{
rn∑
i=1
1I
{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
}
and
P
(
rn∑
i=1
1I⋃d
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
)
≥ P
 d⋃
j=1
{
rn∑
i=1
1I
{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
}
−P
 ⋃
1≤j<j′≤d
 ∑
1≤i,i′≤rn
1I
{Xi,j≤u
(νj )
n,j <Xi+1,j , Xi′,j′≤u
(ν
j′
)
n,j′
<Xi′+1,j′}
> 0

 ,
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where the last term is bounded by the sum that defines condition H(u˜(ν)).
Then, for all u˜(ν), we have
lim
n→∞
P (S(ν)n ([0, 1]) = 0) = exp
 d∑
j=1
log
(
lim
n→∞
P (S
(νj)
n ([0, 1]) = 0)
)
= exp
− d∑
j=1
ηjνj

and ϕ(ν) = exp
(
−
∑d
j=1 νj
)
, since from the asymptotic behaviour of the first term of
H(u˜(ν)),
lim
n→∞
nP
 d⋃
j=1
{X1,j ≤ u
(νj)
n,j < X2,j}
 = lim
n→∞
d∑
j=1
nP (X1,j ≤ u
(νj)
n,j < X2,j) =
d∑
j=1
νj.
(ii) and (iii) follow by applying H(u˜(ν)), in an analogous way to what has been done
previously and by noting again that knP (S
(νj)
n (In,1) > 0) −−−→
n→∞
νjηj , j = 1, . . . , d. 
5 Mild oscillation restriction
If we consider on Ai,n =
⋃d
j=1{Xi,j ≤ un,j < Xi+1,j}, i ≥ 1, analogous restrictions
to the ones considered in Ferreira (2006) and denoted by D˜(k)(u), we find formulas to
compute η(ν) from a finite number of variables of X. Since no new arguments are needed
to obtain such results we shall restrict ourselves to D˜(3)(u) which will be applied in the
following examples.
The local dependence condition D˜(3)(u) also allows us to consider the condition H(u)
with a finite number of terms.
Proposition 5.1 Suppose that for each ν ∈ IRd+ there exist levels u˜
(ν) and X satisfies
condition ∆(u˜(ν)) and
nP
A(ν)1,n, A(ν)2,n, A(ν)3,n, [n/kn]∑
i=4
1I
A
(ν)
i,n
> 0
 −−−→
n→∞
0, (5.7)
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for all u˜(ν) and some sequence k satisfying (2.4). Then X has upcrossings index η(ν),
ν ∈ IRd+, if and only if
P (A
(ν)
1,n, A
(ν)
2,n, A
(ν)
3,n)
P (A
(ν)
1,n)
−−−→
n→∞
η(ν),
for all u˜(ν), with A
(ν)
i,n =
d⋃
j=1
{Xi,j ≤ u
(νj)
n,j < Xi+1,j}, i ≥ 1.
This result is proved with analogous arguments to the ones used in Proposition 3.1
and Corollary 3.1 of Ferreira (2006) and therefore its proof will be omitted.
As a consequence of the two previous propositions we can now obtain new ways to
compute η(ν).
Corollary 5.1 Suppose that for each ν ∈ IRd+ there exist levels u˜
(ν), X satisfies the
conditions ∆(u˜(ν)), (5.7) and
∑
1≤j<j′≤d
n
3∑
i=1
P (X1,j ≤ u
(νj)
n,j < X2,j, Xi,j′ ≤ u
(νj′ )
n,j′ < Xi+1,j′) −−−→n→∞
0,
for all u˜(ν) and some sequence k satisfying (2.4). Then X has upcrossings index η(ν),
ν ∈ IRd+, if and only if Xj has upcrossings index ηj , j = 1, . . . , d, and in this case
η(ν) =
d∑
j=1
νjηj
d∑
j=1
νj
,
with ηj = limn→∞ P (A
(νj )
1,n , A
(νj)
3,n )/P (A
(νj )
1,n ), j = 1, . . . , d, A
(νj)
i,n = {Xi,j ≤ u
(νj)
n,j < Xi+1,j}.
Corollary 5.2 Suppose that for each ν ∈ IRd+ there exist levels u˜
(ν), X verifies ∆(u˜(ν)),
H(u˜(ν)) and
nP
A(νj)1,n , A(νj)3,n , [n/kn]∑
i=4
1I
A
(νj)
i,n
> 0
 −−−→
n→∞
0, j = 1, . . . , d,
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for all u˜(ν) and some sequence k satisfying (2.4).
Then X has multivariate upcrossings index η(ν), ν ∈ IRd+, if and only if
lim
n→∞
P (A
(νj)
1,n , A
(νj)
3,n )
P (A
(νj)
1,n )
−−−→
n→∞
ηj, j = 1, . . . , d,
and, in this case,
η(ν) =
∑d
j=1 νjηj∑d
j=1 νj
, ν ∈ IRd+.
6 Examples
Example 6.1 Let Y = {Yn}n≥−2 be a sequence of independent random variables uni-
formly distributed on [0,1], un = 1− τ
′/n, τ ′ > 0, n ≥ 1.
Consider the 2-dimensional sequenceX = {(Xn,1,Xn,2)}n≥1 withXn,1 = max{Yn, Yn−2, Yn−3}
andXn,2 = Yn+1, n ≥ 1. For u = {(un,1, un,2)}n≥1 with un,1 = 1−τ
′
1/n and un,2 = 1−τ
′
2/n,
n ≥ 1, we have u ≡ u(τ ) with τ = (3τ ′1, τ
′
2) and u ≡ u˜
(ν) with ν = (2τ ′1, τ
′
2).
X satisfies condition ∆(u) since it’s 4-dependent and condition H(u) since
nP (X1,1 ≤ un,1 < X2,1, X1,2 ≤ un,2 < X2,2) ≤ nP (Y0 > un,1, Y3 > un,2) −−−→
n→∞
0,
and, for i ≥ 2 and k verifying (2.4),[
n
kn
]
nP (X1,1 ≤ un,1 < X2,1, Xi,1 ≤ un,2 < Xi+1,2)
≤
[
n
kn
]
nP (Y0 > un,1 ∨ Y2 > un,1, Yi+1 > un,2) −−−→
n→∞
0.
Hence, from the study in Sebastiao (2007) for the first marginal we conclude that X1 has
upcrossings index equal to 1/2, X2 has upcrossings index equal to 1 andX has multivariate
upcrossings index
η(ν) =
ν1/2 + ν2
ν1 + ν2
, ν ∈ IR2+,
and multivariate extremal index
θ(τ ) =
ν1 + ν2
τ1 + τ2
η(ν) =
τ1/3 + τ2
τ1 + τ2
, τ ∈ IR2+.
Furthermore,
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limn→∞Π
(ν1)
n (2) = limn→∞Π
(ν2)
n (1) = 1, limn→∞Π
(ν1,ν2)
n (2, 0) =
ν1/2
ν1/2+ν2
limn→∞Π
(ν1,ν2)
n (0, 1) =
ν2
ν1/2+ν2
.
Example 6.2 Lets consider now the 2-dimensional sequence Z = {Zn,1, Zn,2}n≥1 with
Zn,1 = Xn,1 and Zn,2 = Yn, n ≥ 1. For the same sequence of levels u ≡ u
(τ ) ≡ u˜(ν),
condition H(u) doesn’t hold since
lim
n→∞
nP (Z1,1 ≤ un,1 < Z2,1, Z1,2 ≤ un,2 < Z2,2) = lim
n→∞
nP (Y2 > max{un,1, un,2}) = min
j=1,2
τj > 0.
Z verifies condition (5.7) since each of its marginals verifies D˜(3)(uj) and
nP
(
A
(νj)
1,n , A
(νj)
3,n ,
3⋂
i=1
A
(νj′ )
i,n ,
rn∑
i=4
1I
A
(ν
j′
)
i,n
> 0
)
≤ 2nP (Y1 > un,j)P (Y1 > un,j′) = o(1).
We can now compute the multivariate upcrossings index from Proposition 5.1.
nP
 d⋃
j=1
{Z1,j ≤ un,j < Z2,j}
 = nP (A(ν1)1,n , A(ν2)1,n ) + nP (A(ν1)1,n , A(ν2)1,n ) + nP (A(ν1)1,n , A(ν2)1,n ),
where
lim
n→∞
nP (A
(ν1)
1,n , A
(ν2)
1,n ) = limn→∞
nP (Y2 > max{un,1, un,2}) = min
j=1,2
τj,
lim
n→∞
nP (A
(ν1)
1,n , A
(ν2)
1,n ) = limn→∞
nP (Y0 > un,1) + nP (un,1 < Y2 ≤ un,2) =
{
τ1 if τ2 ≥ τ1
2τ1 − τ2 if τ2 < τ1,
lim
n→∞
nP (A
(ν1)
1,n , A
(ν2)
1,n ) =
{
τ2 − τ1 if τ2 ≥ τ1
0 if τ2 < τ1.
Hence,
ϕ(ν) =
{
e−(
ν1
2
+ν2) if 2ν2 ≥ ν1
e−ν1 if 2ν2 < ν1.
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Moreover,
lim
n→∞
nP (A
(ν1)
1,n , A
(ν2)
1,n , A
(ν)
3,n) = 0,
lim
n→∞
nP (A
(ν1)
1,n , A
(ν2)
1,n , A
(ν2)
2,n , A
(ν)
3,n) = limn→∞
nP (Y0 > un,1) = τ1,
lim
n→∞
nP (A
(ν1)
1,n , A
(ν2)
1,n , A
(ν1)
2,n , A
(ν)
3,n) = limn→∞
nP (un,2 < Y2 ≤un,1) =
{
τ2 − τ1 if τ2 ≥ τ1
0 if τ2 < τ1.
We then obtain,
η(ν) = lim
n→∞
nP (A
(ν)
1,n, A
(ν)
2,n, A
(ν)
3,n)
nP (A
(ν)
1,n)
=
{
ν2
ν1/2+ν2
if 2ν2 ≥ ν1
1/2 if 2ν2 < ν1,
and consequently η1 = 1/2 and η2 = 1, as expected.
As stated in Proposition 3.2, we have
2∑
k=1
kP
(
rn∑
i=1
1I⋃2
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
= k
∣∣∣∣∣
rn∑
i=1
1I⋃2
j=1{Xi,j≤u
(νj)
n,j <Xi+1,j}
> 0
)
= 1×Π(ν1,ν2)n (0, 1) + 2(Π
(ν1,ν2)
n (2, 0) + Π
(ν1,ν2)
n (2, 1)) −−−→n→∞
1
η(ν)
,
since
lim
n→∞
Π(ν1,ν2)n (2, 0) = limn→∞
nP (un,1 < Y2 ≤ un,2)
knP (S
(ν)
n (Cn,1) 6= 0)
=
{
0 if ν1 ≤ 2ν2
ν1/2−ν2
ν1/2
if ν1 > 2ν2,
lim
n→∞
Π(ν1,ν2)n (0, 1) = limn→∞
nP (un,2 < Y2 ≤ un,1)
− logϕ(ν)η(ν)
=
{
ν2−ν1/2
ν2
if ν1 ≤ 2ν2
0 if ν1 > 2ν2,
lim
n→∞
Π(ν1,ν2)n (2, 1) = limn→∞
nP (Y2 > max{un,1, un,2})
− logϕ(ν)η(ν)
=
{
ν1/2
ν2
if ν1 ≤ 2ν2
ν2
ν1/2
if ν1 > 2ν2.
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