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We report the simplest possible form to compute rotations around arbitrary axis and boosts in
arbitrary directions for 4-vectors (space-time points, energy-momentum) and bi-vectors (electric
and magnetic field vectors) by symplectic similarity transformations. The Lorentz transformations
are based exclusively on real 4 × 4-matrices and require neither complex numbers nor special im-
plementations of abstract entities like quaternions or Clifford numbers. No raising or lowering of
indices is necessary. It is explained how the Lorentz transformations can be derived from the most
simple second order Hamiltonian of general significance. Since this approach exclusively uses the
real Clifford algebra Cl(3, 1), all calculations are based on real 4× 4 matrix algebra.
I. INTRODUCTION
The real importance of Einstein’s work
was that he introduced Lorentz transforma-
tions as something fundamental in physics.
(Dirac [1])
A great many derivations of the Lorentz
transformation have already been given, and
the subject, because of its pedagogical impor-
tance, still receives continues attention [...].
Most of the analyses, following the original
one by Einstein, rely on the invariance of the
speed of light c as a central hypothesis. That
such an hypothesis, firmly based on exper-
imental grounds, has had a crucial histori-
cal role cannot be denied. The chronological
building of order of a physical theory, how-
ever, rarely coincides with its logical struc-
ture. (Levy-Leblond [2])
The Lorentz transformations (rotations and boosts)
can be expressed using a variety of different (though re-
lated) formulations. The form mainly depends on the
type of vectorial system used to represent space and time
coordinates 1. The most common form of the Lorentz
transformations however, the tensor formalism is unnec-
essarily complicated, both algorithmically and conceptu-
ally.
We present here the conceptually simplest possible
form of the Lorentz transformations (LTs). It is the irre-
ducible remainder after a visit in Ockham’s barber shop.
Our approach is closely related to Dirac’s equation, to
Hestenes’ and Sobczyk’ space-time algebra (STA) [5, 6]
and other Clifford algebraic approaches like the ones of
Baylis [7] or Salingaros [8]. However, our presentation
differs from most other approaches insofar as it is based
on 4×4-matrices over the reals. This matrix form is phys-
ically significant, as we shall show, insofar as it provides
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1 For the history of the different representations see [3, 4].
a method to derive the LTs from a “classical” Hamilto-
nian 2. The LTs turn out to be isomorph to linear canon-
ical transformations of a system of two coupled degrees of
freedom (DOF). Kim and Noz used a similar approach,
based on the Pauli and Dirac algebra, to describe har-
monic oscillators [9].
Our approach emerged from a practical problem in
coupled charged particle optics, that suggested for its so-
lution to survey all possible linear symplectic similarity
transformations of two degrees of freedom (DOF) [10, 11].
This survey reveiled that Dirac’s electron theory and in
consequence the complete complex of electromagnetism,
Lorentz covariance, special relativity, quantum mechan-
ics and all that can be reduced to the general linear cou-
plings of two Hamiltonian degrees of freedom. As we
shall explain, the LTs can be represented by symplec-
tic similarity transformations, i.e. canonical transforma-
tions in an abstract phase space. This representation
suggests that physical observables like momentum and
energy don’t have to be regarded as self-sufficient “fun-
damental” quantities. They can instead be interpreted as
(linear combinations of) second moments of phase-space
distributions (see Ref. [12]). In two previous essays we
explained that and how this re-interpretation of the LTs
leads to a re-interpretation of quantum electrodynam-
ics as a science of statistical moments in spinorial phase
space [16, 17]. The main advantage of this view is that all
central quantities that determine the motion of a charged
particle in an electromagnetic field, including their pre-
cise relations can be derived from a single conservation
constraint in the form of a classical Hamiltonian function.
Effectively the Hamiltonian, i.e. the conserved quantity
in proper time, is identical to the rest mass. Hence in
this representation the rest mass is not only an invariant
but also the original conserved quantity.
We do not offer any philosophical conclusion for these
math facts, we only expose their form. The resulting
form of the LTs is extraordinarily simple and straightfor-
ward. It provides a one-to-one relation between all terms
2 As we have shown in Ref. [16], the distinction between Hamilto-
nian and skew-Hamiltonian Clifford-algebraic elements is indis-
pensible for the derivation of Maxwell’s equations.
2that are possibly required to describe the coupling of two
classical DOF. Viewed from the perspective of economy
of thought, this approach appears to be optimal.
In order to motivate our approach we describe the con-
ventional vector formalism (CVF) and contrast it with
the suggested formalism of symplectic similarity trans-
formations in detail.
II. SPACE DESCRIBED BY VECTORS
A position or direction in space is most commonly rep-
resented by vectors. As well-known, in CVF a “vector”
is represented by a 3× 1-matrix
x =

 xy
z

 , (1)
or x = (x, y, z)T with the superscipt “T” for matrix
transposition. Vectors are indicated by bold printed
lower case letters, matrices by bold printed capital let-
ters. If we construct unit vectors in each direction, then
we may write:
x = x ex + y ey + z ez (2)
where
ex =

 10
0

 , ey =

 01
0

 , ez =

 00
1

 (3)
The scalar product (dot product) of two vectors can be
implemented as a product of a transposed 3 × 1-matrix
times a 3× 1-matrix
x1 · x2 = xT1 x2 = x1 x2 + y1 y2 + z1 z2 . (4)
Unfortunately, this form to represent a vector has the
undesired feature that the scalar multiplication changes
the algebraic dimension and results - as the name sug-
gests - in a scalar. Strange enough, there is a second
type of vector multiplication, the so-called “vector” or
“cross” product, which requires an extra symbol, namely
the cross, and has its own definition:
x1 × x2 = (y1 z2 − y2 z1) ex
+ (z1 x2 − z2 x1) ey
+ (x1 y2 − x2 y1) ez (5)
At first sight the cross product is an oddity of 3-
dimensional space and has no generalization to arbitrary
dimensions and no obvious place within a generalized
vector- and matrix-algebra. However, the cross prod-
uct is physically and geometrically important and reflects
properties of 3-dimensional space, namely the handedness
of magnetic and gyroscopic forces. The need to define two
different products indicates, that an unstructured “list”
of coordinates does not adequately represent the struc-
tural properties of 3-dimensional “physical” space.
α
w
r
(w × r) ×w
w (w · r)
r˜
w × r
[(w × r) ×w] cos α + (w × r) sinα
‖w‖ = 1
FIG. 1. Rotation of an arbitrary vector r around arbitrary
unit vector w with angle α.
A. Rotations
Let us consider the rotation of a vector r by an angle
α about an arbitrary direction indicated by the unit vec-
tor w. The derivation of an appropriate formula requires
the computation of the vector-components parallel and
perpendicular to w and it is helpful to use a drawing
that clarifies the situation (see Fig. 1). Besides the sin-
and cos-function mainly vector addition and the compu-
tation of scalar and cross-products are needed in order
to decompose the vector into the component parallel and
perpendicular to w, respectively.
r = r‖ + r⊥
r‖ = (w · r)w
r⊥ = (w × r)×w
= r− r‖ = r− (w · r)w
r˜ = r‖ + r⊥ cosα+ (w × r) sinα .
(6)
From this we can derive the most simple formula of CVF,
the formula of Rodriguez:
r˜ = r cosα+ (w × r) sinα+w (w · r) (1− cosα) . (7)
For the description of a supposedly fundamental opera-
tion like rotation in space, this formula is surprizingly
complicate.
An alternative is the use of matrices to describe rota-
tions. Since positions are represented in CVF by 3 × 1
matrices, the rotation matrices Qx, Qy and Qz have size
3× 3 and are orthogonal matrices.
x˜ = Qk(α)x . (8)
where k indicates a rotation axis. These rotation matri-
3ces are
Qx =

 1 0 00 cosα1 − sinα1
0 sinα1 cosα1


Qy =

 cosα2 0 sinα20 1 0
− sinα2 0 cosα2


Qz =

 cosα3 − sinα3 0sinα3 cosα3 0
0 0 1


(9)
Qx, Qy and Qz represent rotations around the coordi-
nate axis ex, ey and ez. These matrices can be obtained
from the matrix exponential of “infinitesimal” rotations
Rk, which are simply the derivatives of the Qk:
Rk =
d
dαk
Qk(αk)
∣∣∣∣
αk=0
. (10)
such that
Rx =

 0 0 00 0 −1
0 1 0

 . (11)
An infinitesimal rotation is then given by:
x˜ = (1+Rk dαk)x . (12)
The description of a general rotation of the vector x
around an arbitrary axis ~ω (with ~ω2 = 1) can be done
by a single matrix multiplication with a matrix Q which
can be computed as the matrix exponential of the corre-
sponding infinitesimal transformation:
Q = exp ((ωxRx + ωy Ry + ωzRz)α) (13)
It is explicitely given by
x˜ =


t˜
x˜
y˜
z˜

 =


1 0 0 0
0 Qxx Qxy Qxz
0 Qyx Qyy Qyz
0 Qzx Qzy Qzz




t
x
y
z

 (14)
where
Qxx = c+ (1− c)ω2x
Qxy = (1− c)ωx ωy − s ωz
Qxz = (1− c)ωx ωz + s ωy
Qyx = (1− c)ωx ωy + s ωz
Qyy = c+ (1− c)ω2y
Qyz = (1− c)ωy ωz − s ωx
Qzx = (1− c)ωx ωz − s ωy
Qzy = (1− c)ωy ωz + s ωx
Qzz = c+ (1− c)ω2z
(15)
and c = cos (α) and s = sin (α). This way to describe
rotations can, in principle, be extended to arbitrary di-
mensions. It has no intrinsic connection to dimensional-
ity and the CVF does not intrinsically produce the vector
product Eq. 5.
Surprisingly enough, the conventional rotation matri-
ces Qk are not directly used to describe the motion of
rigid bodies in 3-dimensional space. Instead, most text-
books suggest the use of Euler angles. The Euler angles
are a powerful tool, but again are not simple or intuitive:
Greiner for instance explains these angles with three fig-
ures [18]. Even though the human mind is trained to
grasp 3-dimensional situations, when it comes to real
calculations, 3-dimensional space seems remarkably te-
dious. This becomes even worse when Lorentz boosts
and electromagnetic fields are considered as we shall see
in Sec. II B.
In the Hamiltonian Clifford algebra (HCA) that we
suggest, unit “vectors” are represented by real 4 × 4-
matrices γk and the rotation of an arbitrary vector x =
x γ1 + y γ2 + z γ3 around an arbitrary direction is gener-
ated by this same “direction”
w = ωx γ7 + ωy γ8 + ωz γ9 (16)
applied to x in the form of a similarity transformation
x˜ = RxR−1 (17)
One should not be confused by the wording of “vector”
and “matrix”. In the CVF, a “vector” is formally a col-
umn “matrix”. In the approach suggested here, a “vec-
tor” also has the form of a matrix, but not of a column
matrix, but of a real 4 × 4 matrix. This matrix may
contain more information than that of a single column-
“vector”. The 4 × 4 “unit” matrices, which we refer to,
form a universal system that allows to (de-) compose spe-
cific types of square matrices. Specifically it can be shown
that any real 2m × 2m-matrix can be decomposed into a
system (group) of “unit” matrices which is the represen-
tation of a Clifford algebra, which will be explained below
in Sec. III.
The transformation matrix R is, yet again, the matrix
exponential of the generator w
R = exp (−wα/2) . (18)
In this formalism, the “vector” w which represents the
“direction” of rotation has a similar structure as the “vec-
tor” x, namely that of a 4× 4 Hamiltonian matrix. The
unit matrices γ7, γ8 and γ9 are simply products of two
real Dirac matrices and are therefore called “bi-vectors”.
They are defined by
γ7 = γ2 γ3
γ8 = γ3 γ1
γ9 = γ1 γ2 .
(19)
the form and meaning of which will be explained later.
All generators of rotations (like w) square to −1 (i.e.
are representations of the unit imaginary i), such that
Eq. 18 yields Eulers formula:
R = cos (α/2)1− sin (α/2)w . (20)
4The inverse transformation is given by the negative ar-
gument R−1(α) = R(−α):
R−1 = cos (α/2)1+ sin (α/2)w . (21)
The explicit form of the matrix is, in the chosen repre-
sentation, given by:
R(α) = 1 cos (α/2)−w sin (α/2)
=


c −ωy s ωz s −ωx s
ωy s c ωx s ωz s
−ωz s −ωx s c ωy s
ωx s −ωz s −ωy s c

 (22)
where c = cos (α/2), s = sin (α/2).
It is true that a rotation, expressed by a similarity
transformation (Eq. 17), requires two instead of one ma-
trix multiplication(s) as in Eq. 14. One might therefore
have doubts that the proposed method is really “sim-
pler”. But firstly Eq. 17 can simultaneously be used to
include Lorentz boosts, as we shall demonstrate next,
secondly, the use of the Hamiltonian Clifford algebras re-
places mere geometrical by dynamical concepts, thirdly,
it can be deduced logically with a minimal number of as-
sumptions and finally, it exemplifies a considerable num-
ber of concepts used in modern mathematical physics in
one go, including group and representation theory, Clif-
ford algebras, symplectic motion, canonical transforma-
tions up to the Lorentz covariance of the Dirac equation.
It is therefore of unique educational value.
B. Lorentz Boost of 4-vectors
Jacksons “Electrodynamics” presents the following for-
mula, with the restriction that the boost must be along
z [19]:
z′ = z−v t√
1− v
2
c2
t′ =
t− v
c2
z√
1− v
2
c2
x′ = x
y′ = y
(23)
and, for the general case:
x′‖ =
1√
1− v
2
c2
(x‖ − v t)
t′ = 1√
1− v
2
c2
(t− v·x
c2
)
x′⊥ = x⊥
(24)
Again it is required to split vectors into the parallel and
perpendicular components. The conventional matrix for-
malism, as an extension of CVF (ECVF), requires now
the use of 4× 4-matrices, the “4-vector” x = (t, x, y, z)T
has four components.
The infinitesimal generator of a boost in direction ~ω
(~ω2 = 1) is then a symmetric matrix:
B =


0 ωx ωy ωz
ωx 0 0 0
ωy 0 0 0
ωz 0 0 0

 (25)
The matrix exponential required for a boost with finite
velocity
L = exp (B τ)
x′ = Lx
(26)
with cosh τ = γ and βγ = sinh τ is given by
L =


Ltt Ltx Lty Ltz
Ltx Lxx Lxy Lxz
Lty Lxy Lyy Lyz
Ltz Lxz Lyz Lzz

 . (27)
The matrix elements are:
Ltt = γ
Lxx = 1 + (γ − 1)ω2x
Lxx = 1 + (γ − 1)ω2y
Lxx = 1 + (γ − 1)ω2z
(28)
and
Ltx = −γ β ωx Lxy = (γ − 1)ωx ωy
Lty = −γ β ωy Lxz = (γ − 1)ωx ωz
Ltz = −γ β ωz Lyz = (γ − 1)ωy ωz
(29)
where ω2x + ω
2
y + ω
2
z = 1.
The conventional presentation of special relativity
gives no logical argument why space-time should have
a Minkowski type geometry and no reason why space-
time should have 3+1 dimensions: At first sight it seems
straightforward to extend this formalism to any number
of spatial and temporal dimensions by extending the size
of the rotation and boost matrices.
The Hamiltonian Clifford Algebra that we suggest is
in this respect much more restrictive [16]. The boost
of an arbitrary 4-vector is, yet again, performed by a
boost matrix B in the form of a symplectic similarity
transformation x→ x′:
x′ = BxB−1 (30)
where the boost matrix B is, yet again, given by a matrix
exponential
B = exp (−ε τ/2) (31)
in which the infinitesimal generator ε has the same struc-
ture as x, namely that it is a 4× 4 Hamiltonian matrix.
Generators of boosts ε square to 1, such that the matrix
exponential yields
B = cosh (τ/2)1− sinh (τ/2) ε . (32)
5Again the inverse matrix is given by the negative argu-
ment B−1(τ) = B(−τ). The sign of the squared gen-
erator is the (only) significant formal difference between
rotations and boosts.
The matrix ε is again essentially a direction “vector”
ε = εx γ4 + εy γ5 + εz γ6 (33)
where the unit matrices (yet again “bi-vectors”) are
γ4 = γ0 γ1
γ5 = γ0 γ2
γ6 = γ0 γ3 .
(34)
If we use a normalization |~ε| = 1, then the matrix ε
squares, in contrast to the generators of rotations, to the
positive unit matrix ε2 = +1, which characterizes these
matrices as generators of boosts. The matrix exponent
is then explicitely given by:
B(τ) = 1 cosh (τ/2)− ε sinh (τ/2)
=


c+ εx s −εz s −εy s 0
−εz s c− εx s 0 εy s
−εy s 0 c− εx s −εz s
0 εy s −εz s c+ s εx


(35)
where c = cosh (τ/2) and sinh (τ/2). The parameter τ
is the “rapidity”, in conventional notation with β = v/c
and γ = 1/
√
1− β2 one finds
cosh (τ) = γ
sinh (τ) = β γ
tanh (τ) = β
(36)
In contrast to the usual tensor formalism which essen-
tially has to be learned and memorized, the approach
suggested here can be logically developed from little more
than a single conservation law [16]. To memorize it, it
suffices to understand the (classical Hamiltonian) princi-
ples underlying this approach.
C. Lorentz Boost of Electromagnetic Fields
So far our treatment concerned only the transforma-
tions of “vector” components. Now we include electro-
magnetic fields. The corresponding formulas are, again
assumed that the parallel and perpendicular components
are computed beforehand [19]:
γ = 1√
1− v
2
c2
E′‖ = E‖
B′‖ = B‖
E′⊥ = γ (E⊥ +
v
c
×B)
B′⊥ = γ (B⊥ − vc ×E)
(37)
Once again we have a new set of formulas, significantly
different from Eq. 23. Apparently there are different
types of “vectors” within the CVF that have no immedi-
ate explanation. The conventional approach introduces a
tensor formalism and claims that the “vectors” E and B
of the electromagnetic field are indeed not “vectors”, but
components of a tensor and that the transformation of
this tensor F requires - in contrast to the transformation
of vector type elements - a double multiplication with
the transformation matrix according to F′ = LFLT (see
Jackson [19], chap. 11).
There is no doubt that the tensor formalism is math-
ematically correct, but this formalism does not provide
a reason why physical space should be just so. Hence,
with respect to logic and aesthetics, the conventional ap-
proach remains a patchwork of remarkable unseemliness,
especially with respect to the procedures of “raising” and
“lowering” of indices.
In the Hamiltonian Clifford Algebra that we suggest a
boost of both, 4-vectors as well as electromagnetic fields,
is represented by a matrix B in the same form, namely
that of a symplectic similarity transformation F→ F˜:
F˜ = BFB−1 (38)
where the boost matrix B and the generator ε have al-
ready been given above: the energy-momentum 4-vector
is transformed with the same transformation matrices as
the electromagnetic fields. The (Hamiltonian) matrix F
has the “capacity” of simultaneously representing a “vec-
tor” (called 4-vector in the ECVF) and two so-called “bi-
vectors”, also given above in Eq. 33 and Eq. 57.
The matrix allows exactly for the required number of
independent parameters, namely ten, to represent four
vector and six field components, the latter being natu-
rally grouped into two sets of three components. The
use of complex numbers is not required. The combina-
tion of a simultaneous boost and rotation (BR) is, due
to the “superposition principle”, obtained as the matrix
exponential of the sum of the generators:
(BR) = exp (−(ε+w)φ/2) (39)
The composition of the generators is simple and can be
derived in a straightforward manner from the algebraic
structure of the phase space of two coupled degrees of
freedom: the symplectic Hamiltonian Clifford algebra
Cl(3, 1), which is represented by a complete set of 4× 4-
matrices and is a real-valued variant of the Dirac algebra.
III. MATRIX REPRESENTATIONS
Let us motivate the use of matrices as unit vectors
once again starting from the conventional vector formal-
ism (CVF). We take a new look at (Eq. 2), i.e. at two
“vectors” and their product
x1 = x1 ex + y1 ey + z1 ez
x2 = x2 ex + y2 ey + z2 ez
x1 · x2 = x1 x2 e2x + y1 y2 e2y + z1 z2 e2z
+ x1 y2 ex · ey + y1 x2 ey · ex
+ x1 z2 ex · ez + z1 x2 ez · ex
+ y1 z2 ey · ez + z1 y2 ez · ey
(40)
6In the conventional formalism, the unit vectors ei are
commuting and pairwise orthogonal 3-vectors, so that
ei · ej = ej · ei = δij , (41)
with the Kronecker δij
3 and hence Eq. 40 reduces to the
scalar product
x1 · x2 = x1 x2 + y1 y2 + z1 z2 , (42)
since all mixed terms in Eq. 40 vanish.
However, if we look more closely on Eq. 40, we note
that the cross product is almost there, if we the unit
elements ei do not commute, but anti-commute. That
is, if for i 6= j we assume that
ei · ej = −ej · ei (43)
then Eq. 41 can be replaced by
2 δij = ei ej + ej ei . (44)
In this case, since Eq. 44 implies that e2i = 1, one finds
x1 x2 = (x1 x2 + y1 y2 + z1 z2)1
+ (y1 z2 − y2 z1) ey ez
+ (x2 z1 − x1 z2) ez ex
+ (x1 y2 − x2 y1) ex ey ,
(45)
where the bold-face 1 represents a unit matrix. The re-
sulting expression then is a combination of the scalar
and the vector product. This becomes more obvious, if
we identify the products
bx = ey ez
by = ez ex
bz = ex ey ,
(46)
with a new type of (unit-) vector, the already mentioned
“bi-vector”.
We can then redefine the scalar product by using the
anti-commutator of x1 and x2 according to
x1 x2 + x2 x1 = 2 (x1 · x2)1 , (47)
which is still a (unit) matrix. In order to obtain a scalar,
we computes the trace of the matrix and divides it by
the number n of diagonal elements:
(x1 · x2)S ≡ 1
2n
Tr(x1 x2 + x2 x1) (48)
In some sense this establishes two types of orthogonality,
a strong version in which two matrices simply anticom-
mute and a weak version, in which the anticommutator
3 The Kronecker delta is defined by: δij = 0 for i 6= j and δij = 1
for i = j.
does not vanish, but is traceless. We call this second
product the inner product:
x1 · x2 ≡ 1
2
(x1 x2 + x2 x1) (49)
Accordingly, the “vector product” or outer product is,
in this matrix-representation, given by
x1 ∧ x2 ≡ 1
2
(x1 x2 − x2 x1) (50)
The trace of the commutator of two matrices is always
zero and it would therefore be meaningless to define
something like an “outer scalar product”. The product
of two matrices always involves both products:
x1 x2 = x1 · x2 + x1 ∧ x2 . (51)
Since the unit “vectors” ei, represented by matrices,
anti-commute and square to 1, the elements of the bi-
vector b square to −1:
b2x = ey ez ey ez
= −ey (ez ez) ey
= −ey ey
= −1
(52)
and (as can easily be shown) they pairwise anti-commute,
just as we presumed for the vector-type elements ei
4.
Hence, if one finds three (orthogonal and therefore mu-
tually anti-commuting) direction matrices ex, ey and ez,
then there are at least three more anti-commuting ma-
trices bx, by and bz, which square to the negative unit
matrix.
To those who are unfamiliar with classical mechanics
and the fundamental importance of the cross product for
the description of angular momentum, gyroscopic forces
and magnetic fields, the representation of a direction by
a matrix might at first sight appear as a somewhat artifi-
cial mathematical construction. But if one considers the
Hamiltonian origin of this approach in some more detail,
then it turns out to be the simplest and most natural rep-
resentation of space and, as we shall demonstrate in the
following, it automatically generates the Lorentz trans-
formations and (from a generalized perspective) provides
arguments for the inevitable geometry and dimensional-
ity of real “physical” space-time. The Clifford algebra
Cl(3, 1) provides a conceptual understanding of physical
space as a dynamical structure that can not be obtained
otherwise.
As mentioned before, it is a major advantage of the
representation of spatial unit vectors by real square ma-
trices that all sums and products of square matrices are
again square matrices of the same dimension. It is there-
fore possible to compute arbitrary analytical functions of
4 Note that the bi-vector b is a representation of the quaternion
elements i, j and k.
7matrices in the form of Taylor series, for instance the ma-
trix exponential, which is the natural form in any type of
linear non-degenerate evolution in time. While computa-
tion of the matrix exponential of arbitrary Hamiltonian
matrices is - in the general case - quite involved [20],
it significantly simplifies, if the argument squares to the
(positive or negative) unit matrix b2 = ±1. The Taylor
series can then be splitted into the even and odd partial
series, such that with b2 = s1 (with the sign s = ±1)
one obtains:
exp (bφ) =
∞∑
k=0
(bφ)k
k!
=
∞∑
k=0
(bφ)2k
(2 k)! +
∞∑
k=0
(bφ)2k+1
(2 k+1)!
= 1
∞∑
k=0
sk φ2k
(2 k)! + b
∞∑
k=0
sk φ2k+1
(2 k+1)!
(53)
such that with s = −1 one finds
R = exp (bφ) = 1 cos (φ) + b sin (φ) , (54)
If a matrix b squares to the positive unit matrix, i.e. if
s = 1, then it follows that
B = exp (bφ) = 1 cosh (φ) + b sinh (φ) . (55)
Obviously we have (exp (bφ))−1 = exp (−bφ). Further-
more, the exponential of this type of “unit matrices” b
is a linear combination of the unit matrix 1 and b such
that the matrices b and exp (bφ) commute with the same
matrices.
Consider the transformation of a “vector” x = x ex +
y ey + z ez according to
x˜ = RxR−1
= xRexR
−1 + yReyR
−1 + zRezR
−1 ,
(56)
If the transformation matrix R commutes with ei, then
this component is unchanged. But what happens, if it
does not commute?
A. Rotations as Similarity Transformations
Let us explicitely calculate the result of the transforma-
tion (Eq. 56) with a rotation matrix R = exp (−bφ/2).
We use the abbreviations c = cos (φ/2), s = sin (φ/2),
C = cos (φ) and S = sin (φ):
x˜ = (1 c− b s) (x ex + y ey + z ez) (1 c+ b s) (57)
where b = bz = ex ey, which we evaluate component-
wise:
x˜x = (1 c− b s)x ex (1 c+ b s)
= x
(
ex c
2 − bex b s2 + (ex b− bex) c s)
) (58)
Now, the anti-commutation rules yield:
bex b = ex ey ex ex ey = ex
ex b− bex = ex ex ey − ex ey ex = 2 ey (59)
such that with c2 − s2 = C and 2 c s = S:
x˜x = x
(
ex (c
2 − s2) + (ey 2 c s)
)
= x (exC + ey S)
(60)
For the y-component one obtains equivalently
x˜y = y (ey C − ex S) (61)
while the z-component is unchanged since ez commutes
with bz = ex ey. In summary we obtain a rotation
around the z-axis:
x˜ = (x cos (φ)− y sin (φ)) ex
+ (y cos (φ) + x sin (φ)) ey .
(62)
Hence, if such anti-commuting “unit”-matrices exist,
then they can be used to represent spatial rotations.
B. Clifford Algebras
In the previous sections we did not specify the exact
form of the matrices ei - we only assumed that they ex-
ist, mutually anti-commute and square to the (positive
of negative) unit matrix. This means that the exact form
of the matrices is not essential for the purpose of repre-
senting rotations. This is sometimes interpreted in such
a way, that the elements ei do not have to be repre-
sented by matrices at all. Instead it is often suggested
to regard ei as abstract elements of a so-called Clifford
algebra (CA). This view is mathematically possible and
legitimate, but ignores the intrinsic connection to the
concept of physical phase space and the Hamiltonian for-
malism. Therefore essential physical insight, namely the
distinction between Hamiltonian and skew-Hamiltonian
elements, is lost.
A Clifford algebra that is generated by three elements
ex, ey and ez with positive norm (e
2
i = 1), is named
Cl(3, 0). More generally speaking a Clifford algebra
Cl(p, q) has N = p+ q pairwise anti-commuting genera-
tors, p of which square to +1 and q square to −1. From
combinatorics one finds that Cl(p, q) has
(
N
k
)
k-vectors
and in summary it has
N−1∑
k=0
(
N
k
)
= 2N (63)
linear independent elements, where the 0-vector is the
scalar (unit element) 1, the vector elements are the gen-
erators of the Clifford algebra and k-vectors are products
of k vectors. The N -vector, i.e. the product of all gener-
ators,
N−1∏
k=0
ek is the so-called pseudo-scalar.
Cl(3, 0) has 8 linear independent elements, namely 3
generators, 3 bi-vectors (Eq. 46), the scalar 1 and the
pseudoscalar e1 e2 e3 (or ex ey ez, respectively). But
8since 8 has no integer root, there is no complete one-
to-one relation to a specific real square matrix size. A
complete one-to-one relation requires that
2N = n2 (64)
where the matrix size would be n × n. Obviously the
condition of completeness Eq. 64 requires that N is an
even number N = 2M . If this is fulfilled, then
22M = 4M = n2 (65)
Then n2 must be a multiple of 4 so that n must also
be even and hence the matrix dimension is essentially
2n× 2n and Eq. 64 must be written as
2N = (2n)2 (66)
However we did not yet consider a time coordinate. In
order to represent a coordinate in Minkowski space-time,
a vector has 4 linear independent elements and therefore
we introduce another unit element, which might be called
e0 or et. Then one has N = 4 and hence 2
N = 16
linear independent elements, a size that matches to 4×4-
matrices 5. Real 4 × 4-matrices allow to represent the
Clifford algebras Cl(2, 2) and Cl(3, 1). For our purpose
only Cl(3, 1) is appropriate, such that e2t = −1. If we
refer to 4× 4-matrices, we use the notation
et = γ0
ex = γ1
ey = γ2
ez = γ3
(68)
A possible choice for the 4 real γ-matrices is given by6:
γ0 =


. 1 . .
−1 . . .
. . . 1
. . −1 .

 , γ1 =


. −1 . .
−1 . . .
. . . 1
. . 1 .


γ2 =


. . . 1
. . 1 .
. 1 . .
1 . . .

 , γ3 =


−1 . . .
. 1 . .
. . −1 .
. . . 1


(69)
From these 4 “generators” of the Clifford algebra
Cl(3, 1), which mutually anti-commute, the 6 bi-vectors,
the generators of rotations and boosts, are obtained by
matrix multiplication:
γ4 = γ0 γ1; γ7 = γ2 γ3
γ5 = γ0 γ2; γ8 = γ3 γ1
γ6 = γ0 γ3; γ9 = γ1 γ2
(70)
5 As a result known from representation theory, real squared ma-
trices of size 2m × 2m can always represent a Clifford algebra,
but not all values of p and q with p+ q = N are possible; namely
either p − q = 8 l or p− q = 2 + 8 l with arbitary integer l must
hold, often written as
p− q = 0, 2 mod 8 . (67)
This is often called Bott periodicity [14, 15].
6 For better readability the zeros are replaced by dots.
Hence the matrices γ7, γ8 and γ9 represent the bi-vector
b of Eq. 46. Since the new generator γ0 anti-commutes
with γ1, γ2 and γ3, it commutes with γ7, γ8 and γ9 and
is hence unchanged by the rotations generated by (the
matrix exponential of) these bi-vectors. It is therefore
no spatial coordinate. Furthermore we have 3 more bi-
vectors γ4, γ5 and γ6, which square to +1:
γ24 = (γ0 γ1)
2 = −γ20 γ21 = 1 . (71)
From Eq. 55 we know that γ4, γ5 and γ6 generate boosts,
not rotations. As bz = γ9 = γ1 γ2 = ex ey generates
rotations in the x − y-plane, the bi-vector γ4 = γ0 γ3
generates a boost in the “plane” of γ0 and γ3.
C. Boosts as Similarity Transformations
We now examine the result of the transformation of a
“vector” x = t γ0 + x γ1 + y γ2 + z γ3 in more detail:
x˜ = BxB−1 , (72)
where B = exp (−γ0 γ3 τ/2). The product γ0 γ3 com-
mutes with both γ1 and γ2, so that x˜ = x and y˜ = y. For
the other two components we evaluate component-wise 7
with c ≡ cosh (τ/2) and s ≡ sinh (τ/2):
t˜ γ0 + z˜ γ3 = (1 c− γ0 γ3 s) (t γ0 + z γ3) (1 c+ γ0 γ3 s)
= t
(
γ0 (c
2 + s2)− 2 c s γ3
)
+ z
(
γ3 (c
2 + s2)− 2 c s γ0
)
= t (γ0 C − S γ3) + z (γ3 C − S γ0)
= γ0 (t C − z S) + γ3 (z C − t S) ,
(74)
where with C = cosh (τ) and S = sinh (τ), we used the
following theorems
cosh2 (τ/2) + sinh2 (τ/2) = cosh (τ)
2 cosh (τ/2) sinh (τ/2) = sinh (τ) .
(75)
If we use the conventional notation γ = cosh (τ) and
β = tanh (τ) (i.e. β γ = sinh (τ)), then we obtain the
Lorentz boost along the z-axis
t˜ = γ t− βγ z
z˜ = γ z − βγ t (76)
where τ = artanh(β) is the so-called “rapidity”.
Thus we have demonstrated that a 4-vector in
Minkowski space-time has a natural representation by
matrices and that both, rotations and boosts of 4-vectors
7 Given an arbitrary matrix F =
∑
k
fk γk that is an unknown
vector. Since the trace of all Dirac matrices vanishes except
for the unit matrix, one obtains the coefficient fk of γk by the
formula
fk =
1
4
Tr(γTk F) (73)
9can be written as similarity transformations. Next we
prove that rotations and boosts of electromagnetic fields
follow the exact same approach, i.e. can be represented
by exactly the same similarity transformations, if the
fields are “encoded” as bi-vectors:
~E → Ex γ4 + Ey γ5 + Ez γ6
~B → Bx γ7 +By γ8 +Bz γ9
(77)
D. Rotations of Electromagnetic fields
Again we use a rotation around the z-axis (see Eq. 57),
i.e. the generator is γ9 = γ1 γ2 and it commutes with
γ9, which is trivial and with γ6 = γ0 γ3, which is also
quickly verified. But γ9 anti-commutes with γ4 = γ0 γ1
and γ5 = γ0 γ2, so that:
E˜z = Ez
B˜z = Bz
(78)
The electric field components in the x−y-plane are (with
c = cos (φ/2) and s = sin (φ/2), C = cos (φ) and S =
sin (φ)):
E˜x γ4 + E˜y γ5 = (c− s γ1 γ2) (Ex γ4 + Ey γ5) (c+ s γ1 γ2)
= Ex (γ4 (c
2 − s2) + 2 s c γ5)
+ Ey (γ5 (c
2 − s2)− 2 s c γ4)
= Ex (γ4 C + S γ5) + Ey (γ5 C − S γ4)
= γ4 (Ex C − Ey S) + γ5 (Ey C + Ex S)
E˜x = Ex cos (φ)− Ey sin (φ)
E˜y = Ex sin (φ) + Ey cos (φ)
(79)
The terms of the magnetic field transform in exactly the
same way:
B˜x γ7 + B˜y γ8 = (c− s γ9) (Bx γ7 +By γ8) (c+ s γ9)
= Bx (γ7 (c
2 − s2) + 2 s c γ8)
+ By (γ8 (c
2 − s2)− 2 s c γ7)
= Bx (γ7 C + S γ8) +By (γ8 C − S γ7)
= γ7 (Bx C −By S) + γ8 (By C +Bx S)
B˜x = Bx cos (φ)−By sin (φ)
B˜y = By sin (φ) +Bx cos (φ)
(80)
E. Boosts of Electromagnetic fields
A boost along z is generated by γ6 = γ0 γ3, which com-
mutes with itself and with γ9, such that the electromag-
netic field components in the direction of the boost are
unchanged. The electric field components in the plane
perpendicular to the boost are (with c = cosh (τ/2) and
s = sinh (τ/2), C = cosh (τ) and S = sinh (τ)):
E˜x γ4 + E˜y γ5 = (c− s γ6) (Ex γ4 + Ey γ5) (c+ s γ6)
= Ex (γ4 (c
2 + s2)− s c γ6 γ4 + s c γ4 γ6)
+ Ey (γ5 (c
2 + s2)− s c γ6 γ5 + s c γ5 γ6)
(81)
With γ4 γ6 = γ0 γ1 γ0 γ3 = γ1 γ3 = −γ8 and γ5 γ6 =
γ0 γ2 γ0 γ3 = γ2 γ3 = γ7 we obtain:
(c− s γ6)Ex γ4 (c+ s γ6) = Ex (γ4 C − S γ8)
(c− s γ6)Ey γ5 (c+ s γ6) = Ey (γ5 C + S γ7) (82)
With γ6 γ7 = γ0 γ3 γ2 γ3 = −γ0 γ2 = −γ5 and γ6 γ8 =
γ0 γ3 γ3 γ1 = γ0 γ1 = γ4 we obtain:
(c− s γ6)Bx γ7 (c+ s γ6) = Bx (γ7 C + S γ5)
(c− s γ6)By γ8 (c+ s γ6) = By (γ8 C − S γ4) (83)
such that (again with C = γ and S = βγ):
E˜x = γ Ex − βγ By
E˜y = γ Ey + βγ Bx
B˜x = γ Bx + βγ Ey
B˜y = γ By − βγ Ex
(84)
These equations are in exact agreement with the Lorentz
transformation of the electromagnetic fields.
F. The Lorentz Force
Hence we obtain a perfectly simple and systematic ap-
proach not only of rotations but also of boosts, if we asso-
ciate the 4-vector components with γ0 (time-like, energy
E) and γ1, γ2 and γ3 for the space-like components (mo-
mentum, ~P ) and furthermore associate electromagnetic
fields with the bi-vectors 8:
E → E γ0
~P → Px γ1 + Py γ2 + Pz γ3
~E → Ex γ4 + Ey γ5 + Ez γ6
= γ0 (Ex γ1 + Ey γ2 + Ez γ3)
~B → Bx γ7 +By γ8 +Bz γ9
= Bx γ2 γ3 +By γ3 γ1 +Bz γ1 γ2
(85)
This mapping has physical significance firstly, because
magnetic fields actively act as generators of rotational
motion and electric fields actively act as generators of
boosts (of charged particles), but secondly, with the use
of the appropriate scaling factor q2m , the Lorentz force
can be written as [10, 11]:
P = E γ0 + Px γ1 + Py γ2 + Pz γ3
F = Ex γ4 + Ey γ5 + Ez γ6 +Bx γ7 +By γ8 +Bz γ9
P˙ = q2m (FP−PF)
(86)
where the overdot indicates the derivative with respect to
proper time. q and m are charge and mass of the particle
8 This mapping has been called electro-mechanical equivalence
(EMEQ) [10, 11].
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and are required to obtain electric and magnetic field in
the units of frequency. The evaluation of the components
gives, written in conventional vector form:
E˙ = q
m
~P · ~E
~˙P = q
m
(E ~E + ~P × ~B) (87)
with dτ = dt/γ this becomes (with c = 1):
dE
dt
= q
mγ
~P · ~E = q ~v · ~E
d~P
dt
= q ~E + q ~v × ~B (88)
To summarize: if we make use of ten Hamiltonian el-
ements (out of 16) of the Clifford algebra Cl(3, 1), we
find a systematic description of minimal complexity for a
massive particle in an (“external”) electromagnetic field -
simply by the use of 4×4-matrices instead of the conven-
tional vector-notation. The idea to use real unit matrices
instead of unit vectors thus lead us directly to the struc-
ture of Minkowski space-time, i.e. to the “real physical
space”.
How is this possible and what about the remaining six
elements of the complete Clifford algebra?
G. The Remaining Matrices
The remaining 6 matrices are not directly used, but
are given to complete the list of 16 real γ-matrices:
γ14 = γ0 γ1 γ2 γ3; γ15 = 1
γ10 = γ14 γ0 = γ1 γ2 γ3
γ11 = γ14 γ1 = γ0 γ2 γ3
γ12 = γ14 γ2 = γ0 γ3 γ1
γ13 = γ14 γ3 = γ0 γ1 γ2
(89)
where γ14 is the pseudoscalar, γ15 the unit matrix and
the matrices γ10 up to γ13 are so-called axial vectors.
As we have shown above, all LTs (rotations and boosts)
can be written in the general form of a similarity transfor-
mation (Eq. 17), if Eq. 85 is used to compose the matrix
F: 4-vectors (u0,u) enter the matrix F as coefficients of
the γµ-matrices and “tensor” components as coefficients
of the corresponding bi-vectors. Raising and lowering of
indices is then obsolete.
As we have shown, the essence of relativistic kine-
matics, namely the Lorentz transformations of both, 4-
vectors and electromagnetic fields, matches the Clifford
algebraic decomposition of real 4× 4-matrices. But why
is this so, why do we need a matrix exponential, how do
we arrive at Eq. 86 and why do we use only 10 out of
16 matrices? And, since we use the Dirac algebra: is all
this related to the Dirac equation and if so, why don’t
we need to use complex numbers? As we will show in the
next section, all of these questions can be answered on
the basis of Hamiltonian theory.
IV. PHASE SPACE
Goldstein’s “Classical Mechanics” contains the follow-
ing statement: “The advantages of the Hamiltonian for-
mulation lie not in its use as a calculational tool, but
rather in the deeper insight it affords into the formal
structure of mechanics. The equal status accorded to co-
ordinates and momenta as independent variables encour-
ages a greater freedom in selecting the physical quantities
to be designated as ”coordinates” and ”momenta.” As a
result we are led to newer, more abstract ways of pre-
senting the physical content of mechanics. While often of
considerable help in practical applications to mechanical
problems, these more abstract formulations are primarily
of interest to us today because of their essential role in
constructing the more modern theories of matter.” [21].
We suggest in this article to make use of the men-
tioned freedom, and to replace the conventional relation
of phase space points and measurable quantities by some-
thing more abstract: While the naive realist take of clas-
sical physics narrows the possible meaning of a phase
space point to the spatial position and mechanical mo-
mentum of a mass point, quantum mechanics can most
naturally be understood by the use of an indirect rela-
tion. It has been suggested that this indirect relation
is a statistical one, namely that the measurable quan-
tities listed in Eq. 85, are (second) moments in phase
space [12, 16, 17]. According to this view, spinors are
points in an abstract phase space underlying both spe-
cial relativity and quantum mechanics.
A. The Hamiltonian
The structure of the Dirac algebra has for instance
been described by Albert Messiah [23], the geometric
content of which has been described by Lounesto and
Hestenes [5, 13]. Our account differs from the conven-
tional form by the use of the metric g = Diag(−1, 1, 1, 1),
i.e. γ20 = −1 and γ2k = 1 for k ∈ [1, 2, 3]. The moti-
vation for the use of a different metric and of the real
Dirac matrices instead of the conventional complex form
is, besides the reduction of complexity, that the Clifford
algebra Cl(3, 1) can be derived from a general quadratic
Hamiltonian of two classical DOF. Hence Cl(3, 1) pro-
vides the toolbox to describe arbitrary linear couplings
of two DOF and therefore has a fundamental algebraic
and physical significance. This is not limited to the Dirac
equation, not even to quantum mechanics: It is a gen-
eral and fundamental algebraic tool in Hamiltonian phase
space [10, 11].
The algebra Cl(3, 1) includes all Hamiltonian genera-
tors sp(4) of linear canonical transformations of two de-
grees of freedom 9. It has been emphasized by several au-
thors that the complex wave-function can be transformed
9 This means, that we follow a hint given by Res Jost and men-
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into a “classical” Hamiltonian phase space point [26–30].
Accordingly one can derive major aspects of quantum
mechanics from classical Hamiltonian concepts, if one ac-
cepts that, deviating from the conventional view, spinors
as coordinates in an abstract phase space are no direct
observables. This implies that the wave-function can be
regarded as a “classical” phase space density; but this
phase space is abstract: It is not a phase space of di-
rectly measurable quantities like classical phase spaces
are usually assumed to be. Instead of the phase space
position, only second and higher even moments of the
dynamical variables (i.e. of the spinor) represent mea-
surable quantities [16, 17].
One may regard this as reasoning of the Kepler’s kind:
Simplifying the math as a path towards physical insight.
Kepler did not know the physical reason behind his laws
(i.e. gravitation), but the remarkable conceptual simpli-
fication of the description of planetary orbits by his laws
provided the ground for the formulation of Newton’s law
of gravitation.
Indeed it has been suggested that “the quantum para-
doxes of Bell, Kochen and Specker, Greenberger et al.
and Hardy can be formally considered from a single view-
point: they are all examples of the failure to find a solu-
tion to a certain moments’ problem” [31]. In view of our
approach, the standard presentation of special relativity
and quantum physics, can be greatly simplified if one
abandons the (Newtonian) idea that energy and momen-
tum are of different “order” with respect to the dynam-
ical variables (DVs). The relativistic energy-momentum
relation (REM):
E2 = m2 + p2 (90)
(using c = 1) suggests that mass, energy and momen-
tum are of the same order, i.e. have the same physical
units. Since energy is (being a positive definite quan-
tity) of second (or higher even) order with respect to any
fundamental system of dynamical variables (DV), Eq. 90
forces us to conclude that also mass and momentum must
be of second (or higher even) order in terms of some un-
derlying set of fundamental dynamical variables.
In two preceeding essays we argued that, on some fun-
damental level of DVs, only the second and higher (even)
moments of the DV are direct observables [16, 32] 10.
tioned at the end of Dirac’s celebrated paper on the 3 + 2 de
Sitter Group [24], namely the connection of the Dirac algebra
with the Lie algebra sp(4) of the real symplectic group Sp(4).
10 This view is (sort of) nearby if one takes QM/QED seriously:
ψ itself is not considered to be directly measurable. This is
rarely discussed as the Copenhagen school interpreted ψ as some-
thing “unreal”. However the second moment 〈ψTψ〉 is identified
with some probability density (and hence charge density), i.e.
it is supposed to represent a real physical quantity. It remains
enigmatic to the author why the square of something “unreal”
should provide something “real”, whereas it can be argued why
the square of something unmeasurable might result in something
measurable [16].
How this has to be understood will be explained in the
following 11.
Let ψ be a phase space point ψ = (q1, p1, q2, p2)
T of
a system with two degrees of freedom, where qi and pi
represent unspecified and maybe even not directly mea-
surable physical quantities. The most general form for
a non-singular Hamiltonian function of two degrees of
freedom can be expressed by an infinite Taylor series in
four variables, which is simplified in the theory of small
oscillations by truncating the series to second order.
This general second-order Hamiltonian function of a
two “classical” DOF
H(ψ) = 1
2
ψT Aψ , (91)
is required to be positive definite and constant. It is
supposed to “provide a reference” for the measurement
for any other second-order expressions of ψ [16, 17, 32].
This means that A can be, generally speaking, any
arbitrary symmetric positive definite real 4 × 4 matrix.
The Hamiltonian equations of motion then yield:
ψ˙ = γ0 Aψ = Fψ (92)
γ0 is a 4 × 4 symplectic unit matrix (SUM), which
means that it is skew-symmetric and orthogonal such
that γ20 = −1 and represents with this properties the
structure of the Hamiltonian equations of motion. The
chosen form (Eq. 69) complies with the order of the ab-
stract phase space coordinates qi and pi in ψ and the
notational convention of the Hamiltonian equations of
motion
q˙i =
∂H
∂pi
p˙i = −∂H∂qi ,
(93)
which means that Eq. 92 is the result of inserting Eq. 91
into Eq. 93.
B. Hamiltonian Algebra
The theory of symplectic motion, as it is usually pre-
sented, suffers from over-geometrization. One can not
resist the impression that theorist are fixated with geom-
etry, almost completely leaving aside the fundamental
temporal, algebraic, and statistical aspects of the notion
of Hamiltonian phase space. It is also remarkable, that,
while it is widely supported that the mysterious features
of quantum mechanics should be taught in secondary
school, the notion of a phase space, which is central to
11 Note that our account of the Lorentz transformations is fully
equivalent to that of the Dirac spinor as used in conventional
QED. Schmu¨ser has given a relatively clear and simple account,
albeit using the complex version of the Dirac matrices with met-
ric (1,−1,−1,−1) [33].
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almost every branch of physics and an inevitable notion
in QM, is sometimes not taught at all or just briefly men-
tioned – as if it was somehow dispensable. Similarily, the
Dirac equation is almost banned from curricula, often just
briefly discussed in the second volume of quantum me-
chanics textbooks and rarely ever mentioned in discus-
sions concerning the interpretation of quantum mechan-
ics. As Hestenes remarked, “[it] has long puzzled me is
why Dirac theory is almost universally ignored in studies
on the interpretation of quantum mechanics, despite the
fact that the Dirac equation is widely recognized as the
most fundamental equation in quantum mechanics” [25].
We believe that, once properly understood, the con-
nection of the Dirac equation to the notion of a classical
phase space has a unique potential to provide deeper in-
sights into the mathematical principles of physics, while
being itself simple, clear and straightforward.
A matrix S is said to be Hamiltonian, if it obeys
ST = γ0 S γ0 (94)
and a matrixC is said to be skew-Hamiltonian, if it obeys
CT = −γ0 C γ0 (95)
It is easy to prove that γ0 S is symmetric and γ0 C is
skew-symmetric. The interesting point to note here is
that the Hamiltonian structure, as represented by γ0,
connects matrix symmetries (concerning transposition)
with commutativity. If in Eq. 94 the matrices γ0 and S
commute, then
ST = γ20 S = −S (96)
and hence S must be skew-symmetric. Indeed the Hamil-
tonian formalism generates the algebraic properties of
Eq. 109 given below.
Hence the matrix F is Hamiltonian and since it is the
product of a symmetric and a skew-symmetric matrix,
the trace vanishes:
Tr(F) = 0 . (97)
Any real symmetric 4×4 matrixA (Eq. 91) has ten lin-
ear independent real parameters 12, and the same holds
for F. The solution of Eq. 92, for constant F, is given by
the matrix exponential of F:
ψ(τ) = exp (F τ)ψ(0) = M(τ)ψ(0) . (98)
The matrix exponential of a Hamiltonian matrix (see
below) is a symplectic matrix, i.e. a canonical trans-
formation [35]. Since any exponential of a Hamiltonian
matrix is symplectic, and since all driving terms of the
Lorentz transformations are (in this approach) Hamilto-
nian matrices, the Lorentz transformations are symplec-
tic similarity transformations that can be derived from
12 See also Ref. ([24, 34]).
the Hamiltonian function of two classical (coupled) DOF.
The eigenvalues of the Hamiltonian matrix are constants
of motion, since all possible (Lorentz-) transformations
are similarity transformations. In App. A we show that
the eigenvalues in an inertial system are identical to the
mass such that the mass is Lorentz invariant.
A matrix S is said to be symplectic, if it obeys
ST γ0 S = γ0 (99)
and a matrix C is said to be cosymplectic 13, if it obeys
CT γ0 C = −γ0 (100)
Since the equations of motion Eq. 92 contain only Hamil-
tonian terms, cosymplectic transformations can not be
derived from a non-zero Hamiltonian function.
Consider now that we can only observe second (and
higher even) moments of a density distribution of phase
space points ρ(ψ). As in classical statistical mechanics,
we can likewise think of a particle density or of the prob-
ability to find a system in a certain state. The suggested
second order Hamiltonian function, integrated over the
density, is then proportional to a linear combination of
second moments of the phase space density. This also
matches the idea of a probabilistic description of the con-
cept of reality: The mathematical description of the fact
stated as “thing A is at place B” is a probability dis-
tribution sharply peaked at position B. And the ideal
concept of a physical probablity density is a phase space
density. Thus we define this concept in the following way:
Physical observables are (even) moments of a phase space
density.
C. Second Moments in Phase Space
The second moments in phase space form a matrix Σ:
Σij = 〈(ψi − 〈ψi〉)(ψj − 〈ψj〉)〉 (101)
where the angles indicate the phase space average. Ob-
viously the first moments vanish so that
Σij = 〈ψiψj〉 = 〈ψψT 〉 . (102)
The time evolution of the second moments is then ob-
tained by inserting Eq. 92:
Σ˙ = 〈ψ˙ψT 〉+ 〈ψψ˙T 〉
= F 〈ψψT 〉+ 〈ψψT 〉FT
= FΣ + Σ γ0F γ0
(103)
13 Elsewhere it would be called symplectic with multiplyer −1 [35].
13
so that by multiplication with γT0 from the right one ob-
tains 14:
Σ˙γT0 = FΣγ
T
0 − Σ γT0 F
S˙ = FS− SF (104)
where S ≡ ΣγT0 , γ0 = −γT0 and γ0γT0 = 1. Note that
Eq. 104 and Eq. 86 have the exact same form. It follows
from Eq. 104 that a stable situation S˙ = 0 implies com-
muting matrices. Commuting matrices share a system
of eigenvectors. Hence eigenvectors and eigenvalues are
necessary to describe classical oscillatory motion and are
by no means inventions of quantum physics.
The matrix S is, like F, a Hamiltonian matrix and
can be written as a product of a symmetric matrix and
the SUM γ0. Unfortunately, the notion of the Hamil-
tonian matrix, has also been used differently by physi-
cists, for instance by Feynman [36]. Therefore it has
been suggested to use a different naming convention, bor-
rowed from “symplectic” and “complex”, according to
which a Hamiltonian matrix S that holds Eq. 94 is called
symplex (plural symplices) and a skew-Hamiltonian ma-
trix that holds Eq. 95 is called cosymplex (plural cosym-
plices) [11, 16, 17]. The equations of motion (Eq. 92)
derived from the Hamiltonian, are driven by a sym-
plex F: Only symplices represent non-zero expectation
values, since all expectation values are elements of the
auto-correlation matrix Σ. Cosymplices have vanish-
ing expectation values and may not appear as driving
terms in linear Hamiltonian theory. As we have shown in
Ref. [16], the distinction between Hamiltonian and skew-
Hamiltonian terms (i.e. symplices and cosymplices) al-
lows to derive the Maxwell equations and to argue why
no magnetic monopoles exist.
Eq. 104 establishes a Lax pair [37], namely S and F
with the consequence that the traces of any power of S
are constants of motion:
Tr(Sk) = const (105)
It will be shown in the next section that odd exponents
S2m+1 are again Hamiltonian. This implies that odd
exponents have vanishing trace. Only for even k the ex-
pression yields non-vanishing “constants of motion”:
Tr(S2k) = const (106)
D. Hamiltonian Clifford Algebras
The symplectic unit matrix γ0 itself is a symplex (i.e.
Hamiltonian):
γT0 = γ
3
0 = −γ0 (107)
14 These equations are often called envelope equations, for instance
in accelerator physics, where the (roots of the) second moments
of the beam phase space distribution are used to provide a mea-
sure of the size of a beam envelope.
Type Elements Order k c/s Elements
Scalar 1 0 c 1
Vector 1+3=4 1 s γ0,(γ1,γ2,γ3)
Bi-Vector 3+3=6 2 s (γ4,γ5,γ6),(γ7,γ8,γ9)
3-Vector 1+3=4 3 c γ10,(γ11,γ12,γ13)
Pseudoscalar 1 4 c γ14
TABLE I. The elements of the Hamiltonian Clifford alge-
bra Cl(3, 1) (real Dirac algebra). The column labeled “c/s”
indicates (s)ymplices and (c)osymplices.
If a symplex γk 6= γ0 anticommutes with γ0, then its
matrix representation is symmetric:
γTk = γ0 γk γ0
= −γ0 γ0 γk
= γk ,
(108)
since γ20 = −1. It follows that all generators of Cl(3, 1)
are symplices, i.e. driving terms of the Hamiltonian,
while in Cl(2, 2) at least one generator can not ap-
pear in the Hamiltonian: If a Clifford algebra has
q skew-symmetric generators, one of them being the
SUM γ0, then q − 1 generators are cosymplices (skew-
Hamiltonian). This means that with respect to the pos-
sibility to represent space-time coordinates, the condition
that the generators of the Clifford algebra are symplices
(that they can contribute to the Hamiltonian), selects
space-times with a single generator associated with time
(or energy, respectively).
For any Hamiltonian system of size 2n × 2n we find
that, if S denotes a symplex and C a cosymplex, then
the following rules for (anti-) commutators are obtained:
S1 S2 − S2 S1
C1 C2 −C2 C1
CS+ SC
S2n+1

 ⇒ symplex
S1 S2 + S2 S1
C1 C2 +C2 C1
CS− SC
S2n
Cn


⇒ cosymplex
(109)
If, as in case of n = 1 and n = 2, the algebra is not
only Hamiltonian, but also a Clifford algebra, then it is
nearby to identify the Si and Cj with the elements of the
Clifford algebra such that any combination of Si and Cj
either commute or anti-commute. Then it is also easily
shown that all basic elements of the algebra (all γk) are
either a symplex or a cosymplex, either symplectic or
cosymplectic and either symmetric or skew-symmetric.
In this case we speak of a Hamiltonian Clifford Algebra
(HCA).
Now it is a nearby requirement that all generators of
the HCA must be Hamiltonian, so that any k-vector of
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the HCA is a product of k symplices S1 . . .Sk, so that
(where Si is some generator of the HCA):
(S1 S2 . . . Sk)
T = STk S
T
k−1 . . . S
T
1
= γ0 Sk γ
2
0 Sk−1 γ
2
0 . . . γ
2
0 S1 γ0
= (−1)s γ0 Sk Sk−1 . . . S1 γ0
= (−1)t γ0 S1 S2 . . . Sk γ0
(110)
where s = k − 1 from the number of factors γ20 = −1
(third to fourth row), while t = s + a where a is the
number of commutations required to reverse the order
of k anti-commuting elements, given by combinatorics as
a = k (k − 1)/2. Hence we find that such k-vectors are
symplices, if t = k − 1 + k (k − 1)/2 = k/2− 1 + k2/2 is
even. This is the case for
k = 1, 2, 5, 6, 9, 10, . . . (111)
It is surprizing and remarkable that this kind of period-
icity appears, since it shows that possible types of in-
teractions (transformations) have narrow algebraic con-
straints. Since the highest vector order k of Cl(p, q) is
k ≤ N = p + q, then in the algebra Cl(3, 1) the value
k is constrained to 0 ≤ k ≤ 4, so that all symplices are
either vectors (k = 1) or bi-vectors (k = 2), i.e. exactly
the elements of Eq. 85, so that
F = E γ0 + ~p~γ + γ0 ~E ~γ + γ14 γ0 ~B ~γ . (112)
where ~p is, as we take from the equal form of Eq. 86 and
Eq. 104, the mechanical momentum.
E. Observables are Generators are Observables
It is a fundamental finding of classical physics that the
driving terms of change (the generators or Lorentz trans-
formations, for instance) are themselves observable and
vice versa: Energy is the generator of time-translations,
the momentum is the generator of spatial translations,
the angular momentum is the generator of rotations and
so on. This kind of closure has widely been ignored in
textbook treatments of the Lorentz transformations: the
algebraic terms that generate boosts are related to elec-
tric fields and those that generate rotations are related
to gyroscopic quantities like spin, angular momentum or
magnetic field.
Lorentz transformations are most often treated as co-
ordinate transformations in space-time without any de-
tailed analysis of how these transformations are gener-
ated. However neither a coordinate system nor a co-
ordinate transformation are per se physical, unless one
finds the generators and observables of these transfor-
mations in the context of a dynamical theory. The con-
ventional treatment starts from a quasi-Newtonian per-
spective, i.e. from the apriori assumption of some self-
sufficient space-time that imposes constraints on possible
dynamics. Here we suggest to reverse this logic: In our
approach it is not some immaterial and self-sufficient ge-
ometry (“manifold”) that is presumed to constrain the
dynamics, but it is the (linear algebra of) dynamics that
generates and constrains the possible geometry of space-
time and determines the form and character of the fields
(i.e. the bi-vectors) that enable to generate symplectic
(“structure-preserving”) transformations.
We have shown that the underlying dynamical system
has a representation by spinors in some abstract phase
space which is algebraically separate from the space of
observables: The physical space of observables and gen-
erators is related to the dynamical system like second
moments of a distribution are related to the underlying
space of random variables: The relation is as much of a
connection and as it is a separation: If we have means to
change F in Eq. 92, then we change the dynamics of ψ,
but what we can observe is not the change of ψ, but only
the change of S (Eq. 104). This is the reason why the
conventional description of the LTs exclusively relates ob-
servable quantities. The true nature of the Lorentz trans-
formations as similarity transformations is uncovered in
the context of the Dirac equation only.
F. The Order of Generators
As listed in Tab. I there are observables of odd (vector,
3-vectors) and even (scalar, bi-vectors and pseudo-scalar)
order. The multiplications of an arbitary number of el-
ements γx of even order can only yield elements of even
order, while products involving odd elements can yield all
kind of elements. Hence the vector elements can be used
to produce bi-vectors but not vice versa. We translate
this algebraic fact into a physical interpretation: Matter
fields (vectors) can generate electromagnetic fields (bi-
vectors), but the reverse is impossible: There is no way
in this formalism to generate matter fields (vectors) us-
ing exclusively pure bi-vectors. But also a single vector
(E ,p) can not be used to generate a bi-vector field, since
it squares simply to a scalar: Two substantially different
vectors are required to generate a real bi-vector.
G. The Logic of Reason
To summarize the logic of the HCA approach: Any
Hamiltonian function which is quadratic in the dynami-
cal variables ψ contains a real symmetric square matrix
A. The solution of the Hamiltonian equations of motion
is based on a real squared skew-symmetric matrix γ0,
called symplectic unit matrix (SUM), which in direct con-
sequence generates the rules of the algebra Eq. 109. They
hold for any system of real 2n× 2n (skew-)Hamiltonian
matrices. The basic element of phase space in an abstract
degree of freedom. The Dirac algebra is fundamental in
the sense that it describes the simplest general linear kind
of interaction, namely linear interaction between two de-
gree of freedom.
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For a free particle ( ~E = ~B = 0), the equations of
motion are
dψ
dτ
= (E γ0 + ~p~γ)ψ = Pψ . (113)
and hence
d2ψ
dτ2
= −(E2 − ~p2)ψ = −m2 ψ . (114)
which are equivalent to the Dirac and Klein-Gordon
equation of a free particle, formulated in proper time [16,
17] or in other words in the comoving frame. This be-
comes more obvious, if we consider the eigenvalues i ω±
of P, which are (see App. A).
ω± = ±
√
E2 − ~p2 = ±m. (115)
Hence this basic Hamiltonian theory not only implies
the correct form of the Lorentz transformations of both,
space-time coordinates and electromagnetic fields (in-
cluding the Lorentz force), it implies the relativistic wave
equations of QED.
V. SUMMARY
The suggested matrix formalism for the description
of space-time coordinates and Lorentz transformations
not only provides the simplest possible and most elegant
form of the Lorentz transformations, but also a form that
has both, mathematical and physical significance. The
specific use of real Clifford algebras as presented above
builds a bridge between classical (symplectic) Hamilto-
nian theory and quantum mechanics. It is - as we believe
- specifically of high educational value as it introduces
and explains a variety of concepts like symplectic motion,
linear systems, group theory, canonical transformations,
eigenvalues and -vectors, phase space, Lorentz transfor-
mations, Lorentz force, Clifford algebras, the Dirac equa-
tion and matrix exponentials by the analysis of the alge-
braic properties of real 4 × 4-matrices. Furthermore our
approach might be of interest for the use in numerical
modelling - not because it is faster (which we did not
check), but because it is simple, stable and well suited
for modular programming.
Algebraic equations appear in almost every branch
of physics, but cases in which a theoretical framework
demonstrates the physical significance of all formally pos-
sible terms are rare. In the majority of cases known to the
author, the number of possible terms exceeds the number
of physically required terms by far. The usual procedure
for this case foresees to postulate a physical law that “jus-
tifies” the selection of physically relevant terms. However
we should clearly admit that physical laws are mainly
placeholders for missing explanations: Newton’s law of
gravitation “explains” planetary motion and falling ap-
ples on a common basis provided we accept his law of
gravitation. But this law is not self-explanatory. The
same can be said with respect to any postulated “physical
law”: Laws are selections, but a selection that is unsup-
ported by physical, logical or formal arguments, is a man-
ifestation of a lack of reason (LOR). Because, if we had
good (mathematical, logical) reasons, we would not need
to postulate a law: The “law” would simply be a theo-
rem, a conclusion derived from “deeper” principles. Even
if the acceptance of LORs has a long tradition in physics,
it can be taken as an indicator that a theory is not final
and/or fundamental [32]. And here is the problem with
a (premature) introduction of the unit imaginary: Once
we accept the (by the means of LOR) postulate that a
quantum mechanical spinor (wave-function) must be (by
means of LOR) complex valued, the underlying logic of
Hamiltonian theory becomes almost invisible. Since, if
we allow that some of the Dirac matrices are multiplied
at “convenience” by factors ı, then “anything goes” and
reasoning drowns in possibilities.
The conventional interpretation of quantum mechanics
(QM) claims, that the wave function and the complete
mathematical machinery is nothing but a tool to predict
measurement outcomes. We do not support this view,
but if we take this point of view serious for the sake of
the argument, then nothing can prevent us from using
the simplest approach. Since, if a formalism does not
represent reality anyway, then why should it not be for-
mulated as simple as possible?
The presented formalism allows for exactly ten para-
meters and each parameter can be identified with a phy-
sical quantity; a selection of terms is not required. This
kind of one-to-one relation provides the proof of maxi-
mal simplicity and the legitimizes to speak of the sim-
plest possible form of the Lorentz transformations. But
beyond such formal considerations this approach allows
for an exceptionally elegant and versatile treatment.
As we have shown, the second moments of a phase
space distribution of two coupled classical oscillators pro-
vide the signature of space-time geometry. Elsewhere we
argued in some detail that and why the case of the real
4 × 4 matrices is of special significance. Taken serious,
this approach can be argued to provide strong arguments
for the apparent dimensionality of space-time [16].
Appendix A: Eigenvalues
Using Eq. 85, the eigenvalues± i ωi of F can be written
as:
K1 = E2 + ~B2 − ~E2 − ~P 2
K2 = (E ~B + ~E × ~P )2 − ( ~E · ~B)2 − (~P · ~B)2
ω1 =
√
K1 + 2
√
K2
ω2 =
√
K1 − 2
√
K2
(A1)
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There are two special cases, the first is a “inertial status”
(no accelerations ~E = 0 and no rotations ~B = 0):
K1 = E2 − ~P 2
K2 = 0
ω1 = ω2 =
√
K1 .
(A2)
The other special case is the absence of matter (E = 0,
~P = 0) such that
K1 = ~B
2 − ~E2
K2 = −( ~E · ~B)2 ,
(A3)
which are the known Lorentz invariants of the electro-
magnetic field. The (eigen-) frequencies vanish for the
standard approach of electromagnetic waves (in which
K1 = K2 = 0), which can be interpreted in such a way
that pure electromagnetic waves do not constitute a ref-
erence frame (i.e. they have no eigenfrequency).
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