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Abstract
This paper presents bounds for the best approximation, with respect to
the Hausdorff metric, of a convex body K by a circumscribed polytope P
with a given number of facets. These bounds are of particular interest if K
is elongated. To measure the elongation of the convex set, its isoperimetric
ratio Vj(K)
1/jVi(K)
−1/i is used.
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1 Introduction and main results
Let K ⊂ Rd be a full dimensional convex body, i.e. a compact convex set with
non-empty interior. Fix n ∈ N and denote by P = PK,n ⊃ K a circumscribed
polytope, with at most n facets, minimizing the Hausdorff distance dH(K,P ).
It is well known that dH(K,P ) is of order n
−2/(d−1) (see, e.g., [9]). Thus, we
set d1(K,n) := dH(K,P )n
2/(d−1) and d2(K,n) := supm≥n d1(K,m), and we
have
dH(K,P ) =
d1(K,n)
n2/(d−1)
≤ d2(K,n)
n2/(d−1)
.
Estimating d1(K,n) and d2(K,n) is a classical problem. We refer the reader
to the well known surveys of P. M. Gruber [9, 12] and E. M. Bronstein [5]
for an excellent overview of the huge amount of results and literature about
polytopal approximation. The specificity of our main result is that we take
into account how much K is ‘elongated ’.
We denote by Vi the i-th intrinsic volume (see Section 2 for the definition).
For any 1 ≤ i < j ≤ d, we call Vj(K)1/jVi(K)−1/i the (i, j)-isoperimetric
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ratio of K. It is scale and translation invariant. The isoperimetric inequality
(see Section 2, inequality (2), for a statement) says that it is maximized by
the balls. On the other hand, Vj(K)
1/jVi(K)
−1/i ' 0 precisely when the
normalized body Vi(K)
−1/iK is close to a (j−1)-dimensional convex body. If
an isoperimetric ratio of K is close to zero, we say that K is elongated. More
precisely, if Vj(K)
1/jVi(K)
−1/i < , we say that K is ( : i, j)-elongated. The
following theorem gives a bound for the Hausdorff distance between a convex
body K and its best approximating polytope. This bound can be arbitrarily
small if K is sufficiently elongated.
Theorem 1.1. Assume 1 ≤ i < j ≤ d(d − 1)/2e. Set α = 2d(d − 1)/2e(d −
1)d−1 and β = d(d − 1)/2e(d − 1)−1d−1. There exist constants δi,j and ni,j,
both depending on d, such that the following holds. For any  > 0 and any
convex body K
if K is ( : i, j)-elongated then d2
(
K,ni,j
−α) < δi,jβV1(K).
I.e. for any  > 0 and any convex body K
if
Vj(K)
1/j
Vi(K)1/i
<  then dH(K,P ) < δi,j
β V1(K)
n2/(d−1)
for any n ≥ ni,j−α,
where P = PK,n ⊃ K is a circumscribed polytope, with at most n facets,
minimizing the Hausdorff distance dH(K,P ).
Note that the case i = 1 and j = d(d− 1)/2e implies all the others. This
is a consequence of the isoperimetric inequality. We conjecture that Theorem
1.1 remains true for any 1 ≤ i < j ≤ d− 1 and that β could be replaced by 1.
Equation (1) below gives support to this conjecture.
Let us recall a few important results in order to motivate Theorem 1.1. If
K has a twice differentiable smooth boundary, we have a precise asymptotic
approximation of d2(K,n). After planar results due to To´th [8] and McClure
and Vitale [14], Schneider [17, 18] and Gruber [10] succeeded in proving that
lim
n→∞ d2(K,n) =
1
2
(
ϑd−1
κd−1
∫
∂K
κC(x)
1/2σ(dx)
)2/(d−1)
,
where ϑk is the minimum covering density of R
k with balls of fixed radius, κk
the volume of the k-dimensional ball, κC(x) > 0 the Gaussian curvature of K
at the point x, and σ(·) the surface area measure. More recently, Bo¨ro¨czky
[3] removed the condition κC(x) > 0.
In many practical situations it is out of reach to compute the integral
explicitly. But if K is elongated, we can have a good upper bound. Ho¨lder’s
inequality implies∫
∂K
κC(x)
1/2dσ(x) ≤ (2dκd)1/2Vd−1(K)1/2
= (2dκd)
1/2
[
Vd−1(K)1/(d−1)
V1(K)
](d−1)/2
V1(K)
(d−1)/2.
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Hence, with the isoperimetric inequality, for any 1 ≤ i < j ≤ d − 1, we have
that
if K is ( : i, j)-elongated then lim
n→∞ d2(K,n) ≤ δ
′
i,jV1(K) (1)
with
δ′i,j :=
1
2
(
ϑd−1
κd−1
)2/d−1
(2dκd)
1/(d−1)Vd−1(Bd)1/(d−1)
V1(Bd)
Vi(B
d)1/i
Vj(Bd)1/j
.
Therefore, we have a good asymptotic bound for elongated smooth convex
bodies.
The main goal of this paper is to extend these results to the non-asymptotic
and non-smooth case. The order  in (1) should be compared to the order
β in Theorem 1.1 for a fixed n. It is especially of interest, for example, if
we approximate a polytope with many facets by one with fewer facets. This
was considered by Reisner, Schu¨tt and Werner in [15]. This paper was the
starting point of our investigations. A reader who has studied it will notice
that principal ideas of their work are still present in our proofs.
Theorem 1.1 should be compared to the following result. It was obtained
independently in [6] and [7]. The constants were improved in [15]. There exist
constants c1(d) and c2(d) such that d2(K, c2(d)) < c1(d)R(K), i.e.
dH(K,P ) ≤ c1(d) R(K)
n2/(d−1)
for n > c2(d),
where R(K) is the radius of the smallest ball containing K. Note that R(K)
is of the same order as V1(K). Although this bound is sharp in general, it is
worse if we assume that K is elongated. The following is an example of such a
situation. Fix a small  > 0. Let K ⊂ R4 be a convex body. It is well known
that there exists an ellipsoid E such that E ⊂ K ⊂ dE (see, e.g., [13]). Let
r1 > · · · > r4 be the lengths of the principal axes of E. Assume that r1 = 1
and r2 is sufficiently small. Thus, K is ( : 1, 2)-elongated. For n > n1,2
−3,
Theorem 1.1 says that d1(K,n) < δ1,2
1/6  c1(d)R(K).
Finally, we would like to highlight the following theorem. Not only is it
an important step in the proof of Theorem 1.1 but also an interesting result
on its own.
Theorem 1.2. There exist absolute constants c1 and c2, independent of d,
such that the following holds. Let K be a convex body. Then,
d2(K, c
d
1d
d/2Vd−1(K +Bd)) < c2dVd−1(K +Bd)2/(d−1).
I.e. for any integer n > cd1d
d/2Vd−1(K + Bd), there exists a polytope P ⊃ K
with n facets such that
dH(K,P ) < c2dVd−1(K +Bd)2/(d−1)n−2/(d−1).
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The paper is structured as follows. In the next section setting, notation
and background material from convex geometry are provided. In Section 3
we give a general framework to build a δ-net on an abstract measured metric
space satisfying mild properties, and we apply it to prove Theorem 1.2. The
proof of Theorem 1.1 is given in Section 5. It uses a shape factor introduced
and described in Section 4.
2 Setting, notation and background
We work in the euclidean space Rd with origin o, scalar product 〈·, ·〉 and
associated norm | · |. We denote by B(x, r) and S(x, r), respectively, the ball
and the sphere of center x and radius r. The unit ball Bd = B(o, 1) has
volume κd and the unit sphere S
d−1 = S(o, 1) has surface area ωd = dκd. We
denote by K the set of convex bodies (compact and convex sets of Rd) with
at least 2 points. This set is equipped with the Hausdorff distance
dH(K,L) = min
r≥0
(
K ⊂ L+ rBd, L ⊂ K + rBd
)
and its associated topology and Borel structure. The same holds for the future
subsets of K that we will encounter in this paper. The set K is also equipped
with Minkowski sum and scale action. For any t ∈ R and A,B ∈ K, we have
tA := {ta : a ∈ A}, A+B := {a + b : a ∈ A, b ∈ B}.
We denote by ∂K the boundary of a given convex body K.
Let f : K → R be a map. If there exists k ∈ R such that f(tK) = tkK for
any K ∈ K and t > 0, we say that f is homogeneous of degree k. We say that
f is scale invariant if f is homogeneous of degree 0. If f(K + x) = f(K) for
any K ∈ K and x ∈ Rd, we say that f is translation invariant. We say that
f is a shape factor if f is scale and translation invariant.
For the following facts of convex geometry we refer the reader to [11].
The Steiner Formula and Intrinsic Volumes. We denote by Vd(·)
the volume, i.e., the d-dimensional Lebesgue measure. The Steiner Formula
tells us that there exist functionals Vi : K → [0,∞), for 0 ≤ i ≤ d, such that
for any K ∈ K and  ≥ 0
Vd(K + B
d) =
d∑
i=0
d−jκd−jVj(K).
Vi(K) is called the i-th intrinsic volume of K. Some of the intrinsic volumes
have a clear geometric meaning. Vd is the volume. If K has non-empty
interior, then
Vd−1(K) =
1
2
Hd−1(∂K),
whereHd−1(∂K) is the (d−1)-dimensional Hausdorff measure of the boundary
∂K of K. Thus, 2Vd−1 is the surface area. V1 is proportional to the mean
4
width b. More precisely,
dκd
2
b(K) = κd−1V1(K) =
∫
Sd−1
h(K,u)σ(du),
where σ is the surface area measure on Sd−1 and h(K,u) := max{〈x,u〉 :
x ∈ K} is the value of the support function of K at u. V0(K) = 1 is the
Euler characteristic. For 1 ≤ i < j ≤ d and K ∈ K, we call the shape factor
Vj(K)
1/jVi(K)
−1/i the (i, j)-isoperimetric ratio of K.
The Isoperimetric Inequality. Let B ⊂ Rd be a d-dimensional ball.
For any K ∈ K and for any 1 ≤ i < j ≤ d,
Vj(K)
1/j ≤ Vj(B)
1/j
Vi(B)1/i
Vi(K)
1/i, (2)
with equality if and only if K is a ball.
A Steiner-type Formula. For any K ∈ K
Vd−1(K +Bd) =
d−1∑
k=0
(d− k)κd−k
2d
Vk(K). (3)
The isoperimetric inequality and the Steiner-type formula imply the next
fact.
Fact : Let d ≥ 3, I be an interval (convex hull of two distinct points), B
be a ball, and K ∈ K neither an interval nor a ball. Assume that V1(I) =
V1(K) = V1(B). Note that V1(I) is just the length of the segment I. Then,
we have
Vd−1(I +Bd) < Vd−1(K +Bd) < Vd−1(B +Bd). (4)
Convention about the constants. The constants are denoted by ci,
where i is an index. They depend on d but are independent of any other
quantity. We estimate the dependence on d using the Landau notation. By
ci = Θ(f(d)) we mean that there exist absolute constants k0, k1 > 0 such that
k0f(d) < ci < k1f(d) for any d.
3 δ-net and polytopal approximation
First, let us set some notation. Assume M is metric space with distance
dM . I.e. a set M and a function dM : M ×M → [0,∞) such that, for any
x, y, z ∈ M , dM (x, y) = 0 if and only if x = y, dM (x, y) = dM (y, x), and
dM (x, z) ≤ dM (x, y) + dM (y, z). We write BM (x, r) := {y ∈ M : dM (x,y) ≤
r}.
Definition 3.1. Let M be a metric space and S a discrete subset of M . We
say that
• S is a δ-covering of M if ∪x∈SBM (x, δ) = M ,
• S is a δ-packing of M if BM (x, δ) ∩BM (y, δ) = ∅ for any x 6= y ∈ S,
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• S is a δ-net of M if it is both a δ-covering of M and a (δ/2)-packing of
M .
Note that, in the poset of (δ/2)-packings ordered under inclusion, a max-
imal element is a δ-net. Zorn’s lemma shows that, for any metric space M ,
there exists a δ-net.
In the following lemma, under some assumptions on ψ, we give bounds for
the cardinality of a δ-net. The construction of these bounds is adapted from
the proof of the following well known result, see e.g. [11, Proposition 31.1].
If C ⊂ Rd is a convex body with non empty interior such that C = −C, then
there exists a packing of translated copies of C in Rd of density at least 2−d,
where, roughly speaking, density means the proportion of Rd covered by the
translated copies of C.
Lemma 3.2. Let M be a space equipped with a measure ψ and a measurable
metric dM . Assume that ψ(M) <∞. Let δ0 > 0 and S be a δ-net of M with
δ ∈ (0, δ0). Let k > 0.
1. Assume there exists a constant c > 0 such that, for any x ∈ M and
r ∈ (0, δ0), it holds that crk > ψ(BM (x, r)). Then |S| > c−1ψ(M)δ−k.
2. Assume there exists a constant c′ > 0 such that, for any x ∈M and r ∈
(0, δ0), it holds that c
′rk < ψ(BM (x, r)). Then |S| < 2kc′−1ψ(M)δ−k.
Proof. To prove (1), we only have to observe that since S is a δ-covering, we
have that
ψ(M) ≤
∑
x∈S
ψ(BM (x, δ)) < |S|cδk
because M = ∪x∈SBM (x, δ). The proof of (2) is similar. Since S is a (δ/2)-
packing, we have that
ψ(M) ≥
∑
x∈S
ψ(BM (x, δ/2)) > |S|c′δk2−k
because, for any distinct x,y ∈ S, we have BM (x, δ/2)∩BM (y, δ/2) = ∅.
In Lemma 3.4, we will apply the previous lemma to the space M = ∂(K+
Bd), where K is an arbitrary convex body and M is equipped with the surface
area measure and the restriction of the euclidean distance. In this space the
balls are caps on the boundary of the convex body D = K +Bd, where a cap
is defined as follow. For a convex body D, a point d ∈ D (usually d ∈ ∂D),
and a positive radius δ > 0, we define the cap of D of center d and radius δ
to be the set
cap (D,d, δ) = {y ∈ ∂D : |d− y| < δ}.
Note that our definition differs slightly from the more usual one, where a cap
is the intersection of the boundary ∂D with a half-space. In the next lemma
we give bounds for the surface area of caps of radius δ ∈ (0, δ0), of bodies
of the form K + Bd, with δ0 = 1 independent from K. Precise bounds for
spherical caps are known, see e.g. Lemma 2.1 in [4], Lemmas 2.2 and 2.3 in
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Figure 1: Hd−1(cap (D,d, δ)) ≥ δd−1κd−1
(
1− δ2
4
)(d−1)/2
[2] or Remark 3.1.8 in [1]. Lemma 6.2 in [16] gives bounds for more general
bodies then the sphere, namely those with C2 boundary of positive curvature,
but with a δ0 depending on K. It does not seems to the author that we can
deduce easily Lemma 3.3 from these results.
Lemma 3.3. Let K ∈ K and D = K +Bd. Let d ∈ ∂D and δ ∈ (0, 1). Then
δd−1κd−12−(d−1) < Hd−1(cap (D,d, δ)) < δd−1κd−1d.
Proof. For the lower bound, we approximate the cap by a (d−1)-dimensional
disc of radius δ
√
1− δ2/4 (see Figure 1). Let H be the tangent hyperplane
to D at d. We have
Hd−1(cap (D,d, δ)) ≥ Hd−1(H ∩B(d, d(d, e)))
= δd−1κd−1
(
1− δ
2
4
)(d−1)/2
> δd−1κd−1
(
3
4
)(d−1)/2
> δd−1κd−12−(d−1).
For the upper bound, we approximate the cap by the union of a (d − 1)-
dimensional disc of radius δ and the spherical boundary of a cylinder of radius
δ and height δ2 (see Figure 2). Thus
Hd−1(cap (D,d, δ)) < Hd−1(H ∩B(d, δ)) +Hd−2(H ∩ S(d, δ))δ2
= δd−1κd−1 + δd−2ωd−1δ2
= δd−1κd−1 (1 + δ(d− 1)) < δd−1κd−1d.
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|g − i| = 1− cos(arcsin δ)
∈ (δ2/2, δ2) when δ ∈ (0, 1)
Figure 2: Hd−1(cap (D,d, δ)) < δd−1κd−1 + δd−2ωd−1δ2
Set c3 := 2d
−1κ−1d−1 = Θ(d
1/2)d and c4 := 4
dκ−1d−1 = Θ(d
1/2)d. As a
direct consequence of the two previous lemmas and the fact that Hd−1(∂D) =
2Vd−1(D), we have the following lemma. We omit the proof.
Lemma 3.4. Let K ∈ K and D = K + Bd, δ ∈ (0, 1) and S a δ-net of the
boundary ∂D. We have that
c3Vd−1(D)δ−(d−1) < |S| < c4Vd−1(D)δ−(d−1).
For a convex body K with boundary ∂K of differential class C 1 and x ∈
∂K, we denote by v(x) the outer unit normal vector of K at x. Using Lemma
3.4, we can prove the two following lemmas in a similar way as Propositions
2.4 and Proposition 2.7 of [15]. We will only sketch the proofs.
Lemma 3.5. Let K ∈ K with ∂K of class C 1 and δ ∈ (0, 1). There exists a δ-
net of ∂K, with respect to the distance dm(x,y) = max(|x−y|, |v(x)−v(y)|),
of cardinality at most c4Vd−1(K +Bd) δ−(d−1).
Sketch of the proof. Set D = K + Bd. Construct a δ-net on the boundary
∂D and then project it onto ∂K. The bound on the cardinality comes from
Lemma 3.4.
Set c5 := 3
(d−1)/4c4 = Θ(d1/2)d.
Lemma 3.6. Let K ∈ K and 0 <  < 1. Then, there exists a polytope P ⊃ K
with
dH(K,P) < 
and with number of facets at most
c5Vd−1(K +Bd) −(d−1)/2.
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Sketch of the proof. Reduce the proof to the case where K has a smooth
boundary. Set an appropriate value δ = δ(). Consider the δ-net S built in
Lemma 3.5. Construct the circumscribed polytope P ⊃ C with one facet tan-
gent to C at each point of S. Finally bound the Hausdorff distance dH(C,P ).
The bound on the number of facets comes from the bound on the cardinality
of the δ-net in Lemma 3.5.
Set c6 := c
2/(d−1)
5 = Θ(d). With the last lemma, we can now prove
Theorem 1.2.
Proof of Theorem 1.2. Let n > c5Vd−1(K +Bd).
Set  = c6Vd−1(K + Bd)2/(d−1)n−2/(d−1). By the assumption made on n, we
have  < 1. Hence, we can apply Lemma 3.6. There exists a polytope P ⊃ K
with dH(K,P) <  and such that its number of facets is at most
c5Vd−1(K +Bd) −(d−1)/2 = n.
The approximations of the constants ci using the Landau notation tells us that
there exist absolute constants c1 and c2 such that c5 < c
d
1d
d/2 and c6 < c2d
for any d. This yields the proof.
4 Shape factor
In this section we define gl, a shape factor, i.e. a scale and translation invariant
function on K. Lemma 4.2 tells us how gl(K) describes the elongation of a
given convex body K.
Set c7 := c5Vd−1(Bd).
Definition 4.1. For any fixed parameter l > c7 we define the functions
bl, fl, gl : K → (0,∞) by
bl(K) = sup{t ∈ (0,∞) : l > c5Vd−1(tK +Bd)},
fl(K) = inf
t∈(0,bl(K))
Vd−1(tK +Bd)2/(d−1)
t
,
and
gl(K) =
fl(K)
V1(K)
.
It is clear that the three functions are translation invariant. One can check
that bl is homogeneous of degree −1, fl is homogeneous of degree 1 and gl is
homogeneous of degree 0. Therefore, for any fixed l, gl is a shape factor. The
next lemma gives a geometric interpretation of gl.
Lemma 4.2.
1. For any K ∈ K, the function l 7→ gl(K) is decreasing.
2. If d = 2 and l > c7 is fixed, then gl is constant on K.
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3. If d ≥ 3, l > c7 is fixed, and K ∈ K is neither an interval nor a ball,
then
gl(I) < gl(K) < gl(B) for any l > c7,
where I denotes an interval and B a ball.
4. Assume that 1 ≤ i < j ≤ d(d−1)/2e. There exist constants δi,j and ni,j,
both depending on d, such that the following holds. For any convex body
K ∈ K and  > 0, we have
if
Vj(K)
1/j
Vi(K)1/i
<  then gNi,j()(K) ≤ δi,jβ, (5)
where Ni,j() := ni,j
−α with α = 2d(d − 1)/2e(d − 1)d−1, and β =
2d(d− 1)/2e(d− 1)−1d−1.
Proof. (1) is a direct consequence of the definition of gl. (2) comes from the
fact that in this case Vd−1 = V1 is additive. (3) is implied by (4). It only
remains to prove (4).
For the rest of the proof we write vi := Vi(B
d)1/i for i = 1, . . . , d. Thanks
to point 3 of the present lemma, we have that gNi,j()(K) ≤ gNi,j()(B). This
implies that, without loss of generality, we can assume that  < c, for c > 0
as small as one need. We also reduce the proof to the case i = 1 and j = j0 =
d(d− 1)/2e. Because of the isoperimetric inequality (2), we have
Vj0(K)
1/j0
V1(K)
≤ ci,j Vj(K)
1/j
Vi(K)1/i
where ci,j :=
vj0vi
vjv1
. (6)
Assume that there exist constants δ1,j0 and n1,j0 such that (5) holds for
i = 1 and j = j0. Let 1 ≤ i < j ≤ j0 and (i, j) 6= (1, j0). We set
δi,j := δ1,j0c
β
i,j and ni,j := n1,j0c
−α
i,j . In particular, Ni,j() = ni,j
−α =
n1,j0(ci,j)
−α = N1,j0(ci,j). Assume that K is such that Vj(K)1/jVi(K)−1/i <
. By (6) we have Vj0(K)
1/j0V1(K) < ci,j. This implies that gNi,j()(K) =
gN1,j0 (ci,j)(K) ≤ δ1,j0(ci,j)β = δi,jβ. This shows that we only have to con-
sider the case i = 1 and j = j0.
Since both parts of (5) are scale invariant, we also assume without loss
of generalities that V1(K) = 1. Let  ∈ (0, 1) and l > c7. From now on, we
assume that
Vj0(K)
1/j0 < . (7)
Set
pC(t) := Vd−1(tK +Bd)
(3)
=
d−1∑
k=0
(d− k)κd−k
2d
Vk(K)t
k.
Observe that it is a strictly increasing and continuous function and that
gl(K) = fl(K) =
(
inf
t∈(0,bl(K))
t−(d−1)/2pC(t)
)2/(d−1)
(8)
and bl(K) = p
−1
C (c
−1
5 l).
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Observe that j0 − 1− (d− 1)/2 ≤ −1/2. Hence, for t > 1,
t−(d−1)/2pC(t) ≤ S1(K)t−1/2 + S2(K)t(d−1)/2,
where
S1(K) :=
j0−1∑
k=0
(d− k)κd−k
2d
Vk(K) and S2(K) :=
d−1∑
k=j0
(d− k)κd−k
2d
Vk(K).
The isoperimetric inequalities (2) gives that
S1(K) ≤ κd
2
+
j0−1∑
k=1
(d− k)κd−k
2d
(
vk
v1
)k
=: c8.
It also implies that, for k = j0, . . . , d−1, we have Vk(K) ≤ (vk/vj0)kVj0(K)k/j0 .
And since Vj0(K)
k/j0 < k ≤ j0 , it follows that
S2(K) ≤
d−1∑
k=j0
(d− k)κd−k
2d
(
vk
vj0
)k
j0 =: c9
j0 .
Therefore, for t > 1,
t−(d−1)/2pC(t) ≤ c8t−1/2 + c9j0t(d−1)/2 =: q(t). (9)
Since we want t−(d−1)/2pC(t) small, we define t > 0 such that q(t) is mini-
mal. But it holds that the derivative of q is
q′(t) =
−c8
2
t−3/2 +
c9
j0(d− 1)
2
t(d−3)/2.
Thus,
t =
(
c9
j0(d− 1)
c8
)−2/d
= c10
−2j0/d
with c10 := (c9(d− 1)/c8)−2/d. Now, we observe that
t−(d−1)/2 pC(t)
(9)
≤ q(t) = c8(c10−2j0/d)−1/2+c9j0(c10−2j0/d)(d−1)/2 = c11j0/d
with c11 := c8c
−1/2
10 + c9c
(d−1)/2
10 . This implies that if bN1,j0 ()(K) > t then
gN1,j0 ()(K)
(8)
≤
(
t−(d−1)/2 pC(t)
)2/(d−1) ≤ (c11j0/d)2/(d−1) ≤ δ1,j0β
with δ1,j0 := c
2/(d−1)
11 and β := 2j0(d− 1)−1d−1.
It remains only to set N1,j0() such that bN1,j0 ()(K) > t. Set
c12 :=
κd
2
+
d−1∑
k=1
(d− k)κd−k
2d
(
vk
v1
)k
and p˜(t) := c12t
d−1.
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Again because of the isoperimetric inequality, we have that pC(t) < p˜(t), for
any t > 1. Hence if u > p˜(1) = c12 then p
−1
C (u) > p˜
−1(u). Set
N1,j0() := c5c12t
d−1
 = n1,j0
−α
with n1,j0 := c5c12c
d−1
10 and α := 2j0(d− 1)d−1. Thus we have
bN1,j0 ()(K) = p
−1
C (c
−1
5 N1,j0()) = p
−1
C (c12t
d−1
 ) > p˜
−1(c12td−1 ) = t
whenever t > 1. But t > 1 when  < c
−1/α
10 . This completes the proof.
5 Proof of Theorem 1.1
Theorem 1.1 is a direct consequence of the following lemma and point 4 of
Lemma 4.2. Let c13 > c6.
Lemma 5.1. Let K ∈ K. For any n > c7, we have
d1(K,n) < c13gn(K)V1(K).
I.e. for any integer n > c7, there exists a polytope P ⊃ K with n facets such
that
dH(K,P ) < c13gn(K)
V1(K)
n2/(d−1)
.
Proof. The condition n > c7 implies that bn(K) and gn(K) are well defined.
Let t ∈ (0, bn(K)). We have defined bn(K) precisely such that the convex
body tK and the number n satisfy the conditions required to apply Theorem
1.2. So there exists a polytope Pt with n facets such that
dH(tK, Pt) < c6Vd−1(tC +Bd)2/(d−1)n−2/(d−1).
Therefore, for any t ∈ (0, bn(K)), we see that
dH
(
K,
1
t
Pt
)
< c6
Vd−1(tK +Bd)2/(d−1)
t
n−2/(d−1).
Since c13 > c6, there exists t0 ∈ (0, bn) such that
dH
(
K,
1
t0
Pt0
)
< c13
(
inf
t∈(0,bn)
Vd−1(tK +Bd)2/(d−1)
t
)
n−2/(d−1).
But it holds that
inf
t∈(0,bn)
Vd−1(tK +Bd)2/(d−1)
t
= fn(K) = gn(K)V1(K),
which yields the proof.
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