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In this paper we provide a detailed description of the inchworm Monte Carlo formalism for the exact study of
real-time non-adiabatic dynamics. This method optimally recycles Monte Carlo information from earlier times
to greatly suppress the dynamical sign problem. Using the example of the spin–boson model, we formulate the
inchworm expansion in two distinct ways: The first with respect to an expansion in the system–bath coupling
and the second as an expansion in the diabatic coupling. The latter approach motivates the development of a
cumulant version of the inchworm Monte Carlo method, which has the benefit of improved scaling. This paper
deals completely with methodology, while Paper II provides a comprehensive comparison of the performance
of the inchworm Monte Carlo algorithms to other exact methodologies as well as a discussion of the relative
advantages and disadvantages of each.
I. INTRODUCTION
The description of real-time dynamics in many-body
quantum systems continues to provide major chal-
lenges for current research. An accurate theoreti-
cal understanding of nonequilibrium processes ranging
from charge and energy transport in quantum dots and
molecular junctions1 to laser-induced electronic phase
transformations2 is crucial for the interpretation of ex-
perimental results and the eventual design of new mate-
rials and technologies. Quantum Monte Carlo (QMC)
techniques form the basis for the exact description of
the thermodynamics of systems dominated by quantum
fluctuations.3 In this setting, a variety of QMC meth-
ods may be used to exactly calculate the properties of
lattice and continuum systems, including systems where
boson particle statistics induce non-trivial collective phe-
nomena such as the transition to a superfluid state.4–6
The inclusion of fermionic statistics within QMC is more
difficult, reflecting the NP-hardness of the generic elec-
tronic structure problem.7 This difficulty reveals itself in
the ”fermionic sign problem,” where Monte Carlo sum-
mands alternate sign, leading to a poor signal-to-noise
ratio that can inhibit the accurate calculation of the ther-
modynamic properties of fermionic assemblies. Despite
this difficulty, the umbrella of QMC techniques has es-
sentially solved the problem of the thermodynamics of
non-fermionic systems,8–11 while great progress continues
to be made towards the development of accurate QMC
approaches for fermions.12–19
The simulation of real-time quantum dynamics
presents another layer of difficulty that is absent when
thermodynamics alone is considered. In general, when
considering the exact simulation of quantum dynamics,
the computational cost scales exponentially with increas-
ing time. This poor scaling manifests in distinct ways in
different methodologies.20–27 Within attempts to extend
QMC to the real-time axis, exponentially poor scaling
arises from the oscillating phase factors generated by the
time evolution operator e−iHt. The summation of ran-
dom phase information leads to a shrinking signal to noise
ratio known as the ”dynamical sign problem”. This af-
flicts all dynamical QMC simulations, regardless of the
nature of the underlying particle statistics.16–19
Modern diagrammatic variants of QMC (dQMC) have
proven extremely powerful in the study of thermody-
namic properties of impurity models, which consist of
a small interacting subsystem coupled to noninteracting
fermionic or bosonic baths.27 The extension of these ap-
proaches to real-time dynamics has also met with some
success.21–24,28,29 In particular, in conjunction with par-
tial resummations of the exact diagrammatic series26,27
and reduced dynamics techniques,30,31 real-time dQMC
has proven capable of the exact simulation of nonequi-
librium properties in the paradigmatic Anderson model
for non-trivial time scales in select parameter regimes.32
Despite the aforementioned successes, previous real-time
dQMC methods have all been plagued by the dynamical
sign problem to differing degrees.26,33–37 Very recently, a
new dQMC method, dubbed the ”inchworm algorithm,”
has been introduced that largely overcomes the dynam-
ical sign problem.38 The inchworm algorithm optimally
recycles diagrammatic information so that the compu-
tational cost scales approximately quadratically, as op-
posed to exponentially, with time. For the case of the
Anderson model, the inchworm algorithm has enabled
exact real-time simulation even deep within strongly cor-
related regions of the parameter space, such as the Kondo
and mixed valence regimes.
While progress for the Anderson model has been im-
pressive, it should be noted that the number and range of
exact benchmarks for this model are far fewer than those
available for a simpler impurity model: the spin–boson
model. The spin–boson model consists of a two-level sys-
tem coupled linearly to a bosonic bath, and constitutes
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2the basic proxy for dissipative condensed phase charge
and energy transfer problems.39–41 Two decades of nu-
merical effort aimed at the spin–boson problem have pro-
duced a suite of methodologies capable of long-time sim-
ulation of nonequilibrium observables over essentially the
entire parameter space of the model.16,33,34,42–49 In this
sense, the spin–boson model embodies a stringent test
which should be passed by any new numerically exact
approach to real-time quantum dynamics.
In the following work, we use the spin–boson model as
a platform to provide the essential details of the inch-
worm approach and to improve and expand upon the
methodology. In particular we describe two diagram-
matic expansions (and their resummations within the
inchworm framework) rooted in distinct exactly solvable
reference systems. We further introduce a new cumulant-
based approach50–53 that reduces the computational cost
from quadratic to linear in time. In essence, the use of
cumulants allows for the construction of an inchworm ex-
pansion for the memory function directly from the mo-
ment expansion and without the need for any a priori
information about the memory kernel itself. We argue
that taken together, the distinct inchworm algorithms
presented here should essentially cover the relevant pa-
rameter space of the spin–boson model. We defer the
detailed comparison of our new approach to established
benchmarks, as well as a discussion of the relative bene-
fits and drawbacks of our approach, to a companion pa-
per.
We concentrate on a minimal model in equilibrium
here, but expect most of the impact of this methodol-
ogy to come from generalizations. The generalization
to nonequilibrium scenarios, such as multiple baths and
time-dependent Hamiltonians, is trivial and will incur no
meaningful computational cost. The generalization to
multilevel systems is also straightforward: for the sys-
tem–bath coupling expansion, the rank of the propaga-
tor matrix is the number of subsystem states N , and
the algorithm should scale as the cost of matrix multipli-
cations, at O
(
N3
)
. In practice, the propagator matrix
may be sparse under certain conditions, such that better
scaling may be achievable. On the other hand, the dia-
batic coupling expansion is very promising in that it can
be formulated entirely in the language of single-particle
Green’s functions rather than many-body states. In this
form, it should scale as O
(
(logN)
3
)
, similarly to certain
equilibrium methods.25,27
The organization of the paper is as follows. In Sec. II,
we review the real-time dQMC scheme and the inchworm
algorithm in a general formalism. In Sec. III, we formu-
late the system–bath coupling expansion and its corre-
sponding inchworm expansion. In Sec. IV, the diabatic
coupling expansion is described. In Sec. V, we intro-
duce cumulant inchworm expansions based on the dia-
batic coupling expansion. Our conclusions are presented
in Sec. VI.
II. DQMC SCHEME AND THE INCHWORM
ALGORITHM
In this section, we briefly review the real-time dQMC
approach,27 the emergence of the dynamical sign problem
and the inchworm algorithm38 in a general framework.
We consider a generic Hamiltonian of an open quantum
system in the form
H = Hs +Hb +Hsb, (1)
where Hs and Hb are the Hamiltonian of the system
and the bath, respectively, and Hsb describes the sys-
tem–bath coupling. For a given observable O, we are
interested in its time-dependent expectation value
〈O (t)〉 = Tr{ρ0eiHtOe−iHt} . (2)
Here, 〈·〉 = Tr {ρ0·} is the trace performed over all de-
grees of freedom and ρ0 is the initial density matrix of
the full system. It should be noted that equilibrium time
correlation functions may also be calculated within the
framework outlined below,32,36 however for simplicity we
focus on one-time non-equilibrium quantities of the form
(2).
A. Dyson series
To evaluate the dynamics of the observable 〈O (t)〉, a
key needed element is the propagator e−iHt, which is
difficult to calculate in a computationally useful form. In
general, we can expand the propagator in a perturbative
fashion by writing the Hamiltonian as
H = H0 +H
′, (3)
thus partitioning H into a (solvable) H0 and an inter-
action Hamiltonian H ′. In this interaction picture, the
dynamics of an operator O is given by
eiHtOe−iHt = U† (t) O˜ (t)U (t) , (4)
where the propagator is U (t) given by U (t) =
eiH0te−iHt. We denote the time-dependent operator in
the interaction picture by O˜ (t) = eiH0tOe−iH0t. One can
expand the propagator using the time-ordered Dyson se-
ries (~ = 1)
U (t) =
∞∑
n=0
(−i)n
∫ t
0
dt1
∫ t1
0
dt2 · · ·
∫ tn−1
0
dtn
× H˜ ′ (t1) H˜ ′ (t2) · · · H˜ ′ (tn)
(5)
which contains a series of interaction operators H˜ ′ (ti) =
eiH0tH ′e−iH0t with the chronological time ordering t >
t1 > t2 > · · · > tn > 0. If this expansion is applied
to the two interaction picture propagators in Eq. 4, the
folded Keldysh contour naturally emerges from the se-
quence of interaction operators generated by the prod-
uct. The interaction operators arising from U (t) have
3time arguments denoted as
{
t+i
}
, and are thought of as
existing on the forward or + branch of the contour, while
those emanating from U† (t) have time arguments de-
noted as
{
t−i
}
, and exist on the backward or − branch.
This is illustrated in Fig. 1a. The contour is folded at
t = tmax, where the observable operator is applied. Each
set of time arguments,
{
t+i
}
and
{
t−i
}
, is time ordered:
tmax > t
±
1 > t
±
2 > · · · > 0±, where 0± denote the initial
time on the ± branch, respectively. Therefore, we can
write Eq. 4 as
O (t) =
∞∑
n=0
∫ tmax
0
dt+1
∫ t+1
0
dt+2 ...
∫ t+n−1
0
dt+n×
∞∑
n′=0
∫ tmax
0
dt−1
∫ t−1
0
dt−2 ...
∫ t−
n′−1
0
dt−n′×
(−i)n in′H˜ ′ (t−n′) · · · H˜ ′ (t−1 )×
O˜ (tmax) H˜
′ (t+1 ) · · · H˜ ′ (t+n ) .
(6)
For brevity, it will be convenient to write the two types
of time arguments on the two branches of the contour in
terms of a single time argument label si:
si =
{
s+i = t
+
n−i+1 i ≤ n,
s−i = t
−
i−n n < i ≤ m.
(7)
Here, m = n + n′ and {si} is ordered according to the
Keldysh contour causality, s1 < · · · < sm as shown in
Fig. 1. We define si < sj if si occurs before sj on the
Keldysh contour. Therefore, we can write Eq. 4 as an
expansion in terms of si,
O (t) =
∞∑
m=0
m∑
n=0
∫
dsm · · ·
∫
ds1 (−1)n im×
H˜ ′ (sm) · · · H˜ ′ (sn+1) O˜ (tmax) H˜ ′ (sn) · · · H˜ ′ (s1) ,
(8)
where the integration
∫
dsm · · ·
∫
ds1 is taken to repre-
sent∫
dsm · · ·
∫
ds1 =
∫ tmax
0
dt+1
∫ t+1
0
dt+2 ...
∫ t+n−1
0
dt+n∫ tmax
0
dt−1
∫ t−1
0
dt−2 ...
∫ t−
n′−1
0
dt−n′ .
(9)
Each term in the expansion can be represented by di-
agrams, in which a vertex or open circle in Fig. 1(a)
represents the interactions occurring at the times {si}
and a cross symbol indicates the tip or the folding time
tmax of the Keldysh contour where the observable opera-
tor acts. For instance, Fig. 1b shows the diagrams of the
unperturbed term (m = 0) and some example diagrams
of second order (m = 2, two vertices) and of fourth order
(m = 4, four vertices).
(a)
(b)
= +
+ +
++
+
(1)
(3)
(5)
(2)
(4)
(6)
Figure 1. (a) A configuration s drawn on the Keldysh con-
tour, with physical times ti on the forward or + branch and
t′i on the backward or − branch. Below, the configuration is
shown on the unfolded contour with contour times si. The
× indicates the tip or fold of the contour and the ticks in-
dicate interaction operators H ′. (b) General framework of
bare dQMC. The thin line represents an unperturbed prop-
agator e−iH0s, while the thick line represents the exact sum
over all possible configurations contributing to some observ-
able 〈O (t)〉. (1) is the zeroth (m = 0) order contribution,〈
eiH0tOe−iH0t
〉
. (2)–(4) are examples of second (m = 2) or-
der contributions with (2)n = 1, (3)n = 2, and (4)n = 0. (5)
and (6) are examples of fourth (m = 4) order configurations.
B. Real-time path integral formulation
The dynamical quantities of interest can be expressed
in the form of a path integral, or more generally the in-
tegral over the contour configuration space
〈O (t)〉 =
∫
dsO (s) , (10)
where we denote s = {si} as the contour configuration.
Note that this expression is implicitly time-ordered and
the integration
∫
ds is taken to mean∫
ds =
∞∑
m=0
m∑
n=0
∫
dsm · · ·
∫
ds1. (11)
The contribution of a given configuration s is given by
O (s) = (−1)n im
〈
H˜ ′ (sm) · · · H˜ ′ (sn+1)×
O˜ (tmax) H˜
′ (sn) · · · H˜ ′ (s1)
〉
.
(12)
This object is a seemingly complicated multi-time quan-
tity, but in many cases is that it can be efficiently eval-
uated since it is defined by an interaction picture under
the propagation associated with a solvable H0.
The dQMC method provides an unbiased estimator
for the infinite-dimensional integral over all configuration
parameters,
∫
dsO (s), by summing over a set of sample
4configurations si drawn from some normalized probabil-
ity distribution defined by Prob (s) = w(s)∫
dsw(s)
≡ w(s)Zw .
The Metropolis–Hastings algorithm54,55 is method for
generating a sample set of this type when only w (s) is
known. To see how this is used, consider that for any
prescribed weight function w (s), we have∫
dsO (s) = Zw
∫
ds
O (s)
w (s)
Prob (s) . (13)
Given that the {si} for i ∈ {1, ...,M} are drawn from
Prob (s), in the limit of large M one obtains∫
dsO (s) ' Zw
M
M∑
i=1
O (si)
w (si)
≡ Zw
〈O
w
〉
w
. (14)
Importantly, we note that Zw is completely independent
of the observable calculated. Therefore, to remove the
dependence on Zw, we introduce a “normalizing” observ-
able N =
∫
dsN (s) which can be evaluated analytically.
Evaluating N via the same Monte Carlo procedure, one
obtains
N =
∫
dsN (s) ' Zw
〈N
w
〉
w
. (15)
With this normalization, Zw cancels out of all final ex-
pressions:∫
dsO (s) = N
∫
dsO (s)∫
dsN (s) ' N
Zw
〈O
w
〉
w
Zw
〈N
w
〉
w
= N
〈O
w
〉
w〈N
w
〉
w
.
(16)
Since we have complete freedom in the choice of N , one
is free to choose a quantity which is easy to evaluate in
both the Monte Carlo and the analytical calculation. The
choice used here is N (s) = 1, such that N is simply the
hypervolume of the multidimensional space of interaction
times. Since this hypervolume normalization is positive
definite, it cannot have a sign problem, and all poten-
tial sign problems must appear in the nominator. For
w (s), we typically choose the absolute value |O (s)| of
the contribution to the observable itself or a closely re-
lated property, such that the summation is optimized for
summing large contributions to a particular observable.
It is currently unknown whether this choice is optimal.
One may choose w (s) as any positive definite functional
of the configuration s does not affect the correctness and
accuracy of the algorithm. Yet, different choices of w (s)
can strongly affect the precision and efficiency. For a
given amount of computer time, one will be left with dif-
ferent error estimates.
C. Dynamical sign problem and inchworm algorithms
Unfortunately, summing individual contributions to an
observable in this manner, the so-called bare dQMC al-
gorithm, generally involves a dynamical sign problem. In
real-time dQMC, the dynamical sign problem is caused
by the oscillatory nature of real-time propagators which
results in exponentially growing computational cost as
time increases.21,22,28,56 To circumvent the dynamical
sign problem, we employ inchworm expansions.38 This
allows us to efficiently reuse quantities propagated within
short time intervals in the calculation of quantities prop-
agated between longer times. Two concrete examples of
practical inchworm algorithms for the spin–boson model
will be developed below.
We briefly introduce the general concept behind inch-
worm expansions. Let si < s↑ < sf be three times: an
“initial,” “inchworm” and “final” time, respectively. As-
sume some set of properties have been exactly evaluated
for all cases where all interaction vertices are restricted
to the time interval [si, s↑]. Given knowledge of these
auxiliary restricted quantities, it is often possible to con-
struct an efficient expansion for the same set of quantities
with the vertices restricted to the longer interval [si, sf ].
This describes an inchworm step, or the process of inch-
ing. A series of inchworm steps allows one to start with a
set of easily evaluated restricted quantities defined over
very short intervals, eventually obtaining the set of unre-
stricted physical quantities for which interaction vertices
span the full length of the Keldysh contour.
The inchworm algorithm has the distinct advantage
(when compared to its bare equivalent) that much fewer
diagrams must be sampled to obtain a converged answer,
since each inchworm diagram contains an infinite num-
ber of bare diagrams. Often, relatively few low-order
inchworm diagrams contain all important contributions
from the relevant bare diagrams at all orders. This ad-
vantage comes at two important costs. First, as when
working with nonequilibrium Green’s functions, one is
forced to calculate a complete set of two-time properties
even if only single-time properties are of interest. Specif-
ically, all propagators between any two points in [si, s↑]
are required to obtain a propagator between si and sf .
The memory cost of the algorithm is proportional to the
square of the number of points on the time contour. For
a naive implementation (where this information is nei-
ther distributed nor shared) that data is duplicated to
all processes in the final stages of the calculation, rapidly
becoming a limiting factor. Second, Monte Carlo evalu-
ations at long times are no longer independent of short-
time evaluations, and errors are carried forward in time
during the stepping procedure. This has profound com-
putational implications in that the algorithm is not “em-
barrassingly parallel” like standard Monte Carlo tech-
niques, since information concerning short-time propaga-
tors must be distributed between the various computer
nodes performing the calculation. Furthermore, careful
error analysis is required in order to take error propa-
gation into account. Essentially, a series of completely
independent calculations must be carried out to evaluate
the statistical errors, and one must then verify that sys-
tematic errors due to the error propagation (in addition
to the statistical ones common to all Monte Carlo tech-
5niques) are assessed and converged to within the desired
accuracy.57
Within the formulation of the inchworm algorithm,
each single inchworm step is numerically exact, in the
sense that unbiased results are obtained with only statis-
tical errors that can be converged to any desired accuracy
by increasing the number of Monte Carlo samples. The
sequence/grid of inchworm steps with finite size becomes
exact at the limit of small time discretization, where all
propagators between shorter time intervals can be inter-
polated into a smooth functional form which accurately
represents the exact continuous propagator. In practice,
it is usually also necessary to truncate (and converge in)
the maximum order of sampled configuration for each
inchworm step. A more detailed discussion and a se-
quence of tests will be presented in the companion paper.
D. Spin–boson model
We now specialize the discussion to the case of the
spin–boson model. This allows us to give explicit ex-
pressions for the terms that emerge in expansions that
employ different choices of H0. The form of the Hamil-
tonian is given by Eq. (1). The system Hamiltonian Hs
is taken to be a two-level system in the diabatic basis
|α〉 ∈ {|1〉 , |2〉},
Hs = σˆz + ∆σˆx. (17)
In this notation, σˆz = |1〉 〈1| − |2〉 〈2| and σˆx = |1〉 〈2| +
|2〉 〈1|. The energetic bias  is the energy difference be-
tween the two diabatic states, and the diabatic coupling
∆ characterizes spin flip processes within the electronic
system. The boson bath consists of a set of harmonic os-
cillators with frequencies ω` described by the bath Hamil-
tonian
Hb =
∑
`
1
2
(
p2` + ω
2
`x
2
`
)
=
∑
`
ω`
(
b†`b` +
1
2
)
. (18)
The system–bath coupling Hsb is assumed to be linear in
the bath coordinates
Hsb = σˆz
∑
`
c`x`. (19)
The coupling constants c` describe the strength of the
interaction between the harmonic modes and the spin.
The system–bath coupling is typically parametrized in
compact form by the spectral density
J (ω) =
pi
2
∑
`
c2`
ω`
δ (ω − ω`) . (20)
Throughout this work, we will concentrate on the local
dynamics of the spin σˆz in the diabatic basis
〈σz (t)〉 = Tr
{
ρ0e
iHtσˆze
−iHt} . (21)
Here we only address factorized initial conditions cor-
responding to thermal equilibrium of the bath in the
absence of the system–bath coupling, such that the
initial density matrix is given by the factorized form
ρ0 = ρs ⊗ ρb, with the bath initially in equilibrium
ρb =
e−βHb
Trb{e−βHb} . We specify the initial condition of
the spin as ρs = |1〉 〈1|. Treatment of more general ini-
tial conditions is simple but will not be discussed further
here.
There are several useful ways of partitioning H into H0
and H ′ such that the perturbation series of Eq. 3 can be
carried out, each yielding a different type of expansion.
We will discuss two such choices. One treatment takes
H ′ = Hsb, expanding with respect to the system–bath
coupling. Another takes H ′ = ∆σˆx, expanding in the
diabatic coupling ∆. In Secs. III–V, we discuss these
expansions and their inchworm Monte Carlo implemen-
tations.
III. SYSTEM–BATH COUPLING INCHWORM (SBCI)
EXPANSION
A. Bare dQMC
We start with the example of the bare dQMC expan-
sion in terms of the system–bath coupling H ′ = Hsb.
This expansion is analogous to the hybridization expan-
sion in the Anderson model, for which the first inchworm
expansion was formulated. The unperturbed Hamilto-
nian is taken to be H0 = Hs +Hb and the initial density
matrix is ρ0 = |1〉 〈1| ⊗ ρb. To write a dQMC expres-
sion for the expectation value of the observable O = σˆz,
we must determine the contribution O (s) of any given
configuration s to this expectation value in the form of
Eq. 12:
O (s) = (−1)n im
〈
H˜sb (sm) · · · H˜sb (sn+1)×
σ˜z (t) H˜sb (sn) · · · H˜sb (s1)
〉
.
(22)
In the interaction picture H˜sb (s) = e
iH0sHsbe
−iH0s can
be factorized as
H˜sb (s) = σ˜z (s)×
∑
`
c`x˜` (s) , (23)
and we define the operator of the bath part as
B˜ (s) =
∑
k
c`x˜` (s) . (24)
It turns out that for a linear coupling of the form of
Eq. (19), one can write Eq. (22) as a product of a system
influence functional U (s) and a bath influence functional
L (s):
O (s) = (−1)n imU (s)L (s) . (25)
6The system influence functional U (s) for the given ini-
tial condition |1〉 〈1| is defined as
U (s) = 〈1| σ˜z (sm) · · · σ˜z (sn+1)×
σ˜z (tmax) σ˜z (sn) · · · σ˜z (s1) |1〉 . (26)
For the spin- 12 case, all operators can be written in the
form of matrices of rank 2 in the basis of the Hilbert space
of the isolated spin. Eq. (26) can then be efficiently eval-
uated as a matrix product of unperturbed system propa-
gators of the form e−iHs(si−si−1), sandwiched between σˆz
operators with si− sj denoting the difference of physical
times given by Eq. (7).
The bath influence functional is given by an m-time
interaction picture correlation function of the bath oper-
ator B˜ (s) in the form of
L (s) =
〈
B˜ (sm) · · · B˜ (s1)
〉
b
, (27)
where we denote 〈·〉b = Trb {ρb·} and ρb is the initial bath
density matrix. Using Wick’s theorem,3,58 which is valid
for the bath operators within the interaction picture, one
can express L (s) as a sum of products of two-time cor-
relation functions by use of the identity〈
B˜ (sm) · · · B˜ (s1)
〉
b
=
∑
q∈Qm
∏
(j,k)∈q
〈
B˜ (sk) B˜ (sj)
〉
b
.
(28)
The bath influence functional is zero for odd m. Qm
denotes the set of possible distinct pairings of the integers
1, 2, ..., m: each element q ∈ Qm is a set of ordered tuples
corresponding to a single pairing. For example, for m = 2
there is only one pairing, q = {(2, 1)}, and
Q2 = {{(1, 2)}} .
For m = 4 there are three possible pairings:
Q4 = {{(1, 2) , (3, 4)} , {(1, 3) , (2, 4)} , {(1, 4) , (2, 3)}} ,
and so on. With these definitions, the bath influence
functional takes the form
L (s) =
∑
q∈Qm
Lq (s) , (29)
where the functional of a given pairing q;
Lq (s) =
∏
(j,k)∈q
〈
B˜ (sk) B˜ (sj)
〉
b
, (30)
corresponding to a particular diagram with the coupling
lines connecting sj and sk on the Keldysh contour (see
Fig. 2b). The two-time correlation function of the har-
monic bath in the interaction picture can be evaluated
semi-analytically prior to the start of the dQMC calcu-
lation as〈
B˜ (sk) B˜ (sj)
〉
b
=
2
pi
∫
dωJ (ω)×[
coth
(
βω
2
)
cosω (sk − sj)− i sinω (sk − sj)
]
.
(31)
In practice, an m-time path configuration includes (m−
1)!! diagrams, and computing each diagram requires m/2
evaluations of the bath correlation function. Thus, cal-
culating an m–time correlation function requires a total
of (m− 1)!! (m/2) function evaluation, which approaches
m√
2
(m/e)
m/2
in the largem limit. This rapidly becomes a
bottleneck for high perturbation order. However, rather
than explicitly summing over all diagrams in a configu-
ration, it is possible to sum over the pairings as defined
in Eq. (29) within the Monte Carlo procedure, thus ef-
fectively removing this scaling issue at the cost of an
overall increase in the sign problem (since the configura-
tion space is expanded). In practice, this should only be
done if extremely high orders are needed, and it was not
necessary anywhere in the companion paper.
B. Restricted propagators and observables
To facilitate our discussion of the inchworm algorithm,
we now define restricted propagators on contour subin-
tervals. Propagators are defined with respect to particu-
lar physical observables. The bare restricted propagator
G
(0)
αβ (sf , si) is defined as follows. When the subinterval
[si, sf ] is on a single branch of the contour, such that
s+i , s
+
f < tmax or s
−
i , s
−
f > tmax , then
G
(0)
αβ
(
s±f , s
±
i
)
= 〈α| e−iHs(s±f −s±i ) |β〉 . (32)
When the endpoints of the interval are on two different
branches, it is defined differently in order to account for
the observable at the contour’s folding point. In this case
the operator associated with the observable is σz (tmax),
such that:
G
(0)
αβ
(
s−f , s
+
i
)
= 〈α| e−iHs(s−f −tmax)σze−iHs(tmax−s
+
i ) |β〉 .
(33)
These bare propagators are designated by thin solid lines
in the diagrammatic representation (see Fig. 2a). The
full restricted propagator from si to sf can be defined in
terms of Eqs. (32) and (33) with HS replaced by H, and
is evaluated (by way of the Dyson series) as an integral
over configurations
Gαβ (sf , si) =
∫
s∈[si,sf ]
dsGαβ (s) . (34)
The notation s ∈ [si, sf ] indicates that the vertex times
appearing in the configuration s are restricted to the in-
terval [si, sf ]. The influence functional then takes the
same general form as Eq. (25)
Gαβ (s) = (−1)n imU ′αβ (s)L (s) , (35)
namely it is composed of system and bath parts, U ′αβ (s)
and L (s). The bath influence functional is identical to
the one given by Eqs. (29) and (30), and the system in-
fluence functional will be discussed immediately below.
7The system influence functional, like the bare prop-
agator, takes on different forms for intervals on a sin-
gle branch as compared to across branches. For a single
branch interval, it is
U ′αβ
(
s ∈
[
s±i , s
±
f
])
=
〈α| e−iHss±f σ˜z
(
s±n
) · · · σ˜z (s±1 ) eiHss±i |β〉 , (36)
while for a cross-branch interval it becomes
U ′αβ
(
s ∈
[
s+i , s
−
f
])
=
〈α| e−iHss−f σ˜z
(
s−m
) · · · σ˜z (s−n+1)×
σ˜z (t) σ˜z
(
s+n
) · · · σ˜z (s+1 ) eiHss+i |β〉 .
(37)
Note that if s+i = s
+
f or s
−
i = s
−
f , with both times
on the same branch, the restricted propagator is triv-
ially equal to G(0) (sf , sf ) = G (sf , sf ) = 1. However, if
s+i = s
−
f , with the times appearing on opposite branches,
Gαβ
(
s−f , s
+
i
)
becomes the expectation value of the ob-
servable given that the system density matrix was ini-
tially in the state |β〉 〈α|:
Gαβ
(
s−f , s
+
f
)
= 〈〈α|σz (t− sf ) |β〉〉b . (38)
In terms of diagrams, the full restricted propagator is
represented by a thick segment (see Fig. 2a).
C. Inchworm algorithm
Suppose that the full set of restricted propagators
Gαβ (sk, sj) for all si < sj , sk < s↑ is known, and one
wants to evaluate a restricted propagator over a longer
interval [si, sf ], with sf > s↑. It is possible to define an
extended propagator for the interval [si, sf ] by appending
the bare propagator to the full propagator:
G (sk, sj) =

G(0) (sk, sj) sj , sk > s↑,
G (sk, sj) sj , sk < s↑,
G(0) (sk, s↑)G (s↑, sj) sj < s↑ < sk.
(39)
Since the contributions of all configurations s ∈ [si, s↑]
are included in the extended propagator, it is in fact only
necessary to sum over configurations in which at least one
vertex is contained in the interval [s↑, sf ]. The propaga-
tor over the entire interval [si, sf ] can be constructed as
a path integral over configurations
G (sf , si) =
∫
s∈[si,sf ]
dsGαβ (s) . (40)
The influence functional Gαβ is defined in terms of ex-
tended propagators and a modified bath influence func-
tional. It takes the form
G (s) = G (sf , sm) · · ·G (s2, s1)G (s1, si)×
∑
q∈Q′m
Lq (s) .
(41)
The bath influence functional
∑
q∈Q′m Lq (s) is similar
to that of Eq. (28), but summation is only carried out
over Q′m ⊆ Qm, a subset of the pairings including only
inchworm proper pairings.
To define inchworm propriety, we first define two pairs
to be connected if their interaction lines, which are drawn
between the members of each pair, cross each other. As
connectedness is clearly an equivalence relation, any pair-
ing can be partitioned into disjoint sets of connected
pairs, called “clusters”. A pairing or diagram is inchworm
proper if this procedure does not generate a cluster with
all of its vertices contained in [si, s↑]. Put differently, to
check whether a particular diagram is inchworm proper
one should cluster together sets of interaction lines which
cross each other. If and only if every cluster includes at
least one line with an endpoint in [s↑, sf ] is the diagram
inchworm proper. This is illustrated in Fig. 2, where two
examples of improper diagrams are crossed out.
It is straightforward to prove that any diagram in the
bare expansion is accounted for once and only once within
the inchworm scheme, and that an inchworm diagram
does not generate any spurious diagrams not included in
the bare scheme; therefore, it is formally exact. However,
every inchworm diagram contains an infinite number of
bare diagrams, making the expansion substantially more
efficient than the bare one.
This method will be referred to as the System–Bath
Coupling Inchworm (SBCI) approach in the companion
paper.
IV. DIABATIC COUPLING EXPANSION
A. Polaron transformation
We now consider an expansion in terms of the dia-
batic coupling H ′ = ∆σx, i.e. the spin-flip interaction.
Analogous approaches for the Anderson–Holstein model
have been very successful in certain regimes.21,59–61 The
unperturbed Hamiltonian is in this case H0 = Hb +
σz (+
∑
k ckxk). Since H0 commutes with σz, its eigen-
states maintain the spin quantum number σ = ±1, which
partitions them into two subspaces. Within each sub-
space the Hamiltonian is easily diagonalized by a po-
laron transformation. The effective Hamiltonian for the
σ = +1 and σ = −1 subspaces, respectively, is
Hσ = Hb + σ
(
+
∑
`
c`x`
)
. (42)
We apply the (canonical) transformation
BσHσB†σ = Hb + σ−
∑
`
c2`
ω2`
, (43)
where
8(a)
(b)
= +
++
+ +
(1)
(3)
(5)
(2)
(4)
(c)
= +
+
+ +
+
(1)
(5)
(7)
(2)
(6)
+ +
(3) (4)
+
(8)
Figure 2. (a) Diagrammatic representation of the bare re-
stricted propagatorG(0) (thin solid line) and the full restricted
propagator G (thick solid line) of the subinterval [si, sf ] on an
unfolded Keldysh contour. (b) The bare dQMC expression for
the system–bath coupling expansion. The arched curves con-
necting pairs of vertices within each configuration describe
the coupling interaction. Diagram (b.1) is the zeroth order
contribution. Diagram (b.2) is the diagram associated with a
given 2nd order configuration (s1, s2). Diagrams (b.3)–(b.5)
are three diagrams (corresponding to three possible pairings
ofQ4) associated with a 4th order configuration (s1, s2, s3, s4).
(c) The inchworm algorithm in the system–bath coupling ex-
pansion. All the full restricted propagators are assumed to be
known for any subinterval to the left of the s↑ time. Diagram
(c.1) is the zeroth order inchworm diagram. Diagram (c.2),
(c.4) and (c.5) are all inchworm proper 2nd order diagrams.
Diagrams (c.3) is an inchworm improper diagram that is in-
cluded in diagram (c.1). Diagrams (c.6)–(c.8) are associated
with the same 4thorder configuration. Diagrams (c.6) and
(c.7) are included in diagrams (c.4) and (c.5), respectively
and only diagram (c.8) is inchworm proper.
Bσ =eθσ , (44)
θσ =σ
∑
`
c`
ω
3/2
`
(
b†` − b`
)
. (45)
Since θ+ = −θ−, it is convenient to write B†σ = Bσ¯. We
also define σ = σ−
∑
`
c2`
ω2`
. With these definitions, the
unperturbed propagator can be written in the form
e−iH0t =
∑
σ=±
e−iσtBσ¯e−iHbtBσ |σ〉 〈σ| . (46)
In this form the interaction picture time evolution will
turn out to be very easy to evaluate, as discussed below.
The natural initial condition for the expansion in the
diabatic coupling is ρb = exp [−βH±], and using one of
these two choices simplifies the expressions substantially.
However, in order to allow for rigorous comparison with
the system–bath coupling expansion, we choose to start
from a state described by ρb = exp [−βHb]. Unfortu-
nately, this introduces additional complications in the
expressions given below, and we will comment on this
as we proceed. The choice of initial condition does not
otherwise impact the formalism.
B. Bare dQMC
To obtain a dQMC algorithm for the expectation value
of O = σˆz, we must write the contribution O (s) of a
configuration s in the form of Eq. 12. In the interaction
picture, σ˜x (s) = e
iH0sσxe
−iH0s, we can write
O (s) = (−1)n im∆m
〈
σ˜x (sm) · · · σ˜x (sn+1)×
σ˜z (t) σ˜x (sn) · · · σ˜x (s1)
〉
.
(47)
We designate the state between [sk,sk+1] as σk+1 for
k ∈ {0, . . . ,m− 1}, with s0 ≡ 0+ and sm+1 ≡ 0−. The
observable σz at the tip of the contour does not change
the state, while every application of σx flips the state
from σ to σ¯. Since the initial condition of the spin is
specified ρs = |1〉 〈1| = |+〉 〈+|, we have σ1 = σm+1 = +.
The contribution O (s) of a configuration s to the ex-
pectation value of O = σˆz can then be expressed as a
product of a system influence functional Φ (s) and a bath
influence functional J (s):
O (s) = (−1)n im∆mΦ (s)J (s) . (48)
The system functional Φ (s) handles the influence of
propagation within the system,
Φ (s) = 〈+1|σn′x σzσnx |+1〉
× exp
[
−i
m+1∑
k=1
σk (sk − sk−1)
]
,
(49)
whiles the bath functional J (s) is a multi-time correla-
tion function of bath operators
J (s) =
〈
B˜− (sm+1)
m∏
k=1
B˜2σ¯k (sk) B˜+ (s0)
〉
b
. (50)
Here 〈·〉b = Trb {ρb·} and ρb is the initial bath density
matrix. The first and last factors are induced by the
initial condition. By a generalized Wick’s theorem for
polaron shift operator (see Appendix A), we can write
J (s) as a product of two–time correlation functions,
J (s) =
∏
(j,k)∈Coddm+2 C (sk, sj)
rkrj∏
(j,k)∈Cevenm+2 C (sk, sj)
rkrj . (51)
9where ri = 1 if i = 1,m + 1, otherwise ri = 2. The
fact that the powers in the numerator and denominator
may differ arises from the initial condition. Here we have
defined
Cevenm+2 = { (j, k) ∈ Cm+2| |k − j| even} , (52)
and
Coddm+2 = { (j, k) ∈ Cm+2| |k − j| odd} . (53)
which are subsets of all possible pairings of m + 2 ele-
ments. The pairings of m elements, Cm, denotes the set
of all ordered tuples composed of different integers be-
tween 0 and m− 1. For example,
Codd2 = {(0, 1)} , Ceven2 = {} ,
where {} denotes the empty set and
Codd4 = {(0, 1) , (1, 2) , (2, 3) , (0, 3)} ,
Ceven4 = {(0, 2) , (1, 3)} .
The correlation function C (sk, sj) is one of the expres-
sions complicated by the initial condition, and is given
by
C (sk, sj) =
〈
B˜− (sk) B˜+ (sj)
〉
b
(54)
In general, we can write the two-time correlation function
of the polaron shift operator as (see Appendix. (A))
C (sk, sj) = e
−Q2(s)−iQ1(s), (55)
with
Q1 (s) =
2
pi
∫
dω
J (ω)
ω2
sinωs, (56)
and
Q2 (s) =
2
pi
∫
dω
J (ω)
ω2
coth
(
βω
2
)
(1− cosωs) . (57)
In the diagrammatic representation shown in Fig. 3, the
two-time correlation function is represented by dashed
lines. There exists an extra set of lines due to the initial
condition, which connect every vertex to the edges of the
diagram. To avoid overcrowding the diagram with infor-
mation, these are not shown. A dashed line above the
contour describes a contribution to the numerator, while
one under the contour describes one associated with the
denominator. Each vertex is connected by such interac-
tion lines to every other vertex in the configuration, and
since only one way to do this exists, each configuration
generates exactly one diagram. The bare Monte Carlo
implementation based on this expansion is illustrated in
Fig. 3b.
C. Inchworm algorithm
The process of formulating an inchworm expansion is
analogous to that of Sec. III C, but with the diagram-
matic structure of the diabatic coupling expansion. Inch-
worm proper and improper diagrams are illustrated in
Fig. 3c. The main difference is that whereas diagrams
in the system–bath coupling expansion include interac-
tion lines only between vertices paired within a particu-
lar pairing, the diabatic coupling expansion includes an
interaction line between every two vertices. Therefore,
there is only one “cluster” of vertices in every diagram,
and that diagram is required to have at least one vertex
in [t↑, tf ]. The only diagram not containing such a clus-
ter is the order zero diagram (shown as (1) in Fig. 3c).
This is also the only diagram containing an infinite num-
ber of bare diagrams: each diagram containing a cluster
is completely identical to the one and only bare diagram
that it represents.
The main advantages of the inchworm algorithm are
therefore lost in the direct diabatic coupling scheme de-
scribed here, and indeed we have verified that upon im-
plementation of such an algorithm an exponential dy-
namical sign problem appears (not shown). However, in
the remainder of this paper, this problem is circumvented
by transforming the expansion to a cumulant form. From
this perspective, a very useful inchworm algorithm then
emerges.
V. DIABATIC COUPLING CUMULANT INCHWORM
(DCCI) EXPANSION
As noted in Sec. IV, the diabatic coupling expansion
in its direct Keldysh formulation has a peculiar diagram-
matic structure in which each interaction vertex is di-
rectly connected to every other vertex. As such, this ex-
pansion does not significantly benefit from the inchworm
algorithm, which relies on the ability to cut diagrams
into weakly-connected subgraphs. We now show that by
reformulating the diabatic coupling expansion in cumu-
lant form, one obtains a formalism which is much more
amenable to inchworm dQMC. The cumulant formalism
has the additional advantage of being written in physical
(rather than contour) time, such that in the absence of a
sign problem the computation scales linearly with time,
as will be demonstrated in the companion paper.
Since cumulants are most conveniently defined in terms
of moments, the moment form of the expansion will first
be presented. Cumulants and the cumulant inchworm
algorithm will then be presented.
A. Moments
Consider the evaluation of the dynamics of an observ-
able O in terms of its moments, µm (τ1, ..., τm). Given
that we have Eq. (10), such that 〈O (t)〉 = ∫ dsO (s), the
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Figure 3. (a) A configuration including s0 = si and sm+1 = sf
for the diabatic coupling expansion. The state of the system
flips at every si. (b) Diagrams appearing in bare dQMC. The
dashed curve (12) indicates an interaction line in either the
numerator (above the contour) or the denominator (below it).
Only one diagram corresponds to each configuration. (c) The
naive inchworm scheme. Diagrams with no vertices after s↑
(such as (c.3) and (c.5)) are contained in the zeroth order
term (c.1) and need not be summed. Other diagrams, such
as (c.4) and (c.6), are analogous to those of the bare dQMC.
observable can be written in terms of a moment expan-
sion ∫
dsO (s) =
∞∑
m=0
∫
dτµm (τ1, τ2, · · · , τm) . (58)
While the integration
∫
ds is performed over contour
time, the integration
∫
dτ is performed over physical
times τ1 > τ2 > · · · > τm, such that
∫
dτ =
∫ t
0
dτ1
∫ τ1
0
dτ2 · · ·
∫ τm−1
0
dτm. (59)
An mth-order moment µm (τ1, τ2, · · · , τm) is defined as
µm (τ1, ..., τm) =
∑
αi∈{+,−}
O (Tc [τα11 , ..., ταmm ]) , (60)
where Tc indicates contour time ordering and the αi = ±
are the Keldysh branch indices. The moments are defined
as functions of a set of real times, and the Keldysh branch
indices are summed over. This is equivalent to simulta-
neously collecting the contributions from entire classes
of path configurations associated with the real times,
τ1, ..., τm, as illustrated diagrammatically in Fig. 4a. No-
tably, it is exponentially expensive as a function of the
order m to evaluate moments in terms of diagrams, as an
mth order moment is the sum of 2m diagrams.
For the population operator O = σz in the diabatic
coupling expansion, the 0th order moment is µ0 = 1 and
odd moments vanish, µ2n+1 = 0. The expectation value
of σz can therefore be written in terms of the even mo-
ments
〈σz (t)〉 = 1 +
∫ t
0
dτ1
∫ τ1
0
dτ2µ2 (τ1, τ2)
+
∫ t
0
dτ1
∫ τ1
0
dτ2
∫ τ2
0
dτ3
∫ τ3
0
dτ4
× µ4 (τ1, τ2, τ3, τ4)
+ . . . .
(61)
With the initial density matrix |1〉 〈1| e−βHb specified ear-
lier, the second population moment simplifies to53
µ2 (τ1, τ2) = −4∆2Re
{
e2i(τ1−τ2)J (0+, τ+2 , τ+1 , 0−)} ,
(62)
and the fourth moment to
µ4 (τ1, τ2, τ3, τ4) = 4∆
2 × Re
{
e2i(τ1−τ2+τ3−τ4)J (0+, τ+4 , τ+3 , τ+2 , τ+1 , 0−)+
e2i(τ1−τ2−τ3+τ4)J (0+, τ+4 , τ+3 , τ−1 , τ−2 , 0−)+
e−2i(τ1−τ2−τ3+τ4)J (0+, τ+4 , τ+2 , τ−1 , τ−3 , 0−)+
e−2i(τ1−τ2+τ3−τ4)J (0+, τ+3 , τ+2 , τ+1 , τ−4 , 0−)}.
(63)
Evaluating the moments within dQMC is therefore an
alternative scheme for calculating dynamics. While linear
in time (rather than quadratic, like the Keldysh formal-
ism which involves two times), this expansion involves an
additional exponential cost in the diagram order, due to
the summation over the Keldysh indices. However, bare
moment expansions typically converge very slowly if at
all, and hold no real advantage over a direct calculation
(though they may be of help with sign problems in cer-
tain cases62). It is therefore often advantageous to resum
moments into cumulants. It turns out that a relationship
exists between cumulant resummation and the inchworm
algorithm, and this will be shown below.
B. Cumulants
Moment expansions can be immediately resummed
into cumulant expansions in several ways.50,53 For the
present purpose, it is advantageous to choose the
chronological ordering prescription (COP) cumulant
expansion,53 which yields the time-nonlocal equation of
motion
11
d 〈σz (t)〉
dt
=
∞∑
m=2
∫ t
0
dτ1
∫ τ1
0
dτ2...
∫ τm−2
0
dτm−1
× γm (t, τ1, ..., τm−1) 〈σz (τm−1)〉 .
(64)
An advantage from the inchworm perspective is imme-
diately apparent: the expression depends on the popu-
lation at shorter times, such that previously calculated
properties can perhaps be reused. The m-th order COP
cumulant γm (t, τ1, ..., τm−1) can be obtained by plugging
Eq. (61) into both sides of Eq. (64) and equating terms
of equal order. For example,
γ2 (τ1, τ2) = µ2 (τ1, τ2) , (65)
γ4 (τ1, τ2, τ3, τ4) = µ4 (τ1, τ2, τ3, τ4)−µ2 (τ1, τ2)µ2 (τ3, τ4) ,
(66)
and γ2n−1 = 0. A general m-th order cumulant, γm, can
be obtained recursively:
γm (τ1, ..., τm) =
∑
p∈Pm
− (−1)|p|×
∏
(i1,i2,··· ,i2n)∈p
µ2n (τi1 , τi2 · · · , τi2n) .
(67)
The set Pm describes all possible ways of partitioning a
sequence of integers 1, 2, . . . ,m into subsequences of ad-
jacent numbers, each having an even number elements.
Each partition p ∈ Pm can be represented by a set of
ordered tuples (i1, i2, . . . , i2n) corresponding to one sub-
sequence, and |p| is the number of subsequences within
the partition. For instance,
P2 = {{(1, 2)}} ,
P4 = {{(1, 2, 3, 4)} , {(1, 2) , (3, 4)}} ,
P6 = {{(1, 2, 3, 4, 5, 6)} , {(1, 2) , (3, 4, 5, 6)} ,
{(1, 2, 3, 4) , (5, 6)} , {(1, 2) , (3, 4) , (5, 6)}} .
The diagrammatic description of COP cumulants in
terms of moments is shown in Fig. 4b. A cumulant of
any given order can be expressed in terms of moments
up to and including the same order.
C. Naive inchworm algorithm
The dynamics of 〈σz (t)〉 within the COP cumulant ex-
pansion can be evaluated by dQMC. To simplify the no-
tation, it is convenient to redefine the times t, τ1, ..., τm−1
as τ1, τ2..., τm, respectively; these obey the physical time
ordering τ1 > · · · > τm. As before, the times will be indi-
cated by the vector quantity τ when possible. By carry-
ing out the integration
∫ t
0
dτ1 on both sides of Eq. (64),
an expression for 〈σz (t)〉 in terms of itself is obtained:
〈σz (t)〉 = 1 +
∫ t
0
dτK (τ ) , (68)
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Figure 4. (a) The real-time coordinate is represented by the
thin double lines. The bare double line segment [0, tmax] cor-
responds to the bare propagator in the diabatic expansion on
the Keldysh contour folded at tmax. A m
th order moment
of a real time configuration (τ1, τ2 · · · , τm) is illustrated as a
dashed-edged box from τ1 to τm with solid vertical ticks at
each configuration time. There are 4 distinct diagrams on the
Keldysh contour associated with the 2nd moment µ2 (τ1, τ2):
s =
(
τ−1 , τ
−
2
)
,
(
τ+2 , τ
+
1
)
,
(
τ+1 , τ
−
2
)
,
(
τ+2 , τ
−
1
)
. These diagrams
are plotted by connecting the vertices with the diabatic in-
teraction lines as in Fig. (3). The 4th moment contains 24
diagrams on the contour. Here, we demonstrate only 4 ex-
ample diagrams. (b) The COP cumulants of a real-time con-
figuration (τ1, τ2 · · · , τm) are illustrated as a solid-edged box
with vertical ticks at each configuration time. Here, we show
the diagrammatic representation of Eq. (65) and (66), which
illustrate the 2nd and 4th cumulants in terms of the moments.
K (τ ) = γm (τ1, ..., τm) 〈σz (τm)〉 . (69)
Since γ2n−1 = 0, the path integration
∫ t
0
dτ can be ex-
plicitly written as∫ t
0
dτ =
∑
m∈even,≥2
∫ t
0
dτ1
∫ τ1
0
dτ2...
∫ τm−1
0
dτm. (70)
Since the functional K (τ ) depends on 〈σz (tm)〉, the
observable is evaluated at the smallest time in the con-
figuration τ . Since this is the quantity being evaluated, it
is not known to begin with and there is no bare expansion
of the COP type. However, it is straightforward to im-
plement a simple inchworm algorithm: assume 〈σz (τ)〉 is
known for all τ ∈ [0, τ↑]. The expectation value at t > τ↑
can then be expressed as:
〈σz (t)〉 = 〈σz (τ↑)〉+
∫ t
τ↑
dτK (τ ) . (71)
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Figure 5. Diagrammatic representation of the naive prescrip-
tion of the inchworm algorithm, Eq. (71). The solid-edged
boxes with vertical ticks are the COP cumulants as shown in
Fig. (4). The τ↑ is indicated as the ↑ on the physical time
coordinate. Each configuration corresponds to one single di-
agram. Diagrams (3) and (4) have all cumulant boxes lying
in the known region (to the left of ↑) and are considered been
included in diagram (1) for this inchworm step. The cumulant
boxes in diagrams (2) and (6) straddle the τ↑ time and their
contribution can be calculated by Eq. (69). Diagrams (5) and
(7) have all cumulant boxes located to the right of the ↑, are
unknown for this inchworm step in the naive version.
Here
∫ t
τ↑
dτ represents the path integral∫ t
τ↑
dτ =
∞∑
m=2
∫ t
τ↑
dτ1
∫ τ1
0
dτ2...
∫ τm−1
0
dτm, (72)
which describes integration over the configuration sub-
space for which at least one τ1 is within the interval [τ↑, t].
This defines a formally exact inchworm step, which ap-
pears to leverage knowledge of 〈σz (τ)〉 for times up to τ↑
in order to obtain the same observable for the final time
t. Examples of diagrams appearing in this expansion are
shown in Fig. 5. Diagrams in which the rightmost time
index is to the left of τ↑ (crossed out in the figure) are
included in the 0th order contribution (diagram (1) in
Fig. 5) and need not be summed.
Unfortunately, the inchworm step we have just de-
scribed cannot be implemented as it stands, and has been
introduced chiefly for didactic purposes. This is because
it includes contributions where 〈σz (τ)〉 is needed at time
argument τ > τ↑. Two examples are overlaid with a ques-
tion mark in Fig. 5. Such contributions are unknown and
must be dropped from the expansion, leading to an er-
ror the magnitude of which can be shown to be linear
in ∆t = t − τ↑. In practice, this makes convergence of
the algorithm to the exact result (by progressively re-
ducing the size of the inching time step ∆t) very hard
to achieve. However, as Subsection V D shows, this issue
can be overcome by taking a closer look at the structure
of the diagrams.
D. Cumulant inchworm algorithm
It is now necessary to solve the problem raised in Sub-
section V C, namely the fact that one is unable to eval-
uate diagrams from configurations having τm > τ↑ for
some m. To do so, it is possible to first unwind the
resumming done implicitly by the cumulant expansion,
then reintroduce it wherever possible. To see how this
works, one inserts the functional Eqs. (68) and (69). This
gives
〈σz (t)〉 =1 +
∫ t
0
dτγm (τ )
+
∫ t
0
dτγm (τ )
∫ τm
0
dτ ′K (τ ′) ,
(73)
and we sample an additional configuration τ ′ for the
integration
∫ τm
0
dτ ′. This can be iterated any number
of times, generating an expansion in terms of multiple
cumulants, with the population pushed to increasingly
high-order terms. Examples of terms appearing in this
unwound cumulant expansion are shown in Fig. 6a. The
term “wound / wind” is used to distinguish this proce-
dure from “dressing / dress” used in the context of Dyson
equations,58 and in particular to distinguish “unwound”
from “bare.”
The unwound expansion can be written as
〈σz (t)〉 = 1 +
∫
dτΓ (τ ) , (74)
where the functional Γ depends only on the COP cumu-
lants. At a general (even) order m, Γ contains terms of
various partitions Pm, as introduced in Sec. V B:
Γ (τ1, ..., τm) =
∑
p∈Pm
∏
(i1,i2,··· ,i2n)∈p
γ2n (τi1 , τi2 · · · , τi2n) .
(75)
For instance, the lowest order functional (m = 2) is sim-
ply
Γ (τ1, τ2) = γ2 (τ1, τ2) , (76)
while that with m = 4 contains two terms originating
from the iteration procedure:
Γ (τ1, τ2, τ3, τ4) = γ4 (τ1, τ2, τ3, τ4) + γ2 (τ1, τ2) γ2 (τ3, τ4) .
(77)
Unlike the original bare expansion in diabatic coupling,
each configuration now generates multiple diagrams (cor-
responding to partitions). For instance, as we show in
Fig. 6a, a 4th order configuration generates 2 diagrams,
(a.3) and (a.4), and a 6th order configuration generates 4
diagrams, (a.5)–(a.8). We note briefly that it is easy to
show that the unwound expansion corresponds exactly to
the moment expansion, in the sense that Γi = µi. How-
ever, the advantages of the unwound representation will
immediately become apparent.
The unwinding completely removes the dependence on
the population 〈σz (τ)〉, but does so at the cost that
the resummation properties of the COP expansion are
lost. We now partially rewind the series wherever this
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does not interfere with the assumptions of the inch-
worm step, in particular the fact that we only have ac-
cess to populations for τ < τ↑. The inchworm step
is performed by stochastically sampling configurations
τ = (τ1, ..., τm) ∈ [0, t], as before
〈σz (t)〉 = 〈σz (τ↑)〉+
∫ t
τ↑
dτK′ (τ ) . (78)
For each configuration, one sums only diagrams stem-
ming from a proper subset of the partitions, P ′m ⊆
Pm, obtained by excluding partitions with subsequences
(parts) having all times in [0, τ↑]. With this, we define
Γ′ (τ ) =
∑
p∈P′m
∏
(i1,i2,··· ,i2n)∈p
γ2n (τi1 , τi2 · · · , τi2n) , (79)
such that the functional to be summed is
K′ (τ ) =
{
Γ′ (τ ) 〈σz (τm)〉 if τm < τ↑,
Γ′ (τ ) 〈σz (τ↑)〉 if τm > τ↑. (80)
The diagrammatic representation of this cumulant inch-
worm expansion is illustrated in Fig. 6b, where three ex-
amples of improper partitions (diagrams) are crossed out.
Note that contribution (b.8) takes into account precisely
the kind of diagram missing in the naive inchworm algo-
rithm.
To justify that the cumulant inchworm expansion is
formally equivalent to the unwound expansion, it must
be shown that the two sets of diagrams generated by
respective expansions are identical. To do so, we have
to prove that (a) these two sets of diagrams contain each
other, in the sense that every unwound diagram in one set
is represented in the other; and (b), each diagram in one
set is mapped to only a single diagram in the other set
(such that the measure is conserved under summation).
We will proceed by example, rather than presenting a
formal proof.
To argue point (a), we need to show a containment re-
lationship in both directions. First, any cumulant inch-
worm diagram generates only diagrams contained in the
set of unwound diagrams. This is trivial since the thick
solid segment in each cumulant inchworm diagram can be
considered an infinite sum of unwound diagrams within
that segment. In the reverse direction, any unwound di-
agram can be found in the set of cumulant inchworm
diagrams: given an unwound diagram, one can construct
a cumulant inchworm diagram containing it by Eqs. (79)
and (80). As an example, we consider the lowest order
in Fig. 6b with a 2nd order configuration τ = (τ1, τ2).
The configuration generates one unwound diagram of the
(a.2) type. For the same configuration’s cumulant inch-
worm diagram, three cases are possible: τ1 > τ↑ > τ2,
τ↑ > τ1 > τ2, and τ1 > τ2 > τ↑, which correspond to
diagrams (b.2), (b.3), and (b.5), respectively. It is clear
that diagram (b.3) is improper and has been included in
diagram (b.1). Thus, an unwound diagram of the (a.2)
type is contained in (b.2), (b.3), or (b.1) depending on
its relationship with τ↑.
Point (b) requires unique correspondence in both di-
rections. One direction is trivial—each cumulant inch-
worm diagram can be written as an infinite sum of unique
unwound diagrams. In the other direction, we need to
show that if there exist two cumulant inchworm diagrams
which contain the same unwound diagram, one of these
two cumulant inchworm diagrams must be eliminated.
The propriety of cumulant inchworm diagrams ensures
this uniqueness: consider a 4th-order unwound diagram
of type (a.4) with configuration τ = (τ1, τ2, τ3, τ4). If
τ1 > τ↑ > τ2, the unwound diagram could in principle be
contained in two (not necessarily proper) cumulant inch-
worm diagrams, (b.2) and (b.4). Diagram (b.4) is then
eliminated by the requirement of propriety. Similarly,
if τ2 > τ↑ > τ3, the unwound diagram could be con-
tained in two cumulant inchworm diagrams, (b.5) and
(b.7), but (b.7) is improper and therefore can be elimi-
nated. For other cases, the uniqueness is trivial: there
is only one (necessarily proper) cumulant inchworm dia-
gram containing the unwound diagram. For example, if
τ3 > τ↑ > τ4, only diagram (b.8) can contain it.
With points (a) and (b) justified, it is clear that an
exact correspondence exists between the cumulant inch-
worm expansion and the unwound expansion. Every di-
agram in the cumulant inchworm expansion corresponds
to an infinite number of unwound diagrams, and while
the expansion does not perform resummation over the en-
tire length of the contour like the system–bath coupling
expansion, it also has the distinct advantage of scaling
linearly in time. It therefore constitutes a highly efficient
method which is complementary to the system–bath cou-
pling inchworm approach. We note in passing that a
similar (cumulant-based) approach to the system–bath
coupling expansion is possible, but our preliminary at-
tempts to pursue it indicated that it may in practice be
less efficient than the SBCI.
This method will be referred to as the Diabatic Cou-
pling Cumulant Inchworm (DCCI) approach in the com-
panion paper.
VI. CONCLUSIONS
In this paper we develop two complementary dQMC
inchworm approaches for the simulation of exact real-
time non-adiabatic dynamics. These approaches are
based on generic expansions in either the system–bath
coupling or the diabatic coupling, respectively, and thus
should be of general utility. For concreteness, as well as
to permit benchmarking of the approach, we specialize
to the case of the spin–boson model. A discussion of the
relative benefits and drawbacks of our approach and de-
tailed comparisons to established exact methods will be
presented in the companion paper.
Our first approach is based on a system–bath coupling
expansion, analogous to the hybridization expansion in
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Figure 6. (a) The unwound dQMC expression for the full
cumulant expansion. The thick solid lines are the exact dy-
namics of expectation value and the thin double lines are the
unperturbed value 1 within the diabatic expansion. The solid-
edged boxes with vertical ticks are the COP cumulants as
shown in Fig. (4). Each configuration may yield more than
one diagram: 2-time configurations gives one 2nd order di-
agram (a.2); 4-time configurations yield diagrams (a.3) and
(a.4) corresponding to 2 partitions in P4; 6-time configura-
tions contain diagrams (a.5)–(a.8) corresponding to 4 parti-
tions in P6. (b) The cumulant inchworm algorithm. Any dia-
gram that has a stand alone part (a cumulant box) to the left
of the ↑ has been included in the other diagrams and needs to
be neglected in the inchworm step. Diagram (b.3) is included
in diagram (b.1); diagram (b.4) is included in diagram (b.2);
diagram (b.7) is included in diagram (b.5).
the Anderson model. Indeed the scheme is nearly iden-
tical to that employed in original inchworm algorithm
formulated for the Anderson impurity model.38 Only the
definitions of connectedness and propriety of diagrams
differ, due to the differences in the model systems stud-
ied. We formally show that proper inchworm diagrams
account for any diagram in the bare Monte Carlo expan-
sion once and only once. The major advantages of the
SBCI approach are twofold: there are far fewer proper
inchworm diagrams than bare diagrams and an infinite
number of bare diagrams are resummed in each contribu-
tion to the inchworm expansion. However, this advantage
comes at a cost, namely one has to calculate two-time re-
stricted propagators and perform a more involved error
analysis during inchworm propagation.
The second inchworm approach is based on the dia-
batic coupling expansion and its cumulant form. Due
to the fact that diagrams within the diabatic coupling
expansion include an interaction line between every two
vertices, the main advantages of the inchworm algorithm
are lost if one follows the previous scheme. To circumvent
this problem, we introduce a cumulant form of the ex-
pansion and propose an alternative inchworm approach,
the diabatic coupling cumulant inchworm (DCCI) expan-
sion. The DCCI expansion has the notable advantage
that only single-time properties are needed, and the sim-
ulation scales linearly in time. Since cumulant forms can
also be used in other inchworm expansions (such as the
SBCI approach), this property should be of general util-
ity. We also note that since the DCCI and SBCI expan-
sions converge differently in distinct parameter regimes,
we expect their combined use to cover much, if not all,
of the relevant parameter space.
The formulations of Monte Carlo approaches with sup-
pressed sign errors presented here are quite general. They
provide a framework allowing for the simulation of both
non-equilibrium and equilibrium observables in general
impurity-type problems. Many of these problems are out
of reach for existing methods and their exact interroga-
tion remains an open challenge. This work paves the way
to explore the scope of the inchworm dQMC methodol-
ogy in such frontier problems, which will be the subject
of future studies.
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Appendix A: Wick’s theorem in the diabatic coupling
expansion
The multi-time correlation function of polaron shift
operators given in Eq. (50) can be written as
J (s) =
〈
B˜− (sm+1) B˜2+ (sm) · · · B˜2− (s1) B˜+ (s0)
〉
b
.
(A1)
The explicit form of the polaron shift operator in the
interaction picture is given by
B˜σ (s) =eθ˜σ(s), (A2)
θ˜σ (s) =σ
∑
`
c`
ω
3/2
`
(
eiω`sb†` − e−iω`sb`
)
. (A3)
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To simplify the notation, we drop the ` index for the time
being and define ξ (s) = c
ω3/2
eiωs, such that
θ˜σ (s) = σ
(
ξ (s) b† − ξ (s)∗ b) . (A4)
The arguments of the polaron shift operators product can
be combined using the identity
evb
†−v∗beub
†−u∗b = e(v+u)b
†−(v∗+u∗)b × e(vu∗−v∗u)/2
(A5)
for boson operators b and b† (as can easily be derived
using the Baker–Campbell–Hausdorff formula63).
Next, the two-time correlator of polaron shift operators
is
Br′σ′ (s′)Brσ (s) = exp
{
[σ′r′ξ (s′) + σrξ (s)] b† − c.c.}×
exp
{
iσ′σr′rIm
[
ξ (s′) ξ (s)∗
]}
.
(A6)
We note that the boson operator part of the correlator
takes the same form as the polaron shift operator and an
additional scalar factor (not a boson operator) emerges.
Therefore, we can recursively combine the argument us-
ing the above identity and find a general expression for
the multi-time correlator
∏
j
Brjσj (sj) = exp
∑
j
σjrjξ (sj) b
† − c.c.
×
exp
i∑
j
∑
k<j
σjσkrjrkIm
[
ξ (sj) ξ (sk)
∗] .
(A7)
The scalar factor part can be rewritten in the form
Im
[
ξ (s′) ξ (s)∗
]
= c
2
ω3 sinω (s
′ − s).
We now focus on the thermal average of the boson
operator, exp
{∑
j σjrjξ (sj) b
† − c.c.
}
. The thermal av-
erage of free boson operator of the above form can be
obtained as
Trb
{
ρbe
κb†−κ∗b
}
= exp
{
−1
2
κκ∗ coth
(
βω
2
)}
, (A8)
where ρb = e
−βHb . We can take the thermal average of
the two-time correlator to obtain
Trb
{
ρbBr′σ′ (s′)Brσ (s)
}
=
exp
{
σ′σr′r
c2
ω3
[1− cosω (s′ − s)] coth
(
βω
2
)}
×
exp
{
iσ′σr′r
c2
ω3
sinω (s′ − s)
}
, (A9)
where a time-independent phase is dropped, since it can-
cels out when a configuration on the Keldysh contour is
considered. By choosing σ′ = −1 and σ = 1 and putting
the ` index back, we can carry out
∑
` in terms of spectral
density J (ω),
Trb
{
ρbBr′− (s′)Br+ (s)
}
=
exp {r′r [−Q2 (s′ − s)− iQ1 (s′ − s)]} ,
(A10)
where Q1and Q2 are defined by Eqs. (56) and (57). The
two-time correlation function, Eq. (55), is then given by
C (s′, s)r
′r ≡ Trb
{
ρbBr′− (s′)Br+ (s)
}
(A11)
Finally, we take the thermal average of the multi-time
correlator
Trb
ρb∏
j
Brjσj (sj)
 = exp
∑
j
∑
k<j
σjσkrjrk
c2
ω3
[1− cosω (sj − sk)] coth
(
βω
2
)×
exp
i∑
j
∑
k<j
σjσkrjrk
c2
ω3
sinω (sj − sk)
 .
(A12)
We can finally carry out
∑
` in terms of spectral density
J (ω), concluding that
Trb
ρb∏
j
Brjσj (sj)
 = ∏
j
∏
k<j
(C (sj , sk)
rjrk)
−σjσk .
(A13)
Since we have σj = 1 for j even and σj = −1 for j odd,
the powers are
− σjσk =
{
1 |j − k| odd
−1 |j − k| even . (A14)
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