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SUMMARY 
HYDRAULIC BEHAVIOUR AND PERFORMANCE IMPROVEMENT OF WASTE 
STABILISATION PONDS (WSPs) USING A COMPUTATIONAL FLUID DYNAMIC 
(CFD) AND A PHYSICAL MODEL
by Gerardo J. Aldana
A physical model and a computational fluid dynamic (cfd) model (HYDRO-3D) have been 
developed to simulate the effects of novel maturation pond configurations, inlet and outlet positions, 
channels and critical environmental factors (wind speed and direction) on the hydraulic efficiency 
of maturation ponds at a small sewage treatment works in southern England. The ponds form the 
final, polishing stage of an otherwise conventional percolating filter treatment works. The final 
effluent of the plant joins a stream that discharges directly to a bathing beach. Thus the overall 
objective of the project is to maximise the efficiency of pathogen indicator removal and meet 
European bathing water standards. The specific aim of the study reported here was to calibrate the 
physical model and to assess its reliability as a tool for assessing and predicting hydraulic 
performance of ponds. Work focused on the comparison of simulation outputs from the cfd model 
and full scale system performance in order to increase the reliability of both models as design tools.
The full scale ponds under study comprised three parallel, tertiary stage maturation ponds. Each 
pond received an average flow of 9 litres sec'1 providing a nominal retention time which ranged 
from 50-56 hours and dispersion number of 0.9. The ponds were constructed in the shape of 
channels which produced a length (122m) to width (14.5m) ratio of 8.4:1, which would tend to 
encourage plug flow. The physical model of the open lagoon was scaled down to 1/18th of the area 
of the full scale maturation channel and the flow correspondingly reduced to provide a nominal 
retention time of 52 hours. A Geopacks flow meter was used to calibrate the ratio of water and wind 
velocities in the full scale pond channels and the model. Additionally floats and novel drogues were 
used to measure low flow velocities within the physical model.
Initial tracer experiments using salt and rhodamine-WT were conducted to define the hydraulic 
retention time (HRT) of the physical model in still air and with top and bottom inlets and outlets. 
Salt produced a mean HRT of 35 hours (1.5 d) which was only 32% less than the nominal and it 
was realised that the density of salt was retarding its wash-out with top inlet and wind opposing the 
flow. Salt was therefore abandoned in favour of rhodamine which produced results much closer to 
those produced both by a full scale tracer study and those simulated by HYDRO-3D. The 
rhodamine tracer study in the physical model produced a mean HRT of 28 hours for the model and 
revealed incomplete mixing with peak concentrations leaving the model in several hours and 
hydraulic efficiency correction factor (HECF) = (MHRT/NRT) of 0.54. Rhodamine had the 
additional advantages that time series photographs could be used to demonstrate visually the flow 
paths and rate of movement of plumes, and the location of dead zones. The images presented also 
show the dramatic impact of a wind opposing the flow path of the liquid and emphasise its 
importance in mixing and decreasing the active volume of the pond. This supported empirical 
observations that, with similar counter flow (South-West winds) at the full scale works, complete
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mixing is achieved more quickly and performance efficiency is decreased. However, with an 
opposite wind HYDRO-3D and the physical model produced a mean HRT of 21 and 21 hours 
respectively, and demonstrated that severe short-circuiting and under-performance can occur. 
Without wind, mean HRT was increased to 28 hours in both the physical model and HYDRO-3D 
model. It was concluded that wind blowing opposite to the inlet can reduced hydraulic performance 
by 25% although mixing is increased as indicated by dispersion numbers which varied from 1.1 to 
more higher 1.8.
When the physical model was converted to a three channel configuration a higher performance was 
generally achieved. The dimension for each of the three channels were 660cm x 30cm with a 5 cm 
slot at each channel bend. This resulted in a mean HRT increase to 43 hours without wind. Similar 
results (43 hours) were obtained for HYDRO-3D (HECF = 0.83) and the dispersion number was 
reduced to 0.20, much closer to plug flow. However, with a wind opposite to the inlet the mean 
HRT dropped to 33 hours in the physical model and 33 hours for HYDRO-3D. (HECF = 0.63). The 
dispersion number increased to 0.30. Thus the adverse impact of the wind was more significant 
when length-wise baffles were installed in the waste stabilisation pond, reducing the hydraulic 
performance by 24% and producing partial-dispersed flow. The effect of wind was similar when it 
changed direction i.e. when it was parallel to the inlet the same value of mean HRT was obtained 
for both models (HECF = 0.63). The dispersion number was 0.21.
It is concluded that there is good agreement between the physical model and the calibrated 
computational model in demonstrating the impact of proposed engineering interventions as well as 
the impact of prevailing wind direction. Furthermore, in the physical model the effect of back- 
mixing and dead zones can be readily observed and photographed, whereas this is more difficult to 
display in the outputs of computational models. Potential sources of disagreement are discussed in 
the thesis, but their concurrence suggests they both have a valuable role to play in the future design 
of ponds aimed at maximising hydraulic efficiency. The study also confirmed field observations 
which indicated that wind tends to be damaging rather than beneficial to pond performance.
Key works: computational model, physical model, MHRT, hydraulic performance, dispersion 
number, hydraulic efficiency.
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PREFACE
The development of Waste Stabilisation Ponds (WSPs) seems to have been characterised by a 
number of empirical advances over the past 160 years. In Europe ponds were used in combination 
with the local irrigation of fields by trickling the wastewater on to the fields, whilst in the U.S. 
wastewater disposal was achieved in impoundment basins with an average depth of 1.4m (Seeger, 
1999). The disposal of sewage into impoundment basins of different depths caused variations in the 
hydrodynamic behaviour of the WSPs. The hydrodynamic performance of waste stabilisation ponds 
since 1901 in the USA has been reviewed (Gloyna, 1971). He showed that it was not until 1940 that 
the development of rational designs for pond systems commenced. Between 1950 and 1970 when 
the first research was done complete mixing was assumed for lagoon design. At that time, all the 
design equations were based on the water volume, number of people contributing waste, flow per 
capita waste contribution and temperature reaction coefficient as in Gloyna’s equation (1971). In 
the 1970s, the retention time was used as a variable for the first time in an equation by Marais 
(1974). Marais’ equation was developed assuming complete mixing and rejecting plug flow 
conditions.
At the end of the 1980s and in the beginning of the 1990s a few researchers like Polprasert and 
Bhattarai (1985), and Agunwamba (1992) put forward a dispersed design equation which resulted 
from a combination of plug and completely mixed flow. In those models, the geometry of the 
lagoon was considered for the first time together with the retention time. The kinematic viscosity 
was also considered as a new variable influencing improvement in full-scale lagoon design, but the 
influence of the shape of WSPs and the wind effect on them was not considered.
The majority of these equations are based on false assumptions, such as nominal retention time and 
complete mixing which is not achieved. Tracer studies carried out in the field, show that the 
hydraulic retention time is often 50% less than the nominal one (Lloyd et al, 2002). Other 
calculations for retention time based on nominal capacity and flow e.g. activated sludge, aerated 
lagoons, are based on complete mixing being achieved, because flow is controlled in channels with 
aeration and recycling (Camp, 1946).
xvi
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There are many well-documented papers on the hydraulic behaviour of WSPs, of which only a few 
deal with the wind effect, and they may be divided in two groups. One group considers tbat the 
wind is significant because it reduces the hydraulic performance by increasing short-circuiting, but 
it can improve the transverse mixing (Agunwamba, 1992). Others consider that the wind is 
insignificant because the inertial force controlling the mixing is generated partially by the inlet 
discharge (Shilton, 1999). The published papers on hydrodynamic tracer studies and computational 
models are more extensive. The majority of these are not reliable since the wind effect was ignored 
to provide representative results. As a result of the lack of reliable, well-documented case records 
tbe parameters which control mixing and hydraulic pathways in WSPs are not fully understood. The 
following aspects of hydraulic deficiencies are of particular interest in the design of WSPs:
1) rapid surface flow.
2) arrangement of inlet and outlet, (where outlet and inlet are opposite each other)
3) wind effect.
4) differences between the nominal retention and the mean hydraulic time.
To date there has been no comprehensive and systematic investigation of all of these.
This research attempts to use CFD skills, which have so far been developed and applied to WSPs in 
very few countries e.g. by Wood (1993 and 1998) in Australia and Guganesharajah (2001) in 
England, to acquire an understanding of hydraulic performance by producing plots of simulated 
velocity vectors and the retention time profile in a full-scale WSP. Another method will employ a 
physical model using 1/18 of the length of the full-scale lagoon to investigate the physical and 
hydraulic parameters involved in the lagoon design. The results are expected to achieve an optimum 
CFD solution, able to predict the best hydraulic performance and maximise the retention time in 
WSPs. Field data from WSP systems in England will be used in order to get a calibrated CFD 
model.
A total of sixty five experiments were carried out at the University of Surrey (UniS) physical model 
at three different assessments. A stand fan of 1.7m height was chosen, to reproduce the wind effect.
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The reproducibility of the experiment was tested in several experiments. The experimental 
conditions were selected according to the following criteria:
• Inlet and outlet arrangements
• Interventions within the pond-model to maximise the mean hydraulic retention time
• Wind effect controlling the longitudinal and transverse mixing and dispersion.
For each assessment the best performance was identified and taken into consideration for the next 
series of experiments. A novel method using floats (berries) and baby drogues (plastic sticks and 
berries) was tested to observe the longitudinal dispersion and depth-dispersion. Once the best 
configuration was achieved at each step, its hydrodynamic was compared with a computational 
model, specific the age-distribution curve and the mean hydraulic retention time. The experimental 
data was also compared with a prototype a from full-scale lagoon in England en order to gain a 
calibration of the model.
Most of the CFD research to date has been carried out with uncalibrated models because it is 
difficult to get adequate controlled data from full-scale lagoon experiments. The data used for the 
model validation must be collected during intensive diagnostic field studies. Only one CFD model, 
HYDRO-3D, has been calibrated with field data collected over two years.
Another two years were necessary for further refinement of the computational model and to gain an 
in-depth understanding of the system. The difference between a calibrated and uncalibrated model 
is that the former at least has an agreement with the full-scale lagoon by using field data to test the 
computational model. Two separate procedures are necessary for the calibration methodology. One 
is the calibration, which is to ‘tunec the model to produce satisfactory agreement between the 
measured and modelled parameters. “This process involves the systematic variation of the model 
coefficients and the comparison of the model output against field data. During the calibration 
process, it is essential to perform sensitivity analysis on the coefficients to assess the relative 
importance of each coefficient in the result. The calibration will then be carried out by adjusting the 
coefficients in the model until the model output is in general agreement with the observations” 
(Mott MacDonald, 1991).
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The other is the ‘verification’ which involves validating the model with an independent data set. If 
the validation fails further scrutiny of the data used for calibration and validation is required to 
identify the cause of anomalies. During the calibration process, it is essential to perform sensitivity 
analysis on the coefficients to assess the relative importance of each coefficient in the result.
This thesis is organised as follows:
Chapter 1 provides a summary of fundamental hydraulic problems in WSPs and the methods which 
will be used to investigate these problems. This chapter also defines the aims and objective of the 
study.
Chapter 2 presents a review of the literature. This chapter is split into three parts. The first part 
considers the waste stabilisation ponds, fundamental principles, designs, historical development and 
problems of hydraulics. The second part considers the computational fluid dynamics method and 
the third part the physical model method to provide stiffness parameters for WSPs design.
Chapter 3 describes the procedures to obtain the calibration of the flow rate and wind effect in the 
physical model. In addition, the characteristics of the prototype and physical model are described in 
this chapter.
Chapter 4 presents the physical model results. These are classified in four parts. The first part is the 
comparison between the inlet and outlet arrangements. The second part presents tbe interventions 
with baffles. The third part describes the interventions with channels. The fourth part presents the 
effect of the wind on the model pond.
Chapter 5 presents the HYDRO-3D methodology.
Chapter 6 presents the application of HYDRO-3D to Lidsey South lagoon first channel lagoon.
Chapter 7 presents the results of HYDRO-3D for different analysis such as Lidsey South lagoon 
with three-channel lagoon and physical model.
xix
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Chapter 8 presents the agreements obtained from both models and their results supporting in the 
preceding chapters.
Chapter 9 presents the conclusions and recommendations for further work.
XX
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
LIST OF FIGURES
Figure Title Page
Chapter 1
1.1 Concentration of Rhodamine B at the outlet lagoon in Zulia, 4 
Venezuela. Concentration values were taken at the surface (SI6)
and the bottom (B16).
1.2 a) Dye tracer injection b) General view of Uni S physical model 7
Chapter 2
2.1 a) Laminar flow shear stress caused by random motion of 15
molecules, b) Turbulent flow as a series of random, three 
dimensional eddies
2.2 Typical flow diagram showing the treatment of wastewater with 32
the activated sludge process
2.3 Typical normalised dispersion curves for settling tanks 34
2.4 Common hydraulic flow pattern in reactions a) Plug flow pattern 39
b) Completely mixed flow
2.5 Dispersed flow pattern 41
2.6 Thirumurthi design formula chart 43
2.7 Non-dimensional variance vs dispersion number model 45
2.8 Plan view schematics of typical flow patterns in WSP systems 47
2.9 Typical zones observed in a dye tracer experiment in the UniS 49
physical model (Plan view)
2.10 Inlet and outlet arrangements along the University of Zulia system 52
of facultative ponds
2.11 Variation of velocity in the length-axis at University of Zulia 54
system
2.12 Tracer experiments reproducibility 55
2.13 Typical age distribution curves in WSPs 58
xxi
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure Title Page
2.14 Finite element types 66
2/15 Irregular and regular meshes examples 67
2.16 Discretisation of model area for a composite element with six 69 
nodes and its subdivision into three tetrahedra
2.17 Co-ordinate system 70
2.18 Definition of local co-ordinate system 71
2.19 Local and global numbering of model nodes 71
2.20 Methods for selecting points a) FDM b) FVM (Voroni) 85
2.21 Definition of control volume for tetrahedral elements 89
2.22 Mesh updating characteristics curves 94
2.23 Typical velocity profile in the shallow water system 98
2.24 Finite element meshes 99
2.25 Velocity vector plots 100
2.26 Comparison of tracer study data and CFD model predictions 101
Chapter 3
3.1 Location map of Lidsey’s sewage treatment works in Southeast of 119
England showing North, Central and South lagoons
3.2 Inlet structure and the basin of the central lagoon at Lidsey sewage 120
treatment works.
3.3 Analysis of wind speed and direction at Lidsey WSP system 121
3.4 Outlet structure at Lidsey sewage treatment works central lagoon, 122
showing a sharp-crested weir (detail)
3.5 Series of pictures from tracer study at Lidsey central lagoon 123
3.6 Survey points and sludge level at the bottom in the central Lidsey 125
lagoon
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure Title Page
3.7 Physical model scaled 1/18 constructed with concrete block and 128
liner
3.8 Dye-tracer experiment in the physical model showing the main 129
accessories
3.9 Layout of UniS physical model 130
3.10 Setting pump calibration during starting point (flow) 138
3.11 Setting pump calibration during starting point (power) 138
3.12 Average flow throughout the physical model 143
3.13 Linear flow throughout the physical model calibration extreme 144
value removal
3.14 Experiment in progress showing the dye-plume and the 153
fluorimeter probe installed in the physical model diagonal outlet
3.15 Tracer’s injection at the physical model with inlet centrally 154
aligned
3.16 Dimensional variance and dispersion number 156
3.17 Drift wave currents seen on the surface of the physical model with 160
two different dyes
3.18 Modified wind propeller and calibration set up 162
3.19 Correlation between wind propeller count and wind velocity 163
Chapter 4
4.1 Comparison of tbe impact of the top and bottom outlets on age 171
distribution of Rhodamine WT in the physical model
4.2 Comparison of the impact of the bottom-top and bottom-bottom 176
inlet/outlet arrangements on the age distribution of Rhodamine
WT leaving the physical model
4.3 Comparison of the impact of the top and bottom outlets on age 179
distribution of Rhodamine WT in the physical model
xxiii
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure Title Page
4.4 Comparison of the impact of the top bottom outlets on age 189
distribution of Rhodamine WT in the physical model
4.5 Plastic sheet baffle design placed within the physical 198
4.6a)and Impact of baffle near inlet with various inlet and outlet 199
b) arrangement on age distribution of Rhodamine WT
4.6c) and Impact of baffle near inlet with various inlet-outlet arrangements 203
d) on age distribution of Rhodamine
4.7a) and Impact of baffle near outlet with various inlet-outlet arrangements 206
b) on age distribution of Rhodamine WT
4.7c) and Impact of baffle near outlet with various inlet-outlet arrangements 209
d) on age distribution of Rhodamine WT
4.8a) and Impact of double baffle near inlet-outlet with various inlet-outlet 211
b) arrangements on age distribution of Rhodamine WT
4.8c) and Impact of double baffle near inlet-outlet with various inlet-outlet 214
d) arrangements on age distribution of Rhodamine WT
4.9a) and Impact of multi inlets and double baffle near inlet-outlet compared 218
b) with Bottom Top inlet-outlet arrangements on age distribution of
Rhodamine WT
4.10a) and Comparison of the impact of bubble wrap-floating plastic cover in 220
b) the diagonal arrangement top and bottom inlet-outlet arrangements
on age distribution of Rhodamine WT in the physical model
4.11 Plan view of channel system within the physical model 226
4.12a) and Comparison of the impact of channel intervention on age 229
b) distribution of Rhodamine WT in the physical model
4.13a) and Comparison of the impact of 25 cm & 50cm gaps in channel 236
b) intervention on age distribution of Rhodamine WT in the physical
model
4.14a) and Comparison of the impact of 5 cm & 25 cm gaps in channel 238
b) intervention on age distribution of Rhodamine WT in the physical
model
xxiv
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure Title
4.15a) and Comparison of the impact of 25 cm & baffles with 25 cm gap in 
b) channel intervention on age distribution of Rhodamine WT in the 
physical model
4.16 Comparison of the impact of wind effect in on age distribution of 
Rhodamine WT in the physical model
4.17 Comparison of the impact of wind effect in width-wise baffle 1 m 
from outlet on age distribution of Rhodamine WT in the physical 
model
4.18a) and Comparison of the impact of wind effect in open model on age 
b) distribution of Rhodamine WT in the physical model
4.19a) and Comparison of wind effect on centrally aligned arrangement 
b) without baffle
4.20a) and Comparison of wind effect on diagonally arrangement
b)
4.21a) and Comparison of wind effect on diagonally arrangement inlet/outlet 
b) variation
4.22a) and Comparison of wind effect over channels intervention
b)
4.23a) and Comparison between different wind direction over channels 
b) intervention
4.24a) and Comparison between presence and absence of central baffles in
b) three channels intervention with opposite wind
Chapter 5
5.1 CFD calibration methodology
5.2 CFD methodology applied to WSP system
5.3 Current velocities plot for three channels physical model from 
HYDRO-3D
5.4 Typical menu bar of MASTER program showing HYDRO-3D 
main menu
XXV
Page
239
245
246
248
249 
251 
253 
255
257
258
267
270
281
286
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure
5.5
Chapter 6
6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9a)
6.9b)
6.9c)
6.9d)
6.10
6.11
Title Page
Comparison of MHRT profiles obtained by three different 289 
methods
Location map of Lidsey’s sewage treatment works in Southeast 294 
England showing North, Central and South maturation lagoons
Inlet structure and channel-wall at Lidsey sewage treatment works 295 
South lagoon.
Plan view of three channels lagoon at Lidsey sewage treatment 296
South lagoon sketch with the adjusted factor for cx’ co-ordinates x 297 
factor of 4
Definition of nodes and regions in the channel with the adjusted 298
factor for 4x’ co-ordinates by 2
Definition of segments in the channel with the adjusted factor for 299
‘x’ co-ordinate by 2
Triangular irregular multi-connected grid for channel lagoon at 301
Lidsey
Bathymetry of the three channels including sludge layer in the 303
Lidsey lagoon for 2002
Hydraulic vector plots for Lidsey (first channel) lagoon. First layer 307
0-25cm
Hydraulic vector plots for Lidsey (first channel) lagoon. First layer 309
25-50cm
Hydraulic vector plots for Lidsey (first channel) lagoon. First layer 310
5 0-75cm
Hydraulic vector plots for Lidsey (first channel) lagoon. First layer 311
75-100cm
3D-network grid from GIS at Lidsey on lagoon 313
Part of network of the north channel of the South lagoon showing 314
the locations of numbering nodes
xxvi
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure 
Chapter 7
7.1
7.2
7.3
7.4
7.5
7.6
7.7
7.8
7.9
7.10
7.11
7.12
7.13
PageTitle
3D-network for the open physical model with central aligned inlet 320 
and outlet
HYDRO-3D simulated current vector velocities for the physical 322
model central aligned. Inlet and outlet at the top. Experiment No 1 
(above) and No 2 (below)
Sketch of dye flow path in the physical model in the first layer, 322 
without wind effect. Not to scale
HYDRO-3 D simulated current vector velocities for the physical 324
model central aligned. Inlet and outlet at the top. Experiment No 1 
(above) and No 2 (below). 2nd layer
Sketch of the physical model second layer without wind effect. 324 
Not to scale
HYDRO-3D simulation of current vector velocities for a physical 326
model with central aligned inlet and outlet at the top. Third layer
HYDRO-3 D simulation of current vector velocities for the 327
physical model with central aligned inlet and outlet at the top.
Fourth layer
Sketch of dye flow paths in the physical model in fourth layer, 327
with wind effect. Not to scale
Dominant flow cycle caused by wind effect in the numbering 328
layers. Vertical section
HYDRO-3D simulation of current vector velocities for the 330
physical model with a width-wise baffle lm from outlet-edge
3D-sketch to show observed dye-plume movement in the physical 330
model with lm from the outlet- edge (Without wind)
HYDRO-3D simulation of current vector velocities for the 332
physical model with a width-wise baffle lm from outlet-edge. 2nd 
layer
HYDRO-3D simulation of current vector velocities for the 333
physical model with a width-wise baffle lm from outlet-edge. 3rd
xxvii
PhD Thesis. Hydraulic behaviour and performance improvement of waste. G. Aldana
Figure
7.14
7.15
7.16
7.17
7.18
7.19
7.20
7.21
7.22
7.23
7.24
7.25
7.26
Title
HYDRO-3D simulation of current vector velocities for the 
physical model with a width-wise baffle lm from outlet-edge. 4th
3D-network grid for the 3 channel physical model with 25cm open
gap
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 25cm open gap. Inlet and outlet at the top
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 25cm open gap. Inlet and outlet at the top. 2nd 
layer
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 25cm open gap. Inlet and outlet at the top. 3rd 
layer
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 25cm open gap. Inlet and outlet at the top. 4th 
layer
Schematic representation of the HYDRO-3D simulation in all four 
layers for the 3 channels physical model with 25cm open gap and 
wind blowing opposite to the inlet
3D-network grid for the 3 channel physical model with 5cm open 
gap
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 5cm open gap. Inlet and outlet at the top.
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 5cm open gap. 2nd layer
Schematic representation of the HYDRO-3D simulation for the 3 
channels physical model with 5 cm open gap with wind blowing 
opposite to the inlet
HYDRO-3D simulation of current vector velocities for 3 channels 
physical model with 5cm open gap. Inlet and outlet at the top. 3rd 
layer
HYDRO-3D simulation of current vector velocities plot for 
physical model 3 channels 5cm open gap. Inlet/outlet at the top
Page
334
335 
337 
339
341
342
343
344 
347
349
350
351
352
xxviii
PhD Thesis. Hydraulic behaviour and performance improvement of waste . G. Aldana
Figure
7.27
7.28
7.29
7.30
7.31
7.32
7.33
7.34
7.35
7.36
7.37
7.38
7.39
Chapter 8
8.1
Title
3D-network grid for Lidsey south, 3 channel model, with 4.65m 
open gap setting on the treatment works
Details of 3D-network grid for Lidsey south 3 channel full scale 
model with 4.65m open gap showing in yellow the inlet points and 
in red the outlet points
HYDRO-3D simulations of current vector velocities for Lidsey 
south 3 channel lagoon model with west wind
Plan view of part of Lidsey south, first channel. Field observation 
of current velocities pattern in the first and second layer and the 
floating oranges and drogues. Not to scale
HYDRO-3D simulations of current vector velocities for Lidsey 
south 3 channel lagoon model with west wind. Second layer
HYDRO-3D simulations of current vector velocities for Lidsey 
south 3 channel lagoon model with west wind. Third layer
HYDRO-3D simulations of current vector velocities for Lidsey 
south 3 channel lagoon model with west wind. Fourth layer
HYDRO-3D simulation of current vector velocities plot for a 3 
channels physical model with 5cm open gap. Inlet and outlet at the 
top
HYDRO-3D simulations of current vector velocities for 3 
channels physical model with 5cm open gap. Inlet and outlet at the 
top
Velocities and dimensions involved in rigid drogue
Dynamic involved in the rigid and flexible drogues
Velocities involved in holly berry movement
Schematic representation of the floats and 25cm cross-vane 
drogues movement in the physical model with 5cm open gap and 
with wind blowing opposite to the inlet
Relationship between MHRT and NRT from experimental data 
from the physical model and full-scale system
xxix
Page
354
355
357
358
359
360
361
363
364
368
370
370
372
382
PhD Thesis. Hydraulic behaviour and performance improvement of waste .... G. Aldana
Figure Title
8.2 Presentation of results showing that MHRT is increased by using 
width and length-wise baffles
8.3 Multivariate model obtained from physical model data (26 points)
8.4 Dispersion model from experiments in the physical model (44 
points)
8.5a) and Plume movement after releasing the gulp injection of tracer for
b) three channel physical model with 5 cm gap and wind blowing
parallel to the inlet. a) 1 h b) 1.5 h
8.6a) and Plume movement after releasing the gulp injection of tracer for
b) three channel physical model with 5 cm gap and wind blowing
parallel to the inlet. a) 2 h b) 2.5 h
8.7a) and Plume movement after releasing the gulp injection of tracer for
b) three channel physical model with 25 cm gap and without wind, a)
2 h b) 4 h
8.7c) and Plume movement after releasing the gulp injection of tracer for
d) three channels physical model with 25 cm gap and without wind,
c) 6 h d) 8 h
8.8 MHRT resulting from FLUENT 5.5 with side wind (Vw)
8.9 Experimental, predicted and k-adjusted profiles for three channel 
physical model with 5cm open gap and wind blowing opposite to 
the inlet
8.10 Comparison of original and adjusted age distribution profiles for 
experiment 9: three channels with 25 cm gaps, without wind
8.11 Comparison of experimental and HYDRO-3D predicted , adjusted 
and profiles for: three channels with 25 cm gaps and without wind
8.12 Adjusted calibration factor for experimental data. Points showing 
the adjusted concentration values for the experimental and 
predicted profile
8.13 Agreement between prototype and experimental methods
8.14 Agreement between full-scale, experimental and computational 
methods
XXX
Page
388
399
400
404
405
408
409
410 
412
414
414
415
416
417
LIST OF TABLES
Table Title Page
Chapter 2
2.1 Theoretical Reynolds numbers in WSPs 14
2.2 Values of rj to be used with the Manning equation 18
2.3 Facultative pond design equations for BOD removal 22
PliD Thesis. Hydraulic behaviour and performance improvement of waste .. G. Aldana
2.4 Comparison of die-off constants derived from Marais’ equation 24 
and field determinations
2.5 Some common hydraulic characteristics in different WSPs and 46
activated sludge systems
2.6 Comparison between the nominal and mean hydraulic retention 48
time obtained from full-scale lagoons
2.7 Comparison of solution schemes and hydrodynamic basis for both 63
packages
2.8 Description of common systems, processes and parameters studied 97
in hydraulic modelling
2.9 Some common variables and non-dimensionless numbers in fluid 111
mechanics
Chapter 3
3.1 Comparison of technical specifications for the fiill-scale lagoon 131
and the physical model
3.2 Hydrodynamic similarity between UniS model and full-scale pond 135
at Lidsey
3.3 Pump calibration 137
3.4 Setting measured flow calibration on the physical model for 140
different NRTs
3.5 Readings of fan speed calibration to produce wind on the physical 164
model
xxxi
PhD Thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
Table Title
Chapter 4
4.1 Description of inlet-outlet configurations carried out in Experiment 
1 & 2
4.2 Results from ANOVA t-test to compare reproducibility in both 
experiments la and Rl
4.3 Results from ANOVA t-test to compare reproducibility in both 
experiments 2b and Rl
4.4 Summary of results from experiments of Part 1: open physical 
model without wind and with various inlet/outlet arrangements
4.5 Description of experiments carried out in series 3-7
4.6 Results t-test ANOVA to compare reproducibility in both 
experiments 3b and Rl
4.7 Results t-test ANOVA to compare reproducibility in four 
experiments 4b, Rl, R2 and R3
4.8 Result from t-test ANOVA to compare reproducibility in 
experiments 5 a and R5a
4.9 Experiments of Part 2: width-wise baffle placed lm from the inlet
and outlet without wind and with various inlet/outlet arrangements
4.10 Description of channel configuration in Experiment 8-11 without
wind
4.11 Three channel experiments. Minor changes to channel 
configuration between experiments
4.12 Results from t-test ANOVA to compare reproducibility in third 
series of experiments
4.13 Description of experiments 12-20 carried out in Part 4
4.14 Results from t-test ANOVA to compare reproducibility in four 
group of experiments 18 and R l, 19 and Rl
4.15 Summary of results concerning wind effects over different types 
of configurations
Page
169
173
187
194
196
201
205
210
222
225
235
240
243
256
260
xxxii
PhD Thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
Table Title Page
4.16 Results obtained from all series of experiments carried out from 261
August 2001 to August 2003
Chapter 5
5.1 Common files request to run the HYDRO-3D model 268
5.2 Part of channel’s model 3D-network data created by INTERFACE 272
routine
5.3 INFLOW file format for the defining inlets and outlets 273
5.4 CLDDAT the format for defining climatic conditions 274
5.5 CONTROL file format for defining simulations and modelling 275
5.6 Eddy viscosity method to be applied into HYDRO-3D 278
5.7 Typical water quality ‘poldat’ data file set up in HYDRO-3D 285
Chapter 6
6.1 Channel model nodal co-ordinates required to set up FEM grid 299
6.2 Channel model segment data required to set up FEM grid 300
6.3 Channel model region data required to set up FEM grid 300
6.4 Part of bathymetric data channel model to set up into 302
INTERFACE routine
6.5 Part of channel model 3D-network data created by INTERFACE 304
routine
6.6 Averaged-velocities values obtained in the verification of 316
HDYRO-3D
Chapter 7
7.1 Selection of physical model configuration and results of hydraulic 319
efficiency correction factors (HECF) for HYDRO-3D simulations
7.2 Model run hydrodynamic set parameters 321
xxxiii
PhD Thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
Table Title Page
7.3 Model run hydrodynamic parameters for three channel with 25 cm 326
gaps
7.4 Model run hydrodynamic set parameters for three channel with 5 345
cm gaps
7.5 Model run hydrodynamic set parameters for three channel full- 355
scale lagoon
7.6 Weight and contact area for different types of drogues 367
Chapter 8
8.1 Summary of some of the hydraulic parameters calculated from the 386
physical model
8.2 Summary of dimensional ratios and some of the hydraulic 391
parameters derived from all of the physical model experiments
8.3 0t (NRT), 16 percentile (tie), 90 percentile (tgo), 9h (MHRT), 
variance (a2), short-circuiting (S), effective volume (e) an the 
number of the stirred tanks (N) in the physical model experiments
considering open model pond 393
8.4 Values of hydraulic characteristic data from experiments in the 396 
physical model
8.5 Relationships ratio data from experiments in the physical model 398
8.6 Comparing data with wind for 8 experiments set under similar 401
experimental conditions
8.7 Adjustment of the Water Quality coefficients in HYDRO-3D 403
8.8 Adjustment of the Water Quality coefficients in HYDRO-3D for 406
physical model three channel with 25 cm gaps
xxxiv
PhD Thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
LIST OF PLATES
Plate Title
Chapter 4
4.1 Pictures sequence for the dye Rhodamine WT injected into the 
UniS physical model. Inlet at the bottom and outlet at the top central 
aligned. Time sequence correspond to zero up to 6 minutes after 
tracer injection
4.2 Pictures sequence for the dye Rhodamine WT injected into the 
UniS physical model. Inlet at the bottom and outlet at the top central 
aligned. Time sequence correspond to 10 up to 110 minutes after 
tracer injection
4.3 Series of pictures for the dye Rhodamine WT into the UniS physical 
model. Inlet at the bottom and outlet at the top, diagonally opposite. 
Sequence is between 15 minutes and 1 hour 24 minutes after tracer 
injection
4.4 Series of pictures for a dye Rhodamine WT in the UniS physical 
model. Inlet and outlet top with two baffles placed lm from the inlet 
and outlet respectively
4.5 Channel-wall construction with a corrugated plastic sheet and metal 
frame of aluminum
4.6a) a) Plume succession in the physical model using three channels with 
a 50cm gap. And time succession from 0 min to 60 min after tracer 
injection
4.6b) b) Plume succession in the physical model using three channels with
a 50cm gap between channels 1 and 2, and 2 and 3. Time sequence 
from 65min to 120min after tracer injection
Chapter 7
7.1 Photos of the physical model showing wind blowing opposite to the 
inlet. It is showing a high velocity a both wall-edges
7.2 Experiment with small berry floats and drogues at the first bend 
between first and second channel without wind effect
Page
181
183
191
216
227
231
232
325
340
PhD Thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
Plate Title
7.3 Series of pictures showing the fans and the movement of 25 cm
cross-vane drogues and floats in the first channel
7.4 Series of pictures showing overturn flow path in the first 5 cm gap to
the drogues and floats
7.5 Series of pictures in the second 5 cm gap showing the float
movement
7.6 Series of picture in the third channel showing overturn flow path in
the outlet area
Page
373
374
375
376
xxxvi
Chapter 1. Introduction G. Aldana
CHAPTER 1 
INTRODUCTION
Chapter 1. Introduction G. Aldana
INTRODUCTION
1.1 Waste stabilisation pond hydraulic problems
Some authors (Polprasert and Bhattarai, 1985; Persson, 2000) claim that the importance of the 
hydraulic design of WSPs cannot be overemphasised, and that short-circuiting is one of the greatest 
hindrances to successful pond design. Hydraulic efficiency can be described as how well the 
incoming water distributes within the pond. The traditional design procedures assume completely 
mixed flow conditions (e.g. Marais, 1974) and unrestricted opportunities for contact between the 
incoming water and the micro-organisms responsible for treatment. Today, it is widely believed that 
this assumption is unrealistic (Persson, 2000, Lloyd et al, 2002).
The US Water Pollution Control Federation (WPCF, 1990) described optimal flow as flow with a 
uniform velocity profile, the water plume moving parallel to the walls, and no sideways water 
movement. Such plug flow conditions were argued to be able to prevent short-circuiting and dead 
zones, increase hydraulic efficiency, and thus come closer to the nominal (maximum theoretical) 
retention time. The Federation therefore recommended that ponds be designed to have plug flow. 
Such a flow is characterised by having a uniform velocity profile, but this does not exist even in 
ponds with a large length-to-width ratio. Generally the pond water does not move homogeneously, 
but rather in eddies, waves, with reverse flow and with re-circulation. In practice, local velocity 
profiles are difficult to measure due to low velocity within the lagoon. Field investigation using a 
flow meter results in limited information for the evaluation of the hydraulic performance as 
compared to e.g., velocity vectors from running calibrated CFD packages such as HYDRO-3D used 
by University of Surrey (Guganesharajah, 2001), and/or tracer experiments using chemical solutions 
such as dyes, or tritiated water [IT 3] in research done at the University of Zulia, Venezuela (Aldana 
et al, 1999). These latter methods and techniques are more accurate and allow an understanding of 
what goes on within the lagoon.
Plug flow is generally considered to be optimal flow and, from a hydraulic point of view, is the 
preferred flow regime for channels since the retention time of all fluid elements is approximately
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the same as the nominal retention time. However, it is very hard to achieve plug flow in a full scale 
lagoon or even in a pilot lagoon or in a physical model. Nevertheless, in 1999, in Ginebra, 
Colombia there have been experiments with channels achieving something approaching plug flow 
(Lloyd et al, 2002). Bracho (2003) is also using a channel lagoon to approximate plug flow in 
Lidsey, a village of 25000 inhabitants in South East England.
In the author’s opinion another very significant parameter to include in the design of waste 
stabilisation ponds is the velocity in the top layer when the inlet and the outlet are placed at the top 
and aligned. The velocity in the top layer has two major components. In the top layer of the lagoon 
the main (longitudinal) flow path in the water is parallel to the length of the lagoon. The other 
component is lateral velocity across the channel. The vertical component is usually neglected in 
ponds because it is very small but, if the depth is small compared to the width of the pond (1:30), 
the mixing time will be mainly governed by the transverse mixing coefficient (Chau, 2000).
In the 1980s investigations carried out in the San Juan Lagoons in Lima, Peru, demonstrated that 
the velocity in the top layer in the waste stabilisation pond was 1.5 times higher than the mean 
velocity (Saenz, 1986). This means that water in the surface layer stays in the pond only for 2/3 of 
the nominal hydraulic retention time. The author of this thesis suggests an improvement to provide 
a first approximation of mean hydraulic retention time to take account of the reality that nominal 
retention time is never achieved.
Aldana's first approximation
6h = 2V I3Q [1]
where: 0h = Mean hydraulic retention time (MHRT)
V = Volume of the pond; Q = Discharge in the inlet of the pond
In order to verify Eq. 1, more research needs to be done which would confirm and account for the 
faster surface velocities when developing design equations as suggested by the author. The 
phenomenon of rapid surface flow was also observed in research studies carried out in full-scale 
experimental lagoons located at the University o f Zulia, Venezuela. In this project hydraulic
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performance was defined using a stimulus-response technique with a dye (Rhodamine B) as tracer. 
After the tracer was injected at the inlet, it was observed that a small fraction (1 %) of the dye 
quickly left via the surface outlet of the lagoon as shown in Figure 1.1. The first tracer 
concentration left the lagoon within 15 minutes. This was before the general trend for the rest of the 
experiment was established according to the time series samples (Aldana, Herrera and Bracho, 
1995). Thereafter the surface and bottom concentration near the outlet were very similar.
Time (h)
Figure 1.1. Concentration of Rhodamine B at the outlet lagoon in Zulia, Venezuela. 
Concentration values were taken at the surface (S16) and the bottom (B16).
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1.2 Computational hydraulic and water quality models
1.2.1 What are CFD for?
Contained within the broad field of Computational Fluid Dynamics are activities that cover the 
range from the automation of well-established engineering design methods to the use of detailed 
solutions of the Navier-Stokes equations as substitutes for experimental research into the nature of 
complex flow. At one end, one can purchase design packages (for stabilisation ponds) that solve 
problems in a few seconds or minutes on a personal computer or work station. At the other end, 
there are codes that may require hundreds of hours on the largest super computers. The range is as 
large as the field of fluid mechanics itself, making it impossible to cover all o f CFD in a single 
study. Hardware and processing power is evolving so rapidly that studies can be undertaken within 
a very short time.
CFD have been used in high-technology engineering (for example, aeronautics and astronautics) 
from the very beginning, and they are being used with increasing frequency in various fields of 
engineering where the geometry is complicated (Ferziger and Peric, 1999). CFD are finding their 
way into process, chemical, civil and environmental engineering. Optimisation in these areas can 
produce large savings in equipment and energy costs and a reduction of environmental pollution.
With specific reference to WSPs, CFD have also been used successfully to define the hydraulic 
retention time distribution. This can be obtained by plotting the concentration of the tracer at the 
outlet of a lagoon against time by running the CFD model for an appropriate number of time steps 
(Guganesharajah, 2001). The average retention time is obtained by determining the centroid of the 
concentration/time profile and quality changes can be predicted using the appropriate removal 
constant.
1.3. Physical model
Physical models are widely used in fluid mechanics. Major engineering projects involving 
structures, aircraft, ships, rivers, harbours, dams and water pollution frequently involve the use of 
models. Although the term “model” is used in many different contexts, the “engineering model” 
generally conforms to the following definition. A model is a representation of a physical system
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that may be used to predict the behaviour of the system in some desired respect (Munson, 
Young and Okiishi, 1998). The physical system for which the predictions are to be made is called 
the prototype. Although mathematical computer models may also conform to this definition, our 
interest will be in physical models, that is, models that resemble the prototype but are generally of a 
different size, may involve different fluids, and often operate under different conditions (pressure, 
velocities, etc). Usually a model is smaller than the prototype. Therefore, it is more easily handled 
in the laboratory and less expensive to construct and operate than a large prototype. Occasionally, if 
the prototype is very small, it may be advantageous to have a model bigger than the prototype so 
that it can be more easily studied. For example, large models have been used to study the motion of 
the red blood cells, which are approximately 8 pm in diameter. With the successful development of 
a valid model, it is possible to predict the behaviour of the prototype under a certain set o f 
conditions. We also wish to examine a priori the effect of possible design changes that are proposed 
for a hydraulic structure or fluid-flow system. There is, of course, an inherent danger in the use of 
models in that predictions can be made that are in error, and the error not detected until the 
prototype is found not to perform as predicted. It is, therefore, imperative that the model be properly 
designed and tested and the results be interpreted correctly.
A physical model can be used in WSP research to determine the hydraulic pathways. In this project 
a physical model was built at the University o f Surrey (UniS). Due to limitations of laboratory 
space, this was scaled down to 1/18 of the length of the full-scale maturation lagoon and is shown in 
Figure 1.2. Using a stimulus-response technique with Rhodamine WT the mean hydraulic retention 
time can be obtained. In the picture the movement of the tracer is shown moments after injection 
into the inlet flow.
6
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b)
Figure 1.2. a) Dye tracer injection, b) General view of UniS physical model
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1.4. Project justification and hypothesis
• WSP systems often under-perform resulting in poor quality effluents which do not meet 
physicochemical and microbiological effluent standards required for re-use.
• Under-performance is caused principally by design deficiencies (number of stages of 
treatment) and by individual stages being hydraulically inefficient.
• Hydraulic efficiency can be optimised by first discovering/identifying the factors which 
affect flow paths and lead to hydraulic short-circuiting. The effect of interventions or 
improvements in performance can be modelled mathematically and tested in physical 
models.
1.5 Aims
1. To review and evaluate existing fluid dynamic models with potential for modelling the 
hydraulic performance of Waste Stabilisation Ponds (WSPs).
2. To critically evaluate the application of CFD models in defining hydraulic flow paths and 
select the best one for application in this study.
3. To validate the selected model using performance and hydraulic data from field monitoring 
studies.
4. To apply the mathematical model at the design stage to assess the effect of different designs, 
wind conditions and hydraulic loading conditions on hydraulic retention time, and select the 
appropriate parameters to predict the best performance.
5. To construct and use a physical model at the University of Surrey (UniS) to confirm 
mathematical model predictions and test the performance of various design.
6. To examine the convergence of results from mathematical and physical models compared 
with prototype results.
7. Critically asses tracers as a reliable method for evaluating hydraulic performance.
1.6 Overall objective
The overall objective of the study is to maximise hydraulic retention time and hence
performance in WSPs by mathematical modelling using the relationships between physical
variables and hydraulic parameters.
Chapter 2. General literature review G. Aldana
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2.0 GENERAL LITERATURE REVIEW
2.1 Introduction
This thesis is concerned with the hydraulic behaviour and performance improvement of 
WSPs, and its influence on deficiencies in effluent quality. The hydraulic performance of 
WSPs is intimately related to climate conditions, retention time and age distribution of 
the effluent. Two different methods will be used to understand how these factors could 
affect the hydraulic efficiency and how to improve it, physical and cfd models. Any study 
of hydraulic behaviour therefore should address these factors and will be included in the 
review.
This survey o f past literature is divided into three parts. The first part considers the 
fundamental principles of WSPs and fluid mechanics, and the factors influencing the 
under-performance in WSPs. The second part considers the evaluation of existing 
computational fluid dynamics models and the reason why HYDRO-3D is selected as the 
mathematical model for this thesis, and the third part is a review of the physical models 
and their power to investigate (hydraulic) predictions in WSPs.
In the first part of the literature survey the following subjects relating to the fundamental 
principles, such as types of lagoon, fluid mechanic definitions, design equations, 
historical development, flow patterns and hydraulic problems of waste treatment are 
reviewed:
(i) Fundamental principles of WSPs.
This focuses on types of lagoons, fluid mechanic definitions and the
basic assumptions for the design and their deficiencies
(ii) Historical development of WSPs
This focuses on how the ponds developed steadily since mid-nineteenth 
century in order to understand their present vulnerability. WSPs are 
compared with activated sludge to understand why the latter achieves 
more efficiency in hydraulic performance than WSPs.
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(iii) Problems of hydraulics in WSPs
The principal factors affecting hydraulic performance in WSPs are 
identified. These are reviewed in relation to observed problems in full- 
scale lagoons from South America and England.
The second part of this survey considers the evaluation of existing computational fluid 
dynamics models. The principal subjects reviewed include:
A brief description of different 3D models and their ability to simulate 
hydraulics and water quality, and their application in WPSs. Selection of 
the most appropriate CFD program HYDRO-3D is justified, and 
technical details and numerical procedures are reviewed.
The third part of this survey reviews the physical model method (rarely employed in site 
investigations) to provide and predict hydraulic behaviour for WSPs.
The characteristic design of a physical model of WSPs is reviewed. 
Systematic application and factors affecting the construction and 
operation of a physical model of WSPs are analysed.
By considering the above topics the current state of the art for hydraulic performance in 
WSPs will be summarised.
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Part I. Waste stabilisation ponds
The evaluation of hydrodynamic behaviour in a full-scale waste stabilisation pond system (WSPS) 
is very complex and difficult to define precisely. It requires knowledge of a number of parameters 
inside and also outside the lagoons. One methodology used to define hydraulic behaviour involves 
the addition o f a dye tracer at the pond inlet and sampling the tracer at the outlet over a defined 
period.
Different techniques are required to determine the pattern of flow in the field. Buoyant objects, 
chemical salts and dyes have been used as tracers for many years (Mareco do Monte and Mara, 
1987); non-conservative tracers like microbial bacteriophages have been used by microbiologists 
(Frederick and Lloyd, 1995) and conservative radioactive isotope tracers such as tritiated water 
have been used in lagoons in Venezuela (Aldana, Bracho and Esteves, 1999).
The complex hydrodynamic behaviour of ponds has defied description using mathematical design 
formulae and models (Gloyna, 1971; Finney and Middlebrooks, 1980; Agunwamba, 1992). 
However, numerous authors have asserted that pond design, particularly for the most common 
facultative systems, is reliably performed using historical organic loading criteria on the basis o f 
surface BOD loading (ks, kg/ha d), which is given by the design equation: 'K = 10 LiQ/Af 
(Middlebrooks, 1987), where: Li = influent BOD (mg/1); Q = flow (m3/d) and Af = facultative pond 
area (m2). Furthermore, it is currently impossible to reliably predict how various modifications of 
pond design, such as placement and number of inlets, use of baffles etc, might affect pond 
performance because in the design equations these parameters are not included.
2.2 Fundamental principles of WSP treatment
Waste stabilisation ponds are natural or man made storage systems which should provide a cost- 
effective means of treating sewage with the potential for reducing the health risks associated with 
massive environmental pollution by excreta related pathogens and parasites.
Waste stabilisation ponds are a popular form of wastewater treatment because of their low capital 
(except for land requirement) and operating cost, and their ability to handle fluctuating organic and 
hydraulic loads. Ponds are often classified according to the nature of the biological activity that is
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taking place, i.e., aerobic, anaerobic, and aerobic-anaerobic (facultative). Aerobic ponds are used 
primarily for the treatment of soluble organic wastes and the polishing of effluents from facultative 
ponds or wastewater treatment plants, while anaerobic ponds are normally employed for 
stabilisation of strong organic wastes. Facultative ponds are the most common type, and have been 
used to treat domestic and a variety of industrial wastewaters. For better treatment efficiency, pond 
systems are commonly designed and operated in series such as: anaerobic ponds, facultative ponds, 
and aerobic ponds, or facultative ponds and aerobic maturation ponds (Polprasert and Bhattarai, 
1985).
2.2.1 Anaerobic ponds
The anaerobic pre-treatment ponds usually consist of a primary or anaerobic settling pond, followed 
by a facultative pond and finally a maturation pond. They are usually designed to take a high 
loading, in excess of lOOg BOD/m3d. With very little or no dissolved oxygen, anaerobic ponds 
function in a similar way to open septic tanks. They are recommended by the US Environmental 
Protection Agency (EPA, 1983), are usually 3-5m deep, and have an average nominal retention time 
of 1-5 days.
2.2.2 Facultative ponds
Facultative ponds serve as both a primary and secondary treatment stage. The oxygen necessary for 
bio-oxidation o f the organic material is supplied principally by photosynthetic algae which grow 
naturally and with great profusion in them. They are recommended by the EPA and have an average 
nominal retention time of 10-40 days and are l-2m deep.
2.2.3 Maturation ponds
Maturation ponds, which either receive facultative pond effluents, or are used to treat effluents from 
conventional works, are responsible for the quality of the final effluent. The primary function of 
maturation ponds is the removal of excreted pathogens, and this is extremely efficient in a properly 
designed series of ponds. With a much more diverse algal population than that o f a facultative pond, 
maturation ponds achieve only a small removal o f BOD, but their contribution to nutrient (nitrogen 
and phosphorus: cell up-take through algae) removal can be significant. They are recommended by 
the EPA and have a nominal (theoretical) retention time of 5-10 days and are 1-1.50m deep.
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2.3 Fluid mechanic definitions
2.3.1 Laminar and turbulent flow
WSPs usually have very low flow velocities (<lmm/s) and their Reynolds* number is less than 500. 
According to data for different countries they normally vary from 30 to 1500 as shown in Table 2.1.
Table 2 .1 . Theoretical Reynolds numbers in WSPs
Mean hydraulic 
retention time 
(0h, hours)
LUZ-Venezuela Thailand Corine, USA
4 189 23.6 355.5
8 94.43 19.2
16 47.21 18.7
24 31.48 14.5 313.7
48 15.74 12.2
72 10.49 11.3 288.5
120 7.87 10.5
124 6.3 10.2 252.7
168 6.09 10.1 222.9
192 4.50 9.5 170.1
216 3.93 9.4
240 3.5 9.8
Mean 30.47 12.9 267.22
“Therefore, flow is characterised by a laminar regime. Laminar flow is modelled as fluid 
particles that flow smoothly along in layers, gliding past the slightly slower or faster ones on 
either side. However, at sub-microscope level, the fluid actually consists of molecules darting 
about in an almost random fashion as is shown in Figure 2.1(a). The motion is not entirely 
random, a slight bias in one direction produces the flowrate we associate with the overall motion
* Reynolds number is an index of turbulence derived from tlie relationship between fluid velocity and kinematic 
viscosity
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of fluid particles u . As the molecules dart across a given plane (A-A, for example), the ones 
moving upward have come from an area smaller average x component of velocity than the ones 
moving downward, which have come from an area of larger velocity” (Munson et al, 1998).
Figure 2.1 a) Laminar flow shear stress caused by random motion of molecules, b) Turbulent 
flow as a series of random three dimensional eddies (Munson et al, 1998)
“The momentum flux in the x direction across plane A-A gives rise to a drag (to the left) of the 
lower fluid on the upper fluid and an equal but opposite effect of the upper fluid on the lower fluid. 
The sluggish molecules moving upward across plane A-A must be accelerated by the fluid above 
this plane. The rate of change of momentum in this process produces (on macroscopic scale) a 
shear force. Similarly, the energetic molecules moving down across plane A-A must be accelerated 
by the fluid below that plane. This shear force is present only if there is a gradient in u = u(y), 
otherwise the average x component of velocity (and momentum) of the upward and downward 
molecules is exactly the same. In addition, there are attractive forces between molecules. By 
combining these effects we obtain the well-known viscosity law: r  = judu / d y , where on a 
molecular basis // is related to the mass and speed (temperature) of the random motion of the 
molecules” (Munson e/ al, 1998).
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“Although the above random motion of the molecules is also present in turbulent flow, there is 
another factor which is generally more important. A simplistic way of thinking about turbulent flow 
is to consider it as consisting of a series o f random, three-dimensional eddy type motions as is 
depicted (in one dimension only) in Figure 2.1(b). These eddies range in size from very small 
diameter (of the order of the size of a fluid particle) to fairly large diameter (of the order of the size 
of the object or flow geometry considered). They move about randomly, conveying mass with an
average velocity a -  u (y ) . This eddy structure greatly promotes mixing within the fluid. It also 
greatly increases the transport of a momentum across plane A-A. That is, finite parcels of fluid (not 
merely individual molecules as in laminar flow) are randomly transported across this plane, 
resulting in a relatively large (when compared with laminar flow) shear force” (Munson et al, 
1998).
An alternate form for the shear stress for turbulent flow is given in terms of the eddy viscosity, rj 
where
du
T = 7J—  [2.1]
dy
“This extension of laminar flow terminology was introduced by J. Boussinesq a French scientist, in 
1877. Although the concept of an eddy viscosity is intriguing, in practice it is not an easy parameter 
to use. Unlike the absolute viscosity, ju, which is a known value for a given fluid, the eddy 
viscosity is a function of both the fluid and the flow conditions. That is, the eddy viscosity of water 
cannot be looked up in handbooks, its value changes from one turbulent flow condition to another 
and from one point in a turbulent flow to another. The shear stress is the sum of a laminar portion 
and turbulent portion” (Munson et al, 1998).
2.3.2 Open channels and velocity in ponds.
In the late nineteenth and early twentieth centuries, a number of empirical equations were developed 
for determining flows in open channels, including those proposed by Chezy, Ganguillet and Kutter,
16
Chapter 2. General literature review G. Aldana
Manning, and Scobey (Tchobanoglous, 1981). Of these, only the Manning equation is now in 
general use.
Because of its simplicity and because considerable experimental data are available for estimating 
values for the friction factor, the Manning equation (as presented previously and repeated here for 
convenience) is now the one most commonly used in the design of sewers. The Manning equation is
1 * 1V = - R 3S 2 [2.2]
n
where
V=  Velocity, m/s
S  = Slope of the energy grade line,, not the slope of the channel bottom
However, in uniform flow, these slopes are equivalent and the slope of the channel can be used m/m 
(ft/ft).
R = Hydraulic radius, m. It can be calculated as cross-sectional area flow, m2 divided by 
wetted perimeter, m.
tj =  coefficient of roughness in sewer with variation range between 0.013-0.035
On the basis of work conducted during the latter part of the nineteenth century, Robert Manning 
published his now well-known equation for flow in open channels. Although this equation was 
originally intended for design of open channels, it is now used for both open channels and closed 
conduits.
Typical n values for various types of open channels are listed in Table 2.2. In general, r| values 
varying from 0.025 to 0.033 are used in natural-stream channel design. Furthermore, these r| values 
usually are assumed to be valid for all depths o f flow. However, in experiments conducted to 
determine the effect of variation in depth of flow on the friction factor r|, it has been shown
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conclusively that r\ values are greater in partially filled sewers than in sewers flowing full 
(Tchobanoglous, 1981).
Table 2.2. Values of r\ to be used with the Maiming equation
Surface Best Good Fair Worst
Natural-stream channels
1. Clean, straight bank, full reach, no rifts or 
deep pools
0.025 0.0275 0.030 0.033
2. Straight reach, but some weeds and stones 0.030 0.033 0.035 0.040
3. Winding, some pools and shoals, clean 0.033 0.035 0.040 0.045
4. Winding pools, low depth, less 
slop and divisions 0.040 0.045 0.050 0.055
5. Winding pools, some weeds and stones 0.035 0.040 0.045 0.050
6. Winding pools and low depth, stony divisions 0.045 0.050 0.055 0.060
7. Sluggish river reaches, rather weedy or 
with very deep pools 0.050 0.060 0.070 0.080
8. Very weedy reaches 0.075 0.100 0.125 0.150
Pipes
Coated cast-iron pipe
0.011 0.012 0.013
Commercial wrought-iron pipe, black 0.012 0.013 0.014 0.015
Smooth brass and glass pipe 0.009 0.010 0.011 0.013
Common clay drainage tile 0.011 0.012 0.014 0.017
Vitrified sewer pipe 0.010 0.013 0.015 0.017
Neat cement surfaces 0.010 0.011 0.012 0.013
Cement mortar surfaces 0.011 0.012 0.013 0.015
Canals and ditches
Earth, straight and uniform
0.017 0.020 0.023 0.025
Rocks cuts, smooth and uniform 0.025 0.030 0.033 0.035
Rock cuts, jagged and irregular 0.035 0.040 0.045
Winding sluggish canals 0.0225 0.025 0.028 0.030
Dredged-earth channels 0.025 0.0275 0.030 0.033
Canals with rough stony beds, 
weeds on earth banks
Cement banks 0.025 0.030 0.035 0.040
Earth bottom, rubble sides 0.028 0.030 0.033 0.035
Source: Text book of Wastewater Engineering: Collection and Pumping of Wastewater. Chapter Two pp 24
Nevertheless, the velocity in WSPs is very low (<lmm/s) so that it has never been taken into 
account by the design engineers. It is most unusual to obtain measurements of velocities in full- 
scale lagoons.
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Another factor not considered in WSP design is the roughness of surfaces. The roughness is an 
important factor in channels made by man such as WSPs. It can vary from insignificant values 
(0.009 to 0.013), i.e. smooth brass and glass pipe, to such significant ones such as canals protected 
with cement in WSPs (0.025 to 0.040) as shown in Table 2.2.
As an illustration, friction values shown in Table 2.2 for natural-stream channels, clean and straight, 
i.e. rivers are 0.0275. The friction should be increased as the channels change from natural and 
become made by man i.e. before and after cleaning WSPs. For example, the friction value of canals 
and ditches increases from 0.017 to 0.025 for earth canal when they are straight and uniform. When 
the bottom is of dredged earth, the friction value increases a little from 0.025 to 0.033. Similarly 
Table 2.2 shows that the friction is comparable at the bottom for a channel constructed of earth and 
with rubble sides (0.028 to 0035).
Friction values are not significantly different when the edges of the WSP are protected with some 
material such as cement (0.025 to 0.040). Typically the soil embankments are not protected in 
WSPs because this would increase the cost of construction. However, the pond nutrients loading 
(Phosphorus and Nitrogen) is favourable for reeds (standing crops) which grow easily on the 
embankments and are natural protection against erosion. Vegetation growth increases the friction 
(0.075 -  0.150) on the embankments o f the pond which might help to increase the short-circuiting 
(Stefan, et al, 1976). The existence of the standing crop has been said by Stefan et al (1976) to 
cause progressive light limitation by self-shading and increased settling velocities. Obviously, this 
natural growth increases the roughness of the embankment and changes the original design 
conditions. This type of friction is not considered in WSP design or in the operation & maintenance.
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2.4 Fundamentals of design equations in WSPs.
Inadequate design equations is one of the main problems that engineers have to face when they need 
to design a waste stabilisation pond system. Before a design for a specific installation is attempted it 
is necessary to obtain as much background information concerning the project location as possible. 
Where low-cost waste treatment plants are contemplated, most of the basic data will not normally 
be available and conservative engineering judgement will be needed. Where there are no records, 
the engineer may have to estimate the anticipated BOD load, temperature coefficients, die-off rate 
constant, the solids content, and the amount of wastewater, and even seasonal temperatures and 
solar radiation.
WSPs processes are too complex to be calculated with a simple design equation. For example a 
facultative pond’s performance depends on many factors, such as the photosynthetic activity of 
algae under the influence of solar radiation, oxygen concentration, light penetration, wind mixing, 
mean hydraulic retention time, geometry and temperature.
2.4.1 Time and temperature; basic design equations
There are no design equations which adequately incorporate all the parameters needed to predict all 
the stationary effluent parameters. However, the US Environmental Protection Agency (EPA, 1983) 
recommend several design equations to guide the engineers for design of facultative ponds as 
shown in Table 2.3. All these design equations in WSPs have been shown to be unreliable because 
they make false assumptions including the following:
• all the influent BOD is stabilised by facultative organisms
• complete mixing occurs
• destruction of bacteria takes place according to a first-order reaction
• NRT is adequate to design WSPs, MHRT is often at least 50% less than NRT
• Kt values are taken from Took up’ tables, whereas they should be obtained from experimental 
results from the field
• there are different biological metabolism rates in the soluble material and the settled solids
• flow rates are stable
20
Chapter 2. General literature review G. Aldana
• wind is not an important parameter affecting the mixing within the lagoon, so it is not included 
in any design equation
The design equations shown in Table 2.3 have time and temperature in common as design 
parameters; a few researchers such as Marais, and Wehner and Wilhelm, have expressed adjustment 
for the temperature. This adjustment is based on a kinetic model for the reduction o f faecal bacteria 
in stabilisation ponds by Marais (1974). This theory was based on first-order kinetics with a 
constant value for the specific death rate. The theory was extended by Marais (1966 and 1970) to 
incorporate the effect o f anaerobic conditions on the death rate. His equation was based on the 
following assumptions:
• Mixing in the pond is instantaneous and complete. This implies that the contaminant 
concentrations in the pond and in the effluent are identical. Observing the tranquil state o f water 
in a pond compared to the intense agitation in an aerated lagoon, this assumption seems 
illogical. However, as will be shown, ponds normally go through a daily cycle o f gentle mixing 
and stratification due to wind and temperature effects.
•  Reduction o f  bacteria takes place according to Chick’s law (1910)
dN—  = -K N  [2.3]
dt
in which t = time, in days; N  = concentration o f faecal organisms per unit volume; K  = decay 
constant dependent on temperature, in day _1 units. The relationship between K and temperature is 
postulated to be
kt = k2o0T- 20 [2-4]
in which kt and k2Q = 2.6, decay constant at T° C and 20° C, respectively; 6 = constant (1.19).
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Table 2.3. Facultative pond design equations for BOD removal
Aerial loading rate 
US EPA (1975)
Gloyna (1971) Marais and Shaw
(1961)
Plug flow Wehner-Wilhelm
(1956)
too>
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st
.2
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seu
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Q
For above 15°C 
BOD5 Loading = 
45-90 kg/ha/d
For range 0 -15°C 
BOD 5 Loading = 
22-45 kg/ha/d
For below 0°C 
BOD5 Loading = 
11-22 kg/lia/d
— ~9t = 0.035Lrt 07’-35/ / 1
V = pond volume m3 
Q = influent flow rate 
1/d
6t ~ NRT, d 
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0 = temperature 
coefficient = 1.085 
T = pond water tempera­
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f = algae toxicity factor 
f1 = sulpltide oxygen 
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f = 1.0 for domestic 
water
f1 = 1.0 for S04<500mg/1
1
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Ce = effluent BOD5 
concentration, mg/1 
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concentration, mg/1 
kT = complete mix first 
order reaction rate, 
d'1
Ot =NRT in each pond, 
d
n = number of ponds 
in series
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700
0.67+8
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pond BOD conc. 
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d = deptli of pond, ft 
Max. efficiency in a 
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each pond is equal
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concentration, logarithms = 2.7183
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order reaction rate, d
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loading
rate as H ~ axial dispers.
shown coef., area per time
below v = fluid velocity,
kg/lia/d /c,. J length per time (m/s)L = length of tmvel
22 0.045 path of a typical
45 0.071 particle, length (m)
67 0.083
90 0.096
112 0.129
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Given above Included in equation *o = * 35(l.085):
= reaction rate 
at min. operating 
water temperature 
k35 = reaction 
rate at 35°C =1.2 
d'1
T = minimum 
operating water 
temperature, °C
T-35 ^ 0(i.or20
k p = reaction r
at min. 
operating 
water temp.
K20 = react, 
rate at 20°C = 1 
d'1
T = minim, 
operating 
water
temperature,
°C
T-20kT — 2^0 (1 09)
kT = reaction rate 
at minimum 
operating water 
temperature 
k2Q = reaction rate
at20“C = 0.15 d'1 
T = minimum 
operating water 
temperature, °C
Adapted from (USEPA, 1983)
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Marais’ equation (1974) incorporated the constant kT for the die-off of sanitary indicator bacteria 
which, however were not derived from Chick’s (1910) batch die-off constant. Marais’ kT values 
were derived from field data produced by Slantez (1970) in 2 years, study of the reduction of 
sanitary indicator bacteria in a series of 4 oxidation ponds. These ponds had a cyclical (seasonal) 
temperature variation of 2 to 26°C. Marais used these data to produce a series of computer 
simulations incorporating the effect of temperature. He found that the best linear fit for the 
experimental data was obtained with the equation kT -  2.6(1.19)7'-20 for which he obtained a
correlation of 0.86 for faecal coliforms in the temperature range 2 to 21°C.
In addition to noting that kT was very sensitive to temperature, Marais went on to point out that 
other factors e.g. anaerobiosis, were also important in determining the die-off rate of faecal 
coliforms, and therefore cdeviations from the kinetic model were inevitable ’ and ‘ the designer must 
take cognisance o f  local observed characteristics’ . Unfortunately many designer seem to have 
ignored his cautionary note and continue to apply the kT value for the temperature of a particular
location in their design of pond systems. This problem is compounded by the fact that design 
manuals continue to promote its use (Mara, 1996 and 1998), and also continue to use the nominal 
retention time (NRT) as the basis for designing systems.
As a result of performance evaluation studies many research workers have criticized the use of the 
Marais kT values and reported that FC removal performance deviates substantially from that 
predicted using the kT value for the local mean temperature (Lloyd, 2004 pers. comm.). For 
example, in the USA (Ferrara & Harleman, 1981) and in studies carried out in Grand Cayman 
(Frederick, 1995), Colombia (Vorkas & Lloyd, 2000, Lloyd etal, 2003), Mexico (Lloyd et al, 2003) 
and England (Bracho, 2003), it has been reported that the hydraulic efficiency and hydraulic
retention time are fundamental in controlling the performance of WSPs.
Where FC performance evaluation, batch die-off, multi-parametric monitoring and simultaneous 
hydraulic analysis have been undertaken, it has been shown that Marais’ kT are most unreliable as 
predictors of performance (Lloyd, 2004 pers. comm.). For instance, a kT value obtained empirically 
from performance evaluations in controlled flow conditions in a Colombian maturation pond
23
Chapter 2. General literature review G. Aldana
produced a kT value of 3.73 at 26.2 °C contrasted with a Marais temperature equation value of 
7.646 (see Table 2.4 below). In England, a maturation pond with conditions close to plug flow 
produced a kT value of 9.98 at 14 °C compared with a Marais temperature equation value of 0.92.
Table 2.4. Comparison of die-off constants derived from Marais* equation and field 
determinations (Lloyd, 2004 pers. comm.)
Temperature °C
kT
Theoretical value from 
Marais = 2.6(1.19)r “20
kT
Empirical field determinations 
from removal performance
14 0.92 9.86 Lidsey, England
18 1.84 Not available
25 6.2 1.93 & 1.43 Grand Cayman
26.2 7.646 3.73 Ginebra, Colombia
In the case of Ginebra, Colombia, the application of the kT value = 7.646 predicted a performance 
for a single pond of >95% whereas the performance evaluation produced a steady 90% reduction. 
The situation in the English system at Lidsey was even worse because steps had been taken to 
improve performance in the maturation pond by specifically creating conditions approaching plug 
flow. The kT value of 0.92 for the Lidsey maturation pond predicted a performance efficiency of
76.66%, whereas the actual performance associated with the empirical kT value of 9.98 was 
97.27%.
In the Grand Cayman study, Frederick (1995) reported that the kT values calculated from the 
monitoring program compared favourably with her batch die-off studies (1.93 empirical compared 
with 2.0 batch in maturation pond 1, and 1.43 empirical compared with 1.54 batch in maturation 
pond 2) but were significantly lower than that expected using Marais’ formula (6.2) (Lloyd, 2004 
pers. comm.).
WSP systems are still frequently designed using NRT calculated from pond volume/flow (V/Q), 
rather than an estimate of MHRT from a physical or mathematical model which involves all 
significant parameters in the design (Guganesharajah, 2001). By using nominal retention time no
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account is taken of the hydraulic realities in open ponds, the inevitability of dead space and 
hydraulic short-circuiting and consequent hydraulic inefficiency (Lloyd et al, 2002).
There are three procedures used for designing facultative ponds; the first known world-wide is 
called surface loading, the second less known is called South African (Gloyna, 1971) and the third 
one is known as the Mara Equation (Mara, 1996 and 1998).
Specimen calculations o f pond design using the three procedures are shown below. Alternative 
solutions are provided to show the influence of temperature in WSPs. A example using three 
procedures to calculate NRT, volume, surface area, surface loading and BOD effluent concentration 
to compare with existing Ginebra facultative pond design is shown below. Ginebra WSPs comprise 
anaerobic, facultative and maturation ponds.
Given:
A domestic wastewater facultative pond in Ginebra, Colombia 
BOD5,2oc loading raw sewage = 220 kgBOD552oc/day 
Required BODs,2oc removal efficiency for anaerobic pond = 80%
BOD5,2oc effluent from anaerobic pond = 44mg/l 
Population contributing waste (P) = 11500 inhabitants 
Contribution per capita (q) =150 1/d/inhab.
Flow (Pq) = 11500*150/86400 = 19.97 1/s (20 1/s) (1728 m3/d)
Depth = 1.8m (5.91 ft)
T = 26°C
Areal BOD loading = 118.6 kg/ha/d (higher than recommended by EPA = 90 kg/ha/d in Table 2.3) 
Surface area = 6272 m2 (existing in the pond)
Volume = 11289.6 m3 (existing in the pond)
0t = 6 d (existing in the calculations)
9h = 1.386 d (after bacteriophage tracer study-Vorkas & Lloyd, 2000b)
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Required:
Results of calculations show as expected, organic BOD effluent concentration (a) organic loading 
(b) surface area (c) volume and (d) NRT for facultative pond design.
1st Procedure Surface loading
Solution
a) Organic load = BOD5,2o°c *Pq
b) Surface area
d) 0t
c) Volume
= 44mg/l *201/s 
= 880mg/s
= 76.03kg BOD/d
= organic load/BOD loading 
= 76.03kg BOD/d /118.6kg/ha/d 
= 0.64ha 
= 6410.79m2 
= surface area * depth 
= 6410.79m2*1.8m 
= 11539.42m3 
= volume/ flow 
= 11539.42m3/1728m3/d 
= 6.68 d
BOD effluent concentration, Ce = 700 700 = 63.90 mg/1
0.6? + 8 0.6 *5.91 + 8
2nd Procedure South Africa
Solution
a) The BOD influent concentration in the raw sewage is:
Co = 250kg/d*lxl06/kg*ls/20 l*ld/86400s = 144.68 mg/1
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b) In the Table 2.3, in the column of the Marais and Shaw Equations (1961) the table of values of 
kT is not given, so kT were used from plug flow column.
*26 =**>5(1 .085)36' 35 ; =0.129 d'1 (for 118.6 kg/ha/d)
kx  =0.129(1.085)~9 ; kp =0.062 d'1
e) Volume = Q»0t = 201/s* 8.14d*86400s/d*m3/10001 = 14065.92 m3
f) Area = V/depth = 14065.92m3/1.50m = 9377.28m2
3rd Procedure Mara Ea.
Af  = 10 L,Q /A S(Mara, 1996)
Xs = BOD surface loading for 26 °C = 118.6 kg/ha/d 
Li = effluent BOD from the anaerobic pond = 44 mg/1 
Q = flow rate = 1728 m3/d 
Af = facultative area, m2
Solution
a) Facultative area is given
d = 4.92 feet (1.50m)
p
where
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. 10x 4 4 m g /lx  1728m3 Id  £>11AO 2A ,  = —  — = 6410.8/??
118.6AgV ha Id
a) 0t -  AfDepth/Q
_ 6410.8x1.8??? r r o Je t =    = 6.68day
1728/?/ Id
It is similarly noted that 0t results are obtained using this equation and the first procedure, but 
producing a large difference for the Marais equation. The highest volume and area are obtained 
when this equation is used for WSPs design to achieve a range of BOD removal between 70 and 
80%. The reason for the discrepancy may be due to Marais procedure not given all parameters 
necessary for the calculation with complete mix in Table 2.3 and values to used for K T are those 
for plug flow.
All three procedures shown above usually fail and it is rare that WSPs produce <20mg/l BOD. 
According to the above calculation, the Marais Equation is the lowest predictor of 0t, because this 
equation is more likely to achieve 70-90% BOD reduction instead of with the more rigorous 
bacteriological reduction requirements, but a better result is obtained for the depth. In contrast, this 
equation has been used commonly for the bacteriological design in WSPs rather than to estimate the 
depth in WSPs. The WHO guideline value of <103/100ml requires a FC reduction of 99.99 to 
99.999% (Marais, 1974), by far the most demanding of all the performance/control parameters.
2.5 Historical development of WSPs
The treatment of domestic and industrial wastewater is taken as a matter of course in our society. It 
serves to protect human health, to preserve water resources, and it also retains the water in a state 
that makes it usable by humans. In the nineteenth century there were several epidemics in European 
cities, causing numerous deaths. Two common waterborne diseases in that period were typhoid and 
cholera. Cholera was reported in 1831 for the first time in Germany. In 1866/67, a massive wave of 
cholera epidemics spread over the whole of Germany. Typhoid, on the other hand, had a permanent
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presence in the cities, and it continued to show high mortality rates up to the late nineteenth century 
(Seeger, 1999).
Slowly the idea was accepted that the cause of the epidemics had to be looked for in the cities, ‘bad 
sanitary conditions’. Studies done by Von Pettenkofer, in Munich from 1866 to 1894, contributed 
particularly to the acceptance of the idea of sanitation. One of the main prerequisites for improving 
the sanitation of the cities was the efficient removal of wastewater (Seeger, 1999).
Although street-draining facilities existed in most cities, they were not designed to handle the high 
quantities of wastewater produced in the densely populated cities of the late nineteenth century. 
Thus the construction of sewer systems became necessary (Seeger, 1999).
The first wastewater treatment was the application of sewage to fields for irrigation. Where 
supplemental biological treatment was considered necessary, this was done by trickling the 
wastewater on irrigation fields set aside for that purpose. The first irrigation fields were used for 
wastewater treatment before it became common to rely on artificial treatment (i.e. settling tanks) in 
sewage plants (Seeger, 1999).
Around the turn of the 19th century, trickling filters were introduced as the first artificial biological 
treatment method. Compared with the irrigation fields they were characterised by a much lower 
need for space and lower operation costs, and they soon became widespread. An additional method 
of supplemental biological treatment, developed in Germany, were oxidation ponds (Seeger, 1999) 
which provided for solids settlement. They were first introduced in Berlin in 1898 in combination 
with the local irrigation of fields. The first oxidation ponds constructed in Europe were in 
Strassburg, Germany in 1907/11 in a pilot plant comprising coarse screen, straining wheel, settling 
tank and oxidation ponds (Seeger, 1999). One problem connected with the settling tanks right from 
the beginning was the handling of the resulting sludge. The solution to this problem was the Imhoff 
Tank, patented in 1906, which consisted of a cylindrical settling tank and a digestion tank directly 
underneath.
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The first design of a modern sewer system on the European continent was completed for Hamburg 
in 1843. Because of the pollution of the rivers and the sea, England issued the "Public Health Act" 
in 1848, which made it obligatory to use water closets and sewers to transport wastes from houses 
into surface waters. This Act also provided for mandatory wastewater treatment.
In the 1840s the City of Berlin was the first to construct a wastewater treatment plant in Germany. It 
was an experimental pilot system of gravel filters fed by wastewater. British legislation on sewer 
systems (1847) and the Hamburg concept of wastewater outflow from the city (1843) were 
motivated by aesthetic arguments, not by the health risk. According to Kowalik (1995), "a 
systematic and scientific evaluation of wastewater handling started in England around the 1850's 
and was followed up by other countries in Europe, the USA and South Africa".
The wastewater treatment plant of Gdansk (320ha), completed in 1872, was duplicated in Bremen 
in 1877 (400ha), in Breslau (1778ha) in 1881, in Berlin (12300ha) in 1884 and in Koenigsberg 
(Kaliningrad) (800ha) in 1899. Several elements of these systems were repeated later on in many 
other towns. The quality of research, development, implementation, information dissemination, and 
replication was quite high in the case of the Gdansk system. Gdansk wastewater treatment plant was 
closed in the 1990s (Swinarski, 1995).
Early use of ‘sewers’ had the purpose of removing stormwater without causing flooding. They were 
constructed below the streets, but were designed to carry away stormwater only (Johnson and 
Abercrombie, 1947). In London it was illegal to discharge human excreta into ‘sewers’ up to 1849 
(Kowalik, 1995). In London a separate sewer collection system was in use in the early half of the 
eighteenth century. Human wastes were carried by ‘sewers’ to a wastewater treatment plant or point 
of outfall, while surface water was carried away by a number of local systems discharging at 
various points into natural water courses. Before 1849 the only legal possibility was to construct a 
separate sewer system containing only stormwater without sanitary wastes. According to Kowalik 
(1995) the first regulations related to sewer systems and wastewater were introduced in England in 
the 1875 Public Health Act. Afterwards, the law was changed to permit all wastewater to be drained 
into sewers. By 1875 this became compulsory in the urban areas of Great Britain. In a combined 
sewer system, the sanitary wastes and stormwater (from rain and snow) are collected and discharged
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into one system of sewers which leads to a wastewater treatment plant or to one or more points of 
discharge. No early historic record was found in the literature referring to the first oxidation pond 
constructed in England.
A similar series of events occurred in the US where stabilisation ponds have been employed for the 
treatment of wastewater for over 100 years (US EPA, 1983). Ponds have been used for centuries to 
store and treat animal and household waste (Gloyna, 1971). The first recorded construction o f a 
pond system in the United States was at San Antonio, Texas. In 1901 an impoundment of 275ha 
with an average depth of about 1.4m was constructed. This pond, now known as Mitchell Lake, is 
still in use. Following this successful experiment, other cities in Texas, California, North Dakota, 
and elsewhere in the US used ponds as a means of treating sewage (Gloyna, 1971).
Today, almost 7000 stabilisation ponds are utilised in the US to treat a variety of wastewaters. From 
domestic wastewater to complex industrial waste, and they function under a wide range of weather 
conditions, from tropical to arctic. Nevertheless, the use of ponds prior to the mid twentieth century 
seemed to be more by accident than design (Gloyna, 1971). As an example, in 1924 the city of 
Santa Rosa, California, attempted to avoid the cost of a wastewater treatment plant by uncovering 
gravel beds which, it was believed, could be used as natural filters prior to discharging wastewater 
into the highly polluted Santa Rosa Creek. As might be expected the gravel bed became partially 
sealed, resulting in an impoundment of sewage to a depth of about 90cm. The effluent from this 
pond was reported to resemble that from a trickling filter.
The first pond in North Dakota was put into operation in 1928 because there was no nearby stream 
to dilute or even carry away the wastewater collected by the newly constructed sewer system. It was 
decided to empty the wastewater into a natural depression some distance from the town, in the hope 
that this would prevent odour problems. This pond remained in operation for over 70 years.
During the second world war, significant operating experience was gained at military installations 
in the US (Gloyna, 1971). Little engineering or research went into the construction of early ponds, 
some of which failed. The geometry and loading of the pond varied with the “lie of the land”.
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Receiving-stream requirements were frequently not considered. Finally, however, the acceptance of 
ponds in the south western U.S. brought a semblance of design into being and the operation of these 
ponds has steadily improved.
2.5.1 Comparison between WSPs and conventional activated sludge treatment
The activated sludge process was a new biological method, which was first employed in 
Manchester, England by Fowler, Ardern and Lockett in 1914 (Johnson and Abercrombie, 1947) and 
successively in Germany in the sewage plant of Essen-Recklinghausen in 1925 (Seeger, 1999). 
Compared with WSPs, it offered a higher standard of treatment range producing 10 to 20mg/l BOD 
in the effluent. Activated sludge became popular in Germany because stench and flies no longer 
posed a major problem and it became possible to operate sewage plants within city boundaries. 
However, activated sludge facilities required high investment costs and needed a high level of 
maintenance, and this slowed down the adoption of the activated sludge process in the early 
twentieth century (Seeger, 1999).
Figure 2.2. Typical flow diagram showing the treatment of wastewater with the activated 
sludge process. After Linsley et al (1992).
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Figure 2.2 shows the basic design of the activated sludge aerobic treatment process. The chief 
treatment units include the aeration tank and the secondary settling tank. The influent, untreated 
wastewater, contains organic matter that is amenable to biological degradation. This enters the 
aeration tank where the organic materials are ‘attacked’ and stabilised by flora and fauna known 
collectively as activated sludge (Stewart, 1964).
In the activated sludge process illustrated in Figure 2.2 untreated or settled wastewater is mixed 
with 100 to 120 % of its own volume of return activated sludge. The mixture enters an aeration tank 
where the organisms and wastewater are mixed together with a large quantity of air. Under these 
conditions, the organisms oxidise a portion of the organic waste matter to carbon dioxide and water 
and synthesise the other portion into new microbial cells. The mixture then enters a settling tank 
where the flocculant micro-organisms settle and are removed from the effluent stream. The settled 
micro-organisms or activated sludge, are then recycled to the head end of the aeration tank to be 
mixed again with wastewater (Linsley et al, 1992).
Activated sludge and WSPs have a very different hydraulic behaviour in terms o f hydraulic 
performance. Activated sludge can achieve a better performance than WSPs except for pathogen 
removal. Hence, in many Latin American countries WSPs usually do not have primary screening 
treatment. Another important factor is the manner in which the wastewater is introduced into the 
basin throughout a simple pipe in front of which solids accumulate and are not removed.
There are many factors to take into consideration in activated sludge and WSPs according to Horan 
(1990):
“The mixing characteristics o f a reactor, and the manner in which a wastewater is introduced into 
the reactor, exert a considerable influence on the efficiency o f treatment. Many important 
parameters are influenced by the hydraulic flow characteristics including BOD removal and settling 
properties in the activated sludge process, and BOD removal and pathogen removal in waste 
stabilisation ponds. In addition, mixing is one of the major factors contributing to discrepancies in 
results observed in the scale-up from laboratory to full-size plants. It is necessary therefore to be
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able to measure the mixing characteristics of a reactor, correctly interpret the results thus obtained 
and predict the likely behaviour of the reactor under different operating conditions”.
The amount of mixing within a reactor is measured by the dispersion number. Camp (1946) was the 
first in measuring dispersion within a settling tank in the Detroit Sewage Treatment Works. He 
demonstrated distinct dispersion patterns for different shapes of settling tanks as shown in Figure 
2.3 using tracers.
The shapes of dispersion curv es found in practice 
for primary and secondary sedimentation tanks:
Cu rye G 
Curve d- E
K I
Curve E 
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Channel
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C = tracer concentration at each time interval; Cc = initial tracer concentration; 
t = time interval; Oh = mean hydraulic retention time 
Research done in the Detroit Sewage Treatment Works, USA. After Camp, (1946)
Figure 2.3. Typical normalised dispersion curves for settling tanks
Camp defined several dimensionless indicators to measure dispersion such as 0h, which is the 
centre of gravity, i.e. for curve E if the flow pattern is stable and there are no dead spaces the value 
will be unity for perfect plug flow. tA/0h is the relative time to the centre of the area, is usually less 
than unity and is smaller the worse the short-circuiting. Since half the particles of fluid pass in less 
time, ti is the “probable flow through time” of the fluid. The dispersion of the fluid is measured 
approximately by the time of initial appearance t, of the tracer in the effluent. The smaller the 
relative time t,/0h the more rapid the dispersion. Small values of f/0h and tA/0h indicate serious 
short-circuiting.
Where:
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Oh = mean hydraulic retention time (hr)
tA = fraction of time measurement from tracer injected to the centroid of the area (hr) 
ti = initial time of appearance (peak) of the tracer in the effluent (hr)
The mixing efficiency in activated sludge is expected to be greater than in waste stabilisation ponds 
because aerators mix with the contents of the tank. A typical age distribution obtained in activated 
sludge is that of curve C shown in Figure 2.3. WSP efficiency in mixing is expected to be more 
wide ranging as shown by curves B, C and D. In general mixing in activated sludge tanks is highly 
influenced by aeration and controlled recirculation, and would be expected to produce high 
dispersion numbers, whereas mixing in WSP is typically uncontrolled and subject to climate factors 
(temperature and wind). The latter produce the wider range of dispersion numbers.
Curve A is characterised as having instantaneous mixing which is known by chemical engineers as 
completely mixed. This curve was obtained in a 1 m3 tank (Camp, 1946) and is like mixing some 
milk into a mug of coffee. It does not apply to either full-scale WSPs or activated sludge because it 
is the ideal dispersion. Furthermore, a cubic shape is an unusual shape not found in either types of 
treatment. Thus, the length/width/depth ratio must be 1 to achieve instantaneous mixing. ti/0h and 
tA/0h values found by Camp were zero and 0.693 respectively and signify serious short-circuiting.
Curves A to E are associated with progressively greater effluent quality linked to increasing “delay 
function ”. The “delay function” may be defined as the time up to which no tracer has left the 
system reactor. Danckwerts, (1953) introduced the term ‘hold back’ to indicate that some elements 
of fluid spend more time than others, and less than the average time, V/Q, in the basin. This term is 
confusing and unhelpful. For defining optimum hydraulic performance it is more important to 
understand and increase the “delay function”. In the system with piston flow (curve F), there is the 
highest ‘delay function’.
The shapes of dispersion curves found in practice for tanks with hold-back will be intermediate to 
those characteristic of two limiting types of tanks shown as curves A and E in Figure 2.3. In 
practice it is impossible to build a reactor in which the mixing is instantaneous, or in which no 
longitudinal mixing takes place (Horan, 1990). Curves A to E seem to be very stable in theory. In
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reality dispersion curves are more unstable because several hydraulic problems occur within the 
basin and are summarised by Horan as follows:.
“At wastewater treatment plants, efficient hydraulic utilisation of reactors is frequently impaired by 
two factors (1) short-circuiting, where a current of influent sewage exits from the tank very rapidly 
in considerably less than the theoretical nominal retention time, and (2) dead or stagnant zones 
which are generally in the corners of reactors and not significantly involved in the mixing process. 
For such phenomena as pathogen removal in which influent concentration is very high, a small 
degree of short-circuiting will cause a large decrease in removal efficiency. Conversely, the effect 
of dead zones is to reduce the effective volume of the reactor available for treatment. The presence 
of short-circuiting and dead zones is revealed from the results of tracer studies”
Curves B, C and D are characterised by having gradually increasing dispersion. These curves are 
known by chemical engineers as dispersed flow and were obtained in secondary circular or 
rectangular tanks for activated sludge treatment (Camp, 1946). Early studies in 1945 showed that 
different devices such as wall dividers and baffles were used to avoid the advection peaks and 
increase mixing within the tanks. Dispersion is decreased as LAV ratio is increased. Dividers were 
not considered for WSPs in the early days.
Curve B is the dispersion curve for a radial-flow primary tank 200ft in diameter and 14.2ft in height 
proposed for Detroit Sewage Treatment Works (Camp, 1946). This curve represents the flow 
pattern with the conventional type of inlet and with a design retention period of 90min. tj/Oh and 
tA/0h values found by Camp were 0.14 and 0.831 respectively which signifies high short-circuiting.
Curve C is the dispersion curve for wide rectangular sedimentation basins 135ft in width, 18.5ft in 
height and 330ft in length at the Springwells Water Filtration Plant of Detroit. t/Oh and tA/0h values 
found by Camp were 0.30 and 0.925 respectively which signifies a small amount of short-circuiting.
Curve D is the dispersion curve for narrow rectangular primary tanks 16ft in width, 14ft in height 
and 273ft in length constructed for the Detroit Sewage Treatment Works in preference for the
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circular tank characterised for curve B. t/T  and tA/T values found by Camp were 0.52 and 0.903 
respectively, which signifies even less short-circuiting.
Curve E is characterised by having very low dispersion. This curve is known by chemical engineers 
as being near to plug flow. This type of flow is recommended by environmental engineers to 
improve water quality in terms of faecal coliform removal because nearly all water is subjected to 
the same defined treatment time. This curve was obtained for a model of a round-the-end type 
baffled mixing chamber with 15 passes 2ft in width, 22,3ft in height and 1.056ft in length. tj/0h and 
tA/0h values found by Camp were 0.74 and 0.988 respectively, which signifies low short-circuiting 
almost insignificant.
Curve E is also typical o f flow of a pipe; ‘hold-back’ will always arise when a true fluid flows 
through a pipe. In the first place, there is a variation in velocity from the axis to the wall of the pipe, 
so that the central “core” of fluid moves with a velocity greater than the mean, while the fluid near 
the wall lags behind. This effect will be most marked when flow is laminar as in WSPs; in turbulent 
flow, as in activated sludge or a pipe, the velocity is more uniform across, and the hold-back is less, 
although eddy diffusion contributes to the longitudinal mixing. In some circumstances molecular 
diffusion may also contribute appreciably to the hold-back (Danckwerts, 1953).
Curve F is ideal plug flow which is supposed to be obtained for a flow in a very fine pipe such as 
glass tubing or in blood capillaries. Perfect plug or piston flow will never occur with Newtonian 
fluids; there will always be some longitudinal mixing, due to viscous effects and molecular or eddy 
diffusion (Danckwerts, 1953).
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2.6 Problems of hydraulics in WSP
2.6.1 Hydraulic flow patterns
The WSP system is promoted as being economical compared with conventional treatment 
processes, and the maturation pond as efficient in reducing faecal coliforms. In recent years 
models have been developed to describe its hydraulic characteristics, biochemical and 
microbiological performance accurately (Saunders, 1999, Guganesharajah, 2001). In most cases 
the hydraulic flow patterns are poorly defined, and most lagoons fall between the two extremes 
of plug flow and completely mixed. In between there is the dispersed flow (non-ideal) pattern. 
Definitions of flow pattern were developed by chemical engineers for chemical reactors and 
have been adapted to waste stabilisation pond design by sanitary engineers. In the design of 
ponds, hydraulic behaviour is usually based on the assumption of plug-flow or completely- 
mixed flow, and less frequently on dispersed or non-ideal flow models. Consequently, removal 
efficiencies in WSP systems are based on equations related to each particular flow model and 
yet in most situations non-ideal flow prevails.
Until recently, the shape of a treatment pond, lagoon, or concrete tank; the presence of unused 
‘dead’ spaces; and the inlet and outlet flow patterns have not been given importance in the 
design concepts. Hydraulic flow characteristics have an obvious effect on molecular and 
turbulent diffusivity as well as on mean hydraulic retention time, and hence ultimately on FC, 
SS, BOD and COD removal efficiency.
Plug flow
First consider an ideal case with fluid flowing through a long rectangular tank as shown in 
Figure 2.4(a). Theoretically there is no lateral diffusion or mixing and given mass of liquid 
passes through the tank without lateral disturbance. No element in the system can pass another 
element since all elements are travelling with equal velocity (Thirumurthi, 1969). Chemical 
engineers call this flow pattern plug, or piston flow.
Plug flow may be visualised as each plug of sewage entering the reactor but not mixing with the 
older contents, passing along the length of the reactor behind the previous plug until it reaches
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the outlet. Consequently, every element in the reactor is treated for the same amount of time of 
travel (retention time).
Influent Effluent
(a). Plug flow pattern
(b). Completely mixed flow
Figure 2.4 Common hydraulic flow pattern in reactors
A chemical reactor with plug flow is characterised by the following formula (for first order 
chemical reaction)
C
C
e   g ~ k >p Ot [2.5]
In which Ce= effluent concentration, CQ = influent concentration, kT = first order reaction 
constant, and Ot = nominal residence or retention time. Eq. 2.5 has been used in waste 
treatment design by various investigators (see Table 2.3 pg. 22). Polprasert and Bhattarai (1985) 
found experimentally that ponds approaching plug flow conditions (with low dispersion [d] 
values) have less short-circuiting and provide more time for the reactions to take place, resulting 
in better treatment efficiency. The opposite is true for ponds approaching completely-mixed 
conditions (high d values). Despite this, Thirumurthi in 1969 found that plug flow does not exist 
in trickling filters or waste stabilisation ponds. Hence the existing design equation based on plug 
flow pattern should be regarded an approximate representation of the system.
Completely mixed flow
Now consider another ideal flow condition at the other extreme of the spectrum. Tanks or ponds 
with square or circular shape in plan equipped with mixing paddles will exhibit something
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approaching completely mixed tank characteristics with a large amount of instantaneous mixing. 
The contents of the tank will be uniform in composition and equal to the effluent concentration, 
see Figure 2.4(b).
The design equation representing completely mixed flow, derived in chemical engineering text 
books and usually used in sanitary engineering practice, is as follows
C 1% l =  t  [2.6]
C0 (1 + M O
Eq. 2.6 is commonly used in designing aerated lagoons, waste stabilisation ponds (facultative 
and maturation) and activated sludge processes. Whenever Eq. 2.6 is incorporated, it is assumed 
that there is complete and instantaneous mixing, which is not true in large stabilisation ponds. 
The author has verified this in several full scale lagoons (e.g. Lidsey in England, Ginebra in 
Colombia). In spite of this, Marais (1974) has used this equation as a model for faecal coliform 
removal in facultative and maturation ponds. By using a series of assumed completely mixed 
reactors, he achieved a hydraulic regime equivalent to plug flow and concluded that removal 
efficiencies are greater when using a series of small equal sized ponds than a single pond of the 
same area. He also found that the die-off constant kT .depended primarily on the effect of 
temperature according to Eq. (2.7).
k T =  2.6(1.19)r "20 [2.7]
Note: kT was estimated using equation (2.6) and should not be regarded as the true estimate for 
the die-off rate based as first order kinetics.
According to Thirumurthi (1969), stabilisation ponds cannot be designed rationally by assuming 
them to be plug flow or completely mixed. However the ability to simulate performance is 
increased when plug flow equation is used for long, rectangular ponds with relatively low 
hydraulic loads (O less than 6 1/s ). This value (Q) was determined in a full-scale channel-lagoon 
having an L/W ratio 79:1 (Bracho, 2003).
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Non-ideal or dispersed flow
Most unit operations of sanitary importance represent neither plug flow nor a completely mixed 
system, but rather an intermediate system with a flow pattern characteristic of partially-mixed 
conditions. This type of flow pattern has been called by investigators non-ideal or partially 
dispersed flow. The dispersion model approach includes a finite value for the longitudinal 
dispersion term in the conservation of mass equation as a means of accounting for mixing 
processes, see Figure 2.5.
Influent Effluent 
►
Figure 2.5. Dispersed flow pattern. After Thirumurthi (1969)
Polprasert and Bhattarai (1985) suggested that inclusion of the pond’s dispersion characteristics 
into the design equation could yield a better prediction of results because they account for the 
pond’s hydraulic phenomena, i.e., pond shape, flow velocity, short-circuiting, and entrance and 
exit devices. However, the use of the dispersed flow model does not account for the existence of 
dead or stagnant zones which reduce the effective (or active) volume of a pond having low 
length/width (LAV) ratios. The dispersion number (non-dimensional) d  can be expressed as
d  = D _ DOt 
UL ~ L2
[2.8]
In which D = the longitudinal or axial dispersion coefficient characterising the degree of 
backmixing during flow; U = the average flow velocity; and L = the length of fluid travel path 
from inlet to outlet.
Wehner and Wilhelm (1956) derived an equation for chemical reactors which exhibit non-ideal 
mixing properties.
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Ce 4 ae rid
Ci (l + a)2ea/2d- ( l - a ) zek2 -ci/2d
[2.9]
Equation 2.9 was modified by Levenspiel (1999) to incorporate 0t where, a = *Jl + 4kT0 td  
non-dimensional value and hr, 0t, d, Ce and C0 are as defined previously.
Shortcomings of assumptions:
1) Flow is unidirectional (Not true)
2) Equation allows for diffusion across inlet wall (Errors appear)
3) Velocity is uniform across the pond (Not true)
Since the great majority of WSPs are neither completely mixed nor plug flow it can be argued 
that biological waste treatment systems should be designed using the equation (2.9) because this 
already includes the dispersion number and it is possible to put it into the design. Short- 
circuiting in tanks, exit and entrance hydraulic devices and other hydraulic mixing 
characteristics can be represented by the value o f ‘d’ (Thirumurthi,1969).
The decay rate of microorganisms controlled by organic load and other biological factors can be 
accounted for by the value of k. The hydraulic flux of course is represented by the value of 
nominal retention time (NRT), 0t =V/Q, in which V = volume of pond (m3), Q = flow discharge 
in the inlet pond (m3/s).
Dispersion numbers identify the type o f flow, zero being characteristic of the perfect plug flow 
reactor, and ‘infinity’ o f a completely mixed flow reactor. Sewage treatment ponds have values 
of ld  that generally fall between 0.1 and 2.0. Because the contents of aerobic ponds must be 
mixed to achieve the best performance, it is estimated that a typical value for the pond 
dispersion factor would be about 1.0 (Metcalf and Eddy, 1991). This value (d=  1) is a very long 
way from ‘infinity’.
The design equation (2.9) may look too complicated to be used by design engineers, so 
Thirumurthi (1969) prepared a chart based on Wehner and Wilhelm’s (1956) concentration 
profiles obtained for three different bed-friction boundary conditions, thereby avoiding 
calculations and for ready use as shown in Figure 2.6.
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As an example, for given values of d  = 0.1, 0t = 1.50 d, kT -  3 d 1 using the Figure 2.6 and 
percentage of BOD remaining = 8.7.
Figure 2.6. Thirumurthi design formula chart
According to Thirumurthi, to design for completely-mixed conditions in terms of BOD 
remaining, the d  value of a pond should be at least 5. In full-scale ponds in Corine, Utah and 
Bangkok, Thailand he found that the d  value ranged from 0.395 to 1.710 and 0.115 to 0.125, 
respectively, and he concluded that partially-mixed or dispersed flow conditions occurred in 
these ponds. On this basis, d  values of ponds or lagoons range from 0.11 to 2.0. However, ponds 
seldom have d  values in excess of 1.0, because of high hydraulic loads. This range was also 
found by the author in studies carried out in three full-scale facultative lagoons in Maracaibo, 
Venezuela where d  values ranged from 0.25 to 0.56 with a flow rate of 5 1/s each. This is 
supported by Metcalf and Eddy (1991) who reported that the dispersion number for facultative 
ponds varied from 0.3 to 1.0.
Yanez (1993) developed a chart in which he plotted the non-dimensional variance versus the 
dispersion number using Levenpiel’s equation as shown in Figure 2.7. This figure has the 
important limitation that it can only be usefully applied with low dispersion numbers (less than 
0.20).
43
Chapter 2. General literature review G. Aldana
Yanez’ (1993) chart application is most useful in its near linear range, where dispersion numbers 
(d) are very low, i.e., from about 0.01 to 0.2. Thereafter (0.2 -  2.0) the non-dimensional variance 
is reduced for each 0.1 (d) step, reflecting the loss of linearity and hence precision of the non- 
dimensional variance as shown in Figure 2.7.
In practical terms, the closest that has been achieved to plug flow in WSPs measured as ‘d’ is in 
the range 0.02 -  0.04 (Lidsey).
Performance evaluations from full-scale lagoons in South America, a Caribbean Island and 
England take account of LAV ratio, flow rate, dispersion number and the depth relationships as 
shown in the Table 2.5. The ‘d’ values ranged shown 0.04 to 2.7. The lowest cd’ value (0.04) 
was attained by a maturation pond in England with a channel intervention and highest LAV ratio 
(79:1), lowest flow rate (5 1/s) and shallow depth (0.95 m). Followed by other low lcf values in 
Maracaibo and Ginebra maturation systems of 0.25 and 0.27, respectively. Flow rate values 
were again low between 5 and 6 1/s and the depths were 1.8 m and 1.1m, respectively.
These results support those of Thirumurthi (1969) who concluded that to achieve plug flow 
requires a high LAV ratio and low flow rate together. Common hydraulic characteristics are 
listed in Table 2.5 including water depth, which must be shallow (<1.8 m).
It may be noted that in Ginebra the lower lcT value (0.27) was obtained with a channel 
intervention and higher L/W ratio 35:1. In mechanically mixed reactors such as activated sludge 
the dispersion numbers ‘d ’ may have a high value range. Activated-sludge ‘d  values were 
reported by Murphy and Timpany (1967) in an activated sludge physical model scaled down to 
1/13 of the prototype within a range from 3.8 to 7.2. Furthermore, the LAV ratio is high at 25:1 
for a plug flow aeration tank in comparison with a common WSP system which varies between 
2.67 and 8.7:1 as is cited in Table 2 in the book of Metcalf and Eddy (1991).
Since the dividing line between the three different hydraulic flow patterns has not been well- 
defined, neither in the Thirumurthi nor the Yanez chart, it is necessary to define them in 
order
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to classify the lagoons according to their hydraulic regimes. On the basis of the above we can 
suggest a dispersion number range for plug flow between 0 and 0.2. The dispersed flow 
dispersion number ranges from 0.2 to 2.5, and for complete mixed flow the dispersion number 
ranges from 2.5 to > 5 (Figure 2.7).
Table 2. 5. Some common hydraulic characteristics in different WSPs and 
activated-sludge systems._________   i___
WSP system LAV ratio Q0/s) Dispersion number 
(d) range
Depth (m)
Grand Cayman Island 
(1 facultative + 1 maturation)
2.67:1
Facultative
30 2.7
completely mixed
1.8
Ginebra, Colombia 
(1 anaerobic + 1 facultative 
+ 1 maturation)
4:1
Maturation
20 (facultative) 
6 (maturation)
(not applicable) * 1.1
Ginebra, Colombia 
With channel intervention
35:1
Maturation
20 (facultative) 
6 (maturation)
(0.27 -  0.64) 
Maturation (0.27)
1.1
Maracaibo, Venezuela 
Three series of lagoon 
(3 facultative)
2.8:1
Facultative
5 each (0.25-0.52) (1.8-2.90)
Lidsey, England 
(three single maturation 
lagoons)
8.7:1
Maturation
(9 -15) each (0.4 - not applicable)* (0.95-1.0)
Lidsey, England 
With channels intervention
79:1
Maturation
(5 -6) (0.04-0.07) (0.95-1.0)
Activated-sludge 
(complete-mix aeration tank)
1:1 25 No information 
reported in the literature
(3.0 - 6.0)
Activated-sludge 
(plug flow aeration tank)
25:1 (37-52) No information 
reported in the literature
(1.2-3.)
* Because variance is higher than 1
2.6.2 Hydraulic problems arising in full-scale lagoons
The ideal flow pattern in most treatment basins would be plug flow, but this is impossible to 
achieve in practice. Dispersion caused by unsteady flow rates, wind, inlet and outlet effects, and 
shear stresses at the sides and bottom cause some parcels of water to exit earlier than the 
Nominal Retention Time (0t) and some to exit later. These deviations from plug flow vary 
continuously as conditions, such as sediment build up or wind speeds, change.
Thackston et al (1987) classified water in three parcels, or zones, typical o f flow patterns 
observed in the top of full-scale lagoons: the dead zone, advective flow and mixed zone, as 
shown in Figure 2.8.
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Figure 2.8. Plan view schematics of typical flow patterns in WSP systems. After 
Thackston et al, (1987)
Dead zone
‘Dead’ zones are defined within the basins, in which velocities are considerably less than average, 
and in which eddy re-circulation currents exist. These zones make the effective basin volume less 
than the total volume and the mean hydraulic retention time 0h is reduced. Thackston et al (1987) 
found that parcels of water which enter the dead zone have a very long hydraulic retention time, and 
a high percentage of suspended solids are removed there. He concluded that the presence of ‘dead’ 
zones adversely affects the overall treatment efficiency of a basin, because the dead zone volume is 
unavailable to the main flow, thus reducing the mean hydraulic retention time. Although described 
by Thirumurthi (1969) the inevitability of dead space and hydraulic short-circuiting and consequent 
hydraulic inefficiency, nominal retention time is still used for design purposes and no account is 
taken of the hydraulic realities in open ponds (Lloyd et al, 2002). Agunwamba (1992) also 
concluded that ‘dead’ zones reduce the hydraulic retention time of a pond by reducing its capacity.
Hydraulic efficiency
Thackston et al (1987) also worked with the term “hydraulic efficiency” as the ratio between mean 
hydraulic retention time and theoretical (nominal) retention time (0h/0t), and partially described this 
departure from ideal pipe flow (0h/0t =1). This is based on a dye tracer test which is usually 
measured when a quantity of dye is introduced instantaneously into the inflow, and the 
concentration is monitored as a function of time at the outlet. The curve of dye concentration at the 
effluent versus time is identical to a frequency distribution of retention time.
In order to achieve a particular value of 0h and therefore to achieve a specified treatment efficiency, 
the theoretical residence time, 0t, must be larger than 0h by a factor equal to the hydraulic efficiency
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correction factor introduced by Thackston (HECF), which is 0h/0t (see chapter 8). Field values of 
HECF obtained from different countries are shown in Table 2.6 and emphasise their low hydraulic 
efficiencies.
Short-circuiting
The term “short-circuiting” has no precise technical definition, but is generally used to describe the 
situation in which “a portion of the flow exits the basin in much less time than 0t”. This is illustrated 
by a dye tracer curve with significant concentration showing up at the exit of the basin at 
normalised times, 0h/0t, of less than 0.3 or 0.4 of 0t.
Camp (1946), defined “short-circuiting” which is exhibited by all tanks and is “due to differences in 
the velocities and lengths of stream paths. Short-circuiting is accentuated by mixing of the tank 
contents, by high inlet velocities, and by density currents”.
Table 2.6. Comparison between the nominal and mean hydraulic retention time obtained 
from full-scale lagoons_______________________________ _______________ ______________
DESCRIPTION COUNTRY
NOMINAL
RETENTION
TIME
et(d)
MEAN
HYDRAULIC
RETENTION
TIME
0h (d)
HYDRAULIC
EFFICIENCY
CORRECTION
FACTOR
(HECF) (Ok/Ot)
Facultative Lagoon Venezuela n 7 0.64
Facultative Lagoon Venezuela 10.57 7.06 0.67
Facultative Lagoon Venezuela 11.03 6.51 0.59
Facultative Lagoon Grand Cayman 
Islands
6.61 3.79 0.57
Facultative Lagoon Colombia
Ginebra
6.1 1.386 0.23
Facultative Lagoon Colombia 
Guacari 1
3.53 0.581 0.16
Facultative Lagoon Colombia 
Guacari 2
2.76 1.031 0.37
Facultative Lagoon Mexico 7.71 1.33 0.17
Maturation Lagoon England 4.02 1.45 0.36
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Advective flow
In this zone the flow is travelling as a plume within the basin. The leading nose of the plume 
sometimes can be thin (between 1 and 5cm)1 or thick (between 5 and 25cm)2. Departure from plug 
flow also occurs because of transverse and vertical mixing. If the depth is small compared to the 
width of the channel, e.g. 1:75 to 1:50, d/w ratio, the mixing time will be mainly governed by 
transverse mixing coefficient, which usually includes both transverse eddy diffusion and transverse 
dispersion (Chau, 2000).
The advective flow and the low mixing identified during an experiment at the UniS physical model 
are shown in Figure 2.9.
Several hydraulic problems occurring in full-scale lagoons will be studied in this research. In the 
author’s opinion the most important are: 1) inlet/outlet arrangements, 2) wind effects and 3) gross 
configuration. All three affect the retention time and age structure of the effluent.
Figure 2.9. Typical zones observed in a dye tracer experiment in the UniS physical model 
(Plan View)
*’: dimensions related to the physical model studied in this PhD thesis
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1) Inlet/outlet arrangements
Many researchers have investigated the effect of the inlet and outlet arrangements. For example, 
Persson (2000) emphasised that the location of inlet and outlet has considerable influence on the 
effective volume. He found that the basic case with 79% effective volume may be reduced to 34- 
46% when the outlet is badly located. He studied five ponds with the same basic shape but with 
different inlets and outlets using the uncalibrated CFD package MIKE21 which assumes depth 
averaged velocities and concentrations are homogeneous vertically. He concluded that when the 
inlet and outlets were aligned along the longitudinal central area or in diagonally opposite 
corners they had similar hydraulic performance. Where the inlets and outlets were placed close 
to each other, and the inlets and outlets were placed in the corners, he concluded that they both 
showed more short-circuiting and less effective volume. He also observed that the best 
arrangement had an inlet along the whole width of the pond. This made the flow closer to plug 
flow (effective volume close to 85%). It also had less short-circuiting.
Shilton and Harrison (2002), present the same argument about inlets and outlets also using an 
uncalibrated model. They found that the inlet design has a significant influence on the flow 
regime in a pond. While the jetting effect from the inlet is relatively localised, it can provide a 
significant momentum source that maintains circulation of the bulk flow. Poorly considered 
positioning of the inlet and the outlet therefore means that this circulation can create hydraulic 
short-circuiting problems. They suggested that the direction and position of the inlet defines the 
resultant circulation pattern.
A small horizontal inlet, large horizontal inlet and vertical inlet configurations were studied by 
Shilton and Harrison (2002). All three inlet types were tested on an uncalibrated mathematical 
model. They only studied the inlet effect because “after the flow pattern has been optimised by 
design of the inlet and the shape, the outlet can then be placed for maximum efficiency without 
the likelihood that it will significantly alter the flow pattern”.
Shilton and Harrison (2002), concluded that theoretically a vertical inlet would appear superior 
to a horizontal inlet based on a mathematical model. The use of a vertical inlet to dissipate the 
inlet momentum can significantly increase the time taken until any tracer reaches the outlet and 
starts to escape the pond (short-circuiting). The results from the small horizontal inlet study
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showed a series of peaks. Each peak is the result o f the tracer circulating around the pond and 
past the outlet. They did not refer to the large horizontal inlet results. They also concluded that 
the use of short stub baffle placed in front of the inlet provided improvements similar to that of 
longer more traditional baffle designs.
Their conclusions were also in agreement with Vega et al (2002), using an uncalibrated CFD 
2D-model MIKE21 to study 12 different inlet and outlet configurations. They concluded that 
baffling and a better inlet-outlet positioning are simple interventions to improve the performance 
of WSPs with a poor physical design, that is, existing square ponds with incorrect inlet-outlet 
arrangements can be greatly improved by simply providing a baffle at L/2. They also concluded 
that inlet and outlets in diagonally opposite comers showed the best effective volume (> 0.85) 
compared with alignment on the pond’s longitudinal centre line.
Metcalf and Eddy (1991) in their book suggested that poor distribution or jetting of the tank 
influent can increase the formation of density currents and scouring of settled sludge, resulting 
in unsatisfactory tank performance. Tank inlets should dissipate influent energy, distribute the 
flow evenly in horizontal and vertical directions, mitigate density currents, minimise sludge- 
blanket disturbance, and promote flocculation.
Studies carried out by the author in the University o f Zulia system in Venezuela also revealed 
that inlet and outlet arrangements can improve or reduce hydraulic performance. Three parallel 
facultative ponds with different inlet configurations, a single pipe placed in the longitudinal 
centre line at the top, a single pipe placed at the bottom discharging within a sludge pit, and 
multiple inlets (four pipes) are shown in Figure 2.10. The outlets were two vertical pipes in U- 
shape. These studies found that the highest performance was obtained when the inlet was placed 
at the bottom, discharging within a sludge pit. The tracer curve shape with dye concentration 
versus retention time is shown in Figure 1.1 for the best performance set up. Almost a 
completely mixed profile was achieved in this case, but did not occur in the other two cases. 
With the single and multiple inlets the studies showed that more low mixing and advective flows 
and short-circuiting was identified in the curve shape. The conclusion arising from the study is 
that the inlet at the bottom discharging within a sludge pit produced high hydraulic performance 
even though the advective peak still appeared in earlier trials.
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Figure 2.10. Inlet and outlet arrangements at the University of Zulia system of facultative 
ponds
Note: The volumes are less than Lxbxd because the wall slope was taken into consideration 
2) Wind effects
Thackston et al (1987) concluded that wind effects on hydraulic efficiency are slight and that 
wind effects on dispersion and the overall residence time distribution are uncertain, but are 
probably significant. Based on studies of full-scale lagoons he suggested that the major effect of 
wind is to promote mixing and not reduction of 0h. The high wind-induced surface velocities 
and associated return underflows promote lateral and vertical mixing at the expense of low 
mixing and advective flow. Thus, high winds tend to increase the fraction in the basin dominated 
by completely-mixed conditions, so the basin tends to behave more as a completely-mixed basin 
and less as a plug flow basin. However Thackston’s studies did not include comprehensive 
analysis of flow paths under field conditions.
Agunwamba (1992) also agreed that the wind shear stress on the pond surface produces “a drift 
current in the surface layer which results in an upward slope of the water surface in a downwind 
direction. This is counter balanced by a current in the upwind direction in the bottom layer”. He
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observed that this happens because according to the continuity equation the volume flux of both 
the surface current (downwind) and the return current (upwind) must be equal. He found that the 
downstream wind increases dispersion as the wind blows harder. “The upstream and 
downstream wind have nearly the same effect on dispersion under very strong and very weak 
wind conditions. For very strong winds the basic pond flow is much weaker than the drift; 
consequently the wind in both directions should produce the same dispersion. For very weak 
winds the dispersion due to a strong basic flow outweighs the wind dispersion”. These 
observations in quotes are contentious.
The manner in which wind stress varies with wind velocities is very complex. Agunwamba 
(1992) concluded that “wind action not only determines the main features of the velocity 
distributions but also establishes the magnitude of dispersion and reaeration”. However, the 
wind effect will likely depend on the pond geometry, nature of the bottom and wall surfaces and 
the depth. For instance, the waves generated by the wind might dissipate their energy on the 
walls or be reflected back to cause some other complex flow patterns and boundary at the 
surface.
Lloyd et al (2002), in a full-scale maturation pond in Ginebra, Colombia found that the 
reduction of wind effects reduces mixing and hence dispersion, and significantly increases mean 
hydraulic retention time assisting in improving FC removal. They fenced the channel-maturation 
pond using a woven plastic wind break 2 m high to achieve these changes.
Studies carried out by the author in the University o f Zulia’s system demonstrated the wind 
effect on a full scale facultative-lagoon. The velocity profiles were obtained in three parallel 
longitudinal-axes (right, central and left) by using a conservative radioactive isotope tracer 
technique (Aldana et al, 1999). Sixty three samples in total were taken at 21 locations at 
different depths (0.4 m, 1.20 m and 2.10 m), those depths were equivalent to 15%, 40% and 
70% respectively below the water surface. A 10cm diameter pipe set up horizontally in the water 
column it was used as technique sampling procedure which not allowed take sample in the top 
surface.
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The lowest velocity1 was registered near the bottom and ranged between 0 and 1.2xl0‘4 m/s with 
the exception of one higher value (1.5xl0'4 m/s). Higher values were registered at the middle- 
depth and ranged between 8xlO'5 and 1.3xl0'4 m/s. The highest one was registered below the top 
layer (0.40 m), and ranged between 9x10° and 1.4xl0‘4 m/s as shown in Figure 2.11.
0 0.00002 0.000040.00006 0.00008 0.0001 0.000120.000140.00016
Velocity (m/s)
Figure 2.11. Variation of velocity along the length-axis at University of Zulia system 
Note. 63 points plotted but many are superimposed
A little higher velocity was observed on the right longitudinal-axis (yellow), because the 
prevailing wind blew from the right side (3 m/s, NE 30°). A lower velocity profile resulted in the 
central longitudinal-axis in the upper layer. This distribution is essentially the same as that 
observed by Zienkiewicz and Taylor (2000) and applied to the natural shallow water velocity as 
shown in Figure 2.23. On the basis of this study and the references we can conclude that the 
wind effect is more significant in the first 40 cm below the surface.
Longitudinal dispersion is relatively greater near to the side-walls at the top rather than the 
central length-axis when wind is blowing across the pond. Advective flow is not symmetrical at
1 The velocity values were calculated according to US Water Measurement Manual. 2nd Ed. (1984), p .  165-167. 
They were based on flow equation (Q = Velocity* Area). Flow calculation involved tracer concentration for each 
interval, initial concentration, interval time, volume of the lagoon and a device calibration factor. The velocity was 
calculated by dividing the flow by the cross section area of the lagoon.
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the top of the lagoon and depends on the wind direction and the momentum (Agunwamba, 1992) 
and also differences in the velocities and lengths of stream paths (Camp, 1946).
3) Pond gross configuration effect on retention time and age structure of effluent leaving 
ponds
The problem of age distribution utilising input parameters which are not generally predictable is 
twofold. First, dye tracer studies for each particular pond are required (Yanez, 1993). Second, 
even if dye tracer studies are conducted, the results obtained apply only to the given pond under 
the condition during which the study was conducted (Ferrara and Harleman, 1981). There can be 
no guarantee that the parameter value applies under different hydraulic or climatic conditions (in 
so far as they affect the mixing process). Even if the experiments are carried out on a pilot-scale 
under controlled climatic conditions i.e. without wind and steady flow, a difference always 
appears when the replicates are reproduced.
Figure 2.12 Tracer experiments reproducibility. After Mangelson and Watters (1972).
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The experimental reproducibility was tested by Mangelson and Watters (1972) in a physical 
model pond. They set three different experiments with identical conditions for every run of each 
set. They found that the reproducibility of experiments was not identical and most of the 
variability occurs near the peak as shown in Figure 2.12. They concluded that the shape of the 
curve near the peak is obviously very sensitive to the hydraulic characteristics and it is common 
to assume an experimental error of 10%.
Agunwamba (1992) found that the exchange of flow between the low mixing zones and 
mainstream results in skewed time-concentration curves, because small amounts of tracer 
material are released slowly into the mainstream. The skews of the curves are often more 
pronounced in the field in full-scale ponds, and this affects the dispersion number. The skews 
depend on whether measurements are made within the convective period (udN/dx) or the 
diffusive period (vd2W dx2). The variation of the periods in model and prototype ponds may 
result in different dispersion numbers, and these periods are also related to the pond length.
Since the tracer study is tedious and expensive it is not often repeated in full scale studies.
In the sanitary engineering field, the importance of mixing characteristics, i.e., short-circuiting, 
stability, and dispersion, in terras of wastewater treatment efficiencies was recognised by Camp 
(1946) almost 56 years ago during his work on conventional settling-basin design. However, 
Camp’s curves are simplistic compared with those produced for open WSPs, because the latter 
are highly dependant on climatic conditions.
Age distribution data from tracer studies carried out in full-scale lagoons and in physical models 
are shown in Figure 2.13(a,b). The Figure show curves as dimensionless plots of dispersion, 
with the horizontal scale being the ratio between the actual time a certain concentration appears 
at outlet (9h) and the nominal retention period of the tank (0t), and the vertical scale being the 
ratio between the actual tracer concentration (C) and the concentration which would be obtained 
if the tracer slug was mixed instantaneously with the entire tank contents (C0).
Figure 2.13(a) shows two curves obtained from similarly configured ponds (LAV = 2) and 
described by one mid-length inlet and two outlet arrangements. First, the continuous line 
demonstrates a significant delay before the major peak, following by a rapid decline and then a
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tail with only one wider peak. This example provides a relatively much greater mean hydraulic 
retention time than the second age distribution curve.
The second, dotted line demonstrates negligible delay and a much sharper peak indicating a jet 
plume transiting the pond rapidly in 15 minutes, and then homogeneous mixing is achieved in 
the pond several hours after mixing. The long tail o f the curve is associated with large dispersion 
numbers and is common in WSPs according to Persson (2000). This pattern of flow is closer to 
completely mixed, but of greater importance is the overall hydraulic efficiency calculated from 
the ratio between 0t and Oh. Thus the continuous line has a hydraulic efficiency of 50%, whereas 
the dotted line has a hydraulic efficiency o f 67%. In this example it can be seen that delay time 
is not sufficient to compensate for closer complete mixing in increasing hydraulic retention time.
Figure 2.13(b) shows three curves with similar configuration of ponds (L/W = 2) described by 
pond (a) with central aligned inlet and outlet arrangement and pond (b) with a width-wise baffle 
placed near the inlet. The first two curves (Ferrara and Harleman, 1981; Persson, 2000) show the 
flow patterns characteristic of partially-mixed conditions (HECF = 0.4 and 0.79, respectively). 
Similarly, the hydraulic flow patterns occurring in ponds with small L/W ratios normally lie 
between completely mixed and dispersed flow. Inlets and outlets centrally aligned produce two 
characteristics identified by tracer studies 1) short-circuiting jet flow peaks, followed by 2) long 
mixing tail.
Pond (b) (Persson, 2000) with a baffle placed near the inlet is closer to plug flow. This is most 
desirable because short-circuiting is at a minimum (HECF = 0.93) and this allows a higher 
efficiency in enteric microorganism removal. The use of the width-wise baffle placed near the 
outlet also has the advantage that it increases by 20% the time before tracer starts to leave the 
outlet. A fundamental aim of this thesis will be to design ponds to increase the time during 
which all water is held in the pond by delaying the exit of the initial tracer peak.
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2.6.3 Concluding remarks on WSPs
• Marais’ Equation is flawed and produces underperformance in WSPs. The design 
equation uses NRT, hence the removal is overestimated.
• Similarly, the established procedures for BOD surface loading design likewise fail 
because they underestimate surface area by not considering hydraulic reality factors such 
as short-circuiting and dead zones in the WSP design. Consequently, the design procedure 
produces WSPs which are unnecessarily costly because the area is increased and O&M 
costs increase as well, hence undermining the concept of low-cost technology.
• In Europe ponds were used first in combination with trickling the wastewater on 
irrigation fields, whilst in the US they were used as impoundment basins with an average 
depth of 1.4m. This early application caused the sludge to block the irrigation pipes.
• To remove the sludge from the raw wastewater, Germany was the first to employ primary 
treatment with grit chamber and screens and settling tanks for the settlement of solids. In 
the US people were most interested in volume disposal and filled natural depressions 
when there was no nearby stream to dilute the wastewater collected by the sewers.
• Finally, the development o f WSPs in Europe became focused on the final effluent stage 
using maturation or polishing ponds. In the US there was more focus on the facultative 
stage and two defined processes, anaerobic and aerobic ponds were developed.
• Since the mid twentieth century age distribution profiles (Camp, 1946) have been applied 
to WSP settling-basin design. We cannot compare them with activated sludge because, in 
activated sludge the treatment units include the aeration tank and the settling tank. Hence, 
age distribution is particular to each type of treatment.
• Camp’s age distribution curves demonstrate that to maximise HRT in treatment plants 
such as activated sludge or WSPs, the LAY ratio has to be increased. Alternatively either 
length-wise or width-wise baffles have to be set up within the basins. Age distribution 
profiles under these conditions are typically as presented in Curve E (LAV = 528). The
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hydraulic performance (HECF = 0.988) is noticeably improved and the quality of water in 
terms of bacteriology is increased.
• Further benefits are gained using baffles in activated sludge or WSP plants. A baffle 
channel (Curve E) can hold back the advection peak 6 times longer than a typical radial- 
flow primary tank (Curve B), which is a very important finding because homogeneous 
mixing takes place effortlessly.
• WSPs have been at a disadvantage compared with the activated sludge treatment plant 
because of the manner in which wastewater is introduced into the basin. A few devices 
such as wall dividers and baffles have been used to avoid the advection peak in WSPs. 
These devices are unpopular in WSPs. According to the guidelines (US EPA, 1983) their 
use is not recommended due to their promoting short-circuiting. This is not compatible 
with the result shown.
Studies carried out at the University of Zulia treatment plant showed that:
The inlet at the bottom discharging within a sludge pit produced high hydraulic performance 
even though the advective peak still appeared as in earlier trials.
• The high wind induced surface velocities and associated underflows and lateral and 
vertical mixing. Thus, high winds may tend to increase the fraction of the basin 
dominated by completely-mixed conditions, so the basin tends to behave more as a 
completely-mixed basin and less as a plug flow basin. These conditions do not optimise 
treatment efficiency.
• Slightly higher velocity on the right longitudinal axis was due to uneven water 
distribution shear stress at the inlet discharge pushed by the wind effect, because the 
prevailing wind blew from the right side (3m/s, NE 30°). The velocity profile was reduced 
along the central longitudinal axis in the upper layer. This distribution is essentially the 
same as that observed by Zienkiewicz and Taylor (2000) and applied to the natural 
shallow water velocity, as shown in Figure 2.23. On the basis o f this study and the 
supporting references we can conclude that the wind effect is most significant in the top 
40cm below the surface.
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o Longitudinal dispersion is relatively greater near the side-walls or the top, rather than the 
central longitudinal axis when wind is blowing across the pond. The advective zone is not 
completely symmetric at the top of the lagoon and depends on the wind direction and 
uneven water distribution shear stress on the inlet.
Overall
The effect of wind on mixing, hydraulic efficiency and hence pond performance is poorly 
understood and therefore worthy of intensive study.
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Part II. Computational Fluid Dynamics
2.7 Evaluation of existing computational fluid dynamics models
Two three-dimensional hydrodynamic models have been compared to establish which model 
might be most suitable for the study of waste stabilisation ponds, they are HYDRO-3D and 
FLUENT (V4). A number of factors have been considered:
Hydrodynamic simulation (velocity vector plot)
Water quality simulation (particle tracking and retention time profile)
Inclusion of wind effect (speed and wind direction)
Whether or not they take account of bathymetry analysis data (total water level and sludge level) 
Convergence factor (eddy viscosity, dispersion coefficient, velocity)
i-
User interface (mesh generator)
Discharge from outfalls 
Cost (real value)
Three-dimensional models are generally based on the following numerical schemes:
• finite difference
• finite element
• finite volume
• finite integral
• characteristic method
The basis of all these modelling techniques is the concept of discretisation, that is dividing the 
study area into a number of sub-areas (Guganesharajah, 2001). The criteria for choosing the best 
numerical method for hydrodynamic and water quality modelling include:
1) Accuracy and stability. Models, which produce non-oscillatory results even on a relatively 
coarse grid, are fairly stable.
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2) Treatment of discontinuities. Models which can propagate abrupt changes in concentration 
are unstable.
3) Non-negativity of computed concentrations. Even small negative concentration results can 
lead to instability in the whole system.
4) Simulation of eddy diffusion. This is often masked by numerical diffusion.
5) Economy of generation of models grids and computation.
In general, both the finite difference and finite element schemes are based on the non-linear 
equations of continuity and momentum. The two techniques differ in the manner in which the 
equations are formulated and solved. A comparison of factors that have been considered to 
evaluate the two models is given in Table 2.7.
Table 2.7. Comparison of solution schemes and hydrodynamic basis for both packages.
PARAMETER HYDRO-3D
(Saunders, 1999)
FLUENT (V4) (Faran 
and Harwood, 2000)
Solution Scheme Finite Element.
Finite Integral Method 
(Guganesharajah, 2001).
Finite Volume 
Method
Hydraulic Basis 
Input
-Navier-Stokes-Full-three-
dimensional
formulation
-Eddy effects, 
Temperature, wind, 
salinity, velocity 
can be modelled
-Navier-Stokes-Full-three-
dimensional
formulation
-Wind cannot be modelled 
temperature, velocity can be 
modelled
FLUENT(V4) uses the Finite Volume Method as the solution scheme which relates the rate of 
change of a parameter, such as mass, to the net flux through a small volume. The parameters can 
either be defined at the cell vertices or at the cell centre. In common with finite difference schemes, 
the finite volume methodology uses quadrilateral elements. HYDRO-3D uses the Finite Element or 
Finite Integral Method where the simulation parameters are defined at the cell vertices 
(Guganesharajah, 2001).
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Accuracy and stability of both packages are high, especially when they run a big model (> 60,000 
cells). So, both models reduce oscillation, which produce stable results even on a relatively coarse 
grid. Both HYDRO-3D and FLUENT(V4) use the Reynolds Stress Model (RSM).
The user interface in FLUENT (V4) has integrated mesh generators and very well developed and 
easy to use pre-processors, whereas HYDRO-3D uses an external mesh generator, called FEM 
(Finite Element Mesh) and also uses a range of software to construct the model grid and display 
model results.
HYDRO-3D allows the user to enter bathymetry data from pre-processing facilities developed in 
Arc View and can be entered as a file called 1NTERFAL. Similarly wind data recorded in the field 
can be entered as a file called CLIDAT. An advantage of this model is that it allows different wind 
direction and speed to be evaluated continuously. FLUENT(V4) does not consider either 
bathymetry or wind effects. More detailed explanation is given in Chapter 5.
The commercial cost of FLUENT(V4) is considerable, in comparison to HYDRO-3D, being eight 
times more expensive. However, academic organisations can often negotiate 20% discounts, but 
even so these packages are too expensive for most research budgets.
2.7.1 Selection of HYDRO-3D model
On the above basis, HYDRO-3D, a three-dimensional finite element hydrodynamic and water 
quality model has been selected for use in this study. This model was developed by Mott 
MacDonald Ltd and the University of Surrey, and is particularly suited to investigations of this 
nature. Waste stabilisation ponds often exhibit distinct three dimensional behaviour (i.e. there are 
discernible changes in pond composition with depth). The flexibility of the finite element 
formulations means that the shape of ponds can be accurately reproduced. The model is also able to 
simulate the faecal coliform (FC) and faecal streptococci (FS) die-off in facultative and maturation 
ponds. Furthermore, the research team in CEHE have invested a major effort in the calibration of 
HYDRO-3D for WSP simulation by supplying field data, including hydraulic, performance and 
climatic (wind) data from a variety of locations (Guganesharajah, 2001).
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2.7.2 General Procedure of CFD
The following general steps have to be taken into account in order to develop a CFD model for 
engineering applications:
First step: sub-division of model region
The mathematical formulation of the physical, chemical or biological processes that are associated 
with hydraulic and water quality modelling is generally represented by a set of partial differential 
equations, which are valid when the element size and the time interval tend to zero. In order to 
apply these partial differential equations to real problems, the model region is sub-divided into 
small elements and numerical techniques are employed to obtain the solution for the unknown 
parameters at designated points of these elements. The locations where the solutions for the 
unknown parameters are obtained in a model region are defined as nodes.
There are various numerical schemes available and each scheme produces a set of linear or non­
linear equations relating to the unknown parameters at the nodal points. It is customary to define 
these nodal points at the vertices of the element and/or the centroid of the face of the element and/or 
the centroid of the element, which is defined by discretising the system. The shape of the element in 
a model region has an influence on the numerical equations.
The discretisation of a model region into small elements is an important step in any modelling 
exercise. The shapes of the elements are related to the model algorithms where numerical equations 
are derived based on the properties of the selected shape of each element and the parameters at 
nodal points. The nodal points can be at the centroid of an element, the centroid and vertices of an 
element or the centroid of the element and faces. In one-dimensional models for rivers systems, the 
subdivided segments of a river reach are lines and nodes which are defined at the intersection points 
of elements. Similarly the shape of elements in two-dimensional models can be triangular, square, 
rectangular, pentagonal or hexagonal. The shapes of three-dimensional models include tetrahedra, 
hexahedra, pyramids and triangular prisms.
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The basis of modelling techniques is the concept of discretisation, that is dividing the study area 
into a number of sub-areas of different element size (resolution). Some of the elements which are 
used in the finite element modelling are shown in Figure 2.14.
The model region can be discretised into elements of various shapes to apply the numerical 
schemes. HYDRO-3D employs element, which are tetrahedral in shape. There are three distinct 
operations involved in discretisising the area to be modelled. In the first operation the area is 
divided into triangular grids in plan. It is important to position the nodes along the periphery of the 
model region. In general relatively higher resolutions are used in discharge locations and in the area 
of interest. The other two are described in Section 5.2.1.
Second step: classification of grid types
Grids can be cartesian or curvilinear (body-fitting). In the former, grid lines are always parallel to 
the coordinate axes. In the latter, coordinate surfaces may be curved -  for example, to fit curved 
boundaries. There is alternative division into orthogonal and non-orthogonal grids. In orthogonal 
grids (for example, cartesian or polar meshes) all grid lines cross at 90°. Many flows can be treated 
as axisymmetric, and in this case, the flow equations can be expressed in terms of polar coordinates 
(r,0) rather than cartesian coordinates (x,y) with relatively minor modifications.
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Regular grids are those whose control volumes can be indexed by (i,j,k) for i=l,...ni, j=l,...nj, 
k=l,...nk or by sets of such blocks (multi-blocks regular grid) as shown in Figure 2.15(a). Each 
structured block of control volumes, even if curvilinear, can be distorted by a coordinate 
transformation into a cube (or square in two dimensions). Multi-block structure curvilinear meshes 
can accommodate many practical flow configurations.
Single-block regular 
cartesian mesh
Single-block regular curvilinear 
mesh
2.15(a). Regular meshes
Irregular cartesian mesh
Irregular triangular mesh
2.15(b). Irregular
Figure 2.15. Irregular and regular meshes examples. After Aspley ( 2001)
Irregular meshes can accommodate completely arbitrary geometry e.g. aircraft, estuaries and 
supersonic cars. However, there are significant penalties to be paid for this flexibility, both in terms 
of the connectivity of data structure and solution algorithms (Aspley, 2001). Grid generators and 
plotting routines for such meshes are also highly complex as shown in Figure 2.15(b).
Third step: solution techniques
The equations derived from the numerical methods are either linear or non-linear, depending on the 
properties of the partial differential equations. These equations are generally solved by either 
employing a direct method, an interactive method or a combination of both methods. The direct
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methods, such as matrix inversion or Gaussian elimination followed by back substitution 
techniques, are applicable to the linear system of equations. The direct methods, when applied to 
large models, can lead to large memory requirements and processing time. The Gaussian 
elimination technique can introduce errors due to truncation, particularly when the coefficient of the 
variable used as a pivot in the elimination procedure is relatively small. The elimination procedure 
can be improved by selecting the pivotal equation with the largest pivotal coefficient in the matrix, 
but the operation of seeking the largest pivotal coefficient can lead to additional processing time to 
obtain the solution (Guganesharajah, 2001).
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2.7.3 Finite element discretisation
2.7.3.1 3-D discretisation
The operation involves the formation of triangular prisms and subdividing the prisms into a number 
of layers. Finally the triangular prisms in each layer are each subdivided into three tetrahedra. The 
procedures involved in model discretisation are illustrated in Figure 2.16.
Figure 2.16. Discretisation of model area for a composite element with six nodes and its 
subdivision into three tetrahedra.
2.7.3.2 Co-ordinate system
The element shape used in the HYDRO-3D model is the tetrahedron and to model a hydraulic 
system the prototype is subdivided into many elements which are tetrahedral in shape. In order to 
apply the equations a local co-ordinate system is defined for each tetrahedron and the resulting 
equations for each node are aggregated globally to obtain the final set of equations for the system.
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A local co-ordinate system (L1,L2,L3,L4) is defined for a tetrahedron (Figure 2.17) which has the 
following properties.
Ll = 1 at vertex 1 and zero at the other three vertices
L2 = 1 at vertex 2 and zero at the other three vertices
L3 = 1 at vertex 3 and zero at the other three vertices
L4 = 1 at vertex 4 and zero at the other three vertices
Ll + L2 + L3 + L4 = 1 at any location in the tetrahedron
The relationship between the local co-ordinate system and the global Cartesian co-ordinate system 
is given by the following equations.
x — LjXj + L 2X 2  + L 3X 3  + L 4X 4  [2.10]
y  — Ljyi + L,2y 2 + L$y3 + L y 4  [2-11]
z — LjZj + L 2Z 2  + L 3Z 3  + L 4Z 4  [2.12]
Global Co-ordinate (xi, yi, zi) 
Local Co-ordinate (1,0,0,0)
2
4 Global Co-ordinate (X4, y4, z4) 
Local Co-ordinate (0,0,0,1)
3
Global Co-ordinate (X2, yz, z2) 
Local Co-ordinate (0,1,0,0) Global Co-ordinate (X3, y3, z3) Local Co-ordinate (0,0,1,0)
Figure 2.17 Co-ordinate System
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The value of LI for a point within an element can be interpreted as the ratio of the volume of the 
tetrahedron formed by a point with the opposite face of local node 1 to the volume of the 
tetrahedron formed by the nodes 1, 2, 3 and 4 as illustrated in Figure 2.18. Similarly the volume
1
Volume of Tetrahedron with Vertices 1,2,3 & 4 = V1234 
Volume of Tetrahedron with Vertices 1,2,3 & 4 = V1234 
Local co-ordinate LI = V1234/V1234
Figure 2.18 Definition of Local Co-ordinate System
ratio is applicable for the local co-ordinates L2, L3 and L4 (Guganesharajah, 2001). For a system of 
N nodes, the numbering of nodes is defined globally with values varying from 1 to N. However, 
computations are carried out basis from element using the local co-ordinate system LI, L2, L3 and 
L4. An example of global and local representation of nodes is given in Figure 2.19 
(Guganesharajah, 2001).
7
3
Local Numbering
Figure 2.19 Local and
8 Global Numbering  ^
Global Numbering of Model Nodes
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2.7.4 Equations involved in HYDRO-3D
H ydrodynamic model
A finite element approach is employed making use of Galerkin’s weighting procedure for the 
hydraulic model. Each waste stabilisation pond is subdivided into tetrahedral elements. Water level 
and current velocities are simulated in three orthogonal directions at each element’s vertices, which 
constitute the model network’s nodes. The three dimensional model is based on Reynolds theory 
which accounts for stresses due to turbulence. Both wind and bed stresses are simulated in the 
model. The interfaces between the 3 to 5 (including bottom) model layers are fixed and the water 
surface elevation is adjusted at each time step by the boundary file for time varying water levels at 
the boundary.
The model uses the principles of conservation of mass and momentum over control volume 
(Ferziger and Peric, 1999). The fundamental equations describing fluid flow are attributed to Navier 
and Stokes. The model includes Reynolds shear stresses, which arise from the presence of 
turbulence. The governing equations are illustrated below:
Momentum Equation in the x-direction
dir —  - iap s
—  + UVu = 2mv sin d>---------- 1-----< eYY
dt p d x d x \
du du 
dx dx dy 'xy
dv du —  + — -
dx cy
dw du
dx dz
[2.13]
Momentum Equation in the y-direction
dv -  _ 1 dP d
—  + U.Vv = -2mi s in ^  H-----
dt p dy dx 'xy
du d\> 
dy dx
+ ■
dy yy
d\' d\J
dy dy
+ -
dz ’zy
d\> dw
dz dy [2.14]
Momentum Equation in the z-direction
&W ffY7 . 1 DP lU.VW = - g -------h
dt p  dz dx
dw du 
v dx dz
+
dy
yz
( dw d\>' 
dy dz
■i S . .
dz
dw dw 1------
dz dz
[2.15]
where:
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u = time-averaged velocity component in the x-direction (m/s)
V = divergence of unit vectors ( /, j  and k ) along the Cartesian axes x ,y and z
v  = time-averaged velocity component in the y-direction (m/s)
w = time-averaged velocity component in the w-direction (m/s)
x,y ,z = co-ordinates of a point in the Cartesian system (m)
t = time (s)
cd = angular velocity of the Earth (radian/s)
<f> = latitude (deg)
v = kinematic viscosity (m2/s)
s  = eddy viscosity (m2/s)
P = pressure (N/m2)
p  = density of water (kg/m3)
These governing equations are formulated by the finite element approach using the Galerkin
Weighting Procedure for Reynolds Equation and integrating over an element (tetrahedron):
Momentum Equation in the x-direction
f l / —  + U S ii-2 m v sm 0  + l — \ v -  + + f < f L /  = 0 [2.16]
Jv { d t  p  dx J Jv p[^ dx dy dz J
Inertial and pressure term Stress term
Momentum Equation in the y-direction
L L/f Z  + <7.Vv + 2 mu sin <b + IrfF -  f
h  ( d t  p d y )  J'’
Inertial and pressure term
drw , dryy , dTwH----------r ■
dx dy 
Stress term
dz
dV = 0 [2.17]
Where:
Li = local co-ordinate
U = approximate function for the velocity vector U in the model domain
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Continuity equation
Using the Galerkin Weighting Procedure for the continuity equation and integrating over an element 
(tetrahedron):
j v .u d v  = o [2.18]
The continuity equation including the discharge from an outfall is given by:
l{w .U -q t"tt y d ( x - x t )5 ( y - y k) S ^ - 0 t i  =  0 [2.19]
Kinematic eddy viscosity
The kinematic eddy viscosity is estimated at the free surface and on the bed o f the pond. A  linear 
relationship is assumed between the bed and free stresses by the following equations:
[2.20]
[2.21]
The bed stress is obtained by:
—2 2 
T B = p K  Z
du
\d z ;
+ dv
Kdzj
[2.22]
k = 0.4
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For the “no slip” layer (i.e. zero velocity)
Z < K 
30
where:
Z = bed level
k = roughness height which varies from 0.03 to 1.0 m for natural rivers 
p = mass density (kg/m3)
tzx = horizontal stress in the x direction at a height h above the bed (N) 
Tzy = horizontal stress in the y direction at a height h above the bed (N) 
H = total depth of water 
ibx = bed stress in the x direction (N) 
tby = bed stress in the y direction (N)
Tsx -  surface stress in the x direction (N)
Tsy = surface stress in the y direction (N)
Particle Packing model
The model has the option to simulate the movement of up to 50 drogues. The co-ordinates and time 
of release of each drogue are specified in the input parameter file. An iterative process based on the 
Newton-Raphson method is used to calculate the co-ordinates of each drogue at the end of each 
time step:
X HV' - X '  = i ( j / '+v' + n ')v t [2.23]
Simulation o f wind
The wind stress is defined at the free surface of the model. The wind force is applied to the surface 
nodes in each element. The wind stress is applied with equal weighting to each node of each surface 
element. The easterly and northerly components of the wind are defined by:
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r*  =Cpaw2cos<j>
= Cpaw2sin </>
[2.24]
[2.25]
where:
t zx = Wind stress in the x direction (N)
Tzy = Wind stress in the y direction (N)
w = Velocity of the wind (m/s)
(j) = Angle between the wind direction and the x axis (degrees)
Cw = Resistance coefficient of wind
pa = Density of air (kg/m3)
HYDRO-3D water quality model
The three dimensional advection and dispersion equation (ADE) is the basic equation used to model 
a water quality parameter:
dC d / \ d ( n \ d ( \ d
dt dx dy dz dx dx
dC
< % V j % % + ^ = 0 [2 -26]
where:
C = Concentration of the contaminant (kg/m3);
S  = source/sink term (kg/s);
K  = decay rate (s'1)
Dx, Dy, Dz -  dispersion coefficient in x, y, and z direction respectively (m2/s)
Coriolis force
The Coriolis force is attributable to the rotation of the earth around its own axis. Its existence was 
first deduced by Coriolis (1835) (Guganesharajah, 2001). The Coriolis force is included as a body
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force when applying the momentum equation for fluid flow (equation [2.16] and [2.17]). For a 
particle at a defined latitude, (J) has velocity components u and v in the eastern and the northern 
direction respectively; the acceleration com ponenttowards the eastern direction is given by:
f  = —  -  2(0 v sin (j) [2.27]
At
The acceleration component f r  towards the northern direction is given by:
f N = ^  = -2 con sin (/> [2.28]
Equations [2.27] and [2.28] are the Coriolis forces on a unit mass of fluid and these components are 
used in the momentum equation for the HYDRO-3D model.
Estimation o f eddy viscosity for HYDRO-3D
The average of the fluctuating components in the momentum equation [2.16] is termed Reynolds 
stress.
du diufiifr
 1 1_.
dt dx.
uiuj
v y
dx j
. , 1 dp p d
= 2covsm (p  — + •
p  dxf pdXj
^ dui diijA 
' +
\.8xi dxu
[2.29]
A separate model is required to solve the unknown fluctuating components iifiij using the flow
parameters that are either known or knowable (Guganesharajah, 2001). Boussinesq (1877) proposed 
the following equation, which is analogous to laminar flow:
f  ATT
iifr. =
d u d u .
dxi J
[2.30]
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The coefficient s t in the above equation is known as eddy viscosity. The dimension of eddy
viscosity is (length)2/time which can also be interpreted as velocity scale (times) length scale. There 
have been various models formulated to estimate the eddy viscosity with varying complexity. These
models are named in the following section:
• Zero-equation Model (1925)
• One-equation Model (1945)
• Two-equation (k-^) Model (1972)
• Renormalisation Group (RNG) Theory for Turbulent Flow (1971)
• Reynolds Stress Transport Model (1945)
• Guganesharaj ah5 s equation modified (2001)
The above models are described in Guganesharaj ah’s PhD Thesis (p. 65-72). The author of the 
HYDRO-3D program derived an equation to estimate s  by modifying two equations into the 
Reynolds Stress Transport Model. The equation derived by Guganesharaj ah (2001) is described 
below:
sdt dx.
rate o f convective
change transport
[2.31]
diffusive transport pressure viscous stress
strain dissipation production
where:
Cs = coefficient of transport
78
Chapter 2. General literature review G. Aldana
k = turbulent kinetic energy 
p  — density of water 
s  = dissipation rate of kinetic energy 
p = pressure
HYDRO-3D is based on Reynolds Stress Model, which is based on the temporal averaging of the 
velocity fields in the Navier-Stokes equations, and these time averaged equations are called 
Reynolds equations (1895). The averaging procedures introduce correlation components of the 
fluctuating terms and render the equations insoluble. Reynolds equations are derived by separating 
the velocity field into a time averaged velocity component and a fluctuating velocity component 
(Guganesharajah, 2001).
There are six equations (three for momentum, one for continuity, one for k and one for s )  and 
seven unknowns (velocities in the three orthogonal directions, pressure, eddy viscosity, turbulent 
kinetic energy, dissipation rate of kinetic energy). In order to find a solution for the last three 
unknown parameters eddy viscosity, k and s , much research has been done since 1925. The models 
named above provide a framework in which to evaluate the six unknown turbulent stresses and to 
close the system of equations.
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2.7.5 Numerical procedures and solutions techniques
There are five numerical techniques commonly employed in modelling exercises to convert the 
partial differential equations to algebraic equations:
• Finite Difference Method (FDM)
• Finite Element Method (FEM)
• Finite Volume Method (FVM)
• Finite Integral (FIM)
• Characteristics Method
2.7.5.1 Finite difference method (FDM)
The Finite Difference Method (FDM) is based on the approximation of derivatives in partial 
differential equations using the difference technique. The difference technique is applied to the 
nodal parameters in a discretised nodal region, and algebraic equations are derived to replace the 
partial differential equations. The order of each term in the partial differential equation can vary and 
is generally in the range of one to three for the equations associated with hydraulic or water quality 
(Guganesharaj ah, 2001).
If a function is continuous in a domain, its value at a point can be extended to a neighbouring point 
using the Taylor’s series. Taylor’s series describes the variation of a function between two points as 
a power series consisting of the distance between the points and the partial derivatives of the 
selected variables:
x, a x x( x a Ax2 d2f(x ,y , z )  Ax3 d3f ( x , y , z )  n  _f ( x  + Ax ,y ,z)~  f (x ,y , z )  + Ax J v ■<■ +---------‘ /  + --------- - v /  y + .......  [2.32]./v ^  2, ^  3! ax3
where
f(x,y,z) = a function of variable x,y,z 
Ax = a small change applied along the x axis
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If the selected variable can be described as a polynomial of order n, the derivatives above order n 
are zero. These derivatives above order n should not be considered in the power series. The 
properties of the Taylor’s series are used to derive the approximate numerical finite difference 
equations for the partial differential equations. The number of nodal points required to derive the 
finite difference equations depends on the desired order of accuracy (Guganesharajah, 2001).
Finite difference models use rectangular or occasionally regular curvilinear grids. This means that 
irregular boundaries are difficult to model and either a very small mesh has to be extended over the 
whole model area or some system of nesting has to be introduced. However, as the mesh is very 
structured, this methodology provides a computationally very efficient solution. The finite 
difference methodology is based on differentiation formulae and their error of approximation. 
Approximations to the solution of the hydrodynamic and water quality equations are defined at 
isolated points by finite differences (Ferziger and Peric, 1999).
Finite difference procedures can be interpreted as an approximation based on local, discontinuous, 
shape functions with collocation weighting applied (although usually the derivation of the 
approximation algorithm is based on Taylor expansion) (Zienkiewicz and Taylor, 2000).
FDM is usually called a point collocation method (Zienkiewicz and Taylor, 2000). Since, it is 
straightforward, as explained above, Taylor’s series describes the variation of a function between 
two points, the main task being only the selection of the sub-domain (element) on which to perform 
the fit of the function from which the derivatives are computed. Disadvantages arise, however, from 
the need to use high order interpolations such that accurate derivatives of the order of the 
differential equation may be computed. Further, the treatment of boundaries and material interfaces 
present difficulties (Zienkiewicz and Taylor, 2000). In the energy sense, the best approximation, 
this method has only the merit of computational simplicity but occasionally a loss of accuracy.
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2.7.5.2 Finite element method (FEM)
The Finite Element Method (FEM) employs approximate functions known as interpolation or basic 
functions to define the model parameters in a continuum using the unknown nodal values. These 
approximate functions are applied to the partial differential equations defining the processes. 
Algebraic equations are derived either using the variational principles or the weighted residual 
technique. In order to apply the finite element technique, the system (the pond or region to be 
modelled) is discretised into elements, which are one-, two- or three-dimensional, depending on the 
chosen dimensionality of the model. In a one-dimensional system the shape of an element is a line 
and in a two-dimensional system the shape of the element can be a rectangle, triangle or polygon. 
Similarly in a three-dimensional model the element can be a tetrahedron, a hexahedron, a triangular 
prism or a pyramid (square base). These shapes can be distorted and curvatures can be introduced 
instead of lines to connect the vertices of the element. The vertices of the element form the primary 
nodal points of the element. Additional nodal points are introduced on the surface of an element 
depending on the selected interpolation (shape) function.
The Reyleigh-Ritz method is a classical method of obtaining the numerical equations in variational 
form. In this method a scalar function II is defined by an integral for an unknown function u 
(Guganesharajah, 2001)
n  = j > ( M  )9 n + f£ (M>f  u- )a r  [2 .3 3 ]
i  dx j  ax
where F and E are functions of unknown function u and its partial derivatives. F and E can also be 
considered as operators. In the above equation the scalar function is defined as integrals of F and E 
over the domain Q. and its boundary T of the continuum. The solution to the continuum problem is 
obtained when the scalar function is stationary, which requires no variation in II for a small 
variation in u :
m  = o [2.34]
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The above equation yields the solutions for the unknown parameters. The variational principles 
arise from the physical aspects of a certain system: such as minimisation of total potential energy to 
achieve equilibrium in mechanical systems, least energy dissipation principles in viscous flow, etc 
(Zienkiewicz and Taylor, 2000). Application of ‘variational principles’ to groundwater models is 
demonstrated in several publications. However, in many applications it is not always possible to 
confirm the existence of variational statement of the problem. Therefore the model described above 
based on the varational principle should not be considered as generally applicable to all practical 
problems (Guganesharajah, 2001).
In the weighted residual method, an approximate function is defined for the parameters/variables in 
a continuum based on interpolation functions and unknown nodal values. When the approximate 
function is submitted into the partial differential equation governing the process, the resulting 
equation is bound to have an error because the substituted function is not the exact solution to the 
partial differential equation. The error arising from using an approximate function in a differential 
equation is given by the following equation:
s  = m  [2.35]
where:
s  -  error on the residual
<j> = approximate function defining a variable in the continuum 
L = differential operator.
The weighted residual technique seeks to minimise the residual by multiplying the error by a 
weighting function and integrating the resulting expression over the continuum (Guganesharajah, 
2001).
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Jw,.£-dn = 0 [2.36]
where:
wf = weighting function (i varies from 1 to N)
N = maximum number of nodes in the model domain 
Q = model domain.
An alternative is the use of ‘weak’ or ‘variational’ forms which are equivalent to the differential 
equation. Approximations then require functions which have lower order than the differential 
equation. In addition, boundary conditions often appear as ‘natural’ conditions in the weak form 
especially for flux type boundary conditions. This advantage is balanced by a need to perform 
integration over the whole domain using the following equation (Zienkiewicz and Taylor, 2000).
fC(v)rD(u)d£2 + f£ ( v ) TF(u)dr  = 0 [2.37]
q  r
where:
C,D,E and F = operators with lower derivatives not higher than first order
The approximate solution to forms given by Eq. [2.37] may be achieved using moving least square 
(Zienkiewicz and Taylor, 2000) and alternative methods for performing the domain integrals.
An extension of the FDM is to use sub-domains defined by the Voroni neighbour criterion (see 
Figure 2.20). The integrals for each sub-domain are approximate constant evaluate at the originating 
point as
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nd ttb
Z C M T DiuQQ, + 2JS(vf)JrF(W,.)r/ = 0 [2.38]
where nd + nb = n , the total number of unknown parameters appearing in the approximations of u 
and v (Zienkiewicz and Taylor, 2000).
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Figure 2.20 Methods for selecting points, (a) FDM (b) FVM (Voroni), 
After Zieznkiewic & Taylor (2000)
This approach is often called sub-domain collocation or the FVM. This approach has been 
extensively used in constructing approximations for fluid flow problems (Zienkiewicz and Taylor, 
2000). It has also been employed with some success in the solution of problems in structural 
mechanics.
Within each element, the dependent variable, such as the velocity field, is interpolated, in terms of 
values determined at the nodal points. The Galerkin method is probably the most frequently used to 
obtain the finite element formulation. This method uses weighted residuals to reduce the errors to 
zero. In general, finite elements schemes are more stable and are less subject to problems with
85
Chapter 2. General literature review G. Aldana
oscillation than finite difference schemes. In the FEM the element can be degraded in shape and 
size to follow arbitrary boundaries and to allow for the region of rapid variation of the function 
(Ferziger and Peric, 1999).
FEM can be used for higher order functions to improve accuracy without complicating boundary 
conditions (Ferziger and Peric, 1999).
2.7.5.3 Finite volume method (FVM)
The principles of discretisation of a system in the finite volume method are identical to those 
employed in the finite element method and the discretised elements can be of various shapes, as 
described above for the FEM method. In most of the CFD codes based on the finite volume method, 
all the variables are defined in the centroid of the control volume (element) and this approach is 
called the cell-centred method (Guganesharajah, 2001). Alternatively, in a hydraulic model, the cell 
centre can be designated in defining the head with the centroid of the cell faces designated to define 
the velocity at a face (Guganesharajah, 2001).
The conservation equations for momentum and mass are integrated over the control volume to 
obtain the numerical equations. When integrating some of the components of a partial differential 
equation over an element, the Gauss’ theorem is applied to transform the volume integral to a 
surface integral. This approach applies the conservation equation by using the net fluxes crossing 
the control volume. As an example, the conservation equation for mass in a hydraulic system can be 
represented by the following expression:
The second term in the conservation equation is in the divergence form and can be transformed into 
surface integrals by using Gauss’ theorem (Guganesharajah, 2001).
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\ \ \ f j v + \ \ v ‘n<d s = 0
[2.40]
V s
where:
p  = density of fluid
v = volume
ui = velocity vector
nt = unit vector normal to the surface of an element 
xi = the co-ordinate represented in Cartesian tensors 
s = surface area.
(j) = concentration level of a pollutant (scalar quantity) 
k ~ dispersion coefficient 
uf -  velocity vector
ni = vector normal to the surface of an element
The second term of the above equation represents the net flux passing through the surface of the 
element. Similarly, when the advection-dispersion equation is integrated over an element, the 
following expression is obtained:
[2.41]
The second and third terms are in the divergence form and can be transformed into surface integrals 
as given below:
[2.42]
where:
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X; = representation of co-ordinate system in tensor notation.
The second term of the above equation represents the fluxes passing the surface owing to the 
advection of fluid particles. The third term of the equation represents the fluxes passing through the 
surface due to dispersion, which is proportional to the concentration gradient across the surface 
(Guganesharajah, 2001).
The time derivatives are generally obtained by assuming that the parameters at the centroid of the 
volume are average for an element, which is a shortcoming of some of the CFD codes. When the 
partial derivatives are integrated over a control volume, the finite volume method produces the 
algebraic equation which is a function of the variable associated with the centre node and the 
neighbouring nodes. The equations, together with the boundary conditions, are used to obtain the 
solutions at the nodes. As in the finite difference method, the numerical equation can be derived 
either by using an explicit or implicit procedure (Guganesharajah, 2001).
2.7.5.4 Finite integral method (FIM)
The Finite Integral Method is a new technique, which was introduced and developed by 
Guganesharajah (2001) in his PhD thesis. FIM stems from the finite element and finite volume 
method but is distinct from both these well-known procedures. FIM uses the spatial variability of 
parameters by assigning interpolation functions as in the finite element method. In order to derive 
the numerical equations, control volumes are defined for each node, which do not overlap with the 
control volumes of other nodes. An example of defining the control volume for a node in a model 
region, which is discretised into triangular prisms, is shown in Figure 2.21. As for the FEM method, 
the properties of the elements and the nodal parameters are used to derive the approximate function 
of the variable over the continuum. In deriving the numerical equations the distinct differences 
between FIM and FEM (Guganesharajah, 2001) are:
• FEM uses the weighting function to derive the numerical equation but in FIM weighting 
functions are excluded.
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• In the FEM the nodal equation is derived by integrating the partial differential equation using an 
approximate function and a weighting function. The integral limits in the FEM are the 
boundaries of the elements associated with the node. In contrast, in the FIM, no weighting 
function is used and integral limits are defined at the boundaries of the control volume.
As discussed in Section 2.7.5.2 the numerical equations are derived in the FEM by forcing the 
residual to zero by applying a weighting function. However, this procedure does not guarantee that 
the residuals are zero in the numerical equations because the residuals are associated with the 
truncation of higher order polynomials in the interpolation function. The accuracy of the FIM can 
be improved and the residuals can be minimised by using higher order polynomials for the 
interpolation function, which is similar to increasing the accuracy of FDM and FVM by including 
higher order derivatives in the numerical equations (Guganesharajah, 2001).
The main advantage of FIM and FEM is that the variables are defined at the vertex of the elements 
unlike most of the CFD codes based on FVM, where the variables are defined at the centre of the 
elements. The cells vertex scheme has the distinct advantage of modelling the properties at the 
surface of the boundaries accurately, because the nodes are defined at the surface, whereas models 
developed on the cell centred scheme simulate the average properties at the centroid of the cells. 
The cell vertex scheme is particularly useful for simulating the surface currents (which is 
particularly important in ponds with high velocities predominantly occurring in the surface laver 
due to wind effects! and for defining the no-slip conditions at the walls or for defining the variation 
of water levels in a model boundary (Guganesharajah, 2001).
It should be noted that the FIM uses the properties of all the neighbouring nodes associated with a 
node, whereas in the FVM or FDM only the properties of the nodes along the co-ordinate axes are 
considered and the properties of diagonal nodes are ignored.
The FIM is used in the three-dimensional hydraulic and water quality model HYDRO-3D 
(Guganesharajah, 2001). In his PhD thesis he found that for the numerical equations using the FEM
89
Chapter 2. General literature review G. Aldana
for the three-dimensional processes (WSPs) and one-dimensional processes (Groundwater model) 
the results and the analytical solution were the same.
Plan View of model grids
Three-dimensional View of Control Volume Boundaries 
Figure 2.21. Definition of Control Volume for Tetrahedral Elements
2.7.S.5 Method of characteristics
The basic technique in the method of characteristics involves the formulation of the conservation 
equations for momentum and mass into a characteristic form. In this technique, the characteristic 
equations enable tracing of the wave movement in the hydraulic system both spatially and 
temporally. In order to explain this technique, a one-dimensional system is considered.
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The conservation of momentum and mass in one dimension can be represented in the following 
form (Guganesharajah, 2001):
d(u + 2c) +  + d(« + 2c) = _  ^  [243]
5/ ST
M  + ( , - c) M  = ? ( s , - S  ) [2.44]
5/ ST
where:
// = average velocity along x-direction 
c = celerity of wave (equal to (gh)°5) 
g = acceleration due to gravity
S0 = bed slope 
Sf  = friction slope.
The partial derivatives on the left-hand side of the above equation can be represented as total 
derivatives by the following expression:
d{nf C)= g ( S „ - S f ) [2.45]
at
^ L z f f -  = g (S0 - S f ) [2.46]
The total derivative of the first equation is valid for a frame of reference moving with a velocity of 
(ii + c) (i.e. dx/dt. = u + c). Similarly, the total derivative for the second equation is valid for a frame 
of reference moving with a velocity of (u -  c) . A semi-graphical method can be employed to obtain 
the solutions for the above equations. For an observer moving with a velocity u + c, the values of u 
+ 2c will vary as given below:
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u + 2c = j g ( S 0 - S f )dx [2.47]
Similarly, for an observer moving with a velocity (ii -  c), the value of a -  2c will vary as follows:
v - 2 c  = \ g ( S a - S f )dx [2.48]
The above procedures can be represented as a series of curves as shown in Figure 2.22 where C+ 
and C" represent the position of an observer moving with a velocity u + c and u -  c respectively. 
The gradient of the C+ curves at any location is equal to u + c. Similarly, the gradient of the C' 
curves at any location is it -  c. Using the characteristic curves and the boundary conditions it is 
possible to obtain the temporal and spatial variation of velocity and the water level along a river 
system. It should be noted that for subcritical flow as in waste stabilisation ponds the wave can 
propagate upstream as well as downstream.
However, for supercritical flow the wave can propagate only downstream. In the latter case, u>c 
and the quantity u -  cis  positive which confirms the propagation of waves along the C" curve only 
(Guganesharajah, 2001).
For a given point A in the x-t plane the conditions at A are determined wholly by the domain of 
dependence, where generally the velocity u may be dependent on x. However, if F  = F((f>) and 
u = OF Id  (j) = u((j)) then the wave velocity is constant along a characteristic velocity by d(j> I d t -  0 
and the characteristic velocities are straight lines, where F, (j) are scalar values (Zienkiewicz and 
Taylor, 2000).
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b) Backward
Figure 2.22. Mesh updating characteristics curves. After Zienkiewicz and Taylor (2000).
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Similarly the conditions at the point B can influence the conditions at the domain of influence 
(Guganesharajah, 2001). This region is also called ‘updated mesh’ because it is a time-dependent 
diffusion region and this problem needs to be solved using the FVM. The process of continuously 
updating the mesh and solving the diffusion problem on the new mesh is impracticable. When 
applied to two- or three-dimensional configurations very distorted elements would result and 
difficulties will always arise on the boundaries of the domain. For that reason it seems that after 
completion of a single step a return to the original mesh should be made by interpolating the 
updated values, to the original mesh positions (Zienkiewicz and Taylor, 2000). This procedure can 
be reversed and characteristic origins traced backwards, as shown in Figure 2.22 using appropriate 
interpolated starting values.
Using the C+ and C' curves together with the boundary conditions, equations [2.47] and [2.48] can 
be solved to obtain the velocity and the water level along the hydraulic system at various time steps 
(Guganesharajah, 2001).
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2.7.6 Application of CFD in WSPs
It is possible to use computational fluid dynamics (CFD) packages to model most of the more 
common fluid patterns in reactor systems, such as completely stirred tank reactors (CSTRs), plug 
flow and dispersed flow. CFD models can be used to predict flow patterns and residence time.
In the last decade, CFD software packages have become more user friendly and powerful, 
particularly with respect to graphical output. Not only can hydrodynamic conditions be modelled, 
but also biological reaction modules can be incorporated into the package to provide output which 
accounts for both facets of pond performance. This has corresponded with a continuing trend 
towards more affordable and vastly more powerful computing hardware, which enables complex 
simulations for shorter time steps on rivers, estuaries and waste stabilisation ponds. In Australia, 
Wood et al. (1993) began exploring the use of CFD packages to simulate flows in ponds to discover 
whether this technology can be used to design more reliable and effective pond systems. In 
Thailand, Salter et al. (2000) used the non-calibrated FLUENT-3D package and found that the 
installation of baffles in the CFD model predicted improved retention characteristics of the lagoons, 
substantially reducing the short-circuiting and the size of the dead zone. It has therefore been 
concluded that the installation of baffles in lagoons will lead to an improvement in their 
performance, by increasing the retention time of the system. But in both these publications the 
authors used uncalibrated models and wind effects are ignored to predict pond performance. This 
means that they did not take field data in a full-scale pond and compare them with the output of the 
model, or attempt to adjust the model output to simulate field data. Shilton (1999) in New Zealand 
has been working with the PHOENICS and FIDAP-2D packages to produce plots of simulated fluid 
velocity contours. He also found that a simulated baffle placed at mid-length in the lagoon produced 
two separate large vortices; this is a common remedy for hydraulic short-circuiting. HYDRO-3D 
demonstrates that the velocities close to the walls are zero, whereas uncalibrated models can not 
show this. Neither PHOENICS nor FLUENT were able to predict accurate results because they had 
not been calibrated with real field data.
In recent years, CFD and water quality models have taken a major role in engineering and 
environmental studies related to rivers, estuaries, reservoirs and groundwater aquifers. The models
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are widely applied in project planning and feasibility studies, in detailed design and, in certain 
cases, in real-time forecasting of floods. The major benefit of these models is that a large number of 
simulations can be carried out for a project to assess the impacts of a variety of design scenarios, 
which facilitates an optimal and reliable solution under varying environmental conditions.
Different packages attempt to reproduce the real conditions in one, two or three dimensions in 
environmental studies. One-dimensional models are applicable to rivers and to ground water 
aquifers with uniform lateral hydraulic and physical properties. One-dimensional river models are 
based on area-averaged velocities, due to simplification of the model in one direction.
A two-dimensional model is generally applicable to estuaries or channels including flood plains. 
The model is defined as two-dimensional in plan (x and y direction) with the vertical velocities (z 
direction) ignored. However, such models usually allow for the vertical movement of the free 
surface and conserve the mass and momentum in the system.
Three-dimensional models are applicable to any hydraulic system and these models are relatively 
more accurate than one- or two-dimensional models in predicting the hydraulic and water quality 
parameters. The area-averaged parameters in the one-dimensional model and the depth-averaged 
parameters in the two-dimensional model can misrepresent the dispersion/diffusion processes 
associated with large water bodies with considerable lateral and vertical variation in hydraulic and 
water quality parameters. The main advantage of three-dimensional hydraulic and water quality 
models is that they can be applied to simulate the parameters at any location in the system and that 
any intervention can be accurately defined by the model. The main shortcoming of three- 
dimensional models is that run time is relatively long.
There are a number of three dimensional hydraulic and water quality models which simulate the 
hydraulic and water quality parameters in water bodies. Those models include FLUENT, MIKE 31 
and HYDRO-3D. HYDRO-3D was developed to simulate parameters such as water elevation, 
current speed, water quality variables, movement of discrete buoyant particles and movement and 
dispersion of a buoyant plume (Guganesharajah, 2001).
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Calibration of computational modelling is required in order to produce simulations which accurately 
represent the reality in the field. However, field data collection is hard work and it may take 
several years to acquire a representative data set for a full-scale system in terms of meteorological, 
tracer studies, physical, chemical and faecal coliform die-off constants.
2.7.6.1 Hydrodynamic simulation in shallow water
The computational models have been developed to help interpret a real situation as it can occur in 
rivers, reservoirs, lakes or waste stabilisation pond systems under specific conditions. The specific 
environmental e.g. wind conditions, can be simulated by a mathematical model. In general a model 
can simulate a range of hydraulic components with physical processes and systems. Common 
processes and systems studied in hydraulics are listed below in Table 2.8:
Table 2.8. Description of common systems, processes and parameters studied in hydraulic 
modelling.
Systems Processes Model Parameters Simulation parameters
Shallow water
Turbulence 
flows, tidal currents
Wind drag, density, bed 
friction, mean water level
Mean, ebb and peak 
tide velocity
Waste stabilisation 
ponds
Laminar to transition 
flows, biological, aerobic 
and anaerobic 
transformations
Temperature, density, 
kinematic viscosity, die-off, 
Coefficient of dispersion.
Concentration level vs 
hydraulic nominal 
retention 
time, current velocities.
Rivers
Turbulence flows, 
aerobic transformations
Temperature, density, bed 
friction, kinematic viscosity
Length of mixing 
and velocity
Estuaries and lakes
Turbulence flows, 
sedimentation and 
stratification
Temperature, wind drag, 
density, mean water level
Volume, temperature 
and velocity 
profile
As an example, the shallow water system is chosen from Table 2.8. The flow of water in shallow 
layers which occurs in coastal estuaries, oceans, rivers, etc., is of practical importance in harbour 
design. The prediction of tidal currents and elevations is vital for navigation and for the 
determination of pollutant dispersal. Notation of main parameters involved in shallow water is 
shown in Fig. 2.23. The direction x3 is vertical, the vertical velocity u3 is small and the 
corresponding acceleration is negligible.
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th,3. bed ‘friction’
(a) Coordinates
(b) Velocity distribution 
Source: After Zienkiewicz & Taylor (2000). The Finite Element Method.
Figure 2.23. Typical velocity profile in the shallow water system
The element can be a line or a curve in a one-dimensional model, a triangle in a two-dimensional 
and a tetrahedron (triangular prism) or a rectangular prism in a three-dimensional model. The 
numerical equations together with the boundary conditions are used to derive the number of 
equations equal to the number of unknowns to be solved. A three-dimensional example is shown in 
Fig. 2.24, entering the domain of more realistic applications led by Zienkiewicz and Taylor (2000). 
The CFD package called Flow 2D was tested on the Bristol Channel and the Severn Estuary.
The analysis was carried out on a mesh of linear triangles as shown in Fig. 2.24. The mesh sizes 
ranged from 2 to 5 km for the fine and coarse subdivisions respectively. These meshes encompass 
two positions of the external boundary and the differences in the result obtained by four separate 
analyses were found to be insignificant. The average depth is approximately 50 m and the 
bathymetry was considered during programming.
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CL 164 ncxjes. 251 elements FL; 578 nodes. 1004 elements
Station Location
1 Hartland Point
2 Tenby
3 Ilfracombe
4 Portlock
5 Swansea
6 Porthcawl
7 Walcbet
8 Barry
9 Weston-Saper-Mare
10 Avonmouth
Source: After Zienkiewicz & Taylor (2000). The Finite Element Method.
Figure 2.24. Finite element meshes. Bristol Channel and Severn Estuary
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Source: After Zienkiewicz & Taylor (2000). The Finite Element Method.
Figure 2.25. Velocity vector plots
A constant real friction coefficient (Manning) of 0.038 was adopted for all the estuary. In Fig.2.25 
the distribution of velocities at different times of the tide is illustrated.
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2.7.6.2 Prediction of hydraulic retention time in WSPs
Recently CFD has been used to simulate the hydrodynamics and the water quality in WSPs, 
specifically FC concentration and curves of tracer concentration vs time. This is advantageous 
because the mean HRT can be predicted for pond design. There are a few mathematical models that 
can simulate retention time curves. However, most are uncalibrated models and only HYDRO-3D is 
considered as a calibrated model using data from full-scale lagoons. In order to assess the accuracy 
of the model the predicted curve is compared with the curve obtained from a tracer study 
experiment (Ferrara and Harleman, 1981).
The CFD model gains accuracy as the model is calibrated with more real data obtained from further 
tracer studies in the field. There are three tasks before a calibrated model can be achieved. Firstly, 
the dimensions of the model grid must be identical to those of the pond.
Secondly, the hydrodynamics of the input parameters to be modelled should be as complete as 
possible and include as many parameters as possible, such as flow, wind velocity, wind direction, 
temperature, die-off constant. Thirdly, mathematical functions of hydraulics, such as eddy viscosity, 
can be adjusted for a series of model runs and outputs compared with experimental results. Once the 
model and experimental outputs converge, with residual zero for several time steps, the hydraulic 
calibration has been achieved.
For the water quality model, curves of tracer concentration vs time can be displayed and compared 
with curves obtained from experimental data as shown in Figure 2.26. This figure shows data 
plotted by Ferrara and Harleman (1981) using experimental data and a mathematical model, which 
was not identified in the paper. There is good agreement and the model predicted precisely the first 
advection peak. However, the mathematical model predicted a higher MHRT over 12 hours more 
than the experimental one. Less accuracy was achieved by MIKE21 (Persson, 2000) and the first 
peak is substantially delayed. This age-distribution is not characteristic under any circumstances for 
a pond with inlet and outlet at the top, centrally aligned as discussed in section 2.6.2. Similarly, 
MIKE21 program does not simulate the short-circuiting peaks subsequent to the main peak. The 
main reason is that it is a 2-D model utilising a depth-integrated approach, assuming that the water 
mass is vertically homogeneous (Persson, 2000).
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Figure 2.26. Comparison of tracer study data and CFD model predictions
Since MIKE21 does not consider the depth variation vertically, a discrepancy always appears when 
the MHRT is estimated. Similarly, the program does not consider the wind effect in its analysis. 
Therefore, MIKE21 is a 2-D model and will not be considered further to simulate WSPs.
It should be noted that to achieve a good agreement between mathematical and experimental data is 
a challenge. It is necessary to invest a lot of time with a high specification computer to calibrate the 
pond model. The agreement is increased when the modeller uses experimental data obtained from a 
full-scale lagoon and depends on his own expertise. The accuracy is higher when external variables 
are considered such as wind velocity and direction. Various attempts will need to be made before 
the best final age-distribution can be achieved
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2.7 Concluding remarks on CFD
On the basis of the above, the following conclusions are made:
• HYDRO-3D allows the user to enter bathymetry data from pre-processing facilities developed 
in ArcView and these can be entered as a file called INTERFAL. Similarly wind data recorded 
in the field can be entered as a file called CLIDAT. An advantage of this model is that it allows 
different wind directions and speeds to be evaluated continuously. FLUENT(V4) does not 
consider either bathymetry or wind effects.
• HYDRO-3 D, a three-dimensional finite element hydrodynamic and water quality model has 
been selected for use in this study. This model, developed by Mott MacDonald Ltd and the 
University of Surrey, is particularly suited to investigations of this nature. Waste stabilisation 
ponds often exhibit distinct three-dimensional behaviour (i.e. there are discernible changes in 
pond composition with depth).
• Pond models grids can be cartesian or curvilinear (body-fitting). In the former, grid lines are 
always parallel to the coordinate axes. In the latter, coordinate surfaces may be curved -  for 
example, to fit curved boundaries.
• The element shape used in the HYDRO-3D model is the tetrahedron and to model a hydraulic 
system the prototype is subdivided into many elements which are tetrahedral in shape. In order 
to apply the hydraulic equations a local co-ordinate system is defined for each tetrahedron and 
the resulting equations for each node are aggregated globally to obtain the final set of equations 
for the system.
• HYDRO-3D is based on Reynolds Stress Model which is based on the temporal averaging of 
the velocity fields in the Navier-Stokes equations, and these time averaged equations are called 
Reynolds equations (1895). The averaging procedure introduces correlation components of the 
fluctuating terms and renders the equations insoluble. Reynolds equations are derived by
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separating the velocity field into a time averaged velocity component and a fluctuating velocity 
component (Guganesharajah, 2001).
• Classical finite difference methods commonly restrict applications to regular grids. This limits 
their use in obtaining accurate solutions to environmental engineering structure which may have 
curved (irregular) boundaries and/or multiple material interfaces. To overcome the boundaries 
approximation and interface problem curvilinear mapping may be used to define the finite 
difference operators.
• In the FEM the nodal equation is derived by integrating the partial differential equation using an 
approximate function and a weighting function. The integral limits in the FEM are the 
boundaries of the elements associated with the node. In contrast in the FIM, no weighting 
function is used and integral limits are defined at the boundaries of the control volume.
• The main advantage of FIM and FEM is that the variables are defined at the vertex of the 
elements unlike most of the CFD codes based on FVM, where the variables are defined at the 
centre of the elements. The cell vertex scheme has the distinct advantage of modelling the 
properties at the surface of the boundaries accurately, because the nodes are defined at the 
surface, whereas models developed on the cell centred scheme simulate the average properties 
at the centroid of the cells. The cell vertex scheme is particularly useful for simulating the 
surface currents (which is particularly important in ponds where high velocities predominantly 
occur in the surface layer due to wind effects) and for defining the no-slip conditions at the 
walls or to define the variation of water levels in a model boundary (Guganesharaj ah, 2001).
• The basic technique in the method of characteristics involves the formulation of the 
conservation equations for momentum and mass into a characteristic form. In this technique, the 
characteristic equations enable tracing of the wave movement in the hydraulic system both 
spatially and temporally.
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• The FIM is used in the three-dimensional hydraulic and water quality model HYDRO-3D. 
Using the numerical equations of the FIM for the three-dimensional processes (WSPs) and one­
dimensional processes (Groundwater model), the results and the analytical solution have been 
found to be the same (Guganesharajah, 2001).
• CFD is a means to simulate the mean Hydraulic Retention Time in WSPs specifically for a 
calibrated model such as HYDRO-3D. However, the agreement between mathematical and 
experimental data depends on three factors: the expertise of the modeller, high specification 
computer and the quality of the data obtained from a full-scale lagoon.
• From the literature review it is concluded that major errors occur with uncalibrated cfd model 
simulations. For this reason HYDRO-3D, a three dimensional hydrodynamic and water quality 
was selected for use in this study. HYDRO-3D had already been the subject of intensive 
calibration work in pond applications. This calibration process continued in parallel throughout 
the present study.
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Part m . Physical Models
2.8 Physical models
2.8.1 Similitude and dimensional analysis applied to WSPs.
In the development of physical models of WSPs it is necessary to review various aspects of scaling 
the important parameters of size and flow to ensure that they do not distort the model outputs, or, at 
least that any distortion is understood and accounted for.
A goal of any experiment is to make the results as widely applicable as possible. To achieve this 
end, the concept of similitude is often used so the measurements made in one system (for example, 
in the laboratory) can be used to describe the behaviour of other similar prototype systems (outside 
the laboratory). The laboratory systems are usually thought of as models and are used to study the 
phenomenon of interest under carefully controlled conditions. From these model studies, empirical 
rules can be developed, or specific predictions of one or more characteristics of some other similar 
system can be made. To do this, it is necessary to establish the relationship between the laboratory 
model and the prototype system (Yabani, 2001).
Geometric similarity
This implies similarity of form. The physical model is a geometric reduction of the prototype and is 
accomplished by maintaining a fixed ratio for all homologous lengths between the model and the 
prototype (Yabani, 2001). The physical quantities involved in geometry are length. L, area, A and 
volume, V. The ratio (Lr) of homologous lengths (Lp) in prototype and (L,n) model is a constant and 
can be expressed as:
[2.49]
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An area, A, is the product of two homologous lengths: hence the ratio of the homologous areas Ap 
and Am is also a constant and can be expressed as
—  = = U  [2.50]
4 . A,
A volume, Vol, is the product of three homologous lengths; the ratio of the homologous volume can 
be expressed as:
Vol L f
 ^  = - 2 -  = i> 3 [2.51]
V°L L j
Kinematic similarity
This refers to similarity in motion. Kinematic similarity between a model and a prototype is 
attained if the homologous moving parts have the same velocity ratio along geometrically similar 
paths. The kinematic similarity involves the scale of time as well as length (Yabani, 2001). The 
ratio of times required for homologous particles to travel distances in a model (m) and its prototype 
(P) >s:
y  = Tr [252]
The velocity V is defined in terms of distance per unit time; thus, the ratio of the velocities can be 
expressed as
v » Lp/Tv L /L_JL= IL P _  iL = L J T  [2.53]
r .  Lm/Tm Tp/Tm •'
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The acceleration, a, is defined in terms of length per unit time squared; thus, the ratio of 
homologous acceleration is
ap _ Lp/Tp _ LP/Tm _ - jrj, 2 [2.541
a l  It  2 t  2 It  2m m / 1 m 1P I1 II
The discharge Q, is expressed in terms of volume per unit time; thus,
q p _ l ; / tp _ l f3/ l j  _  3 /
Ql T J W F T F T  , l r
Dynamic similarity
This implies similarity in forces involved in motion. Dynamic similarity between a model and its 
prototype is attained if the ratio of the homologous forces in the model and prototype is kept at a 
constant value, or
Many hydrodynamic phenomena may involve several different kinds of forces in action. Since 
models are usually built to simulate the prototype on reduced scales, they are not usually capable of 
simulating all the forces simultaneously. In practice, a model is designed to study the effects of only 
a few dominant forces. Dynamic similarity requires that the ratios of these forces be kept the same 
between the model and the prototype. Since force F is equal to mass, M, multiplied by acceleration, 
a, and since mass is equal to density, p, times volume, Voi, the force ratio may be expressed as
F p  M ? a r  _  P p V o l p a F
Fm P,,y°l„am
= Pp f  Pm * V A » 3 * L = p p l  Pm * V / V  *JTjjT
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Fr -  FrTr2Lr~l [2.56]
and the ratio of homologous masses, force divided by acceleration, may be expressed as
^  p _ ^p !ap _ l-h'm _ p  y  2 r _1 
M  F  /a a la r r rr m l  in p  /  m
M r = FrT ) L j  [2.57]
Scale effects
“Scale effect is simply the conventional expression for possible discrepancies involved in 
extrapolating the results obtained from physical models to the full scale “(Munson et al, 1998).
The physical model frequently results in model velocities so small that realistic measurements 
cannot be made; or a model water depth may be so shallow that the physical characteristics of the 
flow may be altered. Such situations may be resolved by using a distorted model in which the 
vertical scale and the horizontal scale do not have the same value; usually, a smaller vertical scale 
ratio, Xr > Yr, where Xr is the horizontal scale ratio and Yr is the vertical scale ratio. The scale effect 
are also unavoidable to compliance with all the law governing the processes (Webber, 1974).
Validation of model
Most model studies involve simplifying assumptions with regard to the variable to be considered. 
Although the number of assumptions is frequently less stringent than that required for mathematical 
models, they nevertheless introduce some uncertainty in the model design. It is, therefore, desirable 
to check the design experimentally whenever possible. In some situations the purpose of the model 
is to predict the effects of certain proposed changes in a given prototype for which data may be 
available. The model can be designed, constructed, and tested, and the model prediction can be
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compared with these data. If the agreement is satisfactory, then the model can be accepted in the 
desired manner, and the corresponding effect on the prototype can be predicted with increased 
confidence (Munson et al, 1998).
Distorted models
Although the general idea behind establishing similarity requirements for models is straightforward, 
it is not always possible to satisfy all the known requirements, for example, if Rem 4=- Rep> where Re 
= Reynolds number. Models for which one or more of the similarity requirements are not satisfied 
are called distorted models.
Distorted models can be successfully used, but the interpretation of results obtained with this type 
of model is more difficult than the interpretation of results obtained with true models for which all 
similarity requirements are met. There are no general rules for handling distorted models, and 
essentially each problem must be considered on its own merits. The success of using distorted 
models depends on the design of the model and in the interpretation of experimental data obtained 
from the model (Munson et a/,1998).
Non-dimensional parameters
A number of equations that govern the hydraulic and water quality processes incorporate non- 
dimensional parameters which can be used to derive the properties of a system, and are extensively 
used as a means of understanding the processes in a hydraulic system. Non-dimensional parameters 
can be used to define several hydraulic characteristics irrespective of the size of the system. Some 
of the non-dimensional parameters used in the governing equations related to hydraulic and water 
quality processes are defined in Table 2.9.
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Table 2.9. Some common variables and non-dimensionless numbers in Fluid Mechanics. After 
Munson et al, (1998)___________________    _ _ _ _ _ _ _
Non- dimensional 
Number
Name Interpretation (Index 
of force ratio indicated)
Types of 
Applications
pv//p Reynolds number, Re inertia force 
viscous force
Generally important 
in all types of fluid 
dynamics problems
vNgT Froude number, Fr inertia force 
gravitational force
Flow with a free 
surface
vd/D Peclet number, Pe turbulence motion force 
dispersion force
Generally important in 
fluids with mixing 
and dispersion
pv2// G Weber number, We inertia force 
surface tension force
Problems in which 
surface tension is 
important
Variables; Acceleration o f  gravity, g; Density, p; Surface tension, a; Velocity, v; Viscosity, ji; Dispersion coefficient, D; 
Characteristic length, /; Characteristic depth, d.
2.8.2 Application of physical model
To understand the operation of WSPs better, it is possible to use physical models. These models 
including both laboratory and pilot-scale ponds, allow tests to be conducted which would have been 
difficult with full scale WSPs. By observing the effects of the various variables over a wide range of 
conditions likely to be encountered in practice, it is possible to assess their effects and in some cases 
to make useful quantitative predictions for design purposes.
However, to be accurate and useful, such predictions require human skill and numerous 
observations. The knowledge of the limitations and consequences of using data generated from the 
model pond is essential for accurate and efficient pond design and evaluation (Agunwamba, 1992).
Model ponds are often subjected to boundary, hydraulic flow and operating conditions not 
encountered in practice. In model experiments (especially laboratory), several important variables 
can be kept constant i.e. wind speed and direction, flow rate, as the test variable is varied to observe 
its effect on pond performance (Agunwamba, 1992). Although this has the advantage of reducing 
the complexity of the processes involved, and consequently enhancing understanding, it may
111
Chapter 2. General literature review G. Aldana
actually lead to the wrong conclusions. For instance most of the above variables interact (Polprasert 
and Bhattarai, 1985). Hence the influence that a variable has on pond performance, when the other 
factors are kept constant, might be quite different when these same factors are allowed to vary. The 
fact is that in field ponds the effects of all these factors combined are more important than the 
isolated effects.
While the usefulness of model studies in wastewater treatment, and in WSPs specifically, can be 
questioned, the impossibility of studying the combined effects of all these factors is equally 
questionable. The factors responsible for the disparity between the performance of the model and 
prototype ponds are many, complex and interacting and include.
• Hydrodynamic similarity
• Pond geometry
• Flow conditions
• Environmental conditions
• Wind shear stress
• Rainfall and run-off
• Age effect and pond maintenance
Hydrodynamic similarity
Physical models, among other things, are normally expected to enhance the understanding of field 
ponds, to aid in the estimation of some parameters that are useful in the design and evaluation of 
full-scale ponds, and to help in predicting the performance of proposed full-scale ponds.
It would be helpful to ensure that hydrodynamic similarity exists between the model and prototype 
ponds, and then account for differences due to the water temperature and wind shear stress by using 
some scale or correction factors.
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Hydrodynamic similarity implies that the ponds should be geometrically similar. That is, the ratio of 
any two dimensions in the model is the same as the corresponding ratio in the prototype 
(Agunwamba, 1992).
f i b -  = [2.58]
I X I I f
Pond geometry
The pond geometry affects the dispersion number, resistance to flow, retention time, volume of 
dead zones and the extent of short-circuiting (Agunwamba, 1992; Polprasert and Bhattarai, 1985). 
Some dimensional ratios have to be considered in pond prototypes, such as length to width (L/W) 
and the width to depth (W/d). As L/W decreases, the dispersion number (D/LV) increases 
producing secondary circulation in ponds with smaller aspect ratios. This is caused by the uneven 
distribution shear stress along the wetted perimeter of the pond (Agunwamba, 1992).
Although the effect of pond geometry on its performance is known, it is uncommon to find in the 
literature references to pilot-scale ponds, because it is difficult to meet the correct ratios between the 
dimensions. For instance, in the UniS model the ratio L/W is 7.67:1 and the value for the prototype 
is 7.90:1. The ratios are close to each other, so geometric similarity for L/W exists between the 
model and prototype. However, a large difference exists for the W/d ratio: for the prototype it is 
16.31 and for the model it is 2.15. Geometric similarity is not achieved due to depth distortion using 
40 cm instead of 5 cm depth, to enable recirculation in the depth to be visualised.
Flow conditions
Differential flow conditions may also cause variation between the performance of the model and 
prototype WSPs. Generally, model ponds have a lower Reynolds number than full-scale ponds 
(Polprasert and Bhattarai, 1985; Mareco do Monte and Mara, 1987). The flow in full-scale ponds 
may range from laminar to transitional flow whereas it is usually laminar for a model pond. The
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difference may give rise to a scale effect which needs to be accounted for before model results 
become directly transferable to full scale WSPs (Agunwamba, 1992).
Environmental conditions
Non-uniform velocity profiles induced by density gradient, wind, temperature and inlet and outlet 
structures are bound to influence pond hydraulic efficiency. If these conditions are not similar in 
field and model ponds, then their performance cannot be compared (Agunwamba, 1992).
Wind shear stress
“The wind shear stress on the pond surface produces a drift current which results in an upward slope 
of the water surface in a downwind direction” (Agunwamba, 1992). This same phenomenon was 
observed in the prototype Lidsey lagoon with the prevailing wind blowing from south west opposite 
to the flow direction. This was proved during tracer studies carried out within the pond which 
resulted in an upward slope of 5 cm over the water surface in downwind direction. The tracer plume 
was observed under this layer flowing in the upstream wind direction without their crossing each 
other. Hence, physical model ponds should ideally be sited in the same site and have the same 
alignment as proposed for the full-scale lagoon.
It is a challenge to model wind condition. It is usual to use a wind tunnel to produce the wind effect 
on the physical model, but it is expensive to build and there is a space limitation to fit it in the 
available glass-house. A cheap solution would be to create the wind effect by using a fan with speed 
control. In order to achieve upward wind slope at the water surface a wooden device can be fitted in 
front of the fan to induce a drift current over the surface of the model. This procedure has the 
advantage that it is able to produce various defined wind directions.
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Rainfall and run-off
Physical models are usually shaded from the effects of rainfall whereas pilot ponds are not usually 
under the influences of run-off Hence, results from physical models may only be applicable to field 
ponds during the rainless periods unless these factors are accounted for (Agunwamba, 1992). 
Rainfall and run-off will certainly dilute the pond content and increase the flow rate, thereby 
altering the flow conditions. This will affect the pond efficiency.
Studies carried out by the author of this thesis in a full-scale lagoon at the University of Zulia 
demonstrated that the total flux volume rate was increased in the range 5 to 10 % during rainfall 
periods, measured at the outlet of the pond. This means, that in the UniS physical model surface 
fluxes can be allowed, which is equivalent to the differences between the outlet and inlet flow.
Age effect and pond maintenance
Model experiments may not be conducted long enough for the effect of a pond sludge layer and 
boundary roughness, which may increase with the pond age, to be observed (Agunwamba, 1992). 
Chau (2000) agreed that with rough boundaries for laminar flow in an open rectangular channel, the 
effect of viscosity cannot be neglected.
In addition, a field pond is exposed to more serious maintenance problems than a model pond 
because the latter is not only smaller in size but also operated on a short term basis to give more 
controlled conditions. In the prototype, the weeds offer resistance to flow, and increase the rate of 
particle sedimentation in the stagnant zones and cause short-circuiting. Tall weeds along the bank 
will hinder the penetration of the sun and wind in some areas (Agunwamba, 1992). This will hinder 
algae in their natural processes, reduce the effective area of the pond and consequently result in the 
reduction of the pond efficiency.
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2.9 Concluding remarks 0 1 1  the physical model
• The model can be designed, constructed, and tested, and the model predictions can be 
compared with field data. If the agreement is satisfactory, then the model can be accepted as 
a design tool, and the corresponding effect on the prototype can be predicted with increased 
confidence (Munson et al, 1998).
• The pond geometry affects the dispersion number, resistance to flow, retention time, volume 
of dead zones and the extent of short-circuiting (Agunwamba, 1992; Polprasert and Bhattarai, 
1985). For instance, in the UniS the ratio LAV is 7.67:1 and the value for the prototype is 
8.4:1. The ratios are close to each other, so geometric similarity for LAV exists between the 
model and prototype. However, a large difference exists for the W/d ratio which is 15.26 for 
the prototype and 2.15 for the model. Geometric similarity is not achieved due to depth 
distortion that have been adopted using 40 cm instead of 5 cm depth, to enable recirculation 
in the depth to be visualised.
• Distorted models can be successfully used, but the interpretation of results obtained with this 
type of model is more difficult than the interpretation of results obtained with true models for 
which all similarity requirements are met.
• Differential flow conditions may also cause variation between the performances of the model 
and prototype WSPs. Generally, model ponds have a lower Reynolds number than full-scale 
ponds. A flow calibration needs to be done to adjust the flow between the performances of 
the model and prototype.
• It is a challenge to model wind conditions. It is usual to use a wind tunnel to produce the 
wind effect on the physical model, but it is expensive to build and there is a space limitation 
to fit it in the glass-house. A cheap solution would be to create the wind effect by using fans 
with speed control. A wind-curve calibration needs to be done to calibrate the performance of 
the wind-fan with either a flowmeter device or a wind logger station in order to obtain a 
precise wind velocity vs speed of the fan curve.
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3.0 PHYSICAL MODEL METHODS 
Introduction
This chapter is concerned with the physical model methodology, describing the characteristics of 
the physical model and comparing it with the prototype. A physical model scaled down to 1/18 of 
the prototype was constructed inside a glass-house in order to study the main factors affecting 
hydraulic performance in WSPs. These factors were grouped into three: i) inlet and outlet 
arrangements, ii) engineering interventions with baffles and channels and iii) wind effect.
The prototype selected for this study is a full-scale maturation pond located in Lidsey treatment 
works in the Southeast of England. The treatment works include three parallel maturation ponds, 
North, Central and South. The pond selected as prototype is the central one. In the methodology of 
the prototype, a field tracer study and technical specifications are described in this chapter.
In the methodology of the physical model the pump calibration, tracer studies and wind calibration 
are described. To simulate the wind on the physical model a fan with three-control speeds was used.
The degree of agreement between model and prototype based on similitude and dimensional ratios 
is examined. These ratios are in turn affected by external factors such as temperature and humidity, 
which usually rise and fall inside a glass-house and were not controlled.
This chapter includes characteristics of the prototype and corresponding technical specifications for 
the physical model. Details of the dye tracer studies and problems found during operation and their 
detection in the physical model are also described.
3.2 Characteristics of Lidsey central lagoon (prototype)
The Lidsey treatment works comprises percolating filters, humus tanks and three tertiary maturation 
lagoons located at the co-ordinates Eastings 945 m Northings 032 m as shown in Figure 3.1.
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Figure 3.1. Location map of Lidsey’s sewage treatment works in Southeast of England 
showing North, Central and South maturation lagoons.
The flow from the humus tank of the percolating filters is fed to the lagoons by a 20” diameter steel 
pipe to a distribution box equipped with adjustable gates. This provides for coarse adjustment of 
flow to the three lagoons. Fine adjustment of flow to each lagoon was achieved by raising the level 
of a 90° V-notch weir in front of the inlet to each lagoon. The flow into each lagoon is split by a 
flow divider distribution block in two directions as shown in Figure 3.2.
Chapter 3. Physical model methods G. Aldana
Figure 3.2. Inlet structure and the basin of the central lagoon at Lidsey sewage treatment works. 
Note. The picture was taken when the central lagoon was drained in 2001 for sludge removal.
The predominant wind direction is from the South West, opposite to the inlet flow discharge, with 
an average velocity approximately of 2m/s (Bracho, 2003). This wind direction is maintained for six 
months of the year (May-November), while during the other six months the wind comes from the 
East, North and South with irregular sequence as shown in Figure 3 .3.
The central lagoon had a tracer study in 2001 (Bracho, 2003) carried out with the dye Rhodamine 
WT in order to investigate hydraulic retention time, hydraulic patterns, dead zones, wind effect and 
short-circuiting areas.
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Most prevailing wind direction (in %) and averge speed (m/s) 
from 01-11 to 09-12-01.
20- 
15
10
Figure 3.3. Analysis of wind speed and direction at Lidsey WSP system. After Bracho (2003)
The velocities were measured in the field by using a flow meter (MJP GEOPACKS LCD). They 
were measured at two sites in the central lagoon, past the 90° v-notch weir at the inlet, and in front 
of the sharp-crested weir at the outlet. The value registered by Geopacks was 1 m/s and was the 
highest found in the lagoon. The equipment did not register any values for other sites inside the 
lagoon because velocities were too small, below the sensitivity range of the equipment (0.5 m/s).
The velocity measurement procedure was to introduce a (20cm) propeller fitted to a plastic stick and 
placed below the surface of the water and reading the revolution number count. Ten measurements 
were make for each site, and the water velocity value was calculated by using a calibration equation 
provided by the supplier in the manual.
The lagoon outlet structure is constructed in concrete to form a sharp-crested weir, 35cm x 180cm. 
It has a 50cm height wooden baffle placed in front of the outlet as shown in Figure 3 .4 (detail). The 
purpose of this baffle is to surround the concrete weir and hold back the flow of the top layer. The 
flow passes underneath this baffle and flows over the sharp-crested weir. The final effluent 
discharges into a local stream, by flowing through a 20” diameter steel pipe below ground level.
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Figure 3.4. Outlet structure at Lidsey sewage treatment works central lagoon, showing 
a sharp-crested weir (detail).
Note: The picture was taken when the central lagoon was drained in 2001 for maintenance.
Observations on a tracer study indicated two factors influencing the hydraulic behaviour as shown 
in the series of pictures in Figure 3 .5. Firstly, the wall divider distribution block split the dye plume 
into two parts, avoiding the early advective peak in the top layer. However, 12 minutes later, after 
tracer injection, both plumes joined together and moved in the direction the wind was blowing, from 
the south for this experiment. Secondly, the wind mainly promotes short-circuiting in the top layer 
and sludge accumulates on both sides of the long embankments as can be observed when the lagoon 
is drained as shown in Figure 3.4.
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a) Plume movement 3.5 min after tracer 
injection. Arrows show the wind direction 
from the South.
b) Plume movement 4.5 min after tracer 
injection. The plumes have join.
c) Plume movement 6 min after tracer 
injection, showing two separate plumes at 
the points of the flow discharge.
d) Plume movement 15 min after tracer 
injection. T he plume is dragged to the right 
side due to the wind blowing from the South.
Figure 3.5. Series of pictures from tracer study at Lidsey central lagoon.
The technical specifications of the central lagoon were measured by the author of this study in 
collaboration with another PhD study, N. Bracho, who carried out her study on the three lagoons at 
Lidsey. Data collected was shared by both PhD students. Flow in the central lagoon was measured 
over an existing sharp-crested weir in the spill water, using a plastic ruler to measure the height at
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the outlet as shown in Figure 3.4. Measurements were taken three times per week and flow 
calculations made using the equation and measurements presented in Appendix 1.
The sludge and liquid depth was measured within the central lagoon using the White Towel method 
(Vorkas, 2000) at the survey points shown in Figure 3.6 to determine the bathymetry of the pond. 
This method employs a 1 Vi” diameter plastic pipe wrapped in a white sock. A tape measure is 
pasted to the column and is held in place by electrical tape. Measurements were taken by using an 
inflatable boat with a person on board taking readings at the interception survey points for an 
imaginary grid, lOmxlOm dimensions. The boat was held at the interception points by a strong rope 
held on opposite embankments by two persons.
The sludge level and bathymetry measurements were done at 56 points in 4 x 14 rows, and the data 
were set up into the GIS ArcView program to display the sludge level in the central lagoon. This 
survey was done in 2000 after the lagoon had been continually in use for three years. Two plots are 
displayed from GIS ArcView in Figure 3.6 showing a) the survey points and b) the sludge level at 
the bottom in the central lagoon.
According to the sludge distribution near the inlet shown in Figure 3.6b), the sedimented solids are 
moved almost entirely by the inertial force of the inlet discharge. Flow discharge had been split in 
two separate parts due to the divider distribution block. It caused the settlement of solids to be 
spread on an area of 45m2, which occupied the first four rows, where it built up a sludge layer 
averaging 25cm. An average of 20cm thick sludge level is produced during a three year cycle of 
lagoon operation.
The sludge settlement distribution was also observed in the central lagoon when it was drained in 
2001 as shown in Figure 3.4.
A water quality logger (Grant YSI Instruments, UK) was used to measure chemical, physical and 
climatic conditions at the site.
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a) Survey points to measure sludge level and bathymetry in the central Lidsey lagoon 
  R
• Thmz6c.shp
Crttn5e
Breaklines
Hard
Soft
Elevation Range
I I 0.276 • 0.3
□ 0.251 • 0.276
■ 0.227-0.251
0.202 - 0.227
I I 0.178 - 0.202
[0.153-0.178
0.129-0.153
0.104-0.129
0.08 • 0.104
• Sludgemid_2000.txt
b) Sludge level accumulated for three years in the central Lidsey lagoon
Figure 3.6. Survey points and sludge level at the bottom in the central Lidsey lagoon.
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The technical specifications for the central lagoon (prototype) are as follows:
Dimensions:
Length (L): 122.40m 
Width (W): 14.50m 
Depth (H): 0.95m
Area and ratios:
Surface area (L x W) = 1774.80m2 
Cross sectional area (W x H) = 13.78m2
Length/breadth ratio (LAV) =8.44: 1 (it is considered to be a channel)
Width/depth ratio (W/H) =15.26
Hydraulic parameters (volumes, flow and time):
Volume of pond = 1686.06m3 
Flow rate = 9 1/s
Nominal retention time (NRT, Ot) = 2.32d
Mean hydraulic retention time (MHRT, Oh) -0.116. (from tracer study)
Hydraulic efficiency correction factor (HECF = MHRT/NRT) = 0.33
Area-averaged velocity = 0.0006m2
Kinematic viscosity (p )  = 1.002 xlO'6 m2/s (water at 20°C)
Reynolds number = 5 1 2  (laminar flow considering a channel). Calculated from Polprasert and
Bhattarai equation = (WLH)/(W +2H) Ot v
The low hydraulic efficiency is of particular concern.
3.3 Characteristics of the physical model
A physical model was constructed at the University of Surrey (UniS) measuring 6.60m x 0.86m x 
0.4m to investigate which physical variables could be affecting the hydraulic efficiency and 
performance in the lagoon using a stimulus-response tracer technique. The physical variables
126
Chapter 3. Physical model methods G. Aldana
studied were inlet/outlet aligned, diagonal arrangement, and different levels of inflow/outflow and 
baffle interventions.
The model was constructed inside a glass-house available at the University. Concrete blocks were 
used to construct walls. The existing floor and the wall structure were then lined with a white flame- 
retardant polypropylene sheeting. A storage tank of 500 litres capacity was filled with the mains 
water supply and pumped into the channel via plastic tubing of 8mm diameter. At the outlet, a 
triangular weir was shaped using the same liner material. The outlet discharged into the local 
sewerage system. The dye-experiments were run without either temperature control or wind effects 
during the period August 2001 to August 2003. Rhodamine WT dye was used as tracer, having a 
density of 1.019kg/m3 and 20 % active volume. All the readings in the experiments were taken on 
line using a fluorimeter probe (Chelsea Instruments Ltd, UK) and were recorded every minute by a 
logger from Marine Instruments (Flexidata 1201).
The physical model was constructed to investigate the physical variables affecting the hydraulic 
efficiency of the full-scale open lagoon (central of Lidsey Works) using a stimulus-response 
technique with the tracer Rhodamine WT as shown in Figure 3.7
The area dimensions of the physical model were kept constant during the experimental period. 
However, the depth varied during each experiment due to evaporation, leakage through liner and 
rainwater from roof (leakage). Therefore, some parameters were routinely measured during each 
experiment including temperature, humidity, flow rate and depth.
Those parameters were measured twice daily when the experiments were carried out. The flow rate 
was measured using triplicate samples at the inlet by filling a volumetric cylinder, and timed with a 
wristwatch during 30 seconds. The method used to measure the flow at the inlet was separating the 
8mm plastic delivery tubing (Figure 3.8) from the peristaltic pump and directing the flow into the 
measured cylinder. The time was also measured by using a chronometer timer.
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Figure 3.7. Physical model on a scale of 1:18 constructed with concrete block and liner
Similarly, the flow at the outlet was measured using the same procedure as at the inlet, but directly 
from water discharging over the triangular weir. The temperature was measured by using a 76mm 
immersion thermometer (Fisherbrand). The depth variation was measured by using a wooden ruler 
of 100cm length (1mm precision) at lm from the inlet and at lm from the outlet. Average depth 
values were calculated using both measurements. The humidity was measured by using a barometer.
The dye tracer was injected using a metal inlet device located at the end of the plastic tubing. This 
device has a T-shape as shown in Figure 3.8, which allows the dye to be injected manually using a 
plastic lOcc syringe. The device can be moved horizontally or vertically according to the type of 
inlet arrangement to be tested, and stuck to the liner wall.
128
Chapter 3. Physical model methods G. Aldana
Figure 3.8. Dye-tracer experiment in the physical model showing the main accessories.
A nylon grid painted orange, 50cm x 28.5cm, was set up over the surface of the physical model and 
stuck to the concrete blocks with electrical tape as shown in Figure 3.9. This grid helped to measure 
x-and y-axis when dye-experiments were in progress. The layout of the UniS physical model is 
presented in Figure 3.9.
.Chronometer
• u i/
Nylon (cord)
3.4 Technical specifications for the prototype and the physical model
The physical model was designing taking into account the space limitation inside the glass-house, 
which comprised six bays plus a corridor access. Since the glass-house belongs to the School of 
Biological Science it was not permitted to use several bays for construction of the model. Only one 
bay 6m x 3m was available plus an entrance of 86cm width. At the beginning it was hoped to 
construct a physical model of scale 1:10, but this would have needed a 12m long by 1.45m wide 
construction.
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Reservoir ^Peristaltic pump 
Inlet Outlet
| o 4 o T “ i \
Main supply 
(water>
-Plastic liner
6.60 m Drain
Cross section (not to scale)
10.50  m l  I I I
Plan View (not to scale)
Figure 3.9. Layout of UniS physical model
This idea was abandoned and instead a model area on a scale of 1:18 was constructed of 86cm 
width x 660cm length. Several attempts were necessary to achieve the final model specifications 
including dimensions, geometry, kinematics and dynamics similarities. The calculations are 
presented in Appendix 2. For the model length construction it was necessary to take part of the 
corridor for a lm extension into the bay entrance as shown in Figure 3.7. The model walls were 
constructed with two rows of blocks set up at both sides, which provided a 20cm width wall.
The technical specifications for the prototype and the model are given below in Table 3.1.
Design limitations: Maximum length available: 6.6m
Minimum available pump range (Watson Marlow pump): 3ml/s 
Maximum width: 0.86m 
Distortion factor: Length scale factor = L prototype/L model = 122.40 /6.6 = 18.54 
Depth scale factor = d prototype/d model = 0.95/0.40 = 2.38 
Model distortion factor (F.S.) = 18.54/2.38 = 7.79, approximately 8
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Table 3.1 Comparison of technical specifications for the full-scale lagoon and the physical model.
Parameter Prototype (central lagoon) 
Full-scale open lagoon at Lidsey
Physical model 
UniS
Dimensions (LxWxH) 122.4m x 14.50m x 0.95m 6.60m x 0.86m x 0.40m
Surface area (LxW) m2 1774.80 5.68
Cross section area (WxH) m2 13.78 0.34
Length breadth ratio (LAV) * 8.44:1 7.67:1
Width depth ratio (W/H) 15.26 2.15
Volume (m3) 1686.06 2.27
Nominal retention time (NRT) * 2.17 d 2.19 d
Flow rate (1/s) 9 0.012
Mean Hydraulic Retention 
(MHRT) (after tracer study)
0.77 d 1.16 d
Hydraulic Efficiency Correction 
Factor (HECF) = (MHRT/NRT)
0.35 0.70
Water Temperature (°C) 18 14
Area-averaged velocity (m/s) 0.0007 0.0000349
Kinematic Viscosity (m2/s) * 
(water at 20°C)
1.002 xlO'6 1.002 xlO'6
Reynolds Number 512 7.23
Dispersion nuinber(?) 0.90 1.1
* Key parameters, which are similar
Hydrodynamic similarity for the UniS physical model and the full-scale ponds at Lidsey is shown in 
Table 3.2. According to the ratio results as shown in Table 3.2, the UniS model achieved geometric 
and kinematic similarities in areal dimensions, but not in the depth and hence volume ratios, thus it 
is a distorted model.
The dynamic similarity discrepancy was mainly due to a large difference between Reynolds 
numbers in the model and the prototype. Similarly the Reynolds ratio (0.014) was less than the 
length ratio (0.0539) because of depth distortion. Further, the model has been calculated on the 
basis of Froude number equality between model and prototype rather than Reynolds number.
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The Reynolds values are calculated by using the Polprasert and Bhattarai equation [3.1] developed 
for rectangular channels instead of the Reynolds equation, because the former is more accurate for 
WSPs. This discrepancy for the Reynolds number was also found by Agunwamba (1992). “In 
practice, it may not always be possible to maintain geometric similarity and equality of Reynolds 
numbers in model and prototype. The adoption of the natural scale will lead to a model that 
occupies an economical plan area but with depths that are exceedingly small”.
_ ( 4 L W Z ) _
[(W + 2Z)6hv] L J
Where R = Reynolds number; L,W,Z = length, width and depth dimensions o f the pond or the 
model; 0h = mean hydraulic retention time, and v = kinematic viscosity. This equation has an error, 
because in channel flows the characteristic length is defined by the hydraulic mean radius H r
which is the ratio of flow area to wetted parimeter (Chow, 1959). Therefore, the factor 4 in eq. [3.1] 
is not required for channel geometry for details (see Appendix 3). Based on this definition of 
characteristic length, experiments in channels indicated that the flow is laminar when Re is less than 
500, and when Re exceeds 2000 turbulent flow prevails in the system (Chow, 1959). In channels, 
the transitional flow regime exists when Re is in the range of 500 to 2000.
Poor dynamic similarity is found for the forces and the mass ratios in the physical model because 
both involve a distorted volume. The UniS model does not conform very well to the Reynolds law 
because it is a distorted model. The velocity was calculated on the basis that the Froude numbers 
were similar in the model and prototype (Yabani, 2001). A scale factor is required to account for the 
difference. A scale factor of about 8 has been adopted for geometric and kinematic similarities. 
Kinematic viscosity correction by temperature improved the dynamic similarity of the physical 
model specific for the Reynolds number.
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Flow conditions considered in the UniS model were: flow rate 0.0012 1/s; theoretical retention time 
2.19 d; volume 2.27 m3; Reynolds number 22.24. For the prototype the values were: flow rate 9 1/s; 
theoretical retention time 2.17 d; volume 1,686.06 m3; Reynolds number 512. We found that the 
Reynolds number in the model is very low in comparison to the prototype, due to the scale effect 
explained in the review. Viscous force is very important in ponds since the Reynolds number is 
usually small. Hence, Reynolds law (Agunwamba, 1992) must also be satisfied, i.e.
L l ^
l d
[3.2]
Where Vm and Vp are volumetric flow rates and Lm and Lp are the linear dimensions o f the model 
and prototype, respectively. Vnl/Vp ratio is 0.0013 and Lm/Lp is 0.0539. It has been assumed that the 
water used in the model and the prototype is the same with respect to density viscosity, pressure and 
gravity. Since the volume involves the distorted depth, a discrepancy appears in the left-hand ratio, 
this is 10 times lower than the right hand ratio, which does not include the depth dimension.
On the basis of the preliminary results, we can conclude that the UniS model does not approach 
very well the Reynolds law because it is a distorted model, and was calculated on the basis of 
Froude number equality between model and prototype (assumed in the physical model design, see 
Appendix 2) rather than Reynolds number. A scale factor is needed to account for the difference.
Different temperatures exist in the full-scale prototype and the scaled model. In the prototype the 
average water temperature was 18° C, whereas water temperature variations were between 4° C and 
23° C in the model experiments, being done inside a glass-house without temperature control. A 
temperature correction was performed by the author of this study to adjust the kinematic viscosity 
parameter for the mean water temperature at which the full-scale lagoon experiment was conducted 
(18° C). The equation used in the temperature correction is expressed as (Munson et al, 1998)
vT = J g “0'0803<r ) [3.3]
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in which Vt = kinematic viscosity (m2/s) at water temperature of the model, T = water temperature 
(°C) in the model, b is the adjusted slope (lxlO '6 m2/s °C) divided by the temperature for each 
experiment obtained when experimental kinematic viscosity is plotted against the temperature 
(attachment in Appendix 4) and e = exponential logarithmic number (2.7183).
Equation [3.1] was used to recalculate the Reynolds number by using kinematic viscosity correction 
by water temperature from 14°C to 18°C for the prototype and the physical model respectively. 
Kinematic viscosity was corrected from 1.002xl0"6 to 3.25xl0"7 m2/s by using equation [3.3]. This 
resulted in a big improvement in Reynolds number from 7.23 to 88.95. In the same way, Rm/Rp ratio 
was recalculated and resulted in a new value 0.0430, which was closer to the Lm/Lp ratio (0.0539) 
than 0.0141 (original value) as shown in Table 3.2. On the basis of the above, we can conclude that 
the kinematic viscosity correction by temperature improved the dynamic similarity of the physical 
model.
3.5 Pump calibration
In setting up a physical model it is important to pump at close to constant rates, so that hydraulic 
retention times can be studied under controlled, set/standard conditions, even though the real 
situation in the full scale ponds is far from constant. Therefore, the first experiments must be used to 
determine the reliable (linear) range of setting of the pump over which the flow is constant.
The ideal pump setting would be one which delivers approximately 12 ml/s (see Table 3.3) but the 
reliability of the pump at this setting must be determined and if necessary a higher or lower setting 
used. The steps involved in setting the pump calibration are as follows:
• Setting Watson Marlow pump calibration during starting points
• Setting measured flow calibration throughout the physical model for different NRTs
• Setting measured flow calibration against NRT (first attempt)
• Linear measured flow calibration against NRT (2nd attempt)
• Criteria of selection of the final measured flow for the preliminary experiments
• Re-calibration of measured flow on the basis o f first results obtained
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Table 3.2. Hydrodynamic similarity between UniS model and full-scale pond at Lidsey
GEOMETRIC SIMILARITY
P R O T O T Y P E  
Full-scale nond
UniS Model
Lm/Ln ratio
Wm AVP ratio
Dm /Dp ratio
Distorted 
Dn, /DP ratio
L (m)
122.40
6.60
W (m)
14.50
Depth
Ini')
0.95
0.86 0.05 0.40
Depth
Distorted
F.S.=!
0.0539
0.0593
0.0526
0.4211
Where:
L, W, D = length, width and depth of prototype 
(middle lagoon of Lidsey)
F.S. = Factor Scale
Lin, Wm, Dm = length, width and depth of UniS 
model
Lp, Wp, Dp = length, width and depth of prototype 
Depth distorted = depth amplified by a factor scale 
Distorted Dni/Dp ratio = Dn/Dp ratio amplified by 
a factor scale of 8
KINEMATIC SIMILARITY
P R O T O T Y P E  
Full-scale nond
UniS Model
Q (m3/s) 
adopted
vm/vp
Velocity ratio
am/ap ratio
Vm/Vn Volume 
ratio________
NRT
(day).
2.17
2.19
(m/s)
6.53x10"
a
(m/s2-)
3.48x10"
3.49xl0'5 1.84xlQ'10 0.0012 2.27
Q
(1/s) (mr
1686.06
0.0012 F.S. = 5.5
0.0534
0.0529
0.0013
NRT = Nominal retention time (T) 
v = Average velocity (Q/cross area ) 
a = acceleration (L/T2)
Q = Flow rate (V/T)
Q adopted = flow rate amplified by a 
factor scale of 6
Vm, am, Vm = velocity, acceleration 
and volume of UniS model 
vp,ap, Vp = velocity, acceleration and 
volume of prototype
DYNAMIC SIMILARITY
P R O T O T Y P E  
Full-scale nond
UniS Model
Rm/Rp ratio
Fn,/Fn ratio
M„,/Mp ratio
Re
Number
512
(Nw)
5.52x10°
22.24 4.18x10 2.27
M
(kg)
1686.06
Temp.
°C
18
14
(m2/s)
l.OOxlO''
3.25x10"
0.0434
0.0001
0.0013
Re = Reynolds number 
Re = (LWZ)/[(W + 2Z) T v]
F = motion forces (p L 4 T"2)
M = fluid mass (F T2L‘1)
Temp. = temp, wliich experiment 
was carried out
v = Kinematic viscosity of water 
Rm, Fin and Mm - Reynolds, 
Force and masses of UniS model 
o = density of water (1000 kg/m3)
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3.5.1 Setting W atson Marlow pump model No: 505Du calibration during starting
The calibration of the Watson Marlow peristaltic pump is needed to test the linearity range of 
operation supplied by the salesperson. The operation range of the pump varied between 0 and 220 
rpm. To do this first setting, a series of volume measurements were taken for different rpm ranges 
(48 to 220 rpm) varying the time measurement.
Pump flow was measured repeatedly (at least three times) during set up of experiments, filling a 
graduated measuring cylinder (1000 ml) against a stop-watch (standard time or standard volume). 
The standard time at the beginning ranged between 10 and 60 seconds and the standard volume 
ranged between 150 and 475 ml in order to cover a large range of flow rates (5 and 30 ml/s) as 
shown in Table 3.3. This table has two sections. First was setting the pump (rpm), second was 
volume measured in the graduated cylinder (ml), stop-watch time. The average volume measured in 
the graduated cylinder (ml) and the flow (ml/s) were finally calculated for each trial.
The linearity of the pump operation was tested as shown in Figure 3.10. In order to determine the 
flow range to carry out the experiments in the physical model, it was necessary to fix the minimum 
and the maximum flow values. The minimum was chosen to be at least 2.5 times greater than 3 ml/s 
(minimum available Watson Marlow pump range) for 8 ml/s with 2.5 as security factor. The 
maximum was chosen at 16 ml/s because it distorted flow obtained from the calculations, 2 ml/s 
multiply by Factor Scale (FS = 8). This range of operation is shown in Figure 3.10 as the yellow- 
green shaded area.
Once the operation range of the pump had been obtained from Figure 3.10 (75 to 110 rpm), another 
graph of flow rate against time was plotted to determine the standard time (stop-watch) appropriate 
to fill a graduated measuring cylinder of 1000 ml. The results are shown in Figure 3.11 as the blue- 
green shaded area. This standard time would be in a range between 27 and 42s according to Figure 
3.11. To choose the standard time to measure the volume an average (34.5 s) value was selected 
which is 30s.
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Table 3.3. Pump Calibration
Setting pump
Pump G raduated Stop- Average Flow 
setting cylinder watch Volume (ml) measured 
(rpm) volume (ml) time (s) (V) (ml/s) (V/T)
(T)
62.8 260 30 245 8.2
230
235
255
79.5 370 30 376.7 12.56
385
375
130.2 360 20 361.17 18.08
365
360
133.5 195 10 195 19.50
195
195
48.0 300 60 303.75 5.06
310
305
300
111.5 165 10 156.8 15.68
165
150
152
152
220 475 15 475 31.67
475
475
160 320 15 350.0 23.33
365
365
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o -I--------------1-------------—i--------------1 1 i -■■ i-------------- 1-------------
0  5  1 0  1 5  2 0  2 5  3 0  3 5
Flow rate (m l/s)
C alibration  Pum p setting experim ents
Figure 3.10. Setting pump calibration during starting point (flow)
Figure 3.11. Setting pump calibration during starting point (power)
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3.5.2 Setting measured flow calibration for the physical model for different NRTs.
The second task in the calibration procedure is setting the measured flow into the physical model. 
Experiments was conducted for different NRTs varying the flow rate in the pump placed at the inlet 
of the physical model. These were 5, 8,10, 12, 14 and 20 ml/s. Experiments were conducted outside 
the range (5 and 20 ml/s) which included 5 ml/s and 20 ml/s. The pump was set in rpm for each 
experiment in order to achieve each flow target. A series of trials was held by filling a graduated 
measuring cylinder from 100 ml to 625 ml against stop watch (30 s) three times per day in triplicate. 
The experiment was run for two days for each flow as shown in Table 3.4. Adjustment of the pump 
setting (rpm) was necessary during the experiments to standardise the flow at the inlet.
The inlet and outlet were placed centrally aligned at the top during setting experiments. Discharge 
measurements were carried out at the inlet pipe into the physical model. The pipe was disconnected 
from the physical model and the flow was transferred to a cylinder of 1000-ml volume. The flow 
rate of the pump was obtained by measuring the time required to fill the cylinder. The flow 
measurement in the outlet was taken in the spill-weir. Similarly the depth was measured using a 
wooden ruler (1 mm precision) in two different places within the physical model at 1 m from inlet 
and outlet in order to obtain the average depth for the experiment. The depth was kept constant in 
setting experiments for a value of 33.4 cm, which gave a volume of approximately 1897 m3.
3.5.3 Setting measured flow calibration against NRT (firt attempt)
An average inlet/outlet measured flow was calculated with the values obtained from setting 
experiments. Then the Nominal Retention Time (NRT) for the physical model was calculated by 
dividing the volume of water in the physical model (1.897 m3) by each average measured flow as 
shown in Table 3.4. It can be seen that the volumes measured are unreliable at the outlet for the 
lowest trial (5 ml/s) at the inlet and the outlet and for the highest trial (20 ml/s). It can also be seen 
from Table 3.4 that 0t ^  NRT for most of the current flows such as 5, 8, 14 and 20.
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Table 3.4. Setting measured flow calibration on the physical model for different NRTs
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Table 3.4 (continued)
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Table 3.4 (continued)
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The largest difference between the nominal retention time (0t) and the observed retention time NRT 
(0.20 d) for the physical model was found for the lowest flow (5 ml/s) because the inlet discharges 
via tubing which shakes the water within the model producing disturbance in the fluid. For the rest 
of the flows this difference varies from 0.12 to 0.14 d. The flow rates found most reliable were for 
10 and 12 ml/s, which is fortuitous since this is the range in which the full-scale pond operates 
equivalent to 11 ml/s.
A plot of the physical model NRT versus the average inlet and outlet measured flow is shown in 
Figure 3 .12. This shows the deviation from linearity at the extremes of the pumping range.
Physical model Nominal Retention Time (d)
Figure 3.12. Average flow throughout the physical model
A first attempt at the flow rate calibration used to carry out the preliminary experiments on the 
physical model was made using the NRT of the full-scale lagoon as 1.5 d. According to the 
preliminary measured flow (13.91 1/s) obtained in the field for the period September-November 
2000, in the Central lagoon at Lidsey, which is shown in Appendix 1. A flow rate of 14 ml/s is 
obtained from the linear intercept (Fig. 3 .12). The preliminary (first and second) set of experiments 
was therefore set at 14 ml/s.
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3.5.4 Linear measured flow calibration against NRT (second attempt)
The flow through the physical model must be calibrated to verify that volumes pumped are 
consistently in agreement with the pump setting. Normally a pump is reliable in the mid-range and 
unreliable at the high and low flows. Clearly, it is important to establish the reliable (linear) range 
so that it can be set within this range and flow is constant throughout the experiment. After all 
points were plotted, it was observed that most of them were in the linear range except two points. 
Those were the extreme values (18 and 5 ml/s). To obtain reliable values the mid-range of Figure 
3.12 was chosen. A linear calibration was obtained as shown in Figure 3.13.
Another nominal retention time (NRT) for the full-scale lagoon was calculated for an average 
measured flow of 9 1/s in the Central lagoon at Lidsey from March to July 2001 according to the 
records attached (Appendix 1). A second calibrated flow rate was obtained for the physical model 
using Figure 3.13 for a NRT of 2.32 d. The new flow rate obtained from the linear intercept of 2.32 
d is 10 ml/s. Further experiments need to be carried out using the new flow rate at about 10 ml/s. 
Experiments will take about eight days each with this new flow rate to allow for complete wash out 
of dye from the model.
Physical model Nominal Retention Time (d)
Figure 3.13. Linear flow throughout the physical model calibration extreme values removal
144
Chapter 3. Physical model methods G. Aldana
3.5.5 Criteria of selection of the final measured flow for the preliminary experiments
On the above basis, the criteria for the selection of the flow to carry out the experiments on the 
physical model are provided. If the experiments had been run with the flow rate of 10 ml/s, which 
resulted from the second attempt, they would have taken eight days for each experiment. The task 
of running the physical model over 45 experiments would have required a two and a half year 
period (March 2001 to August 2003), plus replicate experiments which must be taken in order to be 
sure of the reproducibility of the baseline condition (three replicates with identical conditions), at 
least over the first three days of the trial. Therefore, a flow rate of 12 ml/s was adopted which takes 
about six days for each experiment. The rest of the experiments were run with 12 ml/s.
3.5.6 Re-calibration of measured flow based on results obtained
After the first four sets of experiments were carried out, a few problems associated with the 
measured flow calibration was observed:
• Difficulty of maintaining constant flow throughout each experiment, varying from a 
maximum of 1.11 ml/s over the flow target, to a minimum of 0.70 ml/s under the flow target, 
as shown in Tables 3.3 and 3.4 respectively. Those were based on the maximum and the 
minimum values for eight experiments. However, the average measured flow of 9 1/s in the 
full-scale lagoon, in a large basin volume, also varies diurnally and from moment to moment.
• Differences occur between the flow measured at the inlet and the outlet. The largest were 
found for the extreme values of 20 and 5 ml/s, which varied by 9% and 10% respectively. 
Better accuracy was found for the middle flows of 14 and 10 ml/s, which varied by 3%. 
Complete accuracy was found for the 12 and 8 ml/s flows as shown in Table 3.4.
• Less accuracy in the experiments is being affected by the measurement errors, which are 
accounted for by human errors.
Based on the above, it does not make a huge difference whether the experiments are run with a flow 
rate of 12 ml/s or 10 ml/s, because the fluctuation on the discharge depends on the climate
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conditions during the experiments. It is probable that this has only a small influence on MHRT. In 
order to prove this hypothesis further experiments will be undertaken for a discharge of 10 ml/s.
This discrepancy arises from the variation in temperature inside the glass-house and from the drops 
of rain during the experiments (March 2001 to May 2002), which high temperature and rain caused 
the evaporation from and the filling of the physical model. This means that the average measured 
flow rate could be increased or decreased by 1 ml/s during the experiments.
The UniS physical model has largely excluded the rainfall effect. However, a little rainfall comes 
into the physical model because the roof is leaking without experimentally controlled conditions. 
This rainfall volume was measured at the model outlet and it was noticed that increasing a range 
variation between 0.5 and 1.0 ml (5 and 10 %) of the total rainfall volume, and this was checked by 
measuring the water depth during rainfall. It was observed that the depth was at least 5 mm larger 
than during rainless periods.
In the UniS model no account was taken of the age effect described above. Nevertheless, algae 
grow everywhere without controlled conditions, especially at the bottom and the walls. This 
produced a model sludge layer and boundary roughness which increased with model age. The 
bottom and the walls were washed with a hard broom every month to avoid algae growth. This 
caused a problem because damage to the surface of the liner by laceration produced leakage of the 
liquid. A few experiments were lost due to this problem.
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3.6 Tracer study in model
3.6.1 Choice of tracer
A large number of different tracers may be used, such as radioactive or non-radioactive, mineral or 
organic. However, there are requirements which all tracers must comply with. An acceptable tracer 
should:
• Mix easily with water
• Cause negligible modifications to the flow rate
• Be detectable at a concentration lower than the highest permissible concentration while taking
account of toxicity, corrosion, etc.
• Be cheap
• Only be present in the water flowing in the conduit at a negligible or constant concentration
• Be accurately analysable at low concentrations
• Not react with the water flowing in the conduit or with any other substance with which it may
come into contact in such a way as to affect the measurement (Bracho, 2003).
3.6.2 Type of tracer.
According to British Standard No BS 5857-1.1 (1980), tracers may be classified as non-radioactive 
and radioactive.
Non-radioactive tracers.
Sodium dichromate (Na2Cr207.2H20 )
Sodium chloride (NaCl)
Rhodamine B (C28H31CIN2O3)
Rhodamine WT 
Lithium chloride (LiCl)
Sodium nitrite (NaN02)
Manganese sulphate (M nSCM ^O)
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Sulfo-rhodamine G.
Radioactive tracers.
Bromine 82.
Sodium 24 
Gold 198 
Iodine 131 
Chromium 51.
Tritium.
Tracers of biological origin are other tracers used in practice during the past few years but not 
considered by British Standard (1980). For example, Frederick and Lloyd (1995); Lloyd and Vorkas 
(1999) and Vorkas and Lloyd (1999) have all successfully used bacteriophage tracers.
3.6.3 Rationale for selecting a dye tracer.
The tracer should be low-cost and easy to handle. Sodium chloride, for example, may be injected in 
solutions in the order of 30,000 mg/1 and can be detected in lmg/1 concentrations. This limits its use 
to small installations (Yanez, 2000), because large concentrations may be required in big 
installations and dissolution can perhaps not be guaranteed (Aldana et a l, 1995). Another limiting 
factor could be purchasing and handling equipment. Radioactive tracers, for example, need 
expensive equipment and specialist staff to enable their detection resources that more often than not 
are unavailable in a research project with mostly limited economic resources.
The ideal tracer is non-toxic, cost-effective, easily measured at very low concentrations, and stable 
during the study (Yanez, 1993).
Hundreds of commercial dyes are available in a variety of colours. A great number are strongly 
fluorescent, but only a few exhibit the combination of properties essential for water tracing. One of 
them is Rhodamine WT.
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Rhodamine WT is:
• Water-soluble.
• Highly detectable strongly fluorescent.
• Fluorescent in a part of the spectrum not common to materials generally found in water.
• Harmless in low concentrations.
• Inexpensive.
• Reasonably stable in a ‘normal7 water environment.
A major disadvantage of Rhodamine WT is its potential for adsorption onto suspended solids. 
Another possible disadvantage is interference from fluorescent colour in the wastewater specific in 
some industrial wastewater. Other disadvantages of Rhodamine in general as considered by British 
Standard (1980) are that it can be affected by sunlight and temperature either at low (4°C) or high 
temperatures (38°C).
Rhodamine WT is related to Rhodamine B, a tracer in common use in the 1960s. It was developed 
to overcome a disadvantage of Rhodamine B, absorption on suspended sediments (US EPA, 1989).
Rhodamine WT meets most tracer requirements and is approved for use by the US EPA (1989). It is 
a fluorescent tracer and can be accurately measured on-site with a portable, field-ready fluorimeter 
online. Besides, the intense red of Rhodamine WT enables easy initial visualisation of the trajectory 
and surface movement of the fluid particles during the test. Basically, in its turn, this facilitates the 
observation of the effect of the wind on the fluid in the upper and bottom layers when in clean 
water.
Rhodamine WT and the fluorimeter online offer enough substantial technical benefits and comfort 
to warrant their being chosen for the present study.
3.6.4. General characteristics of Rhodamine WT.
Rhodamine WT is also known as intracid Rhodamine WT. Its chemical formula is 
C29H29N205C1.2Na (ICSC:0325, 1993). It is available on the market in solution at 20% (w/w), with
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a specific gravity of 1.19 g/ml. Rhodamine WT is a highly fluorescent material with the unique 
ability to absorb green light and emit red light. Its fluorescence may be measured at a wavelength 
between 546 nm and 590 nm (Yanez, 1993).
3.6.5 Preparing Rhodamine W T doses for the physical model
The quantity of Rhodamine WT doses to be injected must be known at the start of the test.
3.6.5.1 Characteristics of Rhodamine WT
The commercial solution refers to 20% w/w.
Specific gravity is 1.19 g/ml.
Considering the solution at 20% w/w =+> (238 ml of Rhodamine/ 1000 ml)
Stock solution = 238 x 106 p,g /l.
3.6.5.2 Mass of Rhodamine WT injected into the physical model.
The measured depth kept constant (36.1cm) during the preliminary two series of experiments. The 
data for the first fourth series of preliminary experiments are presented in Appendix 5. The volume 
of the physical model is equal to 2050 1 calculated considering 6.60m x 0.86m x 0.361m 
dimensions. Several attempts were made to find out the optimal initial dye volume to be injected 
into the physical model such as lml, 0.5ml and 0.25ml in order to achieve the right concentration at 
the outlet flow according to the sensitivity of the Minitracka II fluorimeter (0.03 to 100 //g/1). The 
optimal volume chosen was 0.25ml because it produced a mean concentration of 50//g/1 
approximately when it is diluted in the physical model volume (2050 1).
The calculation of the initial concentration of Rhodamine WT is as follows:
For 0.25ml of the Rhodamine WT solution the mass of Rhodamine WT will be:
0.25ml x 238 mg /ml = 59.5 \xg.
Divided by the physical model volume:
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59.5 |ag /2050 1 = 0.029 mg/1 = 29 jag/I
3.5.6.3 Procedure to detect the initial concentration and precautions to be taken
The following points should be taken into consideration:
• Achieves the right calculated concentration considering the active weight (20% w/w) and the 
specific gravity (1.19 g/ml) and divide by the volume diluted.
• Compare it with the concentration detectable by the instrument (Mini0acka II fluorimeter).
• Try to find out the pattern of concentrations. Is the measured concentration lower than the real 
concentration. If this is the case, a calibration curve is necessary.
The following precaution must be taken before beginning to calculate the Rhodamine concentration 
to be registered by the fluorimeter:
The initial colour of the physical model or lagoon water must first be measured. Since Rhodamine 
WT is a dye tracer, the initial colour of the tap water must be registered by the fluorimeter before 
Rhodamine WT enters the physical model. When the dye begins to exit, the fluorimeter will be 
registering total colour, i.e., the colour of the tap water plus the colour of the dye. To calculate dye 
concentration at the outlet, therefore, the colour of the tap water must be subtracted from the 
concentration reading:
C = Ct -  Cw [3.4]
Where:
C = dye concentration
Ct = total colour concentration registered by the fluorimeter 
Cw = colour of the tap water (4.58 jag/1)
The Rhodamine used in the present study was liquid Rhodamine WT.
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3.6.6 Fluorimeter.
The equipment used to detect the Rhodamine WT was the Chelsea Instrument Minitracka II as shown
in Figure 3.14. According to the information provided by the manufacturer, the Minitrackd II
fluorimeter is the latest in situ optical sensor from Chelsea Instruments (User Guide for Mini1™1*3 II
R). Minitracka II R can register Rhodamine WT concentrations ranging between 0.03 and 100 pg/1.
The equipment was supplied with its calibration certificate (see Appendix 6). Its equation is:
Rhodamine concentration (jag/1) = 0.028153 (pg/1 /mV)* (mV) -  2.111475 pig/1 [3.5]
3.6.7 Methodology of the tracer study.
The following methodology was applied to carry out the dye tracer experiments:
• The Rhodamine WT was kept in a capped bottle of 10ml volume in a black bag to avoid its 
being degraded by light entering the glass-house.
• A rope was used to fix the sensor in the outlet and hung from the ceiling.
• One synchronised clock and one wristwatch were required.
• The fluorimeter (sensor) should be placed at the outlet, approximately -10 cm below the water
surface, in order to avoid the loss of data because of fluctuations in the water level. If  the outlet 
is placed at the bottom, the sensor should be placed close to the outlet.
• A digital camera was used to take the photographic sequence of tracer movement.
• A book to draw sketches of the dye-movement sequence.
• A MinitrackaII R fluorimeter and a logger from Geo-Marine Instruments with software (Flexidata
1201) were required.
• A 12V charger with a cable and 9V cadmium battery charger was required to power the logger
• A portable laptop 32MB hard drive with a 3 1/2” floppy drive
• The equipment must then be tested to see whether it is functioning properly. This includes 
checking sensor frequency and signal emission. The cable is then disconnected from the logger. 
It will be connected again from the time the Rhodamine WT is injected.
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The tracer test consists of injecting the Rhodamine WT through the inlet metal T-device as 
explained in section 3.3 at the physical model inlet as shown in Figure 3.15, and measuring its
concentration at the outlet with the on-line fluorimeter Minitracka IIR  from Chelsea Instruments.
Figure 3.14. Experiment in progress showing the dye-plume and the 
fluorimeter probe installed in the physical model diagonal outlet.
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Figure 3.15. Tracer’s injection at the physical model with inlet centrally aligned.
• Rhodamine concentration in the physical model was registered at intervals of 1 to 5 minutes 
over a period of 6 days. In the preliminary experiments measurements were taken at intervals of 
1 or 3 minutes but this consumed too much memory in the computer and also the batteries from 
the logger did not last 6 days.
• Photographs of the tracer movement, especially of the jet-flow trajectory, were taken.
• A description of the photographic sequence was also written into the field book, such as the 
number of the photo and time at which it was taken. This information will support the trajectory 
of the movement of the tracer.
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3.6.8 Calculating the dispersion number.
The distribution of the residence time of a tracer is represented by the “age distribution curve”. This 
curve is obtained experimentally by injecting a tracer at the reactor inlet, then measuring its 
concentration at the outlet during a certain length of time (Levenspiel, 1962).
There are two types of “age-distribution curves”:
a) Curve “C ” vs “t ”; b) Normalised curve “Ci/C0” vs “ti/9t”
Where: Q  = tracer concentration measured at the outlet at time t. 
tj = interval of time for each measurement
C0 = idealised mean concentration of a tracer mass (M) in the model volume (V), therefore 
C0 = M/V.
0t = mean hydraulic residence time.
If the age distribution curve refers to uniform time interval values, the centre of gravity of the curve, 
which defines mean hydraulic retention time (MHRT, Oh), may be calculated with equation [3.6],
n
M  = —„  t3° ]
i c ,
i~ l
The second important mathematical concept is the dispersion of the curve, normally known as 
variance concept a 2. For uniform time interval values, variance may be calculated from equation
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An Excel spread sheet was used to process the data. The fluorimeter registered data of between 
6000 and 7000 values for each experiment.
The dispersion coefficient “d” may be calculated from the dimensional variance formula [3.8], 
defined in the statistical concept by Levenspiel (1962).
a t 1 — ~~~~r — 2d — 2d1 [l — exp(— 1/?)] [3.8]
QH
3.6.9 Using the dispersion num ber equation
Yanez (1993) generated the dimensional variance graph and dispersion number, from which the 
dispersion number can be easily read (Figure 3.16). It can be seen in the graph that the curve 
maintains its linearity for up to 0.5 for dimensional variance. The curve loses linearity with a 
variance >0.5 and becomes asymptotic to the x-axis at values >1. Therefore, inaccurate values of >5 
(completely mixing) are obtained when one tries to calculate the dispersion value of ‘d’ for 
dimensional variance >1 as explained in section 2.6 Chapter 2 p.44 of this thesis.
o 1— I t i - I -i  -H Hr 'ir— -r 'I —i
0 ° 10 .2  0 .4  0 .6  0 .8  1 1 .2  1 .4  1 .6  1 .8  2  2 .2  2 .4  2 .6  2 .8  3  3 .2  3 .4  3 .6  3 .8  4  4 .2  4 .4  4 .6  4 .8  5
Dispersion number (d)
Figure 3.16. Dimensional variance and dispersion number. After Yanez (1993)
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3.6.10 Problems encountered while developing the tracer study.
Studies carried out with tracers are difficult to replicate, especially in municipal plants where 
studies are limited to one or two tracer tests, because they imply cost of materials, labour and 
transport. It is very rare to find in the literature full-scale lagoon studies done with replicates. 
Replication of the test for a lagoon under similar conditions requires investing a lot of time 
calibrating the entry flow.
Similarly, pilot studies with tracers face difficulties because the flow and temperature varies even 
when a small pump (3 ml/s) is used, due to variation in the flow produced e.g. shaking the plastic 
tubing which feeds the inlet. These variations were controlled by adjusting the pump setting (rpm) 
for the digital Marlow peristaltic pump manually once per day. To see the flow change at the outlet 
sometimes took a full day. However, an average flow was calculated from both inlet and outlet flow 
measurements. A few experiments were lost due to poorly calibrated pump setting, specifically 
when the outlet flow was greater than the inlet.
It was noticed that better replication was achieved when the intervention was set up in the channel 
model rather than the open model. As evidence the dispersion number varies from 0.6 to 1.8 in the 
open one. As the freedom of movement of the dye is reduced at whatever axis (x, y, z) the restraint 
is gained imposed in the model, which can be done by a narrow width and less depth. Therefore, the 
channel pond model has an advantage when compared with the open model, which has solely one 
degree of freedom (along x axis) reducing the dispersion number to 0.20.
Temperature was the other main problem inside the glass-house because its variation during the 
four seasons affected the dye performance. This occurred at extreme inside temperatures in winter 
(less than 4°C) and summer (higher than 34°C). In both stratification in the density of the dye and 
delays in exiting could be produced/reproduced, leading to an absurd age-distribution.
Sixty-five tracer studies were executed in order to validate different conditions with the prototype in 
the central lagoon. Fifteen of the tests were carried out as preliminary studies to calibrate the flow.
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Six of the tests were unsuccessful for the following reasons:
The logger company supplied a first version which was bought in July 2000, and included an 
internal lithium battery replaceable every five years. The experiments were run with this for over a 
year (August 2001 to Deecember 2002). Suddenly, the logger stopped working properly and it 
required several experiments to establish that readings were unreliable. The company then replaced 
it with a new version in 2003, which used a 9V external battery with the same calibration equation 
warranted by the supplier.
The external battery needs to be replaced for every single experiment either to charge the logger or 
to download the data into a 3 1/2” diskette in a laptop. This consumes money and time, at least 8 
hours to recharge it, therefore, a second 9V cadmiun rechargeable battery is required for all 
experiments. Both batteries, internal and external, have to be kept charged in order to collect and 
download the data. Two experiments were lost due to lack of knowledge of this procedure, which 
was not explained in the new manual either.
Two other experiments were lost due to an oversight by the author, because I repeated the same 
name of the file which, when it was set up into the logger, produced a problem with the Excel 
spread sheet, which then did not open to allow transfer of data for the experiments.
Two experiments were lost due to leakage from the liner bottom affecting the flow at the outlet. 
This damage occurred after maintenance carried out with a brush to scrub away algae growth which 
adhered to the walls and bottom of the model.
Based on the above, multiples replicate were difficult to achieve in the experiments in this thesis. 
The experiments needed to be run 6 days and this thesis has an ambitious agenda,-instead it was 
preferred to carry on additional intervention experiments. Nevertheless, 20 replicates were carried 
out. Eight in the preliminary experiments, and 12 during the thesis when specific changes were 
made to the physical model, such as different levels at the inlets and outlets, intervention (baffles 
and channels) and wind effect. Similarly, one replicate was carried out when the logger was 
changed.
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3.7 W ind calibration
Simulation of wind in the physical model is a challenge. Wind is a dynamic force which produces a 
shear stress on the fluid surface. No guarantee exists that the same wind speed and wind direction as 
in the prototype can be achieved for a model; it takes time to calibrate in order to ensure similar 
results. Formerly wind simulation was carried out in a wind tunnel, which comprises an isolated 
space usually with rectangular shape, such as a room, and a wind propeller powered by a turbine 
and engine at one end of the tunnel.
Wind tunnel constructions are costly and take a long time to calibrate. However, other devices exist 
which can produce wind speed in a cheaper manner such as a standard fan with switch control of 
velocities. Construction of the physical model inside a glass-house represents an advantage due to 
wind speed being controlled over the target model without external wind interference.
The wind speed over the physical model provided a simplified model with less variation of several 
parameters such as wind velocity, temperature and shear stress at any point inside a bay.
In order to achieve similar wind speed as at the prototype (2 m/s) a ratio of 0.05 the geometry 
similarity was used. Due to the use of a distorted model, the dynamic similarity ratio can not be 
assumed to define the wind speed in the model. The value obtained by using equation [3.9] gives 
0,1 m/s for wind speed over the physical model.
Other challenges were the calibration of the wind speed by using a three speed fan powered by a 
220V, 50Hz, 60 W motor. At the beginning of this study, a device called GeoPack a hand-held 
electronic counter was used. This device comprised a stream flow meter for measuring velocity in 
water. These GeoPack devices belonged to Southern Water Company, and lacked a propeller to 
measure wind velocity in the air.
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Initially, each fan control speed was calibrated using an inappropriate propeller which provided 
velocities of 1.0 m/s (control speed 1), 2.2 m/s (control speed 2) and 3.2 m/s (control speed 3). 
The procedure employed was to set up the propeller in front of the fan tracking the number of 
revolutions made over 5min taking six replicates each. An average was calculated and the wind 
velocity value was found using the water-calibration curve provided by the supplier.
However, this procedure was less accurate because it needed the wind velocity to be reduced 
even more until it was 0.1 m/s. A wooden border was set in front of the fan to avoid part of wind 
velocity through the model. The fan was placed close to the model outlet to simulate opposite 
wind, this being the prevalent wind direction at the prototype. It was fixed to the glass-wall by a 
chain and hung from the ceiling structure as shown in Figure 3.17b. Drift current wind velocity 
at the top layer of the physical model was tested by using two different dyes, Florescin and 
Rhodamine WT and dried leaves from trees as shown in Figure 3.17a. The fan was wrapped 
with cloth to ensure that wind came solely from the front.
J
a) Wind driven current in the top b) Rhodamine WT dye plume with a fan
layer made visible by fluorescent dye and blowing opposite to the inlet. The fan
dried leaves has a wooden cover over the upper part.
Figure 3.17. Drift wave currents seen on the surface of the physical model with two 
different dyes.
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Nevertheless, the accuracy of the wind generation was suspect, so an MSc project was initiated 
to improve the calibration of fan speed, and to study the effect of windbreaks for shielding 
Waste Stabilisation Ponds. This was carried out by Wong (2003). The procedure is explained as 
follows.
3.7.1 Modification and calibration of wind propeller
The wind propeller was originally a stream flow meter before being modified by Wong (2003) 
to increase its sensitivity to wind. The 5cm radius propeller was wrapped in a clear plastic sheet, 
cut and folded into four blades, which formed the modified propeller with an outer diameter of 
40cm (Figure 3.18a). The wind propeller was then connected to a GeoPack hand-held electronic 
counter for tracking the number of revolutions made within a specific time period.
In order to correlate the wind propeller count (rpm) with the wind velocity (m/s), the wind 
propeller had to be calibrated according to an anemometer with a wind logger (ELE 
International). For this purpose the three devices, the wind propeller, direction indicator, and an 
anemometer, were fixed on a supporting metal structure as shown in Figure 3.18b. Thus, all 
three devices were moved together (lm, 2m, 3m, 4m and 5m) from the fan. This comparable 
reading could be taken easily and produced wind velocities ranging from 0.067 to 2.04 m/s, 
which corresponded to wind propeller counts between 153 and 943 rpm.
The calibration results showed a linear correlation between the wind propeller count and wind 
velocity. Detailed calibrated readings are shown in Appendix 6. In total, 89 data points were 
used to establish the linear correlation between the wind propeller count and wind velocity, 
presented as a straight-line graph as shown in Figure 3.19. A set of five data points was 
discarded because of an accidental tilting of the fan while removing the cover.
As the anemometer was only sensitive enough to measure an average wind velocity down to 
about 0.067 m/s, the data range for calibration could only go as low as that. Any lower wind 
velocity than that has to be extrapolated from a 2nd order equation. The 1st order equation 
obtained by the linear correlation was as follows:
Vw = 0.0025 x -  0.316 [3.9]
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a) Modified propeller 5cm radius, 
with a plastic sheet folded into the four 
blades to give a 40 cm diameter.
b) Setting up the anemometer, wind 
propeller and direction indicator 
on a plastic holder. Behind are 
windbreak walls constructed of plastic.
Figure 3.18. Modified wind propeller and calibration set up. After Wong (2003)
Theoretically speaking, the wind propeller count has to be 0 rpm when the wind velocity is 0 
m/s. However, if the linear graph is extrapolated downward, a 0 m/s wind velocity corresponds 
to about 126 rpm. Therefore, instead of extrapolating the straight line from equation [3.9] 
downward, a new line with equation^ = 0.00044x is assumed to connect from the lower extreme 
of the former line to the origin. At the point where the experimental data stops, which is a wind 
velocity of 0.067 m/s corresponding to 153rpm propeller count, both equations^ = 0.0025x -  
0.316 and y  = 0.00044x are satisfied. The assumed range of wind velocity, 0 to 0.067 m/s, 
represents only about 3% of the total experimental range of 0.067 to 2.1 m/s. Furthermore, this 
narrow range is spread over a wide range of counts (0 to 153 rpm). Therefore, even if that range 
was supposed to be represented by a 2nd order curve, the curvature would be close to zero, and 
would be adequately represented by a straight line (Wong, 2003).
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Figure 3.19. Correlation between wind propeller count and wind velocity. After 
Wong (2003).
3.7.2 Fan speed calibration of the physical model
The fan speed was calibrated by setting the modified propeller in three distances away from the 
fan (1.50m, 3.00m and 5.00m), which itself was placed at the outlet, and 10cm above the surface 
of the model. The modified propeller was fixed on a plastic tubing extension and held in position 
just above the water. Three sets of six replicate readings were made recording the number of 
revolutions using the GeoPack hand-held electronic counter for six periods of 5min each. 
Another fan with similar technical specification was placed alongside the first one to increase 
wind drift current. The wooden panel over the fan was replaced by electrical tape adhered to 
reduce or increase the wind generated to acceptable levels. The readings are presented in 
Table 3.5.
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Table 3.5. Readings of fan speed calibration to produce wind on the physical model
Number of Counter Revolutions
Distance from outlet 
1.50m
Distance from outlet 
3.00m
Distance from outlet 
5.00m
342 224 186
258 352 213
285 235 206
235 229 234
273 215 268
290 202 225
£1683/6 = 280.5 £1457/6 = 242.83 £1332/6= 222.0
Conversion to wind speed (m/s)
0.38 0.29 0.24
Several attempts were made to adjust similar wind speed for both fans. Adjustment was 
achieved by fixing an electrical tape to cover partial areas in front a fan. Different fan speed 
was settled to approach the best calibration in both fans due to age difference between them.
Fan speed values were found by using Fig. 3.21 introducing measured average readings and 
cutting the curve. Wind velocity varied from 0.24 m/s to 0.38 m/s. For example, for a distance 
of 3m measured from the outlet (average counter reading = 242) a value of 0.29m/s is obtained 
from the figure. Average velocity obtained from the calibration is 0.30m/s by using this 
procedure, which is closer to the velocity value obtained by similitude and dimensional ratios 
(O.lOm/s).
Since temperature inside the glass-house is not controlled for different seasons air pressure can 
vary. Temperature variation can influence the calibration of the wind, for instance in summer, 
reducing the wind speed by 25% of the average value obtained for a spring season. A 
conservative criterion is considering in setting up a wind velocity in the computational model 
HYDRO-3D with a lower value for wind speed, such 0.25m/s.
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3.8 Concluding remarks
The following conclusion are made for Chapter 3.
• A physical model was constructed at the University of Surrey (UniS) with 6.60 m x 0.86 m x 
0.4 m dimensions to investigate which physical variables could affect the performance in the 
lagoon using a stimulus-response tracer technique. The physical variables studied will be 
inlet/outlet aligned, diagonal arrangement, and different levels of inflow/outflow and baffle 
interventions.
• Poor dynamic similarity was found for the forces and the mass ratios in the physical model
because both involve a distorted volume. The CEHE UniS model does not conform very
well to the Reynolds law because it is a distorted model. The velocity was calculated on the 
basis that the Froude number was similar in the model and prototype (Yabani, 2001). A scale 
factor is required to account for the difference. A scale factor of about 8 has been adopted for 
geometric and kinematic similarities. Kinematic viscosity correction by temperature 
improved the dynamic similarity of the physical model specially for the Reynolds number.
• After the first four sets of experiments were carried out, a few problems associated with the 
flow calibration were observed: a) Difficulty of maintaining constant flow throughout each 
experiment, b) Differences occur between the flows measured at the inlet and the outlet, 
which varied by 3% for the mid-range flows of 14 and 10 ml/s. c) less accuracy in the 
experiments is also attributable to human measurement errors.
• The prototype selected for this study is a full-scale maturation pond located in Lidsey
treatment works in the Southeast of England. The treatment works comprises three 
maturation ponds, North, Central and South. The pond selected as prototype is the central 
one.
o Rhodamine WT meets all tracer requirements and is approved for use by the US EPA 
(1989). It is a fluorescent tracer, and can be accurately measured on-site with a portable, 
field-ready fluorimeter on-line. The intense red of Rhodamine WT enables easy visualisation 
of the initial trajectory and surface movement of the fluid during the test. Basically, in its 
turn, this facilitates the observation of the effect of the wind on the fluid in the upper and 
bottom layers when the water is clean.
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• Observations on tracer studies in Lidsey Central lagoon showed two factors influencing the 
hydraulic behaviour. Firstly, the wall divider distribution block split the dye plume in two 
parts avoiding the early advective peak in the top layer. However, 12 minutes after tracer 
injection both plumes joined and moved in the direction of the wind which blow from the 
south during the experiment. Secondly, the wind mainly promoted short-circuiting in the top 
layer and influenced sludge accumulation on both sides of the embankments.
• The ideal tracer is non-toxic, cost-effective, easily measured at very low concentrations, and 
stable during the study (Yanez, 1993).
• Studies carried out with tracers are complex to be replicated, especially in municipal plants 
where they are generally limited to one or two tests, because they imply cost of materials, 
labour and transport. It is very rare to find in the literature full-scale lagoon tracer studies 
with replicates. Replication of the test for a lagoon under similar conditions requires 
investing a lot of time calibrating the inlet flow.
• Similarly, replication of pilot studies with tracers causes difficulties because the flow and 
temperature varies even when a small pump (3ml/s) is used, due to variation in the flow.
• It was noticed that better replication was achieved when the intervention was set up in the 
channel model rather than the open model as evidenced by the dispersion number varying 
from 0.6 to 1.8 in the open one.
• To simulate wind in experiments in a physical model is a challenge because wind is a 
dynamic force which produces a shear stress in the top layer. Two fans with three control 
speeds were used to produce a drift current wind over the surface of the physical model. 
Only simplified wind effect can be studied with the facilities available.
• In order to achieve wind speed similar to the prototype (2 m/s) a ratio of 0.05 from geometry 
similarity was used. Due to the model is distorted in the geometry similarity it is more hard 
pretend to achieve dynamic similarity into the model, hence the wind speed in the model is a 
rough approximation.
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CHAPTER 4 
PHYSICAL MODEL EXPERIMENTAL RESULTS
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4.0 PHYSICAL MODEL EXPERIMENTAL RESULTS 
Part 1. Comparison between inlet and outlet arrangements,
4.1 Introduction
This Chapter is concerned with the physical model results obtained during the period from August 
2001 to August 2003. Sixty five (65) tracer study experiments in total were carried out with the dye 
Rhodamine WT using the stimulus-response technique. Chapter 4 is split into four sections to study 
and to identify which factors can influence the hydraulic performance of WSPs.
Part 1 of Chapter 4 presents the results of varying inlet and outlet positions. Basically, alignment 
and two levels were tested, top and bottom, and the results obtained from each experiment were 
compared. The main objective of part 1 was to investigate whether or not inlet and outlet position 
causes under-performance in WSPs.
At the beginning of part 1 two series of experiments are introduced considering two arrangement 
options for the inlet and outlet a) centrally aligned, longitudinal and b) diagonally opposite. Ten 
experiments were analysed with a flow rate of 12 ml/s.
Two replicates were made for only two of the experiments of part 1. For the replicates it was 
attempted to maintain identical conditions but small differences in temperature and flow occurred. 
However, a t-test using ANOVA was made to compare significance of mean values and their 
reliability for each experiment. Reproducibility was tested by comparing means between two 
experiments.
The results are mainly presented as figures of age-distribution. To illustrate layout, a sketch 
includes a plan view and cross-section, a table shows the most important characteristics of the 
experiment. Several parameters are compared such as depth, dispersion number, average flow rate, 
NRT and MHRT. Other parameters were included to facilitate analysis and to show characteristics 
of each experiment, such as temperature, time when a first peak arrived at the outlet (ti), advective 
flow dispersion index (ti/0h) and HECF.
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A series of photographs is presented in some cases to show dye dispersion whilst the experiment 
was in progress. Sometimes, when it was difficult to take a good photographs a sketch is displayed 
instead to visualise a plume or tracer movement, especially where back mixing was significant.
4.2 Plan of Experiments
For part 1 of the study two series of experiments were run. Series 1 involves five tracer studies 
considering solely a centrally aligned, longitudinal inlet and outlet arrangement, and series 2 
involves five more tracer studies with inlet and outlet diagonally opposite as shown in Table 4.1.
Table 4.1. Description of inlet-outlet configurations carried out in series 1 & 2
Num. Description Arrangement Inletposition
Outlet
position
Series 1
la Comparison between inlet and outlet arrangement
Centrally aligned, 
longitudinal Top Top
Rl Replicate of experiment la
Centrally aligned, 
longitudinal Top Top
lb Comparison between inlet and outlet arrangement
Centrally aligned, 
longitudinal Top Bottom
lc Comparison between inlet and outlet arrangement
Centrally aligned, 
longitudinally Bottom Top
Id Comparison between inlet and outlet arrangement
Central aligned, 
longitudinal Bottom Bottom
Series 2
2a Comparison between inlet and outlet arrangement Diagonally opposite Top Top
2b Comparison between inlet and outlet arrangement Diagonally opposite Top Bottom
2c Comparison between inlet and outlet arrangement Diagonally opposite Bottom Top
2d Comparison between inlet and outlet arrangement Diagonally opposite Bottom Bottom
Rl Replicate of experiment 2d Diagonally opposite Bottom Bottom
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The impact of these variables for all tracer studies in experiments 1 and 2 was studied in still air.
4.3 Experiment la
The dye stimulus-response was monitored for 164 hours continuously after tracer injection in 
November 2002. The air temperature was measured inside the glass-house and varied in a range 
between a minimum of 10°C and a maximum of 11°C. Water temperature varied from 9°C to 13°C. 
The volume of dye injected was 0.25 ml, which would give a concentration of 28.2 ug/1 if  diluted in 
the whole volume of the model pond. The climate was cool and it rained on four days whilst the 
experiment was in progress. This caused the depth to increase by 2 mm.
Figure 4.1a) shows some of the key hydraulic characteristics of the experiment in the inset box. The 
average depth was 37.1 cm, which gives a volume of 2107 1. The depth was measured 12 times 
during the experiment at two separate sites within the physical model at 1 m from the inlet and 1-m 
from the outlet.
Flow rate averaged 12 ml/s and was measured 18 times during the experiment. It varied neither at 
the inlet nor at the outlet which is unusual.
The time vs concentration curve shows a large advective peak leaving the outlet at 20 minutes (ti/9h 
= 0.012). This is characteristic for a centrally aligned arrangement, as was explained in the literature 
review in Chapter 2. The peak has a relatively low volume (1% of the total) and it produced a 
maximum concentration over 100 ug/1. This is very different from the average concentration which 
was approximately 20 ug/1, i.e. five times greater.
The remainder of the plot is characteristic of a basin with a large longitudinal flow dispersion. 
Consequently, a dispersion number of over 1 (5) is being achieved, which could not be measured on 
Yanez’s graph because the y-axis gave a value over 0.9, above the accurate linear range. The middle 
part of the curve represents well-mixed conditions achieved over a period of one day and a half 
(2200 min). It was followed by a long tail over a period of 3 to 5 days (5000 min) characterised by a 
large well-mixed zone.
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Figure 4.1. Comparison of the impact of the top and bottom outlets on age 
distribution of Rhodamine WT in the physical model
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This behaviour produced hydraulic under-performance, reflected by a MHRT of 1.16 d compared 
with a NRT of 2.03 d. The hydraulic efficiency correction factor (HECF = MHRT/NRT) was 
therefore 0.57.
4.4 Experiment R l (Replicate of experiment la )
This experiment was measured for 108 hours continuously after tracer injection at the beginning of 
December 2002. A month later it was compared with the original experiment la. The temperature 
measured inside the glass-house varied between 7°C and 10°C. Water temperature (9°C) kept 
constant throughout the experiment. The volume of dye injected was 0.25 ml, which would give an 
average concentration of 28.3 ug/1 if mixed throughout the total volume. The climate conditions 
were almost identical to la, being cool and cloudy, and it rained whilst the experiment was in 
progress.
Age-distribution for R l is presented in Figure 4.1a. Hydraulic behaviour seems similar to 
experiment la  and comprises an early advective peak which exits a 1.5 hour. Differences in time for 
the peaks are due to R l having a higher flow rate (13 ml/s). Similarly, a partially mixed pattern of 
flow is achieved as evidenced by a dispersion number of 0.60.
The depth was kept constant at 37 cm. NRT was 2 days. The MHRT was 1.41 d and was 5 h less 
than in experiment la. Reliability of R l was tested using an ANOVA t-test and the EXCEL 
program. This test incorporates data for four columns introduced by time vs tracer concentration in 
both experiments (Rl and la) and compares both means.
Replicates of experiments la, and R l were made to test reliability of the results. The ANOVA t-test 
results were compared with two experiments. The results of the ANOVA test are shown in Table
4.2.
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Table 4.2. Results from ANOVA t-test to compare reproducibility of experiments 
la  and R l.
Experiment
Number
ANOVA
t-test
Variance Standard
deviation
Average 
dye conc. 
(ug/1)
la 0 200.99 14.18 13.16
R l 0 146.00 12.08 9.16
The results from the t-test revealed that the replicates la  and R l are significantly different with 
significant at the 0.05. The probability level of reproducibility between experiment is zero The 
average dye concentration are significant different (13.16 ug/1 and 9.16 ug/1), as shown in Table
4.2.
4.5 Experiment lb
This experiment was carried out for 162 hours continuously after tracer injection in December 2002. 
The volume of dye injected was 0.25 ml, which would give an average concentration of 28.5 ug/1 if 
diluted in the total volume of the basin. The air temperature measured inside the glass-house varied 
between 5°C and 8°C. Water temperature varied from 4°C to 6°C. The weather was cool, foggy and 
there was less rain than during the previous experiment.
Figure 4.1b) shows the key hydraulic characteristics of the experiment in the inset box. The average 
depth was 36.8 cm, which gives a volume of 2090 1. Depth was measured 14 times during the 
experiment at two separate sites within the physical model at 1 m from the inlet and 1 m from the 
outlet.
At the outlet, a second Marlow pump with similar specification to the inlet pump was set up with 6 
mm plastic tubing pasted to the liner and outlet close to the bottom. The flow rate averaged 11.99 
ml/s and was measured 15 times. The flow was measured at the outlet through the plastic tubing. It 
was a little unstable at the inlet and varied from 11.5 ml/s to 12.0 ml/s. At the outlet it did not 
present any variation throughout the experiment.
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A very unusual time vs concentration curve is observed. Because the experiment was run at a low 
temperature (average 6°C), stratification appeared and kept the dye at the bottom for almost 6 hours 
after tracer injection. This curve is characteristic of a basin with a small longitudinal dispersion 
flow. Consequently, the dispersion number is small (0.25).
The curve is not representative for a centrally aligned arrangement and the dye almost completely 
left the basin in 2 days (2700 min). The long tail, over a period of 5 days (5000 min) represents only 
a small percentage of the total.
This behaviour produced hydraulic under-performance, reflected by a MHRT 1.37 d less than the 
NRT (2.03 d). The hydraulic efficiency correction factor (HECF = MHRT/NRT) was therefore 
0.68. The dye did not mix completely and remained in the lower part of the reactor; thus it was 
washed out more quickly with a very small volume in the tail. This experiment is evidence that 
Rhodamine WT should not be used for temperatures less than 6°C to 8°C.
4.6 Experiment lc
Experiment lc  was monitored for 148 hours continuously after tracer injection in November 2002. 
The average air temperature inside the glass-house varied between 8°C and 12°C. Water 
temperature varied from 6°C to 11°C. The volume of dye injected was 0.25 ml, which would give 
an average concentration of 28.2 ug/1 if diluted in the total volume of the basin. The weather was 
cool and it rained over four days which caused the depth to increase by 2 mm.
Figure 4.1c) shows the key hydraulic characteristics o f the experiment in the inset box. The average 
depth was 37.0cm, which gives a volume of 2102 1, measured 12 times during the experiment.
The flow rate averaged 12.14 ml/s measured 18 times during the experiment. Flow was unstable 
both at the inlet and outlet and varied between 12 ml/s and 13 ml/s at the inlet. The reason was that
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the temperature dropped and changed the physical properties of the plastic tubing making it less 
elastic. At the outlet, flow variation was between 11 ml/s to 13 ml/s as consequence of the inlet 
discharge.
This curve is characteristic of a basin with little longitudinal dispersion in the advective flow, the 
two peaks are sharp but there is more transverse mixing. Consequently, a higher dispersion number 
of 0.48 was obtained which is characteristic for a partially mixed flow. The dye exits over a period 
of four days (6000 min). It is followed by a tiny residual concentration at the base line over a period 
of 2 days.
The average hydraulic retention time MHRT was (1.28 d) whilst NRT was 2.0 d. The hydraulic 
efficiency correction factor (HECF = MHRT/NRT) therefore was 0.64.
4.7 Experiment Id
This experiment was measured for 148 hours continuously after tracer injection at the end of 
November 2002. The air temperature inside the glass-house varied between 8°C and 11°C. Water 
temperature varied from 8°C to 9°C. The volume of dye injected was 0.25ml, which would give an 
average concentration of 27.6 ug/1 if diluted in the total volume of the basin. The weather was cool, 
cloudy and it rained whilst the experiment was in progress.
Figure 4. Id) shows key hydraulic characteristics of the experiment in the inset box. The average 
depth was 38.0 cm, which gives a volume of 2158 1; measured 10 times during the experiment at 
two separate sites within the physical model.
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Figure 4.2. Comparison of the impact of bottom -top and bottom-bottom 
inlet/outlet arrangements on the age distribution of Rhodamine WT leaving the 
physical model
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Flow rate averaged 11.99 ml/s measured 15 times during the experiment. Flow was very unstable 
both at the inlet and outlet and varied between 12 ml/s and 13.5 ml/s at the inlet because 
temperatures dropped and the plastic tubing became less elastic. At the outlet, flow varied between
10.5 ml/s and 13.5 ml/s as consequence o f the inlet discharge.
The second Marlow pump with similar specification as at the inlet was close to the bottom. Several 
attempts were made to re-calibrate both power pumps which varied from 90 rpm to 120 rpm for the 
inlet pump during the experiment so that; it was difficult to maintain constant flow. The outlet pump 
presented a similar variation and was adjusted from 110 rpm to 140 rpm. Usually power varied little 
and kept constant in a range of 110 to 115 rpm.
Figure 4.Id), shows the time vs concentration curve. This age-distribution is characteristic of a 
partially-mixed reactor with a large advective flow peak which leaves the outlet after delay of 4 
hours and 10 minutes (ti/0h = 0.0133). The advective flow (peak) is sharp and has a relatively small 
volume (<10%). More longitudinal and less vertical mixing kept the dye most of the time at the 
bottom layer. The maximum concentration was over 110 ug/1 at the sharp peak compared with an 
average concentration of <20-ug/l.
This curve is characteristic of a basin with little vertical dispersion in the advective flow. 
Consequently, a dispersion number of 0.20 was obtained due mainly to the bottom and back mixing 
after one day. The battery ran flat during the experiment therefore it was decided to stop it at 2.5 
days before achieving the base line background reading.
The average hydraulic retention time was MHRT 1.31 d compared with NRT 2.08 d. The hydraulic 
efficiency correction factor (HECF = MHRT/NRT) therefore was 0.63 which was quite similar to 
experiment lc.
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4.8 Experiment 2a
This experiment included a dye stimulus-response study in the physical model monitored for 164 
hours continuously after tracer injection in February 2003. The air temperature in the glass-house 
varied between 4°C and 7°C in the air. Water temperature varied from 4°C to 6°C. The volume of 
dye injected was 0.25 ml, which would give an average concentration of 28.5 ug/1 if diluted in the 
whole volume of the reactor. The climate was cool and cloudy without rain.
Figure 4.2. a) shows the key hydraulic characteristics o f the experiment in the inset box. The average 
depth was 36.8 cm, which gives a volume o f20901, measured 12 times during the experiment.
The flow rate averaged 11.83 ml/s measured 18 times during the experiment. Inlet flow was quite 
variable, varying from 11.5 ml/s to 12.5 ml/s. Outlet discharge was more stable at around 12.0 ml/s 
with hardly any variation below 11.5 m/s. Inlet flow varied because low temperatures affected the 
physical properties of the plastic tubing in the pump inlet.
The low temperature did not cause stratification of the dye plume movement during the experiment, 
maybe because the inlet and outlet were placed at the top.
The time vs concentration curve in Figure 4.2a) shows an age-distribution indicative of a partially 
mixed reactor with a small early advective flow peak at 30 minutes (ti/h = 0.020). The peak has a 
relatively low volume (less than 1%).
Although the relatively low dispersion number (0.3) is indicative of a situation moving towards plug 
flow, the delay time before the first tracer peak leaves the reactor is only 30 minutes and the main 
peak is about 500 minutes (6 h), whereas the tail of the tracer is over 4000 minutes (2.77 d), 
producing a skewed concentration distribution curve.
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Figure 4.3. Comparison of the impact of the top and bottom outlets on age 
distribution of Rhodamine WT in the physical model
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The MHRT (1.02 d) is approximately half o f the NRT (2.02 d), and this low hydraulic efficiency is 
primarily due to the minimal delay time and poor mixing before the tracer begins to leave the 
reactor in bulk.
4.9 Visualisation of experiment lc
A series o f photographs was taken during experiment lc  Bottom Top centrally aligned. A digital 
camera with two memory cards 8Mb and 32 Mb was used.
The digital camera was screwed into a 50 cm pole and it wrapped in a carton 50 cm x 50 cm with 
electrical tape. Then it was suspended at 2.0 m height in the ceiling structure, but allowed free 
movement along the x-axis of the model to cover the length of the physical model (6.60 m).
The pictures were taken by a person standing on the concrete block walls of the model and 
recording the time with a chronometer (0.1 s precision). Initially, we did not know how fast the dye 
would move, therefore photos were taken every 15 and 30 seconds, and then at intervals of 1 min to 
110 min, in order to catch every detail of plume movement.
The first nine o f the series (a to i) o f photos are shown in Plate 4.1a). Photo a) shows the moment 
after the dye Rhodamine WT was injected using a plastic syringe (0.25 ml) through the metal T- 
device via 8 mm plastic tubing at the bottom. This moment is very important and care has to be 
taken to avoid mistakes, because a drop of dye fallen onto the water surface can produce an 
erroneous drift current at the top.
Photo b) shows the moment (80 s) when dye spread had radiated out at the bottom, but a tiny 
concentration, by error, spread thinly to the top whilst the main plume spread at the bottom to the 
0.5 m marker. Average velocity is high 10 mm/s because of the initial energy at the inlet.
Photo c) (1 min) shows two plumes of dye movement separating at the bottom. High turbulence is 
created when the water is discharged into the bottom and comes up against the wall, and a shear 
stress is produced and the dye moves in different directions. A back mixing plume moves in 
a circle close to the inlet, and a small one moves forward. Average velocity is still high 10 mm/s.
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Plate 4.1. Picture sequence for the dye Rhodamine WT injected into the UniS 
physical model. Inlet at the bottom and outlet at the top centrally aligned. Time 
sequence corresponds to zero up to 6 minutes after tracer injection.
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Photo d) shows the dye plume continuing back mixing at the bottom to cover a total width of 0.86 
cm while another plume appears at the lower edge and moves forward. The velocity is still high at 
9mm/s.
Photo e) shows the main plume after 2 min at the ‘upper’ edge at 1 m length. There is still high 
turbulence moving in a circle and a small plume at the ‘lower’ edge feeding the main plume. 
Average velocity has slowed down to 8 mm/s.
Photo f) shows a gentle movement forward (8 mm/s). Near complete mixing is achieved along the 
first 50 cm length, with vertical and transverse mixing.
Photo g) shows a dye plume movement forward after 3 min at the right edge. Average velocity is 
still reducing to 6 mm/s.
Photo h) shows a sharp plume 10-cm width developing and moving to the 2m maker. A large 
difference appears between faster and lower point co-ordinates. The difference is for lm  for the x- 
axis and 40 cm for the y-axis and is described as hold-back observed firstly by Danckwerts in 1953. 
Hold-back is defines ‘some elements of fluid spending more, others less, than average time, (V/Q)’. 
Furthermore, there is a variation in velocity from the axis to the wall of the physical model, so that 
the central ‘core’ of fluid moves with a velocity greater than the mean.
Photo i) shows the core plume moving with an average velocity of 5 mm/s along the central line to 
the 2 m marker.
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Plate 4.2. Picture sequence for the dye Rhodamine WT injected into the UniS 
physical model. Inlet at the bottom and outlet at the top centrally aligned 
longitudinal. This sequence corresponds to 10 to 110 minutes after tracer injection.
Notice that the dye movement along the walls precedes the main advective plume.
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Plate 4.2, photo g) shows the main dye plume near the mid-length of the model after 10 min, with a 
sharp peak (20 cm) and spread 90 cm behind in transverse mixing. The plume moves with an 
average velocity of 5 mm/s.
Photo h) shows the main plume 12 min after tracer injection at 3.5 m length. At its edge another 
plume appears and moves backward. Once again hold-back is affecting the movement of the plume.
Photo i) shows more clearly the back-mixing, now for two plumes for both sides, transferring a 
mass of dye to the back. Average velocity remains constant.
Photos j and k) show similar behaviour for the plume movement, increasing its width as obvious 
transverse mixing and vertical mixing occur at the same velocity.
Photo 1) shows a new stage of the plume movement. Basically, the outlet discharge affects the 
plume 1 m from the end of the model. A little portion of dye managed to escape at the top as an 
advective peak and exits at 36 min after tracer injection.
Photos m, n and o) show clearly the effect of back mixing when the plume is split does it exit and 
only small concentrations leave via the spill weir. This phenomenon is due to an existent shear 
stress which does not allow the bulk of the dye to exit until mixing has occurred at the outlet. 
According to Figure 4.1c) the peak leaves in 83 minutes, only very tiny peaks are recorded until the 
main peak with 10 ug/1 is recorded. Average forward velocity was 2 mm/s for longitudinal flow.
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4.10 Experiment 2b
This tracer experiment was carried out for 114 hours in March 2003. The air temperature in the 
glass-house varied between 8°C 12°C. Water temperature varied from 8°C to 9°C. The volume of 
dye injected was 0.25 ml, which gave an average concentration of 30.8 ug/1 if mixed throughout the 
whole volume of the reactor. The climate conditions were bright and with spells of cloud, without 
rain.
Figure 4.2.b) shows key hydraulic characteristics of the experiment in the inset box. The average 
depth was 34.0 cm, which gives a volume of 19311, measured six times during the experiment.
The liner leaked during experiment 2b because it had been damaged with a brush when removing 
algal growth. This caused 4.4 cm loss of depth and consequently erroneous results. However, the 
experiment was run completely to the end because the problem was only discovered when the 
experiment was finished. A replicate was done to prove whether or not this small leakage could 
affect the result.
The flow rate averaged 11.81 ml/s, measured 30 times both at the inlet and outlet. Inlet pump 
discharge was increased from 12 ml/s to 13 ml/s in order to balance the depth loss. Outlet pump 
discharge varied from 10.5 ml/s to 11.0 ml/s a plastic tubing pasted to the liner near the bottom was 
used as discharge. In both cases the flow was increased by increasing the pumping rate.
The age-distribution observed was partially mixed with several large advective flow peaks and the 
delay at the outlet was longer than usual (6 hours) (ti/h = 0.28). The peaks have a relatively large 
volume (70%) and it achieved a very homogeneous concentration of a maximum of 18 ug/1.
This curve is characteristic of a basin with partially mixed conditions and a slightly high 
longitudinal dispersion in the advective flow. The exchange of flow between the low mixing and 
mainstream resulted in a skewed time-concentration curve because the tracer material exited slowly 
about 360 minutes after being injected, and then quick flow released into the mainstream with back 
mixing with several small peaks. Consequently, dispersion number was small 0.20. The curve 
represents skewed-mixed conditions achieved in a period of less than three days (2500 min).
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This configuration produced a high hydraulic under-performance due to short-circuiting and 
increased dead zones with active volume, as reflected by a MHRT (0.89 d) less than half o f the 
NRT (1.89 d). The hydraulic efficiency correction factor (HECF = MHRT/NRT) was therefore 
0.47, representing low efficiency in the system.
4.11 Experiment R l (replicate of experiment 2b)
A replicate was made in order to test reproducibility. This replicate was carried out for 124 hours 
continuously in March 2003. The air temperature in the glass-house varied between 9°C and 16°C. 
Water temperature varied from 10°C to 13°C. The volume of dye injected was 0.25 ml, which gives 
an initial average concentration of 28.5 ug/1 when diluted in the whole volume of the reactor. The 
climate condition was good, being bright and with spells of cloud without rain.
The flow rate was fairly stable varying at the inlet between 11.0 ml/s and 12.0 ml/s. Flow rate at the 
outlet was quite stable at around 11.75 ml/s. Depth measured was 36.8 cm which gives a volume of 
20901. The flow was close to that obtained in experiment 2b (11.81 ml/s).
The attempted replicate (R l) shown in Figure 4.2b) demonstrates the difficulty of maintaining 
identical operating conditions. The greater average depth (36.8 cm) in R l, and lower flow (11.75 
ml/s) are reflected in a higher MHRT (1.32 d) and hence significantly higher hydraulic efficiency 
(64%) compared with the previous experiment (47%).
Replicates of experiments 2b, R l and time were made to test reliability of the results. The ANOVA 
t-test was compared with the means of two experiments The results from the ANOVA test are 
shown in Table 4.3.
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Table 4.3. Results from ANOVA t-test to compare reproducibility of experiments 2b and R l.
Experiment
Number
ANOVA
t-test
Variance Standard
deviation
Average 
dye conc. 
(ug/1)
2b 0 28.57 5.35 4.08
R l 0 32.23 5.68 7.07
The results from the t-test revealed that the replicates 2b and R l are significantly different with 
significance at the 0.05. The probability level of reproducibility between experiment is zero. The 
average dye concentration are significant different (4.08 ug/1 and 7.07 ug/1), as shown in Table 4.3
4.12 Experiment 2c
This tracer experiment was carried out for 148 hours in February 2003. The air temperature in the 
glass-house varied between 3°C and 8°C. Water temperature varied from 6°C to 8°C. The volume of 
dye injected was 0.25 ml, which would give an average concentration of 28.4 ug/1 diluted in the
whole volume of the reactor. The weather was cloudy and foggy without rain.
Figure 4.2c) shows key hydraulic characteristics of the experiment in the inset box. The average 
depth was 36.9 cm, which gives a volume of 20961, measured seven times during the experiment.
The flow rate averaged 10.38 ml/s measured 21 times both at the inlet and outlet. Inlet pump 
discharge was quite unstable due to variation in physical properties o f the plastic tubing. 
Consequently, the plastic tubing was replaced two days after the tracer was injected.
The pump setting had to be adjusted several times by increasing it from 11.5 ml/s to 13 ml/s in
order to balance flow differences. Flow over the spill weir varied from 9 ml/s to 11.8 ml/s.
The tracer time/concentration graph is characterised by a delay of 250 minutes before three 
increasing peaks in quick succession occur during the first 500 minutes. After this the descending 
tail is comparatively rapid, leading to complete washout in less than 3500 minutes (2.43 d). As a 
consequence the MHRT is only 0.6 d compared with a NRT of 2.34 d, indicating a very low
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hydraulic efficiency (25.6%).
4.13 Experiment 2d
This tracer experiment was earned out for 148 hours continuously in February 2003. The air 
temperature in the glass-house varied between 8°C and 12°C. Water temperature varied from 7°C to 
9°C. The volume of dye injected was 0.25 ml, which would give an average concentration of 32.04 
ug/1 if diluted in the whole volume of the reactor. The weather was fair, being cool and cloudy 
without rain.
Figure 4.2.d) shows the key hydraulic characteristics of the experiment in the inset box. The 
average depth was 32.7 cm, which gives a volume of 1857 1, measured six times during the 
experiment.
The flow rate averaged 10.56 ml/s measured 18 times both at the inlet and outlet. Inlet pump 
discharge was quite unstable due to variation of the physical properties of the plastic tubing. 
Experiment 2d was run before experiment 2c. Therefore had not realised that tubing properties had 
changed and balanced the flow difference by hand for both pump settings.
Inlet pump discharge was quite unstable varying from 105.5 rpm to 115.0 rpm in order to balance 
the depth difference (28.5 cm to 35.1 cm at the inlet). Outlet pump discharge setting varied from
70.0 rpm to 112.5 rpm which gave an average flow rate of 12.47 ml/s and 8.69 ml/s at the inlet and 
outlet, respectively. However, despite the flow discrepancy the NRT was maintained at an average 
of 12 ml/s which is a fair comparison with the reality of a full-scale lagoon where flow varies all the 
time.
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Figure 4.4c) and d). Comparison of the impact of the top bottom 
outlets on age distribution of Rhodamine WT in the physical model
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The age-distribution is partially-mixed with several large advective flow peaks exiting in 1 hour 
(ti/h = 0.06). This curve is characteristic of a basin with partially-mixed conditions with relatively 
high short-circuiting. Back mixing is in evidence because seven peaks are observed before complete 
mixing is achieved. The curve represents skewed mixing conditions and washout is achieved in a 
period of less than two days (3000 min). Consequently, the dispersion number is small (0.40), but 
the retention time is a quarter of that of the centrally aligned, longitudinally arrangement.
This configuration is a poor arrangement, similar to three previous cases. Due to increased short- 
circuiting and dead zones and consequently a less active volume, the MHRT (0.68 d) is smaller than 
the NRT (2.03 d). The hydraulic efficiency correction factor (HECF = MHRT/NRT) is 0.34.
4.14 Visualisation of experiment 2c
A similar methodology was used to take a series of photos as was described in the previous section. 
However, the photos were not taken from the top but from the end, similar close to the inlet, looking 
towards the outlet.
Photo a) was taken 15 min after tracer injection and shows turbulence and back mixing around the 
diagonal inlet. A plume is moving from the right side feeding the main plume as shown by the 
arrows.
Photo b) shows the dye plume spreading longitudinally towards the outlet. The hold-back effect is 
noticed either side o f the plume, but there is also a wall effect.
Photo c) shows the plumes of dye movement close to the outlet ( lm )  and turning back rather than 
exiting. This phenomenon is due to uneven shear stress up to approximately 1 m from the outlet.
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Plate 4.3. Series of pictures for injection of the dye Rhodamine WT into the UniS 
physical model. Inlet at the bottom and outlet at the top, diagonally opposite. Sequence 
was taken between 15 min and 1 hour 24 minutes after tracer injection.
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Photo d) shows two dye plumes, one very close to the triangular spill weir but without exiting, and 
the other one turning to the right-side into the right corner.
Photo e) shows a general view of the dye tracer distribution, still showing a few gaps at both sides 
and before the tracer starts to leave through the outlet.
Photo f) shows a final picture taken 1 hour and 24 minutes after dye injection when the dye is 
exiting over the triangular spill weir behind the fluorimeter probe (black). Two plumes can be seen, 
one turning to the right-side and the other to left-side, with small turbulence eddies and a gap in dye 
spread close to the outlet.
4.15. Concluding remarks on first series of experiments
The most important results presented are in Table 4.4. This table gives some of the key hydraulic 
characteristics for each experiment.
The following conclusions are made concerning the arrangement of inlet and outlet centrally 
aligned, longitudinally and diagonally opposite.
• This series of experiments was done in the absence of wind effects so that only inlet and outlet 
discharges provided the energy to promote movement within the basin. It might only be 
expected to see a plume move forward, but an uneven shear stress was noted. In addition 
streamlines were influenced by friction along the bottom and walls. Therefore, back mixing 
plumes appeared to balance these uneven forces. Therefore back mixing force is a neutral 
phenomenon which has nothing to do with the wind effect but is related to the viscous forces.
• Overall, the diagonally opposite inlet/outlet arrangement appeared to perform significantly less 
well than the centrally aligned one; this is in terms of MHRT (0h) and HECF. The position of 
the centroid, for the diagonally opposite plots, is displaced more to the left-hand reflecting a
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more skewed distribution of lower MHRTs. The average MHRT for the diagonal arrangement 
was 0.90 d, compared with 1.36d for the centrally aligned.
• Although the Reynolds numbers (based on 0h) for the diagonally opposite arrangement tend to 
be rather higher than those for the centrally aligned, they are all extremely low. Therefore, little 
can be concluded from this other than that they all fall within the laminar range for turbulence 
classification purposes.
• When considering the delay time before tracer leaves the reactor the centrally aligned 
arrangement is, on average, worse than the diagonal, and the large advective peak tends to begin 
to leave the reactor significantly earlier than in the diagonal arrangement.
• The diagonal-vs-centrally aligned position/arrangement is not significant in affecting hydraulic 
efficiency when compared with the top-bottom location of inlet and outlet, given the elongated 
shape of the physical model.
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Table 4.4. Summary of results from experiments of Part 1: open physical model without 
wind and with various inlet/outlet arrangements
Experim.
Series
Water
Temp.
(°C)
Peak
arrived
09
(*)
Average
Velocity
(m/s)
Re
number
Dispersion 
Coefficient 
(D) (m2/s)
Peclet
number
(Pe)
MHRT
9h
(day)
Tl/OIl HECF
Centrally aligned
la 11 0.33 3.76105E-05 13.12 0.000412 0.56 1.16 0.012 0.57
Rl (la) 9 1.5 3.81207E-05 10.77 0.000151 1.25 1.41 0.004 0.7
lb 5 0.5 3.78855E-05 11.06 0.00015 0.6 1.37 0.015 0.68
lc 8 1.10 3.81521E-05 11.87 0.000121 0.48 1.28 0.0009 0.64
Id 9 4.10 3.66891E-05 11.76 4.84E-05 0.20 1.31 0.0133 0.63
Mean 8.4 11.38 1.31 0.64
Diagonally opposite
2a 5 0.5 3.73799E-05 14.85 7.4E-05 0.30 1.02 0.02 0.51
2b 9 6.0 4.03899E-05 16.30 5.33E-05 5.0 0.89 0.28 0.47
Rl(2b) 11 3.45 3.71271E-05 11.48 4.66E-05 5.26 1.32 0.11 0.64
2c 7 2.95 3.27094E-05 25.28 6.04E-05 3.57 0.60 0.10 0.26
2d 8 1.00 3.75507E-05 20.87 9.91E-05 2.5 0.68 0.05 0.34
Mean 2.78 17.76 0.90 0.44
* Peak arrived = First peak tracer left die reactor, Pe = 1/d
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Part 2. Physical Model Experimental Results: Interventions with baffles.
4.16. Introduction
This section presents the results of interventions with baffles. There were three test positions for 
cross-wise baffles; 1 m from the inlet edge, 1 m from the outlet edge, and both baffles at the same 
time at the position. The results obtained from those experiments were compared. The main 
objective was to investigate whether or not cross-wise baffles increased hydraulic performance 
using the same physical model’s overall dimensions and a similar hydraulic loading.
At the beginning of this Part 2 a plan of experiments is presented considering the four arrangements 
for the inlet and outlet for each baffle position: a) top-top, b) top-bottom, c) bottom-top and d) 
bottom-bottom. In addition, two particular cases with double-inlet and a (wrapped plastic) were 
tested to investigate their effect. In Part 2 five experiments were analysed, whereas 14 cases in total 
were studied with a flow rate of 12 ml/s.
Two and four replicates were made for experiments 3b and 4b respectively. For the replicates 
identical conditions were attempted but small differences in temperature and flow variation 
occurred. However, a t-test of ANOVA was made to compare the significance of means and 
reliability for each experiment. Reproducibility was tested by comparing the means between the two 
experiments.
The results are mainly presented in the figures and a sketch is included of plan view and cross- 
section to show the most important physical characteristics of the experiment. Several parameters 
are compared such as depth, dispersion number, average flow rate, NRT and MHRT. Other 
parameters are included to facilitate comparison of temperature, time to first peak (ti), advective 
flow dispersion index (ti/0h) and HECF.
A series of pictures is presented in some cases to visualise dye movement whilst the experiment was 
in progress. Sometimes, a sketch is displayed to visualise a plume or movement of the tracer, 
especially where back mixing is significant.
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4.17 Plan of Experiment
The experiments were grouped into five series numbered 3, 4, 5, 6 and 7. Series 3 involved five 
tracer experiments with one cross-wise baffle 1 m from inlet, and series 4 involved seven tracer 
experiments with one cross-wise baffle 1 m from outlet edge as shown in Table 4.5.
Table 4.5. Description of experiments carried out in Series 3 to7
Num. Description Arrangement Inletposition
Outlet
position
Series 3. One baffle 1 m from inlet; no wind
3a
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Top Top
3b
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Top Bottom
Rl Replicate of experiment 3b Centrally aligned Top Bottom
3c
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Bottom Top
3d
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Bottom Bottom
Series 4. One baffle 1 m from outlet; no wind
4a
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Top Top
4b
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Top Bottom
R1,R2,
R3
Replicate of experiment 
4b Centrally aligned Top Bottom
Chapter 4. Physical model experimental results G. Aldana
Experiment 4 (continuation)
Num. Description Arrangement Inletposition
Outlet
position
4c
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Bottom 1 Bottom
4d
Intervention with width- 
wise baffle and its effect 
on different inlet and 
outlet arrangements
Centrally aligned Bottom Bottom
Series 5. 2 baffles: 1 m from inlet and 1 m from outlet centrally aligned
5a
Intervention with double 
width-wise baffles and 
their effect on different 
inlet and outlet 
arrangements
Centrally aligned Top Top
Rl Replicate of experiment 5a Centrally aligned Top Top
5b
Intervention with width- 
wise baffle and their 
effect on different inlet 
and outlet arrangements
Centrally aligned Top Bottom
5c
Intervention with width- 
wise baffle and their 
effect on different inlet 
and outlet arrangements
Centrally aligned Bottom Top
5d
Intervention with width- 
wise baffle and their 
effect on different inlet 
and outlet arrangements
Centrally aligned Bottom Bottom
Series 6
6a Double inlet with double width-wise baffles Centrally aligned Bottom Top
Series 7
7a Bubble-wrap layer floating in the inlet area
Diagonally
opposite Top Bottom
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Series 3 further included a baffle constructed from a transparent plastic sheet 8 mm thick with eight 
circular holes of 5 mm diameter. A specific design of holes was drilled in the plastic sheet in order 
to avoid the advection peaks from the top layer and to improve water distribution as this was the 
main problem identified in the last series of experiments (Part 1). The holes were separated from 
each others by 5cm and placed in three lines in the shape of a triangle as shown in Figure 4.5.
840 mm
Figure 4.5. Plastic sheet baffle design placed within the physical model.
Thickness = 8 mm
In order to avoid repeating the methodology in this thesis for further experiments only the main 
changes will be described.
4.18. Experiment 3a
For experiment 3 a carried out in February 2002, the values measured were: water temperature 
between 8°C and 10°C. Average flow rate 12.54 ml/s, and average depth 37.0 cm, which produced a 
volume of 2102 1. The time vs concentration curve shown in Figure 4.6a) is characterised by 
significant delay before any dye leaves the model reactor.
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Figure 4.6a) and b). Impact of baffle near inlet on age distribution of 
Rhodamine WT various inlet and outlet arrangements
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This was a huge improvement because the dye exiting at the outlet was delayed to 6.9 h (ti/0h = 
0.21)
This curve is characteristic of a basin with plug flow for the first 1000 minutes after tracer injection. 
However the first fraction leaves the model in less than one third of NRT indicating that there is 
short-circuiting throughout the pond volume. The residual tracer requires a further 1000 minutes to 
mix throughout the reactor and a further 6000 minutes to complete washout.
This behaviour increased hydraulic performance to 69%, reflected by a MHRT of 1.40 d compared 
with a NRT of 2.04 d.
4.19 Experiment 3b
For experiment 3b carried out in March 2002 water temperature varied between 8°C and 10°C. 
Average flow rate was 12.0 ml/s and average depth was 37.0 cm which produced a volume of 
2102 1. The time vs concentration curve is shown in Figure 4.6b). This age-distribution is again 
partially mixed. The delay time before the first dye leaves is 6.2 h (ti/0h = 0.16).
The bottom outlet appears to have significantly increased hydraulic performance compared with 
experiment 3a, reflected by a MHRT of 1.63 d compared with the NRT of 2.00 d. The hydraulic 
efficiency increased to 82%, the highest so far.
4.20 Experiment R l (replicate of experiment 3b)
A replicate was made in order to test reproducibility of series 3 specially, for 3b. This replicate was 
made in March 2003. Similar conditions were maintained. Air temperature varied between 9°C and 
16°C. Water temperature varied from 11°C to 12°C.
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The results from the t-test revealed that the replicates 3b, and R l are significantly different with 
significant at the 0.05. The probability level of reproducibility between experiment is zero. Average 
dye concentration are significant different (8.76 ug/1 and 11.62 ug/1), as shown in Table 4.6
Table 4.6. Results from ANOVA t-test to compare reproducibility in experiments 3b and Rl.
Exp.
Number
ANOVA
t-test
Variance Standard
deviation
Average 
dye conc. ug/1
3b 0 135.35 11.63 8.76
R l 0 126.41 11.24 11.63
4.21 Experiment 3c
For this experiment carried out in March 2002 water temperature varied between 8°C and 10°C. 
Average flow rate was 12.74 ml/s and average depth was 37.0 cm which produced a volume of 
2102 1. The time vs concentration curve is shown in Figure 4.6c). An almost completely mixed 
preceded by back mixing prior to reaching maximum peak concentration (80 ug/1). Because the 
inlet is placed at the bottom, the dye moved mainly through the bottom four baffle holes.
Therefore, one trough of back mixing was observed before the maximum peak. This is the opposite 
to what occurred in experiments 3 a and 3b where the inlet is placed at the top and where the dye 
hardly passed through because there was only one hole at the surface. A small back mixing trough 
is observed after the maximum peak. The dye leaves through the outlet at 4.20 h (ti/0h = 0.16) if is 
compared when inlet is placed at the top. Experiment 3c provides evidence that the dye moved 
along the bottom layer when the inlet or outlet was at the top. This reduced hydraulic performance 
compared with experiments 3 a and b, reflected by a MHRT of 1.06 d compared with a NRT of 
1.91 d.
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4.22 Experiment 3d
This experiment was carried out in March 2002. The water temperature varied between 9°C and 
10°C. Average flow rate was 12.01 ml/s and average depth was 37.8 cm which produced a volume 
of 2148 1. The time vs concentration curve (Figure 4.6d) shows a partially-mixed reactor with 
several (three) advection peaks and a maximum concentration of (16 ug/1). Because the inlet and the 
outlet are placed at the bottom, the dye moved mainly through the four bottom holes. The dye first 
exited at 4.10 h (ti/9h = 0.083), half the time it takes when the inlet is placed at the top.
This curve is more characteristic of a basin with less dispersion throughout the whole volume of the 
reactor. The dye is well spread within the basin and a small dispersion is expected since the 
concentration is four times higher than in experiment 3c. Consequently, the dispersion number is 
small (0.28), but the retention time is highest to far.
This configuration considerably increased the hydraulic performance, reflected by an increased 
MHRT (2.07 d) and the same for the NRT (2.07 d). The hydraulic efficiency correction factor 
(HECF = MHRT/NRT) was 1.
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Figure 4.6c) and d). Impact of baffle near inlet on age distribution of 
Rhodamine WT various inlet-outlet arrangements
Central aligned 
baffle inlet
.1..........
Experiment 
No: 3d
inlet
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Plan view 
depth q
37.8cm 12.01 ml/s
Cross section
NRT—  MHRT--
2.07 day 2.07 day
Time (min) 8000
203
Chapter 4. Physical model experimental results G. Aldana
4.23 Experiment 4a
This experiment was carried out in July 2002. The plastic sheet baffle was moved from the inlet to 1 
m from the outlet edge as shown in the sketch inset into Figure 4.7a). Water temperature varied 
between 16°C and 18°C. By contrast with the previous experiments (with the baffle near the inlet) 
the delay time which elapsed before any tracer left the reactor was significantly reduced to 120 
minutes.
At this time the first advective peak is observed, and then dye concentration increases steadily to the 
main peak at 1000 minutes. By this time the dye is well mixed throughout the model reactor and 
washout then proceeds fairly steadily to beyond 8000 minutes.
This increased hydraulic performance is reflected by an increased MHRT (2.07 d) and a NRT of the 
same value (2.07 d). The hydraulic efficiency correction factor (HECF = MHRT/NRT) was 1.
4.24 Experiment 4b
This experiment was carried out in July 2002. Water temperature varied between 16°C and 23°C. 
Average flow rate was 12.50 ml/s and average depth was 36.9 cm, which produced a volume of 
2096 1. The time vs concentration curve is shown in Figure 4.7.b). It comprises several small 
advection peaks before rising to a peak at 750 minutes and a concentration of 75 ug/1. Because the 
inlet is placed at the top and the outlet at the bottom, the dye moved first in the top layer and then 
down to the bottom layer.
This increased the delay time to about 183 minutes, in contrast to the 120 minutes in the Top-Top 
(4a) configuration. However the main advective peak leaves the reactor at only 750 minutes, 
compared with 1000 minutes in 4a. Consequently hydraulic efficiency is lower in 4b than 4a.
R l, R2 and R3 cannot truly be considered to be replicates of 4b when their flow is >4% lower. 
However, the attempt at replication is important inasmuch as it emphasizes the similarity of the 
shapes of all four graphs
204
Chapter 4. Physical model experimental results G. Aldana
4.25 Experiment R l (replicates of experiment 4b)
This experiment was conducted with three replicates in order to prove whether or not carry on half- 
time (3 days) experiment reproducibility can be achieved. Two replicates were made, one with 3 
days and one with 6 days.
The replicates were carried out in September and October 2002. Water temperature varied between 
14°C and 18°C. The depth for all three was 38.2 cm, 1cm higher than in experiment 4b. The flow 
rate was unstable in the pump placed in the outlet, hardly variation were observed reducing the flow 
rate by 0.6 ml/s. Consequently, NRT was increased and several small peaks appeared before the 
main peak at 400 minutes in R3. In comparison with experiment 4b the delay time was significantly 
reduced to 15 minutes.
An ANOVA t-test was analysed for four experiments (4b and three replicates) as shown in Table 
4.6. The results from the t-test revealed that the replicates 3b and R l, R2 and R3 are significantly 
different with significant at the 0.05. The probability level of reproducibility between experiment is 
zero. Average dye concentration are significant different (16.10, 10.09, 16.51 and 12.25 ug/1), as 
shown in Table 4.7
Table 4.7. Resuit from ANOVA t-test to compare reproducibility in four experiments 
(4b, R l. R2 and R3 )
Experiment
Number
ANOVA
t-test
Variance Standard
deviation
Average 
dye conc. 
_ Vg/1 _
4b 0 161.58 12.71 16.10
R l 0 33.14 5.76 10.09
R2 0 257.10 16.03 16.51
R3 0 97.70 9.88 12.25
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Figure 4.7a) and b). Impact of baffle near outlet on age distribution of 
Rhodamine WT various inlet-outlet arrangement
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4.26 Experiment 4c
This experiment was carried out in July 2002. Water temperature ranged between 16°C and 22°C. 
Average flow rate was 11.98 ml/s and average depth was 37.9 cm, which produced a volume of 
2153 1. The time vs concentration curve is shown in Figure 4.7c) and has a fine peak of tracer exit at 
110 min. Since the inlet is placed at the bottom, the dye moved at the middle water level through the 
three baffle holes 20 cm below the top surface.
By contrast with the previous experiments (with the baffle near the inlet) the delay time (250 min) 
was significantly reduced. At this time the first advective peak is observed, and then dye 
concentration increases steadily to the main peak at 1800 minutes. By this time the dye is well 
mixed throughout the model reactor and washout then proceeds fairly steadily to beyond 8500 
minutes.
The baffle placed in outlet appears to have significantly increased the hydraulic performance, as 
reflected by the same MHRT (2.08 d) and NRT (2.08 d). The hydraulic efficiency has increased to 
100%, the highest so far.
4.27 Experiment 4d
This experiment was carried out in September 2002. Water temperature varied between 15°C and 
18°C. During this experiment the liner leaked as it had been damaged with a brush when removing 
the algal growth. This caused 4 cm loss of depth and consequently erroneous results.
Flow rate was 11.75 ml/s and depth was 33.7 cm, which produced a volume of 1914 1. The time vs 
concentration curve is given in Figure 4.7d) and shows a small advection peak when the tracer 
leaves the reactor at 130 minutes with a maximum concentration of 25 ug/1. Inlet and outlet were 
placed at the bottom, and therefore the dye moved along the bottom layer.
In contrast to the previous experiments (with the baffle near the inlet) the delay time was 
significantly reduced to 130 min. At this time the first peak is observed, and then dye concentration 
reduces gradually with the same slope to the base line. By this time the dye is well mixed
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throughout the model reactor and washout then proceeds fairly steadily to beyond 8500 minutes. 
Consequently, a dispersion number of 0.55 is obtained as the dye moved in the bottom with 
insignificant short-circuiting.
The bottom outlet again significantly increased hydraulic performance, as reflected by a MHRT of
1.77 d compared with the NRT of 1.89 d. The hydraulic efficiency increased to 94%.
4.28 Experiment 5a
This experiment included the installation of double baffles into the physical model reactor, one 
placed 1-m from inlet-edge and the other 1 m from outlet as shown Figure 4.8a), in order to 
investigate whether hydraulic performance can be improved using baffles at both end.
This experiment was carried out in May 2002. Water temperature varied between 14°C and 17°C. 
Average flow rate was 13.23 ml/s and average depth was 37.0 cm which produced a volume of 
2112 1. The time vs concentration curve (Figure 4.8a) shows a large peak at 85 minutes with a 
concentration of 120 ug/1. Since the inlet and outlet at placed at the top, back mixing is increasing 
which is reflected by two peaks at 1500 minutes and 3000 minutes.
This configuration with two baffles reduced the delay time to about 85 minutes, in contrast to the 
120 minutes in the Top-Top configuration in 4a or the 414 minutes in the Top-Top configuration of 
3 a. This baffles configuration is therefore a poor hydraulic performance. However the main 
advective peak leaves the reactor at only 100 minutes, compared with 1000 minutes in 4a and 800 
minutes in 3 a. Consequently the hydraulic efficiency is lower in 5 a than in the other two 
experiments.
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d)
Figure 4.7c) and d). Impact of baffle near outlet on age distribution of 
Rhodamine WT various inlet-outlet arrangements
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This curve is characteristic of a basin with completely-mixed conditions. Back mixing is 
demonstrated by two humps after the curve rises to the maximum peak as shown in Figure 4.8.a). 
Consequently, a high dispersion number of 3.4 is obtained using Yanez’s graph.
The two baffles appears to have significantly reduced hydraulic performance compared with series 
4 experiments. This is reflected by a MHRT of (1.24 d) compared with the NRT of 1.84 d.
4.29 Experiment R l (replicate of experiment 5a)
A replicate was made in order to test reproducibility of series 5, specifically for a (TT) replicate of 
5a. This replicate was made in June 2002. Similar conditions were maintained; water temperature 
varied from 15°C to 19°C. The depth was around 37 cm for both experiments.
The flow rate of 11.94 ml/s was 1.23 ml/s less than in experiment 5a and the temperature was 1.5°C. 
A ANOVA t-test was analysed for two experiments (5a and R5a replicate) as shown in Table 4.7. 
The results from the t-test revealed that the replicates 5a and R5a are significantly different with 
significant at the 0.05. The probability level between experiment is zero. Average dye concentration 
are different (10.97 ug/1 and 11.85 ug/1), as shown in Table 4.8.
Table 4.8. Results from ANOVA t-test to comparing reproducibility in experiments 5a and 
R5a
Experiment
Number
ANOVA
t-test
Variance Standard
deviation
Average 
dye conc.
(ug/1)
5a 0 315.84 17.77 10.97
R5a 0 139.91 11.83 11.85
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Figure 4.8a) and b). Impact of double baffle near inlet-outlet on age 
distribution of Rhodamine WT various inlet-outlet arrangements
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4.30 Experiment 5b
This experiment was carried out in April 2002. Water temperature varied between 11°C and 14°C. 
Average flow rate was 11.90 ml/s and average depth was 38.7 cm, which produced a volume of 
2043 1. The time vs concentration curve (Figure 4.8b) shows large peaks rising to the peak at 172 
minutes with a concentration of 105 ug/1. Because the inlet is placed at the top and the outlet at the 
bottom, the reactor was completely mixed after 250 minutes and the tracer washout was gentle 
throughout the basin over 8500 minutes.
This curve is characteristic of a completely-mixed reactor. Back mixing is observed after the 
maximum peak due to the hold-back effect as shown in Figure 4.8.b). Consequently, a high 
dispersion number of 1 is obtained, which is characteristic of completely-mixed reactor.
This configuration reduced the delay time to about 172 minutes in contrast to the 185 minutes in the 
Top-Bottom configuration (4b) or the 372 minutes in the Top-Top configuration (3a). This baffles 
configuration is therefore a poor hydraulic performance. However the main advective peak leaves 
the reactor at only 172 minutes, compared with 1000 minutes in 4a and 800 minutes in 3a. 
Consequently hydraulic efficiency is lower in 5b than in the other two experiments.
This reduced the hydraulic performance compared with experiments 4a and 3a as is reflected by a 
MHRT of 1.66 d compared with a NRT of 2.44 d.
4.31 Experiment 5c
This experiment was carried out in April 2002. Water temperature varied between 13°C and 16°C. 
Average flow rate was 12.34 ml/s and average depth was 41.5 cm, which produced a volume of 
2357 1. The time vs concentration curve (Figure 4.8c) shows several sharp peaks at tracer exit at 250 
minutes with a concentration of 65 ug/1. They are followed by a second peak peak at 700 minutes 
and then by a completely mixed reactor. The tracer washout was gentle throughout the basin over 
8500 minutes.
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Because the inlet is placed at the top and the outlet at the bottom the tracer movement is 
predominant at the bottom passing through the four baffle holes. It was noticed during the 
experiment that the dye rose from the bottom to the top and passed through the baffle holes, but 
producing longitudinal mixing similar as elongated shape.
This curve is characteristic of a completely-mixed reactor. Back mixing is observed before the 
maximum peak is achieved due to the hold-back effect as shown in Figure 4.8c). Consequently, a 
high dispersion number of 0.8 is obtained.
This reduced hydraulic performance, reflected by a MHRT of 1.55 d compared with a NRT of 1.95 
d.
4.32 Experiment 5d
This experiment was carried out in April 2002. Water temperature varied between 11°C and 15°C. 
Average flow rate was 12.04 ml/s and average depth was 42.7 cm, which produced a volume of 
2425 1. The time vs concentration curve (Figure 4.8c) shows several peaks rising to the maximum 
peak at 320 minutes with a concentration of 110 ug/1. At this time the second peak is observed, and 
then the dye concentration is reducing steadily after the main peak at 1000 minutes. By this time the 
dye is well mixed throughout the model reactor and washout then proceeds fairly steadily to beyond 
8500 minutes.
This curve is characteristic of a basin with partially-mixed conditions. Back mixing is observed 
before the first peak is achieved due to the location of inlet and outlet in the bottom as shown in 
Figure 4.8d). Consequently, a high dispersion number of 0.82 is obtained but the retention time is 
0.5 d less than in experiment 4d.
This reduced hydraulic performance as reflected by a MHRT of 1.56 d compared with a NRT of
2.33 d.
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Figure 4.8c) and d). Impact of double baffle near inlet-outlet on age 
distribution of Rhodamine WT various inlet-outlet arrangements
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4.33 Visualisation of experiment 5a
Plate 3, shows the tracer distribution at various time intervals.
Photo a) was taken 1 minute after tracer injection and shows that the reactor was completely mixed 
over the first meter where the baffle is located near the inlet.
Photo b) shows the dye plume passing first through the three baffle holes in the middle and then 
through the bottom four, thus spreading smoothly.
Photo c) shows the streamlines passing through the baffle holes at different levels.
Photo d) shows a dye plume meandering in the surface of the physical model after 30 minutes tracer 
injection. The dye plume seems to be moving in longitudinal and transverse advection-dispersion 
before rising at the second baffle near the outlet.
Photo e) shows a plume passing smoothly through the second baffle holes 1 hour after tracer 
injection. The plume moved very slowly and it needed about two hours for complete crossing of the 
streamlines whilst transverse mixing was increased behind the second baffle.
Photo f) shows the streamlines moving slowly through the second baffle holes at different levels 
after two and a half hours.
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Plate 4.4. Rhodamine WT movement in the UniS physical model. Top inlet and outlet 
with two baffles placed 1 m from the inlet and outlet respectively.
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4.34 Experiment 6
This experiment was conducted to study the effect of multi-inlets on the discharge. A configuration 
similar to that of experiment 5c with double baffles was maintained to investigate whether two 
inlets would increase hydraulic performance within the basin.
A T-shape made from glass was used to set up the double inlets. It was fixed to the liner using 
electrical tape. The result was compared with that of experiment 5c which has a similar 
configuration but only one inlet.
This experiment was carried out in June 2002. Water temperature varied between 16°C and 19°C. 
Average flow rate was 11.94 ml/s and average depth was 36.6 cm which produced a volume of 
2073 1. The time vs concentration curve in Figure 4.9a) shows a peak at 73 minutes rising to the 
main peak at 175 minutes with a concentration of 70 ug/1 then the concentration reduced to another 
main peak at 700 minutes. By this time the dye is well mixed throughout the model reactor and 
washout then proceeds fairly steadily to beyond 4000 minutes.
In contrast to experiment 5c (double baffle, one inlet) the delay time was significantly reduced to 73 
minutes. The dye exits at the outlet at 1.2 hours (ti/h = 0.053). more advection flow is contributed in 
this experiment. Consequently, a high dispersion number of 0.82 is obtained, but the MHRT (0.94 
d) is reduced to half of the NRT (2.02 d). In contrast to experiment 5c one inlet is more efficient 
than two, because the dye takes longer to wash out.
This configuration gives evidence that multi-inlets reduce hydraulic performance when double 
baffles are placed within the basin. The width-wise channels promote transverse mixing, but multi­
inlets cause a faster dye washout than one inlet, therefore reducing the hydraulic retention time 
about to 12 hours.
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Figure 4.9a) and b). Impact of multi inlets and double baffle near inlet- 
outlet on age distribution of Rhodamine WT as compared with impact 
of bottom top inlet-outlet arrangements
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4.35 Experiment 7
This experiment was conducted to study the effect of a floating bubble wrap cover of 1.00 m x 0.90 
m dimensions, on the inlet-discharge area, in order to attempt to avoid an advection peak. A similar 
configuration to that of experiment 2b was adjusted with diagonally opposite inlet and outlet to see 
whether or not this plastic can hold the first peak for a while and increase hydraulic performance 
within the basin.
The bubble wrap was fixed to the liner using electrical tape and maintained to buoy on the surface 
water. The result was compared with experiment 2b which has a similar configuration with the inlet 
at the top and outlet at the bottom as shown in Figure 4.10a) and b).
This experiment was carried out in March 2003. Water temperature varied between 10°C and 12°C. 
Average flow rate was 11.81 ml/s and average depth was 33.9 cm, which produced a volume of 
1926 1. The time vs concentration curve (Figure 10.a) shows the first advection peak at 144 minutes 
and at a concentration of 115 ug/1. By this time the dye reduced to leave in several peaks and the 
main peak rose at 250 minutes. Those peaks represent the three attempts made by the dye to leave, 
but this would not occur before completely-mixed conditions in the reactor were achieved at 250 
min. Then dye washout was steady to the outlet.
In contrast to experiment 2b (diagonally opposite top bottom) the delay time which elapsed before 
any tracer left the reactor was significantly reduced to 144 minutes (ti/h = 0.09). Since the inlet was 
placed at the top and the outlet at the bottom, the plume moved below the bubble wrap. Therefore 
the first peak managed to escape underneath the plastic cover, but increased dispersion in the model 
reactor. Consequently, a higher dispersion number (0.48) was obtained than in experiment 2b 
(0.20).
The installation of bubble wrap in the inlet area was not significant to improving hydraulic 
performance. However, the MHRT (1.06 d) was higher than that of MHRT experiment 2b, (0.89 d).
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Figure 4.10a) and b). Comparison of the impact of a bubble wrap 
cover floating in the diagonal arrangement of top inlet and bottom 
outlet on age distribution of Rhodamine WT in the physical model
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4.36 Concluding remarks on the second series of experiments.
A summary table with the most important results is presented in Table 4.9. This table gives some of 
the key hydraulic characteristics for each experiment.
The following conclusions are made concerning the interventions with baffles and their effects on 
different inlet and outlet arrangements. Similarly, two more experiments were analysed to 
investigate the multi-inlet effect and to study withdraw early peak by using a floating bubble wrap 
cover at the inlet.
• This series of experiments was conducted in the absence of wind effects so that only inlet and 
outlet discharge provided the energy to promote movement within the basin. Results seem more 
stable than those compare with open model reactor. The time when the first tracer left the 
reactor varied from 1.4 hours to 6.90 hours.
• Overall, the width-wise baffle within the physical model appeared to perform significantly 
better than in the open model reactor; in terms of MHRT (9h) and HECF. The position of the 
centroid, for the width-wise baffle plots, has been moved more to the right-hand reflecting a 
more symmetric distribution and higher MHRTs. The average MHRT for a baffle located 1 m 
from the inlet was 1.47 days, compared with 1.1 days for the open model. A similar result was 
achieved when the double baffle was used for 1.44 days. The best MHRT was found when the 
baffle was located 1 m from outlet. Here, it increased significantly to 1.70 days. Therefore, it is 
fair to recommend the use of width-wise baffles in WSPs in order to increase hydraulic 
performance.
• When considering the delay time before the tracer leaves the reactor the double baffle is, on 
average, less effective than a baffle placed near inlet and outlet, and the advective peak tends to 
begin to leave the reactor significantly earlier than that in the other two arrangements.
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Table 4.9. Experiments of Part 2: width-wise baffle placed 1 m from the inlet and outlet
without wind and with various inlet/outlet arrangements.
Experim ent
Series
W a te r
Tem p.
(°C )
Peak  
arrived  
00 0
Average
Velocity
(m/s)
Re
N u m b er
Dispersion  
Coefficient 
0 >) (m 2/s)
Peclet
Num ber
M H R T
Oh (day)
xt/Ok H E C F
Width-wise baffle 1 m from inlet
3a 9 6.90 2.21 xlO'5 12.27 0.000125 2.08 1.40 0.21 0.69
3b 9 6.2 2.11 xlO'5 10.53 0.00018 1.56 1.63 0.16 0.82
Rl (3b) 11.5 5.0 2.14 xlO'5 14.51 0.000169 1.67 1.19 0.18 0.59
3c 9 4.17 2.24 xlO*5 16.20 0.000281 1.18 1.06 0.16 0.56
3d 9.5 4.17 2.11 xlO*5 8.39 7.74E-05 3.57 2.07 0.08 1
M ea n 5.29 12.38 1.47 0.73
Width-wise baffle 1 m from outlet
4a 17 2.0 2.12 xlO'5 8.37 9.82E-05 2.78 2.09 0.04 1
4b 19.5 4.0 2.20xl0'5 10.99 7.35E-05 4.00 1.56 0.04 0.80
R3(4b) 16 4.0 2.07xl0'5 17.90 0.000146 1.82 0.98 0.18 0.46
4c 19 2.0 2.1 lxlO5 8.36 6.85E-05 4.00 2.08 0.04 1
4d 16.5 2.0 2.07xl0'5 9.22 0.000166 1.82 1.77 0.048 0.94
M ean 2.8 10.97 1.70 0.84
Double baffles placed 1 m from inlet and outlet
5a 15.5 1.4 2.33xl0‘5 14.73 0.00121 0.29 1.24 0.05 0.71
Rl(5a) 15.5 1.4 4.15xl0*5 10.64 0.000218 1.28 1.72 0.04 0.89
5b 12.5 2.87 2.09xl05 11.82 0.000297 1.00 1.66 0.07 0.78
5c 14.5 2.4 2.17xl0'5 14.22 0.000234 1.25 1.55 0.06 0.79
5d 13 5.3 2.12xl0'5 13.23 0.000224 1.22 1.56 0.14 0.67
M ea n 2.67 12.93 1.55 0.76
6 17.5 1.2 2.10xl0"5 20.25 0.000259 1.22 0.94 0.05 0.47
7 11 2.4 2.08x10 s 17.22 0.000145 2.08 1.06 0.09 0.56
* Peak arrived =  First tracer left the reactor
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• According to the previous results, there is not much evidence that any particular inlet and outlet 
arrangement increases hydraulic performance, especially in an open model reactor. 
Nevertheless, from the results obtained in this second series of experiments it can be concluded 
that an inlet placed at the top and an outlet placed at the bottom can produce a high hydraulic 
performance of over 80%.
• Overall, it would appear that the baffle position is more significant in affecting hydraulic 
efficiency and that a baffle placed lm  from the outlet leads to the highest hydraulic efficiency of 
the physical model owing to the elongated shape of the physical model through the baffle holes.
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Part 3. Physical Model Experimental Results. Interventions with channels.
4.37 Introduction
Part 3 of Chapter 4 presents the results of the intervention with channels. Three length-wise baffles 
were constructed within the physical model o f 30 cm width, 60 cm height and 600 cm length as 
shown in Figure 4.11. The effects of three gap sizes, 50 cm, 25 cm and 5 cm, each bend were 
studied. The results obtained from each experiment were compared. The main objective of Part 3 
was to investigate whether length-wise baffles can increase performance in WSPs, compared with 
the earlier experiments, to determine the best gap size.
The experiments at the beginning of Part 3 consider solely the discharge of water into the model. 
Wind conditions were excluded. In an extra experiment a width-wise baffle was installed into each 
of the three channels at the mid-point. For that a plastic blind was used.
Two replicates were made for two experiments in Part 3. The replicates were carried out under 
identical conditions except for small differences in the temperature and flow variation. A t-test 
using ANOVA was made to compare the significance of means and thus the reproducibility o f each 
experiment.
The results are mainly presented in figures displaying age-distribution of dye tracer and including a 
sketch of a plan view and cross-section showing the most important characteristics of each 
experiment. Key parameters are compared, such as depth, dispersion number, average flow rate, 
NRT and MHRT and also temperature, time first tracer left the reactor (ti), advective flow 
dispersion index (ti/9h) and HECF.
A series of pictures are presented in some cases to show the tracer plume movement whilst an 
experiment was in progress. Sometimes, when a picture was not available a sketch is displayed to 
visualise a plume or movement of the tracer, especially where back mixing is significant.
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4.38 Plan of Experiment
This series was grouped into four experiments labelled 8, 9, 10 and 11. They are described in Table 
4.10.
Table 4.10. Description of channel configuration in Experiments 8-11 without wind
Number Description Arrangement Inletposition
Outlet
position
Experiment 8
8
Intervention with length­
wise baffles and a 50 cm 
gap between, each 
channel
Three channels 
placed within the 
physical model
Top Top
Experiment 9
9
Intervention with length­
wise baffle and a 25 cm 
gap
Three channels 
placed within the 
physical model
Top Top
R l Replicate of experiment 9
Three channels 
placed within the 
physical model
Top Top
Experiment 10
10
Intervention with length­
wise baffle and a 5 cm 
gap
Three channels 
placed within the 
physical model
Top Top
Experiment 11
11
Intervention with length­
wise baffle and a 25 cm 
gap
Three channels and 
three baffles placed 
at the middle-length
Top Top
R l Replicate of experiment 5a
Three channels and 
three baffles placed 
at the middle-length
Top Top
4.39 Construction of channels
The model channels simulated Lidsey Treatment Works where one of the three lagoons had an 
intervention in 2000, the construction of three channels within the South lagoon, to see whether or 
not hydraulic performance could be improved. The dimensions of the channels were 122 m length x 
4.65 m width x 1.20 m height. A gap of 4.65 m at each bend was constructed which was similar to 
the width of the channel.
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Two tracer studies were carried out in the Lidsey channel lagoon. These age-distribution was close 
to the plug flow curve and the dispersion number obtained was 0.04 (Bracho, 2003). However, my 
supervisor was concerned that the gap size might not be the best one. Therefore the physical model 
system was used to test various gap sizes. Two and a quarter sheets are needed to construct two wall 
lengths (6.60 m) in the physical model. They were fixed to the metal frame by drilling holes and 
screwed to it. It was reinforced with small pieces of the same metal, and pieces of wood, in different 
places, to hold in place the corrugated sheets as is shown in Plate 4.5.
The ffame-wall was constructed outside the physical model and when it was ready it was lowered 
carefully into the model and hung from the ceiling by ropes. Additional aluminium struts were used 
to keep the wall in vertical position. The two walls were set on the bottom and were sealed in place 
by using silicon filling along both sides of the wall.
Once the channel-walls were in place it was observed that a few gaps existed underneath the wall 
due to floor unevenness. Therefore, those gaps were covered with additional liner material. The 
liner was kept in position by placing a 1/2” diameter plastic pipe around each bend to give it a 
curved shape. The edges of the extra liner were held in place by galvanised wire in the shape of the 
cross section of the channel. Metal drain covers were also used to weigh the liner down.
0.20 m
1 7. 3 ~ __________________________
30cm > m  \  .. ■' ■? *.. m
-rOutlet
n
E
$
o
.20 ni 6.60 m Channel-wall
Figure 4.11). Plan view of channel system within the physical model.
226
Chapter 4. Physical model experimental results G. Aldana
Plate 4.5. Channel-wall construction with a corrugated plastic sheet and metal 
frame of aluminium. Note: This picture was taken 10 minutes after the dye was 
injected
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4.40 Experiment 8: 50 cm end gaps
This experiment was constructed to study the effect of the three channels on delaying the tracer’s 
leaving the channels and other key hydraulic characteristics.
The result was compared with experiment la  which had a similar configuration of inlet at the top 
and outlet at the top as shown in the sketches Figure 12a) and b).
This experiment was carried out in June 2003. Water temperature varied between 19°C and 24°C. 
Average flow rate measured was 11.41 ml/s and average depth was 34.1 cm, which produced a 
volume of 1937 1. The time vs concentration curve is shown in Figure 12a). The curve displays 
three major peaks which are indicative of back mixing which show the plumes and their back 
movement.
Another important observation was the progress of the plume which moved uniformly at 1/3 of the 
depth of the channel, 10 to 20 cm below the surface. As a result the first peak arrived at the outlet
4.30 hours after injection. As expected this delay was much greater than in experiment la. This may 
have been influenced by the end of channel gap (50 cm) (but see subsequent experiments).
This age-distribution is not that similar to that in experiment la  which comprised a partially-mixed 
flow with a few sharp advection peaks achieving a maximum concentration of 110 ug/1. Complete 
mixing is achieved at 750 min after tracer injection.
The dye first left the reactor at 4.30 hours (ti/h = 0.13) as an advection peak which contributed as in 
experiment la.
This curve is characteristic of a partially-mixed reactor throughout the experiment. Consequently, a 
dispersion number of 0.78 is obtained which is characteristic of partially-mixed flow.
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F ig u re  4 .1 2 a ) an d  b ). C o m p a r is o n  o f  th e  im p a c t o f  ch an n e l in te rv e n tio n  on age 
d is tr ib u tio n  o f R h o d a m in e  W T  in  th e  p hysica l m o d el
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Three channels increase transverse mixing because a narrow width allows better y-axis control. 
Significant improvement was achieved in MHRT (1.39 d) when compared with experiment la  
without channels where the MHRT was (1.16 d). This advantage gained by using channels 
represents a 17% increase in hydraulic performance. The hydraulic efficiency correction factor 
(HECF = MHRT/NRT) was 0.71 compared with 0.57 for la  and 0.84 for Rla.
4.41 Visualisation of experiment 8
A series o f photos showing the dye-plume sequence obtained in three channels (without wind) 
within the physical model is presented in Plate 4.6a).
Photo a) shows the moment when dye is injected at the inlet device placed at the top of the first 
channel.
Photo b) shows the dye-plume movement 5 min after tracer injection. This plume is characterised 
by transverse-mixing and vertical mixing along the first 75cm length.
Photo c) shows the plume moving slowly to 0.5 m length in 10 min. It starts to rise up from the 
bottom to the middle layer.
Photo d) shows a plume moving at 1/3 of the depth (10 to 20 cm) below the surface. A very sharp 
peak is turning through the first 50 cm open gap. This arrived 35 min after tracer injection, which 
gives a calculated velocity of 3.14 mm/s (660 cm/35 min) in the first channel.
Photo e) shows the plume turning around the first bend very slowly, and it moves to the side 
opposite to the corner after 45 min tracer injection.
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a) Time = 0 min b) Time = 5 min c) Time =10  min
g) Time = 50 min h) Time: = 55 min i) Time = 60 min
d) Time = 35 min e) Time: = 40 min f) Time = 45 min
Plate 4.6a) Plume succession in the physical model from 0 min to 60 min after tracer 
injection using three channels with a 50 cm gap
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m) Time: = 95 min
k) Time = 70 min
n) Time = 105 min
j) Time = 65 min
Plate 4.6b) Plume succession in the physical model from 65 min to 120 min after tracer 
injection using three channels with a 50 cm gap between channels 1 and 2, and 2 and 3
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Photo f) shows the plume moving at 1/3 of the depth (10 to 20 cm) below the surface. This may be 
due to shear stress or pressure under the top layer because the outlet is placed at the top. For the 
remaining 2/3 of depth, shear stress is low or pressure is constant and threfore no movement is 
observed.
Photo g) shows eddies at the beginning of the second channel with a little back mixing to the gap.
Photo h) shows the plume advancing as a very sharp peak on the right side wall 55 min after tracer 
injection.
Photo i) shows the plume meandering and leaving dead zones at both sides, which is characteristic 
of movement of water in a sluggish river. Due to head loss caused by the open gap a variation 
occurs in the velocity reducing shear stress. Back mixing appears to fill the dead zones near the gap.
Photo j) shows how the back mixing makes the plume thicker close to the open gap as shown in 
Plate 4.6b).
Photo k) shows a thicker plume movement which produces a reduction on the velocity and the 
plume movement is more stable.
Photo 1) shows the moment when the plume arrived at the second gap, 90 min after tracer injection. 
It gives a theoretical velocity in the second channel of 2 mm/s (660 cm/55 min), almost half that of 
the first channel. Dead zones are observed on both wall-sides and a very sharp peak turning into the 
bend.
Photo m) shows a zoom view of the sharp peak crossing the second gap into the third channel.
Photo n) shows a slow-moving plume crossing the second gap; it took 15 min.
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Photo o) shows the plume advance into the third channel with a sharp peak on the inside wall. This 
plume arrived finally at the outlet after 207 min. It means a theoretical velocity o f 1 mm/s (660 
cm/117 min) is achieved in the third channel, being 1/3 of the first channel owing to head loss in the 
second gap. This third channel was different because no back mixing was observed except 1 m from 
the outlet, where eddies appeared.
4.42 Experiment 9: 25 cm end gaps
Due to dye leakage, which appeared underneath the channel-wall 1.5-m from both inlet and outlet- 
edges, minor changes were made to the width of channels as is reflected in Table 4.11, for this and 
subsequent experiments.
a) In the first 2.5 m from the inlet an additional liner, in blue, was added and the plastic liner was 
braced with wire to make the whole channel more uniform in width, except in the first meter 
adjacent to the inlet. The narrow inlet zone was maintained to encourage the balance and mixing, 
but nonetheless a plume still appeared at the bottom and was sustained along the length of the first 
channel. This advection peak dissipated 1 m into the second channel.
b)In the last 4 m of the third channel the liner was braced with wire to improve the cross-section 
uniformity.
The result of this experiment was compared with experiment 8 which had a similar configuration 
with inlet at the top and outlet at the top as shown in the sketches Figure 4 .13a) and b).
This experiment was carried out in June 2003. Water temperature varied between 19°C and 22°C.
Average flow rate was 12.19 ml/s and average depth was 34.0 cm, which produced a volume of 
1931 1. The time vs concentration curve is shown in Figure 4.13a). This age-distribution is different 
to that of experiment 8 and shows a much greater time delay of almost 9 hours, demonstrating that 
the reduced end of the channel gaps significantly reduces short-circuiting.
234
Chapter 4. Physical model experimental results G. Aldana
A large differences was noticed in the delays (ti/h = 0.229), and a more symmetric curve was 
obtained. Consequently, a lower dispersion number of 0.21 was obtained, characteristic of partially- 
mixed flow.
Significant improvement was achieved when the gap was narrowed. MHRT (1.64 d) was greater 
than in experiment 8 with a 50 cm gap MHRT (1.39 d). The advantage gained by using a narrow 
gap represents 18% increased hydraulic performance. The hydraulic efficiency correction factor 
(HECF = MHRT/NRT) was 0.90 compared with 0.71 in experiment 8.
T a b le  4 .1 1 . 3  C h a n n e l e x p e rim e n ts . M in o r  changes to  ch an n el c o n fig u ra tio n  b e tw een  ex p e rim e n ts
Change Exp. No 8 Exp. No 9 Exp. No 10 
and 19
Exp. No 11 and 20
End of 
channel gap
End of 
channel 1 
50 cm 
end of 
channel 2 
43 cm
End of 
channel 1 
25 cm 
End of 
channel 2 
25 cm
End of 
channel 1 
5 cm 
end of 
channel 2 
5 cm
Introduction of 
novel mid-length 
three baffles with 
5 cm end of channel 
open gaps.
Inlet and 
outlet liners 
added
V V V
Liner 
added to 
prevent 
leakage *
V V V
Liner cause 
naiTow inlet/ 
outlet
V wider wider
* a small amount of leakage was detected at inlet between channel 1 and 2
It should be noted that the replicate (R l) of experiment No 9 gave excellent agreement for the 
major hydraulic characteristics i.e, delay time, MHRT, HE% and dispersion number.
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0 Delays = 9h 8000
Tim e (min)
a)
F ig u re  4 .1 3 a ) and  b ). C o m p aris o n  o f th e  im p a c t o f 25  cm and  5 0  cm  gaps in  
channel in te rv e n tio n  on age d is tr ib u tio n  o f R h o d a m in e  W T  in th e  physical 
m odel
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4.43 Experiment 10
Experiment 10 was carried out with a 5 cm open gap at both bends. This experiment was carried out 
in July 2003. Water temperature varied between 19°C and a maximum of 25°C. Average flow rate 
was 11.02 ml/s and average depth was 32.3 cm, which produced a volume of 1835 1. The reduced 
volume was due to unbalanced flow because inlet/outlet liners (see Table 4.8). A time vs 
concentration curve is shown in Figure 17a). The age-distribution is very similar to that of 
experiment 9 and the maximum dye concentration of 30 ug/1 is also very similar. However, a large 
difference was noticed in the delay. The dye first exited at 12.25 hours (ti/h = 0.287). Overall the 
curve is less skewed than in experiment 9 and closer to plug flow. Consequently, a lower dispersion 
number of 0.18 is obtained.
A significant improvement was achieved by the 5 m gap. MHRT was increased to (1.78 d) while in 
experiment 9 with a 25 cm gap MHRT was 1.64 d. This represents a 9% increase in hydraulic 
performance. The hydraulic efficiency correction factor (HECF = MHRT/NRT) was 0.92.
4.44 Experiment 11
This experiment introduced novel baffles into each channel. It was carried out with baffles 
positioned at the mid-point in each channel, as shown in a plan view and cross section in the sketch 
in Figure 4.15a). The baffle material used was a plastic blind cut up in three pieces of 50 cm 
lengths and fixed to the walls to create a ‘U ’ shape diffuser baffle.
It was observed that the three baffle partitions promoted greater mixing in each channel. This was 
observed whilst the experiment was in progress as a darker red colour in each channel. However, 
there was no significant improvement in MHRT (1.51 d) compared with experiment 10 (MHRT
1.78 d). Delay time was also substantially reduced to 7.33 hours (ti/6h= 0.20). The dispersion 
number remained quite similar,; 0.20 which is characteristic of partially-dispersed flow. R l of 
experiment 11 also gave good agreement.
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0 Delays =  12.25 h
a)
Time (min) 8000
b)
Figure 4.14a) and b). Comparison of the impact of 5 cm and 25 cm gaps in 
channel intervention on age distribution of Rhodamine WT in the physical 
m o d e l
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F ig u re  4 .1 5 a ) an d  b ). C o m p aris o n  o f  th e  im p a c t o f 5 cm  an d  b a ffles  w ith  25  
cm gap in  ch annel in te rv e n tio n  on age d is tr ib u tio n  o f R h o d a m in e  W T  in the  
physical m odel
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4.45 Reproducibility of third group experiments
Replicates of experiments 9 and 11 were made to test reliability of the results. An ANOVA t-test 
was compared means to four experiments, two with 25 cm open gap and two, with a novel type of 
introduction of baffles. The results from the ANOVA test are shown in Table 4.12.
Table 4.12. Results from t-test ANOVA to compare reproducibility in third series of experiments
Experiment
Number
ANOVA
t-test
Variance Standard
Deviation
Average 
dye conc. 
(ug/1)
9 11.51 120.30 10.97 22.48
R l 7.86 67.29 8.20 16.06
11 13.03 87.14 9.33 22.36
R l 11.60 83.76 9.15 20.75
The results presented in Table 4.12 represent a remarkably small deviation for the variance with the 
exception of experiment 9. Good reproducibility is shown in this table and discrepancies may be 
accounted for by variation of flow rate. This provides good evidence of how channels can improve 
hydraulic performance in WSPs.
4.46 Concluding remarks on third series of experiments
A summary o f the most important results is presented in Table 4.13. This includes the average 
velocity (v = Q/(W* Depth); two non-dimensional numbers, the Reynolds number (Re = LWZ/((W 
+2Z) Qh v) and the Peclet number (1/d), which is analogous to the Reynolds number; water 
temperature; delay time; dispersion coefficient (D = v 1 d); finally indices of advective dispersion 
(ti/0h); and hydraulic efficiency correction factor (HECF).
Comparison is made between a reactor with three channels and a similar reactor without channels. 
Three experiments with varying gap at the bend of each channel (50 cm, 25 cm and 5 cm) were also 
compared. Finally, novel mid-channel baffles were installed in the channels and compared with 
previous configuration. The third series of experiments was done without wind effects.
• The results showed a significant improvement, even more than width-wise baffles; the best 
configuration was with the 5 cm gaps. Delay times ranged from a minimum of 4.3 hours to a
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maximum of 12.25 hours, which represented a large improvement in hydraulic efficiency within 
the physical model.
• Positioning length-wise channels within the physical model can increase average HECT to 0.84, 
13.5% more than with width-wise baffles (0.74). It is fair to recommend channels for use in 
WSPs in order to increase hydraulic performance.
Table 4.13. Summary of results from channel intervention with different gap opening.
E xperim ent
N um ber
W a te r
Tem p.
(°C )
Peak
arrived
(h)
Average
Velocity
(m/s)
Re
N u m b er
Dispersion
Coefficient
(D ) (m 2/s)
Pelet
num ber
M H R T
6h (day)
W 0h H E C F
50 cm gap
8 21.5 4.3 0.000111 16.31 0.001636 1.28 1.39 0.13 0.71
25 cm gap
9 20.5 9.0 0.000119 13.81 0.000484 4.76 1.64 0.23 0.90
Rl 18.5 9.0 0.000127 14.97 0.000519 4.76 1.49 0.25 0.87
5 cm gap
10 22 12.25 0.000113 12.52 0.000403 5.56 1.78 0.287 0.92
5 cm gap plus 3 baffles
11 20.5 5.33 0.000122 14.79 0.000504 5.00 1.51 0.15 0.84
Rl 20 7.33 0.000106 14.05 0.000439 5.00 1.59 0.19 0.78
• The installation of baffles which diffuse flow mid-way along each channel did not increase 
hydraulic performance.
• Reproducibility of hydraulic parameters is more accurate with channels than with open ponds 
because there is less liberty of movement along the y-axis.
• This series of experiments has demonstrated that with a narrow channel configuration 
hydraulic performance is increased as the gap between channels is reduced.
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Part 4. Physical model experimental results. Effect of the wind on the model pond.
4.47 Introduction
Part 4 presents results of wind effects with inlet/outlet centrally aligned, longitudinal and diagonally 
opposite in the physical model, and width-wise baffles and length-wise baffles. Wind was created 
by using a standard fan with a three-speed velocity control as explained in Chapter 3, in order to 
study whether or not wind can either compromise or benefit hydraulic efficiency in WSPs.
4.48 Plan Experiment
The plan of experiments for this fourth series of experiments and numbered 12, 13, 14, 15. 16. 17. 
18, 19 and 20, as is shown in Table 4.13.
Table 4.13 shows the experiment numbers and the various inlet/outlet arrangements and wind 
directions tested on the model. An average wind velocity of 0.25 m/s was generated over the 
physical model with the fan. The inlet/outlet arrangements were top-top (the most common) and 
top-bottom, which were the most highlight arrangements with width-wise baffles in the second 
group of experiments. One case was studied with bottom top arrangement.
Two replicates were made for solely two experiments in this section. To carry out the replicates 
identical conditions were attempted, but a little difference was recorded in the temperature and flow 
variation. However, a t-test of ANOVA was made to compare significance of mean and their 
reliability for each experiment. Reproducibility was tested by comparing the means between 
replicate experiments.
As previously the results are presented in the figures for tracer age-distribution, and an insert sketch 
is included of plan view and cross-section and the most important characteristics of the experiment. 
Several parameters are compared such as depth, dispersion number, average flow rate, NRT and 
MHRT. Other parameters are included to facilitate analysis including temperature, time a first peak 
existed (ti), advective flow dispersion index (ti/0h) and HECF.
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Table 4.13. Description of experiments 12 to 20 carried out in Part 4
Number Description Arrangement Inletposition
Outlet
position
Experiment 12
12 Wind blowing opposite to tbe inlet
Centrally aligned, 
longitudinal Top Top
Experiment 13
13 Wind blowing opposite to the inlet
Centrally aligned, 
longitudinal with width- 
wise baffle 1-m from 
outlet
Top Top
Experiment 14
14 Wind blowing opposite to the inlet
Centrally aligned, 
longitudinal with width- 
wise baffle 1-m from 
outlet
Bottom Top
Experiment 15
15 Wind blowing opposite to the inlet
Centrally aligned, 
longitudinal Top Bottom
Experiment 16
16 Wind blowing opposite to the inlet Diagonally opposite Top Top
Experiment 17
17 Wind blowing opposite to the inlet
Wind blowing opposite 
to the inlet Top Bottom
Experiment 18
18 Wind blowing opposite to the inlet
Intervention with 
length-wise baffle with 
5 cm gap
Top Top
R l Replicate of experiment 18
Intervention with 
length-wise baffle with 
5 cm gap
Top Top
Experiment 19
19 Wind blowing parallel to the inlet
Intervention with 
length-wise baffle with 
5 cm gap
Top Top
R l Replicate of experiment 19
Intervention with 
length-wise baffle with 
5 cm gap
Top Top
Experiment 20
20 Wind blowing opposite to the inlet
Intervention with 
length-wise baffle with 
5 cm gap & baffles
Top Top
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4.49 Experiment 12
This experiment was carried out with centrally aligned, longitudinal inlet/outlet arrangement, which 
is the most common arrangement being used in the world (EPA, 1983). It was run with wind 
opposite to the flow, which is the prevalent wind direction in the prototype in Lidsey.
Owing to our physical model being a depth-distorted model it is not recommended to use side-wind 
because it could produce erroneous results. This physical model is more accurate given the L/W 
ratio so it was decided to test wind condition either opposite or following inlet flow direction.
The age-distribution is shown in Figure 4.16a) and is similar to that of the same configuration 
without wind (Figure 4.16b). In both cases the dispersion number is high (>1). However, tending 
towards complete mixing.
In terms of MHRT (0.89 d) the wind effect reduced hydraulic efficiency as the MHRT was 1.16 d 
without wind. This represents 23% less hydraulic efficiency. The wind produced shear stress at the 
top surface layer and thus higher surface and return velocities.
These shear stress differences produce short-circuiting at the top layer (below 5 cm) which results in 
a lower mean hydraulic retention time. This phenomenon caused by wind in the top layer is known 
as entrainment law (Chu and Soong, 1997).
4.47 Experiment 13
The age-distribution is shown in Figure 4.17a). It is very different from that in the same 
configuration without wind (Figure 4.17b). Under the influence of wind all o f the dye is washed out 
the reactor in less than 3000 minutes.
MHRT was 0.67 d with the wind effect while it was 2.09 d without wind. Hydraulic efficiency, was 
therefore reduce by 68%.
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F ig u re  4 .1 6 a ) a n d  b ). C o m p a r is o n  o f  th e  im p a c t o f w in d  e ffe c t in  open  
m o d e l p o n d  on age d is tr ib u tio n  o f  R h o d a m in e  W T
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4.51 Experiment 14
This experiment was changed so that the inlet was at the bottom to see whether or not any 
improvement could be achieved. This was the same configuration as for experiment 4 (Figure 
4.22b) with a baffle placed 1 m from the outlet-edge, which showed the best hydraulic performance 
achieved in the second series of experiments.
The age-distribution is shown in Figure 4.22a). Again there was a large difference when compared 
with the same configuration without wind (Figure 4.22b). Without wind, the dispersion number 
was 0.25 whereas with wind it was 0.55.
The MHRT with wind was 1.05 d compared with on MHRT of 2.08 d without wind, representing 
50% less hydraulic efficiency. The position of inlet and outlet and the baffle also affect the 
hydraulic performance, either improving or reducing it. For example, inlet and outlet at the top, 
reduced hydraulic efficiency by 68% whilst inlet at the bottom and outlet at the top reduced it by 
50%. Hydraulic performance is therefore 18% less efficient when inlet and outlet are placed at the 
top and the baffle is 1 m from the outlet edge.
4.52 Experiment 15
This experiment was changed so that the outlet was at the bottom and the inlet remained at the top, 
to see whether or not any improvement could be achieved. The configuration was the same as for 
experiment 1 (Figure 4.23b) and was kept centrally aligned, longitudinal which achieved 68.7% 
hydraulic performance in the second series of experiments.
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Figure 4.19a) and b). Comparison of wind effect on centrally aligned, 
longitudinal arrangement without baffle
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Comparison o f experiment 15 and experiment 1 again demonstrates that the presence of an 
opposing wind reduced hydraulic efficiency from 67.8% in experiment 1 to 46.2% in experiment 
15. At the same time the dispersion number is increased from 0.25 to 0.30.
4.53 Experiment 16
This experiment was carried out with inlet and outlet diagonally opposite and wind blowing
opposite to the inlet. Both inlet and outlet were kept at the top to see whether or not any
improvement could be achieved. This was the same configuration as for experiment 2a (Figure
4.20b), which showed one of most inefficient hydraulic performances in the second series of
experiments (HECT = 0.51).
However, the influence of wind in this configuration does not seen to make the situation 
significantly worse and the hydraulic efficiency is marginally better (HECF = 0.49). The delay time 
is also increased to 2.65 hours, by contrast with the no wind condition, as is the dispersion number 
increased (0.55, compared with 0.3 without wind).
4.54 Experiment 17
This experiment was carried out with inlet and outlet diagonally opposite and wind blowing
opposite to the inlet. The outlet was moved to the bottom to see whether or not any improvement 
could be achieved. This was the same configuration as for experiment 2b (Figure 4.25b), which 
should one of the most inefficient hydraulic performances in the second series of experiments 
(HECT = 0.47).
The age-distribution is shown in Figure 4.25a). High mixing is evident (dispersion number = 0.60), 
and less advection flow and extensive back mixing are achieved under wind conditions. When the 
wind is not considered, this arrangement produces plug flow (dispersion number = 0.20).
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Experiment 
No: 2a
Diagonally
opposite
inlet ^
Plant view r>Cross section
1 w depth Q d NRT MHRT
660cm 86cm 36.8cm 11.83 ml/s 0.30 2.02 day 1.02 day
Diagonally 
opposite with 
wind blowing 
opposite in
Plan view Cross section
8 0 0 0
Time (min)
8 0 00
Experiment 
No: 16
1 w depth Q d NRT MHRT
660cm 86cm 36.5cm 12.06 ml/s 0.55 1.99 day 0.97 day
Time (min)
F ig u re  4 .2 0 a ) an d  b ). C o m p a r is o n  o f  w in d  e ffect on d ia g o n a l 
a rra n g e m e n t
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Although the MHRT (0.96 d) is not significantly different from the MHRT (0.89 d) without wind, 
nonetheless hydraulic performance was improved by 6% over that without wind.
4.55 Experiment 18
This experiment was carried out with three channels and a 5 cm open gap and wind blowing 
opposite to the inlet. Both inlet and outlet were placed at the top. The results were compared with 
those of the same configuration used in experiment 10 (Figure 4.22b), which gave a high hydraulic 
performance (HECT = 0.92). By contrast experiment 18 gave a much lower hydraulic efficiency 
(0.70) and a higher dispersion number (0.3) compared with 0.18 without wind. The delay time of 
experiment 18 is almost half of that without wind, suggesting that wind is assisting short-circuiting. 
This is also reflected in the reduced MHRT (from 1.78 d to 1.36 d).
4.56 Experiment 19
This experiment was carried out with the same configuration as the previous experiment (No 18), 
but with wind parallel to the inlet flow.
Owing to a slight dye leakage detected near the inlet under the dividing wall between channel 1 and 
channel 2, a new 5 m length of liner had to be installed before experiment 19 could be started. This 
was placed in the second (middle) channel from the mid-point to the second gap.
Two fans were set up at the inlet to produce wind blowing parallel to the three channels. The wind 
was calibrated using a hand-held Geopacks flow meter device with a modified propeller and 
measuring it at the mid-length of each channel. To achieve a 0.25 m/s wind velocity, it was 
necessary to calibrate down a flow meter range between 200 and 300 rpm. Fan 1 was set up to wind 
speed 2 and fan 2 to speed 1 because they were different ages. An electrical tape was used to cover 
the fans and block part of the wind current. The impact of parallel a) and opposite b) wind is 
compared in the tracer studies and is presented in Figure 4.23. The curves have similar 
characteristics and hydraulic efficiencies are also similar.
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Experiment
No: 17
Diagonally 
opposite with 
wind blowing
Opposite inlet^
Plan view -> Cross section
NRT- M HRT-----
660cm 86cm 33.3cm 12.24 ml/s 1.79 dav 0.96 day
Time (min)
8 0 0 0
F ig u re  4 .2 1 a ) an d  b ). C o m p a r is o n  o f  w in d  e ffec t on d iag o n a l 
a rra n g e m e n t w ith  in le t /o u tle t  v a r ia t io n
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4.57 Experiment 20
Experiment 20 was carried out with three baffles within each channel, 5 cm open gap and wind 
blowing opposite to the inlet. Both inlet and outlet were placed at the top. This experiment was 
compared with experiment 18 (Figure 4.23b) which had the same configuration and a 5 cm gap, no 
baffles and the same wind conditions.
During this experiment air temperature increased significantly, reaching 37°C being a top record for 
the last 10 years (August 2003). This increased the water temperature to 23.5°C, with 19°C 
minimum.
Algal growth increased considerably in the last two weeks (due to the high temperatures inside the 
glass-house), as attached growth (on the channel-wall) and as dispersed growth (at the surface). The 
dispersed growth at the surface produced a very thin layer, 2.50 m in length. This fine layer 
promoted a quiet zone, specifically at the end of the second channel and at the beginning of the third 
channel, which allowed all particles to congregate.
It is not the objective of this thesis to investigate the effect of the presence of chlorophyll on 
hydraulic performance. Therefore it is recommended that this phenomenon be researched in another 
thesis.
The age-distribution is shown in Figure 4.24a). The curve shows a tendency towards plug flow and 
the dispersion number is low (0.19). The most remarkable observation was that the three baffles 
hold back the dye-tracer for 8 hours, and then the dye is released in three increasing jumps. See also 
experiment 11.
The first jump is observed at 480 min after tracer injection. The second jump is seen at 1500 min 
after tracer injection and here the concentration is rises from 25 ug/1 to 32 ug/1. The third jump is 
observed 3200 min after tracer injection when the concentration rises from 15 ug/1 to 22 ug/1.
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F ig u re  4 .2 2 a ) a n d  b ). C o m p a r is o n  o f  w in d  e ffec t o ver channels  in te rv e n tio n
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When experiment 20 with opposing wind on channels and baffles is compared with the same 
scenario but without baffles (experiment 18) it is noted that baffles appear to support higher 
performance; 92% vs 70% efficiency. However in the absence of wind the channels plus baffles 
configuration (experiment 11) produces an efficiency of 84% and 78%. This suggests that the 
higher efficiency (92%) with wind opposite to the inlet is associated with higher wind driven 
missing efficiency in more subdivisions of the model, i.e; that sequential mixing in many 
compartments (6) is equivalent to plug flow (Marais, 1974). The opposite wind in two thirds of the 
channels may also hold back the dye tracer producing the 480 min (6h) delay. The combination of 
maximum delay time and low dispersion number produces high hydraulic efficiency.
4.58 Reproducibility of fourth series of experiments
Replicates were made for experiments 18 and 19 to test reproducibility o f results. They were 
compared using the ANOVA t-test in the four experiments, two with a 5 cm gap and wind blowing 
opposite to the inlet and the other two with a 5 cm gap and wind blowing parallel. The results from 
the ANOVA test are shown in Table 4.14.
T a b le  4 .1 4 . R esults fro m  A N O V A  t-te s t to  co m p a re  re p ro d u c ib ility  in  fo u r  g ro u p  o f  e x p e rim e n ts  18
an d  R l ,  19  an d  R l
Experiment
Number
ANOVA
t-test
Variance Standard
Deviation
Average dye 
conc. (ug/1)
18 wind opposite 15.84 161.84 12.79 28.56
Rl 13.31 88.93 9.43 22.74
19 wind parallel 11.98 71.18 8.44 20.42
Rl 6.63 31.18 5.58 12.21
The results in Table 4.14 represent a significant deviation for the variance due to the wind effect 
produced on the channel pond, but better reproducibility is shown in the average dye concentration 
in experiments 18 and R l, 19 and Rl. The different mean values are less significant compared with 
the first two series of experiments. As an example in experiments 19 and Rl (11.98 ug/1 and 6.63 
ug/1), the level of significance is greater than 6% (P-value >6.63).
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F ig u re  4 .2 3 a ) an d  b ). C o m p a r is o n  b etw een  d if fe re n t w in d  d ire c tio n s  o ver  
ch an n e l in te rv e n tio n
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F ig u re  4 .2 4 a ) an d  b ). C o m p a r is o n  b etw een  presence an d  absence o f  c e n tra l 
b affles  in  th re e  ch an n e l in te rv e n tio n  w ith  opposite w in d
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4.59 Concluding remarks 011 fourth series of experiments
A summary of the most important results is presented in Table 4.15. This table includes: averaged- 
velocity (v = Q/(W*Depth)), Reynolds number (Re = LWZ/((W +2Z) 0h v) and Peclet number 
which is analogous to the Reynolds number, water temperature, time first peak arrived, dispersion 
coefficient (D). Finally, some indices are defined: advective dispersion flow (ti/0h) and hydraulic 
efficiency correction factor (HECF).
The following conclusions are made regarding how wind can either increase or reduce WSPs. 
Comparison between experiments without wind and with wind were made in trials with centrally 
aligned longitudinal, diagonally opposite inlets and outlets, intervention with length-wise and 
width-wise baffles and introduction of novel baffles in the length-wise channels.
Overall the results show that wind reduces hydraulic performance in a range of configurations. 
However, one configuration (three channels with 5 cm gap between channels and novel baffles in 
each channel) produced a high hydraulic efficiency.
• It was noticed that length-wise baffles at least double the tracer delay (ti/0h over 0.13). This 
is a remarkable finding since the first advection peak is almost impossible to prevent in an 
open lagoon.
• The intervention with three channels and wind increases the hydraulic performance, by at 
least 20%. This is correlated with a reduced dispersion number (promoting plug flow). 
MHRT is increased, in comparison with that of other configurations.
• It was noticed that with three channel intervention the Reynolds number increased a little 
from 14 to 17. This is due to the length increase in three-fold time (19.80 m) and the velocity 
increase.
• According to the results obtained, wind on WSPs is rarely beneficial. However, two cases 
(experiments 17 and 20), with inlet and outlet diagonally opposite (TB) and three channels 
plus novel mid-point baffles, produced a better hydraulic performance. However an error of
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10% is expected on the results. In the second experiment, there is no doubt that wind 
contributed to the best performance as was explained above (HECF = 0.93, increase 23%).
Table 4.15. Summary of results concerning wind effects over different types of configurations
Experim.
Number
Water
Temp.
c o
Peak
arrived
00
Average
Velocity
(m/s)
Re
Number
Dispersion 
Coefficient 
(D)(m7s)
Peclet
Number
MHRT
eu
(d)
xi/Gh HECF
12 14 1.4 3.5518E-05 17.43 0.000258 0.91 0.89 0.06 0.41
Cross baffles
13 12.5 1.35 3.68939E-05 25.85 0.000124 2.22 0.67 0.08 0.32
14 18 2.1 3.00639E-05 16.73 0.000123 1.82 1.05 0.04 0.41
Open pond
15 8 4.17 3.89075E-05 16.62 7.7E-05 3.33 0.91 0.19 0.46
16 15.5
45
min
3.84199E-05 14.50 0.000172 1.82 1.04 0.03 0.52
17 11 30min 4.27404E-05 14.93 0.000169 1.67
0.96 0.02 0.54
3 channels
18 21 4.15 0.000112946 17.24 0.000668 3.33 1.36 0.13 0.70
R l 24.5 6.50 0.00011358 13.44 0.000627 3.57 1.74 0.16 0.90
19 18.5 4.30 0.000106422 17.24 0.00044 4.76 1.36 0.13 0.66
R l 19.5 8.33 0.000120718 17.33 0.000357 6.67 1.35 0.26 0.74
20 21.5 8.0 0.000107692 13.09 0.000422 5.26 1.87 0.18 0.93
• Reproducibility is more accurate when narrow channels are used because there is less 
degree of freedom in the y-axis. However, discrepancies appear due to major changes made 
while experiments were in progress i.e. setting up a liner at the inlet and outlet. This brought 
as a consequence unbalance in the flow rate.
A final summary of all experiments is presented in Table 4.16. It can be noticed that velocity 
increased when channels were constructed (experiments 8 to 11, and 18 to 20). Similarly, 
advection flow (ti/0h), increased when either length or width-wise baffles are set into the 
physical model. As consequence then is less advection flow and more mixing.
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5.0 HYDRO-3D METHODOLOGY
5.1 Introduction
Computational Fluid Dynamics (CFD) have been used in high-technology engineering (for 
example, aeronautics and astronautics) from the very beginning, and they are being used 
increasingly frequently in various fields of engineering where the geometry is complicated (Ferziger 
and Peric, 1999). CFD are finding their way into process, chemical, civil and environmental 
engineering. Optimisation in these areas can produce large savings in equipment and energy costs 
and a reduction of environmental pollution.
With specific reference to Waste Stabilisation Ponds (WSPs) CFD have also been used successfully 
to define the hydraulic retention time distribution. This can be obtained by plotting the 
concentration of the tracer at the outlet of a lagoon against time by running the CFD model for an 
appropriate number of time steps (Guganesharaj ah, 2001). The average retention time is obtained by 
determining the centroid of the concentration/time profile.
Most of the CFD research to date has been carried out with uncalibrated models because it is 
difficult to get adequate controlled data from full-scale lagoon experiments. The data used for the 
model validation must be collected during intensive diagnostic field studies. Only one CFD model, 
HYDRO-3D, has been calibrated with field data collected over more than 2 years.
An application of HYDRO-3D was developed jointly by CEHE at the University of Surrey in 
collaboration with Mott MacDonald, specifically for WSPs. HYDRO-3D is a CFD model, which 
has been successfully applied to water bodies including WSPs. The model can simulate the impacts 
of wind on hydraulic conditions and temperature on water quality parameters.
The HYDRO-3D suite models the spatial and temporal distribution of water elevation, current 
speed and direction, water quality parameters, movement of discrete buoyant particles and 
movement and dispersion of buoyant plume. Water quality parameters simulated include 
temperature, salinity, ammonia, nitrate, nitrite, orthophosphate, organic nitrogen, organic
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phosphorus, dissolved oxygen, biochemical oxygen demand, algae as chlorophyll-a, and faecal and 
total coliform bacteria together with two user defined parameters (Guganesharajah, 2001).
HYDRO-3D comprises a pre-processor, processor and post-processor. The HYDRO-3D pre­
processor has facilities to generate model grids using the pre-processing facilities in the ArcView 
GIS which includes network grid, 3D-bathymetry and topographic contour map.
HYDDRO-3D is in a constant state of development with the pre- and post-processors and processor 
itself being continually refined. However, these new routines in the ArcView environment are being 
tested and require further refinement before being used for complex systems. Therefore, the user 
should ensure that the latest version is available.
5.2. Calibrated Model Conditions
Calibration of computational models is required in order to produce simulations which accurately 
represent the reality in the field. However, field data collection is hard work and it may take several 
years to acquire an adequate data set for a full-scale system in terms of meteorological, tracer study, 
physical, chemical and faecal coliform die-off constants. Another two years will be necessary for 
further refinement of the computational model and to gain an in-depth understanding of the system. 
The difference between a calibrated and uncalibrated model is that the former at least has an 
agreement with the full-scale lagoon by using field data to test the computational model.
Two separate procedures are necessary for developing a model. One is the calibration, which is to 
‘tune1 the model to produce satisfactory agreement between the measured and modelled parameters. 
“This process involves the systematic variation of the model coefficients and the comparison of the 
model output against field data. During the calibration process, it is essential to perform sensitivity 
analysis on the coefficients to assess the relative importance of each coefficient in the result. The 
calibration will then be carried out by adjusting the coefficients in the model until the model output 
is in general agreement with the observations” (Mott MacDonald, 1991).
The other is the ‘verification’ which involves validating the model with an independent data set. If 
the validation fails, further scrutiny of the data used for calibration and validation is required to
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identify the cause of anomalies. During the calibration process, it is essential to perform sensitivity 
analysis on the coefficients to assess the relative importance of each coefficient in the result.
The HYDRO-3D mathematical program is being calibrated to validate the hydrodynamic and water 
quality model. For that, test data have been used from WSPs in Colombia, Mexico and England for 
the model testing. This stage is part of the functionality development of the CFD calibration 
methodology. A flow diagram for the HYDRO-3D calibration methodology is presented below 
(Figure 5.1) which shows the stages of development of the model.
5.3 To set up HYDRO-3D in a computer
HYDRO-3D is a mathematical program written in Fortran, which includes approximately 76 
subroutines to model the hydrodynamics and the water quality of either a simple or a complex WSP 
configuration. This mathematical program was applied successfully to WSPs in England and 
Mexico with model networks of over 12000 nodes to simulate flow and hydraulic particle retention 
time and discharge from outfalls in open maturation ponds.
Similarly, it has been used to simulate flow and hydraulic particle retention time in channelised 
maturation ponds, which have been constructed in a full scale lagoon with three channels, using a 
geomembrane wall divider. During this research the program has been tested in a smaller model 
network in the physical model, 660 cm long and 90 cm wide.
The HYDRO-3D program requires a high power computational processor. Currently a processor of 
475 MHz with a combination of 4 GB hard drive and 128 MB SDRAM provides enough memory 
capacity to mn the model. As complexity of the model increases, further computer power will be 
required i.e. a 40 GB hard drive and 512 MB SDRAM.
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The program HYDRO-3D should be set up in the computer using a mathematical compiler 
processor. Currently the compiler used to run the model is Salford Plato software. The common 
FT95 version of this software is compatible with Windows 98 software.
C F D  C A L IB R A T IO N  M E T H O D O L O G Y
Figure 5.1. CFD calibration methodology
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The executable version of the HYDRO-3D model is named ‘hyd3d.exe’ and is obtained by 
compiling the source code using the Salford Fortran 95 compiler. All the listed files are required to 
run the model and should be kept in a directory.
The model requires certain files to be produced externally as shown in the Table 5.1.
Table 5.1. Common files requested to run the HYDRO-3D model
F IL E D E T A IL S
Netw ork.h3d
Defines the model network, which include co-ordinates o f nodes, types o f nodes, nodes involved 
w ith  elements, etc
Boundary
Specifies change in  the boundary nodes, which includes change in water level at each time step. For 
WSP modelling water level stays the same.
In flo w
Defines the inflow/outflow within the boundary o f the network and includes two sections in  the file  
format, w ith the first defining the inflow  nodes and the second defining the temporal variation at the 
inflow nodes.
Postdat
Allows the user to extract data at any pre-defined location within the boundary o f the model. The 
extracted data are velocities and concentrations.
Drogdat
Used to simulate the movement o f drogues which are specified in the input parameters including the 
co-ordinates and time o f release o f each drogue at the inlet e.g. calculates the co-ordinates o f each 
drogue within the lagoon at the end o f each time/step.
C lid a t
Defines climatic data including wind speed and direction, air temperature, %  cloud 
cover, solar radiation and humidity from an on-line climatic field station.
Poldat
Defines the initial water quality, which include all parameters such as temperature, salinity, nitrogen 
and phosphorus cycles, B O D , C O D  and bacteriological conditions from the raw water o f the 
treatment works.
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Table 5.1 (continued)
F IL E D E T A IL S
In it-h yd
Defines the previous nm  as the hot start which is created at the end of every run and 
should be used i f  die user wishes e.g. typical use in modelling tidal boundaries as an open 
boundaries in which current velocities are known.
Ratecoef
Defines the decay rates (nitrogen, phosphorus cycles and faecal and total 
coliform) and temperature coefficients o f the pollutants to be entered in  the water 
quality model equations e.g. B O D  decay rate =  0.8 d'1
Gencoef
Defines the general coefficients and ratios in a parameter over an individual time step to be 
entered in the hydraulic model (H M ) and water quality model (W Q ) e.g. ratio o f ultimate 
B O D to B O D  =  1.80
Algcoef
Defines the growth o f algae and zooplankton coefficients, respiration rates and temperature 
coefficients, settling velocity to be entered in  W Q  model equations e.g. temperature 
coefficient for algae growth =  1.066
V aricoef
Defines the maximum variation in  a parameter over an individual time step, forcing a level 
o f stability into the model e.g. maximum allowed percent variation in B O D  =  0.15 %
Dispecoef
Defines the maximum dispersion (m2/s) in  a parameter over an individual time step 
e.g. B O D  maximum allowed dispersion =  0.1 m2/s
Hydres
Defines the primary hydraulic output file  which includes current velocities (x,y,z) over an 
individual time step e.g. vector velocity plot can be seen using the A rcV iew  facility
Polres
Defines the main water quality output which includes all parameters (chemical, physical and 
Bacteriological) over an individual time step e.g. FC  level concentration contours can 
be seen using A rcView  facility.
Contro l
Defines the run parameters which include several functions used within H Y D R O -3D
e.g. H M ,W Q , temperature, and buoyant particle (drogue) simulations. The number o f time
steps the model should run are defined in  this file.
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Several steps are required to run HYDRO-3D. A methodology summarising the development steps, 
is shown in Figure 5.2 as a flow chart for a fiill-scale or model WSP.
Bathymetry
Topography
contour
ArcView CIS —  
Network gric
ArcViewGIS
(bathymetry)
<------------------------------------- — N r
INTERFACE
Selection and definition oi 
stndy pond__________
Physical Dimensions Configuration
(Length, width, (shape and inlets
depth) &  outlets)
FEM (Irregular planar network)
CFD network in plan
HYDRO-3D
INPUT
PROCESSOR
RUN PARAMETERS
WATER QUALITY TO BE MODELLED ___
Drogue initial 
conditions/Sample 
node position
Inflow/outflow
data
Clidat(wind speed,w. direction,
solar radiation, 
cloud cover, air 
temp, humidity)
Network
Boundary
Initial water 
quality parameters
W- -POST PROCESSOR
ArcViewGIS (4 faces vector plots EXCEL(hydrauHc retention 
time curve)
ArcViewGIS (plume contour map)
P
R
E
P
R
O
C
E
S
S
o
R
Figure 5.2. CFD Methodology applied to W SP systems (Aldana & Lloyd, 2002)
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5.4 Pre-Processor
5.4.1 Network in plain
Once the selection and definition of the study pond has been made, the next step is to establish the 
pond’s configuration; this includes length, width and depth, which should define the irregular planar 
network. This the most important step for the model run. Therefore, the user should take care in the 
construction of the network grid.
The user should take special care to set up the same dimensions as the pond has in the field. The 
irregular planar network is normally generated by using the finite element method. Usually, several 
trials are needed before achieving the optimum irregular planar network which is more accurate as 
the values are close decimal zero.
Once the first phase has been completed, the user should move on to the next phase, which is to 
convert the irregular planar network into a HYDRO-3D network, which is a 3D network.
Currently an external FEM program is used to generate the grid plan for the model. This program 
was developed in Holland and written in Borland language. It comprises a few pages that are 
required to define the shape and subdivision of segments and regions. For shape, the user should 
write the co-ordinates (x and y) for each node. The resolution and link number between nodes and 
segments have to be written in the segment and region page, respectively.
The segments are the lines which define the regions. They are defined by the nodes. The regions are 
the areas and are defined by the segments. Segments and regions have their own resolution. It is a 
good practice to keep similar resolution for segments and region.
The user should adjust each resolution for each segment and region in order to find out which 
resolution produces better results.
The generated grid plan and the bathymetry data (depth for each node) are used by the program 
INTERFACE to generate the three-dimensional network for the HYDRO-3D model.
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5.4.2 3D grid network
A new grid needs to be generated in 3D to link with the HYDRO-3D program. This 3D network is 
built using the INTERFACE routine as was explained previously. Bathymetry data and the 
boundary data are necessary to build the HYDRO-3D network.
5.4.3 Bathymetry
HYDRO-3D has facilities within the ArcView GIS environment which allows 3D-bathymetry to be 
produced. This is an advantage because it allows the user to identify the area of the lagoon where 
the largest amount of sludge is deposited.
The on-screen prompt in the INTERFACE requires the user to provide the names: planar network, 
bathymetry and boundary. The boundary file is not required for WSP modelling. The 3D network 
can be displayed by using an output file from INTERFACE named network.h3d as shown in Table
5.2.
Table 5.2. Part of channel model 3D-network data created by INTERFACE routine
Total number o f layers 
5 4 4 —  Number o f layers 
354 < 4 - Number o f nodes
Layer ‘x ’ y ‘z s code boundary condition
1 1.74 7.29 100.50 104— border line (closed boundary)
2 1.74 7.29 100.11 7 4 — without x,y,z current velocities
3 1.74 7.29 99.72 7
4 1.74 7.29 99.33 7
5 1.74 7.29 98.94 7
355 4 - Number o f nodes
1 1.81 7.58 100.50 10
2 1.81 7.58 100.11 7
3 1.81 7.58 99.72 7
4 1.81 7.58 99.33 7
5 1.81 7.58 98.94 7
356
1 1.88 7.87 100.50 10
2 1.88 7.87 100.11 7
3 1.88 7.87 99.72 7
4 1.88 7.87 99.33 7
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5.4.4 Inflow and outflow data
The inflow data is provided by the INFLOW file, which includes all the definitions of the inlet and 
the outlet. These are co-ordinate locations for the inlet and the outlet or even various inlets; average 
flow rate (m3/s), average water temperature, which is considered to be constant for this case; 
rotation angle (0) in the x- or y- or z-direction of the inlet and time steps. The locations of the co­
ordinates (x,y,z) come from the post-processor software GIS. The node points can be seen and it is 
possible to get the right measurements on the HYDRO-3D network so that the inlets and the outlets 
are precisely located in the model.
The user should set up the inflow data by using a spreadsheet in the EXCEL program. Table 5.3 
illustrates an example of how the data should be input into HYDRO-3D.
T able 5.3 IN F L O W  file form at for defin ing inlets and outlets
4 ”^ Number of inflows/outflows
X y z 0x 0y 0z
1 119.76 -26.50 99.98 194 284 90 0.1
2 120.59 -23.06 99.75 194 284 90 0.1
3 121.17 -20.32 99.75 194 284 90 0.1
4 121.88 -17.83 99.75 194 284 90 0.1
Inflow 
0 1 | characteristic 
        J
1^ty^Time step 
Flow rats T em p era tu re
1 0.001 12 -1 -1 -1 -1 -1 -1 -1 . 1 i -1 -1
2 0.001 12 -1 -1 -1 -1 -1 -1 -1 . Time step -1 -1
3 0.001 12 -1 -1 -1 -1 -1 -1 -1 ■ details -1 -1
4 0.001 12 -1 -1 -1 -1 -1 -1 -1 -i -l i -1 -1
-1-■1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 0.001 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1 -1
2 0.001 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 ■1 -1 -1
3 0.001 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 •1 -1 -1
4 0.001 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
-1 ■1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
1 0.001 12 -1 -1 -1 -1 -1 -1 -1 -1 -1 ■1 -1 -1
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4.3 Climatic conditions
Climate data are entered into the CLIDAT file. They include the wind speed (m/s); wind direction 
(degrees); solar radiation (kcal/m2/h); cloud cover (%); air temperature (°C) and the humidity (%).
The user should set up the climate data by using a spreadsheet in the EXCEL program. Table 5.4 
illustrates an example of how the data should be input into HYDRO-3D.
Table 5.4. CLIDAT file format for defining climatic conditions
1 < — Time step Air
Temp.Windspeed
Wind
direction
Solar
Radiation
Clond
cover Hum
^ 2
2
280 55 0.5 11 65
2
3
280 55 0.5 11 65
2
4
280 55 0.5 11 65
2
5
280 55 0.5 11 65
2
6
280 55 0.5 11 65
The HYDRO-3D model requires wind direction from a zero reference point, which is the north 
direction. The user should take into consideration the wind direction precisely when the model is 
adhering to the local co-ordinate reference system.
The solar radiation should be the clear sky solar radiation taken from the HYDRO-3D Manual 
(Mott MacDonald, 2000) for the latitude and longitude of the location of the lagoon.
5.4.6 Control
This file is the main instruction to make the model run. The user should select which parameters 
should be run. The run parameters are mostly defined in the CONTROL file.
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In Table 5.5 the first line refers to the title to be shown in the output files. The second line refers to 
the functions within HYDRO-3D to be utilised, where T or F indicates the logical function which 
will be used (True = to be run, or False = not to be run). From the left they are: 1 ICHECK (output 
to screen), 2 STEADY (defined transient or steady state), 3 HYDSIM (hydraulic modelling), 4° 
POLUT (water quality modelling), 5 ALGAESIM (ecosystem), 6 TEMPS1M (temperature 
simulation), 7 SEDSIM (sediment simulation -  not currently available), 8 DROG buoyant particle 
(drogue modelling), 9 US1 and 10 US2 (modelling of user defined pollutants). The third line refers 
to the run time of the model. The model will be run from the start until the end grouping of time 
steps, i.e. with a grouping of time steps of 300 seconds so each time step is 5 minutes. An ‘end’ 
setting of 168 indicates that the model will have a simulation time of 168 hours, or 7 days. The 
hour, day, month and year values are used solely within the output files. The remaining times refer 
to the default mode files to be used. Where the naming of the inputs differs from the standard 
naming conventions, the names should be altered as shown in Table 5.5 (Mott MacDonald, 2000).
Table 5.5 CONTROL file format for defining simulations and modelling.
Lidsey South lagoon Waste Stabilisation Pond 
1 2 3  4 5 6 7  8 9 10
T F T F F F F F F F  
Start end 
Ih 168h 300s
1000.000 0.20 
1.2920
1.0000 
00.000 
0.0026 
year 
2002 
000. 
HYDRES 
POLRES 
POSTRES 
DROGRES 
file5 
file6
NETWORK.H3D
POLDAT
INFLOW
CLIDAT
B O U N D A R Y
file 12
Title
Functions (T: true; F: false) 
Grouping time steps
day month hour--. 
6 6 7
000. 0.00 0.00
Names of the input files
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5.4.7 Boundary conditions
This file specifies changes in the boundary nodes, which apply in cases where water level 
constantly changes e.g. sea, ocean and lakes. For WSPs this applicable when the water levels are 
controlled at the outlet.
5.5 Processor
The HYDRO-3D comprises a hydraulic module a water quality module. The first module simulates 
the hydraulic parameters such as velocities and head at nodes. The hydraulic parameters are used in 
conjunction with dispersion and reaction coefficients or die-off rate to simulate the water quality 
model.
5.5.1 Initial modelling, first method to consider
Once all the pre-processor data are entered into HYDRO-3D, it is almost ready to start to run. 
Before running the model eddy viscosity must be set so that HYDRO-3D can take account of this 
and make a calculation into its governing equations to achieve a zero residual. This is the energy of 
flow for which residuals may be a long way from zero eddy viscosity, so it needs to be adjusted, i.e. 
either increased or reduced during calibration stage of the model.
The procedure has to be done interactively to discover which eddy viscosity coefficient adjustment 
gives the best fit.
The user should open ‘edy-pond.for’ a file located in the main source HYDRO-3D program called 
FT95. This file is written in Fortran and allows the user to set up eddy viscosity values for different 
wind velocities with three different characteristics (conl, con2 and con3).
Characteristic 1 and 2 means that an eddy viscosity value is set to control energy in the body of the 
pond. Characteristic 3 means that an eddy viscosity value is set to control energy at the wall 
boundary of the pond. There are four wind velocity points: less than 1.5 m/s, 2.5 m/s to 4.0 m/s and
5.0 m/s.
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The user should select which wind velocity range affects their model. For example if the wind 
velocity of the model is 2.0 m/s the user should set up eddy values (conl and con3) for the first two 
wind velocity ranges (less than (LE) <1.5 m/s and LE <2.5 m/s) as is shown in Table 5.6. After that, 
the user should compile the main HYDRO-3D source writing ‘make’ instruction in FT95. Once the 
compiler has been successful the user should copy the ‘hyd.exe’ application into the right directory 
and the model run using the correct pathway.
Finally, the model is ready to start to run; the user should write ‘hyd3d ‘at the prompt and it will 
start to run, first using the compiler. The user should secure these four files: residual, file6, fluxres 
and polres which are not set into the user directory the first time. Otherwise, a warning message will 
appear on the screen advising that they must be removed. Three questions appearing on the prompt:
Firstly, it asks whether to create a sparse matrix (locdat.file). The user should write ‘n’ when it is 
the first run time. Secondly, the prompt asks for ‘enter’ to start a new run. Thirdly, the prompt asks 
whether the user wants ‘to use a hot hydraulic start’. This means, the user can take advantage of the 
dynamic data previously set in a file from field measurements such as velocity or flow discharge. 
Otherwise, the user can write ‘n’.
Chapter 5. Hydro-3D metliodology
Table 5.6. Eddy viscosity method to be applied to HYDRO-3D
IF
IF
IF
IF
IF
IF
IF
IF
IF
CON1=0.55 
CON1=0.57 
CON1=0.59 
CON1=0.60 
CON1=0.63 
CON3=l.5 
CON3=l.8 
CON3=2.0 
CON3=2.2 
CON3=2.4
C
C SUBROUTINE TO CALCULATE THE EDDY VISCOSITY COEFFICIENT
c
SUBROUTINE EDY_POND(ITEST,CONl) 
include 1to p .in c 1 
include ’common. in c '
NN=NFACE*N 
c DO 2000 K=1,N
IF (VWIND.LE.1 .5 )THEN 
co n l= l.0 
CON3=2.5 
IF (ITEST.EQ.l)
|ITEST. EQ.2)
ITEST.EQ.3)
ITEST.EQ.4)
ITEST.EQ.5)
ITEST.EQ.l)
ITEST.EQ.2)
ITEST.EQ.3)
ITEST.EQ.4)
[ITEST.EQ.5)
CON5=CONl 
con4=con3 
CON2=CONl 
CON6=CON2 
ELSEIF (VWIND.LE.2 .5 )THEN 
conl=0.00048355 
CON3=0.60105 
IF (ITEST.EQ.l!
[ITEST.EQ.2 
ITEST.EQ.3 
ITEST.EQ.4 
ITEST.EQ.5 
ITEST.EQ.1 
ITEST.EQ.2 
ITEST.EQ.3 
ITEST.EQ.4 
[ITEST. EQ.5[
CON5=CONl 
con4=con3 
CON2=CONl 
CON6=CON2 
ELSEIF (VWIND.LE.4 .0 )THEN 
conl=0.0507 
CON3=3.9
IF
IF
IF
IF
IF
IF
IF
IF
IF
CON1=0.00048356 
CON1=0.00048357 
CON1=0.00048358 
CON1=0.00048359 
CON1=0.00048359 
CON3=0.60108 
CON3=0.60111 
CON3=0.60115 
CON3=0.60118 
CON3=0.60121
IF (ITEST.EQ.1) CON1=0.052
IF (ITEST.EQ.2) CON1=0.053
IF (ITEST.EQ.3) CON1=0.054
IF (ITEST.EQ.4) CON1=0.055
IF (ITEST.EQ.5) CONl=0.056
IF (ITEST.EQ.l) CON3=3.9
IF (ITEST.EQ.2) CON3=3.9
IF (ITEST.EQ.3) CON3=3.9
IF (ITEST.EQ.4) CON3=3.9
IF (ITEST.EQ.5) CON3=3.9
G. Aldana
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5.5.2 Hydrodynamic modelling
5.5.2.1 Run parameter
Run parameter processor, this involves the inputs, as discharges into the model in order to analyse 
the hydrodynamics of the model. This processor works with data set up in the pre-processor such as 
clidat, inflow, postdat and network.h3d. To activate this processor the user should set up ‘true5 in 
the third column in the control file as well as in the first column. The rest of the columns must 
remain set at ‘false’ as shown in Table 5.5.
5.5.2.2 Current problems in starting run parameter processor
If warnings appear on the screen, the user should read then carefully and then try to make 
corrections as indicated on the warning. However, sometimes the program stops if it lacks specific 
information when reading from the network.h3d file.
A common problem is the incorrect location of co-ordinates (x, y and z) of inlets and outlets. If the 
case of incorrect local reference co-ordinates the user can view the node points co-ordinates by 
using a facility in ArcView GIS in order to find out the right measurement. The user should then 
correctly set up those node points co-ordinates into an inflow file.
Another common problem, is when the program starts to produce the locdat.hyd file and then stops. 
This means, that HYDRO-3D does not have adequate space to create the sparse matrix. The user 
should go to the main source FT95 and find a file called ‘common.inc’, which allows changes to be 
made to increase the number of nodes, prisms and links. Similarly the number of node links with the 
hydraulic and upper matrix can be increased.
The user should check that the network.h3d file is written down from previously INTERFACE in a 
correct format, i.e. if the network.h3d file has been exported from EXCEL, a problem always 
appears. If the problem persists, it is good practice to remove this file and re-start from 
INTERFACE to produce a new 3D-grid or network.h3d file.
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It is good practice first of all to display the network 3D through ArcView GIS. This allows the user 
to see clearly all information referring to co-ordinate points, code of the face, number of nodes, 
number of prisms and number of links. This a powerful tool which ought to be used.
5.5.2.3 Current vector plots
The main outputs of the hydrodynamic modelling are the retention time curves and the current 
velocity vector displays using Arcview GIS. This tool was developed jointly by University of 
Surrey and Mott MacDonald Ltd and allows the HYDRO-3D to be linked with GIS and display 
files such as hydres. This file contains the current velocity values calculated by HYDRO-3D. The 
program is named ‘hyd3d.apr’ in Arcview GIS.
The procedure consists of plotting a velocity value for each node for four different layers. Because 
HYDRO-3D is a three-dimensional program it allows the calculation of current velocities at 
different depth-layers. The user can request this when the INTERFACE program is used to create 
the network.h3d file.
The script developed allows the user to select the layer that they want to be displayed and to scale 
down the arrow-vector according to their preference. It also allows the user to choose the time step 
that they want to be displayed. The user should take care to set up the right time step at the prompt, 
otherwise it will be missed and a warning appear on the screen. An example extracted from the 
physical model network showing the current velocities is shown in Figure 5.3.
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Figure 5.3. Current velocities plot for a three channel physical model from HYDRO-3D.
5.5.3 Water Quality modelling
Another output is Water Quality (WQ) which refers in this thesis to chemical, physical and 
bacteriological sewage parameters.
This is the second main internal software of HYDRO-3D which involves several files mentioned 
earlier such as inflow, Clidat, Poldat, Polres, Postres, Dispcoef and Ratecoef. Once the 
hydrodynamics have been completed successfully, the Water Quality can be examined. In terms of 
chemical, physical parameters such as temperature, salinity, nitrogen and phosphorus cycles, BOD 
and COD as well as bacteriological, parameters, which are faecal and total coliform. Similarly, this 
file include types of algae such as chlorophyll-a, zooplankton. Poldat is the initial data file to run 
Water Quality modelling.
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To activate the Water Quality processor, the user should set up ‘true’ in the fourth column in the 
Control file. If they wished he can deactivate the hydrodynamic processor by setting up ‘false’ in 
the second column. This should save computer time because ‘hydres’ is not displayed. An 
instruction called ‘runl’ allows the user to delete the ‘hydres’ file from the user directory and run 
solely WQ. However, the user should re-name the ‘hydres’ file for safety, otherwise there is a risk 
of losing it.
The user should set up data for selected pollutant parameters in a spreadsheet format as is shown in 
Table 5.7. This includes the majority of the common pollutants found in raw sewage. The user 
should set all pollutant data at least in the first layer and for the first time step as well. The user 
should be sure includes the same number of nodes as there are on the network.h3d file.
If a particle tracking and retention time profile is required it is necessary to use the ‘Polres’ file 
located on the ’User’ file. This ‘caught’ the concentration values for each prior time step which 
have been defined on the ‘User defined 1’ or ‘User defined 2’ files available on the ‘Poldat’ file. 
The concentration values are produced for the same time steps e.g. 600, 900 or 1200 seconds. The 
time steps should set up at the ‘Control’ file in the second row and the last column. The hydraulic 
retention time profile is displayed by using external EXCEL software.
To set up the ‘User defined 1 or 2 ’ data on the ‘Poldat’ routine the user should put a value of zero 
for all the rows separately either in ‘User defined 1’ or ‘User 2’ as shown in Table 5.7. If the user 
wishes to run both ‘User defined 1 and 2’ at the same time e.g. either as conservative tracer such as 
a dye, or non-conservative microbiological tracer, the user should set up the data in both columns at 
the same time in the file ‘Inflow’.
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Consequently, the user should put the same concentration value in the file ‘Inflow’ at time step two. 
The concentration value should be set up either as ‘User defined 1’ or ‘User defined 2’ solely in the 
inlet row in order that HYDRO-3D can recognise the particle to be traced.
HYDRO-3D can also model the water quality of the WSP in terms of faecal (FCOL) and total 
coliform (TCOL) removal. The user should set up the values of FCOL and TCOL in the fifth and 
sixth columns of the ‘Inflow’ file at the second time step, solely in the inlet row.
If desired a plume contour map from particle tracking can be displayed using the external ArcView 
GIS software or SURFER software. The ArcView GIS software can be used to view the 
‘network.h3d’ file which is an advantage because node details such as co-ordinates, types of nodes, 
etc can be obtained at any location within the boundary of the model. It can also be used to display 
the topographic contours.
5.6 Post-processor
The HYDRO-3D post-processor comprises two external software programmes, EXCEL and 
ArcView GIS. The hydraulic retention time curve is available to be plotted by EXCEL software 
using output data obtained in the Postres extension file for different time steps for the model run. 
The current velocity vectors in u, v and z  are available to be retrieved by ArcView GIS software 
using a ‘hydres’ extension file for ’n’ different layers of depth.
5.6.1 Facilities withiii ArcView GIS Environment
HYDRO-3D has facilities to link with ArcView GIS via a program called MASTER. This program 
was developed by Mott MacDonald in 2000 and allows the user to create several programs such as 
Element Generator, Hydraulic Extractor, Network Reader, Network Writer, Point Generator and 
Pollutant Extractor.
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The element Generator program takes a point theme and generates a triangular mesh, which can be 
used to create a new network file from HYDRO-3D. The positions of the points in the point theme 
will ultimately be the node locations for the three-dimensional hydraulic model.
The hydraulic Extractor program takes HYDRO-3D hydraulic result file called ‘hydres’. The user is 
asked to define the number of time steps, for which vector plots are to be exhibited. For a 
HYDRO-3D vector plot it is necessary to know the time steps and number of faces.
The network Reader program reads in the HYDRO-3D network file and creates a theme containing 
the nodes (points). A theme contains the elements (polygons) derived from the tables which contain 
all of the features of each of the elements and nodes.
The network Writer program takes a node file, read by using the network reader program, and 
extracts the correct bathymetry from a selected grid theme. The user is asked to define the number 
of layers and the water surface level. The user is also asked if they would like to fix the level o f any 
of the layers and which minimum thickness of layers is allowed before switching to equal layers as 
default.
The point Generator is a routine which generates a series of points within an area defined by the 
boundary polygon theme and island polygon theme (if required). A routine is also available for 
numbers of nodes for optimum performance when run through the Element Generator and 
HYDRO-3D model.
The pollutant Extractor takes a HYDRO-3D pollution results file called ‘Pokes’ and asks the user 
for the time step of water quality determinant; similarly time steps and faces are required. This 
program produces a concentration plot to the coordinates required. For the program to work 
properly a grid file representing the boundary, where every cell inside the boundary has a value of 
1, should be generated. This can be achieved by connecting the boundary links into a single 
polygon, and converting the polygon to a grid with a value of 1 inside the polygon. The current 
document should be viewed before running the program.
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Table 5.7. Typical water quality ‘poldat’ data file set up in HYDRO-3D
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5.6.1.1 Network grid
Several steps must be executed to generate the network grid in ArcView GIS. The user should click 
MASTER program for a new project in the top menu and then should select the ‘View’ option. The 
screen will show the main GIS menu including HYDRO-3D as shown in Figure 5.4. The user 
should select ‘read network’ to conclude the first step of this procedure.
Link di s hp 
Vt V#o» f1tc9f oal«30.>hp
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Figure 5.4. Typical menu bar of MASTER program showing HYDRO-3D main menu.
The second step shows a new screen within the GIS environment with two windows. The user is 
asked to load the name of the HYDR0-3D file. The user should select the main path to find it e.g. 
c:\lidsey\usermis and select the network.h3d file. The user is asked three questions in the dialogue 
box: names of the node, element and link, to which the answers are e.g. node l, element l and linkl. 
After completing this part the user should expect the creation of a new network. This step takes a 
while e.g. a 2500 nodes network takes approximately 40 minutes to generate in a computer of clock
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speed 450 MHz. The corresponding processing time in a computer of clock speed 2.8 GHz is 10 
minutes.
Finally, the user should display the number of nodes in the network by selecting in the top menu 
‘View’ and clicking ‘Theme’ in the auto label box. The user should select node no in the dialogue 
box and follow a similar procedure to display the elements and links of the network.
These facilities are an advantage because they allow the user to find precisely any node location in 
which they are interested. If the user wishes to identify the inflow points, they can be added by 
clicking the ‘View’ option and using ‘Add Theme’ for a specific table provided they have been 
previously prepared in text format.
5.6.1.2 3D-bathymetry
3D-bathymetry can also be displayed by using ArcView. This is a powerful tool for varying bed 
levels providing a spatial distribution plot of bathymetry such as sludge distribution patterns on the 
flow of ponds.
Several steps are needed in order to create the bathymetry data from HYDRO-3D. Step 1 the user 
should create a text file giving the x-, y- and z-co-ordinates (text file should be saved as a file with 
TAB delimited), e.g. Bathy.txt
X y z
25 15 98.8
22 10 98.7
Step 2: the user should create a text file (node.txt) defining the nodal points and its co-ordinates 
either from FEM program file (fen extension) or from the HYDRO-3D (network.h3d) file, if the 
network has a scale factor.
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Node X y
1 20 100
2 25 95
Step 3 the user should select Table in ArcView and click ‘Add’ in the top menu. Then the user 
should select Delimited Text file and retrieve both files created under the first and second steps.
Step 4: the user should select ‘View’ and double click ‘Add Theme’. Then the user should select 
Bathy.txt in the dialogue box. The user should repeat previous steps to define a theme for Node.txt
Step 5: the user should select Bathy.txt by clicking on the theme. Select ‘Surface’ in the menu and 
click ‘Interpolate Grid’. This operation will create a spatial distribution plot of bathymetry.
Finally, the user should create a table to be exported and linked with the INTERFACE program. For 
that, the user should select ‘Node.txt5 by clicking the event theme. Select ‘Analysis’ in the menu. 
Click ‘Summary Zones’. Pick field as Node in the dialogue box. The user should cancel the 
statistics dialogue box. A table will appear in the screen and the mean value will represent the 
bathymetry at selected nodal locations.
To export the table the user should select ‘File’ in the menu and export the table as a delimited text. 
This file can be retrieved using Excel, and a *.prn file with node number and bed level can be 
created to be used with the INTERFACE program in HYDRO-3D.
5.6.2 Facilities using EXCEL
EXCEL is the other program that HYDR03D-3D requires to plot graphs such as tracer 
concentration and time for each time step. From this graph, the user is able to obtain the mean HRT 
and, if desired, the dispersion number can be calculated.
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The user should get the concentration values (UN. /m3) from the ‘pokes’ file as explained earlier. 
Concentrations should be taken from the last column (user defined 2) and the time can be set up for 
each time step i.e. 10 min, 288 time steps are equivalent to two days.
The computer is run for two or three days continuously and produces concentration values for each 
time step. Once Water Quality modelling is completed the user should open the ‘pokes’ file from 
EXCEL and plot concentration versus time.
This is a powerful tool because it allows the user to compare results (MHRT) predicted by 
HYDRO-3D with tracer studies carried out in the field. Similarly, this stage can be useful for WSP 
design, because it allows the engineer to design by setting all the data previously in HYDRO-3D 
and predict the required MHRT in the lagoon as is shown in Figure 5.5.
Figure 5.5. Comparison of MHRT profiles obtained from prototype, physical and 
computational models
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5.7 Concluding remarks
The following conclusions are made with reference to the HYDRO-3D methodology:
• Even nowadays with frill technology available throughout the world, WSPs continue to be 
designed using traditional formulae and NRT = Volume/ Q. These old design equations lack 
recognition of the impact of wind on water pressure and velocity. This is one of the main 
reasons why WSPs fail to perform to specification another main reason is that NRT grossly 
underestimates MHRT.
• The HYDRO-3D computational mathematical model emerges as an alternative for design. 
This is a very powerful tool, which involves every design parameter including wind velocity 
and wind direction and the 3D-continuity equation. Two powerful processors allow the user 
to simulate the impacts of wind on hydraulic conditions and of temperature on water quality 
parameters for water bodies, including WSPs.
• Since the majority of Computational Fluid Dynamic models were set up as 2D models and 
have not been tested (calibrated) with real data their use is not recommended. By contrast, 
HYDRO-3D has been calibrated for four years with full-scale lagoon data. This model 
produces verifiable results (velocity vector and magnitude, concentration and time profile) 
when applied to WSPs.
• HYDRO-3D is not a simple package because it requires extensive knowledge in different 
fields such as Fortran, fluid mechanics, Excel and Arcview GIS. It is specifically addressed 
at civil/environmental and hydraulic engineers. This is a disadvantage for untrained users. 
However, the popularity of WSPs has increased over the last two decades and they therefore 
merit more professional design approaches. A user manual for the applications of HYDRO- 
3D is in preparation.
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• The HYDRO-3D mathematical model was developed jointly by University of Surrey in 
collaboration with Mott MacDonald Ltd. Five Ph.D. theses were involved in producing its 
calibration and validation in different places of the world.
• The HYDRO-3D mathematical program is undergoing constant development to improve the 
hydrodynamic and water quality calibration. For that purpose test data have been used from 
WSPs in Colombia, Mexico and England for the model testing. This stage is part of the 
functionality of the CFD calibration methodology.
• One of the most remarkable recent achievements made in HYDRO-3D was the development 
of the user link with Arcview GIS. This was a very slow procedure, which needed four years 
to be completed. However, it is an advantage that this model in all its stages now incorporate 
a pre-processor, processor and post-processor. This allows ponds to be displayed in their true 
geographic environment and the full analytical functionality of ArcView GIS to be utilised 
together with the foil functionality of HYDRO-3D.
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6.0 APPLICATION OF HYDRO-3D
6.1 Introduction
This chapter is concerned with the application of HYDRO-3D, describing the particular case of the 
Lidsey South three channels lagoon. The South lagoon had an engineering intervention for the 
construction of three channels in order to increase MHRT and water quality at the outlet of the 
lagoon. The research study was carried out in the field to optimise the bacteriological performance 
(Bracho, 2003).
There are many well researched papers on the hydraulic behaviour of WSPs, but it is very rare to 
find one discussing a three channel lagoon. Different methods were used in the field investigation. 
One method was to use a dye-tracer which allows visualisation of the movement of the plume. 
Another method was to use buoyant objects (oranges) to study the superficial dispersion affected by 
the wind shear stress (Bracho, 2003). Third method used drogues, comprising wooden sticks with a 
weighted orange at one end, which allowed the study of the movement in the water at predefined 
depths (Bracho, 2003).
The challenge of HYDRO-3D was to simulate three channels, each channel 122.4 m in length, 4.65 
m in width and 1.0 m in depth. At the beginning of this thesis (2000) the author did not have 
experience in computational modelling. Additionally, the dimensions of the channels required a 
model network constructed of over 9000 nodes. Such large model requires a very high specification, 
computer and it was difficult to obtain the budget for this from the School of Engineering.
Therefore, it was decided to start by modelling a small model component i.e. the first channel of 
Lidsey South lagoon in order to gain experience and understanding of the process and the 
calibration method.
In this chapter the details of the methodology to simulate one channel using HYDRO-3D as pre­
processor, processor and post-processor are described.
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6.2 Case study: First channel in the South lagoon at Lidsey
The HYDRO-3D model was applied to Lidsey’s WSP to simulate flow, hydraulic and particle 
retention time, and discharge from outfalls for the South lagoon. The Lidsey treatment works 
comprises percolating filters, humus tanks and three tertiary maturation lagoons located at the co­
ordinates Eastings 945 m, Northings 032 m as shown in Figure 6.1.
F ig u re  6 .1 . M a p  o f  L id sey  sewage tre a tm e n t w o rk s  in  S outheast E n g la n d  show ing  N o r th , C e n tra l and  
S outh  m a tu ra t io n  lagoons.
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The South lagoon had an engineering intervention in 2000, dividing it into three channels with a gap 
at the end of each channel in order to investigate hydraulic retention time, hydraulic patterns, dead 
zones and short-circuiting areas. The first aim was to find out whether or not dead zones and short- 
circuiting can be diminished by using channels in order to improve the performance efficiency 
regarding faecal coliform removal. The second aim was to determine an optimum geometric design 
at the gap at the end of each channel e.g. a tube, open columns, baffle plate or a smaller open area, 
by using the HYDRO-3D model.
The flow from the humus tank of the percolating filters is fed by a 20” diameter steel pipe to a 
distribution box in the lagoons equipped with adjustable gates. This provides for coarse adjustment 
of flow to the three lagoons. Fine adjustment of flow to each lagoon was achieved by raising the 
level of a 90° V-notch weir in front of the inlet to each lagoon. The flow into each lagoon is split in 
two by a flow divider distribution block. The left discharge spreads towards the triangular wall 
division as shown in Figure 6.2.
F ig u re  6 .2 . In le t  s tru c tu re  an d  ch an n e l w a ll a t L id sey  sewage tre a tm e n t w o rk s  S outh  lagoon. 
N ote: T h e  fin a l section o f  th e  ch an n e l w a ll d iv id e r  is n o t ye t in  p lace.
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6.3 Discretisation of the first channel
In the first instance it was thought that it would be possible to model all three channels together 
as shown in Figure 6.3, but due to the large number of nodes in the grid only one channel could 
be modelled. Three channels require about 9000 nodes, rather than 2918 nodes for one channel 
so it requires a high power computer to model the whole pond. In the future all three channels 
will be modelled as one exercise. The channel which has been chosen is the North one, next to 
the inlet, as shown in Figure 6.3.
Figure 6.3. Plan view of three channel lagoon at Lidsey sewage treatment works (not to 
scale)
6.4 Pre-processor
6.4.1 Construction of Network Grid
Two phases are considered in this stage: the generating of the irregular planar network grid and 
the generating of HYDRO-3D network.
6.4.1.1 Irregular planar grid
The FEM grid generator only allows the definition of equal nodal spacing in the x- and y- 
direction in the Cartesian co-ordinate system. In order to circumvent this problem a distortion 
factor can be used either in the x- or y-direction, which is readjusted to the original value by the 
program INTERFACE when the three-dimensional model network is generated. This flexible 
arrangement allows the definition of sufficient nodes across narrow channels by minimising the
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overall nodes required for the model.
— H45 l«-
Note (1) Units in cms
(2) Values in box are adjusted X co-ordinate
Figure 6.4. South lagoon sketch with the adjusted factor for the x-co-ordinate times a 
factor of 4
The plan area of the South lagoon is shown in Figure 6.4 and includes an inlet chamber, a 
diversion wall to direct the flow to the North channel, three channels and an outlet chamber. The 
overall objective is to develop a single model for the lagoon on a modular basis. The first stage 
is to develop a model for the North channel and part of the second channel as shown in Figure 
6.5. This component of the study is currently being developed and tested. The details of the 
model are described below.
The segments are the lines and are defined by the nodes. The regions are the areas and are 
defined by the segments. They have their own resolution. Node and region numbers which were 
chosen for the channel exercise are shown in Figure 6.5. It is good practice to start numbering 
from the outlet site and in anti-clockwise sequence. The maximum number allowed by the FEM 
program for the segment and region numbers are 100 and 50 respectively.
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233 250
560
375
375
12240
6120
2
Note: (1) Units in cm
(2) Values in box are adjusted X co-ordinate
Figure 6.5. Definition of nodes and regions in the channel with the adjusted factor for x- 
co-o-ordinates times a factor of 2
Eighteen nodes, 20 segments and 4 regions were defined for the model. They are described in 
Tables 6.1, 6.2 and 6.3. The segments definition was arranged as shown in Figure 6.6. The FEM 
model has the option to define nodes as fixed locations. This facility tests and defines the model 
network to fit with the model boundary accurately and allows one to change the model spatial 
resolution. The x- and y-co-ordinates for the fixed nodes are shown in Table 6.1.
In the same way, the segment data were set up with spacing (resolution), number of fixed nodes 
and node numbers as shown in Table 6.2. Spacing varied between 50 maximum and 30 
minimum resolution which means that the grid has an active node of approximately 1 m2 in 
comparison with the full-scale channel.
Finally, the regions were defined in Table 6.3 with spacing varying from 30 to 50 i.e. the same 
as the segments, in order to keep the same resolution as for the boundaries. It is also necessary to 
specify how many segments there are and the numbers of segments as shown in Table 6.3.
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Note: (1) Units in cm
(2) Values in box are adjusted X co-ordinate
Figure 6.6. Definition of segments in the channel with the adjusted factor for x-co-ordinate 
times a factor of 2
T a b le  6 .1 . C h a n n e l m o del n o d a l co -o rd in a tes  re q u ire d  to  set up F E M  g rid .
Node Number x co-ordinate y co-ordinate Factor times co-ordinate
1 0 750 2
2 50 750 2
3 233 375 2
4 633 375 2
5 633 833 2
6 433 833 2
7 233 838 2
8 433 838 2
9 5587 838 2
10 5787 838 2
11 6120 0 2
12 6373 0 0.18
13 6373 1220 0.18
14 6123 1220 2
15 6123 1310 2
16 5587 1310 2
17 433 1310 2
18 0 1310 2
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Table 6.2. Channel model segment data required to set up FEM grid.
Segment Spacing N u m b er o f fixed Nodes Node num bers
l 30 2 1 2
2 30 3 2 3 4
3 30 2 4 5
4 30 2 5 6
5 20 2 6 7
6 30 2 7 8
7 40 2 8 17
8 30 2 17 18
9 30 2 18 1
10 40 2 8 9
11 40 2 9 16
12 40 2 16 17
13 30 2 9 10
14 30 2 10 11
15 30 2 11 14
16 30 2 14 15
17 30 2 15 16
18 50 2 11 12
19 50 2 12 13
20 50 2 13 14
Table 6.3. Channel model region data required to set up FEM grid.
Region Spacing Number of Segments Segment numbers
1 30 9 1 2 3 4 5 6 7 8 9
2 40 4 7 10 11 12
3 30 6 11 13 14 15 16 17
4 50 4 15 18 19 20
The data shown in Tables 6.1 to 6.3 were used in the FEM program to generate the model grid in 
plan. The total number of nodes was 2918 and the total number of elements was 5377, set up in 
an output f36.fen file as shown in Figure 6.7.
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29l8nodM 5377 eltmtiro
boundary
Figure 6.7. Triangular irregular multi-connected grid for channel lagoon at Lidsey
A very fine grid was obtained with 25 nodes at the overflow inlet weir region as shown in Detail B 
in Figure 6.7. Similarly, a fine grid was obtained with seven nodes at the bend as shown in Detail A 
in Figure 6.7. The channel-length has 12 and 16 nodes in the middle and at the end, respectively.
6.4.1.2 3D grid network
A new grid needed to be generated in 3D to link with the HYDRO-3D program. This 3D network 
is built using the INTERFACE routine as was explained in Chapter 5. A few stages are necessary to 
build the HYDRO-3D network. These include the bathymetry data from Lidsey South lagoon and
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the boundary data. Two surveys of bathymetry were held, the first for the existing system prior to 
the intervention (2000) and the other after the intervention was completed (2002).
Eight bathymetric rows were surveyed along the South lagoon using a boat and the White Towel 
method. Four rows in the North, and four in the South channel were surveyed separately with 1.15 
m along the y-axis from the embankment edge on both sides. The surveys were done for 12 points 
separated by 10 m along the channel lagoon. Access to the middle channel was difficult due to the 
presence of supports for the wall lines in the channel. Therefore, sludge data within the middle 
channel were assumed to be zero from accessible spot samples.
The bathymetric file was created for the GIS in a summary data table for all 2918 nodes of the 
network. A maximum depth of 100 cm was used. The bathy.prn file for the first 10 nodes is 
presented in Table 6.4.
Table 6.4. First 10 nodes of bathymetric data channel model to be set into INTERFACE 
routine.
Bathymetry o f  L idsey  south  lagoon  w ith  channel May 2002
1 99..00
2 98 ..97
3 98..98 4 — depth in  (cm)
4 98 ..96
5 98 . 97
6 98.. 98
7 98..95
8 98 . 96
9 98 . 98
10 98 ,. 97
An average total water level of 1 m was calculated varying from a minimum of 0.43 m depth at the 
embankment edge to a maximum of 1.25 m near to the outlet of the lagoon. The same range of 
values was found along the South channel and at the beginning of the central channel respectively. 
Shallow water was found at the end of the first channel, about 0.36 m deep.
An average sludge level o f 0.35 m was calculated varying from a minimum of 5 cm at the 
embankment edges to a maximum of 0.64 m at the beginning of the first channel.
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Elevation R ange 
H  0.884- 0.77
H  0.588- 0.684 0.513- 0.500 
0.428 - 0.513 
f l  0542 - 0.428 
H  0.257 - 0.342 
0.171 - 0.257 
□  0.086- 0.171 
I 0 - 0.086
Figure 6.8. Bathymetry of the three channels including sludge layer in the Lidsey lagoon for 
2002.
The largest amount of sludge is deposited along the first 50 m along the first channel and also along 
of the beginning of the second channel as shown in Figure 6.8. Part of the sludge (about 0.38 m) is 
deposited at the left side of the inlet discharge due to the effect caused by the flow divider 
distribution block. A lesser amount of sludge (about 0.30 m) was deposited along the first channel 
from the 60 m line until the 110 m line.
A lesser amount of sludge (about 0.40 m) was also deposited along the middle and the end of the 
third channel due to effect of low velocity and of eddies which cause turbulence near the end before 
the water leaves. This turbulence promotes sludge deposition of both sides, at the embankment edge 
and the geomebrane wall edges.
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Finally, the 3D network involving all previous files was created by using an output file from 
INTERFACE named network.h3d as shown in Table 6.5. However, a difficulty appeared when 100 
cm depth was set up in INTERFACE, as this did not allow generation of the 3D network because 
the tetrahedral touches the cell-wall at the top, therefore it was decided to increase the depth to
100.5 cm.
Table 6.5. Part of channel model 3D-network data created by INTERFACE routine.
Total number o f layers 
5 44—  Number o f layers 
354 ^ —Number o f nodes
^ayer ‘x ’m ‘y ’m ‘z ’ cm
1 1.74 7.29 100.50 10-
2 1.74 7.29 100.11 7 -
3 1.74 7.29 99.72 7
4 1.74 7.29 99.33 7
5 1.74 7.29 98.94 7
355 Number o f nodes
1 1.81 7.58 100.50 10
2 1.81 7.58 100.11 7
3 1.81 7.58 99.72 7
4 1.81 7.58 99.33 7
5 1.81 7.58 98.94 7
356
1 1.88 7.87 100.50 10
2 1.88 7.87 100.12 7
3 1.88 7.87 99.75 7
4 1.88 7.87 99.37 7
code boundary condition
border line (closed boundaiy) 
without x,y,z current velocities
6.4 2 Data Inflow and outflow
Sixteen inflows and four outflows were considered for the North channel at Lidsey. Inflows were 
placed straight over the overflow weir in order to cover the whole length of the box. Similarly, the 
outlets were placed equidistant from each other to cover the whole width of the box.
Inlets and outlets were displayed in GIS in order to find out the co-ordinate references and the 
angles of discharge for each direction (x,y,z). For that, a direction was taken from GIS information 
and then the angles were calculated for x and y. The z-angle is the addition of 90° to the ‘y* angle.
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The data of the climate conditions are entered into the Clidat file. They include the wind speed 
(m/s); wind direction (degrees); solar radiation (kcal/m2/hr); cloud cover (%); air temperature (°C) 
and the humidity (%).
The predominant wind directions in Lidsey varied from Southwest to Northwest 
(SSW,WS W,NN W,NW,S W,N, WNW, W) according to the bar chart presented in Figure 3.3 (see 
Chapter 3) and made up about 65% of the total. The maximum prevailing wind found for the study 
period was blowing from the West with a frequency of about 20%. The wind velocity ranged 
between 1 and 2 m/s from any direction with an average velocity o f 1.57 m/s. The prevailing wind 
direction in Lidsey is opposite to the direction of flow at the inlet.
The HYDRO-3D model requires wind direction data from a zero reference point, which is the North 
direction. A wind direction of 280° was considered with a wind speed of 2 m/s. Since WNW is the 
second most prevalent wind direction, coming with a frequency of 15%.
The solar radiation value was not measured at the site. A value of 55 kcal/m2/h was taken for the 
clear sky solar radiation from the HYDRO-3D Manual (Mott MacDonald, 2000) for a Latitude of 
51° 10’ and Longitude of 0° 15’ for the months of November and December. Fifty percent cloud 
cover and 65% humidity were assumed while the average air temperature of 11°C was registered 
with a Grant 3800 logger.
6.4.4 Boundary Condition
A boundary file was created to consider an open boundary characteristic at the discharge into the 
second channel. For that, Arcview GIS was used to search the node numbers at the boundary-wall. 
Similarly, the face codes were changed from 7 (closed wall) to 0 (free surface). Once the face codes 
were changed, a file (boundary.txt) was prepared including these node numbers. It was set up into 
INTERFACE in order to achieve a new 3D-network considering this open boundary characteristic.
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Once the network grid was completed, HYDRO-3D was run with a prevailing wind direction of 
WNW (280°), a wind speed of 2 m/s, an inlet flow rate of 4 1/s and a water temperature of 12°C. 
The velocity in the full scale channel lagoon was measured with a Geopack flow meter only at the 
inlet due to the small velocity values within the lagoon (less than 0.001 m/s). The average measured 
inlet velocities were 0.01 m/s. Currently the model is being tested using the field data.
The calibration of this model took about 2.5 months. Finally, values of eddy viscosity were set i.e. 
Conl varying from 0.039 to 0.048. Con3 was set at 4.5 at the edges of the model boundaries.
The hydraulic model run was started and it was timed at the first time step other about 15 min. It 
was set up for 4 time steps in the control file, which means one time step per hour. A total of 12 
time steps was run to obtain the hydraulic characteristics of the first channel model. A vector plot 
was obtained from Arcview GIS for each face as shown in Figure 6.9a). The plots were divided 
into three sections due to their large size and then the plot(s) set up in three different cells to make 
the arrows clearly visible.
In the first face, a high turbulence zone can be observed when the water cascades into the first 
channel. This turbulence is due to both the inertial force of the inlet discharge and the wind in the 
top layer (back mixing arrows).
This turbulence was also observed in the field both when a die-tracer was injected (Bracho, 2003) 
and by carrying out a dispersion study at the surface. Fifty oranges (50) were used to observe the 
dispersion movement at the top surface and drogues for different depths (25 cm, 45 cm and 65 cm) 
(see series of sketches in Bracho’s thesis, page 153).
In the field the wind blew opposite to the inlet flow, and the waves moved the water back along the 
whole channel to the inlet. This movement was followed by the dye-tracer into the right corner from 
where it was pushed back (upper left corner on Figure 6.9a). The rest of the die-tracer was moved 
forward 12.5 cm below surface. Because the model was constructed with a coarse grid network 
(first layer 0 to 25 cm deep) HYDRO-3D cannot reproduce this phenomenon in the very
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top layer for the whole channel. The centroid of the cell is at 12.5 cm depth, therefore an effect at 5 
cm depth below the surface cannot be reproduced.
Another high turbulence zone is observed at the right corner of the inlet discharge (right corner in 
Figure 6.9a). This is an effect of the inertial force discharging and hitting the boundary-wall. The 
velocity was measured on the screen of the ArcView GIS. The values varied in a range between 
0.00051 and 0.03 m/s. An average of 0.0095 m/s was calculated for the first layer.
Arrows can be seen to be more stable in the central section of the channel. This is typical hydraulic 
behaviour for a channel, but the velocity is higher (0.03 m/s) in the central lane and low at the edges 
(0.0045 m/s).
At the end of the first channel eddies are observed as a product of the currents hitting the boundary 
wall. The majority of the stream currents managed to turn at the 4.65 m gap. Dead zones are also 
observed at the gap, without arrows near the opposite wall of the second channel, as the velocities 
are zero. These match very well with the sludge bathymetry (see Figure 6.8) since sludge is 
observed in the same location.
Similar hydraulic behaviour is observed in the second layer (25 to 50 cm deep). However, higher 
average velocity (0.0393 m/s) was measured by GIS in six different parts of the channel for this 
layer varying in a range between 0.023 and 0.0039 m/s. This matched with observations of the die- 
tracer plume in the field which moved more quickly at 20 cm below the surface.
The third layer (50 to 75 cm deep) is slightly different compared with the two previous layers. At 
the end of the first channel there are no eddies. Smooth eddies which try to turn back appear in the 
second channel after the arrows turn the gap near to the internal wall. This was also observed in the 
3 channel physical model (see pages 231 and 232)
The velocities measured by GIS were the lowest in the fourth layer, varying between 0.0012 and 
0.0045 m/s.
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Finally, in the fourth layer (75 to 100 cm deep) the effect of the inertial force caused by the inlet 
discharge can still be seen clearly. This matches well with the sludge-bathymetry because the 
solids are dragged along and then deposited in the first 50 m of the first channel as shown in 
Figure 6.9d and 6.8.
Another phenomenon is observed in the second channel where the arrows are turning back near 
the internal wall and then move backward into the first channel. Small eddies appear at the end 
of the first channel near to the external wall and continue moving backward along one-third of 
the channel. This section is magnified to show the arrows more clearly. This was observed also 
in the three channel physical model using small floating berries at the top, and small drogues in 
the lower layer.
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6.6 Post-processor facilities
HYDRO-3D has post-processing facilities to produce current vector plots and spatial distribution of 
water quality parameters. ArcView GIS software is the main engine for post-processing activities. 
There are in-built programs in ArcView to retrieve the results and display them.
The bathymetry is available to be displayed using the ArcView GIS external software as shown in 
Figure 6.8. Topographic contours with different bed levels can be displayed using the ArcView 
GIS external software. The 3D-network grid can also be displayed using the same software as 
shown in Figure 6.10, and magnified in Figure 6.11.
The hydraulic retention time tracer concentration profile can be displayed using the Excel external 
software. This is not included in this Chapter 6 but will be displayed in the next chapter. Similarly 
the plume contour map can be displayed using the ArcView GIS software.
313
Chapter 6. Application of Hydro-3D G. Aldana
The first channel 3D-network grid was set up into a background map using a graphic factor scale for 
the co-ordinates x, y and adjusted by rotation to the correct position on the map. The point reference 
(0.0) was set up in the lower comer near to the outlet and then the rest of the point co-ordinates 
were recalculated in order to plot using GIS facility as shown in Figure 6.11.
Inflow
point
Figure 6.11. Part of network of the north channel of the South lagoon showing the locations of 
numbered nodes.
The numbered node locations are displayed using the GIS facility in Figure 6.11. This facility was 
developed by UniS and Mott MacDonald Ltd. This link between the 3D-network and HYDRO-3D. 
The GIS software, is advantageous because it allows the nodes to be located very precisely and 
inflow points defined.
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6.7 Concluding Remarks
• The INTERFACE program allows the user to make modifications in the planar network. Such 
modifications can be related to setting a distortion factor scale in a small area of the geometry of 
the model. These changes allow the user to obtain accurate results and better information (more 
active nodes) in such areas.
• The FEM program is a powerful tool that allows the user to set the planar network similar to the 
real one and is precise to generate the network, specifically, for a rectangular network. More 
care has to be taken when the shape to be modelled is circular.
• HYDRO-3D is a very powerful computational program that allows the user to include the wind 
effect, both in terms of velocity and direction. This is a huge advantage that most other 
computational programs do not have.
• The hydraulic vector plots extracted from Arcview GIS help to understand the movement of the 
streamlines. A dye-tracer was injected into the full-scale three channel lagoon and similar plume 
movements were observed as with HYDRO-3D. However, additional methods such as buoyant 
oranges and drogues (wood stick with orange at one end) have to be used in the field to help to 
understand the velocity field movement within the channels.
• Methods such as oranges and drogues are empirical and time-consuming in the field because the 
researcher needs to be present to monitor each orange or drogue and to be able to draw a precise 
sketch. However, these methods help considerable to understand the processes within the lagoon 
and allow tuning of the computational model HYDRO-3D.
• The post-processor that the HYDRO-3D has been using is a powerful facility because it allows 
the user to display the nodes and the inflow and outflow locations. Similarly, it allows the user 
to highlight whatever point is desired and obtain complete information about the characteristics 
of each point i.e. velocity, code face, direction, etc.
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• A disadvantage with HYDRO-3D is that unless a powerful computer is available the model run 
takes a long time. Similarly, the calibration of the model (adjusting the eddy viscosity of the 
model) requires a long time and the ability and experience of the modeller are necessary to 
converge the model and prototype results quickly.
• The first channel and part of the second channel model analysed in this chapter 6 produced 
accurate results. This was confirmed by the comparison of the velocity values produced by 
HYDRO-3D and those measured in the field by using a Geopack flow meter device. These 
allow the accurate verification of the model as shown in Table 6.6. The dye-tracer velocity was 
calculated by dividing the time of arrival of the plume at the end of the first channel by 
stopwatch.
Table 6.6. Average velocities obtained in the verification of HYDRO-3D.
Method Lidsey south 3 channel 
lagoon
IIYDRO-3D first channel 
model
Dye-tracer 0.011 m/s
Geopack flow meter device 0.01 m/s
ArcView GIS First face: 0.0095 m/s 
Second face: 0.0393 m/s 
Third face: 0.0072 m/s 
Fourth face: 0.0144 m/s
• According to the results the fourth face has the highest velocity (0.0144 m/s) value and this is 
achieved near the bottom layer. It takes account of the energy produced by the wind shear stress 
at the top surface, which drags all the water back to the inlet discharge area when wind is 
blowing in the opposite direction. Therefore, there must be another opposite force in the bottom 
layer to balance the water mass flow.
• The HYDRO-3D mathematical model provides evidence that the wind strongly affects a very 
thin layer at the top surface (0 to 15 cm). This phenomenon was represented in the physical 
model network by the arrows moving in a similar direction opposite to the inlet flow for the first 
layer (5 cm).
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7.0 COMPUTATIONAL MODEL RESULTS
7.1 Introduction
This chapter is concerned with setting up and testing a model network grid in HYDRO-3D with the 
same dimensions as the most important experiments in Chapter 4. These cases will be run by 
HYDRO-3D with and without wind effects in order to understand further the hydraulic performance 
in each case.
Simulation will include the physical model, which is used as a base case for comparison with 
various interventions. Intervention will include the physical model with three channels: Two cases 
will be studied, one with a 25 cm and one with a 5 cm gaps at the bends.
The other case is the Lidsey South prototype with three channels, for which all the physical 
parameters recorded in the field including wind data will be simulated.
Finally, two auxiliary empirical methods, buoyant objects (small berries) and drogues (rigid and 
flexible), will be described and used to identify dispersion and flow paths in the physical model 
experiments. These empirical methods help to calibrate the HYDRO-3D model, in particular the 
hydraulic component, because they confirm the location of turbulence is and the presence of dead 
zones.
In these experiments the processor and post-processor are used to display the 3D-network in 
ArcView GIS. The current velocities obtained from the hydraulic model run results are displayed 
using the ArcView GIS facilities for each model face and then explained.
7.2 Plan of Computational Hydraulic Model runs
This chapter involves ten computational hydraulic model runs. Nine are based on exceptional 
physical model results, including four for the single, and five for the three channel model. The final
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experiment run is based on the Lidsey South three channel frill scale prototype as shown in 
Table 7.1.
The criteria for the choice of the experiments in chapter 4 were primarily high HECF values, as 
shown in Table 7.1. The hydraulic model run using HYDRO-3D was done in each case without 
wind and with wind effect. However, for particularly low HECF values the centrally aligned inlet 
and outlet was selected because it represents an arrangement found worldwide and recommended by 
US EPA (1975).
Table 7.1. Selection of physical model configuration and results of hydraulic efficiency 
correction factors (HECF) for HYDRO-3D simulations______________ _______ __________
Experiment 
Number 
(this chapter)
Experimental network set up in HYDRO-3D HECF Number of 
Experimen 
(chapter 4)
1 Centrally aligned without wind effect 0.57 la
2 Centrally aligned with wind blowing opposite 0.41 12
3 Centrally aligned without wind effect, with width-wise 
baffle lm from the outlet
1.0 4a
4 Centrally aligned with wind blowing opposite to the inlet 
and with width-wise baffle lm from the outlet
0.32 13
5 3 channels with 25 cm gap without wind effect 0.90 9
6 3 channels with 25 cm gap with wind blowing opposite 
to the inlet
Not done
7 3 channels with 5 cm gap without wind effect 0.92 10
8 3 channels with 5 cm gap with wind blowing opposite to 
the inlet
0.70 18
9 Lidsey South 3 channel lagoon with wind blowing 
opposite to the inlet. Full scale lagoon
0.35 Not done
10 3 channels with 5 cm gap with wind blowing 
parallel to the inlet
0.66 19
7.2.1 Physical Model
The single open physical model was set up for the first four experiments. To generate a planar 
network grid, the same procedure was followed as described in Chapter 6. The simulated model 
included the inflow and outflow and climate data which were set up in the inflow and. clidat files
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respectively. The model was run first without wind, and then with 0.25 m/s wind velocity opposite 
to the inlet as for the physical model.
7.2.1.1 Set up of the 3D-network model for central aligned
The 3D-network for the physical model was created using ArcView GIS facilities as shown in Figure 
7.1. This comprises of 670 nodes and 1188 elements with a resolution of 10 cm2 and eight actives 
nodes along the y-axis. The dimensions of the model are 660 cm (length), 90 cm (width) and 40 cm 
(depth).
Total width = 90 cm
A ►
y L—^  660 cmw x
Figure 7.1. 3D- network for the open physical model with centrally aligned inlet and outlet
7.2.1.2 Characteristics of the model
Dimensions: 660 cm x 90 cm x 40 cm 
Inflow file
Flow rate =12 ml/s (0.000012 m3/s)
Inlet and outlet arrangement: One inlet and one outlet centrally aligned. 
Position of inlet and outlet: Top (x = 5 cm, y = 45 cm. z = 39.98 cm)
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Clidat file: Wind velocity = 0.25 m/s 
Wind direction = 90° (opposite to the inlet)
The HYDRO-3D model run was set for 14 time steps. The first time step for the computer run took 
about 10 minutes. The current vectors were displayed using ArcView GIS for four layers in both 
experiments analysed, without wind and with wind. The hydrodynamic model run parameters are 
presented in Table 7.2.
Table 7.2. Model run hydrodynamic parameters
Parameter Run
Eddy viscosity (m2/s) 0.000001
Wind coefficient 0.0026
Time step (s) 600
The outputs from GIS were set up in a cell-table. The analysis of the vector velocity plots was 
made for both wind conditions together to allow clear comparison. The same scale was used to 
present the vector plots to facilitate a fair comparison of the layers.
7.2.1.3 Analysis of vector velocities
7.2.1.3.1 First layer 
Experiment 1. Without wind
The first layer shows slight turbulence in the inlet area along the first meter from the inlet. This is 
due to the shear stress produced by the flow into the basin. The first (uppermost) face produced a 
higher flow near the inlet. In this zone, a velocity of 0.0006 m/s was measured by ArcView GIS, 
whereas in the middle of the physical model the flow moves very gently (v = 0.00002 m/s) (upper 
simulation in Figure 7.2).
321
Chapter 7. Computational modelling results G. Aldana
First layer, without wind
Right-edge
Figure 7.2. HYDRO-3D simulated current vector velocities for the physical models centrally 
aligned. Inlet and outlet at the top. Experiment 1 (above) and 2 (below)
The flow is more chaotic in the central part of the basin, because there is a down flow which is 
directed away from the inlet area. A streamline moves along the right edge until it arrives near the 
outlet. When the flow approaches the outlet its velocity increases (v = 0.0002 m/s) as a product of 
outlet dragging. It is observed that two eddies come from different sides at the end and turn back 
from the inlet along the left edge as shown in Figure 7.3.
Left edge
Right edge
Figure 7.3. Sketch of dye flow path in the physical model in the first layer, without wind effect. 
Not to scale. Note: Scale of arrows increased because they are too small in the simulation to be 
visible
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In the tracer study about 1% of the water leaves in the first tracer flush, and the rest returns along 
the right edge (bottom in the Figure 7.2, experiment 1 above) to the inlet. This was also observed in 
the physical model experiment (see Plates 4.1 and 4.2 on pages 181-183, chapter 4). The HYDRO- 
3D simulation of flow paths is in detailed agreement with observations on the physical model using 
rhodamine and berries. A few dead zones are observed in the central part of the basin; they also 
occurred in the dye-tracer experiment.
Experiment 2. With wind effect
When the wind (0.25 m/s) blows in the opposite direction to the inlet flow there is a high turbulence 
in the inlet area which is a product of inlet flow and wind shear stress on the first (uppermost) layer. 
In the first layer the dominant flow path it made visible by the arrows moving backwards with 
similar velocity (0.003 m/s). This picture clearly shows the dramatic effect that the wind can 
produce in the very fine layer (5 cm) at the top, the velocity now being 100 times higher than the 
velocity without wind. Obviously this phenomenon reduces the mean HRT.
7.2.1.3.2 Second layer 
Experiment 1. Without wind
The second layer again shows a slightly turbulent zone in the inlet area along the first meter near the 
inlet, with the velocity (0.003 m/s) a little higher than in the first (top) layer, measured by ArcView 
GIS and shown in Figure 7.4 above. The lowest velocity (v = 0.00002 m/s) in this layer is on the left 
side of the inlet (very top of Figure 7.4). The flow manages to move very slowly along this side 
until the end of the basin and then turns back in several eddy pathways as sketched in Figure 7.5.
The dominant flow paths in the second layer are characterised by circular overturn flow in three 
main areas, near the inlet, middle basin and at the end. These overturn flows are the product of the 
back mixing which also generates a few dead zones, reducing active volume within the basin, as 
shown in Figure 7.5.
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Second layer without wind
Second layer with wind effect
Figure 7.4. HYDRO-3D simulated current vector velocities for the physical model, centrally 
aligned. Inlet and outlet at the top. Experiment 1 (above) and 2 (below)
Figure 7.5. Sketch of the physical model second layer without wind effect. Not to scale
Experiment 2. With wind effect
The wind (0.25 m/s) in the second layer again produces a high turbulence (v = 0.002 m/s) in the 
inlet area. The dominant flow path from the inlet flow direction is along the longitudinal central axis 
(v = 0.00013 m/s) away from the inlet but with higher return velocities on the walls towards the 
inlet (v = 0.00017 m/s) as measured by ArcView GIS. However, this layer is relative quiescent 
compared with the top and bottom layers.
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The HYDRO-3D simulation of flow paths (Figure 7.4) is in detailed agreement with observations 
on the physical model using rhodamine and a fan to produce wind as shown in Plate 7.1. The 
second layer showed the back velocity at the walls in a layer below the top-surface. This 
phenomenon is possibly due to the boundary friction which produces a hold-back of flow at the 
basin walls.
Plate 7.1. Photos of the physical model showing wind blowing opposite to the inlet. 
There is a high velocity at both wall edges.
View from the inlet towards the outlet View from the outlet towards the inlet
7.2.1.3.3 Third layer 
Experiment 1. Without wind
This layer is similar to the second layer as shown in Figure 7.6. The dominant flow path is 
characterised by overturn, but more elongated than in the second layer. A skew flow passes close to 
the ‘upper’ wall (left edge) and returns along the ‘lower’ wall (right edge). This movement appears 
to produce a resultant longitudinal flow covering the whole length of the basin, indicating a long 
longitudinal type of mixing. However, several dead areas appear in the central zone which decrease 
the amount of active volume within the basin. These dead areas are a product of a very low velocity 
in the central area.
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Experiment 2. With wind effect
The influence of wind (0.25 m/s) in the third layer produces a turbulence zone near the inlet area as 
shown in Figure 7.6. In this layer the majority of the arrows move forward with a similar velocity 
(average 0.0005 m/s).
Figure 7.6. HYDRO-3D simulation of current vector velocities for a physical model with 
centrally aligned inlet and outlet at the top
The predominant flow path down the basin is characteristic of a channel away from the inlet area. 
Although there is still a dramatic turbulent zone in the inlet area, which is a product of the effect of 
wind blowing opposite, there is a lower velocity passing down the channel than in the fourth layer.
7.2.1.3.4 Fourth layer 
Experiment 1. Without wind
This layer is characterised by very low velocities (0.00004 m/s). The main movement of this layer is 
shown in a sketch in Figure 7.8.
The HYDRO-3D simulation of flow paths is also in detailed agreement with observations on the 
full-scale lagoon in Maracaibo, Venezuela, using a radioactive tracer and sampling at different
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depths. The plots for the bottom layer were achieved using a Tecplot program and showed a high 
radioactive concentration in ‘dead’ zones (Aldana, 1995).
I t t Int t * t t P t f * t
Fourth layer without wind
^ ft ft -*
j *.
^ ±   ^-A -A ■+ ^+ -+ ■-> ■) —+—V tf tf —> tf tf -»
Fourth layer with wind effect
Figure 7.7. HYDRO-3D simulations of current vector velocities for the physical model 
centrally aligned inlet and outlet at the top
Left edge
Figure 7.8. Sketch of dye flow paths in the physical model in fourth layer, without wind 
effect. Not to scale
It is important to note that HYDRO-3D has confirmed the importance of wind in accelerating and 
modifying flow paths as observed in the physical model. It is clear that the wind energy can drive a
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circulation current along the length of the channel at the surface in the opposite direction to the 
inlet liquid flow, which is then forced to return to the outlet in the depth of the pond. Although this 
increases mixing it also enhances short-circuiting of a fraction of the flow. The experiment highlight 
that the process is three-dimensional in the system.
Experiment 2. With wind effect
The influence of wind (0.25 m/s) in the fourth layer shows the majority of arrows moving forward 
with a uniform average velocity of 0.001 m/s, much higher than in the corresponding bottom layer 
without wind. This layer is characterised as still having a turbulent zone in the inlet area with a 
velocity of 0.003 m/s, which is high when compared with other layers i.e. the second layer (v = 
0.002 m/s). This phenomenon is due to wind shear stress in combination with the inlet flow.
In the physical model, the upper layer (left edge) also produces uniform flow velocities along the 
basin, and in this bottom layer the flow is also the reverse of that in the first layer in response to the 
wind action. The second and the third layers produce a gentler laminar type of flow down the flow 
direction of the basin as shown in Figure 7.9. The experiment highlight the importance of applying 
a three-dimensional model to the system.
Wind
Figure 7.9. Dominant flow cycle caused by wind effect in the numbered 
layers. Vertical section
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7.2.1.4 Model with width-wise baffle lm from the outlet edge
7.2.1.4.1 Analysis of vector velocities
A 3D-network of the physical model with centrally aligned top inlet/outlet was set up as previously 
but with a few modifications to include a wall 1 m from the outlet-edge within the model. Eight 
holes in total were set into the wall as for the baffle design (see chapter 4, section 4.18).
The holes were set up precisely at the x- and y-co-ordinates into the 5.60 m network grid-column. In 
order to set up the hole, the face codes were changed from ‘4’ to ‘O’. A new 3D network was 
generated and it was set up in the run parameter. The parameter values to run this stage were similar 
to those in the previous run shown in Table 7.2. Similarly, the characteristics of the model were as 
presented in the single physical model.
7.2.1.4.1.1 First layer 
Experiment 3. Without wind
The HYDRO-3D simulation of flow paths is in detailed agreement with observations on the 
physical model using rhodamine, when considering the four layers of the simulation at the inlet area 
in the first two meters from the inlet as shown in Figure 7.10. The first (uppermost) layer produces a 
well mixed area with laminar (Newtonian) flow due to a low velocity (v = 0.0003 m/s). Mixing is 
observed in all four layers.
In most of the first layer the dominant flow path down the flow direction is longitudinal elongated 
with vertical mixing. The flow passes through the central baffle holes in the middle layer and 
returns back through the bottom baffle holes. Finally, to complete the long loop the dye returns to 
the inlet area in the top layer. This movement appears to produce a resultant diagonal flow in the 
lower layer behind the width-wise baffle, indicating a long helical type of mixing.
This type of movement was also followed by two rhodamine plumes in the physical model, a fine 
plume moving in the top layer forwards and a thick plume next to it, moving in the bottom layer 
backwards. This movement was sketched during the experiment as shown in Figure 7.11.
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First layer without wind
Figure 7.10. HYDRO-3D simulations of current vector velocities for the physical 
model with a width-wise baffle 1 m from outlet edge.
0.86m
Figure 7.11. 3D-sketch to show observed dye-plume movement in the physical model with 
baffle 1 m from the outlet edge. (Without wind)
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The velocity vectors for the four layers show uniformly low values with minimal turbulence even in 
the inlet and outlet areas. This is indicative of conditions close to laminar flow.
Experiment 4 with wind effect
The HYDRO-3D simulation of wind (0.25 m/s) blowing in the direction opposite to the inlet flow 
with the width-wise baffle 1 m from the outlet edge reduced flow paths. This was not in agreement 
with the observations in the physical model using rhodamine. When the baffle wall was constructed 
it was fixed into the basin with 3 cm height above the liquid surface of the physical model. This 
height difference produced a shading behind the wall when the wind is blowing opposite to the inlet 
which could not be simulated by HYDRO-3D because model assumes uniform distribution of wind 
stress over the surface. A dye-tracer plume movement was observed in the majority of the middle- 
depth layer, and the wind split the plume twice in the inlet area along the first meter from the inlet.
A very fine (5 cm thick) plume moved along each edge of the basin bending away 3.5 m from the 
inlet area, indicating poor mixing with high short-circuiting and back mixing. A partially-mixed 
zone was observed 2 m from the inlet at middle depth.
HYDRO-3D cannot yet simulate a wind free shadow phenomenon near to a wall, but it reproduces 
correctly the dominant flow path opposite to the input liquid flow direction with uniformly high 
velocities (v = 0.003 m/s). Similarly, it correctly reproduces a high turbulence zone in the inlet area 
which is typical of wind shear stress.
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7.2.1.4.1.2 Second layer 
Experiment 3. Without wind
This layer has a hydrodynamic behaviour which is similar to that of the upper layer as explained 
above.
Experiment 4. With wind effect
The influence of the wind (0.25 m/s) is to transmit turbulence down the vertical profile in the inlet 
area, but the return flow velocity along the long axis is low in the second layer as shown in Figure
7.12.
Figure 7.12. HYDRO-3D simulations of current vector velocities for the physical 
model with a width-wise baffle 1 m from outlet edge.
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7.2.1.4.1.3 Third layer 
Experiment 3. Without wind
This layer has a hydrodynamic behaviour which is similar to that in the first and the second layers. 
Experiment 4. With wind effect
In the third layer is increased velocity along the length compared with the second layer flow pattern 
and there is unidirectional laminar flow towards the outlet with average velocity of 0.0004 m/s 
(Figure 7.13).
Figure 7.13. HYDRO-3D simulations of current vector velocities for the physical 
model with a width-wise baffle f m from outlet edge.
7.2.1.4.1.4 Fourth layer 
Experiment 3. Without wind
This layer has a hydrodynamic behaviour which is similar to that in the second and third layers with 
low velocities of flow throughout.
333
Chapter 7. Computational modelling results G. Aldana
Experiment 4. With wind effect
The wind (0.25 m/s) has a similar influences as it had in the third layer, but in this layer even higher 
velocities (0.001 m/s) are achieved as shown in Figure 7.14. There is some increase in turbulence in 
the inlet area, but it is not equivalent to that in the first layer in the inlet area.
model with a width-wise baffle 1 m from outlet edge.
Overall, this comparison has demonstrated that an opposing wind along the long axis of the pond 
produces an acceleration of flow velocity in the top, third and fourth layers, as well as turbulence in 
the inlet area. Although others have argued that wind increases mixing efficiency and therefore 
hydraulic efficiency, this has not been found true for this configuration. In terms of treatment 
efficiency we have repeatedly seen that wind impacts negatively on performance because the wind 
drives a fraction of fluid particles rapidly to the outlet thus causing short-circuiting of the fraction.
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7.2.2 Physical model with three channels
In this section the computational model is used to simulate several physical model configurations, 
including three channels for two differently sized gaps at the bend, 25 m and 5 cm.
7.2.2.1 Set up of the 3D-network for three channels, 25 cm gap.
A model network with channels was set up with a 25 cm gap, the same setting as in the 
model. The total depth of this model was 40 cm and for the model run four layers of 10 
were used.
A 3D-network for the physical model was created by using ArcView GIS facilities as shown in 
Figure 7.15. The network comprises 2089 nodes and 3484 elements with a resolution of 5 cm2 and 
four active nodes on each channel. A very fine network grid was defined in the gap area to increase 
the level of accuracy in this zone by five active nodes. The network dimensions are 660 cm length, 
92 cm width and 40cm depth as shown in Figure 7.15. A very fine partition, 1 cm thick, was used to 
define the channel wall.
physical 
cm each
! rl r! O  O rl ^  O rl O  •£ 'i rj rA rA r,  rA rj r* /o'lo rj 'a riOriQ rA *4 •£ ti* * r> r, r, rj* r, r, r' o 7. Kt 'a rt TArAr^wt ^  r' r, PsKtKlKd^Kt wd Kt Kt r a Kt rA 'i *j C ** /
Total width = 92 cm 
Channel width = 30 cm
5 active nodes Gap = 25 cm
„ ^ , , n Wall thickness = 1cm^  660 cm________________________________________________
Figure 7.15. 3D-network grid for the three channel physical model with 25 cm gap.
7.2.2.2 Characteristics of the model
Dimensions: 660 cm x 92 cm x 40 cm 
Flow rate = 12 ml/s (0.000012 m3/s)
Inlet and outlet arrangement: one inlet in the first channel and one outlet in the third channel. 
Position of inlet and outlet: Top (x = 5 cm, y = 15 cm. z = 39.98 cm)
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Clidat file: Wind velocity = 0.25 m/s 
Wind direction = 90° (opposite to the inlet)
The parameter model run was set up for 14 time steps for the hydraulic model. The first time step 
for the computer run took about 15 minutes. The current vectors were displayed by using ArcView 
GIS for four layers in two stages without wind and with wind. The hydrodynamic model run 
parameters are presented in Table 7.3.
Table 7.3. Model run hydrodynamic parameters
Parameter Run
Eddy viscosity (m2/s) 0.00001
Wind coefficient 0.0026
Time step (s) 600
The outputs from GIS were set up in a cell-table. The vector velocity plots are presented for both 
stages together because, this allows very clear, easy comparison. Similarly, the same scale is used to 
present the vector plots to facilitate comparison of the layers.
7.2.2.2.1 First layer 
Experiment 5. Without wind
The HYDRO-3D simulation of flows paths is in detailed agreement with observations on the 
physical model using rhodamine and drogues. In the first layer of the simulation, at the inlet area 
along the first meter from the inlet a higher flow towards the inlet is observed, indicative of back 
mixing, but along the next two meters the flow is directed away from the inlet area as shown in 
Figure 7.16.
In the first channel, the dominant flow path is mainly down the centre of the lane, away from the 
inlet, with lower (v = 0.00005 m/s) velocities at the outside wall. In this layer the dominant flow 
pattern is laminar Newtonian and the flow passes through the gap with a slightly increased velocity 
(v = 0.0009 m/s) in the centre of the lane.
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Figure 7.16. HYDRO-3D simulations of current vector velocities plot for three channel 
physical model with 25 cm open gap. Inlet and outlet at the top.
In the second and third channel the flow pattern is laminar Newtonian with lower velocities (v = 
0.0004 m/s) on the inside wall next to the first and second channel. This movement appears to 
produce a resultant unidirectional flow in the uppermost layer except in the inlet area. There is some 
increase in turbulence in the outlet area due to the outlet dragging force, but it is not equivalent to 
that in the inlet area.
Experiment 6. With wind effect
The wind (0.25 m/s) blows in the direction opposite to the inlet flow in the three channel physical 
model. The HYDRO-3D simulation of flow paths is in agreement with the observations on the 
physical model using rhodamine and small berries.
The first (uppermost) layer produces a higher (v = 0.002 m/s) backwards flow in all three channels, 
whereas the second channel flow is more chaotic, but produces high turbulence at the beginning, 
middle length and end channel as shown in Figure 7.16.
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This was in complete agreement with observations on small berry floats (7 mm diameter) at the 
surface which moved towards in all three channels the direction of the wind action, and which 
showed even more chaotic movement near the source of the wind.
7.2.2.2.2 Second layer 
Experiment 5. Without wind
This layer displays the same hydrodynamic pattern as the upper layer, with the exception that in the 
inlet area, along the first meter from the inlet, a gentler back mixing is produced and overturns on 
the inside wall as shown in Figure 7.17. The HYDRO-3D simulation of flows paths is in partial 
agreement with observations on the physical model using rhodamine and small drogues (15 cm, 20 
cm and 35 cm depth) as shown in Plate 7.2.
The lowest velocity in the first channel is on the outside wall and almost disappears but in the 
second channel the velocity remains unidirectional and uniform (v = 0.0006 m/s). In both gaps the 
dominant flow is laminar Newtonian without overturn, with slightly high velocities passing through 
the second gap. However, in the physical model it was observed using drogues at 35 cm depth that 
overturn appears in both gaps in response to loss of energy due to change of flow direction as 
shown in Plate 7.2. In the majority of the third channel the dominant flow path is laminar down the 
channel with a lower velocity on the inside wall.
Experiment 6. With wind effect
The HYDRO-3D simulation of flow paths is in detailed agreement with observations on the 
physical model using rhodamine and drogues where the dye-tracer moved at 1/3 of the depth. In the 
second layer of the simulation, at the inlet area it appears a gentler overturn on the inside wall in 
response to a streamline from the end of the first channel, but it changes direction the first meter 
from the inlet and moves to the opposite (outside) wall as shown in Figure 7.17.
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  ......................
Second layer without wind
Figure 7.17. HYDRO-3D simulations of current vector velocities plot for three channels 
physical model with 25 cm gap.
The dominant flow path in the first channel is down the channel, with higher velocities (0.00005 
m/s) in the central streamline, and lower velocities on the outside wall. In the gap between the first 
and second channels the overturn is more gentle, with lower velocities passing through the gap, 
eddying around this area, and returning through the gap to the first channel. The overturn is more 
exaggerated in the second gap.
7.2.2.2.3 Third layer 
Experiment 5. Without wind
This layer displays the same hydrodynamic pattern as the upper layer. As shown in Figure 7.17, in 
the third layer the dominant flow path is down the channel away from the inlet with uniform lower 
velocities (0.0007 m/s). In the first channel the lowest velocity is on the outside wall, producing a 
very small back mixing zone in the inlet area.
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mm/  . ■Lr'
nmm
Dscn 0711 (1043 hrs)
Added 1 x 35cm drogue and 1 berry float
Dscn 0713 (1043 hrs)
15cm drogue entered 2nd channel but 25cm drogue turned back
Dscn 0715 (1045 hrs) Dscn 0718(1050 hrs)
Dscn 0719 (1051 hrs) Dscn 0720 (1052 hrs)
Plate 7.2. Experiment with small berry floats and drogues at the first bend between first and 
second channels without wind effect.1
Drogues: 15cm depth   25cm depth   35cm depth ---------
1 For construction details of the drogues see Wong (2003) and see Figures 7.36 and 7.37
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Figure 7.18. HYDRO-3D simulations of current vector velocities plot for three channels 
physical model with 25 cm gap. Inlet and outlet at the top.
The dominant flow path in this layer is down the channel. The movement appears to produce a 
unidirectional laminar Newtonian flow.
Experiment 6. With wind effect
When considering the third layer of the simulation, a similar pattern of movement is displayed, with 
unidirectional and uniform velocities in the first and third channel (v = 0.0003 m/s), with lower 
velocities on the inside walls, whereas the second channel flow is more chaotic. In fact, an 
inevitable short-circuiting zone is created by interruption of the flow in the third and fourth layers in 
the second channel in response to the wind action. In the first gap between the first and second 
channel a conflictive area is created, as the water hits the wall and energy is dissipated. In the 
second gap this is more exaggerated.
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7.2.2.2.4 Fourth layer 
Experiment 5. Without wind
The third layer displays the same hydrodynamic pattern as the upper layer, as shown in Figure 7.19. 
The three channels produce unidirectional and uniform velocities (v = 0.00008 m/s) with lower 
velocities on the walls. The dominant flow path down the channel is unidirectional laminar 
Newtonian flow in all three channels.
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Figure 7.19. HYDRO-3D simulations of current vector velocities plot for three channel 
physical model with 25 cm gap. Inlet and outlet at the top
Experiment 6. With wind effect
Tn this layer the flow pattern is similar to the third layer. The wind produces unidirectional laminar 
Newtonian flow and higher uniform velocities (v = 0.001 m/s) in all three channels. A 
representation of the HYDRO-3D simulations for a three channel physical model with wind 
blowing opposite to the inlet and 25 cm gap is presented in 3D in Figure 7.20.
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Figure 7.20. Schematic representation of the HYDRO-3D simulation in all 
four layers for the three channel physical model with 25 cm gap and wind 
blowing opposite to the inlet.
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7.2.2.3 Set up of the 3D-network for three channels and 5 cm gap
A model using the three channel network was set up with a 5 cm gap at the end of each channel. 
The total depth of this model was 40 cm and for the model run four layers of 10 cm each were used.
A 3D-network for the physical model was created using ArcView GIS facilities as shown in Figure 
7.21. The network comprises of 2410 nodes and 4056 elements with a resolution of 5 cm2 and 4 
active nodes on each channel. Two finer network grids were defined in the gap area to increase the 
level of accuracy in these zones. The first zone was defined by nine active nodes across the channel, 
and the second zone by 10x4 active nodes close to the gap.
The first fine zone has a resolution of 3 cm2, and the second one of 2 cm2, which provide two active 
nodes in the 5 cm gap. The network dimensions are 660 cm length, 92 cm width and 40 cm depth as 
shown in Figure 7.21. A very fine partition of 1 cm thickness it was used to define the channel wall.
rj rA rArAwAfx rArx rAfArA rx f rA rx rA rx rArArA rd rA rA r, rA r,
rA rxrAfx wA rdrA rA ft rA rx rA rA
'aW Z W U M W a r+rArA9ArA**r*r*9dri9drATAV ,4" \ w‘ wJ‘ W i rA Tl rt rjrA rArjrA rjrA rArA rArArj wJLrArA rAwA Tt r4Y?
rA rAWA fAWA ¥4 jXt, .
rAr+*AHTSA***ArjA*A’LA*AI;.1!-' 'rd tA^Ari rA >.
ArA TArA wArA rAfA ^
'j Ki 'j Ki
Figure 7.21. 3D-network grid for the three channel physical model with 5 cm gap.
344
Chapter 7. Computational modelling results G. Aldana
7.2.2.4 Characteristics of the model
Dimensions: 660 cm x 92 cm x 40 cm 
Inflow file
Flow rate = 12 ml/s (0.000012 m3/s)
Inlet and outlet arrangement: One inlet in the first channel and one outlet in the third channel. 
Position of inlet and outlet: Top (x = 5 cm, y = 15 cm. z = 39.98 cm)
Clidat file: Wind velocity = 0.25 m/s 
Wind direction = 90° (opposite to the inlet)
The hydraulic model run was set up for 14 time steps. The first time step for the computer run took 
about 16 minutes. The current vectors were displayed by using ArcView GIS for four layers in both 
stages, which were analysed, without wind and with wind. The hydrodynamic parameters set for the 
model runs are presented in Table 7.4.
Table 7.4. Model run hydrodynamic parameters
Parameter Run
Eddy viscosity (m2/s) 0.00001
Wind coefficient 0.0026
Time step (s) 600
The outputs from GIS were set up into a cell-table, which allows the display to be magnified. The 
analysis of the vector velocity plots was made for both stages together, with and without wind, to 
allow easy comparison. The same scale was used to present the vector plots to facilitate comparison.
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7.2.2.4.1 First layer 
Experiment 1. Without wind
The absence of wind in the three channel physical model produced a gentle laminar type of flow 
down the flow direction of the channel, and similar velocities were noted at the wall. The HYDRO- 
3D simulation of flow paths is in detailed agreement with observations on the physical model using 
rhodamine, small berries and flexible cross-vane drogues. There was some increased turbulence in 
the inlet area followed by the dominant flow away from the inlet with low velocities (v = 0.0001 
m/s) as shown in Figure 7.22.
In the gap between the first and second channels no overturn was observed, with higher velocities (v 
= 0.001 m/s) passing through the gap. The second channel had similar unidirectional laminar flow 
with the dominant flow path down the flow direction and no back mixing was noticed.
In the final channel the flow pattern was the same as in the first channel. There is some increase in 
turbulence in the outlet area similar to that observed in the inlet area.
Experiment 8. With wind effect
The influence of wind (0.25 m/s) blowing in the direction opposite to the inlet flow in the three 
channel physical model produced the dominant flow path in this first layer. The other three layers 
produced minimal flow velocities. The HYDRO-3D simulation of flow paths is in agreement with 
the observations on the physical model using rhodamine, small berries and flexible cross-vane 
drogues.
In the first layer the simulation produced higher forward velocities (v = 0.0009 m/s) in all three 
channels but lower velocities in the wall and floor. Since the narrow gap is placed at the bend (5 
cm) the velocity increased at the end of each channel as shown in Figure 7.22.
In the first channel along the first meter from the inlet there was higher flow towards the inlet. The 
flow moved backward at the outside wall from the outlet towards the inlet area, then it moved 
forward with a slightly high velocity in the central lane next to the inside wall.
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First layer with wind effect
Figure 7.22. HYDRO-3D simulations of current vector velocities plot for three channel 
physical model with 5 cm gap. Inlet and outlet at the top.
In the second channel, the flow pattern of the first channel is repeated with the same unidirectional 
laminar flow, producing higher velocities along the wall adjacent to the first channel.
In the first gap between the first and the second channel higher velocities (v = 0.001 m/s) passing 
through the gap were noticed. Most flow moved towards the comer opposite to the gap and the rest 
returned through the gap to the corner of the first channel. In the second gap this is even more 
exaggerated, with yet higher velocities passing through the gap and moving to the opposite comer.
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In the final channel, the flow pattern is repeated with the lowest velocities at the outside wall. The 
highest velocities are along the central lane, but small turbulence is present in the outlet area with 
return velocities at the inside wall to within 2 m from the outlet area.
This simulation is in complete agreement with the experiment when floats (7 mm diameter) and 
flexible cross-vane drogues at the surface were used, whereas they moved backwards in the inlet 
area, but producing overturn flow in the gap.
7.2.2.4.2 Other layers 
Experiment 7. Without wind
The other layers present the same laminar flow pattern in the flow direction from the inlet to the 
outlet in the three channels, with lower velocities in the third and fourth layers. Higher velocities 
pass through the gaps as shown in Figures 7.23, 7.25 and 7.26. There is some increase in turbulence 
at the inlet and outlet areas in the middle and lower layers.
Experiment 8. With wind effect
The second and others layers contribute less to the overall flow which mainly moves in the first 
layer as shown in Figures 7.23, 7.25 and 7.26. A 3D schematisation was produced in order to 
display the dominant flow path shown by the HYDRO-3D simulation in the first layer (see Figure 
7.24).
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Figure 7.23. HYDRO-3D simulation of current vector velocity plot for three channel physical 
model with 5 cm gap.
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W ind
1st layer
Back mixing  
zones
Forw ard  flow  
to outlet
Figure 7.24. Schematic representation of the HYDRO-3D simulation for three channel 
physical model with 5 cm gap with wind blowing opposite to the inlet.
Note: This emphasises the dominant flow occurring in the first (top) layer.
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model with 5 cm gap. Inlet and outlet at the top.
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Fourth layer without wind
Fourth layer with wind
Figure 7.26. HYDRO-3D simulation of current vector velocities plot for three channel 
physical model with 5 cm gap. Inlet and outlet at the top
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7.2.3 Three channels in the South lagoon at Lidsey
In this section the computational model was used to simulate a real full-scale lagoon at Lidsey 
south, with three channels of 122.4 m length and 4.65 m width each with wind.
7.2.3.1 Set up of the 3D-network model
A three channel model planar network, with an x-correction factor (0.18) in the inlet box chamber 
and an x-contraction factor of 2 in the other areas was used, but keeping the same dimensions as the 
real lagoon. This was made by using the same procedure as explained in chapter 6 for one channel. 
The total depth used for this model was 100 cm with four layers of 25 cm each.
A 3D-network was created using ArcView GIS facilities as shown in Figure 7.27. The network 
comprises 3024 nodes and 5357 elements with resolution varying from 10 cm2 to 90 cm2 with five 
active nodes in each channel area. There is a fine network setting in each gap area with eight active 
nodes to increase the level of accuracy in this zone. The network dimensions are 122 m length, 14 
m width and 100 cm depth as shown in detail in Figure 7.28 where the network is broken into four 
parts for easy display. A 5 cm partition was used to define the channel wall.
1.2.3.2 Characteristics of the model
Dimensions: 122 m x 14 m x 100 cm 
Inflow file
Flow rate = 4.8 1/s (0.0048 m3/s)
Inlet and outlet arrangement: 16 points in the inlet box chamber and four points in the outlet box. 
Position of inlet and outlet: Top local co-ordinates (x = 120.23 cm, y = -25.18 cm. z = 99.5 cm) 
Clidat file: Wind velocity = 2 m/s 
Wind direction = 280° (opposite to the inlet)
Water temperature = 12°C
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Total width = 14 m; Channel width = 4.65 m; Gap = 4.65 m; Wall thickness = 5 cm
Figure 7.27. 3D-network grid for Lidsey South, three channel model, with 4.65 m gap setting 
on the treatment works. Note: the grid cannot be made visible owing to the scale of the map. 
For further details see Figure 7.28.
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Figure 7.28. Details of 3D-network grid for Lidsey South 3 channel full scale model with 4.65 
m gap showing in yellow the inlet points and in red the outlet points.
The parameter model run was set up for 10 time steps in the hydraulic model. The first time step for 
the computer run took about 20 minutes. The current vectors were displayed by using ArcView GIS 
for the four layers and natural wind conditions. The hydrodynamic model run parameters are 
presented in Table 7.5.
Table 7.5. Model run hydrodynamic parameters
Parameter Run
Eddy viscosity (m2/s) 0.001
Wind coefficient 0.0018
Time step (s) 600
The outputs from GIS were set up in a cell-table. The vector velocity plots are presented for each of 
the four layers. The same scale was used to present each vector plot for easy comparison of each 
layer.
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7.2.3.3 Analysis of vector velocities for 4.65 m gap.
The influence of an average strong wind (2.0 m/s) in the opposite direction to the inlet flow in the 
first channel of the south lagoon model was assessed.
Experiment 9. With wind effect
The HYDRO-3D simulation of flow paths is in general agreement with the observations on the full- 
scale three channel lagoon using rhodamine, drogues (wooden sticks with an orange inserted at one 
end) and buoyant objects (oranges). The first (uppermost) layer of the simulation produced higher 
wind driven flow in the three channels (Figure 7.29), whereas the second layer was more quiescent.
The dominant flow paths in the simulation of the Lidsey three channels are very similar to those 
seen in the three channels of the physical model with wind opposite to the inlet inflow direction. 
Once again the wind drives the surface layer (Figure 7.29) back towards the inlet in the first 
channel. It also dominates the surface flow in the other two channels, producing flow parallel to that 
in the first channel, as also shown in the physical model simulation in Figure 7.17.
The Lidsey second layer (Figure 7.31) is relatively quiescent, as was the second layer of the 
physical model (Figure 7.16). The third and the fourth layers (Figures 7.32 and 7.33) show the 
dominant flow away from the inlet towards the outlet. Thus the flow is split between these two 
layers, as it was in the physical model (Figures 7.18 and 7.19) with wind1.
1 Note that the fu ll scale model orientation is reversed through 180° compared with the physical model
356
Chapter 7. Computational modelling results G. Aldana
s ft " + ‘ ■
-t -» ^
; • . • ' *»:  T  ^ ^ ^ tf tf"9 rt  ^ ft
• ' ' - * - ^  > h
r-V* . - ^ ^  ^   ^ ^
tf . "9
* rt »
tf , tfrt «. - *
H ~ 
tf
rt rt rt
tf rt rt rt
• * ' . tftf • "*
^ rt # . ' '♦ rt - M _tf rt -* • . ^ tf rt rt^ tf rt - . tf ^  ^ ft ^  tf - ' tf tf tf tf _+ rt
_ ft ft -4 ft ft
-  - :  -  ’  :  •• Q - .
-  ^  ; '  ;  -  ;  -  -  -  '  .  - : - ^ . rt rt -—A ^
'* ft " f t  rt ftft rt , -J ft f t r t  -
" -  ^  rt " ft -  ft  ^ f t r t  
rt » . r t  t f r t f t , ^
rt ft ' ' - " f t  r t ^ f t ^ f t ^ f t  rt tf tf rt  ^rt - tf rt-  - • rt -+
tf - - rt tf
rt • . ” rtrt - tfrt * ■*1 * ,
rt
rt **
N
Q . * "#
■* -  -* - - ■* __ ft ft N " ft ft .  . . -*'I s 7 s  _ '
■* -  ■* ”• -* - - -*. s  ^ N o _ -*-> -ft •. - . r t .  ft -
N f t " - . - * " f t r t  ft ' . •T  ^ N  ^ 7^ rt tf tf ft -t ft ~t ,  ^  s.  ^ _
" -  ' ♦ " f t ' ’ - * " - . ' *  ft .
** _, ^ ft ft ft ^«. rt , ft ft rt • - rt ^ ,  ft "  ft
' . -  „ ^ rt " .  " .  -  Q rt tf -  ^ "9 **  ^  ^tf * _ tf tf" tf rtrt • - ft tf rtft rt ft 
" ft - . rt .-* . rtrt rt
rt * rt rt rt rt
rt rt rt
First layer
rt rt
tf tf 9
rt N ^
" “• ^ tftf ' .  " ^ rt ^tf " ' - ft. -  -7 tftf " - ;  - " ft ^  ^ tf >,
rt rt ^ r t  - : r 5 - ^ b
ft rt ft -♦ ft*  r *1. - ' - ' - 2 •> 7*2?
-s ^ ft " ft rt ^ v - -
^  ^  -  rt ^ -  rJyr t  -ft .ft „ " - -
ft ’ '* - \  r t  -rt, '  
rt ft -ftX^ 1', A 'O r r tA  fr- ?
^  '’S
Figure 7.29. HYDRO-3D simulations of current vector velocities for Lidsey South three 
channel lagoon model with west wind
There is good agreement between the HYDRO-3D and physical model simulation, but there are 
important details of difference when compared with the field observation of orange floats and 
drogues at Lidsey as shown in Figure 7.30.
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Thus, whereas the flow direction mostly corresponds to that simulated by HYDRO-3D and to that 
observed in the physical model, the oranges floating along-side the geomembrane wall move in the 
direction opposite to the wind. This is almost certainly due to the windbreak effect imposed by that 
part of the geomembrane which is above the water level. Even though the wind is coming from the 
west, the long axis of the channel is sufficiently offset to create a shaded zone along the edge of the 
geomembrane wall, which allows rapid surface flow (indicated by the orange) in the opposite 
direction to the wind. At this stage of its development HYDRO-3D cannot simulate this 
phenomenon, because model assumes uniform wind stress over the surface whilst the precise 
alignment of the wind in the physical model did not produce the phenomenon for the same reason.
G eom em brane w a ll
Figure 7.30. Plan view of part of Lidsey South, first channel. Field observation 
of current velocity pattern in the first and second layer with floating oranges 
and drogues. Not to scale
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Figure 7.31. HYDRO-3D simulation of current vector velocities for Lidsey South three 
channel lagoon model
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Figure 7.32. HYDRO-3D simulation of current vector velocities for Lidsey South three 
channel lagoon model
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In the gap between the second and the third channel overturn appears in the second layer (Figure 
7.31), but it is even more exaggerated in the third and the bottom layer, with higher velocities (v = 
0.003 m/s) in the second layer passing through the gap, and lower velocities returning through the 
gap in the fourth layer as shown in Figures 7.31 and 7.33.
In the final channel the flow pattern of the first channel is repeated with the same upper layer 
entrainment flow and unidirectional laminar flow in the middle and lower layers towards the outlet, 
but producing lower velocities (v = 0.00099 m/s) at the walls. There is some increase in turbulence 
in the outlet area, but it is not equivalent to that in the inlet area.
7.2.4 Simulation and analysis of vector velocities with wind parallel in the physical model
Another run was made to test the effect of parallel wind. The same procedure was followed as with 
the opposite wind case, but input wind direction was moved from 90° to 270° so that it was in the 
same direction as the inlet flow in the first channel.
7.2.4.1 First layer
Experiment 10. With wind effect
Wind blowing parallel to the inlet produced almost the same effect as wind blowing opposite. The 
dominant flow path was in the uppermost layer with higher velocities. The second and lower layers 
contributed the lowest velocities.
In the first channel the dominant flow was away from the inlet at the inside wall towards the end of 
the first channel where overturn appeared and moved the flow backwards in the central part of the 
lane towards the inlet area. There is little turbulence in the inlet area. This configuration produces 
circulation in the upper layer.
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In the gap between the first and second channel the overturn is exaggerated, with slightly high 
velocities (v = 0.001 m/s) passing through the gap, and even higher return velocities returning 
through the gap. The dominant flow in the second channel is similar to that in the first channel, but 
the dominant flow path is with the wind as shown in Figure 7.34.
Short-circuiting appears at the end of the second channel along the final meter from the second gap 
due to the proximity of the source of wind. As the flow moves into the third channel, it produces 
even more chaotic short-circuiting in the second gap.
In the third channel the flow pattern of the first channel is repeated with the return movement and 
laminar flow towards the outlet in the central part of the channel. The flow pattern moved from the 
second gap to the outlet in the walls. There is some overturn in the outlet area similar to that in the 
inlet area.
First layer without wind
First layer with wind
Figure 7.34. HYDRO-3D simulation of current vector velocity plot for a three channel 
physical model with 5 cm gap. Inlet and outlet at the top.
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7.2.4.2 Other layers.
Experiment 10. With wind effect
The second and the lower layers, contribution similar to that when the wind is blowing opposite to 
the inlet a shown in Figure 7.35. By using this configuration with either parallel or opposite wind it 
seems the effective volume (contributing to the retention time of the system) is reduced, because the 
wind increases the short-circuiting and the flow only moves in the uppermost layer. The other two 
layers have the same characteristic flow paths as the second layer which is why they are not 
displayed in this section.
physical model with 5 cm gap. Inlet and outlet at the top.
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7.3 Auxiliary empirical methods. Fabrication and application of floats and drogues
The use of auxiliary empirical methods such as floats and drogues to track hydraulic flow paths in 
waste stabilisation ponds has been tried out by some researchers and found to be an effective tool in 
identifying rapid surface velocities, hydraulic short-circuiting, dead zones and detecting sub-surface 
flow. These methods assist in calibrating the computational models such as HYDRO-3D, because 
the flow movement can be precisely measured in the different layers.
Drogues are cheap, easy to fabricate and can be used in the field by one person who can produce 
drawings of how the floats and drogues move within the lagoon. Their movement represents water 
flow paths and wind effects on the surface. Floats can also indicate the flow paths near to the inlet 
and outlet areas, because water shear stress produces the main force of movement. In the central 
area of the lagoon it is more difficult to define whether water or wind produce the main movement 
of the floats or drogues.
Some progress has been made to obtain the best design of drogues. Lloyd et al (2002) used oranges 
as surface floats and oranges pierced through with garden plant support stakes as drogues for 0.5 m 
and 1.0 m depths. Shilton and Kerr (1999) proposed a more sophisticated but expensive method of 
using “cross-blade” drogues with two theodolites to track their movement.
Novel research by Wong (2003) developed mini-drogues scaled down from field-size to be used in 
the hydraulic physical model, and the flow patterns of channel configurations were studied with and 
without wind effects.
According to Wong (2003) the mini-drogues were fabricated from blueberries pierced through with 
a pen refill extended with a cotton bud. This resembles the orange drogues used by Lloyd (2000) 
although their design principles are different. The orange drogues work by balancing the mass of 
the orange with a weight, whilst the mini-drogue works based on the principle of a fishing float. 
Oranges and blueberries have a slightly lower density than water. The empty cotton bud straws 
provide buoyancy to keep the blueberry afloat at the design depth, whilst the garden plant support
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stakes provide balance and the orange is maintained at the desired depth by weights located below 
the orange.
In order to keep the drogue vertical the weights (washers) are held below the orange with an elastic 
band, whilst in the mini-drogue it was wrapped with some electrical tape over the blueberry at the 
stem.
7.3.1 Other buoyant objects
Since oranges were used in the field as floats, it was decided to use a small fruit in the physical 
model scaled down to 1/10 of the orange diameter (10 cm). Holly berries of 7 mm diameter were 
used in the physical model to trace the trajectory described by the flow paths within the basin. The 
holly berries were submerged to about 90% of their volume. The methodology consisted of putting 
10 holly berries in the inlet area and monitoring their movement every 15 minutes.
It was found that about 20% of these floats sank after 30 minutes because of the lack of water proof 
skin. Orange skin is waxy and thick and allows much larger experiments. In general the holly 
berries can describe accurate flow paths, but reliability is reduced when the wind is blowing 
opposite because it pushes them back or trap them in the walls.
7.3.2 Drogues
Wong (2003) developed three types of drogues to be used in the physical model during tracer 
experiments. He classified them as rigid, flexible and flexible-cross-vane drogues. The first was 
made with a pen refill extended with a cotton bud straw sticking into a blueberry. The blueberry 
drogue is shown in Figure 7.36.
The rigid drogues were fabricated for each required depth of 15, 25 and 35 cm, and produced a very 
good flow path agreement when they were tested within the physical model, and even with the 
channel configuration without wind and with tracer. However, this type of drogue presented a 
problem when the wind was added to the experiment blowing either opposite or parallel to the inlet 
flow. This was because even with a very small stem above the water level, the prevalent movement 
resulted from the stem influenced by the wind effect over the surface.
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Therefore, Wong (2003) developed another design (flexible drogue) which was fabricated of a 
polystyrene foam float and a blueberry mass connected with a cotton thread. In this way, the 
movement of the mass was independent of the float, and thus less affected by the wind shear stress 
at the water surface, as shown in Figure 7.37.
This type of drogue presented a problem because the blueberry mass was heavier than the 
polystyrene foam and it was difficult to keep the drogue afloat. Also, the blueberry was not water­
proof so it was successful in less than 50% of the cases. It was worse when the depth of the drogue 
was increased. However, it presented better performance when the wind was blowing.
Finally, best performance was achieved by designing flexible cross-vane drogues which were 
constructed by adapting the principle of Shilton and Kerr (1999), but using an acetate cross-vane 
attached with a cotton thread to the polystyrene foam. This type of drogue can represent with 
greater sensitivity the sub-surface flow, because it is lighter, water-proof and has additional contact 
area as shown in Figure 7.37.
The flexible cross-vane drogue was more accurate, demonstrating a lower velocity (lower even than 
the rigid drogues) about 8 times less than the rigid, in the bottom layer. Therefore, they were used to 
test the channel configuration in the physical model. The weights of three drogues and their contact 
areas with the water are presented in Table 7.6
Table 7.6. Weight and contact area for different types of drogues
Type of drogue Weight (g) Contact area 
facing water (cmz)
Velocity in the water 
required to move it (cm/s)
Rigid 28 1 12
Flexible 18 1 12
Flexible cross-vane 15 8 1.5
367
Chapter 7. Computational modelling results G. Aldana
7,3.3 Rational mechanics of a drogue and float
The rational mechanics were developed in order to determine the velocities involved in drogue 
motion.
Movement of a drogue
Data:
Q = 12 cm3/s 
/?air = 0.0012 g/cm3 
C = 0.0026 (wind coefficient)
Vw = 0.25 m/s
(f> = 90° (wind direction angle)
Figure 7.36. Velocities and dimensions 
involved in rigid drogue
There are three velocities involved in the movement of the drogue within the physical model.
• Average velocity of water (V) = Q/A [7.1]
• Velocity of wind ( Vw) = 0.25 m/s
Velocity of entrainment (Ve) = J — — (Chu and Soong, 1997) [7.2]
V Pair
Wind shear stress tw -  cpairVw sin </> [7.3]
where
tw = wind shear stress 
c = wind coefficient (0.0026) 
Pair ~ a*r density (0.0012 g/cm3) 
</> -  wind direction (90°)
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The calculations derived by the equations are as follows 
• Calculating water velocity
12cm3V =  —  = 12 cm/s
1 cm s
• Calculating a wind shear stress and an entrainment1 velocity
tw -  0.0026x0.0012—^ r-x(o.25)2 ^r-xsin90° 
cm s
=1.95x10- ^ - , 1 0 0 0 0 ^ -  = 0 .0 0 2 - t y  
cm s m cms
rr I 0.002 gem3 1 __ .
K = J -   --7=1-27 cm/s
y 0.0012gems
The sum of velocities along the x- axis gave an imbalance to the left term due to the strong effect 
that the wind has on the small stem. Therefore, the rigid drogue is suitable if movement is in the 
direction of the wind. Without wind, drogue motion is due to the action of the water only 
representing the flow path direction. A similar procedure was used to calculate the velocity for rigid 
drogues in order to compare with the flexible one as shown in Figure 7.37.
Mini-drogues seem to be a good tool to measure velocities (>15 mm/s) within the physical model, 
in areas such as inlets or outlets where higher velocities are presented. However, this method is less 
accurate in the central area of the physical model where even lower velocity occurs.
1 Entrainment velocity is defined as tire friction velocity o f w ind shear stress in  the water phase. (Chu and Soong, 1997).
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Polystyrene foam
Flexible drogue
\
Stem
1cm T 
5cm I
2 mm
V= 12cm/s 
Blueberr
u
/ * n
Vwmd = 25 cm/s 
. V e = 1.27 cm/s
Rigid drogue
Figure 7.37. Dynamics involved in the rigid and flexible drogues
Movement of a float
As with the drogue, the velocities involved in float movement were investigated in order to 
understand it.
W ater level
1mm
6m m
V
V w  =25cm/s 
A—  Ve=1.25cm /s
H o lly  berry
Figure 7.38. Velocities involved in holly berry movement
Calculation of the velocity
V = 12 cnr
sxO.6cmxO.6cm
= 33cm/ s
According to the calculation the float should follow the flow path of the water, and produce changes 
of direction when near to the wind source. The floats should represent the flow path in the inlet and 
outlet areas, but reducing in accuracy when floats are in the middle of the basin or channel.
i
ii!
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7.3.4 Application of drogues and floats within the physical model
Several tests were carried out with floats and flexible cross-vane drogues in the channel 
configuration in the physical model. One sample case is presented in this thesis for three channels 
with 5 cm gap and wind blowing opposite to the inlet.
The experiment was carried out separate from the tracer study, after moving the two electric fans 
from the inlet to the outlet. The experiment started in the first channel with 15 cm and 25 cm cross­
vane drogues and berry floats put into the physical model. As soon as they were placed at the 1.0 
m. mark they moved in the reverse direction, and within about 20 minutes, most of the floats were 
about 0.20 m from the inlet, with the drogues following behind as shown in Plate 7.3.
On reaching the inlet, the floats and drogues were brought forward from the inlet to the 3.0 m mark. 
This time, the floats moved away from the inlet at a relatively higher velocity until at the 3.7m mark 
where they met a vertical metal angle support and began to turn back. The drogues were left behind, 
travelling at a lower velocity, but circulating in this area during 45 minutes. The floats were 
circulating in two areas between the 2.5 m to 3.5 m mark. This movement appears to produce a 
longitudinal back flow towards the inlet area and towards the end of the first channel, in response to 
the wind.
In the first gap, between the first channel and the second, the drogues and floats were circulating in 
this area. This movement appears to produce an overturn with lower velocities, but the drogues did 
not manage to pass through the gap due to their size. Only one float passed through the gap and it 
moved in eddies in the second channel as shown in Plates 7.4 and 5.
In the second channel, practically no movement was seen until the end of the second channel. Less 
wind energy reached into this channel, probably due to the effect of the high wall. It seems that a 
quiescent zone appeared there. In the second gap between the second and third channels, three floats 
were placed before the gap and they managed to pass through the gap and moved in eddies in the 
third channel as shown in Plate 7.6.
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The 15 cm and 25 cm cross-vane drogues did not exhibit any significant motion. At the beginning 
of the third channel. They were stopped in the inlet area after about 13 minutes of observation. The 
floats moved with higher velocities (0.2 m/s) in the third channel, but produced overturn flow when 
they reached the 5 m mark and moved in circular flow 1 m from the outlet area as shown in Plate
7.7.
Similarly, the drogues were moving away from the outlet slowly and finally stopped at about 2.0 m 
from the outlet. A drawing in 3D schematising the motion of the floats and drogues is shown in 
Figure 7.39.
Drogues
 ^ 15cm depth place in 
the inlet area
15cm depth place in 
the first gap
^ 15cm depth place in 
the second gap and 
third channel
| | Dominant flow path
direction
• Berries in the • Berries in the 
second channel third channel
Stopped by the wall
Wind direction ^
Outlet
Small berries 
Berries in the 
first channel
Figure 7.39. Schematisation of the floats and 25 cm cross-vane drogues movement in 
the physical mode with 5 cm gap and wind blowing opposite to the inlet
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Dscn 0022 (1154 hrs)
2 fans blowing from outlet end
Dscn 0023 (1332 hrs)
Placed 3 x 25cm cross-vane drogues and 4 berry floats at 1.0m 
from inlet
Dscn 0209 (1531 hrs)
The other 2 x25cm cross-vane drogues
Plate 7.3. Series of pictures showing the fans and movement of 25 cm cross-vane 
drogues and floats in the first channel
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D scn 032 6  (1635  hre)
D scn 0343  (1 6 3 9  hrs)
D scn 0 3 5 4  (1 6 4 4  hrs)
Plate 7.4. Series of pictures showing overturn flow path in the first 5 cm gap to the 
drogues and floats.
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D scn 0393  (1 7 4 0  h is)
R elocated 3 x 25cm  cross-vane drogues and 4 berry floats to  2nd 
bend in the 2nd channel
2 " 1 Channel
D scn 0398  (1 7 5 4  hrs)
R elocated 3 x  25cm  cross-vane drogues and 4 berry floats to  2° 
bend in the 3 rd channel
D scn  04 0 0  (1 8 0 4  hrs)
R elocated 3 x  25em  cross-vane drogues and 4 berry floats to  
about m id-length  o f  the 3rd channel
D scn 0401 (1811 his)
N o  significant m ovem ent after 7 m in
Plate 7.5. Series of pictures in the second 5 cm gap showing the float movement
D scn 0 3 9 7  (1 7 5 2  hrs)
N o  significant m ovem ent after 12 min
D scn 0 3 9 9  (1801 his)
N o  m ovem ent at all after 7 min
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n  . f Insignificant m ovem ent after 13 minR elocated  3 x  25cm  cross-vane drogues and 4 berry floats to  °
about 5.0m  from the 2nd bend in the 3rd channel
R elocated 3 x  25cm  cross-vane drogues and 4 berry floats to  
about 5.5m  from the 2nd bend in the 3 rd channel
Plate 7.6. Series of pictures in the third channel showing overturn flow path in the 
outlet area
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7.4 Concluding remarks
•  The results produced by HYDRO-3D for a single lagoon (LAV, 1:7) with inlet and outlet 
centrally aligned, were compared with and without wind simulations. The wind blowing 
opposite to the inlet can produce reduced efficiency in the uppermost layer as a result o f  
much higher velocity, 100-fold greater than without wind. The flow path along the direction 
o f wind, but producing short-circuiting in the inlet area with higher velocities through the 
lagoon moving backwards and forwards at different depth levels.
•  The lowest velocities are produced without wind, but this produces partial mixing within the 
basin with many dead zones in the middle o f the physical model through the whole depth. 
This appears to produce a skew flow path away from the inlet, moving around the dead zones 
towards the outlet.
• The width-wise baffle with holes placed 1 m from the outlet could improve the hydraulic 
performance within a lagoon (LAV, 1:7) without wind. It produced a helical type o f mixing, 
passing through the holes at the bottom and with lower velocities towards the inlet. This 
movement permitted almost 1 0 0 % of the capacity o f the lagoon to be utilised.
• No significant difference was noticed when the wind was blowing opposite to the inlet with 
the width-wise baffle, although short-circuiting was produced in the inlet area.
• HYDRO-3D predicted that the wind blowing opposite to the inlet could reduce hydraulic 
efficiency in a very fine layer (5 cm) below the surface. In terms o f  depth in a full-scale 
lagoon, this could be in the first 2 0  cm below the surface. This was observed in reality when 
a dye-tracer study was carried out, but it also was predicted by HYDRO-3D when the size o f  
the tetrahedron element is less than 30 cm in the uppermost layer. This phenomenon was not 
predicted by HYDRO-3D when the size o f the tetrahedron is over 40 cm whereas the current 
velocities ( x, y and z) are displayed at the centroid o f the cell at 2 0  cm below the surface.
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• The current velocity plots predicted by HYDRO-3D for a length-wise baffle (L/W, 1:68) 
with a 25cm open gap suggest good hydraulic performance. This could be improved if  there 
were no wind due to better laminar flow path with lower velocities throughout the whole 
depth. However, hydraulic performance seemed to be reduced when the wind is blowing 
opposite to the inlet, because the presence o f reverse flow in the uppermost layer produced an 
opposite flow path on the floor and reduced transit times between inlet and outlet.
• Reducing the gap in the three channel physical model to 5 cm can increase by 10-fold the 
velocity in the gap in the uppermost layer compared with a 25 cm gap when no wind is 
considered. Similarly, in the middle and the bottom o f the lagoon, higher velocities are 
produced in the narrow gap. When the wind is blowing opposite to the inlet the dominant 
flow path is solely in the uppermost layer.
• The advantage o f the narrow gap (5 cm) is that the dominant flow path produces guttering in 
each channel, and movement away from the inlet towards the outlet and overturn, returning 
on the walls towards the inlet again. This movement appears to produce the longest flow path 
travelling within the lagoon, and obviously it should increase the MHRT.
• According to the HYDRO-3D current velocity plot, in the Lidsey full-scale three channel 
lagoon the dominant flow path is in the top surface when the wind is blowing opposite to the 
inlet, with a 4.65 m gap in each bend. It seems to produce a roll-back type o f mixing between 
two layers in the first 2 0  cm below the surface, but scrolling the flow away from the end o f  
the channel.
• The use o f floats and drogues to track hydraulic flow paths in waste stabilisation ponds 
seems to be an effective tool in identifying rapid surface velocities in the inlet and outlet 
area. However, they produce less accurate results in the central area o f the lagoon where 
lower velocities occur. Although flexible cross-vane drogues could measure a velocity o f 15 
mm/s, when used in areas along the channel with emphasis on overturn areas even higher 
accuracy is possible when the wind is blowing opposite to the inlet.
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8.0 DISCUSSION AND COMPARISON OF AGREEMENT OBTAINED FROM 
MODEL RESULTS
8.1 Introduction
This chapter is concerned with the discussion o f the results obtained from both physical and 
computational models. The chapter is split into three parts. The first is the discussion o f results from 
the physical model comparing NRT and MHRT from significant physical model results. Multi­
variance analysis was carried out in order to determine which variables are correlated and their level 
of significance. The effect that inlet and outlet position has in the physical model results and its 
influence in WSPs is also discussed.
The second part o f this chapter is a discussion o f the computational model results from 
HYDRO-3D. Two cases from the physical model were chosen to run the water quality model o f  
HYDRO-3D. There were the three channels with 5 and 25 cm gap in the physical model. The 
outputs display the plume movement and its arrival time at the outlet using ArcView GIS facilities. 
The impact o f wind effect on WSPs was tested and differences discussed.
Finally, the MHRT profiles predicted by HYDRO-3D and from experimental tracer cases discussed 
in Part 2 are compared and the level o f agreement analysed. The level o f agreement between all 
three methods will be analysed and the degree o f reliability o f the physical model and 
computational models in predicting frill scale MHRT will be discussed.
8.2. Discussion of results from physical model
In chapter 4, the results obtained from the physical model constructed with a length-to-width ratio 
7.67:1 showed that in general the interventions made within the basin could increase MHRT when 
wind effect was absent. There are many interrelated factors which reduce the hydraulic efficiency in 
WSPs including inlet and outlet arrangements, wind effect, LAV and W/depth ratios.
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The construction of barriers, i.e. either width or length-wise baffles, usually increases hydraulic 
efficiency within the basin, by delaying the time at which the first peak leaves the reactor.
Some researchers have found that wind can cause severe damage and Lloyd et al (2002) concluded 
that “the surface velocities may be 30-fold greater than in the depth o f the pond and that the velocity 
profile decreases most rapidly in the top 10-15cm, based on field studies with drogues and 
computational modelling with HYDRO-3D”.
The results obtained in chapter 7, for a simulation produced by HYDRO-3D for a single lagoon 
(LAV, 1:7.67) with inlet and outlet centrally aligned, were compared with and without wind. The 
wind blowing opposite to the inlet produced a velocity in the uppermost layer 1 0 0  times higher than 
without wind. The flow path moved backwards, producing short-circuiting with higher velocities 
close to the surface and floor, with a dead zone between.
There are several factors influencing advective flow: wind stress, viscous effects, boundary shear 
and inlet discharge, and in this case it is the wind which is reducing MHRT by more than 50%. The 
results from chapter 4 however, presented clear evidence of a very fine dye-plume travelling at a 
high velocity in the absence o f wind, but a dispersed dye-plume with even higher velocity when 
wind was blowing opposite to the inlet.
In order to investigate the relationship between MHRT and NRT, a plot was made using data from 
the physical model shown in Table 4.16 o f chapter 4, Part 4 (44 points) and extended using data ( 8  
points) from full-scale lagoons (see Table 2.6, chapter 2), plus other points from the literature 
review (16 points in total). To convert values obtained from the physical model into those for a full- 
scale lagoon, the data were multiplied by a factor o f 1.54 for MHRT values, and by a factor o f 2.03 
for NRT values, which is a time ratio (MHRT, Tp/Tm = 1.54) and (NRT, Tp/Tm = 2.03) (see 
Appendix 2, which refers to physical model design).
The relationship between MHRT and NRT was: MHRT = 0.53 *NRT for 60 data points and a 
correlation o f 0.79, as shown in Figure 8.1. The total data used were 44 points from physical model 
experiments, and 16 points from full-scale lagoons from Latin American, Caribbean Islands,
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England, Canada and Australia. This equation coincidentally is close to the hypothetical equation 
[1.1] referred to in chapter 1 where it was expressed as a first approximation 9h = 2/3 V/Q.
Figure 8.1 gives evidence that in reality a few key factors reduce the hydraulic performance o f  
WSPs. It also explains why traditional equations for WSPs design have failed to meet performance 
specifications: they use nominal retention times calculated from pond volume/flow (V/O) rather 
than an estimate o f mean hydraulic retention time from a physical or mathematical model 
(Guganesharajah. 2001).
M H R T  (d a y s )
Figure 8.1. Relationship between MHRT and NRT from experimental data from 
the physical model and full-scale systems.
The equation MHRT = 0.53*NRT is one o f the findings o f this thesis. It should be included in WSP 
design in order to obtain more precisely the real mean hydraulic retention time.
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8.2.1 Analysis of results
In chapter 4, based on the cases analysed we found that there are three factors that can increase 
MHRT in WSPs.
•  Construction o f barriers such as width or length-wise baffles
• LAV ratio
• Inlet and outlet arrangement
Construction of barriers such as width or length-wise baffles
Width-wise baffles have been proposed by many investigators (Matthews et al, 1997; Persson, 
2000) as a means o f improving the hydraulic characteristics o f WSPs.
Matthews et al (1997) concluded that “ width-wise baffles alter pond circulation patterns, increase 
the mean residence time o f  influent water, and hence increase the effectiveness o f the pond in 
removing pollutants through sedimentation. In addition to the increased retention times, further 
enhancement o f removal rates is anticipated due to the improved quiescent settling conditions in the 
pond, since influent water is forced to follow a regular flow path around the baffles at a relatively 
constant velocity. The occurrence o f wind-induced circulation patterns, which may have been 
causing resuspension o f previously settled unconsolidated materials, is also minimised”.
Persson (2000) concluded that “ponds with width-wise baffles gave a hydraulic performance similar 
to a straightened-out pond. For example if  you consider a folded case with the length-to-width ratio 
2:1, but with three baffles. If the pond had been straightened-out, the ratio would have been about 
5:1 instead”. In addition he stated, “the short-circuiting decreases as the effective volume increases 
with increasing length-to-width ratio”.
The author o f this thesis is in complete agreement with the above investigators, because according 
to the results shown in chapter 4, Part 2 and 3, interventions made by width or length-wise 
baffles increased MHRT by at least 50% as shown in Table 8.1.
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A range o f measurements which allows the ready comparison o f hydraulic characteristics is 
presented in Table 8.1. ti6  is the time for the passage o f 16 percentile o f tracer through the outlet. t9o 
is defined as the time for the passage o f 90 percentile through the outlet (Persson, 2000). These 
measurements might usefUlly cover other fractions o f  the profile rather than solely the mean o f the 
profile(#/z).
The symbol (o2) is used to represent the square o f variance during the dye-tracer experiments. 
Similarly, the quotient S is defined here as ti6  divided by 9t (NRT), an equation developed by 
Persson (2000) to define short-circuiting. The higher the value o f S the smaller the short-circuiting 
effect.
6h (MHRT) can, in some cases, be used as an approximation o f S. This is true when 6h is 
symmetrical (as in Gaussian functions), but is less true the more skewed 6h becomes. The majority 
of profiles presented in this thesis are not Gaussian. Therefore, the degree o f short-circuiting should 
be calculated by dividing ti6  by Ot (NRT).
As a measure o f effective volume, Thackston et al (1987) developed an equation for calculating the 
effective volume e for basins:
e = 0.84[l -  e(-0-39i/,F) j [8.2]
According to Persson (2 0 0 0 ) a measure o f the degree o f plug flow is the number of stirred tanks (N) 
used in a tank in-series model. The higher the N, the more the series approach plug-flow:
[8.3]
where Ot is the NRT (which is defined by the ratio between the volume and flow).
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In order to measure the short-circuiting (S) Texeira (2003) chose a parameter based on the 
relationship o f t10/ $ ,  whilst Persson (2000) and the American Water Works Association (1996) 
held that it is better to choose relationships such as W  Ot or tio/Ot. Statistical analysis was carried 
out and the best correlation (0.94) was obtained with the relationship W Ot when compared with S.
Results from the open model
The results o f the open physical model are shown in Table 8.1 including data with wind. Those 
experiments which had high S-values (i.e., small short-circuiting effects) were ponds with centrally 
aligned inlet and outlet arrangement (experiments la, 2a, lb and lc). In fact the tie and tgo values 
were the highest ones, varying from close to 1 to larger than 5, respectively.
These experiments had also higher N-values varying between 4 and 11.33 which represents a high 
fraction o f plug-flow exiting the system. Furthermore, it was noticed that if  the wind was blowing 
opposite to the inlet (experiments 1 2 , 15, 16 and 17) short-circuiting increased by about 15%.
The effective volume hardly changed at all for any o f the experiments. Equation [8.2] therefore 
seems unreliable for the calculating effective volume within the pond.
Results from width-wise baffle
Those cases which had high S-values were ponds with high length-to-width ratios (experiments 5a, 
5b, 4c and 5c), but producing higher S-results over 0.5. The highest values were in 5a and 5b which 
had double width-wise baffles. Further, it was noticed that if  wind was blowing opposite to the inlet 
(experiments 13 and 14) the amount o f short-circuiting increased, varying between 0.15 and 0.22 
(small S-value). This means that at least 20% of short-circuiting is being contributed by wind 
blowing opposite.
In addition, these experiments (higher LAV ratio) with higher S-values had the highest ti6 -values 
varying from 1.06 to 1.24 and a Gaussian profile with ti6 -values over 1. This is evidence in support 
of the AWWA recommendation “ / 10 can be used to calculate the relationship / 10 /  6h when the 
profile is symmetrical (as Gaussian functions)”. For example, for case 5b the new / 10 /  6h value is
0.47.
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Table 8.1. Summary of some of the hydraulic parameters1 calculated from the physical
model experiments.
E x p e r i m . 0t ( d ) t ie  ( d ) tgo ( d ) 0h  ( d ) a z ( d ) 2 S e N
O p e n  m o d e l  
1a 2.02 0 .7 9 4 .4 6 1 .1 6 1.00 0 .3 9 0 .8 3 4 .0 8
R  1 a 2.00 0 .8 0 4 .5 0 1 .6 7 0 .9 0 0 .4 0 0 .8 3 4 .4 4
2a 2 .0 4 0 .8 9 5 .0 3 1.02 0 .3 7 0 .4 4 0 .8 3 1 1 .2 5
1b 2.02 0 .8 9 5 .0 0 1 .3 7 0 .3 6 0 .4 4 0 .8 3 1 1 .3 3
2b 1 .8 9 0 .5 6 3 .1 7 0 .8 9 0 .3 0 0 .3 0 0 .8 3 1 1 .9 1
R  2 b 2 .0 6 0 .5 8 3 .2 8 1 .3 2 0 .2 8 0 .2 8 0 .8 3 1 5 .1 6
1c 2.00 0 .9 6 5 .3 8 1 .2 8 0 .4 8 0 .4 8 0 .8 3 8 .3 3
2c 2 .3 4 0 .9 6 5 .4 1 0 .6 0 0 .4 1 0 .4 1 0 .8 3 1 3 .3 6
1d 2 .0 8 0 .4 2 2 .3 5 1 .3 1 0 .2 7 0.20 0 .8 3 1 6 .0 2
2d 2 .0 3 0 .5 7 3 .1 9 0.68 0 .5 0 0 .2 8 0 .8 3 8 .2 4
12 2 .1 5 0 .5 0 2 .8 4 0 .8 9 0 .7 7 0 .2 3 0 .8 3 6.00
1 5 1 .9 7 0 .4 8 2.68 0 .9 1 0 .4 4 0 .2 4 0 .8 3 8 .8 2
1 6 1 .9 9 0 .4 7 2 .6 7 0 .9 7 0 .6 0 0 .2 4 0 .8 3 6 .6 0
1 7 1 .7 9 0 .5 6 3 .1 6 0 .9 6 0 .6 4 0 .3 1 0 .8 3 5 .0 1
M e a n 2 .0 3 0 .6 7 3 .7 9 1 .0 7 0 .5 2 0 .3 3 0 .8 3 9 .3 3
W i d t h - w i s e  b a f f l e  
3 a  2 .0 4 0 .8 0 4 .5 1 1 .4 0 0 .5 7 0 .3 9 0 .8 3 7 .3 0
4 a 2 .0 9 0 .9 6 5 .4 2 2 .0 9 0 .4 8 0 .4 6 0 .8 3 9 .1 0
5 a 1 .8 4 0 .9 6 5 .3 8 1 .3 0 1.01 0 .5 2 0 .8 4 3 .3 5
R  5 a 2.01 1 .1 4 6 .4 1 1 .7 9 0 .6 9 0 .5 7 0 .8 4 5 .8 6
3 b 2 .0 3 0 .9 6 5 .3 8 1 .6 3 0 .6 4 0 .4 7 0 .8 3 6 .4 4
R  3 b 2 .0 3 0.68 3 .8 4 1 .1 9 0 .6 4 0 .3 4 0 .8 3 6 .4 4
4 b 1 .9 4 0 .6 2 3 .4 8 1 .5 6 0 .3 4 0 .3 2 0 .8 3 1 1 .0 7
R  4 b 2 .1 5 0 .5 3 2 .9 7 0 .9 8 0 .5 9 0 .2 5 0 .8 3 7 .8 3
5 b 2 .1 4 1 .2 4 6 .9 7 1.66 0 .7 6 0 .5 8 0 .8 4 6 .0 3
3 c 1 .9 1 0 .7 9 4 .4 2 1 .0 6 0 .7 3 0 .4 1 0 .8 3 5 .0 0
4 c 2 .0 8 1 .0 6 5 .9 5 2 .0 8 0 .3 4 0 .5 1 0 .8 3 1 2 .7 2
5 c 1 .9 5 0 .9 8 5 .2 0 1 .4 3 0 .7 5 0 .5 0 0 .8 4 5 .0 7
3 d 2 .0 7 0 .9 4 5 .3 0 2 .0 7 0 .3 4 0 .4 5 0 .8 3 1 2 .6 0
4 d 1 .8 9 0 .9 4 5 .3 1 1 .7 7 0 .6 0 0 .5 0 0 .8 3 5 .9 5
5 d 2 .3 3 1.11 6 .2 5 1 .5 6 0 .7 1 0 .4 8 0 .8 4 7 .6 5
1 3 2 .0 7 0 .3 2 1 .7 9 0 .6 7 0 .5 4 0 .1 5 0 .8 3 7 .9 4
1 4 2 .5 4 0 .5 5 3 .1 1 1 .0 5 0 .6 0 0.22 0 .8 3 1 0 .7 5
M e a n 2 .0 7 0.86 4 .8 1 1 .4 9 0 .6 1 0 .4 2 0 .8 4 7 .7 1
L e n g t h - w i s e  b a f f l e  8 1 .9 6
( c h a n n e l s )
0.66 3 .7 2 1 .3 9 0.68 0 .3 4 0 .8 4 5 .6 5
9 1 .8 3 0 .7 7 4 .3 4 1 .6 4 0 .3 3 0 .4 2 0 .8 4 1 0 .1 5
R  9 1 .7 1 0 .8 0 4 .5 1 1 .4 9 0 .3 3 0 .4 7 0 .8 4 8.86
10 1 .9 3 0 .8 0 3 .8 0 1 .7 8 0 .2 6 0 .4 1 0 .8 4 1 4 .3 3
1 8 1 .9 4 0 .6 4 3 .5 7 1 .3 6 0 .3 5 0 .3 3 0 .8 4 1 0 .7 5
R  1 8 1 .9 3 0 .8 7 4 .8 9 1 .7 4 0 .3 6 0 .4 5 0 .8 4 1 0 .3 5
1 9 2 .0 6 0 .9 6 3 .6 3 1 .3 6 0 .3 0 0 .4 7 0 .8 4 1 4 .1 5
R  1 9 1.86 0 .5 0 2 .8 4 1 .3 5 0 .1 8 0 .2 7 0 .8 4 1 9 .2 2
11 1 .7 9 0.68 3 .8 0 1 .5 1 0 .3 1 0 .3 8 0 .8 4 1 0 .3 4
R  11 2 .0 5 0 .6 3 3 .5 3 1 .5 9 0 .2 8 0 .3 1 0 .8 4 1 5 .0 1
20 2 .0 3 0 .8 4 4 .7 4 1 .8 7 0 .2 7 0 .4 1 0 .8 4 1 5 .2 6
M e a n 1 .9 2 0 .7 4 3 .9 4 1 .5 5 0 .3 3 0 .3 9 0 .8 4 1 2 .1 9
1 NRT (0t), 16 percentile (ti6), 90 percentile (too), MHRT (Oh), variance (ct2), short-circuiting (S), effective
volume (e) and the number of equivalent stirred tanks (N). ti6 = time (d) for 16% of dye to leave model
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In fact these experiments (higher L/W ratio) had low N-values, because the portion o f plug-flow is 
decreased even more than in the open model pond, reducing from 9.33 to 7.71 (mean value). This is 
evidence that the intervention with width-wise baffles increases mixture within the system and 
reduces short-circuiting. Those experiments had large N-values and were thus isolated cases 
(experiments 4c and 3d) in which the inlet was placed at the bottom, and the outlet either at the top 
or bottom.
Results from length-wise baffle
These results presented more constant S-values which were close to the mean value (0.39), varying 
between 0.31 to 0.47. It seems that short-circuiting is more under control in the channel lagoon 
compared with the open pond: mean 0.33, but varying from 0.23 to 0.48. The value for plug-flow 
(N = 12.19) is 5% higher than with the width-wise baffle (7.71). This is significantly better.
The value for square variance cr2 is less than the two previous groups o f experiments, being at least 
half, which reinforces the previous paragraph, because the y-axis in the channel lagoon had more 
restrained movement, due to the cross-section being reduced.
The N-value has increased noticeably from 9.33 (mean) with the open pond to 12.19 (mean) with 
the channel intervention. This matches well with the results predicted by HYDRO-3D in chapter 7 
where the channel-pond increased plug-flow. As can be seen from Table 8.1, reducing the gap 
(experiments 8 , 9 and 10) increased the plug-flow portion which varied from 5.65 (50 cm gap) to 
14.33 (5 cm gap).
The negative action o f wind blowing opposite to the inlet is reflected in experiments 18 and 19 by 
increased short-circuiting (small S = 0.33) and reduced plug-flow (small N  =10.75). This is opposed 
to, the positive action o f wind found in experiment 2 0  which included a width-wise baffle, where 
short-circuiting is reduced and plug-flow is increased to a maximum value o f 15.26. This was the 
only beneficial case and matched well with the result obtained in chapter 4 when the characteristic 
of the profile was analysed.
387
Chapter 8. Discussion and comparison of agreement obtained from model results G. Aldana
Figure 8.2 was produced using values from Table 8.1, plotting both nominal and hydraulic retention 
times for the three types o f experiments. These are the open model (experiments 1, 2, Rla, R2b, 12, 
15, 16 and 17), width-wise baffle (experiments 3, R3b, 4, R4b, 5, R5a, 13 and 14), length-wise 
baffle (experiments 8 , 9, R9, 10, 11, R ll ,  18, R18, 19, R19 and 20).
M HRT (days)
Figure 8.2. Presentation of results showing that MHRT is increased by 
using width and length-wise baffles.
Although there is considerable scatter a trend does occur as shown in Figure 8.2. Because all the 
experiments were carried out with similar flow rate, a flat linear regression is obtained with low 
correlation, less than 0.20, but showing significant difference (higher MHRT) for the two groups 
with width and length-wise baffles.
There is good evidence that MHRT can be increased by using either width or length-wise baffles. 
For example for the open model (experiment, la, see Table 8.1), MHRT could be increased from 
1.16 d to 2.09 d (experiment 4a) by using either width or length-wise baffles.
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LAV ratio
Thirumurthi (1969) stated that “a long rectangular pond (with greater ratio o f length to width) will 
have a lower magnitude o f dispersion number than a pond with smaller ratio o f length to width, 
because the travel path length is longer in the former type o f ponds”.
Thackston et a l (1987) recommended a ratio o f 5 tolO:l, whereas Matthews et a l  (1997) carried 
out several tracer experiments on a stormwater pond (4600 m2), where the length-to-width ratio was 
changed from 1.5:1 to 4.5:1. Their results showed that increasing the ratio increases the MHRT and 
also increases the amount o f effective volume. Similarly, Persson (2000) clearly stated “the 
importance o f the length-to-width ratio is that it not only influences the effective volume ratio, but 
also the dispersion”.
The present study cannot recommend an optimum length-to-width ratio for design o f WSPs, but 
demonstrates that as long as the L/W ratio is increased by using interventions (width or length-wise 
baffles) the dispersion number can be reduced particularly with channels. For example, for the open 
pond with inlet and outlet centrally aligned the dispersion number is 1 . 8  ( experiment la), whereas a 
width-wise baffle close to the inlet is 0.48 (3a), and close to the outlet 0.36 (4a). Increasing the LAV 
ratio from 7.7:1 to 8.7: 1 as shown in Table 8.2 reduces the dispersion number to 0.78 (experiment 
8 ) when a length-wise baffle is used as intervention with a gap o f 50 cm. The dispersion number is 
reduced even more, to 0.21 (experiment 9) and 0.18 (experiment 10) when the gap is narrowed to 
25 cm and 5 cm respectively. The length-to-width ratio is increased from 62.7:1 to 65.7:1 as shown 
in Table 8.2. The depth-to-width ratio is also reduced from 1.14 to 1.08 due to variations in the 
mean water level caused by the water: mass inbalance problem explained in chapter 4.
According to Nameche and Vasel (1998) “the Peclet number is determined by the degree o f mixing 
in a system”. The Peclet values obtained from results in Table 8.2 are less than 5.56 for the majority 
o f experiments, but produce higher values (3.33 to 5.56) only for the experiments with the length­
wise baffle (channel). These experiments (9, 10, 11, 18, 19 and 20) also have in common the largest 
delay time (first peak tracer left the reactor).
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The results support Thackston et a l (1987) who stated that “as the LAV ratio increase mixing and 
influences the effective volume ratio is increased”, and also Persson (2000) who stated “the amount 
of mixing is highly affected by the length-to-width ratio”.
Inlet and outlet arrangements
After the results were organised the significance o f inlet and outlet arrangement was analysed. The 
inlet and outlet arrangement has been proposed by some investigators (Shilton and Harrison, 2002; 
Persson, 2000; Mangelson and Watters, 1972) as a means o f improving the hydraulic characteristics 
ofWSPs.
Shilton and Harrison (2002) held “that the influence o f  the inlet is more significant than the outlet”. 
They suggest “after the flow pattern has been optimised by the design o f the inlet and its shape, the 
outlet can then be placed for maximum efficiency without altering the flow pattern”. They also 
suggest “that the direction and position o f the inlet defines the resultant circulation pattern”. All 
their experiments were run on an uncalibrated mathematical model by ignoring the wind effect and 
without to examine velocity vectors in more than one layer.
Persson (2000) stated that “the effective volume, mav be reduced to 34-46% when the outlet is 
badly located”. He also suggested that “the location o f the inlets and outlets has considerable 
influence on the amount o f effective volume”. All his experiments were tested on an uncalibrated 
MIKE21 model which assumes that the process is two-dimensional.
Mangelson and Watters (1972) argued that “the location o f the outlets in ponds with diagonal 
opposite inlet and outlet in relation to the wind generated circulation currents was the most 
important factor that directly affected the degree o f short-circuiting in the ponds”. The experiments 
were tested in a prototype field-pond, but they give no detail about the wind characteristic.
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Table 8.2. Summary of dimensional ratios and some of the hydraulic parameters2 derived 
from all of the physical model experiments.
E x p e r i m .
N o
L / W D / W d P e H E C F
1a 7 .6 7 0 .4 3 1.8 0 .5 6 0 .5 7
1b 7 .6 7 0 .4 3 0.6 1 .6 7 0.68
1c 7 .6 7 0 .4 3 0 .4 8 2 .0 8 0 .6 4
1d 7 .6 7 0 .4 4 0.2 5 .0 0 0 .6 3
R 1  ( 1 a ) 7 .6 7 0 .4 3 0.8 1 .2 5 0 .8 4
2a 7 .6 7 0 .4 3 0 .3 3 .3 3 0 .5 1
2b 7 .6 7 0 .4 0 0.2 5 .0 0 0 .4 7
2c 7 .6 7 0 .4 3 0 .2 8 3 .5 7 0 .2 6
2d 7 .6 7 0 .3 8 0 .4 2 .5 0 0 .3 4
R 1 ( 2 b ) 7 .6 7 0 .4 3 0 .1 9 5 .2 6 0 .6 4
3 a 8 .6 7 0 .4 3 0 .4 8 2 .0 8 0 .6 9
3 b 8 .6 7 0 .4 3 0 .6 4 1 .5 6 0 .8 2
3 c 8 .6 7 0 .4 3 0 .8 5 1 .1 8 0 .5 6
3 d 8 .6 7 0 .4 4 0 .2 8 3 .5 7 1
R 1  ( 3 b ) 8 .6 7 0 .4 3 0.6 1 .6 7 0 .5 9
4 a 8 .6 7 0 .4 5 0 .3 6 2 .7 8 1
4 b 8 .6 7 0 .4 3 0 .2 5 4 .0 0 0.8
4 c 8 .6 7 0 .4 4 0 .2 5 4 .0 0 1
4 d 8 .6 7 0 .3 9 0 .5 5 1 .8 2 0 .9 4
R 3 ( 4 b ) 8 .6 7 0 .4 5 0 .5 5 1 .8 2 0 .4 6
5 a 9 .6 7 0 .4 3 3 .4 0 .2 9 0 .7 1
R 1 ( 5 a ) 9 .6 7 0 .4 3 0 .7 8 1 .2 8 0 .8 9
5 b 9 .6 7 0 .4 5 1 1.00 0 .7 8
5 c 9 .6 7 0 .4 8 0.8 1 .2 5 0 .7 9
5 d 9 .6 7 0 .5 0 0 .8 2 1.22 0 .6 7
6 9 .6 7 0 .4 3 0 .8 2 1.22 0 .4 7
7 8 .6 7 0 .3 9 0 .4 8 2 .0 8 0 .5 6
8 6 2 .6 7 1 .1 4 0 .7 8 1 .2 8 0 .7 1
9 6 4 .3 3 1 .1 3 0.21 4 .7 6 0 .9
R 1 ( 9 ) 6 4 .3 3 1 .0 8 0.21 4 .7 6 0 .8 7
10 6 5 .6 7 1 .0 8 0 .1 8 5 .5 6 0 .9 2
11 6 8 .6 7 1 .0 8 0.2 5 .0 0 0 .8 4
R 1  (1 1 6 8 .6 7 1 .0 8 0.2 5 .0 0 0 .7 8
12 7 .6 7 0 .4 5 1.1 0 .9 1 0 .4 1
1 3 8 .6 7 0 .4 4 0 .4 5 2.22 0 .3 2
1 4 8 .6 7 0 .4 5 0 .5 5 1 .8 2 0 .4 1
1 5 7 .6 7 0 .4 3 0 .3 3 .3 3 0 .4 6
1 6 7 .6 7 0 .4 2 0 .5 5 1 .8 2 0 .4 9
1 7 7 .6 7 0 .3 9 0.6 1 .6 7 0 .5 4
1 8 6 5 .6 7 1 .0 9 0 .3 3 .3 3 0 .7
R 1  ( 1 8 ) 6 5 .6 7 1 .0 8 0 .2 8 3 .5 7 0 .9
1 9 6 5 .6 7 1 .0 9 0.21 4 .7 6 0.66
R 1 ( 1 9 ) 6 5 .6 7 1 .0 8 0 .1 5 6 .6 7 0 .7 4
20 6 8 .6 7 1 .0 8 0 .1 9 5 .2 6 0 .9 3
2 Length-to-width ratio (L/W), depth-to-widtli ratio (D/W), dispersion number (d), Peclet nmnber (Pe) and 
hydraulic efficiency correction factor (HECF)
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They also suggested “the inlet with a vertical diffuser and two outlets located at each corner as the 
best design for maximum hydraulic efficiency”.
The physical model experiments with centrally aligned inlet/outlet and diagonally opposite without 
wind, showed that the position o f the outlet is important to increase the performance, producing 
15% less short-circuiting when the outlet is placed at the top as shown in Table 8.3.
This finding is in agreement with Persson (2000) and Mangelson and Watters (1972), but 
contradicts Shilton and Harrison (2002). The result predicted by HYDRO-3D shows that the main 
variable controlling mixing within the basin is wind shear stress rather than the inlet liquid flow. 
This conclusion is also supported by the physical model, because the experiment with wind 
increased the square variance almost twice from 0.3 to 0.64 (see cases 2b and 17 with wind) and 
reduced the N-value by half (from 11.91 to 5.01) as shown in Table 8.3.
Nevertheless, it is difficult to conclude that the outlet position had a significant effect on mixing or 
increased short-circuiting because the amount o f data analysed was relatively small (13 
experiments). The evidence would be stronger with at least two experiments for each arrangement. 
In assessing the value o f one design over another, the variability due to lack o f experimental 
reproducibility must be considered. Replication was not carried out on the group o f experiments 
with inlet at the bottom and outlet either at the top or bottom as was explained in chapter 4.
Therefore, results presented in Table 8.3 can give an early indication as to how inlet and outlet 
position can reduce or increase the hydraulic performance o f WSPs. However, inlet and outlet at 
the top appears to be the best design. It has less short-circuiting (S = 0.37), with a higher tie-value 
(0.74) and the lowest value o f plug-flow (N = 6.59). This was in agreement with the HYDRO-3D 
prediction (see chapter 4, for centrally aligned model), because it increased mixed flow.
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Table 8.3. 0t (NRT), 16 percentile (ti6>, 90 percentile (tw), 0h (MHRT), variance (c^), short- 
circuiting (S), effective volume (e) and the number of stirred tanks (N) in the physical 
model experiments considering an open model pond
Experim. 0t(d) tis(cl) t9o(d) 0h(d) a (d )z S e N
Inlet top outlet top
1a 2.02 0.79 4.46 1.16 1.00 0.39 0.83 4.08
R 1a 2.00 0.80 4.50 1.41 0.90 0.40 0.83 4.44
2a 2.04 0.89 5.03 1.02 0.37 0.44 0.83 11.25
16 wind 1.99 0.47 2.67 0.97 0.6 0.24 0.83 6.60
Mean 2.01 0.74 4.17 1.21 0.72 0.37 0.83 6.59
Inlet top outlet bottom
1b 2.02 0.89 5.00 1.37 0.36 0.44 0.83 11.33
2b 1.89 0.56 3.17 0.89 0.30 0.30 0.83 11.91
R 2b 2.06 0.58 3.28 1.32 0.28 0.28 0.83 15.16
15 wind 1.97 0.48 2.68 0.91 0.44 0.24 0.83 8.82
17 wind 1.79 0.56 3.16 0.96 0.64 0.31 0.83 5.01
Mean 1.95 0.61 3.46 1.09 0.40 0.31 0.83 10.44
Inlet bottom outlet top
1c 2.00 0.96 5.38 1.28 0.48 0.48 0.83 8.33
2c 2.34 0.96 5.41 0.60 0.41 0.41 0.83 13.36
Mean 2.17 0.96 5.40 0.94 0.45 0.45 0.83 10.84
Inlet bottom outlet bottom
1d 2.08 0.42 2.35 1.31 0.27 0.20 0.83 16.02
2d 2.03 0.57 3.19 0.68 0.50 0.28 0.83 8.24
Mean 2.06 0.50 2.77 1.00 0.39 0.24 0.83 12.13
Note: Bold indicates examples cited
The inlet at the bottom and outlet at the top configuration has the highest parameters for almost all 
the values except 0 h. Further investigations need to be made to confirm this. The worst cases were 
when the inlet and outlet was placed at the bottom, because tw (d) is less than others cases but they 
produced the highest plug-flow value (12.13). This was also observed during the dye-tracer 
experiment, when the plume was moving gently in the bottom layer.
The effect o f the wind blowing opposite to the inlet was significant when the outlet is placed at the 
bottom, producing a higher S-value o f  0.31 (i.e., less short-circuiting) rather than when it is placed 
at the top (S = 0.24) (see cases 17 with wind and 16 with wind). This agrees with the prediction o f  
HYDRO-3D. The second layer moves forward and the dye leaves quicker than when the outlet is 
placed at the bottom where the long tracking path would be longer.
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When the outlet is placed at the top near the source o f wind it had lower tie or t9 o-values (half o f the 
mean), because less tracer exited at the 16 and 90 percentiles and this produced a skew age- 
distribution. In spite o f this, the mean hydraulic retention times are similar values.
8.2.2 Models of multiple-linear regression
To carry out statistic analysis the Statistic Package for Social Science (SPSS) version 1 0 . 1  was 
used. The total number o f data sets analysed was 44, including the open model (14), the width-wise 
baffle (17), the length-wise baffles ( 1 1 ) and the multi-inlets with width-wise baffle (2 ).
There were two aims o f the physical model data analysis. First, to investigate the raw physical data 
from Table 4.16 (see chapter 4, Part 4). Sixteen variables were considered: temperature (T), delay 
peak (peak), width (w), depth (Depth), length (L), flow (Q), velocity (V), Reynolds number (Re), 
dispersion number (d), dispersion coefficient (D), Peclet number (Pe), MHRT, index o f dispersion 
(ti/MHRT), NRT, hydraulic efficiency correction factor (HECF) and L/W ratio.
Second, to investigate the correlation between values o f hydraulic characteristics which are 
presented below in Table 8.4. The eight variables analysed were: NRT, 16 percentile (tie), 90 
percentile (t9 o), MHRT, square variance (a2), short-circuiting (S), effective volume (e) and number 
of stirred tanks (N).
1. Raw physical data
Three different types o f statistic analysis were undertaken. The first used the full data set (44). The 
second used the variable-ratio data (i.e., D/W, MHRT/NRT, etc). The third split the data according 
to the main groups o f experiments i.e., open model, width and length-wise baffles. Finally, the best 
variable correlations were identified and discussed.
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1st analysis
The data taken from Table 4.16 was analysed for 16 variables to identify the level o f correlation as 
shown on a CD Rom attached to this thesis. Obviously, the highest correlations were obtained for 
the dependant variables, because their relationships are implicit in the hydraulic characteristics o f  
each group o f experiments.
Linear regression and multi-regression we’re carried out but produced no highlights with the 
exception o f the multi-regression found between L/W ratio and HECT variables against MHRT. 
The result showed a high multivariate correlation o f 0.95.
2nd analysis
Since the physical model design used hydrodynamic similarities ratios i.e., Dm/Dp, Lm/Lp, (see 
Table 3.2 in Chapter 3), it was thought that it would be better to set up the data with several variable 
ratio relationship. The data were set up dividing each variable by the other variables such as L/W, 
depth/W, MHRT/NRT and V/Vwind as shown in Table 8.5. A new variable, wind velocity, was 
introduced in order to analyse the effect o f the wind and relating this velocity to that o f water 
(V/Vw). Other variable as inverse o f dispersion (1/dispersion number), was also considered. In this 
second analysis five variables were correlated. The correlation values are shown on a CD Rom 
attached to this thesis.
The linear regression and multi-regression produced low correlations less than 0.20 for the majority 
o f variables. The highest multi-regression was found with the L/W ratio against 1/dispersion against 
MHRT/NRT. This multivariate produced a correlation o f 0.90 with significance at the 0.001 
probability level.
3rd analysis
The third analysis was carried out by splitting the data in three different groups as set up during the 
experimental work. The three groups were: open model (14), width-wise baffle (19 data) and 
length-wise baffle (11). Better correlations were achieved as shown in a CD Rom attached to this 
thesis.
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Table 8.4 Values of hydraulic characteristics data from experiments in the physical model
xperim. et(d) tie (d) tso (d) 0h (d) k w  I S e N
Open model
1a 2.02 0.79 4.46 1.16 1 0.39 0.83 4.08
1b 2.02 0.89 5 1.37 0.36 0.44 0.83 11.33
1c 2 0.96 5.38 1.28 0.48 0.48 0.83 8.33
1d 2.08 0.42 2.35 1.31 0.27 0.2 0.83 16.02
R 1a 2 0.8 4.5 1.41 0.9 0.4 0.83 4.44
2a 2.04 0.89 5.03 1.02 0.37 0.44 0.83 11.25
2b 1.89 0.56 3.17 0.89 0.3 0.3 0.83 11.91
2c 2.34 0.96 5.41 0.6 0.41 0.41 0.83 13.36
2d 2.03 0.57 3.19 0.68 0.5 0.28 0.83 8.24
R 2b 2.06 0.58 3.28 1.32 0.28 0.28 0.83 15.16
12 2.15 0.5 2.84 0.89 0.77 0.23 0.83 6.00
15 1.97 0.48 2.68 0.91 0.44 0.24 0.83 8.82
16 1.99 0.47 2.67 0.97 0.6 0.24 0.83 6.60
17 1.79 0.56 3.16 0.96 0.64 0.31 0.83 5.01
Width- wise baffle
38 2.04 0.8 4.51 1.4 0.57 0.39 0.83 7.30
3b 2.03 0.96 5.38 1.63 0.64 0.47 0.83 6.44
3c 1.91 0.79 4.42 1.06 0.73 0.41 0.83 5.00
3d 2.07 0.94 5.3 2.07 0.34 0.45 0.83 12.60
R 3b 2.03 0.68 3.84 1.19 0.64 0.34 0.83 6.44
4a 2.09 0.96 5.42 2.09 0.48 0.46 0.83 9.10
4b 1.94 0.62 3.48 1.56 0.34 0.32 0.83 11.07
4c 2.08 1.06 5.95 2.08 0.34 0.51 0.83 12.72
4d 1.89 0.94 5.31 1.77 0.6 0.5 0.83 5.95
R 4b 2.15 0.53 2.97 0.98 0.59 0.25 0.83 7.83
5a 1.84 0.96 5.38 1.24 1.01 0.52 0.84 3.35
5b 2.14 1.24 6.97 1.66 0.76 0.58 0.84 6.03
5c 1.95 0.98 5.2 1.55 0.75 0.5 0.84 5.07
5d 2.33 1.11 6.25 1.56 0.71 0.48 0.84 7.65
R 5a 2.01 1.14 6.41 1.72 0.69 0.57 0.84 5.86
6 2.02 0.55 3.1 0.94 0.72 0.27 0.83 5.67
7 1.89 0.56 3.13 1.06 0.56 0.3 0.84 6.38
13 2.07 0.32 1.79 0.67 0.54 0.15 0.83 7.94
14 2.54 0.55 3.11 1.05 0.6 0.22 0.83 10.75
Length- wise baffle (channels]
8 1.96 0.66 3.72 1.39 0.68 0.34 0.84 5.65
9 1.83 0.77 4.34 1.64 0.33 0.42 0.84 10.15
R 9 1.71 0.8 4.51 1.49 0.33 0.47 0.84 8.86
10 1.93 0.8 3.8 1.78 0.26 0.41 0.84 14.33
11 1.79 0.68 3.8 1.51 0.31 0.38 0.84 10.34
R 11 2.05 0.63 3.53 1.59 0.28 0.31 0.84 15.01
18 1.94 0.64 3.57 1.36 0.35 0.33 0.84 10.75
R 18 1.93 0.87 4.89 1.74 0.36 0.45 0.84 10.35
19 2.06 0.96 3.63 1.36 0.3 0.47 0.84 14.15
R 19 1.86 0.5 2.84 1.35 0.18 0.27 0.84 19.22
20 2.03 0.84 4.74 1.87 0.27 0.41 0.84 15.26
t (NRT), 16th percentile, 90<h percentile, 0h (MHRT), variance (a2), short-circuiting (S), effective
volume (e) and the number of stirred tanks (N)
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High correlations were found in the open model data, the principal one being 0.87 for the variable 
Depth/W against 1/dispersion. Other correlation values were less than 0.15. A  higher correlation 
value o f 0.582 was obtained for the same variable in the length-wise baffle data, but this produced a 
similar correlation (0.512) for the L/W ratio.
The lowest correlation was obtained for the width-wise baffle (-0.010) with the variable Depth/W 
ratio against 1 /dispersion, but this configuration produced a better correlation with the L/W ratio 
(0.475). This is because mixing increases with a width-wise baffle as was demonstrated in the 
previous section and the dispersion is related directly to mixing. This model shows the dispersion is 
inversely proportional to the degree o f mixing.
The wind was not significant in this analysis, because o f  the way the data was set up in this group o f  
experiments. Additional analysis o f wind will be carried out in the next step.
2. Proposed model
According to the results o f the three analyse, it seems that a model can be proposed with the 
variables 1/dispersion against MHRT/NRT, L/W and Depth/W ratios. Because the width is involved 
twice it was thought possible to try an inverted W/Depth ratio instead. A good multivariate model 
was obtained, with a correlation o f 0.90, significant at the 0.0001 probability level (see attached CD 
Rom) and 28 data points, as shown in Figure 8.3. The data were corrected by dividing by a factor 
of 0.4211 for the depth values, to adjust the depth distorted model to the corrected depth o f a full- 
scale lagoon.
In order to achieve a better multivariate model result 16 points had to be discarded from the total 44 
points, because they skewed the model. The multivariate model was obtained with data from 28 
points. There needs to be further research in order to calibrate the model with data from full-scale 
lagoons. Additional research was conducted in order to analyse the data from the model. It was 
found that when L*MHRT/depth*NRT was plotted against dispersion number an exponential curve 
was obtained as shown in Figure 8.4.
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Table 8.5 Relationship ratio data from experiments in the physical model
Experim. L/W Depth/W 1/dispersion MHRT/NRT V/Vw
Open model
1a 7.67 0.43 0.56 0.57 0.00
1b 7.67 0.43 1.25 0.62 0.00
1c 7.67 0.43 2.08 0.64 0.00
1d 7.67 0.44 5.00 0.63 0.00
R1 (1a) 7.67 0.43 1.67 1.00 0.00
2a 7.67 0.43 3.33 0.50 0.00
2b 7.67 0.40 5.00 0.47 0.00
2c 7.67 0.43 3.57 0.26 0.00
2d 7.67 0.38 2.50 0.33 0.00
R1(2b) 7.67 0.43 5.26 0.64 0.00
Width- wise baffle
33 8.67 0.43 2.08 0.69 0.00
3b 8.67 0.43 1.56 0.82 0.00
3c 8.67 0.43 1.18 0.55 0.00
3d 8.67 0.44 3.57 1.00 0.00
R1 (3b) 8.67 0.43 1.67 0.59 0.00
4a 8.67 0.45 2.78 1.00 0.00
4b 8.67 0.43 4.00 0.80 0.00
4c 8.67 0.44 4.00 1.00 0.00
4d 8.67 0.39 1.82 0.94 0.00
R3(4b) 8.67 0.45 1.82 0.46 0.00
5a 9.67 0.43 0.29 0.71 0.00
R1(5a) 9.67 0.43 1.28 0.89 0.00
5b 9.67 0.45 1.00 0.78 0.00
5c 9.67 0.48 1.25 0.79 0.00
5d 9.67 0.50 1.22 0.67 0.00
6 9.67 0.43 1.22 0.47 0.00
7 8.67 0.39 2.08 0.56 0.00
13 8.67 0.44 2.22 0.32 0.00
14 8.67 0.45 1.82 0.41 0.00
Length- wise baffle
8 62.67 1.14 1.28 0.71 0.01
9 64.33 1.13 4.76 0.90 0.01
R1 (9) 64.33 1.08 4.76 0.87 0.01
10 65.67 1.08 5.56 0.92 0.01
11 68.67 1.08 5.00 0.84 0.01
R1 (11) 68.67 1.08 5.00 0.78 0.01
12 7.67 0.45 0.91 0.41 0.00
15 7.67 0.43 3.33 0.46 0.00
16 7.67 0.42 1.82 0.49 0.00
17 7.67 0.39 1.67 0.54 0.00
18 65.67 1.09 3.33 0.70 0.00
R1 (18) 65.67 1.08 3.57 0.90 0.00
19 65.67 1.09 4.76 0.66 0.00
R1(19) 65.67 1.08 6.67 0.74 0.00
20 68.67 1.08 5.26 0.92 0.00
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In Figure 8.4 it can be observed that two groups o f data produce scatter above and below the curve. 
The first group (below) in blue had flow rate anomalies when the experiment was carried out. 
Severe variations in the temperature (5°C or 25°C), produced variation in the physical properties o f  
the inlet tubing. The other group o f data (upper) in dark green, had higher depth (above the mean) 
when the experiment was in progress, which affected the values on the y-axis.
1 /Dispersion Number
Figure 8.3. Multivariate model obtained from physical model data (28 points)
Note: There are 27 visible points plus a hidden one
3. Values of hydraulic characteristics data from experiments in the physical model
Another group o f data was produced involving a wider spectrum o f information on the profile 
concentration vs time. Five values/parameters were considered such as 16 percentile (ty), 90 
percentile (t9 o), variance squared (a2), short-circuiting (S), and stirred tank number (N), as defined 
in the previous section. The variables Ot and 0h were also considered as shown in Table 8.4.
Chapter 8. Discussion and comparison of agreement obtained from model results G. Aldana
Dispersion number
Figure 8.4. Dispersion model from experiments in the physical model (44 points)
Two statistical analyses were carried out. The first analysis was made with 42/44 data sets; the 
multiple inlets and outlets (experiments 6  and 7) were excluded because o f poor reproducibility. 
The second analysis emphasised the wind data.
1st analysis
The eight variables from Table 8.1 (see the previous section) were analysed. The correlation values 
are shown on a CD Rom attached to this thesis. Better correlations were found with these groups of 
data, particularly ti6  with ts>o, and also for tie with S and t9 o, producing high correlations over 0.9.
Linear regression and multi-regression was also carried out, and the multivariate N, 0h, o 2  and t9o 
against S produced a high correlation o f  0.90 which was significant at the 0 . 0 0 1  probability level.
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2nd analysis
The data presented in Table 8 . 6  were analysed for 16 variables against each other, which involved 
the wind conditions. The eight experiments chosen were: la, 4a, 4c, lb, 2a, 2b, 10 and 11; the open 
model (6 ), channel-pond with 5 cm gap, and channel with baffle and 5 cm gap. They were 
compared under similar experimental conditions, considering wind and without wind. The 
correlation values are shown on a CD Rom attached to this thesis. Even better correlations were 
found with this group o f data for ti6  with t9o and S, the same for t9 0  with S and t9 o, producing 
correlations over 0.9. In the same way, the variables with wind i.e. tiew with Sw and Nw, gave a high 
correlation o f over 0.72.
Linear regression and multi-regression was carried out, with tie, t9o and S against Nw. The result 
showed a high multivariate correlation o f 0.84 which was significant at the 0.01 probability level. 
Similarly, a significant linear regression was obtained for the variables ti6 W, t9ow, Nw, a 2w against Sw. 
The correlation was 0.89 which was significant at the 0.001 probability level.
Table 8,6. Comparing data with wind for eight experiments with similar experimental
conditions
tl6 t 9o a 2 S N tl6w t 9(hv a 2w Sw Nw
0.79 4.46 1 0.39 4.08 0.5 2.84 0.77 0.23 6
0.96 5.42 0.48 0.46 9.1 0.32 1.79 0.54 0.15 7.94
1.06 5.95 0.34 0.51 12.72 0.55 3.11 0.6 0.22 10.75
0.89 5 0.36 0.44 11.33 0.48 2.68 0.44 0.24 8.82
0.89 5.03 0.37 0.44 11.25 0.47 2.67 0.6 0.24 6.6
0.56 3.17 0.3 0.3 11.91 0.56 3.16 0.64 0.31 5.01
0.8 3.8 0.26 0.41 14.33 0.64 3.57 0.35 0.33 10.75
0.68 3.8 0.31 0.38 10.34 0.84 4.74 0.27 0.41 15.26
16 percentile (ti6), 90 percentile (t9o), variance squared (cr2), short-circuiting (S), and the number of stirred tanks (N). 
Sub-script (w) denotes variables that including wind effect.
401
Chapter 8. Discussion and comparison of agreement obtained from model results G. Aldana
8.3 Discussion of results from HYDRO-3D
Once the hydrodynamic model results were completed the water quality model was assessed for the 
three channel physical model with a 25 cm and 5 cm gap. The age distribution profile from the 
physical model experiments 9 and 19 (see chapter 4 for its profile) was simulated with HYDRO-3D. 
These experiments were made without wind and including wind.
8.3.1 Water quality simulation for the three channel physical model with 5 cm gaps 
between channels
The configuration studied had three channels and wind blowing parallel to the inlet (0.25 m/s). 
There were 15 different runs throughout a month o f intensive work before reasonable agreement 
was achieved between the physical and computational model. In order to calibrate the water quality 
model it was necessary to make changes in the dispersion coefficients. There are three files in 
HYDRO-3D, ‘dispcoefi, located in the main current ‘user’; ‘edy-pond.for’ and ‘conserv.for’ 
located in the main source file o f HYDRO-3D (Ft95), which allow changes to be made in the 
coefficients.
Basically, there is no rule for making a change to the dispersion coefficient. It depends on the 
experience o f the modeller, who needs to understand both the model and the effect of changes to the 
water quality, hydraulics and the conservative or non-conservative tracers in determining decay 
rate. According to the results obtained from each adjustment, they affect major hydraulic features o f  
the age-distribution profile including delay, shape o f the profile and the tail. First, the delay time at 
which the dve first leaves the pond is controlled bv setting a value for the ‘User defined 2 ’ (US2) 
dispersion coefficient in the ‘dispcoef file as shown in Table 8.7.
Second, the fluid viscosity is governed by the friction on the walls and the current direction 
movement o f the water body. This coefficient is controlled by setting a value in the ‘edy-viscosity’ 
file, mainly on the ‘con l’ coefficient, which controls friction on the floor. There are two other 
coefficients as was explained in chapter 5 ccon2’ and ‘con3’, but they have less influence on the 
water quality model as shown in Table 8,7. In general, eddv viscosity is presets on the shape o f the 
profile.
402
Chapter 8. Discussion and comparison of agreement obtained from model results G. Aldana
Third, the conservative and non-conservative tracer decay rates control the displacement o f the age- 
distribution profile along the time-axis. There are three dispersion coefficients which control the 
velocity and current direction. These coefficients are controlled by setting three values on 
‘conserv.for’ file, mainly on the x and y velocities (Dx, Dy) as shown in Table 8.7. In general 
‘conserv.for’ presets on the maximum length displacement in the profile and the tail distribution.
Table 8.7. Adjustment of the Water Quality coefficients in HYDRO-3D
Determinand Attempt
Dispersion
Coefficient
1st 2nd 3rd 4th 5th
Water Quality 
‘dispcoef
US2 0.0000167 0.0000167 0.003 0 . 0 0 1 0.0004
Hydraulic
‘edy_pond.for’
Conl
Con2
Con3
0 . 0 1
0 . 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
Table 8.7 displays a list o f coefficient variations for the last five runs. It is clearly seen that the age- 
distribution profile was governed by the delay which is due to the WQ coefficient (‘dispcoef) and 
the conservative and non-conservative coefficients (Dx and Dy). The fifth attempt was the final 
stage o f adjustment o f the profile.
Once the water quality model had been adjusted an output file was produced by HYDRO-3D called 
‘pokes’, which contains ‘user defined 2 ’ concentration values. A gulp tracer concentration o f 58000 
units/m3 was set up in the inflow file in the second time step (TS) in the inlet. The model was run 
over 14 hours (1600 TS) which is equivalent to over six days. Ten time steps o f the computational 
model specific for this network grid size (2410 nodes) are equivalent to one hour, so 240 time steps 
are equivalent to one day.
The plume movement predicted by HYDRO-3D in the first 2.5 hours is illustrated in Figure 8.5 a, b, 
and 8 . 6  a and b. By 2.5 hours the first tiny fraction (< 1%) o f dye tracer leaves the physical model in 
the top surface at node 2407.
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P h y s i c a l  M o d e l  3 c h _ 5 c m  w i n d  p a r a l l e l  t o  i n l e t
P 1 H 3 c h 5 c m
0.001 -100  
100 - 200 
2 0 0  - 3 0 0  
3 0 0  -  4 0 0  
4 0 0  - 5 0 0  
5 0 0  - 6 0 0  
6 0 0  - 7 0 0  
7 0 0  -  8 0 0  
8 0 0  9 0 0  
i c m  
1
N o  D a t a
B o u n d a r y  _ 5 c m . s h p
1 0 1_________ 2_________ a_________ 4_________ 5_________ « 7 Motor*
Figure 8.5 a) Plume movement 1 h after releasing the gulp injection of tracer
P h y s ic a l  M o d e l  3 c h  _ 5 c m  w in d  p a r a l le l  t o  th e
P1.5H 3ch5cm
0.001 - 100 
100 200 
200 300 
300 400 
400 - 500 
500 600 
600 - 700 
700 800
800 - 900
Dye-5cm 
1
No Data
Boundary _5cm.shp
1 0 1 2  3 4 5 * 7  Mctoi
le t
Figure 8.5.b) Plume movement 1.5 h after releasing the gulp injection of tracer
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P h y s i c a l  M o d e l  _ 5 c m  w i n d  p a r a l l e l  t o  i n l e t
m m
P2H 3ch5cm 
| | 0.001 -100 
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Figure 8.6a) Plume movement 2 h after releasing the gulp injection of tracer
jPhysical Model 3ch_5cm wind parallel to the Inlet a
T2.5H3ch5cm 
I | 0.001 -100 
□ 100 200 
I | 200 300
300 - 400
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Figure 8.6b) Plume movement 2.5 h after releasing the gulp injection of tracer
405
Chapter 8. Discussion and comparison of agreement obtained from model results G. Aldana
By contrast in experiment 19 the first dye left the model at 4.2 h. The maximum peak left the model 
at 10 h in the simulation with 5 cm gaps, whereas in the actual physical model this occurred at 16 h.
It was noticed that the plume was moving in a layer producing a gentle plug flow path but lacking in 
sharpness o f shape. Usually in a single pond a sharp plume appears.
8.3.2 Water quality simulation model for the three channel physical model with 25 cm gaps 
between channels
The configuration simulated had three channels without wind and a 25 cm gap as described in 
experiment 9. There were several attempts (four different runs) over three work days before 
reasonable agreement between the physical and computational model was achieved. In order to 
complete the hydraulic retention time model it was necessary to make changes in the dispersion 
coefficients as shown in Table 8 .8 .
In Table 8 . 8  a list o f coefficient variation for the latest runs is shown. It can be clearly seen that the 
age-distribution profile was governed by the dispersion coefficient (‘dispcoef). The third attempt 
was the final stage o f the adjustment o f the profile. It was easier to adjust this age-distribution than 
the previous one because o f experience gained with the system.
Table 8.8. Adjustment of the Water Quality coefficients in HYDRO-3D
Determinand
Dispersion
Coefficient
1st 2nd 3rd
Water Quality 
‘dispcoef
US2 0.0004 0.00004 0 . 0 0 0 1
Hydraulic
‘edypond.for’
Conl
Con2
Con3
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 0 1
0 . 0 0 0 1
0 . 0 0 0 1
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A gulp dose of 58000 units/m3, similar to the previous model, was entered in the US2 column in the 
inflow file at the second time step (TS). This simulation took less time to complete in the WQ 
model because it is a smaller network grid size (2089 nodes). It was run over 10 hours (1600 TS) 
which is equivalent to over six days, but set under similar conditions as the first one.
The simulated plume movement through the physical model is shown in Figure 8.7 at four different 
times, from 1  h to 8  hr. The first tiny fraction (<1%) arrived at about 5 h, which is similar 
(experiment 9) where it arrived at 4.5 h. The maximum peak arrived at 15 h while the observed one 
arrived at 16 h.
In Figure 8.7 a, b, c and d the plume progression was plotted at an early stage o f calibration before 
the final coefficients tested were applied to the model. It will be noted that the time at which the 
peak o f the plume leaves the model was between 2  and 6  h.
Subsequently the dye remaining is mixed throughout the pond and so the dye concentration at the 
outlet is progressively reduced. In Figure 8.11 it can be seen that the peak dye concentrations are 
leaving the model at between 1 0  and 40 hours when the flow was set at 12 ml/s. This much later and 
wider peak time is produced as a result o f changes to the set coefficients indicated in Table 8 . 8  and 
more accurately represent reality.
8.3,4 Research on wind effect on WSPs
Matthews et al (1997) held that “wind-induced circulation patterns were prominent under low wind 
conditions, and wind speed and direction typically affected the results o f the dye-tracing 
experiments”, but he did not state the - direction and velocity o f wind. On the other hand, 
Agunwamba (1992) argued that “The wind shear stress on the pond surfaces produces a drift current 
which results in an upward slope o f the water surface in a downwind direction. For equilibrium, this 
slope produces a current in the upwind direction throughout the pond. This happens because from 
the continuity equation the volume flux o f both the surface current and the return current must be 
equal”. But, again he did not state the wind direction.
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Figure 8.7a) Plume movement 2 h after releasing the gulp injection of tracer
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Figure 8.7b) Plume movement 4 h after releasing the gulp injection of tracer
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Figure 8.7c) Plume movement 6 h after releasing the gulp injection of tracer
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Figure 8.7d) Plume movement 8 h after releasing the gulp injection of tracer
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Sweeney et al (2002) used an uncalibrated computational model pond (FLUENT 5.5) for a 
trapezoidal pond. They simulated wind by using a shear stress equation and from the results o f their 
simulation they concluded “ the results indicate that a wind direction perpendicular to the direction 
of bulk flow (side wind) will produce the greatest degree o f short-circuiting”. They also produced 
several plots to show the transition from pseudo to completely mixed behaviour as shown in Figure 
8 .8 . This study highlight the influence o f wind in the retention characteristics o f the pond.
Normalised Time
Figure 8.8 MHRT resulting from FLUENT 5.5 with side wind (Vw). (After Sweeney et al, 
2 0 0 2 )
According to the results obtained from HYDRO-3D shown above, there is some agreement with the 
model prediction and the age-distribution profiles o f FLUENT 5.5. That is, the increase in wind 
velocity reduces the mean hydraulic retention time o f  the pond and the delay time reduced for tracer 
beginning to leave the pond. For example, the plume starts to leave in experiment 19 (wind blowing 
parallel to the inlet) at 2.5 h, while in experiment 9 (without wind), the plume starts to leave at 5 h.
8.4 Level of agreement
This final part o f chapter 8  is concerned with the presentation o f the level o f  agreement between all 
three methods, experimental, computational and full-scale lagoon. Since the prototype (Lidsey 
central lagoon) was not tested by the computational method, it will be compared with an age-
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distribution obtained from a fiill-scale tracer study from Bracho’s PhD thesis (2003), in order to 
assess the level o f  agreement with the physical model.
Similarly, for a three channel pond the three methods will be compared, for the full scale South 
lagoon (Bracho, 2003).
8.4.1 MHRT obtained from HYDRO-3D.
Age-distribution profiles predicted by HYDRO-3D were obtained using the procedures explained 
previously.
8.4.1.1 Physical model three channel physical model with 5cm gap, with wind.
Tracer studies in WSPs are usually carried out with conservative tracers such as Rhodamine WT, 
but this type o f chemical dye also has problems concerning mass loss during the tracer study. In this 
thesis it was found that there are several causes o f losses o f dye-mass.
•  Errors in discharge measurement, particularly due to blinding o f the dye sensor
• Adsorption to suspended particles
• Adsorption to walls o f the physical model
• Retention in dead zones o f the water body and very slow release to the water column (in this 
case the tracer released to the water column becomes undetectable by the instrument at the 
outlet in the latter stages of measurement because o f its low concentration level at the outlet) 
(Guganesharajah, and Aldana, 2004).
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Figure 8.9. Experimental, predicted and k-adjusted profiles for three channel 
physical model with 5 cm gap and wind blowing opposite to the inlet.
When the percentage o f mass recovered was calculated, it was found that about 35% of the mass
liner was replaced or cleaned up before an experiment started e.g. experiment 9. Rhodamine WT 
cannot therefore be considered as a conservative tracer (Guganesharajah, 2004). Therefore, a decay 
rate had to be used to adjust the profile predicted by HYDRO-3D in order to correspond with the 
observed one (see Appendix 7, for guidance in readjusting the measured profiles).
The profiles in Figure 8.9 show a good level o f agreement between physical and adjusted cfd 
models for the delay (2.5), shape o f the age-distribution and Oh (33 h). The pre-final profile 
predicted by HYDRO-3D (pink line) did not tail down to the base line, due to the problem o f mass 
losses. The new adjusted profile (red line) was produced by using a spread sheet involving equation
[8.4], see Appendix 7 (Guganesharajah and Aldana, 2004).
was lost in experiment 19 in the physical model. The two possible explanations were adsorption to 
suspended particles and/or adsorption to the wall o f the physical model. This was proved when the
[8.4]
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8.4.1.2 Physical model three channel with 25 cm gap without wind.
In order to achieve a fair agreement between the experimental method and the computational one 
the standard procedure used in experiment 9 was reexamined. All the stages were reviewed but 
mass recovery in this case was close to 100%. Other causes were considered such as anomalies in 
the flow rate and dye-residual from the previous experiment within the physical model. These were 
two causes o f discrepancies.
The same background base line (4.5 ug/1, for drinking water) was used in the majority o f the 
experiments so it was not fair to have another value for the baseline (over 5 ug/1).
The channel pond increased 0h by at least one or two days, but the fluorimeter used only allowed 
for a maximum of six days continuous use as was explained in chapter 3. Therefore, the record for 
one entire day was missing at the end o f experiment.
In order to transform the original profile account the background a criterion was taken based on the 
superposition principle advection dispersion (Guganesharajah, 2004). A line, with a similar gradient 
to the original tail was considered to join the background profile (pink) from the base line (over 5 
ug/1) to the end o f the curve as shown in Figure 8.10. A new profile was produced (yellow) 
including the gradient and adjusted concentration values. The profile (blue) shows a simple 
adjustment obtained by subtracting the observed concentration from background concentration 
(5.5 ug/1).
Figure 8.10 shows that a plot o f the original data (pink) from a base line o f about 5 ug/1 is not 
completely washed out o f the physical model in 7000 minutes, whereas if  the baseline is adjusted to 
0 ug/1, complete washout is achieved in 7000 minutes. Neither o f these cases reflects the true 
hydraulic and retention time o f the model. The yellow line is adjusted for the behaviour o f a 
conservative tracer and demonstrates that the true time for complete washout is much greater than 
7000 minutes and hence MHRT is (much) greater than suggested by the blue line, but also greater 
than suggested by the unadjusted pink line.
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Time (min)
Figure 8.10. Comparison of original and adjusted age distribution profiles for experiment 9: 
three channels with 25 cm gaps, without wind. Pink line = original plot including background, 
blue line = plot minus background rhodamine reading. Yellow line = adjusted plot, without dye
loss.
Time (hrs)
Figure 8.11. Comparison of experimental and HYDRO-3D predicted, adjusted and 
profiles for three channels with 25 cm gap and without wind.
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The corresponding mean hydraulic retention times are approximately 2000 minutes (blue), 2360 
minutes (pink) and 2500 minutes (yellow).
The profile for experiment 9 is shown in Figure 8.11 (blue) and indicates a complete washout time 
extension o f 1.8 d over six days (6.65 d in total). Similarly, a profile was produced (yellow) from a 
spreadsheet to simulate the gradient using HYDRO-3D. There were several attempts to change the 
coefficient as shown in Table 8 .8 , but changing the inflow rate to 9 ml/s (brown) and 12 ml/s 
(orange) did not give a better agreement with the computational method.
Since the HYDRO-3D simulation o f the model does not match well with the observed one, it was 
necessary to review carefully the calibration curve o f the fluorimeter (see Appendix 5). It was 
observed from this curve (Figure 8.12) that the theoretical (calculated) concentrations were 
significantly different from the displayed concentrations for concentrations under 2 0  ug/ 1  i.e. a 
calculated concentration o f 50 ug/1 gave a reading o f 20 ug/1 in the fluorimeter, hence a factor o f 2.5 
was used in order to re-calculate the true concentrations.
Point for 
o experimental 
calibration factor
* Point for model 
calibration factor
Figure 8.12. Adjusted calibration factor for experimental data. Points show the adjusted 
concentration values for the experimental and predicted profile.
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This factor was applied to the experiment concentration in experiment 12. The HYDRO-3D 
simulated profile is presented as the blue line shown in Figure 8.12 which can be noticed to be now 
much closer to the observed one. As an example new concentration values are re-calculated 
including the factor o f calibration. They are shown in Figure 8.12 as yellow circles. Those for the 
HYDRO-3D model prediction are shown as red.
8.4.2 Comparison of the three methods
8.4.2.1 Comparison between prototype and experimental method.
A comparison o f age-distribution obtained from the prototype Lidsey central tracer study and 
experiment 12 for a single pond, with wind blowing opposite to the inlet, is shown in Figure 8.13. 
As we can observe the level o f agreement between the methods was very good. Maximum level o f  
agreement was achieved with 0h (0.89 d experimental and 0.90 d prototype), and producing delay 
times were similar and small differences in the tail shape.
Time (min)
Figure 8.13. Agreement between prototype and experimental methods
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8.4.2.2 Comparison between full-scale, experimental and computational methods
Age-distribution profiles were compared for the three different methods: i) the full-scale three 
channel lagoon with 4.65 m gap and wind blowing opposite to the inlet, ii) the physical model 
experiment 18, which is a three channel pond with 5 cm open gap and wind blowing opposite to the 
inlet, and iii) the computational method with similar geometry for a three channel pond with 5 cm 
open gap and wind blowing opposite to the inlet.
As can be observed in Figure 8.14 the level o f agreement achieved between ii) and iii) was quite 
high (over 90%), a similar 9h o f about 33 h was produced for each method. A major difference was 
observed in the delay time o f  the full-scale lagoon, because o f the small flow rate (4.5 1/s). The 
other two methods were set with a flow rate equivalent to 9 1/s. The variation in lags is attributable 
to scale effects which arise from mismatch between Reynolds number o f physical model (17.24) 
and the prototype (557). Otherwise, there is good agreement between all three methods for the 
overall shape o f the profile.
Time (hrs)
Figure 8.14. Agreement between full-scale, experimental and computational methods
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8.4.3 Discussion of level of agreement between the three methods
Good agreement has been achieved between the three different methods, demonstrating the value o f  
calibrated physical and computational models. Human errors had to considered when experimental 
methods were used. Some o f these were relatively constant because all the measurements were 
made by the author o f this thesis. Conservatively it is considered that this type o f error accounts for 
about 1 0 % of the total error.
It has been demonstrated that with care the physical model is quite reproducible, even if  it is a 
distorted model. However considerable care must be taken with converting ratios in a distorted 
model. The level o f agreement with the computational method was over 80%.
HYDRO-3D has demonstrated that it is capable to simulate wind conditions on WSPs. HYDRO-3D 
has been calibrated with real data from full-scale lagoons over a period o f five years. The level o f  
agreement achieved exceeded the expectations and it compared well with an uncalibrated model 
FLUENT 5.5 with wind predictions. It was observed that the tail o f the age-distribution is unlikely 
to touch the x-axis. This produces a high 0h because the area under the curve is extended. However, 
a similar response is produced by FLUENT 5.5 as observed in Figure 8 .8 . Further research is 
needed in order to find the reason for this. Generally speaking HYDRO-3D meets all the assessment 
challenges, including delay time, age-distribution and shape o f the profile. Nevertheless, it was 
noticed that it is more difficult to adjust the dispersion coefficients when wind is not considered. 
Further research needs to be done focusing on the tail o f the age-distribution profile.
8.4 Concluding remarks
Based on the above the following conclusions are made:
• According to Shilton and Harrison (2002) there are several different factors controlling mixing 
in WSPs. Inlet flow location and energy o f the discharge are the most important, but this study 
demonstrates that the main factor controlling mixing within WSPs is the wind shear stress It 
increases the short-circuiting and reduces the time at which the first peak arrives at the outlet.
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• The dispersion number is a valuable parameter to predict HRT, and significantly reduced from
0.78 to 0 . 2 0  when length-wise baffles are used, even more than when the open gap is narrowed 
from 25 cm to 5 cm. The present study can not conclude what is the optimum length-to-width 
ratio due to lack o f intervention, but it has demonstrated that high L/W ratio improves hydraulic 
efficiency.
•  This study found a relationship between 0t and Oh equal to 0t = 1.8778 Oh, this equation is 
evidence that a few factors control hydraulic performance in WSPs. It also shows that traditional 
equations for WSP design have failed because they use Ot for design, because using nominal 
retention times calculated from pond/volume/flow fV/OT It is better to estimate mean hydraulic 
retention time from a physical or mathematical model (Guganesharajah, 2001)
•  According to the statistical analysis o f  the results obtained from the physical model, for 
experiments with inlet/outlet centrally aligned and diagonally opposite without the wind effect, 
it seems that the position o f the outlet is important for increasing the performance and that there 
is 15% less short-circuiting when the outlet is located at the top as shown in Table 8.3. 
Nevertheless, it cannot be concluded that the outlet position had a significant effect on the 
mixing or increasing short-circuiting owing to the small amount o f data analysed 113 
experiments).
• The statistic analysis revealed that the effect o f wind blowing opposite to the inlet seems to be 
significant when the outlet is placed at the bottom, producing smaller short-circuiting (2 0 %) 
rather than when the outlet is located at the top, increasing short-circuiting to 30% (see cases 17 
and 16 including wind). This matches well with the prediction o f HYDRO-3D, where the 
second layer moved forward and the dye exited quicker than when the outlet was placed at the 
bottom, which produced a longer tracking path.
•  According to the statistical analysis a model (28 points) can be proposed to predict variables 
such as MHRT*L/Depth*NRT against the inverted dispersion number (1/d) (see Figure 8.3). A 
good correlation was found o f over 0.85, with significance at the 99% probability level. Further 
research needs to be done in order to test this model with real data from full-scale WSPs.
419
Chapter 8. Discussion and comparison of agreement obtained from models results G. Aldana
•  According to Sweeney et al (2002), who used an uncalibrated computational model (FLUENT 
5 .5 ) to simulate wind shear stress by incorporating a wind shear stress equation, “side wind 
causes the greatest degree o f short-circuiting”. They showed clearly (see Figure 8 .8 ) that wind 
shear stress increased as 0h and delay (first time tracer exit at outlet) were reduced. Similar 
agreement was found by using HYDRO-3D but with a parallel wind at the inlet e.g., plume 
delay time was halved (2.5 h) (see Figures 8 . 6  and 8.7) against 5hr without wind condition.
•  This thesis cannot draw conclusions about side wind effects, because the study was based on 
only parallel or opposite wind to the inlet. Nevertheless, other research with side wind showed 
similar effects caused by wind. Further research is recommended in order to clarify this 
phenomenon.
• Several problems were found when Rhodamine WT was used as tracer. About 35% of mass was 
lost due to adsorption to organic matter or on the wall, even in tap water. Furthermore, 
Rhodamine WT cannot be considered to be a conservative tracer because experiments showed 
that the mass was not conservative. Therefore, a decay rate k has to be applied to correct the 
discrepancy by using equation [8.4] which is an exponential adjustment which should be applied 
throughout the whole experiment.
• The level o f agreement between experimental, computational and full-scale lagoon was over 
90% in terms o f curve shape, delay time and centroid o f the curve. This is good evidence that 
both methods (physical and HYDRO-3D) used in this thesis are quite capable o f reliable design 
predictions for WSPs.
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9.0 FINAL CONCLUSIONS AND RECOMMENDATIONS
The literature review revealed fundamental problems concerning the hydraulic design o f WSPs. It 
has been shown that designs using open ponds are hydraulically inefficient in contrast to 
conventional wastewater treatment processes. WSPs have been at a disadvantage compared with 
the activated sludge treatment plant because o f the manner in which wastewater is introduced into 
the basin. A few devices, such as wall dividers and baffles, have been used efficiently to avoid the 
advection peak in activated sludge. These devices are unpopular in WSPs possibly because the 
guidelines (US EPA, 1983 page 183) do not recommend them for economic and aesthetic reason. 
The results o f this thesis are not agreement with this.
On the other hand, US EPA (1983) has recommended that ponds should be constructed with a 
length-to-width ratio LAV = 2:1, and should be orientated with prevailing wind from the side, on the 
assumption that this promotes completely mixed conditions within the basin. This concept has been 
applied in the whole o f America but the results have shown it to be a failure. The effect o f wind on 
mixing, hydraulic efficiency and hence pond performance is poorly understood and therefore 
worthy o f intensive study.
As a consequence o f the foregoing statements the focus o f this PhD has been on an investigation o f  
hydraulic efficiency using a prototype maturation pond as the basis for studying efficiency o f  a 
small physical model and comparing its results with the computational model (HYDRO-3D). In 
spite o f difficulties in designing the physical model to scale, a reasonable reliability has been 
demonstrated for the basic layout preparatory to fundamentally changing the configuration with 
baffles and channels.
I. Inlets and Outlets
The evaluation o f inlet outlet configuration showed according to statistical analysis the results 
obtained from the physical model, for experiments with centrally aligned and diagonally opposite 
configurations, but isolating the wind effect. It seems that the position o f  the outlet is important for 
increasing the performance and that there is 15% less short-circuiting when the outlet is located at 
the top as shown in Table 8.3. Nevertheless, it cannot be concluded that the outlet position had
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significant effect on the mixing o f  flow or that it increased short-circuiting because the amount o f  
data anlavsed was too small (13 experiments).
2. Width-wise baffles
It was demonstrated unequivocally that this baffle construction significantly increased mean 
hydraulic retention time and hydraulic efficiency.
3. Length-wise channels
According to the results obtained from the physical model, length-wise baffles can increase on 
average HECF to 0.84. This is 13.5% more than the HECF in the width-wise baffles configuration 
(0.74). Therefore, it is fair to recommend its use in WSPs in order to increase hydraulic 
performance.
A narrow gap (5 cm) shows advantage over a 25 cm gap because the dominant flow path produces a 
funnel in each channel, but moves away from the inlet towards the outlet and overturns, returning 
along the walls towards the inlet. This movement appears to produce the longest flow path 
travelling within the lagoon and therefore should increase the MHRT.
4. Wind
According to the result obtained from the physical and numerical model HYDRO-3D, the wind 
reduces the mean hydraulic retention time o f  the pond. As the wind velocity increases so does 0h 
decrease. Similarly wind affects the delay peak, reducing the exit time by half. For example in 
experiment 19 (wind blowing parallel to the inlet) a small fraction (< 1 %) o f tracer starts to leave at
2.5 h while in experiment 9 (without wind), the same fraction starts to leave at 5 hours. These 
results converged with those o f the physical model.
The statistical analysis revealed that the effect o f wind blowing opposite to the inlet, is significant 
when the outlet is placed at the bottom. Twenty percent less short-circuiting is produced than when 
the outlet is located at the top, which increased short-circuiting by up to 30% (see cases 17 and 16 
including wind). This matches well with the prediction o f HYDRO-3D. Here the second layer
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moves forward and the flow exits quicker than when the outlet is placed at the bottom, because the 
tracking path is longer.
Reducing the gap in the three channel physical model to 5 cm can increase 10 times the velocity in 
the gap at the uppermost layer as compared to a 25 cm gap without wind. The same is true in the 
middle and at the bottom o f the lagoon, because higher velocities are being produced in the narrow 
gap. When the wind is blowing opposite to the inlet, the dominant flow path is solely the uppermost 
layer.
6. Critical assessment of tracer studies
The classical tracer study is rarely replicated at full-scale. This is partly for reasons o f cost but also 
because o f the near impossibility o f duplicating operating condition under full-scale.
In this study it has been impossible to undertake a series o f near replicate experiments, but even 
here it has been demonstrated that small variations in key parameters (flow, temperature, rain) may 
make a substantial difference to the shape o f the curve. It should be noticed that under laminar flow 
the system is very sensitive to change in parameters or physical features o f the system.
One o f the fundamental objectives o f this study was to increase MHRT and hence hydraulic 
efficiency. The key components o f the tracer curve which control efficiency in practical terms are:
• delay time (during which no tracer leaves the reactor)
• the centroid and area occupied by 80% of the tracer (defining the mean hydraulic retention time)
Others factors such as
• the 1 0 % which first leave the reactor
•  the Gaussian symmetry would tend to confirm greater delay times than a skewed curve are 
extremely difficult to control in practice.
In any narrow open channel configuration, the hydraulic efficiency is a compromise. For example, 
increasing the flow in the channel will tend to produce closer to plug flow conditions, but will
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reduce the delay and mean hydraulic retention time. By contrast, reducing the flow rate to low 
turbulence laminar flow conditions allows greater possibilities for back mixing and hence the length 
of the tail increases.
Therefore, channel design for hydraulic efficiency is a compromise limited principally by the cost 
o f channel construction (material and operating cost) and optimising flow rate.
7. Fundamental problems with conservative tracers.
Several problems were found when Rhodamine WT was used as tracer, because it lost about 35% of 
mass when it was used in a physical model fed with tap water. Although Rhodamine WT has been 
traditionally regarded as a conservative tracer, recent tracer studies in a physical model at the 
University o f Surrey have raised doubts about this assumption (Guganesharajah, 2004). The 
possible causes o f the observed losses are:
• Errors in discharge measurement
• Adsorption to suspended particles
• Adsorption to walls o f the physical model
• Retained in immobile zones in the water body and very slowly released to the water column (in 
this case the tracer released to the water column becomes undetectable by the instrument at the 
outlet (uncertainty <0 . 1  ug/1) in the latter stages o f measurement because o f its low 
concentration level at the outlet).
Therefore, a decay rate k has to correct any discrepancy and equation [8.4] is used to calculate the 
new area under the curve. Obviously this would produce variation on the curve because it is an 
exponential adjustment throughout the whole experiment (see Figure 8.9 in chapter 8 ).
8. Level of agreement obtained with different methods
Fairly good agreement has been achieved by the three methods, physical model, computational and 
full-scale lagoon. Human errors had to be considered when experimental methods were used. Some 
o f these were relatively constant because all the measurements were made by the author o f this
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thesis. Conservatively it is considered that this type o f error accounts for about 10% of the total 
error.
The physical model has demonstrated that it is quite reliable, even though it is a distorted model. 
Care has to be taken with the ratio application. The level o f agreement with the computational 
method was over 80%.
HYDRO-3D has demonstrated that it is entirely capable o f simulating wind conditions in WSPs. 
HYDRO-3D has been calibrated with real data from full-scale lagoons over a period o f five years. 
The level o f agreement achieved exceeds the expectations and it compared well with an 
uncalibrated model FLUENT 5.5 referring a wind prediction.
Generally speaking HYDRO-3D challenges that we had proposed such as delay o f the first peak, 
shape o f the profile and MHRT. Nevertheless, it was noticed that when non-conseivative tracer was 
used agreement could only be reached, when a decay rate k was incorporated into the system. In 
contrast, it was observed that the tail o f the age-distribution curve is unlikely to touch the x-axis. 
This produces a high 0h because the area under the curve is extended. However, a similar response 
is produced by FLUENT 5.5. Further research needs to be done to focus on the tail o f the age- 
distribution profile.
The level o f agreement between experimental, computational and full-scale lagoon was over 90% in 
terms o f curve shape, delay time and centroid o f the curve. This is good evidence that both methods 
(physical and HYDRO-3D) used in this thesis are quite capable o f reliable design predictions for 
WSPs.
FINAL CONCLUSION
The most important practical outcome o f this thesis is the fundamental engineering advice which 
can be offered to engineers designing parts. In particular, it is clear that baffles and channels (>L 8  
:W 1) both provide substantial hydraulic improvement. By contrast inlet/outlet arrangements are 
unimportant if the ponds are channel shaped. Finally, the uses the calibrated cfd models in design is 
strongly recommended.
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APPENDIX I
Calculating the flux using sharp crested weir equation at Lidsey Treatment Works 
Equation:
Q = 560.3594 L Ii3/2
where
Q = flux 1/s
L = length weir crested (1.80 m)
H = height over the sharp crested m
Data height at outlet weir
Date Height ( cm)
North Middle South
31-07-00 3 6 5
02-11-00 It was submerged
03-11-00 cc
07-11-00 44
16-11-00 3.5 5.5 5.8
4.0 5.5 5.8
23-11-00 4.0 6.0 6.0
Mean 3.625 5.75 5.65
Flux (1/s) 6.961
North
13.91
Middle
13.546
South
15-02-01 4 5 5.5
15-02-01 3.5 6 5
21-02-01 4 6 4.8
01-03-01 3.5 6 5
01-03-01 4 4 6
08-03-01 4.8 5.2 5
08-03-02 4.8 5 5.5
08-03-01 4.2 4 5.5
13-03-01 8 5 5
13-03-01 2 5 5
20-03-01 5 5 6
Mean 4.35 5.11 5.30
Flux(l/s) 9.15 11.65 12.31
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Data height at outlet weir sharp crested
Date Height ( cm)
29-03-01
04-04-01
11-04-01
18-04-01
18-04-01
26-04-01
26-04-02
26-04-03
15-05-01
15-05-01
22-05-01
22-05-01
14-06-01
26-06-01
28-06-01
28-06-01
28-06-01
29-06-01
20-07-01
20-07-01
20-07-01
North
3.5
4.0
4.0 
3.8
4.0
4.0
4.0
3.5
2 .0  
2 .0  
2 .0  
2 .0
Drained
Middle
4.3
4.5
4.0
4.0
4.3
4.5
4.5
4.0
5.0
4.5
4.0
3.5
4.5
4.0
4.0
4.0
3.5
4.0
4.3
4.3
4.3
South
4.5 
4.7
4.0
4.0
4.0
4.0
4.0
3.5
2.5 
2.3
3.0
3.0
2.0
2.5 Tracer study with Rhodamine WT at 
South lagoon
3.5
2.5
2.5
2.5 End tracer study
3.5 1st tracer study with KIsodamisie 
at middle lagoon
3.5
3.5 End tracer study on date 25-07-01
Mean 3.23 4.17 3.28
Flux(l/s) 5.86 8.59 5.99
North Middle South
26-09-01 3.2 3.5
26-09-01 3.1 3.4
26-09-02 3.0 3.2
27-09-01 3.0 3.0 3.5
27-09-01 3.0 3.0 3.5
27-09-01 3.0 2.5 3.0
02-10-01 0.5 9.0 3.5
04-10-01 1.0 5.3 3.3
04-10-01 0.8 5.0 3.3
04-10-01 0.8 4.8 3.3
09-10-01 3.3 4.8 3.0
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North Middle South
11-10-01 3.0 5.0 3.0 Tracer study with Rhodamine at North
11-10-01 2.5 4.8 2.5 lagoon
11-10-01 2.0 4.5 1.9
12-10-01 3.0 2.5 2.0
12-10-01 4.0 4.0 3.0
12-10-01 2.5 2.0 2.0
16-10-01 2.0 4.0 1.8 End tracer study
18-10-01 3.3 5.3 2.6 Tracer study with Rhodamine at South
18-10-01 3.3 5.3 3.3 lagoon
18-10-01 3.3 5.3 3.5
23-10-01 3.0 5.0 2.0 End tracer study
23-10-01 3.5 5.5 2.7
23-10-01 3.2 5.5 2.9
31-10-01 3.2 5.3 2.7 2nd tracer study at Middle lagoon
Mean 2.40 4.42 2.90
Flux(l/s) 4.23 9.40 4.98
Flux discharge during tracer study with Rhodamine WT at South lagoon (1st tracer)
North Middle South 
Mean(cm) — 3.90 2.70
Flux(Vs) ~  7.77 4.47
Flux discharge during tracer study with Rhodamine WT at Middle lagoon (1st tracer)
Mean(cm)
Flux(l/s)
Flux discharge during tracer study with Rhodamine WT at North lagoon
Mean(cm)
Flux(l/s)
North Middle South
— 4.3 3.50
MM 8.99 6.60
North Middle South
2.71 3.83 2.31
4.50 7.56 3.54
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APPENDIX 2
PHYSICAL MODEL DESIGN ( on the basis of information on 18-07-01) (1st Attempt)
Design parameters
Prototype: Full scale waste stabilisation pond (middle lagoon at Lidsey Works Treatment 
Plant, Bognor Regis)
Dimensions: 122.4m x 14.50m x 0.95m 
Volume: 1686 m3 
Flow rate: 91/s
Nominal retention time: 2.32 d
Mean hydraulic retention time: 0.77d (after tracer study carried out 26-06-01) (Bracho, 2001) 
Surface area: 1.774.80 m2 
Cross area: 13.78 m2
Surface velocity: 0.0007 m/s (theoretical value)
Kinematic viscosity: 1.002xl0'6 m2/s 
Temperature of water: 18°C (during tracer study)
Dispersion number: 0.40
Model: Channel built with concrete blocks and white flame retardant polypropylene sheeting. 
Limitations
Design: maximum length available: 6.60m (including corridor)
maximum width available: 0.78m (under frame door)
Operation: minimum available pump range: 0.003 1/s (Watson Marlow)
maximum mean hydraulic retention time: 1.53 d (after tracer study carried out 31-10- 
01)
temperature variation: 4 to 23°C 
Distortion: length scale factor = L prototype/L model = 122.4/6.6 = 18.55 
depth scale factor = d prototype/d model = 0.95/0.40 = 2.38 
model factor = 18.55/2.38 = 7.79 
Dimensions: 6.6m x 0.78m (1st attempt)
Volume: 2059 1 (if assumed that depth = 0.40 m)
Flow rate: 0.0021/s
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Nominal retention time: 4.77 d
Mean hydraulic retention time: 0.50 d (after first tracer study carried out 20-06-01) (Yabani, M., 2001) 
Surface area: 5.14 m2 
Cross area: 0.312 m2
Surface velocity: 0.000016 m/s (theoretical value)
Kinematic viscosity: 1.002xl0‘6 m2/s 
Temperature range of water: 4 to 23 °C 
Dispersion number: 0.6
GEOMETRIC SIMILARITY CALCULATIONS
Calculation ratios of length(Lr), area(Ar), volume(Vm) and depth of model(dm)
Lr = Lp/Lm (1)
where: Lp = length of prototype 
Lm = length of model 
Lr = ratio of length
Ar = Ap/Am; and from the Eq. 1 we know that
where: Ar = ratio of area
Vr = ratio of volume 
Ap = area of prototype 
Am = area of model 
substitution of values known on the Eq. 2 
Ar = 122.40 x 14.50/6.60 x 0.78 = 344.76
Lr = V344.76; Lr= 18.57m
Ar = (Lr)2 (2)
Vr = (Lr)3 
Vr = Vp/Vm
substitution of value known on the Eq.3 
Vr = 1686 m3/(18.57)3= 0.26m3
(3)
440
PhD thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
Dmodel = Vm/Am (4)
substitution value known on the Eq. 4 
dmodel = 0.26/6.6 x 0.78 = 0.0505m
Dmodel = 5.05cm
Correction of the model due to the factor of distortion model
dcorrected = dmodel x factor 
dcorrected = 5.05 x 7.79 = 39.34cm
dcorrected = 40 cm (approximately)
KINEMATIC SIMILARITY CALCULATIONS 
Calculation of the flow rate design of the physical model
Substitution of value known on the Eq. 6; 
Tr = 0.77 d x 24 h/12h=1.54  
If we obtained now Qm from Eq. 5 
Qm = 91/s x 1.54 /(18.57)3 = 0.00221/s
Qm = 2.16 ml/s (not recommendable)
This value is very small. This value must be increased by using a distorted factor of 8. It means a 
new flow rate can be 17 ml/s.
Qp/Qm = (Lr)3/Tr 
where: Qp = flow of the prototype 
Qm = flow of the model 
Tr = ratio of retention time
(5)
Tr = Tp/Tm (6)
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VELOCITY CALCULATION OF THE PHYSICAL MODEL 
Froude non-dimensional number calculation
Fr = V / f g x d  (7)
where: v = velocity of the prototype
g = gravity constant (9.81 m2/s) 
d = depth of the prototype 
Fr = Froude number of the prototype 
Substitution of value known on the Eq. 7
Fr = 0.0007 m/s /^ 9.81x0.95 = 0.0002
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Fr = 2x1 O'4
If we assumed that the Froude number of the prototype is equal to that of the model, in order to 
obtain the model velocity we need to substitute this value in Eq. 7
2xl0'4= Vm / ^ 9.81x0.4
Vm = 0.0004 m/s
CALCULATION OF NON-DIMENSIONAL PECLET NUMBER
Pe = vd/D (8)
where: v = velocity of the prototype 
d = depth of the prototype 
D = turbulence diffusion coefficient in channel
Since D is unknown, it is recommendable to use a model whose variables are known. Bibliographic 
references suggests to use the Peclet number based on Polprasert and Bhattarai’s model. It was 
developed for a WSP rectangular channel.
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Peclet number based on Polprasert and Bhattarai Eq.
l/Pe = 0 184 [fl V  (W + ?.7.)f489 (w)1-511 (9)
(LZ)1'489
where: 0 = mean hydraulic retention time (s) 
v = kinematic viscosity (at water 20°C)
W = width of the full-scale lagoon 
L = length of the full-scale lagoon 
D = depth of the full-scale lagoon 
Substitution of value known on the Eq. 8 
Prototype
l/Pe = 0.184 ro.77 d x 86400 s x 1.002xl0'6 m2/s(14.50m+2x0.95m)l°489 (14.50 m)L511 
d x (122.4 m x s x  0.95 m)1'489
l/Pe = 10.9289/1189.9726 = 0.0092
Pe= 108.70
Model
l/Pe = 0.184 [0.5 d x 86400 s x 1.002xl0'6 m2/s(0.78 m+2x0.40 m ) f489 (0.78 m)L5u 
dx (6.6 m x s x  0.40 m)1'489
l/Pe = 0.0340/ 4.2439 = 0.0082
Pe = 124.82
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CALCULATION OF DISPERSION COEFFICIENT (D)
d = D/vl Wehner and Wilhelm Eq. (10)
d = 0 184 [0 v (W + 2Z)]0 489 (w)1:511 Polprasert and Bhattarai Eq.
(L Z)1-489
0 1 )
d = 1/Pe (12)
where: d = dispersion number 
v = velocity of fluid 
1 = length of the model 
Prototype
From the results of Eq. 9, we obtain the dispersion number value, 
d = 0.0092
We substitute this value in Eq. 10 in order to get the Dispersion coefficient 
D = 0.0092 m2/s x 0.0007 m/s x 122.40 m
D = 0.0008 m2/s
Model
d = 0.0082 m2/s
D = 0.0082 m2/s x 0.0004 m/s x 6.60 m 
D = 0.0000216 m2/s
We want to know whuich effect it has on the model if  we increase the the depth to 50 cm. In order 
to find out whether or not this is strenght or weak for the model.
Substitution of known value into the Eq. 9 
1/Pe = 0.0361/5.7835 = 0.0062
444
PhD thesis. Hydraulic behaviour and performance improvement of waste G. Aldana
Pe = 161.29 (depth = 50 cm)
SUMMARY TABLE
Pe (Eq. 9) Pe (Eq. 8) Dispersion 
Number (d)
Distortion
factor
Prototype 108.70 0.83 0.0092 1.00
Model (depth =40 cm) 124.82 7.41 0.0082 7.79
Model (depth =50 cm) 161.29 9.26 0.0062 9.26
Conclusion: It is not recommendable to increase the depth because the distortion factor and the 
Peclet number increase.
Final built dimensions: Length = 6.60 m
Width = 0.86 m (average width measured in site)
Depth = 0.45 m (maximum available depth)
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APPENDIX 3 
Notes on Reynolds Number
The Reynolds Number is a non-dimensional parameter which determines the flow regime in a 
system. In this context the flow regime can be laminar or transitional or turbulent. This 
dimensionless parameter is named after Osborne Reynolds (1842-1912) who was the Professor 
of Engineering in Owens College, Manchester.
The Reynolds Number Re is defined as:
v
where:
L - characteristic length (m)
V - characteristic velocity of flow (m/s) (generally mean velocity is
considered) 
v - kinematic viscosity (m2/s)
The kinematic viscosity in water can vary from 1.14 x 10'6m2/s at 15°C to 0.56 x 10'6m2/s at 50 
°C
In order to establish Re for laminar and turbulent flow regimes, experiments were conducted in 
pipes and channels. In the experiments related to pipes the characteristic length was chosen as 
the diameter of the pipe. The experiments in pipes indicated that when Re < 2000 laminar flow 
prevailed in pipe flow. A full turbulent flow was established when Re > 3000 (Wikipedia, 2003, 
Webber 1971). When Re is between 2000 and 3000 the flow regime is defined as transitional.
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Fig. 7 J
Figure 1 -  Flow Regime in Pipes (Massey, 1989)
In channel flows the characteristic length is defined as the hydraulic mean radius Hr which is the 
ratio of flow area to wetted perimeter (Chow, 1959, French, 1986). Based on this definition of 
characteristic length experiments on channels indicated that the flow is laminar when Re is less 
than 500, and when Re exceeds 2000 turbulent flow prevails in the system (Chow, 1959, French 
1986). In channels the transitional flow regime exists when Re is in the range of 500 to 2000.
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Figure 2 -  Flow Regime in Channels
Waste stabilisation ponds (WSPs) are open systems and can be classified as a narrow or wide 
channel. Based on this analogy Re for WSPs can be defined as:
Re = (2)
For a rectangular pond the hydraulic mean radius is given by:
_  (WZ) 
r (W + 2Z)
where:
W
z
(3)
width of channel (m) 
depth of flow (m)
The hydraulic retention time of the pond is defined in terms of its length (L) and the 
characteristic velocity of the pond by the following expression:
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R , g  (4)
By substituting equations (3) and (4) into equation (2) we obtain:
Re=7_ M t y  (5)
(W + 2 Z))Rt
This is similar to the equation produced by Polprasert and Bhattarai (1985) but without a factor 
of 4 in the expression. It should be noted that the hydraulic retention time of a pipe is equivalent 
to D/4 (which is obtained by dividing the area of the pipe by its perimeter). Based on the 
analogy of pipe systems, for a pond a factor of 4 is introduced by Polprasert and Bhattarai in 
their equation.
In waste stabilisation ponds one cannot expect that the velocity is uniform in the system. A 
recommended approach is to use the actual retention time in equation (5) rather than the nominal 
retention time. This approach will provide a better framework for comparing the flow regime in 
the pond.
Conclusion
It is recommended to use equation (5) with the effective retention time to evaluate the flow 
regime in a pond system. This approach is consistent with the procedures applied to an open 
water body. Using the actual retention time instead of the nominal retention time will provide a 
sound basis to compare the flow regime in an open water body.
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APPENDIX 4
Tem perature (oC)
Kinematic viscosity correction by temperature Plot
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APPENDIX 5 
Calibration of Fluorimeter with Rhodamine (WT)
A Flexidata logger (Geo-marine instruments, Ireland) was linked to a Minitracka (WT) II 
detector (Chelsea Instruments, England) and calibrated to assess its linearity over a wide range 
of dilutions of the dye Rhodamine ( WT ).
One gallon of Rhodamine (WT) was purchased at a cost of approximately £200 (2001 prices). 
The dye is supplied as a concentrated 20% solution of 1.19 g/ml, which represents 0.238 g/ml. 
Thus when 0.0238g in 0.1ml (lOOpl) was added to 500 ml o f tap water in a 1,000ml beaker (No. 
7), this represents 0.0476 g/1 or 47.6 mg/1.
A 1,000 pi Fin Pipette was used to prepare the initial concentration range as follows:
Doubling dilution series
Beaker
No.
Vol. of neat Rhodamine 
(WT) added to 500ml 
tap water 
(pl)
Concentration
prepared
(mg/1)
Concentration 
measured by 
fluorimeter (mg/1)
1 250 119 117.4
2 200 95.2 117.4
3 195 92.82 117.4
4 190 90.44 117.4
5 175 83.3 117.4
6 150 71.4 117.4
7 100 47.6 117.4
8 50 23.8 117.4
9 25 11.9 117.4
10 0 Blank control 0 4.87
The results demonstrate that the maximum reading of the instalment is 117.4 mg/1, but that the 
preliminary siting range is outside of the range of the fluorimeter. The results also demonstrated 
that the lowest reading obtained from the instrument, which is pre-calibrated at the factory is 
4.87 mg/1.
From the 6th beaker a series of doubling dilutions in further 500 ml quantities o f tap water were 
prepared (and some additional intermediate points) as follows:
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Beaker
No.
Doubling dilution 
series Rhodamine 
(WT) added to 500ml 
tap water 
(pi)
Concentration
prepared
(mg/1)
Concentration 
measured by 
fluorimeter 
(mg/1)
1 71.4 117.4
2 35.7 117.4
3 17.85 117.4
4 8.93 117.4
5 4.47 117.4
6 2.23 117.4
7 0.0024 1.12 117.4
8 0.56 117.4
9 0.285 117.4
Measurable range
Replicate readings
10 0.1425 44.08, 44.79
* 10-fold dilution of 7 0.112 40.59, 41.55
11 0.071 28.43, 27.64
12 0.035 14.25, 13.93
10-fold dilution of * 0.011.2 10.02, 9.51
Blank 0 4.47, 4.87
Doubling dilution series
Initially doubling dilutions were prepared of the neat solution .
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Fluorimeter calibration curve
APPENDIX 5a
2 8 5 1 1 7 .4
1 4 2 .5 4 4 .0 8
1 4 2 .5 4 4 .7 9
1 1 2 4 0 .5 9
1 1 2 4 1 .5 5
71 2 8 .4 3
71 2 7 .6 4
3 5 1 4 .2 5
3 5 1 3 .9 3
11 1 0 .0 2
11 9 .5 1
0 4 .4 7
0 4 .8 7
Fluorimeter calibration against dilutions of 
Rhodamine WT
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APPENDIX 6
Data wind set calibration
D a te T im e W in d  r u n  
(m )
A v e .
s p e e d
( m /s )
M a x .
s p e e d
( m /s )
T im e  a t  
m a x .  
s p e e d  
(n th  m in )
D i r e c t io n  
a t  m a x .  
s p e e d
P r e v a i l in g
w in d
d i r e c t io n
W in d
p r o p e l le r
c o u n t
( r .p .m )
1 7 /6 /0 3 1 2 :1 0 - 1 2 :2 0 1 4 3 0 .2 3 9 1.91 18 2 9 3  W NW 2 9 3  w n w
1 7 /6 /0 3 1 2 :2 0 - 1 2 :3 0 5 9 7 0 .9 9 5 1 .91 2 5 2 9 3  W NW 2 9 3  w n w 561
1 7 /6 /0 3 1 2 :3 0 - 1 2 :4 0 5 9 7 0 .9 9 6 1.91 3 0 2 9 3  w n w 2 9 3  w n w 5 5 6
1 7 /6 /0 3 1 2 :4 0 - 1 2 :5 0 6 2 3 1 .0 3 1.91 4 3 2 9 3  w n w 2 9 3  W NW 5 6 8
1 7 /6 /0 3 1 2 :5 0 - 1 3 :0 0 5 8 6 0 .9 7 8 1.91 5 3 2 9 3  w n w 2 9 3  w n w 5 5 2
1 7 /6 /0 3 1 3 :0 0 - 1 3 :1 0 - - - - - - 5 6 0
1 7 /6 /0 3 1 3 :2 0 - 1 3 :3 0 5 9 0 0 .9 8 3 2 .5 5 2 5 2 9 3  w n w 2 9 3  W NW -
1 7 /6 /0 3 1 3 :3 0 - 1 3 :4 0 9 3 6 1 .5 6 2 .5 5 3 0 2 7 0  w 2 9 3  w n w 7 4 9
1 7 /6 /0 3 1 3 :4 0 - 1 3 :5 0 1 0 2 4 1 .7 2 .5 5 4 2 2 9 3  w n w 2 9 3  w n w 77 1
1 7 /6 /0 3 1 3 :5 0 - 1 4 :0 0 9 5 2 1 .5 8 2 .5 5 5 0 2 9 3  w n w 2 9 3  w n w 7 5 3
1 7 /6 /0 3 1 4 :0 0 - 1 4 :1 0 9 1 9 1 .5 3 2 .5 5 3 2 7 0  w 2 9 3  w n w 7 4 2
1 7 /6 /0 3 1 4 :1 0 - 1 4 :2 0 9 2 6 1 .5 4 2 .5 5 10 2 7 0  w 2 9 3  w n w 7 4 9
1 7 /6 /0 3 1 4 :2 0 - 1 4 :3 0 1 0 3 5 1 .7 2 2 .5 5 21 2 9 3  W NW 2 9 3  w n w
1 7 /6 /0 3 1 4 :3 0 - 1 4 :4 0 1 0 5 0 1 .7 5 2 .5 5 3 0 2 9 3  w n w 2 9 3  w n w 8 2 7
1 7 /6 /0 3 1 4 :4 0 - 1 4 :5 0 1 0 6 7 1 .7 7 2 .5 5 4 0 2 9 3  w n w 2 9 3  w n w 8 3 6
1 7 /6 /0 3 1 4 :5 0 - 1 5 :0 0 1 1 6 6 1 .9 4 2 .5 5 5 0 2 9 3  w n w 2 9 3  w n w 8 3 4
1 7 /6 /0 3 1 5 :0 0 - 1 5 :1 0 1 0 8 5 1 .8 2 .5 5 0 2 9 3  w n w 2 9 3  w n w 8 4 6
1 7 /6 /0 3 1 5 :1 0 - 1 5 :2 0 1 0 5 2 1 .7 5 2 .5 5 10 2 9 3  w n w 2 9 3  w n w 8 2 4
1 7 /6 /0 3 1 5 :2 0 - 1 5 :3 0 6 4 6 1 .0 7 1.91 2 0 2 7 0  W 2 9 3  w n w -
1 7 /6 /0 3 1 5 :3 0 - 1 5 :4 0 62 1 1 .0 3 1.91 31 2 9 3  w n w 2 9 3  w n w 5 6 6
1 7 /6 /0 3 1 5 :4 0 - 1 5 :5 0 6 4 8 1 .0 8 1.91 4 0 2 9 3  w n w 2 9 3  w n w 5 4 3
1 7 /6 /0 3 1 5 :5 0 - 1 6 :0 0 6 4 3 1 .0 7 1.91 51 2 9 3  w n w 2 9 3  w n w 5 6 7
1 7 /6 /0 3 1 6 :0 0 - 1 6 :1 0 6 0 0 1 1.91 0 2 9 3  w n w 2 9 3  w n w 5 3 5
1 7 /6 /0 3 1 6 :1 0 - 1 6 :2 0 6 4 5 1 .0 7 1.91 12 2 7 0  w 2 9 3  w n w 5 4 7
1 7 /6 /0 3 1 6 :2 0 - 1 6 :3 0 9 0 2 1 .5 3 .1 9 2 9 2 9 3  w n w 2 9 3  w n w
1 7 /6 /0 3 1 6 :3 0 - 1 6 :4 0 9 9 3 1 .6 5 2 .5 5 3 0 2 7 0  w 2 9 3  w n w 7 6 9
1 7 /6 /0 3 1 6 :4 0 - 1 6 :5 0 9 5 6 1 .5 9 2 .5 5 4 0 2 9 3  w n w 2 9 3  w n w 7 2 3
1 7 /6 /0 3 1 6 :5 0 - 1 7 :0 0 9 7 9 1 .6 3 2 .5 5 5 0 2 9 3  w n w 2 9 3  w n w 7 4 3
1 7 /6 /0 3 1 7 :0 0 - 1 7 :1 0 1 0 0 8 1 .6 8 2 .5 5 2 2 9 3  w n w 2 9 3  w n w 7 6 5
1 7 /6 /0 3 1 7 :1 0 - 1 7 :2 0 9 9 4 1 .6 5 2 .5 5 12 2 7 0  W 2 9 3  w n w 7 5 8
1 7 /6 /0 3 1 7 :2 0 - 1 7 :3 0 1 0 3 0 1.71 2 .5 5 21 2 7 0  w 2 9 3  w n w
1 7 /6 /0 3 1 7 :3 0 - 1 7 :4 0 1081 1 .8 2 .5 5 3 0 2 9 3  w n w 2 9 3  w n w 8 1 7
1 7 /6 /0 3 1 7 :4 0 - 1 7 :5 0 10 51 1 .7 5 2 .5 5 4 0 2 9 3  w n w 2 9 3  w n w 8 1 3
1 7 /6 /0 3 1 7 :5 0 - 1 8 :0 0 1 0 0 2 1 .6 6 2 .5 5 5 0 2 9 3  w n w 2 9 3  w n w 8 1 9
1 7 /6 /0 3 1 8 :0 0 - 1 8 :1 0 1 0 8 2 1 .8 3 .1 9 2 2 7 0  w 2 9 3  w n w 8 3 2
1 7 /6 /0 3 1 8 :1 0 - 1 8 :2 0 9 8 7 1 .6 4 2 .5 5 10 2 9 3  w n w 2 9 3  w n w 7 9 5
1 7 /6 /0 3 1 8 :2 0 - 1 8 :3 0 6 1 4 1 .0 2 2 .5 5 2 0 2 9 3  w n w 2 9 3  W NW -
D a te T im e W in d  r u n  
(m )
A v e .
s p e e d
( m /s )
M a x .
s p e e d
( m /s )
T im e  a t  
m a x .  
s p e e d  
(n th  m in )
D i r e c t io n  
a t  m a x .  
s p e e d
P r e v a i l in g
w in d
d i r e c t io n
W in d
p r o p e l le r
c o u n t
( r .p .m )
0 7 /0 7 /0 3 1 0 :0 0 - 1 0 :1 0 2 9 0 .0 0 .4 8 4 1 .2 7 0 0 2 7 0  w 2 7 0  w 28 1
0 7 /0 7 /0 3 1 0 :1 0 - 1 0 :2 0 2 3 2 .0 0 .3 8 7 1 .2 7 0 10 2 7 0  w 2 7 0  w 2 6 7
0 7 /0 7 /0 3 1 0 :2 0 - 1 0 :3 0 2 4 5 .0 0 .4 0 8 1 .2 7 0 2 0 2 7 0  w 2 7 0  w 3 0 4
0 7 /0 7 /0 3 1 0 :3 0 - 1 0 :4 0 2 0 6 .0 0 .3 4 4 1 .2 7 0 31 2 7 0  w 2 7 0  w 2 3 7
0 7 /0 7 /0 3 1 0 :4 0 - 1 0 :5 0 2 1 2 .0 0 .3 5 4 1 .2 7 0 4 0 2 7 0  w 2 7 0  w 2 7 2
0 7 /0 7 /0 3 1 0 :5 0 - 1 1 :0 0 5 4 0 .0 0 .9 0 0 1 .9 1 0 5 2 2 9 3  w n w 2 7 0  w -
0 7 /0 7 /0 3 1 1 :0 0 - 1 1 :1 0 6 1 1 .0 1 .0 1 0 1 .9 1 0 0 2 7 0  w 2 7 0  w 4 4 5
0 7 /0 7 /0 3 1 1 :1 0 - 1 1 :2 0 5 6 5 .0 0 .9 4 1 1 .9 1 0 10 2 7 0  w 2 7 0  w 4 1 6
0 7 /0 7 /0 3 1 1 :2 0 - 1 1 :3 0 5 6 5 .0 0 .9 4 1 1 .9 1 0 2 0 2 7 0  w 2 7 0  w 4 2 8
0 7 /0 7 /0 3 1 1 :3 0 - 1 1 :4 0 6 1 2 .0 1 .0 2 0 1 .9 1 0 3 0 2 7 0  w 2 7 0  w 4 5 5
0 7 /0 7 /0 3 1 1 :4 0 - 1 1 :5 0 5 8 2 .0 0 .9 7 0 1 .9 1 0 4 2 2 7 0  w 2 7 0  w 4 4 6
0 7 /0 7 /0 3 1 1 :5 0 - 1 2 :0 0 1 6 6 .0 0 .2 7 6 1 .9 1 0 5 0 2 9 3  w n w 2 7 0  w -
0 7 /0 7 /0 3 1 2 :0 0 - 1 2 :1 0 9 3 .8 0 .1 5 6 1 .2 7 0 7 2 7 0  w 2 7 0  w 2 0 8
0 7 /0 7 /0 3 1 2 :1 0 - 1 2 :2 0 8 4 .9 0 .1 4 1 1 .2 7 0 11 2 7 0  w 2 7 0  w 181
0 7 /0 7 /0 3 1 2 :2 0 - 1 2 :3 0 9 4 .5 0 .1 5 7 0 .6 3 8 2 0 2 7 0  w 2 7 0  w 2 1 9
0 7 /0 7 /0 3 1 2 :3 0 - 1 2 :4 0 7 9 .8 0 .1 3 3 0 .6 3 8 3 0 2 7 0  w 2 7 0  w 1 8 8
0 7 /0 7 /0 3 1 2 :4 0 - 1 2 :5 0 81 .1 0 .1 3 5 1 .2 7 0 4 7 2 7 0  w 2 7 0  w 1 9 5
0 7 /0 7 /0 3 1 2 :5 0 - 1 3 :0 0 3 3 7 .0 0 .5 6 3 1 .9 1 0 5 3 2 9 3  w n w 2 7 0  w -
0 7 /0 7 /0 3 1 3 :0 0 - 1 3 :1 0 3 4 8 .0 0 .5 8 0 1 .9 1 0 7 2 9 3  w n w 2 7 0  w 3 3 2
0 7 /0 7 /0 3 1 3 :1 0 - 1 3 :2 0 3 5 6 .0 0 .5 9 3 1 .9 1 0 18 2 7 0  w 2 7 0  w 351
0 7 /0 7 /0 3 1 3 :2 0 - 1 3 :3 0 3 2 3 .0 0 .5 3 9 1 .2 7 0 2 0 2 7 0  w 2 7 0  w 3 1 9
0 7 /0 7 /0 3 1 3 :3 0 - 1 3 :4 0 3 9 7 .0 0 .6 6 3 1 .9 1 0 31 2 9 3  w n w 2 7 0  w 3 7 8
0 7 /0 7 /0 3 1 3 :4 0 - 1 3 :5 0 3 4 2 .0 0 .5 7 1 1 .2 7 0 4 0 2 7 0  w 2 7 0  w 3 5 7
0 7 /0 7 /0 3 1 3 :5 0 - 1 4 :0 0 1 0 2 .0 0 .1 7 1 1 .2 7 0 5 0 2 7 0  w 2 7 0  w -
0 7 /0 7 /0 3 1 4 :0 0 - 1 4 :1 0 4 0 .2 0 .0 6 7 0 .6 3 8 0 2 9 3  w n w 2 9 3  W NW 1 5 3
0 7 /0 7 /0 3 1 4 :1 0 - 1 4 :2 0 7 1 .5 0 .1 1 9 0 .6 3 8 10 2 9 3  w n w 2 9 3  w n w 2 1 4
0 7 /0 7 /0 3 1 4 :2 0 - 1 4 :3 0 5 3 .6 0 .0 8 9 0 .6 3 8 2 0 2 9 3  w n w 2 9 3  W NW 171
0 7 /0 7 /0 3 1 4 :3 0 - 1 4 :4 0 5 8 .7 0 .0 9 7 0 .6 3 8 3 0 2 9 3  w n w 2 9 3  w n w 2 2 0
0 7 /0 7 /0 3 1 4 :4 0 - 1 4 :5 0 7 0 .2 0 .1 1 7 0 .6 3 8 4 0 2 9 3  w n w 2 9 3  w n w 2 3 2
0 7 /0 7 /0 3 1 4 :5 0 - 1 5 :0 0 5 2 9 .0 0 .8 8 2 2 .5 5 0 5 5 2 7 0  w 2 7 0  w -
0 7 /0 7 /0 3 1 5 :0 0 - 1 5 :1 0 7 7 4 .0 1 .2 9 0 2 .5 5 0 1 2 7 0  w 2 7 0  w 7 6 0
0 7 /0 7 /0 3 1 5 :1 0 - 1 5 :2 0 6 3 0 .0 1 .0 5 0 1 .9 1 0 10 2 7 0  w 2 7 0  w 7 5 5
0 7 /0 7 /0 3 1 5 :2 0 - 1 5 :3 0 6 3 4 .0 1 .0 5 0 1 .9 1 0 21 2 7 0  w 2 7 0  w 7 6 5
0 7 /0 7 /0 3 1 5 :3 0 - 1 5 :4 0 6 5 0 .0 1 .0 8 0 1 .9 1 0 3 0 2 7 0  w 2 7 0  w 763
0 7 /0 7 /0 3 1 5 :4 0 - 1 5 :5 0 6 1 7 .0 1 .0 2 0 2 .5 5 0 45 2 7 0  w 2 7 0  w 761
0 7 /0 7 /0 3 1 5 :5 0 - 1 6 :0 0 1 0 6 3 .0 1 .7 7 0 3 .1 9 0 54 2 7 0  w 2 7 0  w -
0 7 /0 7 /0 3 1 6 :0 0 - 1 6 :1 0 1 2 2 4 .0 2 .0 4 0 3 .1 9 0 1 2 7 0  w 2 7 0  w 9 4 3
0 7 /0 7 /0 3 1 6 :1 0 - 1 6 :2 0 1 1 1 5 .0 1 .8 5 0 3 .1 9 0 12 2 7 0  w 2 7 0  w 9 1 9
0 7 /0 7 /0 3 1 6 :2 0 - 1 6 :3 0 1 1 3 2 .0 1 .8 8 0 3 .1 9 0 2 3 2 7 0  w 2 7 0  w 9 0 9
0 7 /0 7 /0 3 1 6 :3 0 - 1 6 :4 0 1 1 2 9 .0 1 .8 8 0 3 .1 9 0 3 4 2 7 0  w 2 7 0  w 9 1 8
0 7 /0 7 /0 3 1 6 :4 0 - 1 6 :5 0 1 1 5 2 .0 1 .9 2 0 3 .1 9 0 41 2 7 0  w 2 7 0  w 9 2 0
0 7 /0 7 /0 3 1 6 :5 0 - 1 7 :0 0 7 6 6 .0 1 .2 7 0 2 .5 5 0 5 0 2 7 0  w 2 7 0  w -
0 7 /0 7 /0 3 1 7 :0 0 - 1 7 :1 0 9 9 7 .0 1 .6 6 0 2 .5 5 0 0 2 7 0  w 2 7 0  w 7 2 0
0 7 /0 7 /0 3 1 7 :1 0 - 1 7 :2 0 1 0 1 8 .0 1 .6 9 0 3 .1 9 0 17 2 7 0  w 2 7 0  w 7 1 5
0 7 /0 7 /0 3 1 7 :2 0 - 1 7 :3 0 1 0 1 4 .0 1 .6 9 0 2 .5 5 0 2 0 2 7 0  w 2 7 0  w 7 1 8
0 7 /0 7 /0 3 1 7 :3 0 - 1 7 :4 0 1 0 3 0 .0 1 .7 1 0 2 .5 5 0 3 0 2 7 0  w 2 7 0  w 7 5 3
0 7 /0 7 /0 3 1 7 :4 0 - 1 7 :5 0 1 0 4 2 .0 1 .7 3 0 3 .1 9 0 4 6 2 7 0  w 2 7 0  w 751
0 7 /0 7 /0 3 1 7 :5 0 - 1 8 :0 0 9 1 3 .0 1 .5 2 0 2 .5 5 0 5 0 2 7 0  w 2 7 0  w -
Date Time Wind run 
(m)
Ave.
speed
(m/s)
Max.
speed
(m/s)
Time at 
max. 
speed 
(nth min)
Direction 
at max. 
speed
Prevailing
wind
direction
Wind
propeller
count
(r.p.m)
08/07/03 09:50 - 10:00 960 1.60 2.55 51 270 w 270 W 726
08/07/03 10:00 - 10:10 956 1.59 2.55 0 270 w 270 W 731
08/07/03 10:10 - 10:20 957 1.59 2.55 10 270 w 270 w 735
08/07/03 10:20 - 10:30 943 1.57 2.55 20 270 w 270 W 744
08/07/03 10:30 - 10:40 926 1.54 2.55 30 270 w 270 W 728
09/07/03 10:20 - 10:30 689 1.14 1.91 20 270 w 270 W 603
09/07/03 10:30 - 10:40 641 1.06 1.91 30 270 w 270 W 571
09/07/03 10:40 - 10:50 635 1.05 1.91 41 270 W 270 w 577
09/07/03 10:50 - 11:00 657 1.09 1.91 50 270 w 270 W 574
09/07/03 11:00 - 11:10 593 0.99 1.91 0 270 w 270 W 543
09/07/03 11:20 - 11:30 860 1.43 2.55 22 270 w 270 W 746
09/07/03 11:30 - 11:40 775 1.29 2.55 36 270 W 270 w 729
09/07/03 11:40 - 11:50 721 1.20 2.55 41 270 w 270 w 722
09/07/03 11:50 - 12:00 715 1.19 2.55 50 270 w 270 w 735
09/07/03 12:00 - 12:10 865 1.44 2.55 0 270 W 270 W 738
Date Time Wind run 
(m)
Ave.
speed
(m/s)
Max.
speed
(m/s)
Time at 
max. 
speed 
(nth min)
Direction 
at max. 
speed
Prevailing
wind
direction
Wind 
propeller 
count . 
(r.p.m)
07/07/03 12:00 - 12:10 93.8 0.156 1.270 7 270 w 270 w 208
07/07/03 12:10 - 12:20 84.9 0.141 1.270 11 270 W 270 W 181
07/07/03 12:20 - 12:30 94.5 0.157 0.638 20 270 w 270 W 219
07/07/03 12:30 - 12:40 79.8 0.133 0.638 30 270 w 270 W 188
07/07/03 12:40 - 12:50 81.1 0.135 1.270 47 270 w 270 w 195
07/07/03 13:00 - 13:10 348.0 0.580 1.910 7 293 WNW 270 W 332
07/07/03 13:10 - 13:20 356.0 0.593 1.910 18 270 w 270 w 351
07/07/03 13:20 - 13:30 323.0 0.539 1.270 20 270 W 270 W 319
07/07/03 13:30 - 13:40 397.0 0.663 1.910 31 293 WNW 270 W 378
07/07/03 13:40 - 13:50 342.0 0.571 1.270 40 270 w 270 W 357
07/07/03 14:00 - 14:10 40.2 0.067 0.638 0 293 WNW 293 WNW 153
07/07/03 14:10 - 14:20 71.5 0.119 0.638 10 293 WNW 293 WNW 214
07/07/03 14:20 - 14:30 53.6 0.089 0.638 20 293 WNW 293 WNW 171
07/07/03 14:30 - 14:40 58.7 0.097 0.638 j 30 293 WNW 293 WNW 220
07/07/03 14:40 - 14:50 70.2 0.117 0.638 40 293 WNW 293 WNW 232
07/07/03 16:00 - 16:10 1224.0 2.040 3.190 1 270 w 270 W 943
07/07/03 16:10 - 16:20 1115.0 1.850 3.190 12 270 W 270 w 919
07/07/03 16:20 - 16:30 1132.0 1.880 3.190 23 270 W 270 W 909
07/07/03 16:30 - 16:40 1129.0 1.880 3.190 34 270 w 270 w 918
07/07/03 16:40 - 16:50 1152.0 1.920 3.190 41 270 w 270 w 920
07/07/03 17:00 - 17:10 997.0 1.660 2.550 0 270 W 270 W 720
07/07/03 17:10 - 17:20 1018.0 1.690 3.190 17 270 w 270 W 715
07/07/03 17:20 - 17:30 1014.0 1.690 2.550 20 270 w 270 w 718
07/07/03 17:30 - 17:40 1030.0 1.710 2.550 30 270 W 270 W 753
07/07/03 17:40 - 17:50 1042.0 1.730 3.190 46 270 w 270 w 751
08/07/03 09:50 - 10:00 960 1.60 2.55 51 270 w 270 w 726
08/07/03 10:00 - 10:10 956 1.59 2.55 0 270 w 270 w 731
08/07/03 10:10 - 10:20 957 1.59 2.55 10 270 w 270 w 735
08/07/03 10:20 - 10:30 943 1.57 2.55 20 270 w 270 w 744
08/07/03 10:30 - 10:40 926 1.54 2.55 30 270 W 270 w 728
09/07/03 10:20 - 10:30 689 1.14 1.91 20 270 W 270 W 603
09/07/03 10:30 - 10:40 641 1.06 1.91 30 270 W 270 w 571
09/07/03 10:40 - 10:50 635 1.05 1.91 41 270 w 270 w 577
09/07/03 10:50 - 11:00 657 1.09 1.91 50 270 w 270 w 574
09/07/03 11:00 - 11:10 593 0.99 1.91 0 270 w 270 w 543
09/07/03 11:20 - 11:30 860 1.43 2.55 22 270 W 270 w 746
09/07/03 11:30 - 11:40 775 1.29 2.55 36 270 W 270 w 729
09/07/03 11:40 - 11:50 721 1.20 2.55 41 270 W 270 w 722
09/07/03 11:50 - 12:00 715 1.19 2.55 50 270 W 270 W 735
09/07/03 12:00 - 12:10 865 1.44 2.55 0 270 w 270 w 738
D a te T im e Wind run 
(m )
A v e .
s p e e d
(m /s )
M a x .
s p e e d
( m /s )
T im e  a t  
m a x .  
s p e e d  
( n th  m in )
D i r e c t io n  
a t  m a x .  
s p e e d
P r e v a i l in g
w in d
d i r e c t io n
W in d
p r o p e l le r
c o u n t
( r .p .m )
1 7 /6 /0 3 1 2 :2 0 - 1 3 :3 0 5 9 7 0 .9 9 5 1.91 2 5 2 9 3  W N W 2 9 3  W NW 561
1 7 /6 /0 3 1 2 :3 0 - 1 3 :4 0 5 9 7 0 .9 9 6 1 .91 3 0 2 9 3  W N W 2 9 3  W NW 5 5 6
1 7 /6 /0 3 1 2 :4 0 - 1 3 :5 0 6 2 3 1 .0 3 1.91 4 3 2 9 3  W N W 2 9 3  W N W 5 6 8
1 7 /6 /0 3 1 2 :5 0 - 1 4 :0 0 5 8 6 0 .9 7 8 1.91 5 3 2 9 3  W N W 2 9 3  W N W 5 5 2
1 7 /6 /0 3 1 3 :3 0 - 1 3 :4 0 9 3 6 1 .5 6 2 .5 5 3 0 2 7 0  W 2 9 3  W N W 7 4 9
1 7 /6 /0 3 1 3 :4 0 - 1 3 :5 0 1 0 2 4 1 .7 2 .5 5 4 2 2 9 3  w n w 2 9 3  W NW 77 1
1 7 /6 /0 3 1 3 :5 0 - 1 4 :0 0 9 5 2 1 .5 8 2 .5 5 5 0 2 9 3  W N W 2 9 3  W NW 7 5 3
1 7 /6 /0 3 1 4 :0 0 - 1 4 :1 0 9 1 9 1 .5 3 2 .5 5 3 2 7 0  W 2 9 3  W N W 7 4 2
1 7 /6 /0 3 1 4 :1 0 - 1 4 :2 0 9 2 6 1 .5 4 2 .5 5 1 0 2 7 0  w 2 9 3  W N W 7 4 9
1 7 /6 /0 3 1 4 :3 0 - 1 4 :4 0 1 0 5 0 1 .7 5 2 .5 5 3 0 2 9 3  w n w 2 9 3  W N W 8 2 7
1 7 /6 /0 3 1 4 :4 0 - 1 4 :5 0 1 0 6 7 1 .7 7 2 .5 5 4 0 2 9 3  w n w 2 9 3  W N W 8 3 6
1 7 /6 /0 3 1 4 :5 0 - 1 5 :0 0 1 1 6 6 1 .9 4 2 .5 5 5 0 2 9 3  W N W 2 9 3  W NW 8 3 4
1 7 /6 /0 3 1 5 :0 0 - 1 5 :1 0 1 0 8 5 1 .8 2 .5 5 0 2 9 3  W N W 2 9 3  W N W 8 4 6
1 7 /6 /0 3 1 5 :1 0 - 1 5 :2 0 1 0 5 2 1 .7 5 2 .5 5 10 2 9 3  w n w 2 9 3  W NW 8 2 4
1 7 /6 /0 3 1 5 :3 0 - 1 5 :4 0 6 2 1 1 .0 3 1 .91 31 2 9 3  w n w 2 9 3  W NW 5 6 6
1 7 /6 /0 3 1 5 :4 0 - 1 5 :5 0 6 4 8 1 .0 8 1.91 4 0 2 9 3  W N W 2 9 3  W N W 5 4 3
1 7 /6 /0 3 1 5 :5 0 - 1 6 :0 0 6 4 3 1 .0 7 1.91 51 2 9 3  W N W 2 9 3  W N W 5 6 7
1 7 /6 /0 3 1 6 :0 0 - 1 6 :1 0 6 0 0 1 1 .91 0 2 9 3  W N W 2 9 3  W N W 5 3 5
1 7 /6 /0 3 1 6 :1 0 - 1 6 :2 0 6 4 5 1 .0 7 1.91 1 2 2 7 0  w 2 9 3  W N W 5 4 7
1 7 /6 /0 3 1 6 :3 0 - 1 6 :4 0 9 9 3 1 .6 5 2 .5 5 3 0 2 7 0  w 2 9 3  w n w 7 6 9
1 7 /6 /0 3 1 6 :4 0 - 1 6 :5 0 9 5 6 1 .5 9 2 .5 5 4 0 2 9 3  W N W 2 9 3  W NW 7 2 3
1 7 /6 /0 3 1 6 :5 0 - 1 7 :0 0 9 7 9 1 .6 3 2 .5 5 5 0 2 9 3  w n w 2 9 3  W NW 7 4 3
1 7 /6 /0 3 1 7 :0 0 - 1 7 :1 0 1 0 0 8 1 .6 8 2 .5 5 2 2 9 3  w n w 2 9 3  W N W 7 6 5
1 7 /6 /0 3 1 7 :1 0 - 1 7 :2 0 9 9 4 1 .6 5 2 .5 5 12 2 7 0  w 2 9 3  w n w 7 5 8
1 7 /6 /0 3 1 7 :3 0 - 1 7 :4 0 1 0 81 1 .8 2 .5 5 3 0 2 9 3  W N W 2 9 3  W N W 8 1 7
1 7 /6 /0 3 1 7 :4 0 - 1 7 :5 0 1 0 51 1 .7 5 2 .5 5 4 0 2 9 3  W N W 2 9 3  W NW 8 1 3
1 7 /6 /0 3 1 7 :5 0 - 1 8 :0 0 1 0 0 2 1 .6 6 2 .5 5 5 0 2 9 3  W N W 2 9 3  W N W 8 1 9
1 7 /6 /0 3 1 8 :0 0 - 1 8 :1 0 1 0 8 2 1 .8 3 .1 9 2 2 7 0  w 2 9 3  W NW 8 3 2
1 7 /6 /0 3 1 8 :1 0 - 1 8 :2 0 9 8 7 1 .6 4 2 .5 5 10 2 9 3  w n w 2 9 3  W NW 7 9 5
0 4 /0 7 /0 3 1 4 :3 0 - 1 4 :4 0 6 7 9 1 .1 3 1 .9 1 3 0 2 7 0  w 2 7 0  w 5 3 9
0 4 /0 7 /0 3 1 4 :4 0 - 1 4 :5 0 6 7 5 1 .1 2 1 .91 4 0 2 7 0  w 2 7 0  w 5 7 0
0 4 /0 7 /0 3 1 4 :5 0 - 1 5 :0 0 6 6 0 1 .1 0 1 .9 1 5 0 2 7 0  w 2 7 0  w 5 2 8
0 4 /0 7 /0 3 1 5 :1 0 - 1 5 :2 0 9 8 4 1 .6 4 2 .5 5 10 2 7 0  w 2 7 0  w 75 1
0 4 /0 7 /0 3 1 5 :2 0 - 1 5 :3 0 9 2 7 1 .5 4 2 .5 5 2 0 2 7 0  w 2 7 0  w 6 8 4
0 4 /0 7 /0 3 1 5 :3 0 - 1 5 :4 0 9 3 2 1 .5 5 2 .5 5 31 2 7 0  W 2 7 0  w 7 4 2
0 4 /0 7 /0 3 1 5 :5 0 - 1 6 :0 0 11 4 1 1 .9 0 2 .5 5 5 0 2 9 3  W N W 2 7 0  w 8 1 8  !
0 4 /0 7 /0 3 1 6 :0 0 - 1 6 :1 0 1 1 8 4 1 .9 7 2 .5 5 0 2 7 0  W 2 7 0  W 8 5 2
0 4 /0 7 /0 3 1 6 :1 0 - 1 6 :2 0 1 0 9 7 1 .8 2 2 .5 5 10 2 7 0  W 2 7 0  W 7 9 4
0 7 /0 7 /0 3 1 0 :0 0 - 1 0 :1 0 2 9 0 .0 0 .4 8 4 1 .2 7 0 0 2 7 0  w 2 7 0  W 28 1
0 7 /0 7 /0 3 1 0 :1 0 - 1 0 :2 0 2 3 2 .0 0 .3 8 7 1 .2 7 0 10 2 7 0  w 2 7 0  W 2 6 7
0 7 /0 7 /0 3 1 0 :2 0 - 1 0 :3 0 2 4 5 .0 0 .4 0 8 1 .2 7 0 2 0 2 7 0  w 2 7 0  W 3 0 4
0 7 /0 7 /0 3 1 0 :3 0 - 1 0 :4 0 2 0 6 .0 0 .3 4 4 1 .2 7 0 31 2 7 0  w 2 7 0  w 2 3 7
0 7 /0 7 /0 3 1 0 :4 0 - 1 0 :5 0 2 1 2 .0 0 .3 5 4 1 .2 7 0 4 0 2 7 0  w 2 7 0  W 2 7 2
0 7 /0 7 /0 3 1 1 :0 0 - 1 1 :1 0 6 1 1 .0 1 .0 1 0 1 .9 1 0 0 2 7 0  w 2 7 0  w 4 4 5
0 7 /0 7 /0 3 1 1 :1 0 - 1 1 :2 0 5 6 5 .0 0 .9 4 1 1 .9 1 0 10 2 7 0  w 2 7 0  W 4 1 6
0 7 /0 7 /0 3 1 1 :2 0 - 1 1 :3 0 5 6 5 .0 0 .9 4 1 1 .9 1 0 2 0 2 7 0  W 2 7 0  W 4 2 8
0 7 /0 7 /0 3 1 1 :3 0 - 1 1 :4 0 6 1 2 .0 i 1 .0 2 0 1 .9 1 0 3 0 2 7 0  W 2 7 0  W 4 5 5
0 7 /0 7 /0 3 1 1 :4 0 - 1 1 :5 0 5 8 2 .0 0 .9 7 0 1 .9 1 0 4 2 2 7 0  w 2 7 0  W 4 4 6
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APPENDIX 7 
A Note on Using Rhodamine WT as a Tracer 
Introduction
Tracer studies are undertaken in channels, pipes, reservoirs and waste stabilisation ponds to 
estimate the discharges and to assess their dispersion and retention characteristics. Tracer 
experiments are carried out using both conservative (which are assumed not to die off or be 
absorbed) and non-conservative tracers. Conservative tracers include fluorescent dyes, such as 
rhodamine WT, and salt, whereas bacteriophages are typical examples of non-conservative 
tracers.
Although rhodamine WT has been traditionally regarded as a conservative tracer recent tracer 
studies in physical models at the University of Surrey has raised doubts about this assumption. 
The study also indicated that over 35% of the injected tracer is lost within the physical models. 
The exact causes of these discrepancies and of the rate of disappearance of tracer are not clear. 
The possible causes of the observed losses are:
• Errors in discharge measurement
• Errors in measuring devices (Fluorimeter)
• Errors in concentration levels of injected mass
• Adsorption to suspended particles
• Adsorption to walls of the physical model
Retained in immobile zones in the water body and very slowly released to the water column (in 
this case the tracer released to the water column becomes undetectable by the instrument at the 
outlet in the latter stages of measurement because of its low concentration level at the outlet)
The objective o f this note is to provide some guidance to readjust the measured profiles 
observed at the point of measurement.
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Case I
If the injected tracer mass is lost within a short period (say 10 minutes and the time base of the 
profile is over a day) the observed profile at the outlet can be assumed to be the response 
function equivalent to a gulp injection of conservative tracer at the inlet but with a reduced mass 
of injection at the inlet. If required the response function can be readjusted to the actual mass of 
injection by multiplying the ordinate of the response function by a constant factor. This 
procedure is valid because the principle of superposition is applicable for the advection 
dispersion process. The adjustment of the ordinate will not affect the centroid of the profile 
which is the same for the original and the adjusted profile
Case II
If the loss rate is constant with time the procedures outlined under Case I are valid for this 
condition.
Case HI
If the loss rate is time dependent the properties of the observed profile should not be regarded as 
equivalent to the properties of a conservative tracer (where mass is conserved). In this case the 
estimated value for the centroid from the observed profile is different to the value expected from 
a situation where mass is conserved. If the time dependent loss rate is known the observed 
profile can be reconstructed by adjusting the observed rate. As an example if the loss rate 
follows first order kinetics with a decay rate of K  (this is valid when using bacteriophages as 
tracer and their die-off rate follows first order kinetics), the observed profile can be readjusted 
by multiplying the ordinate of the observed profile fit)  by an exponential function as shown 
below:
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Similar adjustments can be made when the decay characteristic of the tracer is known. If the 
decay rate follows a linear' function the adjustment required for the measured profile is:
F (t)=  ZM 1. 
(1 -6 0
In general if  the loss rate is known the profile can be readjusted using the loss rate function L(t) 
as illustrated below:
F ( t ) = £ F l
m
Once this adjustment has been made the actual retention characteristic can be made using the 
adjusted profile. It should be noted that using the original profile without adjusting it for the loss 
rate can result in errors and the degree of error can increase with increase in loss rate.
