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Abstract
In the understanding of the spatial behavior of interacting components of rotating two-component Bose–
Einstein condensates, a central problem is to establish whether coexistence of all the components occurs, or
the interspecies interaction leads to extinction, that is, configurations where one or more densities are null. In
this paper, we prove that the interspecies interaction leads to extinction in the Thomas–Fermi approximation
in dimension three.
© 2011 Elsevier Inc. All rights reserved.
Keywords: Bose–Einstein condensate; Extinction; Thomas–Fermi approximation
1. Introduction
A Bose–Einstein condensate (BEC) is a state of matter of bosons confined in an external
potential and cooled to temperatures very near to absolute zero. Under such conditions, a large
fraction of the atoms collapse into the lowest quantum state of the external potential, at which
point quantum effects become apparent on a macroscopic scale. This state of matter was first
predicted by Satyendra Nath Bose and Albert Einstein in 1924–1925. Since the first experimental
achievement of BEC in dilute bosonic atomic gases in 1995 and the Nobel Prize in 2001 [5,10,
18], Bose–Einstein condensates (BEC) have been produced and studied extensively in laboratory,
and have afforded an intriguing glimpse into the macroscopic quantum world [36].
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dynamics associated with superfluidity [1,2,17,32,33], and of systems of two or more conden-
sates [21]. These are some of key issues, in view of potential applications, in the study of quan-
tized vortices which are well-known signature of superfluidity [2–4,17,22]. The first experiment
involving the interactions between multiple-species BEC was performed in [34]. It demonstrated
the possibility of producing long-lived multiple condensate systems, and the condensate wave
function is dramatically affected by the presence of interspecies interactions. Recent experimen-
tal advances in exploration of systems of uniting two or more condensates, e.g. in a magnetic trap
in rubidium [34], have spurred great excitement in the atomic physics community and renewed
interest in studying the properties of two-component BEC [6,26,27,42]. In an ultracold dilute
Bose gas, two different hyperfine spin states may repel each other and form segregated domains
like the mixture of oil and water. Such a phenomenon is called phase separation of a binary mix-
ture of Bose–Einstein condensates and has been investigated extensively by experimental and
theoretical physicists [40].
By a mean-field approximation, the state of the BEC can be described by the wave function
of the condensate to dilute systems. At temperatures T much smaller than the critical tem-
perature Tc [36], for a two-component BEC, its wave function can be well described by two
self-consistent nonlinear Schrödinger equations [11,26–28,32–40], known as coupled Gross–
Pitaevskii equations [6,40,42]:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−ih¯ ∂u1
∂t
= h¯
2
2m
u1 +ΩL3u1 + ρTF(x)u1 +U11|u1|2u1 +U12|u2|2u1 in D,
−ih¯ ∂u2
∂t
= h¯
2
2m
u2 +ΩL3u2 + ρTF(x)u2 +U22|u2|2u2 +U12|u1|2u2 in D,
uj = 0 in ∂D, j = 1,2.
(1.1)
uεj denotes the macroscopic wave function of the j -th (j = 1,2) component, |uεj |2 is interpreted
as the particle density of the j -th component. Ω is the angular velocity of the rotating laser
beam, L3 = −i(x1∂x2 − x2∂x1) = −ix⊥ · ∇ is the x3-component of the angular momentum, D is
a bounded domain in R3. h¯ is the Planck constant divided by 2π and m is atom mass. The con-
stant Ujj (j = 1,2) is the intraspecies scattering length of the j -th hyperfine state and U12 is the
interspecies scattering length. As Ujj < 0 (> 0), the self-interaction is repulsive (attractive). As
U12 > 0 (< 0), the interspecies interaction is attractive (repulsive). The function ρTF(x) is the
magnetic trapping potentials acting on two-component and if the harmonic potential is consid-
ered, it takes the form
ρTF(x) = ρ − (x21 + x22 + x23). (1.2)
ρ is determined by
∫
D ρ
TF = 1 [2]. Thus,
D = {x: ρTF(x) > 0}. (1.3)
For non-rotating two-component BEC, Bao [6] presents a continuous normalized gradient flow
with backward Euler finite difference discretization to compute the ground state and a time-
splitting sine-pseudospectral methods to compute the dynamics; Lin and Zhang [28] study the
semiclassical limits of 2-mixtures of BEC (1.1); García-Ripoll and Pérez-García [19] study the
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and the phase separation in the Thomas–Fermi limit; Lin and Wei [26,27] analyze the existence
of ground states and spike solutions; Riboli and Modugno [37] and Jezek [23] classify different
spatial patterns of the ground states; Chui et al. [14] study quantum phase separation dynamics,
the effect of trap displacements and symmetric–asymmetric transition.
For rotating k-mixtures BEC, due to the appearance of the angular momentum rotation term,
new difficulties are introduced mathematically. Currently, there has been few analytical results
about rotating multicomponent BEC in the literature. Zhang et al. [42] propose an efficient
and accurate method for numerical simulations and investigate the dynamics of rotating two-
component BEC. Liu [31] characterizes the dependence of the shape of vortex line on the trap
and the rotational velocity.
In the understanding of the spatial behavior of interacting components, a central problem is to
establish whether coexistence of all the components occurs, or the interspecies interaction leads
to extinction, that is, configurations where one or more densities are null. As |U12| > √|U11||U22|
and U11 < 0, U22 < 0, spontaneous symmetric breaking occurs, and the 1-th component and 2-th
component are immiscible and separated in space called phase separation [40]. For this reason,
let 1 > η,ε > 0, we may set U11 = η2U22 = −ε−2 h¯m ,U12 = U21 = −(η−2ε−2 + β(ε)) h¯m in the
system (1.1), consider the time-independent case, and transform it into the following system⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
−uεj −ΩL3uεj + β(ε)
∑
i =j
∣∣uεi ∣∣2uεj
= η
−2(j−1)uεj
ε2
(
ρTF(x)−
2∑
i=1
η−2(i−1)
∣∣uεi ∣∣2
)
in D,
uεj (x) ∈ C, uεj (x) = 0 on ∂D, j = 1,2.
(1.4)
The solution to (1.4) is the critical point of the following energy functional
G(u1, u2) = 12
∫
D
( 2∑
j=1
|∇uj |2 + 12ε2
(
ρTF(x)−
2∑
i=1
η−2(i−1)|ui |2
)2
−
∑
j
Ωx⊥ · (iuj ,∇uj )+ β(ε)|u1|2|u2|2
)
(1.5)
in the space H = {uj ∈ H 1(D;C): uj = 0 on ∂D, j = 1,2}.
Currently, there has been few analytical results about the phase separation of the two-
component BEC. For solitary wave solutions of the form uj (x, t) = eiλj tψj (x) (j = 1,2) and
Ω = 0 of system (1.1), one investigates the phase separation phenomena [11,12,35,41], where
ψ1(x) and ψ2(x) are real functions, which satisfy the elliptic system. In the recent paper [39],
Terracini and Verzini extend the result of [11,12,35,41] to the case of an arbitrary number of
components k  3. However, from a rigorous mathematical point of view, the phase separation
is not well understood so far for the complex-valued solutions of (1.4). The method in [11,12,35,
39,41] cannot be applied to this case. The main purpose of this paper is to study the extinction of
the minimizer of the functional (1.5). In the Thomas–Fermi limit [15,16], ε is small, which will
be our asymptotic regime. The following is our main result concerning the minimizer of (1.5).
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number and 1 > η > 0. There exists a (u01, u
0
2) of complex-valued functions such that, up to a
subsequence, we have
(i)
uε1(x) → u01, uε2(x) → u02 in C0,1loc (D) as ε → 0. (1.6)
(ii)
u01 ≡ 0 or u02 ≡ 0, (1.7)
that is, one component is asymptotic null.
(iii) When u0j0 = 0, j0 = 1 or 2, we have, up to a subsequence,
uεj0 → u∗j0 =
√
ρTF(x) exp
(
iϕ∗j0
)
in Cnloc(D), ∀n ∈ N, (1.8)
where ϕ∗j0 satisfies
−div(ρTF∇ϕ∗j0)+ Ω2 (x⊥ · ∇)ρTF = 0 in D. (1.9)
In order to overcome the new difficulty arising from complex-valued functions and the ro-
tating term, we introduce the important decomposition (2.3). The second important step in our
proof is to prove
∑
j |uεj | > 0 provided ε is small. In the proof of this step we use the method
of [9], need to prove the energy monotonicity formula (Section 2) and the η-compactness theo-
rem (Section 3). The third step is to prove the Bochner type inequality and small energy regularity
theorem, which implies the uniformly Lipschitz estimate for (uε1, u
ε
2). The fourth step is to obtain
Ck-estimates by Schauder’s theory.
The rest of this paper is organized as follows: In Section 2, we derive the monotonicity
formula. In Section 3, we prove η-compactness theorem. In Section 4, we prove the main Theo-
rem 1.1. In Section 5, we prove that the global minimizers of G are configurations of coexistence
if η and ε are suitable.
2. Preliminaries
In this section we will derive the monotonicity formula. The key step is the decomposi-
tion (2.3). First of all, we introduce the functional, inspired from the work of Lassoued and
Mironescu [24]
Gε =
∫
D
1
2
[
|∇f |2 + 1
2ε2
(
ρTF − |f |2)2] (2.1)
in H = {f ∈ H 1(D,R): f = 0 on ∂D}. This minimizer is the unique positive solution of the
following equation
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1
ε2
fε
(
ρTF(x)− f 2ε
)
in D,
fε = 0 on ∂D.
(2.2)
We study the solution fε to (2.2).
Lemma 2.1. (See [3].) If 0 < ε  1, there exists a unique classical solution fε to (2.2), which is
the unique minimizer of Gε in H. In addition, we have the following estimates:
(a) Gε(fε) C|ln ε|,
(b) ‖f −√ρTF‖C1(K)  CKε2, for any compact subset K ⊂ D.
Let
uεj = fεvj , x⊥ = (−x2, x1,0), (2.3)
then vj satisfies
−vj + iΩ
(
x⊥ · ∇)vj + iΩ2 vjf 2ε (x⊥ · ∇)f 2ε − 2fε ∇fε · ∇vj + β(ε)
∑
i =j
f 2ε |vi |2vj
= f
2
ε
ε2
(
1 −
∑
k
η−2(k−1)|vk|2
)
η−2(j−1)vj in D. (2.4)
By the maximum principle, we have the following lemma.
Lemma 2.2. (See [9].) Let vj be the solution to (2.4) and K be any compact subset of D. We
have
∑
j
η−2(j−1)‖vj‖L∞(K)  1 +Cε2|ln ε|2 +C ε
2
dist(K, ∂Ω)2
, ‖∇vj‖L∞(K)  CK
ε
.
(2.5)
Next we give the following Pohozaev identity.
Lemma 2.3 (Pohozaev identity). Let vj be a solution to (2.4). Then, for Br(x0) ⊂ D, we have
1
2
∫
Br (x0)
∑
j
|∇vj |2 + 34
∫
Br(x0)
f 2ε
ε2
(
1 −
∑
j
η−2(j−1)|vj |2
)2
= r
∫
∂Br (x0)
(∑
j
|∇T vj |2
2
− 1
2
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2 + f 2ε4ε2
(
1 −
∑
j
η−2(j−1)|vj |2
)2)
+
∑
j
∫
Ω
〈
J (vj ), x
⊥ × (x − x0)
〉Br(x0)
1716 Z. Liu / Journal of Functional Analysis 261 (2011) 1711–1751+
∑
j
∫
Br (x0)
Ω
2
(
i
vj
f 2ε
x⊥ · ∇f 2ε , (x − x0) · ∇vj
)
+
∑
j
∫
Br (x0)
β(ε)
(∑
i =j
f 2ε |vi |2vj , (x − x0) · ∇vj
)
−
∑
j
∫
Br (x0)
2
fε
(∇fε · ∇vj , (x − x0) · ∇vj )
− 1
2ε2
∫
Br (x0)
fε
(
1 −
∑
j
η−2(j−1)|vj |2
)2
(x − x0) · ∇fε, (2.6)
where J (vj ) = 12∇ × j (vj ) = 12∇ × (ivj ,∇vj ).
Proof. For simplicity, we assume x0 = 0 and drop off j . Multiplying vj by x · ∇vj and inte-
grating by parts on Br , we get∫
Br
(
v,
∑
i
xi∂iv
)
=
∫
∂Br
(
∂v
∂n
,
∑
i
xi∂iv
)
−
∫
Br
(
∇v,∇
(∑
i
xi∂iv
))
= r
∫
∂Br
∣∣∣∣∂v∂n
∣∣∣∣2 − ∫
Br
∑
j
|∂j v|2 −
∫
Br
∑
i,j
xi
2
∂i
(|∂j v|2)
= r
∫
∂Br
∣∣∣∣∂v∂n
∣∣∣∣2 − ∫
Br
|∇v|2 −
∫
∂Br
∑
j
r
2
|∂j v|2 +
∫
Br
1
2
∑
i,j
|∂j v|2
= r
∫
∂Br
∣∣∣∣∂v∂n
∣∣∣∣2 + 12
∫
Br
|∇v|2 − r
2
∫
∂Br
|∇v|2. (2.7)
On the other hand, using (2.4), we have∫
Br
(
v,
∑
i
xi∂iv
)
=
∫
Br
Ω
(
ix⊥ · ∇v, x · ∇v)+ ∫
Br
Ω
2
(
i
vj
f 2ε
x⊥ · ∇f 2ε , x · ∇v
)
+
∫
Br
β(ε)
(∑
i =j
f 2ε |vi |2vj , x · ∇v
)
−
∫
Br
2
fε
(∇fε · ∇v, x · ∇v)
− 1
ε2
∫
Br
f 2ε
(
1 −
∑
k
η−2(k−1)|vk|2
)
η−2(j−1)(v, x · ∇v). (2.8)
Note that ∇((1−∑k η−2(k−1)|vk|2)2) ·x = −4(1−∑k η−2(k−1)|vk|2)∑k η−2(k−1)(vk, x ·∇vk),
then we obtain
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ε2
∑
k
∫
Br
f 2ε
(
1 −
∑
k
η−2(j−1)|vk|2
)∑
k
η−2(k−1)(vk, x · ∇vk)
= 1
4
∫
Br
f 2ε
ε2
x · ∇
((
1 −
∑
k
η−2(k−1)|vk|2
)2)
= r
4ε2
∫
∂Br
f 2ε
(
1 −
∑
k
η−2(k−1)|vk|2
)2
− 3
4ε2
∫
Br
f 2ε
(
1 −
∑
k
η−2(k−1)|vk|2
)2
− 1
2ε2
∫
Br
fε
(
1 −
∑
k
η−2(k−1)|vk|2
)2
(x · ∇)fε. (2.9)
Combining (2.7)–(2.9), we get (2.6). 
Let K ⊂ D be any compact subset. For any Br(x0) ⊂ K , define
E˜(v, x0, r) ≡ 1
r
∫
Br (x0)
(
1
2
∑
j
|∇vj |2 +
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
4ε2
)
;
E(v, x0, r) ≡
∫
Br(x0)
(
1
2
∑
j
|∇vj |2 +
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
4ε2
)
. (2.10)
When this will not lead to a confusion, we will also denote it by E˜(x0, r) or even E˜(r).
Lemma 2.4. Assume vj satisfies (2.4), then for Br(x0) ⊂ D, we have
d
dr
(
E˜ε(r)
)= 1
r
∑
j
∫
∂Br (x0)
∣∣∣∣∂vj∂n
∣∣∣∣2 + 1r2
∫
Br (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
2ε2
− 2
r2
∑
j
∫
Br (x0)
Ω
2
〈
J (vj ), x
⊥ × (x − x0)
〉
+ 1
2r2
∫
Br(x0)
fε
(1 −∑j η−2(j−1)|vj |2)2
ε2
(x − x0) · ∇fε
+ 2
r2
∑
j
∫ 1
fε
(∇fε · ∇vj , (x − x0) · ∇vj )
Br (x0)
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r2
∑
j
∫
Br
Ω
2
(
i
vj
f 2ε
x⊥ · ∇f 2ε , (x − x0) · ∇vj
)
− 2
r2
∑
j
∫
Br(x0)
β(ε)
(∑
i =j
f 2ε |vi |2vj , (x − x0) · ∇vj
)
. (2.11)
Proof. Note that
d
dr
(
E(r)
)= ∫
∂Br (x0)
(
1
2
∑
j
|∇T vj |2 + 12
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2 + f 2ε4ε2
(
1 −
∑
j
η−2(j−1)|vj |2
)2)
.
Hence,
d
dr
(
E˜(r)
)= − 1
r2
∫
Br(x0)
(
1
2
∑
j
|∇vj |2 + 3f
2
ε
4ε2
(
1 −
∑
j
η−2(j−1)|vj |2
)2)
+ 1
2ε2r2
∫
Br (x0)
f 2ε
(
1 −
∑
j
η−2(j−1)|vj |2
)2
+ 1
r
∫
∂Br (x0)
(
1
2
∑
j
|∇T vj |2 + 12
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2 + f 2ε4ε2
(
1 −
∑
j
η−2(j−1)|vj |2
)2)
.
Combining this relation with Lemma 2.3, the conclusion follows. 
Now, we prove the following monotonicity formula.
Lemma 2.5. There exists C > 0 depending only on K , such that for BR(x0) ⊂ K ,
Λ = C(β2(ε)+Ω + 1), (2.12)
and for any vj satisfying (2.4), we have
d
dr
(
eΛr
(
E˜(r)+Cr)) 1
r
∫
∂Br (x0)
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2 + 1r2
∫
Br (x0)
f 2ε (bε −
∑
j η
−2(j−1)|vj |2)2
2ε2
 0, (2.13)
for 0 < r < R. In particular, eΛr(E˜(r)+Cr) is increasing of r .
Proof. From Lemma 2.4, we need to estimate the last five terms in the r.h.s. of (2.11). Note that
|J (vj )| C|∇vj |2, hence
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∫
Br (x0)
Ω
α2 + 1
〈
J (vj ), x
⊥
α · (x − x0)
〉∣∣∣∣ CΩ 1r
∫
Br(x0)
|∇vj |2  CΩE˜j (r),
∣∣∣∣ 1r2
∫
Br(x0)
fε
(1 −∑j η−2(j−1)|vj |2)2
ε2
(x − x0) · ∇fε
∣∣∣∣ Cr
∫
Br (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
 CE˜(r),∣∣∣∣ 2r2
∫
Br (x0)
1
fε
(∇fε · ∇vj , (x − x0) · ∇vj )∣∣∣∣ Cr
∫
Br(x0)
|∇vj |2  CE˜(r),
and ∣∣∣∣ 2r2
∫
Br(x0)
β(ε)
(∑
i =j
f 2ε |vi |2vj , (x − x0) · ∇vj
)∣∣∣∣ Cβ2(ε)E˜(r)+Cr.
Since x⊥ · ∇ρTF = 0, in view of Lemma 2.1(b) we have
1
r2
∫
Br
Ω
2
(
i
vj
f 2ε
x⊥ · ∇f 2ε , (x − x0) · ∇vj
)
= 1
r2
∫
Br
Ω
2
(
i
vj
f 2ε
x⊥ · ∇(f 2ε − ρTF), (x − x0) · ∇vj)
 C
(
E˜(r)+ r).
Using Lemma 2.4, we have
d
dr
(
eΛr
(
E˜(r)+Cr))= eΛr(Λ(E˜(r)+Cr)+ d
dr
(
E˜(r)+Cr))
 1
r
∫
∂Br (x0)
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2 + 1r2
∫
Br(x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
2ε2
 0
which implies the conclusion. The proof of Lemma 2.5 is completed. 
Now we give the energy estimate.
Lemma 2.6. Let uεj , j = 1,2, be a global minimizer of (1.5). Then, we have
E
(
uε1, u
ε
2
)= 1
2
∫
D
( 2∑
j=1
∣∣∇uεj ∣∣2 + 12ε2
(
ρTF(x)−
2∑
i=1
η−2(i−1)
∣∣uεi ∣∣2
)2
+ β(ε)
∑
i =j
∣∣uεi ∣∣2∣∣uεj ∣∣2
)
 C. (2.14)
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G
(
uε1, u
ε
2
)
G
(
u01, u
0
2
)
 C. (2.15)
Hence, we obtain the following inequality
E
(
uε1, u
ε
2
)
 C + 1
4
∫
D
2∑
j=1
∣∣∇uεj ∣∣2 + 4Ω2 ∫
D
2∑
j=1
∣∣uεj ∣∣2. (2.16)
So, we have
1
4
∫
D
( 2∑
j=1
∣∣∇uεj ∣∣2 + 1ε2
(
ρTF −
2∑
j
η−2(j−1)
∣∣uεj ∣∣2
)2
+ β(ε)
∑
i =j
∣∣uεi ∣∣2∣∣uεj ∣∣2
)
 C + 4Ω2
∫
D
2∑
j=1
∣∣uεj ∣∣2, (2.17)
which implies
∫
D
2∑
j
∣∣uεj ∣∣4  C(1 + ε2)+CΩ4ε4. (2.18)
Combining (2.34) with (2.35), the conclusion follows. 
3. η˜-Compactness theorem
In this section, we will show that η˜-compactness theorem, which bounds |vj | away from zero
as soon as the local energy is bounded by η˜|ln ε| with η˜ small. We follow closely the idea of
the proof in [8,25]. Compared with [8,25], here we need to construct the new de Rham–Hodge
decomposition in order to overcome the difficulty caused by the rotating term and the potential
term.
Theorem 3.1 (η˜-Compactness theorem). Let vj be the solution to (2.4) and σ > 0 be given.
Assume that β(ε) = O(1),B2R(x0) ⊂ D. Then, there exist η˜ > 0 and ε0 > 0 depending only
on σ and B2R(x0) such that, if 1R  ε 12 , ε  ε0 and
E˜(x0,R) η˜|ln ε|, (3.1)
then ∑
j
η−2(j−1)
∣∣vj (x0)∣∣ 1 − σ. (3.2)
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by C generic constants not depending on the choice of δ. The proof of Theorem 3.1 is divided
into the following three steps.
Step 1. Choose “good” radii r0 and rc .
Lemma 3.2. Assume 0 < ε 14 < δ, then there exist constant C > 0 and integer j0 and radii
r0 ∈
(
3
4
ε
1
4
(
δ
4
)−j0
R,ε
1
4
(
δ
4
)−j0
R
)
, rc ∈
(
4ε
1
4
(
δ
4
)−j0+1
R,6ε
1
4
(
δ
4
)−j0+1
R
)
(3.3)
such that
1
r0
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
 C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2), (3.4)
E˜(x0, r0)− 2E˜(x0, δr0) C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2), (3.5)
2∫
1
t
∫
∂Btrc (x0)
∣∣∣∣∂vj∂n
∣∣∣∣2  C(η˜|ln δ| + εβ1/2 + |ln ε|−2). (3.6)
Proof. Using (2.11) and (2.13), we have∣∣∣∣ ddr (E(x0, r))−A(r)
∣∣∣∣ C(E(x0,2r)+ 1r ε|ln ε|2 + 1r εα0 |ln ε|α1+1
)
, (3.7)
where
A(r) = 1
r
2∫
1
t
∫
∂Btr (x0)
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2
+ 1
r2
∫
B2r (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
2ε2
f
(
r, |x − x0|
)
. (3.8)
For ε
1
4 R < r < R4 , using the monotonicity formula and (3.1), we have
E(x0,2r)+ 1
r
ε|ln ε|2  E˜(x0,2r)+ ε 34 |ln ε|2
 C
(
E˜(x0,R)+ εβ1 + |ln ε|−2
)+ ε 14
 C
(
η˜|ln ε| + εβ1/2 + |ln ε|−2). (3.9)
Combining this with (3.7), we thus have
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4 R∫
ε
1
4 R
A(r)E
(
x0,
1
4
R
)
+C(η˜|ln ε| + εβ1/2 + |ln ε|−2)
 2E˜
(
x0,
1
2
R
)
+C(η˜|ln ε| + εβ1/2 + |ln ε|−2)
 C
(
E˜(x0,R)+ η˜|ln ε| + εβ1/2 + |ln ε|−2
)
 C
(
η˜|ln ε| + εβ1/2 + |ln ε|−2). (3.10)
Choose an integer k such that
ε
1
4
(
δ
4
)−k
<
1
4
, ε
1
4
(
δ
4
)−(k+1)
 1
4
. (3.11)
For j = 1,2, . . . , k, consider the intervals
Ij =
((
δ
4
)−j+1
ε
1
4 R,
(
δ
4
)−j
ε
1
4 R
)
. (3.12)
Clearly, these intervals are disjoint and ⋃kj=1 Ij ⊂ (ε 14 R, 14R). So
k∑
j=1
∫
Ij
A(r)
1
4R∫
ε
1
4 R
A(r) C
(
η˜|ln ε| + εβ1/2 + |ln ε|−2). (3.13)
Since
k > C
|ln ε|
|ln δ| , (3.14)
we deduce that there exists some j0 ∈ {1, . . . , k} such that∫
Ij0
A(r) C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2).
In particular, by the mean-value formula, there exist
r0 ∈
(
3
4
ε
1
4
(
δ
4
)−j0
R,ε
1
4
(
δ
4
)−j0
R
)
,
rc ∈
(
4ε
1
4
(
δ
4
)−j0+1
R,6ε
1
4
(
δ
4
)−j0+1
R
)
(3.15)
such that
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r20
∫
B2r0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
2ε2
f
(
r, |x − x0|
)
 C(η˜|ln δ| + ε
β1/2 + |ln ε|−2)
1
4ε
1
4 ( δ4 )
−j0R
 1
r0
C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2),
1
rc
2∫
1
t
∫
∂Btrc (x0)
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2  C(η˜|ln δ| + εβ1/2 + |ln ε|−2)2ε 14 ( δ4 )−j0+1R 
1
rc
C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2).
Therefore,
1
r0
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
 C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2),
2∫
1
t
∫
∂Btrc (x0)
∑
j
∣∣∣∣∂vj∂n
∣∣∣∣2  C(η˜|ln δ| + εβ1/2 + |ln ε|−2).
From (3.15), we easily get δr0 < rc < 2δr0. Notice that δ2 r0 ∈ Ij0 , hence
E˜(x0, r0)− 2E˜(x0, δr0)
= 1
r0
∫
Br0 (x0)
(
1
2
∑
j
|∇vj |2 +
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
4ε2
)
− 2
δr0
∫
Bδr0 (x0)
(
1
2
∑
j
|∇vj |2 +
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
4ε2
)
 1
r0
∫
B2r0 (x0)
(
1
2
∑
j
|∇vj |2 +
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
4ε2
)
f
(
r, |x − x0|
)
− 1
δ
2 r0
∫
Bδr0 (x0)
(
1
2
∑
j
|∇vj |2 +
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
4ε2
)
f
(
r, |x − x0|
)
= E(x0, r0)−E
(
x0,
δ
2
r0
)
. (3.16)
From (3.7) and (3.9), for r ∈ (ε 14 R, 14R), we have
d
dr
(
E(x0, r)
)
Ar +C
(
η˜|ln ε| + εβ1/2 + |ln ε|−2),
thus,
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(
x0,
δ
2
r0
)
=
r0∫
δ
2 r0
d
dr
E(r)
∫
Ij0
Ar +C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)
 C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2).
Combining this with (3.16), we obtain (3.5). 
Step 2. δ-energy decay.
We now prove energy decay theorem for any vj satisfying (2.4). Let 0 < γ < 1/8 be constant
to be determined later.
Theorem 3.3. Let vj be a solution of (2.4). There exist εN > 0 and C > 0 such that for any
0 < ε < εN , we have
E(x0, δr0) C
[
δr0
(
η˜|ln δ| + εβ1/2 + |ln ε|−2 + ε2β2(ε)/δ + εβ1/δ)+ (γ 2 + δ3)E(x0, r0)
+ (γ−2 + γ−4E˜(x0, r0)) ∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
]
. (3.17)
Proof. By the mean-value inequality, there exists some r1 ∈ ( 164 r0, 132 r0) such that∫
∂Br1 (x0)
|∇vj |2  C
r0
∫
Br0 (x0)
|∇vj |2, (3.18)
∫
∂Br1 (x0)
f 2ε
(
1 −
∑
j
η−2(j−1)|vj |2
)2
 C
r0
∫
Br0 (x0)
f 2ε
(
1 −
∑
j
η−2(j−1)|vj |2
)2
. (3.19)
Let 1r1 denote the characteristic function of the set Br1(x0). Consider the two-form ψj in R3 by
ψj = −G ∗ d
[
1r1vj × dvj − 1r1
Ω
2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi
]
in R3, (3.20)
where G(x) = −C3|x| denotes the Green function of the Laplace operator in R3 and (c1(x), c2(x),
c3(x)) = (−αx2, x1,0). Note that⎧⎪⎪⎨⎪⎪⎩
−ψj = d
[
1r1vj × dvj − 1r1
Ω
2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi
]
in R3,
∣∣ψj (x)∣∣→ 0 as |x| → ∞.
(3.21)
Since − = d d∗ + d∗ d , it follows that
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[
vj × dvj − Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi − d∗ψj
]
= d∗ dψj  ζj in Br1(x0).
(3.22)
We observe that
(dψj ) = 0 in Br1(x0). (3.23)
Indeed, we have
(dψj ) = d(ψj ) = −d2
[
vj × dvj − Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi
]
= 0 in Br1(x0).
It follows that the two-form ζj = d∗dψj is closed, since
dζj = d
(
d∗ dψj
)= d d∗(dψj ) = −(dψj )− d∗ d(dψj ) = 0. (3.24)
By Poincaré Lemma, there exists a 1-form ξj defined on B 1
2 r1
(x0), such that{
dξj = ζj in B 1
2 r1
(x0),
d∗ξj = 0 in B 1
2 r1
(x0),
(3.25)
and
‖ξj‖L2(B4δr0 (x0))  C‖ζj‖L2(B5δr0 (x0)). (3.26)
Inserting back to (3.22), we may write
d
[
vj × dvj − Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi − d∗ψj − ξj
]
= 0 in B 1
2 r1
(x0).
(3.27)
Invoking once more the Poincaré Lemma, we deduce that there exists some function ϕj uniquely
defined in B 1
2 r1
(x0) (up to an additive constant) such that
vj × dvj = Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi + d∗ψj + dϕj + ξj in B 1
2 r1
(x0).
(3.28)
This is precisely the Hodge–de Rham decomposition of vj × dvj . We are going to estimate the
L2-norm of each of the four terms on the r.h.s. of (3.28).
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‖dψj‖Ck(B 11
2 δr0
(x0))  C‖dψj‖L2(B6δr0 (x0))  C‖∇ψj‖L2(B6δr0 (x0)). (3.29)
On the other hand, since ζj = d∗ dψj , it follows that
‖ζj‖L2(B5δr0 (x0))  C‖∇ψj‖L2(B6δr0 (x0)), (3.30)
and inserting back to (3.26) we obtain the estimate
‖ξj‖L2(B4δr0 (x0))  C‖∇ψj‖L2(B6δr0 (x0)). (3.31)
Estimate for ψj . Let 0 < γ < 14 be determined later and let g : R+ → (1, 11−γ ) be any smooth
function such that ⎧⎪⎪⎨⎪⎪⎩
g(t) = 1
t
, if t  1 − γ,
g(t) = 1, if t  1 − 2γ,∣∣g′(t)∣∣ 4, for any t ∈ R+.
(3.32)
Define on R3 the function τ :
τ(x) =
{
g2(|vj (x)|), in B(x0, r1),
1, outside,
(3.33)
so that
0 τ − 1 4γ in R3. (3.34)
From (3.21), we can write that
−ψj = d(1r1τvj × dvj )+ d
(
1r1(1 − τ)vj × dvj
)
− d
(
1r1
Ω
2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi
)
= m1 +m2 +m3 +m4,
where
m1 = 1r1 d(τvj × dvj ) = 21r1
∑
i<j
(
g
(|vj |)vj )xi × (g(|vj |)vj )xj dxi ∧ dxj ,
m2 = σ∂B(x0,r1)g
(|vj |)vj × dvj ∧ dr (r = |x|),
m3 = d
(
1r (1 − τ)vj × dvj
)
,1
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(
1r1
Ω
2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi
)
.
Set ψij = −G ∗mi , then ψj =
∑4
i=1 ψij . Now we estimate separately each ψ
i
j .
Estimate for ψ1j . First, by computing as in [8], we have∫
R3
∣∣∇ψ1j ∣∣2  Cγ−4 ∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
(
E˜(x0, r0)+ 1
)
. (3.35)
Estimate for ψ2j . For ψ2j , note that
−ψ2j = σ∂Br1 (x0)g
(|vj |)vj × dvj ∧ dr.
By elliptic estimate, ∥∥∇ψ2j ∥∥L∞(B r0
64
(x0))
 C‖∇vj‖L2(∂Br1 (x0)).
Hence, by (3.18), we finally obtain∫
B6δr0 (x0)
∣∣∇ψ2j ∣∣2  Cδ3r20 ∫
Br0 (x0)
|∇vj |2. (3.36)
Estimate for ψ3j . Since
−ψ3j = d
(
1r1(1 − τ)vj × dvj
)
,
using (3.34), we have ∫
R3
∣∣∇ψ3j ∣∣2  Cγ 2 ∫
Br0 (x0)
|∇vj |2. (3.37)
Estimate for ψ4j . Since
−ψ4j = d
(
1r1
Ω
2
(
1 −
∑
j
η−2(j−1)|vj |2
) 3∑
i=1
ci(x) dxi
)
,
using elliptic estimates, we have∫
3
∣∣∇ψ4j ∣∣2  C(εΩ)2 ∫
B (x )
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
. (3.38)
R r0 0
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B6δr0 (x0)
|∇ψj |2  C
(
γ 2 + δ3) ∫
Br0 (x0)
|∇vj |2 + εβ1r30
+C((εΩ)2 + γ−4 + γ−4E˜(x0, r0)) ∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
.
(3.39)
Estimate for ϕj . Since d∗ξj = 0, due to the Hodge–de Rham decomposition (3.28), we have
d∗
(
vj × dvj − Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
)
= −ϕj in Br1
2
(x0). (3.40)
On the other hand, vj satisfies (2.4), then we have
d∗
(
vj × dvj − Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
)
= − 2
fε
∇fε · (vj × ∇vj )+ Ω2 |vj |
2x⊥ · ∇f 2ε
= − 2
fε
∇fε ·
(
dϕj + d∗ψj + ξj + Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
)
+ Ω
2
|vj |2x⊥ · ∇f 2ε . (3.41)
Thus we obtain the equation for ϕj :
−ϕj + 2
fε
∇fε · ∇ϕj = − 2
fε
∇fε ·
(
d∗ψj + ξj +Ω
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
)
+ Ω
2
|vj |2x⊥ · ∇f 2ε . (3.42)
In view of −ϕj + 2fε ∇fε · ∇ϕj = −f 2ε div( 1f 2ε ∇ϕj ), we rewrite (3.42) as
−div
(
1
f 2ε
∇ϕj
)
= − 2
f 3ε
∇fε ·
(
d∗ψj + ξj +Ω
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
)
+ Ω
2
|vj |2x⊥ · ∇f 2ε . (3.43)
For simplicity, define
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fε
∇fε · ∇. (3.44)
Now we consider the boundary value problem for some r > 0:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Lu = h in Br(x0),
∂u
∂n
= p on ∂Br(x0),∫
∂Br (x0)
u = 0.
(3.45)
We will give the following estimate.
Proposition 3.4. Assume 0 < r < 1, u satisfies (3.45), then there exists some constant C such
that ∫
Br(x0)
|∇u|2  C
[ ∫
Br (x0)
h2 + r
∫
∂Br (x0)
p2
]
. (3.46)
Proof. Multiplying the first equation of (3.45) by (x − x0) · ∇u and integrating by parts, we
easily get the Pohozaev identity for the operator L
1
2
∫
Br (x0)
|∇u|2 +
∫
Br(x0)
(x − x0) · ∇uh = r2
∫
∂Br (x0)
|∇u|2 − r
∫
∂Br (x0)
∣∣∣∣∂u∂n
∣∣∣∣2
+
∫
Br(x0)
2
fε
(∇fε · ∇u, (x − x0) · ∇u). (3.47)
Note that ∫
Br (x0)
(x − x0) · ∇uh−
∫
Br(x0)
2
fε
(∇fε · ∇u, (x − x0) · ∇u)

(
r
∫
Br (x0)
|∇u|2
) 1
2
(
r
∫
Br (x0)
h2
) 1
2 +Cr
∫
Br (x0)
|∇u|2
 Cr
[ ∫
Br(x0)
|∇u|2 +
∫
Br(x0)
h2
]
.
Combining this with (3.47) we obtain
∫
|∇T u|2 
∫ ∣∣∣∣∂u∂n
∣∣∣∣2 +(1r +C
) ∫
|∇u|2 +C
∫
h2. (3.48)
∂Br (x0) ∂Br (x0) Br (x0) Br (x0)
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Br(x0)
u2  C
[
r4
∫
Br(x0)
h2 + r3
∫
∂Br (x0)
p2
]
. (3.49)
We rewrite (3.45) as
−div
(
1
f 2ε
∇u
)
= 1
f 2ε
h. (3.50)
Multiplying (3.50) by u and integrating by parts on Br(x0) we obtain
∫
Br (x0)
|∇u|2  C
[( ∫
Br (x0)
h2
) 1
2
( ∫
Br (x0)
u2
) 1
2 +
( ∫
∂Br (x0)
p2
) 1
2
( ∫
∂Br (x0)
u2
) 1
2
]
. (3.51)
In view of
∫
∂Br (x0)
u = 0, by the Poincaré–Wirtinger inequality we have
∫
∂Br (x0)
u2  r
2
2
∫
∂Br (x0)
|∇T u|2.
Inserting this inequality to (3.48), we thus have∫
∂Br (x0)
u2  r
2
2
∫
∂Br (x0)
p2 +C(r + r2) ∫
Br(x0)
|∇u|2 +Cr2
∫
Br(x0)
h2. (3.52)
Inserting (3.49), (3.52) to (3.51), we complete the proof of Proposition 3.4. 
Recall that for 0 < r < 12 r1, ϕj satisfies⎧⎨⎩
Lϕj = h in Br(x0),
∂ϕj
∂n
= p on ∂Br(x0), (3.53)
where⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
h = − 2
fε
∇fε ·
(
d∗ψj + ξj + Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
)
+ Ω
2
|vj |2x⊥ · ∇f 2ε ,
p = vj × ∂vj
∂n
−
(
Ω
2
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi + d∗ψj + ξj
)
· n.
(3.54)
Note that (3.53) involves only the gradient of ϕj , we may assume
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∂Br (x0)
ϕj = 0. (3.55)
In Lemma 3.2 we obtain rc ∈ (ε 12 R, 14R) with δr0 < rc < 2δr0 and
2∫
1
t
∫
∂Btrc (x0)
∣∣∣∣∂vj∂n
∣∣∣∣2  C(η˜|ln δ| + εβ1/2 + |ln ε|−2),
then there exists r2 ∈ (rc,2rc) ⊂ (δr0,4δr0) such that
∫
∂Br2 (x0)
∣∣∣∣∂vj∂n
∣∣∣∣2  C(η˜|ln δ| + εβ1/2 + |ln ε|−2), (3.56)
∫
∂Br2 (x0)
|∇ψj |2  C
rc
∫
B2rc (x0)\Brc (x0)
|∇ψj |2  C
δr0
∫
B4δr0 (x0)
|∇ψj |2, (3.57)
∫
∂Br2 (x0)
∣∣∣∣Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
ci dxi
∣∣∣∣2
 Cε
2Ω2
rc
∫
B2rc (x0)\Brc (x0)
f 2ε
(1 −∑j η−2(j−1)|vj |2)2
ε2
 C
(
η˜|ln δ| + εβ1/2), (3.58)
and
∫
∂Br2 (x0)
|ξj |2  C
rc
∫
B2rc (x0)\Brc (x0)
|ξj |2  C
δr0
∫
B4δr0 (x0)
|ξj |2. (3.59)
Choosing r = r2 in (3.53) and (3.55), we obtain
r2
∫
∂Br2 (x0)
p2  Cδr0
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)
+C
( ∫
B4δr0 (x0)
|∇ψj |2 +
∫
B4δr0 (x0)
|ξj |2
)
. (3.60)
By the definition of h, we have
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Br2 (x0)
h2  C
[ ∫
B4δr0 (x0)
|∇ψj |2 +
∫
B4δr0 (x0)
|ξj |2 +
∫
B4δr0 (x0)
(1 −∑j η−2(j−1)|vj |2)2
ε2
+
∫
B4δr0 (x0)
Ω2
∣∣∇(f 2ε − ρTF)∣∣2]
 C
[ ∫
B4δr0 (x0)
|∇ψj |2 +
∫
B4δr0 (x0)
|ξj |2
+
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
+ εβ1(δr0)3
]
. (3.61)
Using Proposition 3.4, (3.60) and (3.61) we have
∫
Br2 (x0)
|∇ϕj |2  Cδr0
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)
+C
( ∫
B4δr0 (x0)
|∇ψj |2 +
∫
B4δr0 (x0)
|ξj |2 +
∫
Br0 (x0)
f 2ε (1j −
∑
j η
−2(j−1)|vj |2)2
ε2
)
,
which yields
∫
Bδr0 (x0)
|∇ϕj |2  Cδr0
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)
+C
( ∫
B4δr0 (x0)
|∇ψj |2 +
∫
B4δr0 (x0)
|ξj |2 +
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
)
.
(3.62)
Estimates for ∇(∑j |vj |2). Note that

(|vj |2)= 2|∇vj |2 − 2
ε2
f 2ε
(
1 −
∑
j
η−2(j−1)|vj |2
)
η−2(j−1)|vj |2 − 2
fε
∇fε · ∇
(|vj |2)
+ β(ε)
∑
i =j
f 2ε |vi |2|vj |2 +
Ω|vj |2
f 2ε
(
x⊥ · ∇)f 2ε − 2Ωx⊥ · j (vj ). (3.63)
Multiplying (3.63) with (1 −∑ η−2(j−1)|vj |2) and integrating in Br (x0), we getj 1
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Br1 (x0)
[∑
j
∣∣∇|vj |2∣∣2 + 2f 2ε
ε2
(
1 −
∑
j
η−2(j−1)|vj |2
)2∑
j
η−2(j−1)|vj |2
]
= 2
∫
Br1 (x0)
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
j
|∇vj |2
+
∫
∂Br1 (x0)
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
j
∂|vj |2
∂n
+ β(ε)
∫
Br1 (x0)
∑
j
∑
i =j
f 2ε |vi |2|vj |2
(
1 −
∑
j
η−2(j−1)|vj |2
)
− 4Ω
2
∑
j
∫
Br1 (x0)
x⊥ · j (vj )
(
1 −
∑
j
η−2(j−1)|vj |2
)
− 2
∫
Br1 (x0)
1
fε
∇fε · ∇
(∑
j
η−2(j−1)|vj |2
)(
1 −
∑
j
η−2(j−1)|vj |2
)
+ 2Ω
2
∫
Br1 (x0)
∑
j |vj |2
f 2ε
(
1 −
∑
j
|vj |2
)(
x⊥ · ∇)f 2ε . (3.64)
Note that
∣∣∣∣ ∫
∂Br1 (x0)
(
1 −
∑
j
η−2(j−1)|vj |2
)
∂|vj |2
∂n
∣∣∣∣
 Cε
( ∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
) 1
2
( ∫
Br0 (x0)
|∇vj |2
) 1
2
, (3.65)
∣∣∣∣ ∫
Br1 (x0)
(
1 −
∑
j
η−2(j−1)|vj |2
)
|∇vj |2
∣∣∣∣
 Cγ 2
∫
Vγ
|∇vj |2 +Cγ−2
∫
Wγ
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
 Cγ 2
∫
B (x )
|∇vj |2 +Cγ−2
∫
B (x )
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
, (3.66)
r0 0 r0 0
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Br1 (x0)
1
fε
(
1 −
∑
j
η−2(j−1)|vj |2
)
∇fε · ∇
(|vj |2)∣∣∣∣
 Cε
( ∫
Br1 (x0)
∣∣∇|vj |2∣∣2) 12( ∫
Br1 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
) 1
2
 1
2
∫
Br1 (x0)
∣∣∇|vj |2∣∣2 +C ∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
, (3.67)
∣∣∣∣Ω ∫
Br1 (x0)
|vj |2
f 2ε
(
1 −
∑
j
η−2(j−1)|vj |2
)(
x⊥ · ∇)f 2ε ∣∣∣∣
 C
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
+Cεβ1 , (3.68)
∣∣∣∣4Ω ∫
Br1 (x0)
x⊥ · j (vj )
(
1 −
∑
j
η−2(j−1)|vj |2
)∣∣∣∣
 Cε2Ω
( ∫
Br1 (x0)
|∇vj |2
) 1
2
( ∫
Br1 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
) 1
2
 Cε
∫
Br0 (x0)
|∇vj |2 +C
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
, (3.69)
∣∣∣∣β(ε) ∫
Br1 (x0)
∑
i =j
f 2ε |vi |2|vj |2
(
1j −
∑
j
η−2(j−1)|vj |2
)∣∣∣∣
 Cεβ(ε)r
3
2
1
( ∫
Br1 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
) 1
2
 Cε2β2(ε)r30 +C
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
. (3.70)
Combining (3.64)–(3.70) we have∫
Br1 (x0)
∣∣∇|vj |2∣∣2  Cε2β2(ε)r30 +Cγ 2 ∫
Br0 (x0)
|∇vj |2
+Cγ−2
∫
B (x )
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
. (3.71)
r0 0
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4
∑
j
η−2(j−1)|vj |2
∑
j
η−2(j−1)|∇vj |2
= 4
∑
j
η−2(j−1)|vj × ∇vj |2 + 4
∑
j
η−2(j−1)|vj |2
∣∣∣∣∇(∑
j
η−2(j−1)|vj |2
)1/2∣∣∣∣2.
Thus by (3.28), we have
4
∑
j
η−2(j−1)|∇vj |2
= 4
∑
j
η−2(j−1)|vj × ∇vj |2 + 4
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
j
η−2(j−1)|∇vj |2
+ 4
∑
j
η−2(j−1)|vj |2
∣∣∣∣∇(∑
j
η−2(j−1)|vj |2
)1/2∣∣∣∣2
 C
∑
j
(
|∇ψj |2 + |∇ϕj |2 + |ξj |2 +Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)2∣∣∣∑ ci dxi∣∣∣2)
+ 4
(
1 −
∑
j
η−2(j−1)|vj |2
)∑
j
η−2(j−1)|∇vj |2
+ 4
∑
j
η−2(j−1)|vj |2
∣∣∣∣∇(∑
j
η−2(j−1)|vj |2
)1/2∣∣∣∣2.
Note that ∫
Bδr0 (x0)
Ω2
(
1 −
∑
j
η−2(j−1)|vj |2
)∣∣∣∑ ci dxi∣∣∣2
 Cε
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
+Cεβ1(δr0). (3.72)
Combining (3.31), (3.39), (3.62), (3.66), (3.71), and (3.72), we have∫
Bδr0 (x0)
∑
j
|∇vj |2  Cδr0
(
η|ln δ| + εβ1/2 + |ln ε|−2)+Cδr0((ε2β2(ε)+ β1)/δ)
+C(γ 2 + δ3) ∫
B (x )
∑
j
|∇vj |2
r0 0
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Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
,
which completes the proof of Theorem 3.3. 
Step 3. Completing the proof of Theorem 3.1.
Using (3.17), we have
E˜(x0, δr0) C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2 + ε2β2(ε)/δ)+C(γ 2
δ
+ δ2
)
E˜(x0, r0)
+C(γ−2 + γ−4E˜(x0, r0)) 1
δr0
∫
Br0 (x0)
f 2ε (1 −
∑
j η
−2(j−1)|vj |2)2
ε2
.
By (3.4), (3.5), we have
E˜(x0, r0) 2E˜(x0, δr0)+C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)
 C
(
η˜|ln δ| + εβ1/2 + |ln ε|−2 + ε2β2(ε)/δ)+C γ−2
δ
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)
+C
[
γ 2
δ
+ δ2 + γ
−4
δ
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)]E˜(x0, r0)
 C
(
1 + γ
−2
δ
)(
η˜|ln δ| + εβ1/2 + |ln ε|−2)+Cε2β2(ε)/δ
+C
[
γ 2
δ
+ δ2 + γ
−4
δ
(
η˜|ln δ| + εβ1/2 + |ln ε|−2)]E˜(x0, r0).
Now, choose δ such that
Cδ2  1
4
,
then choose γ such that
C
γ 2
δ
 1
4
.
Hence, there exist η0 and ε0 such that if η η0, ε  ε0, we have
C
γ−4
δ
(
η˜|ln δ| + εβ1/2 + |ln ε|−2) 1
4
.
Thus
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(
η˜|ln δ| + εβ1/2 + |ln ε|−2 + ε2β2(ε)/δ).
By the monotonicity formula, we obtain
1
ε3
∫
Bε(x0)
(
1 −
∑
j
η−2(j−1)|vj |2
)2
 CE˜(x0, ε) C
(
E˜(x0, r0)+ r0
)
 C
(
η|ln δ| + εβ1/2 + |ln ε|−2 + ε2β2(ε)/δ).
Using Lemma III(3) in [8], we have
1 −
∑
j
η−2(j−1)
∣∣vj (x0)∣∣2  C( 1
ε3
∫
Bε(x0)
(
1 −
∑
j
η−2(j−1)|vj |2
)2) 15
 C
(
η|ln δ| + ε2β2(ε)/δ + εβ1/2 + |ln ε|−2) 15 , (3.73)
which completes the proof of Theorem 3.1. 
Corollary 3.5. Under the assumption of Theorem 3.1, let 0 < σ < 1, B2r (x0) ⊂ D, η > 0 and
ε0 > 0 be given in Theorem 3.1. If r  ε 12 , ε  ε0 and
E˜(x0, r)
1
4
η˜|ln ε|, (3.74)
we have ∣∣∣∣1 −∑
j
η−2(j−1)
∣∣vj (x)∣∣2∣∣∣∣ σ, ∀x ∈ B 3r4 (x0). (3.75)
4. Proof of Theorem 1.1
In this section, we will prove Theorem 1.1. The key point is to introduce a map problem to
the singular space.
We define a map W : D → C2 as follows:
W = (w1,w2), x ∈ D. (4.1)
Here Σ is a space:
Σ =
{
W = (w1,w2) ∈ H 10
(D,C2): ∑
i
η2(i−1)|wi |2(x) = ρTF(x) a.e. x ∈ D
}
. (4.2)
We can now consider the mapping problem.
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P ∗
)
min
{∫
D
1
2
(
|∇W |2 −
2∑
j=1
Ωx⊥ · (iwj ,∇wj)
)
dx: W ∈ Σ
}
.
It is rather easy to see that the problem (P ∗) has an absolute minimizer, say W0 = (w01,w02).
Lemma 4.1. Let uεj , j = 1,2, be a global minimizer of (1.5). Assume β(ε) is a bounded positive
number. Then, there exist two functions u01, u02 ∈ H 1(D,C), up to a subsequence,
uε1 → u01, uε2 → u02 in H 1(D) as ε → 0; (4.3)
β(ε)
∫
D
∑
i =j
∣∣uεi ∣∣2∣∣uεj ∣∣2 → 0 as ε → 0. (4.4)
Moreover, W1 = (u01, u02) is an absolute minimizer of the problem (P ∗).
Proof. By Lemma 2.6, we obtain ∑
j
∥∥uεj∥∥H 1  C. (4.5)
Hence, there exist two functions u01, u
0
2 ∈ H 1(D,C) such that, up to a subsequence,
uε1 ⇀u
0
1, u
ε
2 ⇀u
0
2 weakly in H
1(D) and strongly in L2(D) as ε → 0. (4.6)
Note that ∫
D
(ρTF(x)−∑j η−2(j−1)|uεj |2)2
ε2
 C; β(ε)
∫
D
∣∣uεi ∣∣2∣∣uεj ∣∣2  C, (4.7)
then we obtain ∑
j
η−2(j−1)
∣∣u0j ∣∣2 = ρTF(x) a.e. x ∈ D. (4.8)
Hence, W1 = (u01, u02) ∈ Σ . On the one hand, we obtain
∫
D
|∇W1|2 −
2∑
j=1
Ωx⊥ · (iu0j ,∇u0j ) lim
ε→0
∫
D
∑
j
∣∣∇uεj ∣∣2 − 2∑
j=1
Ωx⊥ · (iuεj ,∇uεj )
 lim
ε→0
G
(
uε1, u
ε
2
)

∫
|∇W0|2 −
2∑
j=1
Ωx⊥ · (iw0j ,∇w0j ). (4.9)D
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minimizer of the problem (P ∗). Therefore, we obtain
lim
ε→0
∫
D
∑
j
∣∣∇uεj ∣∣2 − 2∑
j=1
Ωx⊥ · (iuεj ,∇uεj )= ∫
D
|∇W1|2 −
2∑
j=1
Ωx⊥ · (iu0j ,∇u0j ),
lim
ε→0β(ε)
∫
D
∑
i =j
∣∣uεi ∣∣2∣∣uεj ∣∣2 = 0,
lim
ε→0
∫
D
(ρTF(x)−∑j η−2(j−1)∣∣uεj ∣∣2)2
ε2
= 0. (4.10)
From (4.6), we obtain
lim
ε→0
∫
D
2∑
j=1
Ωx⊥ · (iuεj ,∇uεj )= ∫
D
2∑
j=1
Ωx⊥ · (iu0j ,∇u0j ). (4.11)
Combining (4.11) and (4.10), we have
lim
ε→0
∫
D
∑
j
∣∣∇uεj ∣∣2 = ∫
D
|∇W1|2. (4.12)
The conclusion of Lemma 4.1 follows. 
Lemma 4.2. Assume that β(ε) = O(1). Then, u01 and u02 are locally Lipschitz continuous func-
tions. Denote Ωj = {x ∈ Ω: |u0j | > 0}, j = 1,2, . . . , k. We have∣∣vj (x)∣∣2 → 1 in Ckloc(Ωj ) as ε → 0, (4.13)
and
‖vj‖Ckloc(Ωj )  C, ∀k ∈ N. (4.14)
Proof. Step 1: Let K ⊂ Ω be any compact subset. ∑j |vj (x)| → 1 uniformly on K as ε → 0.
Choose a compact subdomain K1 such that K ⊂ K1 ⊂ Ω . Set R0 = 12 dist(∂K,K1). If x ∈ K
then B(x,R0) ⊂ K1. By Lemma 2.7, we have E˜(x,R0)R−10 C0. Therefore by Theorem 3.1∑
j
η−2(j−1)
∣∣vεj (x)∣∣ 1 −C(η + ε1/2 + |ln ε|−2) 15 (4.15)
where
ηε = R0C0|ln ε| . (4.16)
The proof of Step 1 is completed.
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e(v) = 1
2
|∇v|2 + f
2
4ε2
(
bε −
∑
j
η−2(j−1)|vj |2
)2
+ β(ε)
∑
i =j
|vi |2|vj |2.
We have the following Bochner type inequality, for any given σ > 0,
−div(f 2∇e(v)) Cσ (1 + e(v))e(v)+ σ |v|2 in K. (4.17)
Now we prove (4.17). Note that

(
1
2
|∇v|2
)
= ∣∣D2v∣∣2 +∑
k
vxkvxk (4.18)
where |D2v|2 =∑i,j | ∂2v∂xi∂xj |2. Using (2.6) we find
−vjxi =
2∇f
f
∇vjxi +
(
2∇f
f
)
xi
∇vj − β(ε)
∑
i =j
(
f 2|vi |2vj
)
xi
− 2iΩ
2
(
x⊥ · ∇)vjxi −(2iΩ2 (x⊥)
)
xi
· ∇vj
− iΩ
2
1
f 2ε
(
x⊥ · ∇)f 2ε vjxi −( iΩ2 1f 2ε (x⊥ · ∇)f 2ε
)
xi
vj
+ 2f
2
ε2
(−vvxi )vj +
ffxi
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
vj
+ f
2
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
vjxi . (4.19)
Inserting this into (4.18) and using (2.6) we see that
−
(
1
2
|∇v|2
)
= −2∇f
f
· ∇
(
1
2
|∇v|2
)
− ∣∣D2v∣∣2 − f 2
ε2
∑
k
(v · vxk )2 +
∑
j,k
(
2∇f
f
)
xk
∇vjvjxk
−
∑
j,k
(
m
f 2ε
)
xk
vj vjxk −
∑
j,k
2iΩ
2
(
x⊥ · ∇)vjxk vjxk −∑
j,k
(
2iΩ
2
(
x⊥
))
xk
· ∇vjvjxk
−
∑
j,k
iΩ
2
vjxk
f 2ε
(
x⊥ · ∇)f 2ε vjxk −∑
j,k
(
iΩ
2
1
f 2ε
(
x⊥ · ∇)f 2ε )
xk
vj vjxk
− β(ε)
∑∑(
f 2|vi |2vj
)
xk
vjxk + |∇v|2
f 2
ε2
(
1 −
∑
η−2(i−1)|vi |2
)
k i =j i
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∑
k
ffxk
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
vvxk
−2∇f
f
· ∇
(
1
2
|∇v|2
)
− ∣∣D2v∣∣2 − f 2
ε2
∑
k
(v · vxk )2 +
∑
j,k
(
2∇f
f
)
xk
∇vjvjxk
−
∑
j,k
2iΩ
2
(
x⊥ · ∇)vjxkvjxk −∑
j,k
(
2iΩ
2
(
x⊥
))
xk
· ∇vjvjxk
−
∑
j,k
iΩ
2
vjxk
f 2ε
(
x⊥ · ∇)f 2ε vjxk −∑
j,k
(
iΩ
2
1
f 2ε
(
x⊥ · ∇)f 2ε )
xk
vj vjxk
+C |∇v|
2 + |∇v|
|v|
(
|v| +
∣∣∣∣2∇ff ∇v
∣∣∣∣+ ∣∣∣∣2iΩ2 (x⊥ · ∇)vj
∣∣∣∣+ ∣∣∣∣ iΩ2 vjf 2ε (x⊥ · ∇)fε
∣∣∣∣
+ β(ε)
∑
i =j
f 2|vi |2|vj |
)
− β(ε)
∑
k
∑
i =j
(
f 2|vi |2vj
)
xk
vjxk . (4.20)
Since |v|  C|D2v| and |v|  12 in K , using the Hölder inequality, we have, for any given
σ > 0, that
− 1
f 2
div
(
f 2∇
(
1
2
|∇v|2
))
−1
2
∣∣D2v∣∣2 +Cσ (1 + e(v))e(v)
+ 1
8
β2(ε)
∑
i =j
|vi |4|vj |2 + σ |v|2. (4.21)
Similarly, using (2.6), we have
− 1
f 2
div
(
f 2∇ f
2(1 −∑i η−2(i−1)|vi |2)2
ε2
)
= −(f 2) (1 −∑i η−2(i−1)|vi |2)2
ε2
+ |∇v|2 f
2
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
+ f
2
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
vv − 1
f 2
∇f 2∇ f
2(1 −∑i η−2(i−1)|vi |2)2
ε2
−1
2
|v|2 +Cσ
(
1 + e(v))e(v)+ 5
8
β2(ε)
∑
i =j
|vi |4|vj |2 + σ |v|2. (4.22)
Using Eq. (2.6), the same computing of (4.21) gives
− 1
f 2
div
(
f 2∇
(
β(ε)
∑
i =j
|vi |2
))
|vj |2
= −2β(ε)
∑
|vi |2|∇vj |2 − β2(ε)
∑
|vi |4|vj |2
i =j i =j
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2
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
β(ε)
∑
i =j
|vi |2|vj |2
−1
2
|v|2 − 7
8
β2(ε)
∑
i =j
|vi |4|vj |2 +C
(
1 + e(v))e(v). (4.23)
Combining (4.21), (4.22) with (4.23) we obtain (4.17).
Step 3: (Small energy regularity theorem.) There are two positive constants θ0 ∈ (0,1) and K0
such that ∫
BR(x0)
e(v) θ0 (4.24)
then
(δR)2 sup
BδR(x0)
e(v)(x)K0
∫
BR(x0)
e(v) dx (4.25)
with a constant δ > 0, independent of ε. Here BR(x0) ⊆ K . We will use the method from
Lemma 2.4 in [13].
Set r1 = δR, δ ∈ (0,1/2) to be determined in the sequel. Remark that δ ≈ |logR|−1/2 for
small R and may be chosen independent of R, if R  1. Here with this choice of δ, for z0 ∈
Br(x0), r + σ < r1 we may estimate ∫
Bσ (z0)
e(v) θ0. (4.26)
Since v is regular, there exists σ0 ∈ (0, r1) such that
(r1 − σ0)2 sup
Bσ0 (x0)
e(v) = max
0σr1
(r1 − σ)2 sup
Bσ (x0)
e(v). (4.27)
Moreover, there exists y0 ∈ Bσ0(x0) such that
sup
Bσ0 (x0)
e(v) = e(v)(y0) = e0. (4.28)
Set ρ0 = (1/2)(r1 − σ0). By choice of σ0, y0, we have
sup
Bρ0 (y0)
e(v) sup
Bσ0+ρ0 (x0)
e(v) 4e0. (4.29)
Set
r0 = √e0ρ0, w(x) = v
(
x − x0√ + y0
)
. (4.30)e0
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√
e0, β˜ = β/e0; moreover, w satisfies
e(w)(x0) = 1; sup
Br0 (x0)
e(w) 4, (4.31)
where e(w) = 12 |∇w|2 + (β/e0)|w1|2|w2|2 + f
2
4ε2e0
(1 −∑i η−2(i−1)|wi |2)2. By Step 2, taking
η = θ0, e(w) satisfies
−div(f 2∇e(w)) Cθ0(e(w)+ θ0) in Br0(x0) (4.32)
with a constant Cθ0 , independent of ε. Thus, instead of e(w) we consider the function g(x, t) =
exp(−Cθ0 t)(e(w) + θ0) in Pr0(x0,0) = {(x, t): |x − x0| < r0, |t | < r20 }. If r0  1, then, g(x, t)
satisfies
∂tg − div
(
f 2∇g) 0 in Pr0(x0,0). (4.33)
Moser’s Harnack inequality implies the estimate
1 g(x0,0) = e(w)(x0)+ θ0  C
∫
P1(x0,0)
g(x, t) C
∫
B1(x0)
(
e(w)+ θ0
)
. (4.34)
Since 1√
e0
+ σ0  ρ0 + σ0 < r1, using (4.26), we have
∫
B1(x0)
e(w) = e0
∫
B 1√
e0
e(v) Cθ0 (4.35)
and we yield a contradiction for small θ0. Hence, r0  1.
By choice of σ0 this implies
max
0σr1
(r1 − σ)2 sup
Bσ (x0)
e(v) 4ρ20e0 = 4r20  4. (4.36)
Hence, we may choose σ = (1/2)r1 = (δ/2)R and divide by σ 2 to complete the proof.
Step 4: By Step 1, there is an r0 > 0 such that∫
Br0 (x0)
|∇W1|2  θ0/2. (4.37)
From (4.12), for all ε small, ∫
Br0 (x0)
e(v)  θ0. Now using the small energy regularity theorem
we have that
e(v)(x) Cθ0, x ∈ Br /2(x0). (4.38)0
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e(v) C in K. (4.39)
Step 5: Let K ⊆ Ωj be any compact subdomain. By Lemma 4.1 and Step 4, we have u0i = 0
in Ωj , i = j , and
uεi → 0 uniformly in K ⊂ Ωj as ε → 0. (4.40)
By Step 1, we may assume that ε is sufficiently small so that∣∣vεj (x)∣∣ 1/2 in K ⊂ Ωj . (4.41)
Thus we may write
vεj (x) = ρε(x) exp
(
iϕε(x)
)
in K,
and we may assume
1
|K|
∫
K
ϕε ∈ [0,2π). (4.42)
Using (2.4), we have
−div(f 2ε ∇ϕε)+ Ω2 (x⊥ · ∇f 2ε + 2f 2ε x⊥ · ∇ρε)= 0 in K, (4.43)
−div(f 2ε ∇ρε)+ f 2ε ρε|∇ϕε|2 − 2f 2ε Ω2 (x⊥ · ∇)ϕε + 2f 2ε β∑
i =j
|vi |2ρε
= f
4
ε
ε2
(
1 −
∑
i
η−2(i−1)|vi |2
)
η−2(j−1)ρε in K. (4.44)
We have, for ε < ε0 and K1 ⊂ K ,
‖ϕε‖C1,θ0 (K1)  C,
∣∣1 − ∣∣vεj ∣∣2∣∣ Cε2 in K1. (4.45)
Now we prove (4.45). By Step 4, we have, for 0 < θ0 < 1,∥∥ρ2ε∥∥C0,θ0 (K)  C.
Using Schauder’s theory [20], it follows that
‖ϕε‖C1,θ0 (K1)  C
(‖ϕε‖C0,θ0 (K) + ‖ρε‖C0,θ0 (K)) C, (4.46)
by Step 4.
In order to prove second estimate, we need the following elliptic estimate.
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−ε2ω +ω = 0 on B(0,R), ω = 1 on ∂B(0,R). (4.47)
Then, for ε < 34R,
ω(r) e 14εR (r2−R2) on B(0,R). (4.48)
Set ξε = 1 − |vεj |2, using (2.6), we have
ξε − f
2
ε2
η−2(j−1)|vj |2ξε + 2
∑
i
|∇vi |2 + 2β(ε)
∑
i =j
|vi |2ρ2ε
+ Ω|vj |
2
f 2ε
(
x⊥ · ∇)f 2ε − 4∑
i
Ω
2
x⊥ · j (vj ) = 2∇f
f
∇|vj |2 in K. (4.49)
Let d = dist(K, ∂Ω). Assume x0 = 0 ∈ K . For ε sufficiently small we have
|v| 1/2 on B(0, d/2).
Using Step 4,
−ξε + 1
ε2
ξε  C in B(0, d/2). (4.50)
Using Lemma 3.3 and the maximum principle we have
ξε  Cε2 + e 12εd (|x|2− d
2
4 ). (4.51)
In particular
ξε(0) Cε2 + ε2e− d8ε . (4.52)
This proves (4.45) since the right-hand side in (4.52) remains bounded as ε → 0.
Denote
qε ≡ f
4
ε2
ρ2ε
(∑
i
η−2(i−1)|vi |2 − 1
)
+ f 2ρ2ε |∇ϕε|2 + 2f 2β(ε)
∑
i =j
|vi |2ρ2ε + f 2|∇ρε|2
+ Ω|vj |
2
f 2ε
(
x⊥ · ∇)f 2ε − 4∑
i
Ω
2
x⊥ · j (vi), (4.53)
then, from (4.39), (4.41), (4.45), we have |qε| C in K1, and
div
(
f 2∇ρ2ε
)= qε in K. (4.54)
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∥∥ρ2ε∥∥C1,θ0 (K1)  C. (4.55)
By the bootstrap argument we have
‖ϕε‖Ckloc(Ωj )  C, (4.56)
‖ρε‖Ckloc(Ωj )  C.  (4.57)
From the proof of Lemma 4.2, we have the following results.
Lemma 4.4. Under the assumption of Lemma 4.2, we have, for some sequence ε → 0,
vεj → v∗j = exp
(
iϕ∗j
)
in Ckloc(Ωj ) (4.58)
where ϕ∗j satisfies
−div(ρTF∇ϕ∗j0)+ Ω2 (x⊥ · ∇)ρTF = 0 in D. (4.59)
Lemma 4.5. Under the assumption of Lemma 4.2, we obtain the following result
u01 ≡ 0 or u02 ≡ 0. (4.60)
Proof. By (4.10) and (4.39), we have ∑j η−2(j−1)|u0j |2 = ρTF(x), ∑i =j |u0i |2|u0j |2 = 0, and
u01, u
0
2 are continuous. Hence,
u01 ≡ 0 or u02 ≡ 0.  (4.61)
Combining Lemmas 4.1–4.5 we complete the proof of Theorem 1.1.
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Appendix A
In this appendix, we will ensure that a minimum of the two components energy is not simply
the minimum of the problem with a single component.
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Gλ,η(u1, u2) = 12
∫
D
(
|∇u1|2 + 12λ
(
1
2
(
ρTF
)2 − ρTF(x)|u1|2 + 12 |u1|4
)
−Ωx⊥ · (iu1,∇u1)
)
+ 1
2
∫
D
(
|∇u2|2 + 12λ
(
−ρTF(x)η−2|u2|2 + 12η
−4|u2|4
)
−Ωx⊥ · (iu2,∇u2)
+ 1
2
(
κ + λη−2)|u1|2|u2|2) (A.1)
in the space H = {uj ∈ H 1(D;C): uj = 0 on ∂D, j = 1,2}. Let us define Iλ, Iλη : H 10 (D;C) →
(−∞,+∞] by
Iλ = 1
2
∫
D
(
|∇u|2 + 1
2
λ
(
−ρTF(x)|u|2 + 1
2
|u|4
)
−Ωx⊥ · (iu,∇u)
)
, (A.2)
Iλη =
1
2
∫
D
(
|∇u|2 + 1
2
λ
(
−ρTF(x)η−2|u|2 + 1
2
η−4|u|4
)
−Ωx⊥ · (iu,∇u)
)
. (A.3)
It is easy to prove that the infima
mλ := inf{Iλ,u ∈ H 10 (D;C)}, mλη := inf{Iλη , u ∈ H 10 (D;C)} (A.4)
are achieved.
From the proof of Lemma 4.1, we have the following lemma.
Lemma A.1. There hold
limλ−1mλ = −1
8
∫
D
(
ρTF
)2
, (A.5)
limλ−1mλη = −
1
8
∫
D
(
ρTF
)2
. (A.6)
Our result states that the global minimizers of Gλ,η are configurations of coexistence if η and
λ are suitable.
Theorem A.2. There exists λ0 such that, for every λ > λ0 and κ  0, there exists η0 with the fol-
lowing property: for all η ∈ (0, η0), the functional (A.1) has a minimizer (u1, u2) ∈ [H 10 (D;C)]2
satisfying
ui = 0, i = 1,2. (A.7)
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Λ = inf
(u1,u2)∈[H 10 (D;C)]2
Gλ,η(u1, u2).
If U = (u1, u2) is a minimizer attaining Λ, then U = (u1, u2) = 0. In fact,
Gλ,η
(√
ρTF,0
)

∫
D
∣∣∇√ρTF∣∣2 + 1
2
Ω2|x|2ρTF  1
8
λ
∫
D
(
ρTF
)2 = Gλ,μ(0,0) (A.8)
if λ is large enough.
Assume that
U = (u1,0), u1 = 0. (A.9)
Let us fix r,R > 0 such that B(0, r) ⊂ D ⊂ B(0,R) and define
w(x) = ηu1
(
η−1x
)
.
Notice that w ∈ H 10 (A) where
A = {x ∈ R3: η−1x ∈ D}.
Moreover |A| = η3|D| and A ⊂ B(0,Rη), which implies A ⊂ D if η < r
R
. In particular, w ∈
H 10 (D) if η < rR . We compute
Gλ,η(u1,w)−Gλ,η(u1,0)
= 1
2
η3
∫
D
(
|∇u1|2 + 12λ
(
−ρTF(ηx)|u1|2 + 12 |u1|
4
)
−Ω(ηx)⊥ · η(iu1,∇u1)
)
+ 1
4
(
η2κ + λ)η3 ∫
D
∣∣u1(ηx)∣∣2∣∣u1(x)∣∣2. (A.10)
Now we define Jλ, J 0 : H 10 (D;C) → (−∞,+∞] by
Jλ = 1
2
∫
D
(
|∇u|2 + 1
2
λ
(
1
2
(
ρTF
)2 − ρTF(x)|u|2 + 1
2
|u|4
)
−Ωx⊥ · (iu,∇u)
)
,
J 0 = 1
2
∫
D
(|∇u|2 −Ωx⊥ · (iu,∇u)). (A.11)
It is easy to prove that the infima
nλ := inf{Jλ(u): u ∈ H 1(D;C)}, n0 := inf{J 0(u): u ∈ H 1(D;C), |u|2 = ρTF} (A.12)0 0
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proof of Lemma 4.1 and Theorem 1.1, we have
Jλ(u1) → n0 as λ → +∞, (A.13)
u1 → u0 in H 1(D)∩C0,1loc (D) as λ → +∞. (A.14)
Notice that
∫
D ρ
TF = 1, then we have
|D| = 5
2
, ρ =
(
15
8π
)2/5
. (A.15)
Hence,
lim
η−1,λ→+∞
η−3λ−1
(
Gλ,η(u1,w)−Gλ,η(u1,0)
)
= −1
8
(
ρTF(0)
)2|D| + 1
4
ρTF(0)
∫
D
ρTF
= − 5
16
ρ2 + 4
16
ρ = − ρ
16
(5ρ − 4). (A.16)
By computing directly, we have
ρ5 =
(
15
8π
)2
>
(
15
8 × 3.15
)2
>
(
4.76
8
)2
= 0.354027 > 0.32768 =
(
4
5
)5
. (A.17)
Inserting (A.17) into (A.16), we have limη−1,λ→+∞ η−3λ−1(Gλ,η(u1,w) − Gλ,η(u1,0)) =
− ρ16 (5ρ − 4) < 0. That is, Gλ,η(u1,w) − Gλ,η(u1,0) is strictly negative if η is small enough
and λ is large enough. This yields the contradiction.
Assume that
U = (0, u2), u2 = 0. (A.18)
Then Gλ,η(0, u2) = η2J λ˜(u˜λ) = η2Gλ˜,η(u˜λ,0), where λ˜ = η−2λ, and (u˜λ,0) is the minimizer of
the functional Gλ˜,η in the space H = {uj ∈ H 1(D;C): uj = 0 on ∂D, j = 1,2}. For the func-
tional Gλ˜,η, the same argument yields Gλ˜,η(u˜λ(x), ηu˜λ(η−1x)) < Gλ˜,η(u˜λ(x),0) if η is small
enough and λ is large enough. This yields the contradiction. The proof is completed. 
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