Let V be a complex inner product space of positive dimension m with inner product ·, · , and let T n (V) denote the set of all n-linear complex-valued functions defined on V × V × · · · × V (n-copies). By S n (V) we mean the set of all symmetric members of T n (V). We extend the inner product, ·, · , on V to T n (V) in the usual way, and we define multiple tensor products A 1 ⊗ A 2 ⊗ · · · ⊗ A n and symmetric products A 1 · A 2 · . . . · A n , where q 1 , q 2 , . . . , q n are positive integers and
where there are k copies of A. We are concerned with producing the best lower bounds for A k 2 , particularly when n = 2. In this case we are able to show that A k 2 is a symmetric polynomial in the eigenvalues of a positive semi-definite Hermitian matrix, M A , that is closely related to A. From this we are able to obtain many lower bounds for A k 2 . In particular, we are able to show that if ω denotes 1/r where r is the rank of M A , and A / = 0, then (1 + 2ωt) (1 + 2t)
Introduction
Let V be a complex vector space of dimension m, where m > 0, with inner product ·, · , and for each n > 0 let T n (V) denote the the complex vector space consisting of all complex-valued n-linear functions defined on the n-fold cross product V × V × · · · × V . By S n (V) we mean the subspace of T n (V) consisting of the elements of T n (V) that are fully symmetric. Both T 0 (V) and S 0 (V) will mean C. To define an inner product on T n (V) we choose an orthonormal basis {e i } m i=1 , which we regard as being fixed, and set
A(e q 1 , e q 2 , . . . , e q n )B(e q 1 , e q 2 , . . . , e q n ) for all A, B ∈ T n (V). Actually, ·, · is independent of the orthonormal basis {e i } m i=1 . For each permutation σ ∈ S n , the set of all permutations on {1, 2, . . . , n}, and each A ∈ T n (V) we let σ A denote the member of T n (V) such that (σ A)(x 1 , x 2 , . . . , x n ) = A(x σ (1) , x σ (2) , . . . , x σ (n) ) for all x 1 , x 2 , . . . , x n ∈ V . If A ∈ S n (V) and B ∈ S p (V), then we define the tensor product A ⊗ B to be the member of T n+p (V) for all x 1 , x 2 , . . . , x n+p ∈ V . From the tensor product we obtain the symmetric product A · B which is defined to be ((n + p)!) −1 σ σ (A ⊗ B), where the summation is over the symmetric group S n+p . In general, if q is a positive integer, then the map X → (q!) −1 σ σ (X), where the summation is over S q , is denoted by P q , and is the orthogonal projection of T q (V) onto S q (V); so we have X = (q!) − for each y 1 , y 2 , . . . , y n−1 ∈ V . Multiple insertions are defined in the obvious way. For example, if 1 k n, and x 1 , x 2 , . . . , x k ∈ V , then A(x 1 , x 2 , . . . , x k ) denotes the member of S n−k (V) such that A(x 1 , x 2 , . . . , x k )(y 1 , y 2 , . . . , y n−k ) = A(x 1 , x 2 , . . . , x k , y 1 , y 2 , . . . , y n−k ) for all y 1 , y 2 , . . . , y n−k ∈ V .
We employ a fixed orthonormal basis {e i } m i=1 . Nevertheless, our main results are independent of this basis. This is because our equalities and inequalities depend upon the eigenvalues of the matrix M A defined below, and changing the orthonormal basis {e i } m i=1 simply causes a similarity transformation to be done to M A . For arbitrary C ∈ S q (V) we let C i denote the insertion C(e i ), and if k q and i 1 , i 2 , . . . , i k is a sequence of members of {1, 2, . . . , m}, then C i 1 ,i 2 ,...,i k denotes C(e i 1 , e i 2 , . . . , e i q ).
Distribution of insertions over symmetric products has been considered previously by this author. In particular, according to Theorem 1 of [9] , we have the following.
Lemma 1. Suppose n and p are positive integers and n p. If
If x = e i for some i, then (1) becomes
Recursive application of (2) produces formulas such as
where
We require three additional background lemmas. If x ∈ V , thenx denotes the member of V * , the dual of V , such thatx(y) = y, x for each y ∈ V .
Proof. The first equality is Lemma 2 of [9] . For the second note that D is symmetric and (5) as required.
Proof. The lemma is trivially true if n = 1, as in this case B must be a scalar; so the lemma says only that Bx, C = B x, C = BC(x) which is obviously true provided that we define the inner product of two members, x and y, of C to be xȳ. Assume that the lemma is true for all integers k such that k n − 1 where n 2. We have
Thus, letting α denote 1/n, and employing Lemma 1, we obtain that
x, e i C(e i ) = B, C(x) . (7) Moreover, by inductive hypothesis, we have (7) and (8) in (6) we obtain that C(x) . (9) This completes the proof. 
Lemma 4. Suppose p, q, r and t are non-negative integers such that p > 0 and p
for each i. Therefore,
as required.
The special case of Lemma 4 when t = 0 would cause H to be a scalar or simply absent from the formula. In this case r = p + q so (10) reduces to
Reversing the roles of E and F in (13) we obtain the equality
conjunction with (13), implies the unlikely looking equality
We are interested in an application of (13). Suppose A ∈ S n (V) for some n, k is a positive integer, and G ∈ S nk (V). Then, by (13) we have
If we set G = A k in (14) we obtain the identity
which holds for all A ∈ S n (V).
It is well known, and easily demonstrated, that if
No such simple formula holds for A ∈ S n (V) when n 2. However, we note that if C ∈ S q (V) and k when A is restricted to A ∈ S n (V) \ {0}. In this paper we solve this problem for n = 2. We also provide a conjecture for the correct bounds when n 3.
Our development depends upon a matrix that is closely related to A where A ∈ S 2 (V). Similar definitions are possible when A ∈ S n (V), though they are considerably more complex and involve whole lists of matrices. Given A ∈ S 2 (V), we 
We note that if p = 0, then M p is the identity matrix; so, (M p ) ij = 0 when i / = j. This means that
by (15). When p = k − 1 we obtain
We derive a recurrence for the
Then, according to (20) we have
We now apply Lemma 4 to each of the terms
Eqs. (24) and (25) therefore imply that
Application of (14) to the second summation in (26) produces
Transforming the first summation in (26) we obtain
Substituting the result of the calculations (27) and (28) in (26) we obtain the basic recurrence
which holds for all p such that 0 p k − 2. We will now present an explicit formula for the Γ k,p , 0 p k − 1. If x ∈ R, and q is a positive integer, then
, and x 0 = 1. 
Theorem 1. Suppose k is a positive integer and A ∈ S 2 (V).
for all p and t such that 0 p k − 1 and 0 t k − p − 1. 
and the induction hypothesis says that
Substituting (33) into (32) we obtain
But, from (31) with p = k − r + 1 we obtain that
(35) Substitution of (35) into (34) yields 
Theorem 2. Suppose k is a positive integer and A ∈ S 2 (V). Define M, Γ k,p , and k as above with respect
Thus, we have
It is therefore sufficient to show that 
But, for each t such that 0 t k − p − 2, we have
since each of the eigenvalues λ i is non-negative. This implies that the last summation in (37) is non-negative. Therefore, Tr(M
Corollary 1. Suppose k is a positive integer and A ∈ S 2 (V).
, and, according to (22),
This completes the proof.
The inequality of Corollary 1 can be improved by calculating expressions for others of the various Γ k,p . For example, the basic recurrence (29) with p = k − 2 says that
Theorem 2 says that Γ k,0 Γ k,k−2 . Therefore, reasoning as above we have
We have proved the following. 
Corollary 2. Suppose k is a positive integer and A ∈ S 2 (V).
It is clear that the inequality of Corollary 2 improves upon the inequality of Corollary 1, particularly when M has many non-zero eigenvalues. It should be noted that lower bounds for k in terms of
. . are more useful in practice as they can be computed without knowing the eigenvalues of M. We give one further such example. The basic recurrence gives
Moreover, applying the Γ k,k−2 formula that we derived above in case k = 2, we obtain that
which is a bound computable directly from the matrix M. We have proved the following. 
Corollary 3. Suppose k is a positive integer and
To proceed further we introduce a sequence of polynomials that are involved in an explicit expressions for the k in terms of the members of the sequence Tr(M), Tr(M polynomials are the subject of the next section.
Important polynomials and a necessary recurrence
In this section we regard a partition of n as being a sequence (α 1 , α 2 , . . . , α n ) of non-negative integers such that n t=1 t α t = n. From this point of view α t is the number of times that the integer t appears. We may in some cases also regard a partition of n as being an infinite sequence (α 1 , α 2 , . . .) of non-negative integers such that ∞ t=1 t α t = n, and α t = 0 if t > n. We let P n denote the set of all partitions of n. If α ∈ P n , then ρ n (α) is the number of permutations on {1, 2, . . . , n} that are of cycle type α; thus, we have
For each positive integer n we let F n denote the polynomial defined on R n by
as is easily seen by examining (41). For convenience we set F 0 = 1. We require the following recurrence relationship.
Theorem 3. If n is a positive integer, then
Proof. It is easily seen that the recurrence (43) is true for small n. If n = 1, then the summation on the right has only the term associated with k = 0 which is (0) (0) x 1 F 0 = x 1 = F 1 (x 1 ), as required. If n = 3, then the right side of (43) becomes
The last expression above, namely x 3 1 + 3x 1 x 2 + 2x 3 , is the expression for F 3 (x 1 , x 2 , x 3 ) noted previously. Hence, the recurrence is true when n = 3. We will not however present a proof by induction.
Our proof is basically just a calculation. Since
where N (α) is the set of all k ∈ {0, 1, . . . , n − 1} such that α n−k / = 0. For each k, 0 k n − 1, we let β k = {α ∈ P n : α n−k / = 0}. Note that summing α ∈ P n and k ∈ N (α) is the same as summing k ∈ {0, 1, . . . , n − 1} and α ∈ β k ; thus, by reversing the order of summation in the last expression in (44), we determine that
For each k let φ k be the map from
; that is, the term α n−k is reduced by one, and the other terms are left unchanged. If α ∈ β k , then the i-th term of φ k (α) is 0 for all i > k; moreover, the map φ k is actually a bijection from β k to P k . We note that
Substituting the result of (46) in (45), and noting that if α ∈ β k , then
, we obtain that
But the map φ k : β k → P k is a bijection; therefore,
Substituting (48) in (47) we obtain that
which, on account of (41), is what we wished to prove.
The next two lemmas contain properties of the functions F n that are used to prove our main inequality. , and each of w, x 1 , x 2 , . . . , x n is a real number, then
Lemma 6. If n is a positive integer
Proof. Note that if α is a partition of n, then n t=1 tα t = n. By (41) we have
Lemma 7. If n is a positive integer, and x is a real number, then
Proof. We have indicated previously, see (42), that F 1 (y) = y for each y; therefore,
. Our lemma is therefore true when n ∈ {1, 2, 3}. To simplify we let f n (x) = F n (x, x, . . . , x) for each positive integer n, and each real number x. Moreover, if 1 k n, then we let P n,k denote the set all partitions of n that have exactly k parts; that is, P n,k is the set of all α ∈ P n such that n t=1 α t = k. For each k, 1 k n, we let φ(n, k) denote α∈P n,k ρ n (α), and we set φ(n, 0) = 0, and φ(n, k) = 0 when k > n. With these definitions we have
To proceed we require a recurrence relation involving the various φ(n, k).
for all n 2, and k such that 1 k n. If k = 1, then it is easy to see that (52) is true for it merely asserts that φ(n, 1) = (n − 1)φ (n − 1, 1); that is, all permutations of {1, 2, . . . , n} with a single cycle are obtained from a single cycle permutation of {1, 2, . . . , n − 1} by inserting n into the cycle somewhere. Since this can be done in n − 1 different ways we must have φ(n, 1) = (n − 1)φ (n − 1). The general case is very similar; again it is easier to think in terms of permutations. The number φ(n, k) is simply the number of permutations of the integers 1 to n that have exactly k cycles. Given such a permutation, σ , either n is a fixed point of σ , or it is not. The number φ(n − 1, k − 1) is the number of permutations of {1, 2, . . . , n} with k cycles such that n is a fixed point. On the other hand, φ(n − 1, k) is the number of permutations of {1, 2, . . . , n − 1} with k cycles. Each such permutations gives rise to (n − 1) distinct permutations of {1, 2, . . . , n} that have exactly k cycles, for if σ is a permutation of {1, 2, . . . , n − 1}, then we may insert n into σ in exactly n − 1 different ways. This is why (52) is true.
We will now use (52) to complete the proof of Lemma 7. We have shown that the lemma is true for n ∈ {1, 2, 3}; we assume therefore that n 2. We have
The result now follows by induction.
Lemma 8. If n is a positive integer
, and x is a real number, then F 1 (1) = 1, and if n > 1, then
Proof. We have indicated previously, see (42), that F 1 (y) = y for each y; therefore, F 1 (1) = 1. Similarly, by (42), we have
Our lemma is therefore true when n ∈ {1, 2}. The general case follows from Lemmas 6 and 7, for according to these lemmas we have
which is what we wished to prove.
The following necessary inequality is an easy consequence of Holder's Inequality.
Lemma 9.
If each of x 1 , x 2 , . . . , x n is a non-negative real number, and p is an integer such that p > 1, then
with equality if and only
if B is an n × n positive semi-definite Hermitian matrix, then for each integer p > 1 we have
Tr(B p ) 1 n p−1 (Tr(B)) p ,(56)
with equality if and only if B is a non-negative multiple of the identity matrix I n .
Proof. The inequality (56) and its case for equality follow immediately from (55) 
with equality if an only if there exists a real number c such that |y i | p = c|z i | q for each i ∈ {1, 2, . . . , n}. If we specialize (57) to the case y i = x i and z i = 1 for each i, and note that 1/q = (p − 1)/p, we obtain
an inequality that is obviously equivalent to (55). According to the condition for equality in Holder's inequality, (55) reduces to equality if and only if there exists a real number c such that x p = c1 q = c for each i. But each x i is non-negative; hence, we have equality in (55) if and only if x 1 = x 2 = · · · = x n = c 1/p .
A polynomial identity for A k 2 , a sharp lower bound
We begin by presenting a polynomial identity for k . As in previous sections we are assuming that 
for each p such that 0 p k − 1. Substituting p = 0 in (59) we obtain that b 1 ,b 2 ). We will prove the following.
Theorem 4. Suppose k is a positive integer and A ∈ S 2 (V). If M and k are as defined above with respect to A, andb t
Proof. We have noted above that 1 
Both of these formulas are in accordance with (61). We assume that
whenever t k − 1. In accordance with inductive hypothesis we substitute (62) into (60) to obtain
According to (31) we have
.
Therefore,
Substituting the last expression in (64) into (63), and taking note of (43) we determine that
The following is our main result. 
Theorem 5. Suppose V is a complex vector space of dimension m, and A is a non-zero member of S 2 (V). If ω denotes the reciprocal of the rank of M A , then for each positive integer k we have
for each positive integer t. Moreover, according to (61) we have
for each positive integer k. Notice that each F k is as polynomial with positive coefficients; so each of
variables. Therefore, (67), Lemma 6 and Lemma 8 imply that
Combining (68) with the inequality (69) we obtain
since, 2
k by Lemma 5. This proves the second inequality in (66).
The condition for equality in our first inequality is easy to obtain. Recall that we are assuming that 
and (66) reduces to
2 . But then, as already noted, M A must have rank 1. This verifies that the condition Rank(M A ) = 1 is necessary and sufficient for (
We now consider the lower bound inequality. We will first prove that if A ∈ S 2 (V) is such that M A is a positive multiple of a Hermitian idempotent then (66) reduces to equality. So, assume that M 
Lemma 7 says that
for all real x, thus we have
But, A
where ω = 1/r. Thus, the second inequality in (66) reduces to equality for all A such that M
To prove that the condition M 2 A = λ M A for some λ > 0 is necessary for equality we must reconsider the polynomials F k (x 1 , x 2 , . . . , x k ). We have noted previously that F k (x 1 , x 2 , . . . , x k ) is a polynomial with strictly positive coefficients and is therefore non-decreasing on Ω k = {(x 1 , x 2 , . . . , x k ) :
However, each and every one of the variables in F k appears in some monomial 
It is natural to wonder what is the best lower bound for A
k when n 3 and A is restricted to 
This result intersects Theorem 5 if and only if k = 2, n = 2, and A is decomposable. In this case, Rank(M A ) = 2, and ω = 1/2; thus, Theorem 5 says that
2 . On the other hand, if we substitute n = 2 in (82) we obtain exactly the same result; thus the two results are in accordance in this special case. At present the best possible lower bounds for A
k are unknown when n 3 and k 3. We do however have a conjecture that seems likely to be correct when A is decomposable.
Conjecture 1. If n and k are positive integers and A is a decomposable member of
We note that (83) reduces to (82) when k = 2. When n 3, k 3, and A ∈ S n (V) is not assumed to be decomposable, then we have no clear idea what the best lower bound should be. Positive lower bounds, which are probably far from best are obtainable using Neuberger's inequality [5] , which is an extension of Lieb's permanental inequality [4] . Neuberger's inequality states that if C ∈ S n (V) and
We note that it is not assumed that either C or D is decomposable. Application of (84) to the case
which is far weaker than (82). Iteration of (82) in conjunction with (84) produces results that are better than those produced by application of (84) 
where c k = 2 −1 .
We omit the proof of Lemma 10 which is simply a matter of iterating (82 
Proof. Applying Neuberger's inequality followed by Lemma 10 we obtain that
We note that iteration of Neuberger's inequality would produce the inequality (88) minus the term (2 c k )
n . Improvements upon Theorem 6 can be obtained if there exists information about the relationship between A and B. For details see [8] . 
The main Theorem of [7] , which appears on page 84 of that paper, extends Theorem 7 to 
Observe that on account of (91) Conjecture 2 implies Conjecture 1. Neither result would, however,
give any information about non-decomposables. A result for another class of matrices, namely the non-negative matrices, was obtained by Brualdi [1] who showed that the inequality (94) is true if the matrices X and Y are non-negative instead of positive semi-definite.
