Motivation: Classification and regression trees have long been used for cancer diagnosis and prognosis. Nevertheless, instability and variable selection bias, as well as overfitting, are well-known problems of tree-based methods. In this article, we investigate whether ensemble tree classifiers can ameliorate these difficulties, using data from two recent studies of radical prostatectomy in prostate cancer. Results: Using time to progression following prostatectomy as the relevant clinical endpoint, we found that ensemble tree classifiers robustly and reproducibly identified three subgroups of patients in the two clinical datasets: non-progressors, early progressors and late progressors. Moreover, the consensus classifications were independent predictors of time to progression compared to known clinical prognostic factors.
INTRODUCTION AND SUMMARY
Classification and regression trees (CART; Breiman et al., 1984) have long been used for cancer diagnosis and prognosis (Dillman and Koziol, 1983; Koziol et al., 2003) . Extensions of the CART methodology to survival analyses (Gordon and Olshen, 1985; LeBlanc and Crowley, 1992; Segal, 1988) are readily available for prediction of survival probabilities. Nevertheless, instability and variable selection bias, as well as overfitting, are well-known problems of tree-based methods. In this article, we investigate whether ensemble tree classifiers (Bühlmann, 2004) can ameliorate these difficulties. In related contexts, ensemble techniques tend to reduce error variances and increase the robustness of findings (Bhanot et al., 2006) ; we might therefore hope that combining the results of several individual trees will yield results more reliable and potentially less biased than any particular tree.
For clarity, we consider a concrete problem, prediction of times to progression with data from two recent studies of radical prostatectomy in prostate cancer (Stephenson et al., 2005; Yu et al., 2004) . Independently of these studies, we have five mutually exclusive gene lists of cardinality 23-100, each putatively associated with prostate cancer diagnosis or prognosis. For each * To whom correspondence should be addressed.
gene list, we extracted gene expression values from Affymetrix microarray analyses performed on biopsy samples from all patients in the two clinical studies. We then determined individual regression trees modeling time to progression from each gene list after filtering, and combined the individual trees into consensus classifiers. In multivariable Cox proportional hazards regression models, the consensus classifiers were significant predictors of time to progression independently of other prognostic factors. Moreover, trichotomous classification of the study samples into nonprogressors, early, and late progressors was a robust finding in our unsupervised learning context.
METHODS

Patient cohorts
We have two independent clinical datasets of prostate cancer patients who had undergone radical prostatectomy: Set 1 (Stephenson et al., 2005) comprises 79 patients, and Set 2 (Yu et al., 2004) , 49 patients. Follow-up information was available from all patients post-surgery, with the primary outcome of interest being time to biochemical progression, defined as a recurrence of a detectable PSA value after prostatectomy.
Gene lists
We assembled five exclusive lists of genes, here designated SKCC1 through SKCC5, each consisting of up to 100 entries, and putatively associated with prostate cancer diagnosis or prognosis. SKCC1 consisted of 23 prostate cancer-related genes extracted from the literature by one of the authors (D.M.); SKCC2 consisted of 100 tumor-specific relapse-related genes, and SKCC3, 100 stroma-specific relapse-related genes, both from a follow-up study to Stuart et al. (2004) ; SKCC4 consisted of 33 relapse-related genes from Glinsky et al. (2005) ; and SKCC5 consisted of 88 genes related to Gleason score from True et al. (2006) . Our working hypothesis is that the genes or perhaps a subset of the genes in each list are 'predictive' of progression in Set 1 and Set 2. Note that we are not screening through thousands of genes in an exploratory mode; hence our statistical approach can be more focused on assessing the underlying hypothesis.
Statistical methods
2.3.1 Microarray data Set 1 contained Affymetrix U133A array data from 79 patients, and Set 2 contained Affymetrix U95Av2/U95B/U95C array data from 48 patients. Affymetrix array .CEL files were processed using the R statistical language; in particular, the RMA algorithm from the 'affy' package (http://www.bioconductor.org) was used for data normalization. Microarray data from different platforms was normalized separately. These datasets are available from one of the authors (D.M.).
For each gene list, and each clinical dataset (Set 1 and Set 2), we extracted the relevant expression values from the normalized microarray dataset corresponding to Set 1 or Set 2, and then filtered the gene list to identify those genes that appeared to be differentially expressed. For this purpose, we utilized EMMIX, as described previously (McLachlan et al., 2002) . EMMIX attempts to fit mixtures of t distributions to the gene expression patterns across each cohort, with the implication that a mixture distribution is indicative of potential discriminatory power for that gene. Specifically, we utilized EMMIX for 10 different datasets [5 gene lists × 2 microarray datasets]. In each EMMIX run, the software automatically assessed the relevance of each of the N genes by fitting one-and two-component t mixture models to the expression data over the 79 tissue samples (Set 1) or 49 tissue samples (Set 2) for each gene considered individually. The decision of whether a gene is 'interesting' or not is made on the basis of whether the likelihood ratio statistic for testing one versus two components in the mixture model exceeds a prespecified threshold. [Following McLachlan et al. (2002) , we chose a threshold of 8 for minus twice the log likelihood ratio. We must emphasize, however, that there is no attempt to impute statistical significance to this choice of threshold.] We thereby achieved reductions in gene lists ranging from 66.7% to 82.1% [median 73.9%] for Set 1, and ranging from 67.9% to 91.6% [median 71.4%] for Set 2. We subsequently used the gene expression levels from these remaining 'interesting' genes as input for constructing survival trees, with time to progression as the relevant outcome variable.
Time-to-progression data
Kaplan-Meier curves were used to summarize times to progression within patient subgroups, and logrank statistics were used to compare times to progression between subgroups. Two-sided P-values are reported for the logrank statistics; in this regard, P-values for the logrank statistics applied to the subgroups identified by the trees were estimated from 10 000 random permutations of the underlying samples rather than from putative asymptotic distribution theory. Separation between time-to-progression curves was summarized with Efron's version of Harrell's concordance index C (Efron, 1967; Harrell et al., 1982; Koziol and Jia, 2007 
Decision trees
We used the rpart routines of the R language (www.rproject.org) to develop survival trees based on the gene expression data. We based splits on deviance, pruned the trees via complexity parameters to a maximum of five terminal nodes, and utilized 10-fold cross-validation to avoid overfitting the training data. Nevertheless, as noted by others (Tsai et al., 2007) , the terminal subgroups of patients may still have similar profiles of times to progression. We therefore augmented the usual tree pruning methodology by comparison of times to progression via logrank statistics, and grouping the closest (that is, statistically 'non-significant', using α-level 0.05 cutoff) pairs of subgroups together relative to this measure of similarity. Tsai et al. (2007) have shown that this approach tends to perform more efficiently than standard tree pruning methods for producing homogeneous groupings of patients. We invariably achieved tripartite classification schemes with each of the trees: if trees had three terminal nodes, each of the survival curves was putatively significantly different from the others; if trees had four or five terminal nodes, homogeneity was achieved by pooling the 'non-extreme' cohorts on the KM curves.
Ensemble classifiers
A recognized limitation of decision trees is that they can be somewhat sensitive to input characteristics, leading to overfitting. Ensemble methods are learning algorithms that construct a set of base classifiers and then classify new data points by taking a vote of their predictions. Notable examples involving tree-based classification methods include bagging (Breiman, 1996) , boosting (Freund and Schapire, 1997) or arcing (Breiman, 1998) : typically with bagging, boosting and arcing, the combined classifier enjoys improved operating characteristics compared to each of the individual base decision trees. We here adopted a straightforward approach, simple ensemble voting, whereby classification is implemented by unweighted voting among the individual component trees. Briefly, each of the five individual trees (one tree per gene list) classifies a patient into one of three ordered subgroups that manifest low, intermediate or high risk of progression relative to one another; from these five trees, we determined the consensus classification by unweighted averaging of the classifications across the individual trees.
Prognostic importance
We utilized multivariable Cox regression analyses to assess the prognostic importance of the clinical factors Gleason score, TNM classification and preoperative PSA levels, as well as the consensus classification schemes, on times to relapse with Sets 1 and 2.
Diversity of the individual trees
We computed weighted κ-statistics (Dietterich, 2000; Fleiss, 1981) ; as measures of diversity among the various trees. The κ's were calculated from the coincidence matrices of each pair of trees, these being derived from the tripartite classification schemes from each tree, using square weighting on the indices of the categories.
RESULTS
Patient characteristics
Clinical characteristics of the two cohorts are summarized in Figure 1a -c. The two sets do not differ significantly relative to Gleason scores (Fisher test, P = 0.69) or preoperative PSA values (Fisher test, P = 0.26). On the other hand, patients in Set 2 were classified with more severe TNM staging than those in Set 1 (Fisher test, P < 10 −10 ). In Figure 1d , we present the Kaplan-Meier timeto-progression curves for the two cohorts: clearly, the two cohorts are somewhat disparate, with early progression a much more common event with Set 2 compared to Set 1. 
Time-to-progression trees
We utilized McLachlan's EMMIX procedure (McLachlan et al., 2002) to determine which of the genes in each gene list were differentially expressed in the Set 1 and Set 2 cohorts. We then used these gene expression levels as input for determining survival trees (with time-to-progression as the relevant outcome variable). Following pruning and grouping, the time-to-progression curves derived from each tree are shown in Figures 2 and 3 . Note that the trees generally determine three ordered 'subsets' of patients, in terms of times to progression, regardless of input set. Since trees can be somewhat sensitive to input characteristics, we next attempted to provide a more stable classifier, using the notion of ensemble voting as described above. The survival curves derived from the consensus classifiers are also given in the figures. . Progression-free survival curves for Set 1. Here, the tree-based classifiers were derived from the genes highlighted in Set 2 rather than from Set 1 (as in Fig. 1) ; the consensus classifier was derived from the ensemble of these five classifiers. Numbers of subjects at risk in the three subgroups at the various time points are indicated beneath the x-axis of each graph.
In this initial analysis, we developed trees for the two datasets that reveal different levels (risks) of progression. We undertook another investigation of stability of consensus classifiers, via crosstraining. From each gene list, we took the genes that passed the EMMIX screening from Set 1 (resp., Set 2), and used these to develop trees with the Set 2 (resp., Set 1) cohort. We then again established consensus classifiers, utilizing the procedure described previously. The individual trees are somewhat noisier than those developed from the training sets, but the consensus classifiers are quite similar (Figs 3 and 4) .
We remark that the most consistent finding with all of the trees is the clear identification of a subgroup of patients who do not experience progression. Interestingly, with Set 1, 26 of the 79 patients are classified as non-progressors with the original consensus classifier (Fig. 2) ; the non-progressor cohort expands to 31 of the 79 patients from the cross-training consensus classifier (Fig. 4) . In contrast, with Set 2, 15 of 49 patients are classified as nonprogressors with the original consensus classifier (Fig. 3) ; this drops to 10 of 49 with the cross-training consensus classifier (Fig. 5 ).
Concordance with the consensus classifiers
We calculated estimates (and associated standard errors) of the concordance C between the consensus tree-derived survival curves for the low-, intermediate-and high-risk subgroups. The low-risk subgroups are clearly differentiated from the intermediate-and highrisk subgroups in terms of concordance. The concordance between the intermediate-and high-risk subgroups is not so pronounced, but still never falls below 0.8 (Table 1) .
Comparison of the consensus classifiers and clinical factors
We used multivariable Cox models to examine whether the consensus classifiers were of prognostic importance relative to the clinical risk factors Gleason score, TNM classification and preoperative PSA levels. Results are summarized in Table 2 . Results for Set 1 and Set 2 are similar: of the three clinical risk Fig. 5 . Progression-free survival curves for Set 2. Here, the tree-based classifiers were derived from the genes highlighted in Set 1 rather than from Set 2 (as in Fig. 2) ; the consensus classifier was derived from the ensemble of these five classifiers. Numbers of subjects at risk in the three subgroups at the various time points are indicated beneath the x-axis of each graph. factors Gleason scores, TNM classification and preoperative PSA levels, only Gleason scores are individually significant predictors of relapse. Regardless, the consensus classifiers are stronger predictors of relapse than Gleason scores. In the multivariable setting, the consensus classifiers tend to outperform the combination of Gleason, TNM and preoperative PSA. This can be easily deduced on the basis of a likelihood ratio test for nested models. For example, the prognostic contribution of C o to a model that already contains G, T and P for Set 1 can be assessed by looking into the χ 2 -statistic 31.1 (54.8 to 23.7) with 2 (10 to 8) degrees of freedom, which is highly significant with P-value = 1.76e-07. In addition, the G+C models constitute a significant improvement in fit over G alone, but not over C alone. Nor do the G+T+P+C models provide a significantly improved fit over G+C alone.
Diversity of the trees
Diversity is an important characteristic in classifier combination (Cunningham and Carney, 2000) . Indeed, an ensemble classifier can be more accurate than its component classifiers only if the individual classifiers disagree with one another (Hansen and Salamon, 1990) . Various measures of diversity in classifier ensembles have been proposed (Kuncheva and Whitaker, 2003) ; we selected a well-known measure, the weighted κ-statistic (Dietterich, 2000; Fleiss, 1981) ; The rows correspond to Cox regressions with the indicated predictors included in the model specification. The predictors are denoted G, Gleason scores, T, TNM classification, P, pre-operative PSA levels, and C, consensus classifier. G, T, and P are categorical variables with 4, 3 and 4 categories, respectively, as given in Table 1 . C o and C v are also categorical variables: C o corresponds to the consensus classifiers derived from the gene lists for the same dataset, and C v , to the consensus classifiers derived from the gene lists from the other dataset. C o and C v each have three categories as shown in the corresponding Kaplan-Meier curves. Generalized R 2 statistics, and likelihood ratio test statistics (denoted LRT) relative to the null model with associated degrees of freedom (df) are given, along with the approximate P-values from the χ 2 approximation.
to summarize the diversity among the various individual trees. The κ-statistics were calculated from the coincidence matrixes of the tripartite classification schemes of each pair of trees. These diversity measures are given in Table 3 . In general, the trees tend to be congruent, though pairwise agreement is far from perfect. We remark that the level of agreement increases if we dichotomize the classification schemes of each tree into the non-progressors (the 'flatliners' in Figs 2-5) versus all others. This is not altogether surprising, as the trees consistently tend to accurately identify a subgroup of patients who do not experience relapses.
DISCUSSION
Classification and regression trees have long been used in studies of cancer diagnosis and prognosis (Dillman and Koziol, 1983; Koziol et al., 2003) . Nevertheless, a recognized limitation of decision trees is that they can be somewhat sensitive to input characteristics, Figure 2 , and the lower diagonal en-tries, to the trees depicted in Figure 4 . Similarly, the upper diagonal entries in B correspond to the trees depicted in Figure 3 , and the lower diagonal entries, to the trees depicted in Figure 5 .
leading to overfitting. The purpose of our study was to explore whether this limitation could be overcome by means of ensemble classifiers.
The individual trees developed from the various gene lists rather successfully establish different 'signatures' related to good or poor clinical outcome. Our ensemble method is meant to combine these different signatures into a more robust and accurate prognostic tool. This method is fairly transparent, and we could surely improve on our ensemble classifier by constructing more sophisticated base classifiers (e.g. via bagging, boosting or arcing), or by adopting a weighted voting scheme to combine the individual base classifiers. Nevertheless, it is reassuring that our simple and direct approach does provide tangible evidence of accurate prognoses within our patient cohorts.
In general, addition of clinical or histopathological variables to gene expression levels would be expected to improve classification accuracy. It is somewhat surprising, therefore, that with our datasets, the classical prognostic variables based on the TNM classification scheme, and preoperative PSA levels are not strongly related to patients' clinical courses, in contradistinction to Gleason scores. The consensus tree classifiers are the strongest predictors of outcome in the multivariate Cox regression models that include the standard prognostic factors; in particular, the consensus classifiers do not merely reflect Gleason scores, but remain independent predictors of relapse in the multivariable setting. [As Dunkler et al. (2007) have noted, most prediction rules using gene expression have not provided a substantially improved prognostic classification compared with conventional prognostic factors.] In this regard, we remark that nomograms for prediction of progression in prostate cancer, based on preoperative PSA, TNM and Gleason, are of widespread use in urology; our findings suggest that consensus classifiers can bring independent information to bear on nomogram construction and prediction. Dietterich (2000) has indicated that there is a certain tradeoff between diversity and accuracy for ensemble methods. There is a tradeoff: prediction accuracy of the ensemble classifier that might be expected to increase by adding more classifiers; but improvement might be slight if the classifiers are positively correlated. That is, the ensemble error rate is most reduced in ensembles whose members make individual errors in a less correlated manner. (Hansen and Salamon, 1990; Kuncheva and Whitaker, 2003) . In our setting, the individual tress were derived from non-overlapping gene lists, hence one might expect correlations not to be intrinsically high. This diversity was borne out by examination of the weighted κ-statistics (Table 3) : few of the pairwise κ's are even so large as 0.6, a level indicative of moderate agreement.
Multiple classifiers can capture various aspects of the underlying biological phenomena; and, combining classifiers can improve operating characteristics. Nevertheless, let us recognize a cogent criticism of ensemble classifiers: namely, the ensemble provides little insight into how it makes its decisions. A single decision tree is easily interpreted; less so with decision trees amalgamated via voting, and even less so with weighted voting.
Let us turn to clinical aspects of our findings. We noted in the results (and a reviewer has presciently observed) that early biochemical progression subsequent to radical prostatectomy was a common occurrence, particularly with Set 2. We deliberately chose not to exclude these patients from our analyses. Previous survival studies of patients following radical prostatectomy have repeatedly demonstrated that the recurrence population of cases experience the most rapid decline of the percent remaining disease free at early times following surgery; rate of recurrence continuously slows with increasing time (negative second derivative for all T ). That is, the phenomenon of relapse increases with decreasing times and is maximal immediately after surgery. Hence, patients with positive PSA values in the pos-operative setting are to be expected for the relapse population. Further, given our underlying hypothesis that genotype dictates phenotype, we are equally interested in the genes related to the phenotype of metastasis or spread already at the time of surgery. In other words, the medical challenge is to identify patients that are unlikely to be cured by surgery, and those with spread or metastasis at the time of surgery are among this group.
A reviewer has commented that the selection of our five gene lists 'looks suspicious'. Four of the five gene lists (SKCC1 through SKCC4) were generated 'in-house' by us and our colleagues at the Sidney Kimmel Cancer Center, and were therefore 'natural' candidates for inclusion. The fifth dataset, SKCC5, derived from True et al. (2006) , was chosen for inclusion because of the exemplary nature of the underlying research: the investigators had used a case set of over 800 cases (by far the largest appearing in the literature to date), and they validated against an independent dataset. Indeed, we are making no claims of prognostic significance of particular gene signatures: rather, we are arguing that consideration of independent predictions (the individual trees) jointly improves the prognosis prediction for individual patients. This notion is not at all unique to us, but is congruent with much previous research. Fan et al. (2006) , for example, found that multiple gene expression profiles obtained from different laboratories have little overlap in terms of gene identity, but they have high rates of concordance in their outcome predictions for the individual samples. Our five gene sets are mutually exclusive, and have roughly equivalent power to distinguish poor outcomes from good outcomes. A consensus scheme will increase both the accuracy and the precision of classification relative to the individual determinations. We revisit this issue in the Appendix, where we address this reviewer's criticisms in a greater detail.
With regard to the motivating question of prognosis following radical prostatectomy, we have a somewhat ambivalent message: it is possible to construct predictive models using different subsets of genes with putatively different biological mechanisms. One might well argue that redundancy in the information gleaned from the different gene lists seems to be the norm rather than the exception, a cautionary note for researchers interested in establishing classifiers. We emphasize that our goal in this study was not to identify a unique set of genes from which a definitive prediction rule would be based: indeed, the concept of uniqueness in this context is fraught with potential pitfalls (Ein-Dor et al., 2004) , and lists of genes are highly unstable (Michiels et al., 2005) . From a statistical perspective, ensemble voting in this context appears to produce a robust and meaningful classifier, and provides a straightforward way of utilizing information from disparate sources. In this regard, we agree strongly with Simon et al. (2003 Simon et al. ( , 2004 , who argued that the development of a multigene expression profile-based predictor of outcome is a prediction problem, not an inference problem. That is, the objective is accurate prediction, not to identify which genes are associated with outcome, or to ensure that all the genes included in the predictor function are necessary. In general, many genes are correlated, and the genes selected in the model may not be stable under replication or resampling. Hence, although the ensemble methods here build on a set of diverse classifiers, we make no claim of uniqueness of the genes utilized in the individual trees.
On the other hand, we do impute some importance to the fact that the individual trees as well as the ensemble classifiers consistently tend to identify a subgroup of patients that remain progression-free. This raises obvious questions regarding biological and clinical significance. Following Massague (2007) , we might speculate that the gene signatures from the individual trees may reflect a common set of phenotypic traits related to non-progression, that is, 'they may be regarded as different pictures of the same beast'. In this spirit, Fan et al. (2006) found significant agreement in the outcome classifications of five gene expression-based predictors for breast cancer, and concluded that the different gene sets were probably tracking a common set of biologic phenotypes. Indeed, we might argue that the prognostic worth of the ensemble classifier is the identification of a subset of non-progressors, for whom adjuvant chemotherapy subsequent to prostatectomy might well be unnecessary. There is a continuum of progressors, and the partition of this subset into 'early' and 'late' progressors may constitute a useful but crude summary distinction. We shall investigate in this appendix whether the wisdom of the commons from 300 years ago is maintained in the present. Our purpose here is to respond to one reviewer's injunction: this reviewer has insisted that we repeat our experimental procedure with 'random gene lists'. We remain nonplussed by this demand. As we have noted in the text, our a priori belief with our five gene lists is that each ought to have some discriminatory power in prostate cancer prognosis. The ensemble classifier is then specifically designed to combine relatively weak classifiers into a stronger entity. To begin with random gene lists is to cast us into the realm of exploratory data analysis, in contradistinction to the confirmatory data analytic context under which we were operating in the text. We may 'get lucky' and uncover some genes that are related to prostate cancer prognosis, but this would be at best a hypothesis-generating exercise.
Nevertheless, we will persevere in this endeavor. We begin by drawing five random 'gene lists' of cardinalities 30, 45, 60, 75 and 90, respectively, both from the U133A array data (Set 1, 79 patients), and from the U95 array data (Set 2, 49 patients). (There are some 22 000 probes on the U133A array chip, and 38 000 probes on the U95 array chip.) As before, we filtered the gene lists with EMMIX. Next, we undertook to partition the patient cohorts into relatively homogeneous subgroups on the basis of progression-free survival, from tree-based classifiers based on the filtered gene lists. Again, our methodology is identical to that described in the text. The resulting progression-free survival curves are shown in Appendix Figures A1 and A2 . We believe that the results here are less compelling than our findings with the SKCC gene lists that were presented in the text, in particular, Figures 2 and 3. With both Set 1 and Set 2, there no longer is a clear demarcation into three subgroups with the random gene lists. With Set 1, 30 random genes, we have only two subgroups; and, with Set 2, we have anywhere from two to four subgroups, and separation is compromised. It is not yet altogether transparent how one should construct an ensemble classifier in these circumstances. With both sets, we can no longer distinguish a subgroup of patients who do not experience relapse. This is particularly unfortunate, since there are enormous clinical implications in terms of post-prostatectomy disease management if one could incontrovertibly identify such patients.
In conclusion, we believe Swift's dictum remains relevant today. More fundamentally, however, we remain resolute in the validity of our inferential approach. We derived consensus classifiers that we had a priori hypothesized would have prognostic significance. This hypothesis is testable via Cox regression, hence theoretically is falsifiable. That the consensus classifiers do appear to have prognostic significance independent of the usual clinical variables demonstrates a useful property of ensemble classifiers, but one should not lose sight of the fact that the individual classifiers were based on gene lists that were expected to inform us on the prognostic status of the cohorts. This conceptual paradigm would be vitiated with random gene lists: one might glean some insight into the comparative performance of classifiers with random data, but inference derived therefrom is largely conjectural.
Postscript: the reviewer has also requested 'a comparison to performance of SVM as a gold standard classification procedure'. Whether there exists a gold standard classification procedure in the context of censored survival data is itself a moot point, and would motivate comparison of trees to SVM. Nevertheless, we believe this to be outside the ambit of the present article; we will undertake such comparison, incorporating ensemble classification schemes, in future research.
