Let Z be a positive real random variable. The hazard rate is the probability of nding Z in (t; t + dt) given Z = 2 [0; t ]. If Z has density f with respect to Lebesgue measure and F(t) = R t 0 f ( t ), the hazard rate is f(t)=[1 F(t)]dt and it is easy to see that the total risk
has an exponential distribution with mean 1. In fact this is true under much more general conditions, for example if Z is a totally inaccessible stopping time and F(t) is its natural ltration (see [1, prop. 3.28] ). Suppose that the information available at time t is some -eld, F t , where F t is nondecreasing in t but we do not assume F t to be the natural ltration (Z^t).
The total risk with respect to the new ltration is R = Z 1 0 P(Z 2 (t; t + dt) j F t ) ; (1) which m a y be made rigorous by dening R = A p 1 , where fA p t g is the dual previsible projection of the increasing, right-continuous process A t = 1 [Z;1) (t) (see [4] ). Examples are when F t is always the trivial -eld, in which case R = R 1 0 P(Z 2 (t; t + dt)) = 1, or when F t = (Z) for all t, in which case R = R 1 0 d1 tZ = 1 again. The purpose of this note is to generalize these examples by showing that the amount o f v ariation in Y is maximized (in a sense to be made precise shortly) when F t is the natural ltration. An application of this arises in [2] , where the square function Q of a martingale is bounded by such a random variable Y and one requires exponential tails on the probability that Q=EY u. It seems likely that other uses arise in actuarial contexts.
To make precise the notion of greater variablility, s a y that Y X if E(Y ) E(X) for every convex (it is allowed for both values to be innite). For X 2 L 1 , this is equivalent t o the existence of Y 0 D =Y and X 0 D =X with Y = E(X j G ) for some -eld G.
Theorem 1 discrete case Let Z be a r andom positive integer and fF n g be an increasing
Then Y E , where E is an exponential of mean 1.
This may be generalized to continuous time and to random probability measures other than point masses.
Theorem 2 continuous case Let A(t; !) be a r andom nondecreasing right-continuous function with A(0) = 0 and A(1) = 1 , and let fF t g be an increasing, right-continuous family of -elds. Then The conditional expectations given F s may be seen to be nonpositive term by term. The rst integral is everywhere nonpositive. The second is the integral of a preditable process against a martingale (by fact (iii)) and hence has zero expectation given F s . The rst summation is everywhere nonpositive, as is the third, since A p r 2 [0; 1] for all r. Finally, the second summation is the integral of the predictable process A p r against the martingale A p r o A r , and therefore has zero conditional expectation given F s . T h us M t is a supermartingale.
Fix a real > 0 and dene a stopping time = infft 0 : A p t g . Since is predictable, there are times n 6 = increasing to and it follows that EM = E lim M n lim inf EM n EM 0 : Now dene a random variable X by setting X = 0 when = 1, setting X = e ( Thus the total risk R satises E(R ) + e for every positive , which, along with the fact that ER = 1, suces to prove R E .
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