The Classification Literature Automated
Introduction
Clustering as a problem and as a practice in many different domains has proven to be quite perennial. Testifying to this is the presence of "clustering" or "cluster analysis" as a term in an important classification system. The premier professional organisation in computing research, the ACM (Association for Computing Machinery), has a standard classification labelling system for publications. Released in 1998, a major update was released in Sepember 2012, and another release is expected in 2014. In the 2012 ACM Computing Classification System 
Search term 'Cluster Analysis'
Decade to end 50s, 60s, 70s, 80s, 90s, 00s Documents retrieved on GoogleScholar
Figure 1: Google Scholar retrievals using search term "cluster analysis", for the years 1950-1959, 1960-1960, etc., up to 2000-2009. (Data collected in September 2012.) (CCS, 2012) , part of the category tree, at increasing level of detail, is as follows: "Mathematics of Computing", "Probability and Statistics", "Statistical Paradigms", "Cluster Analysis". The 1998 Computing Classification System (CCS, 1998) had clustering included in category H.3.3, and I.5.3 was another category "Clustering".
Figures 1 and 2, using the Google Scholar content-searchable holdings, present a view of this perennial and mostly ever growing use of clustering. The term "cluster analysis" was used. Documents retrieved, that use that term in the title or body, increased to 404,000 in the decade [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] . Of course lots of other closely related terms, or more specific terms, could additionally be availed of. These figures present no more than an expression of the growth of the field of cluster analysis. The tremendous growth in activity post-2000 is looked at in more detail in Figure 2 . Time will tell if there is a decrease in use of the term "cluster analysis". Again we note that this is just one term and many other related terms are relevant too. A sampling of historical overviews of clustering follow. Kurtz (1983) presents an overview for the astronomer and space scientist. The orientation towards computer science is strong in Murtagh (2008) , which takes in linkages to the Benzécri school of data analysis, and also current developments that have led Google's Peter Norvig to claim (with some justification, albeit very debatable) that similarity-based clustering has led to a correlation basis coming to the fore in science, potentially replacing entirely the causation principle. A general history is also presented in Murtagh (2013 (1984) (1985) (1986) (1987) (1988) and Eva Whitmore (1989) (1990) (1991) (1992) (1993) . Bill Day also had the assistance of Todd Wareham, a computer science student then, in the preparation of camera-ready copy for volumes 14-16 (1985-1987) . Technical Support included use of C programs and Unix scripts for reformatting the data. Bill Day was based in the Department of Computer Science, Memorial University of Newfoundland, St. John's, Newfoundland.
The data was obtained from ISI, the Institute for Scientific Information, which is now a subsidiary of Thomson-Reuters (and publishes the World of Science, the Science Citation Index, the Social Science Citation Index, and other products). Processing of the bibliographic data was always required. In the early years, a range of nroff and troff text processing utilities were used to re-format the data. Due to limitations on the output and distributed format (book, later diskette, then CD), various algorithms were applied to restrict the quantity of data. This included filtering by listing journal titles, and keywords to be excluded in titles of published articles. Thus, in the latter case, medical terms, or "galaxy cluster", betokened non-algorithmic matters and hence were to be excluded.
Before Bill Day, Roger K. Blashfield (University of Florida) was Editor. Fionn Murtagh was Editor from 1993 to 2008. Michael Kurtz was Editor thereafter. Eva Whitmore remained as Technical Editor, having started as noted above in 1988.
In the 1990s the bibliography went to diskette format and there too we rapidly went to the storage capacity of the media at that time -5.25 inch "floppies" that were to be replaced by 3.5 inch diskettes. It made sense then, as announced by us in the production team in October 1999, to transit to CDs, which additionally allowed us, due to the storage available, to have previous years' bibliographies, and then to have scanned copies of "profile" books available on the CD. Below it is explained just how the profile of books and articles was used to drive the retrieval process and thereby to define the domain of interest.
In 1994, on-line content search to the bibliographies was supported by the WAIS, Wide-Area Information System, distributed search and retrieval standard. This was an early forerunner of the search engines to come a few years later.
As In 2008, the last CD was produced, due to the plan be be web-based only. In 2012, ISI discontinued the provision of data completely. For online access now to Service, see https://www.cfa.harvard.edu/∼kurtz
The following 3 is from the introduction to Volume 23, 1994. It explains the mechanism used to carry out the searches and to assemble the bibliographies. "This volume of the Classification Literature Automated Search Service contains a bibliography of 2497 classification-related journal papers which appeared in 1994. In order to use the Service knowledgeably for reference, readers should know about the databases from which the journal papers were selected, the criteria employed to identify classification-related papers, and the mechanisms provided to access bibliographic information about classification-related papers.
The first step in constructing the bibliography is to collect data about journal papers. The Service obtains these data from Research 
The Profile Publications Used to Drive the Search and Retrieval
The "profile" publications used in the past few years are listed in the Appendix. Citing any one of these publications was therefore the criterion used for assembling the annual bibliography. The number of citations per year is shown in Table 1 . This relates to the bibliographies for the years 1994 to 2011.
It is to be noted how some of the profile publications were introduced in a given year. (Consider, for example, Blashfield76, introduced from 2004.) In the case of, for example, Bishop95, in pre-1995 years, the search term used here ("BISHOP CM") picked him up as an author of another publication and not the profile publication, his 1995 book.
Note too that the (different) works of some authors are combined by us. Such is the case for example for two publications by Doug Carroll, published in 1970 and in 1980 . (J. Douglas Carroll, 1939 -2011 , worked most recently at Rutgers Business School. He was an early developer of, and founder of the field of, multidimensional scaling and other methods and their applications in psychometrics.)
Changed Data Provision After 2003
What is particularly noticeable about Table 1 is the increase in citations over time. See Figure 4 . While it is the case that (i) there was some net increase each year, but (ii) nonetheless the lack of constraint related to distribution medium from 2004, (iii) that can be coupled with the massively growing volume of research production worldwide, and finally (iv) the high point of 2009, maybe given a lag to be expected in publishing following the economic downturn in the Western countries that started in 2008. Among other changes from 2004, see how Sneath73 is replaced largely (cf. For the CD, a Java application based search GUI was written 2 or 3 years ago, and of course assumed the particular format discussed above. Now ISI, from whom we purchase the data (about USD 70 per profile item) are changing the dissemination mechanism and the format. ...
... our new format for receiving data from ISI.
[ISI] emailed me about a week ago and informed me that "Research Alert" data will no longer be available -they are switching totally to "Personal Alert", as below. We get the same data, in a weekly email, but as you can see, the format is different.
[...]
I notice this data has keywords associated." Tables 3 and 4 are indicative of these formats.
TITLE:
Multiscale Take the observables, e.g. profile publications, or disciplines, as indexed by i. Take the attributes, e.g. the years, as indexed by j. Call the mass of observable i to be f i , and analogously the mass of attribute j, f j . These masses are components of marginal distributions. Alternatively expressed, the f i and f j terms, for all i and j, are respectively the empirical probability distribution defined on the set of all observables, i, and on the set of all attributes, j. The domains of the function f are thus, respectively, the observables set and the attributes set. The frequency of occurrence data used for observable i and attribute j is f ij . Correspondence Analysis is firstly and foremostly the study of discrepancy of f ij from a sort of null hypothesis expressed by f i f j .
A successively best fit Euclidean representation is found, to embed the observable set, and the attribute set. Let the observable i have embedding, firstly, and then, secondly, projection ψ i relative to factor ψ, and similarly for attribute j relative to factor φ. The associated eigenvalue of the pair of factors ψ i and φ is λ.
We require the semantic relationship tying together observables and attributes vis-à-vis each successive factor:
and in the dual space
These are termed transition formulas. Supplementary elements, rows or columns, are when we use f ij values that are, through these relationships, projected post hoc into the analysis.
The semantic analysis framework is now used to provide (1) visualization, seeking particular salient interrelationships in the data, and (2) summarization of the data through clusters, where we use years, disciplines and publications to achieve a good understanding of the data. Here (1) is a planar, and hence low-dimensional, expression of the data, whereas in (2) the clustering is carried out in the data's full dimensionality.
Major Change: Pre-2004 and From 2004 Onwards
The profile publications, as seen in Table 1 , contain inclusions and withdrawals, and also data source issues over which there was no control. So a more suitable analysis, because it was based on free text search and no more than that, is based on the discipline labels. Therefore our first analysis is of the frequency of occurrence data for 16 disciplines crossed by 18 years. Figure 5 shows the principal factor plane. Humanities (denoted Hum), is off to the left (on the positive side of the ordinate).
The major issue of note in Figure 5 is how one-dimensional the data is. In information content expressed by percentage of inertia explained by these principal axes, the first axis dominates.
The ( Can we say that Math and Psych, and Soc (sociology) are more typical of the earlier years in regard to cluster analysis research; and that if anything Mgt (management) is most typical of the later years here, in regard to computer science research? In order to address this, we ought to look at the full dimensionality of the data rather than just a 2-dimensional projection. This will be done below.
Profile publications are shown as dots in Figure 5 (so as not to crowd the figure) . Some are projected well off this figure. Because these are cited publications rather than coming from a given discipline, let us look at them through the cluster analyses to follow now.
Semantics Analyzed through Clustering of Years, Disciplines and Publications
In the following we use the Euclidean space, with equiweighted points, as provided by the Correspondence Analysis. The points in this space are equiweighted. Furthermore we use the full dimensionality Euclidean space. Since the active analysis was on the 16 disciplines crossed by 18 years data, the full dimensionality of the Euclidean factor space is min (16−1, 18−1), i.e. 15. In this 15-dimensional space (illustrated by the planar projection in Figure 5 we thus have disciplines and years projected, and then as passive (or post hoc) elements we have publications projected. Because the projection takes full account of interrelationships as discussed in subsection 4.1 we have that years, disciplines and publications are all projected into the same space. Ward's minimum variance hierarchical clustering using Euclidean distances is an appropriate method to use. It is appropriate in the sense that it uses aggregation based on inertia (masses all identical) which dovetails with the inertia-based decomposition of the Correspondence Analysis. (This hierarchical clustering criterion was initially described by Joe H. Ward Jr., who died on 23 June 2011, aged 84.) Figure 6 relates to disciplines and years. The very clear year-based division of the data is displayed by the two big branches in the dendrogram. We also have further support of the quite key role of Psych (psychology) and Math (mathematics), and others, in the early years; and the key role of Mgt (management), Stat (statistics) less pronounced but present, and others, in the later years. In Figure 7 , the 82 documents are also included. For discussion of clusters, we will use the labels shown in Figure 8 . This allows us more easily to discuss the publications, and their associations with years and disciplines, in order to home in on major trends and patterns in this data.
Cluster 1 (cf. From these clusters it can be seen how the "classical" period characterized by cluster 3 is counterposed to the "modern" period of cluster 1.
The dominant disciplines of the "classical" period were Math, Psych and Soc (mathematics, psychology and sociology). Certainly some of the profile publications cited in the "classical" period come from ecology, phylogeny and even machine learning, but this is not a matter of their disciplines but rather cross-discipline influence.
For the "modern" period, cluster 1, it is seen in the planar projection of Figure 5 how Mgt, management, is very central. Other disciplines that characterize especially this cluster are noted above. The more influential profile publications can be read off too.
Clusters 4 and 5 are broadly associated with the "classical" period. The pattern recognition and information retrieval profile publications of cluster 5 are in tune with this (given the major ongoing role certainly from the 1960s of these sub-disciplines).
Cluster 2, closest to the "modern" period, is characterized most of all by the disciplines of Bio, Chem, Stat, viz. biology, chemistry and statistics. See how in Figure 5 , we would not have found that outcome from the planar projection alone.
A Search User Interface
The open source Apache Solr indexing, querying and search system (Solr, 2013a) was used. Version 4.0 was used in our work. Figure 9 shows a screen in a sample session. All of the following are supported: querying repeatedly; constraining the query by field (e.g. "author:Arabie"); having a web-wide Google search carried out in another browser screen for the set of words appearing in a title; and finding three "More Like This" results for a given bibliographic record, based on a weighted (for the fields) set of common words. There is practically no latency in having query results returned and displayed. As set up, 10 results are shown per page, and successive records are displayed with grey and with white background.
Solr is an enterprise search and display facility, implying that its secure use needs to be within an enterprise (i.e. firewall or access) setting. See Solr (2013b) .
Conclusions
The 135,088 citations to one or more of the 82 profile publications have led us to find a major thematic shift in clustering research over the 18 years considered here. At its most basic, this thematic shift is from the central role of mathematical psychology in the years 1994 to 2003, and then the central role subsequently of management. A trend of massive proportions has also been the annual increase in Service contents. Other less pronounced trends can be noted also.
Cluster analysis has shown, and continues to show, great vitality in terms of responding to the challenges raised in many different disciplines. Vitality is both methodological and practical. Figure 9 : Example screenshot of use of Solr search. The query submitted is "computational AND network" where these terms can appear in any field. The "More Like This" facility provides three close matches, on the basis of words used in any field. Clicking on the document title provides output from a Google search on the web, using all words in the title.
