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NON-REGULARITY IN HO¨LDER AND SOBOLEV SPACES OF
SOLUTIONS TO THE SEMILINEAR HEAT AND SCHRO¨DINGER
EQUATIONS
THIERRY CAZENAVE1, FLA´VIO DICKSTEIN2, AND FRED B. WEISSLER3
Abstract. In this paper we study the Cauchy problem for the semilinear
heat and Schro¨dinger equations, with the nonlinear term f(u) = λ|u|αu. We
show that low regularity of f (i.e., α > 0 but small) limits the regularity of
any possible solution for a certain class of smooth initial data. We employ
two different methods, which yield two different types of results. On the one
hand, we consider the semilinear equation as a perturbation of the ODE wt =
f(w). This yields in particular an optimal regularity result for the semilinear
heat equation in Ho¨lder spaces. In addition, this approach yields ill-posedness
results for NLS in certain Hs spaces, which depend on the smallness of α
rather than the scaling properties of the equation. Our second method is to
consider the semilinear equation as a perturbation of the linear equation via
Duhamel’s formula. This yields in particular that if α is sufficiently small and
N sufficiently large, then the nonlinear heat equation is ill-posed in Hs(RN )
for all s ≥ 0.
1. Introduction
This paper is concerned with regularity of solutions of two well known and well
studied semilinear evolution equations, the semilinear heat equation{
ut = ∆u+ λ|u|αu
u(0, ·) = u0(·)
(1.1)
and the semilinear Schro¨dinger equation{
iut = ∆u+ λ|u|αu
u(0, ·) = u0(·)
(1.2)
in RN , where α > 0 and λ ∈ C, λ 6= 0. More precisely, we allow the initial
value u0 to be infinitely smooth, and we study the loss of regularity due to the
nonlinear term. Therefore, we are particularly interested in small values of α > 0.
Let f(u) = |u|αu with 0 < α < 1. As a point function f is C1 but not C2.
Formally, this might be considered an obstacle to the regularity of solutions of (1.1)
and (1.2). Indeed, in order to prove the regularity of the solutions of (1.1) and (1.2)
(for instance by a fixed-point argument), one uses the regularity of the nonlinear
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term. However, the relationship between the regularity of f and the regularity of
the solution is not a simple one. Indeed, suppose u is C2(RN ,C), u(x0) = 0 and
∇u(x0) 6= 0 for some x0 ∈ RN , then f(u) 6∈ C2(RN ,C). On the other hand, for any
reasonable initial value, for example in C0(RN ), the corresponding solution of (1.1)
will in fact be C2 in space for t > 0 by standard parabolic regularity. Thus the
non-regularity of f(u) does not immediately imply the non-regularity of u.
The question of regularity is strongly related to the question of well-posedness.
Recall that an evolution equation, such as (1.1) or (1.2), is locally well-posed in a
Banach spaceX if for every u0 ∈ X there exist T > 0 and a solution u ∈ C([0, T ], X)
such that u(0) = 0. In addition, the solution is required to be unique in some sense,
not always in C([0, T ], X), and is also required to depend continuously, again in
some appropriate sense, on the initial value u0. The key point for our purposes is
that if X is a positive order Sobolev space, whose elements have a certain degree
of regularity, the resulting solution maintains this regularity.
Specifically, if we wish to use a standard perturbation argument to prove that the
Cauchy problem for either equations (1.1) or (1.2) is locally well-posed in Hs(RN )
for some given s > 0 we are confronted with two different requirements on α. On
the one hand, we need that the nonlinear term be controlled by the linear flow.
This translates (formally) as the condition0 < α ≤
4
N − 2s , s < N/2
0 < α <∞, s ≥ N/2.
(1.3)
On the other hand, in order to carry out the perturbation argument in Hs, the
nonlinear term must be sufficiently smooth. When α is not an even integer, then
α must be large enough so that f(u) = |u|αu be sufficient regular. In the case of
the simplest perturbation argument requiring an estimate of |u|αu in Hs(RN ), this
leads to the condition
[s] < α. (1.4)
See e.g. [18, 15] for the heat equation, [11, 12, 8, 13, 17, 10] for the Schro¨dinger
equation.
Since the first condition (1.3) is related to scaling properties of the equation (see
Section 3.1 in [19], and in particular the discussion p. 118), it can be considered as
natural. In fact, in some cases it is known that if this condition is not satisfied, then
the problem is not well-posed in Hs(RN ). See for instance [15, 9, 5, 6, 2]. On the
other hand, (1.4) might appear as a purely technical condition which one should
be able to remove by a more appropriate argument. Indeed, one can sometimes
improve condition (1.4) by using the fact that one time derivative is like two space
derivatives, but we are still left with the condition
[s] < 2α. (1.5)
See [12, 17, 10].
The purpose of this paper, as opposed to the above cited papers, is to show that in
certain cases “technical” restrictions such as (1.4) and (1.5) are not purely technical,
but impose genuine limitations on the regularity of the solution. More precisely,
we show that condition (1.4) is not always sufficient to imply local well-posedness
of (1.1) and (1.2) in Hs. (See Remarks 1.3 and 1.6, and Theorem 1.10.) In fact, we
prove under various circumstances that there exist initial values u0 ∈ C∞c (RN ) for
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which (1.1) or (1.2) cannot have a local solution with a certain degree of regularity.
To our knowledge, there are no previous results of this type.
Our first result concerns the nonlinear heat equation (1.1), and is in fact optimal.
We recall that the Cauchy problem (1.1) is locally well-posed in C0(R), i.e. for any
u0 ∈ C0(R), there exist a maximal existence time Tmax > 0 and a unique solution
u ∈ C([0, Tmax), C0(R)) of (1.1). Let 0 < α < 1, let u0 be smooth, and let
u ∈ C([0, Tmax), C0(RN )) be the resulting, maximal solution of (1.1). It is known
that, given any 0 < T < Tmax, ∂tu, ∇∂tu, and all space-derivatives of u of order up
to 3 belong to C([0, T ] × RN ). Furthermore, the spatial derivatives of order 3 are
α-Ho¨lder continuous, i.e.
sup
0≤t≤T
|m|=3
|∂mx u(t)|α <∞ (1.6)
where |w|` is defined by
|w|` def= sup
x 6=y
|u(x)− u(y)|
|x− y|` (1.7)
for ` > 0 and w ∈ C(RN ). See Theorem A.1 in the Appendix for a precise state-
ment. The theorem below shows that the α-Ho¨lder continuity cannot in general be
improved in the sense that one cannot replace α by β > α.
Theorem 1.1. Let 0 < α < 1 and λ ∈ C \ {0}. There exists an initial value u0 ∈
C∞c (RN ) such that the corresponding maximal solution u ∈ C([0, Tmax), C0(RN ))
of (1.1) is three times continuously differentiable with respect to the space variable
and ∫ t
s
|∂y∆u(σ)|β = +∞ (1.8)
for all α < β ≤ 1 and all 0 ≤ s < t < Tmax with t sufficiently small.
Theorem 1.1 has the immediate following corollary, by using Sobolev’s embed-
ding theorem (see (1.15)).
Corollary 1.2. Let 0 < α < 1. There exists an initial value u0 ∈ C∞c (RN ) such
that the corresponding maximal solution u ∈ C([0, Tmax), C0(RN )) of (1.1) does not
belong to L1((0, T ), Hs,p(RN )) if s > 3 + Np + α, 1 < p <∞, and 0 < T < Tmax.
Remark 1.3. The initial value u0 ∈ C∞c (RN ) can be chosen arbitrarily small (in
any space). See Remark 3.4. Corollary 1.2 therefore implies that s ≤ 3 + Np + α,
1 < p <∞ is a necessary condition for (1.1) to be locally well posed in Hs,p(RN )),
even in an arbitrarily small ball.
Remark 1.4. We should observe that formula (1.8) does not imply that |∂y∆u(t)|β
is infinite for any given value of 0 < t < Tmax. On the other hand, it is stronger than
saying that sup0≤t≤T |∂y∆u(t)|β =∞. Similarly, Corollary 1.2 does not guarantee
that u(t) 6∈ Hs(RN ) for any given value of 0 < t < Tmax.
Before stating our next result, we make some comments on the proof of Theo-
rem 1.1. The key idea is to consider equation (1.1) as a perturbation of the ordinary
differential equation
wt = λ|w|αw (1.9)
with the same initial condition w(0, ·) = u0(·). As we shall see by a straightforward
calculation (see Section 2), equation (1.9) produces a loss of spatial regularity. For
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example, in dimension N = 1, if u0(x) = x in a neighborhood of 0, then the
resulting solution w(t, x) of (1.9) will not be twice differentiable at x = 0 for t > 0.
Moreover, for the perturbed equation
wt = λ|w|αw + h (1.10)
where h is sufficiently smooth, the same loss of regularity occurs. (See Theorem 2.1.)
Let now u be a solution of the nonlinear heat equation (1.1), and set h = ∆u. It
follows that ut = λ|u|αu+h. Thus we see that for appropriate u0, if h is sufficiently
smooth, then u(t) is not C2 in space for small t > 0. Since we know u(t) is C2 for
t > 0, this implies that h = ∆u is not too regular. Applying the precise regularity
statement of Theorem 2.1 gives the conclusion of Theorem 1.1.
It turns out that the same arguments can be used to prove ill-posedness for
the nonlinear Schro¨dinger equation (1.2). This yields the following analogue of
Corollary 1.2.
Theorem 1.5. Let 0 < α < 1, λ ∈ C \ {0} and suppose s > 3 + N2 + α. There
exists u0 ∈ C∞c (RN ) such that there is no T > 0 for which there exists a solution
u ∈ C([0, T ], Hs(RN )) of (1.2).
Remark 1.6. Theorem 1.5 implies that s ≤ 3 + N2 + α is a necessary condition
for (1.2) to be locally well posed in Hs(RN )), even in an arbitrarily small ball. See
Remark 3.4.
Theorem 1.5 turns out to be a specific case of an analogous result for the complex
Ginzburg-Landau equation, see Theorem 3.2 below.
As pointed out in Remark 1.4, Theorem 1.1 and Corollary 1.2 do not guarantee
the lack of spatial regularity of the solution u of (1.1) at any fixed t > 0. The
following theorem gives an example of loss of spatial regularity for every t > 0.
Theorem 1.7. Let 0 < α < 2 and λ ∈ C \ {0}. There exists an initial value u0 ∈
C∞c (RN ) such that the corresponding maximal solution u ∈ C([0, Tmax), C0(RN ))
of (1.1) satisfies u(t) 6∈ Hs,p(RN ) for all sufficiently small 0 < t < Tmax if 1 < p <
∞ and s > 5 + 1p .
Remark 1.8. As observed for previous results, the initial value u0 ∈ C∞c (RN ) in
Theorem 1.7 can be chosen arbitrarily small (in any space). See Remark 4.3.
Unlike the proof of Theorem 1.2, the proof of Theorem 1.7 treats the nonlinear
term |u|αu as a perturbation of the linear heat equation, via the standard Duhamel
formula. More precisely, for appropriate initial values we show that the integral
term
I =
∫ t
0
e(t−s)∆|u(s)|αu(s) ds (1.11)
can never be in Hs,p(RN ) if s > 5 + 1p . One key idea in the proof is to express
|u(t, x′, y)|αu(t, x′, y) = C(x′)γ(t)|y|αy + w˜(t, x′, y) where x′ ∈ RN−1 and y ∈ R,
with |w˜(t, x′, y)| ≤ C|y|α+2. This decomposition enables us to explicitly compute
∂5ye
ε∆I at y = 0, which (if α < 2) goes to ∞ as ε ↓ 0, uniformly for x′ in a
neighborhood of 0. This shows that I cannot be C5 with respect to y, and the
result then follows from the one-dimensional Sobolev embedding theorem. We
insist on this last point; since the proof is based on a one-dimensional argument,
the condition on s, p in the statement of Theorem 1.2 is independent of the space
dimension N .
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On the other hand, in Corollary 1.2 the condition on s, p does depend on the
space dimension, since we deduce the result from Theorem 1.1 by the N -dimensional
Sobolev embedding theorem. This is perhaps only a technical problem. Indeed, the
proof of Theorem 1.1 is also based on a one-dimensional argument. However, the
structure of that proof, via an argument by contradiction, does not seem to allow
the application of the one-dimensional Sobolev embedding theorem.
For our last result, we introduce a very weak notion of local well-posedness
for small data, which is weaker than the general notion described earlier in the
introduction. Recall that (1.1) is locally well-posed in C0(RN ), and Tmax(u0) is the
maximal existence time of the solution corresponding to the initial value u0.
Definition 1.9. Let s ≥ 0, α > 0 and λ ∈ C. We say that (1.1) is locally well
posed for small data in Hs(RN ) if there exist δ, T > 0 such that if u0 ∈ C∞c (RN )
and ‖u0‖Hs ≤ δ, then the corresponding solution u ∈ C([0, Tmax), C0(RN )) of (1.1)
satisfies Tmax(u0) ≥ T and u(t) ∈ Hs(RN ) for all 0 ≤ t ≤ T .
Theorem 1.10. Let 0 < α < 2, and λ ∈ R with λ > 0. If
N > 11 +
4
α
(1.12)
then for every s ≥ 0, the Cauchy problem (1.1) is not locally well posed for small
data in Hs(RN ).
The rest of the paper is organized as follows. We recall below the definitions of
the various function spaces we use, and certain of their properties. In Section 2
we study regularity of solutions to the ordinary differential equation (1.9), and to
the perturbed equation (1.10). In particular, we show (Theorem 2.1) that if h is
sufficiently smooth then (1.9) produces a singularity for a certain class of smooth
data. In Section 3 we apply this result to prove Theorems 1.1 and 1.5, as well as a
similar result for a complex Ginzburg-Landau equation (Theorem 3.2). In Section 4
we prove Theorems 1.7 and 1.10.
One final remark about our results. Throughout this paper, we have considered
small values of α, either 0 < α < 1 or 0 < α < 2. It is likely that analogous results
can be proved for larger values of α.
Notation and and function spaces. Throughout this paper, we consider func-
tion spaces of complex-valued functions.
Lp(RN ), for 1 ≤ p ≤ ∞, is the usual Lebesgue space, with norm ‖ · ‖Lp . We
denote by C0(RN ) the space of continuous functions on RN that vanish at infinity,
equipped with the sup norm. Hs,p(RN ) and Hs(RN ) = Hs,2(RN ), for s ≥ 0 and
1 < p <∞ are the usual Sobolev spaces, and the corresponding norms are denoted
by ‖ · ‖Hs and ‖ · ‖Hs,p . In particular,
‖u‖Hs,p = ‖F−1[(1 + |ξ|2) s2 û]‖Lp (1.13)
and ‖u‖Hs,p ≈
∑
|`|≤s ‖∂αu‖Lp if s is an integer. (See e.g. [4, Theorem 6.2.3].)
In the proof of Theorem 1.7, we use the property that if u = u(x1, x2) with
x1 ∈ Rm, x2 ∈ Rn, and if 1 < p <∞ and s ≥ 0, then
‖u‖Lpx1 (Rm,Hs,p(Rnx2 )) ≤ C‖u‖Hs,p(Rm+n). (1.14)
Inequality (1.14) with C = 1 is immediate when s is an integer. (The left-hand side
has fewer terms than the right-hand side.) The general case follows by complex
interpolation. Indeed, suppose s is not an integer, fix two integers 0 ≤ s0 < s < s1
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and let 0 < θ < 1 be defined by s = (1− θ)s0 + θs1. It follows that Hs,p(Rm+n) =
(Hs0,p(Rm+n), Hs1,p(Rm+n))[θ] and Hs,p(Rn) = (Hs0,p(Rn), Hs1,p(Rn))[θ]. (See [4,
Theorem 6.4.5].) This last property implies that
Lp(Rm, Hs,p(Rn)) = (Lp(Rm, Hs0,p(Rn)), Lp(Rm, Hs1,p(Rn)))[θ].
(See [4, Theorem 5.1.2].) Estimate (1.14) now follows by complex interpolation
between the estimates for s = s0 and s = s1.
We will use Sobolev’s embedding into Ho¨lder spaces. Recall definition (1.7).
Given any j ∈ N and 0 < ` < 1, the Ho¨lder space Cj,`(RN ) is the space of functions
u whose derivatives of order ≤ j are all bounded and uniformly continuous, and such
that |∂γu|` < ∞ for all multi-indices γ with |γ| = j. Cj,`(RN ) is a Banach space
when equipped with the norm ‖u‖W j,∞+
∑
|γ|=j |∂γu|`. (See e.g. [1, Definition 1.29,
p. 10].) Given j ∈ N, 0 < ` < 1 and s ∈ (`+ j, `+ j +N), It follows that
Hs,p(s)(RN ) ↪→ Cj,`(RN ) (1.15)
where p(s) = Ns−j−` ∈ (1,∞). Indeed, we may assume j = 0, as the general
case follows by iteration. Suppose first s ≥ 1. Since s − Np(s) = ` = 1 − Np(1) , it
follows from [4, Theorem 6.5.1, p. 153] that Hs,p(s)(RN ) ↪→ H1,p(1)(RN ). The result
now follows from the embedding H1,p(1)(RN ) ↪→ C0,`(RN ). (See [1, Theorem 4.12
Part II, p. 85].) Let now ` < s < 1, and note that Hs,p(s)(RN ) ↪→ Bs,p(s)∞ (RN ),
see [4, Theorem 6.2.4, p. 142]. Setting m = 1, we have m − 1 < Np(s) < s < m,
and the result follows from the embedding B
s,p(s)
∞ (RN ) ↪→ C0,`(RN ). (See [1,
Theorem 7.37, p. 233].)
We denote by (et∆)t≥0 the heat semigroup on RN , and we recall that et∆ is a
contraction on Lp(RN ) for all 1 ≤ p ≤ ∞. Using (1.13), it follows immediately that
(et∆)t≥0 is also a contraction semigroup on Hs,p(RN ) for all s ≥ 0 and 1 < p <∞.
2. Spatial singularities and ODEs
In this section we study how a certain class of ordinary differential equations
lead to loss of regularity. More precisely, we consider equations (1.9) and (1.10),
which are ODEs with respect to time, as acting on functions depending on a space
variable |x| ≤ 1. In particular, the initial value w(0, ·) = w0(·) is a function w0 :
[−1, 1] → C. We wish to study the spatial regularity of w(t, ·) as compared to the
spatial regularity of w0. This is a different phenomenon than finite-time blowup.
For example, consider the ODE-initial value problem{
wt = λ|w|αw
w(0, x) = x,
(2.1)
with λ ∈ C, λ 6= 0 and |x| ≤ 1. If <λ 6= 0, then the solution of (2.1) is given by
w(t, x) =
x
(1− αt|x|α<λ) λα<λ .
It follows that
wx(t, x) = (1 + iαt|x|α=λ)(1− αt|x|α<λ)−
λ+α<λ
α<λ
wxx(t, x) = αt
|x|α
x
(1− αt|x|α<λ)−λ+2α<λα [λ+ α<λ+ iα(<λ)(1 + λt|x|α)]
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for x 6= 0, as long as these formulas make sense. If <λ = 0, then the solution
of (2.1) is given by
w(t, x) = exp(it|x|α=λ)w0(x)
and so,
wx(t, x) = (1 + iαt|x|α=λ)eit|x|α=λ
wxx(t, x) = iαt(=λ)(1 + α+ iαt|x|α=λ) |x|
α
x
eit|x|
α=λ
for t ≥ 0 and x 6= 0. In both cases, w(t) is C1 in [−1, 1] as long as it exists.
However, if α < 1, we see that w(t) fails to be twice differentiable at x = 0, for
t > 0.
Somewhat surprisingly, it turns out that this loss of spatial regularity also occurs
for regular perturbations of (2.1), as the following theorem shows.
Theorem 2.1. Let 0 < α < 1, λ ∈ C \ {0}, T > 0, w0 ∈ C2([−1, 1],C) and
h ∈ C([0, T ] × [−1, 1],C) such that ∂yh ∈ C([0, T ] × [−1, 1],C). Suppose further
that w0(0) = 0 and h(t, 0) = 0 for 0 ≤ t ≤ T . By possibly assuming that T > 0
is smaller, it follows that there exists a solution w ∈ C1([0, T ] × [−1, 1],C) of the
equation {
wt = λ|w|αw + h 0 ≤ t ≤ T,−1 ≤ y ≤ 1
w(0, y) = w0(y) −1 ≤ y ≤ 1
(2.2)
If w′0(0) 6= 0 and ∫ τ
0
sup
0<|y|≤1
|∂yh(t, y)− ∂yh(t, 0)|
|y|β <∞ (2.3)
for some 0 < τ ≤ T and β > α, then
lim inf
|y|↓0
|∂yw(t, y)− ∂yw(t, 0)|
|y|α > 0 (2.4)
for all sufficiently small t > 0. In particular, w(t, ·) is not twice differentiable at
y = 0 for any sufficiently small 0 < t ≤ T .
Proof. The existence of the solution w is straightforward, and
w(t, 0) = 0 (2.5)
for all 0 ≤ t ≤ T . For the rest of the proof, we consider for simplicity 0 ≤ y ≤ 1, the
extension to −1 ≤ y ≤ 0 will be clear. Set f(t, y) = ∂yh(t, y) and v(t, y) = ∂yw(t, y),
so that v, vt, f ∈ C([0, T ]× [0, 1]). Differentiating equation (2.2) with respect to y
yields
vt = λ
α+ 2
2
|w|αv + λα
2
|w|α−2w2v + f, (2.6)
pointwise in [0, T ]× [0, 1]. Integrating (2.6) and setting
g = λ
α
2
|w|α−2w2v + f (2.7)
we obtain
v(t, y) = eA(t,y)w′0(y) +
∫ t
0
eA(t,y)−A(s,y)g(s, y) ds, (2.8)
pointwise on [0, T ]× [0, 1], where
A(t, y) = λ
α+ 2
2
∫ t
0
|w(σ, y)|αdσ. (2.9)
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We note that A(t, 0) = 0 by (2.5) so that
v(t, 0) = w′0(0) +
∫ t
0
g(s, 0) ds, (2.10)
for all 0 ≤ t ≤ T . Given y > 0, it follows from (2.8) and (2.10) that
v(t, y)− v(t, 0) = eA(t,y)[w′0(y)− w′0(0)] + [eA(t,y) − 1]w′0(0)
+
∫ t
0
(
eA(t,y)−A(s,y)[g(s, y)− g(s, 0)] + [eA(t,y)−A(s,y) − 1]g(s, 0)
)
ds. (2.11)
Observe that, by assumption, w0(0) = 0 and
z
def
= w′0(0) 6= 0. (2.12)
Thus for every ε ∈ (0, 1) there exists 0 < δ(ε) ≤ min{T, ε} such that
|v(t, y)− z| ≤ ε (2.13)
in the region
∆ε = {(t, y) ∈ [0, T ]× [0, 1]; 0 ≤ t ≤ δ(ε), 0 ≤ y ≤ δ(ε)}. (2.14)
Estimates (2.5) and (2.13) yield
|w(t, y)− zy| ≤ εy (2.15)
in ∆ε. Next, we observe that by (2.9), the inequality | |z1|α − |z2|α| ≤ |z1 − z2|α
and (2.15)∣∣∣A(t, y)− λα+ 2
2
t|z|αyα
∣∣∣ ≤ |λ|α+ 2
2
∫ t
0
| |w(σ, y)|α − |yz|α| dσ
≤ |λ|α+ 2
2
∫ t
0
|w(σ, y)− yz|α dσ
≤ |λ|α+ 2
2
tεαyα
(2.16)
in ∆ε. In particular, A is bounded. Since w0 is C
2, it follows that
|eA(t,y)[w′0(y)− w′0(0)]| ≤ Cy (2.17)
in ∆ε. Moreover,
|eA(t,y) − 1−A(t, y)| ≤ C|A(t, y)|2 ≤ Ct2y2α (2.18)
in ∆ε, where we used (2.16) in the last inequality. It follows from (2.18) and (2.16)
that
|[eA(t,y) − 1]w′0(0)| ≥ |λ|
α+ 2
2
|z|(|z|α − εα)tyα − Ct2y2α. (2.19)
Next, using again the boundedness of A in ∆ε, we deduce from (2.3) that∣∣∣∫ t
0
eA(t,y)−A(s,y)[f(s, y)− f(s, 0)]
∣∣∣ ≤ Cyβ (2.20)
in ∆ε. Using (2.16), we see that
|eA(t,y)−A(s,y)| ≤ 1 + Ctyα (2.21)
for 0 < s < t and (t, y) ∈ ∆ε. Moreover, it follows from (2.13) and (2.15) that
||w|α−2w2v| ≤ (|z|+ ε)α+1yα (2.22)
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in ∆ε. We deduce from (2.7), (2.20), (2.21) and (2.22) that∣∣∣∫ t
0
eA(t,y)−A(s,y)[g(s, y)− g(s, 0)]
∣∣∣ ≤ Cyβ
+ |λ|α
2
(1 + Ctyα)(|z|+ ε)α+1tyα.
(2.23)
Next,
|eA(t,y)−A(s,y) − 1| ≤ C|A(t, y)−A(s, y)| ≤ C
∫ t
s
|w(σ, 0, y)|α
≤ C(t− s)|y|α
where we used (2.15) in the last inequality. Since g is bounded, it follows that∣∣∣∫ t
0
[eA(t,y)−A(s,y) − 1]g(s, 0) ds
∣∣∣ ≤ Ct2yα. (2.24)
Finally, we observe that the various terms in the right-hand side of (2.11) are
estimated by (2.17), (2.19), (2.23) and (2.24), and we deduce that
|v(t, y)− v(t, 0)|
yα
≥ |λ|α+ 2
2
|z|(|z|α − εα)t− Ct2yα − Cy − Cyβ−α
− |λ|α
2
(1 + Ctyα)(|z|+ ε)α+1t− Ct2
in ∆ε. It follows that
lim inf
y↓0
|v(t, y)− v(t, 0)|
yα
≥ t|λ|
(α+ 2
2
|z|(|z|α − εα)− |α
2
(|z|+ ε)α+1
)
− Ct2.
Choosing ε > 0 and t > 0 sufficiently small, we see that
lim inf
y↓0
|v(t, y)− v(t, 0)|
yα
≥ t|λ| |z|
α+1
2
from which estimate (2.4) follows. 
Remark 2.2. The assumption that w0 ∈ C2([0, 1],C) is used only once in the
proof, see (2.17). It could be replaced by the weaker condition w0 ∈ C1,µ([0, 1],C)
with α < µ < 1.
3. Semilinear equations as perturbations of an ODE
In this section we show that Theorem 2.1 easily implies Theorems 1.1 and 1.5.
Proof of Theorem 1.1. We recall that if ∆u0 ∈ C0(RN ), u0 ∈ C3(RN )∩W 3,∞(RN ),
and |∂γu|α <∞ for all multi-indices γ such that |γ| = 3, then u is once continuously
differentiable with respect to t, three times continuously differentiable with respect
to x, ut is
α
2 -Ho¨lder continuous in t and sup0≤t≤T |∂γu(t)|α < ∞ for |γ| = 3 and
0 < T < Tmax. See Theorem A.1 below for a precise statement. We write the
variable in RN in the form x = (x′, y), x′ ∈ RN−1, y ∈ R. Accordingly, we write
u0(x) = u0(x
′, y) and u(t, x) = u(t, x′, y).
Let u0 ∈ C0(RN ) with ∆u0 ∈ C0(RN ). Suppose further that u0(x′,−y) =
−u0(x′, y) for all x′ ∈ RN−1 and y ∈ R, and ∂yu0(0, 0) 6= 0. Note that u inherits
the anti-symmetry of the initial condition, i.e. u(t, x′,−y) ≡ −u(t, x′, y) for all
0 < t < Tmax. Moreover, there exists 0 < t0 < Tmax such that ∂yu(t, 0, 0) 6= 0
for all 0 ≤ t ≤ t0. Thus we see that for all 0 ≤ t ≤ t0, u(t) satisfies the same
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assumptions as u0. Therefore, it suffices to prove (1.8) for s = 0. Assume by
contradiction that ∫ T
0
|∂y∆u(t)|β <∞ (3.1)
for some α < β ≤ 1 and 0 < T < t0. We apply Theorem 2.1 with w(t, y) =
u(t, 0, y) and h(t, y) = ∆u(t, 0, y). The anti-symmetry property of u implies that
w(t, 0) = h(t, 0) = 0 for all 0 ≤ t < Tmax. Moreover, it follows from (3.1) that
the assumption (2.3) is satisfied. Therefore, we deduce from (2.4) that if t0 > 0 is
sufficiently small, then
lim sup
|y|→0
|∂yw(t, y)− ∂yw(t, 0)|
|y|α > 0
for 0 < t < t0. Since ∂yw(t, y) = ∂yu(t, 0, y) is C
1 in y, this yields a contradiction.
The result follows, since we can choose u0 ∈ C∞c (RN ) as above. 
Remark 3.1. If λ ∈ R\{0}, then the statement of Theorem 1.1 can be improved in
the sense that there exists an initial value u0 ∈ C∞c (RN ) for which (1.8) holds for all
0 ≤ s < t < Tmax. (We do not require that t is small.) Indeed, let u0 ∈ C0(RN ) with
∆u0 ∈ C0(RN ). Suppose further that u0(x′,−y) = −u0(x′, y) for all x′ ∈ RN−1
and y ∈ R, u0(x′, y) ≥ 0 for all x′ ∈ RN−1 and y > 0, and ∂yu0(0, 0) > 0. Since u
inherits the anti-symmetry of the initial condition, i.e. u(t, x′,−y) ≡ −u(t, x′, y), it
follows that, restricted to the open half space RN+ = RN−1 × (0,∞), u is a solution
of the Dirichlet initial value problem on RN+ . In particular, u(t, x′, y) > 0 for y > 0,
and ∂yu(t, x
′, 0) > 0. Thus we see that for all 0 ≤ t < Tmax, u(t) satisfies the same
assumptions as u0, and we can conclude as above.
We turn next to Theorem 1.5. Equation (1.2) is a particular case of the following
nonlinear complex Ginzburg-Landau equation{
ut = e
iθ∆u+ λ|u|αu
u(0) = u0
(3.2)
in RN , where −pi2 ≤ θ ≤ pi2 , and 0 < α < 1. Theorem 1.5 is therefore a consequence
of the following result.
Theorem 3.2. Let 0 < λ < 1, λ ∈ C\{0} and −pi2 ≤ θ ≤ pi2 . Suppose s > 3+N2 +α.
There exists u0 ∈ C∞c (RN ) such that there is no T > 0 for which there exists a
solution u ∈ C([0, T ], Hs(RN )) of (3.2).
Remark 3.3. (i) Suppose s > 3+ N2 (so that H
s(RN ) ⊂ C3(RN )∩W 3,∞(RN )).
If u ∈ C([0, T ], Hs(RN )), then ∆u, |u|αu ∈ C([0, T ]×RN )∩C([0, T ], L2(RN ))
and ∇∆u,∇(|u|αu) ∈ C([0, T ]× RN ). Therefore, equation (3.2) makes sense
for such a u. Furthermore, ut ∈ C([0, T ] × RN ) ∩ C([0, T ], L2(RN )) and
∇ut ∈ C([0, T ]× RN ).
(ii) It follows from the preceding observation that it makes sense to talk of a
solution of (3.2) in C([0, T ], Hs(RN )) if s > 3 + N2 . Such a solution satisfies
the integral equation
u(t) = eit∆u0 + iλ
∫ t
0
ei(t−s)∆(|u|αu)(s) ds.
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Using the embedding Hs(RN ) ↪→ L∞(RN ), it follows easily that such a solu-
tion is unique. In particular, if u0 is anti-symmetric in the last variable, then
so is any solution u ∈ C([0, T ], Hs(RN )) of (3.2).
Proof of Theorem 3.2. We write the variable in RN in the form x = (x′, y), x′ ∈
RN−1, y ∈ R. Accordingly, we write u0(x) = u0(x′, y) and u(t, x) = u(t, x′, y).
Let u0 ∈ C∞c (RN ) and suppose that u0(x′,−y) = −u0(x′, y) for all x′ ∈ RN−1
and y ∈ R, and ∂yu0(0, 0) > 0. Assume by contradiction that there exist T > 0,
s > 3 + N2 + α, and a solution u ∈ C([0, T ], Hs(RN )) of (3.2). As observed in
Remark 3.3 (ii), it follows in particular that u(t, x′,−y) ≡ −u(t, x′, y) for all 0 ≤
t ≤ T . We apply Theorem 2.1 with w(t, y) = u(t, 0, y) and h(t, y) = eiθ∆u(t, 0, y).
The regularity assumptions on w and h are satisfied by Remark 3.3 (i). The anti-
symmetry property of u imply that w(t, 0) = h(t, 0) = 0 for all 0 ≤ t < Tmax.
Moreover, it follows from Sobolev’s embedding theorem (see (1.15)) that
|∂yh(t, y)− ∂yh(t, 0)| ≤ C|y|s−3−N2
for all t ∈ [0, T ] and y ∈ R, so that the assumption (2.3) is satisfied. Therefore, we
deduce from (2.4) that if t0 > 0 is sufficiently small, then
lim sup
|y|→0
|v(t, y)− v(t, 0)|
|y|α > 0
for 0 < t < t0. Since v(t, y) = ∂yu(t, 0, y) is C
1 in y by Remark 3.3 (i), this yields
a contradiction. 
Remark 3.4. Observe that if u0 is as in the proof of either Theorem 1.1 or Theo-
rem 3.2, then so is εu0 for all ε 6= 0.
4. Time-pointwise lack of regularity: the heat equation
In this section we prove Theorems 1.7 and 1.10. As motivation for the proof
of Theorem 1.7, consider an initial value u0 ∈ C∞c (RN ) which is odd with respect
to the N th variable y and such that u0(x
′, y) = C(x′)y for small |y|, and write
|u(t, x′, y)|αu(t, x′, y) = C(x′)γ(t)|y|αy + w˜(t, x′, y) where |w˜(t, x′, y)| ≤ C|y|α+2.
This decomposition makes it possible to explicitly calculate ∂5y [e
(t−s)∆|u|αu]y=0.
Incorporating this result into the integral (1.11) yields the desired property.
The following two lemmas show explicitly how these ideas are implemented.
Lemma 4.1. Let ψ ∈ C(R) such that |ψ(x)| ≤ C(1 + |x|m) for some m ≥ 0. Let
σ > 0 and set
z = e
σ
4 ∆ψ ∈ C∞(R). (4.1)
It follows that
∂5xz(0) = 8pi
− 12σ−3
∫
R
e−y
2
[15− 20y2 + 4y4](y√σ)ψ(y√σ)dy. (4.2)
Proof. We have
z(x) = (piσ)−
1
2
∫
R
e−
(x−y)2
σ ψ(y)dy,
so that
∂nx z(x) = (piσ)
− 12
∫
R
∂nx (e
− (x−y)2σ )ψ(y)dy. (4.3)
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We next calculate
∂5x(e
− (x−y)2σ ) = −e− (x−y)
2
σ
[120(x− y)
σ3
− 160(x− y)
3
σ4
+
32(x− y)5
σ5
]
,
so that
∂5x(e
− (x−y)2σ )|x=0 = 8e−
y2
σ σ−3y
[
15− 20y
2
σ
+
4y4
σ2
]
. (4.4)
Thus we deduce from (4.3) that
∂5xz(0) = 8pi
− 12σ−
7
2
∫
R
e−
y2
σ
[
15− 20y
2
σ
+
4y4
σ2
]
yψ(y)dy, (4.5)
from which (4.2) follows. 
Lemma 4.2. If ψ(x) = |x|αx with α > 0, then
∂5x[e
σ
4 ∆ψ]|x=0 = −Cασ−2+α2 , (4.6)
for all σ > 0, where
Cα = pi
− 12 32α(2− α)
(α+ 3)(α+ 5)
∫
R
e−y
2 |y|α+6. (4.7)
Proof. Considering (4.2), we must calculate∫
R
e−y
2
[15− 20y2 + 4y4]|y√σ|α+2dy
= σ1+
α
2
∫
R
e−y
2
[15− 20y2 + 4y4]|y|α+2dy. (4.8)
Note that, given any β ≥ 0,∫
R
e−y
2 |y|β =
∫
R
e−y
2
( |y|βy
β + 1
)′
=
2
β + 1
∫
R
e−y
2 |y|β+2.
It follows that∫
R
e−y
2 |y|α+2 = 2
α+ 3
∫
R
e−y
2 |y|α+4 = 4
(α+ 3)(α+ 5)
∫
R
e−y
2 |y|α+6,
and ∫
R
e−y
2 |y|α+4 = 2
α+ 5
∫
R
e−y
2 |y|α+6.
Therefore,∫
R
e−y
2
[15− 20y2 + 4y4]|y|α+2dy = 4α(α− 2)
(α+ 3)(α+ 5)
∫
R
e−y
2 |y|α+6. (4.9)
The result now follows from (4.2), (4.8) and (4.9). 
Proof of Theorem 1.7. We write the variable in RN in the form x = (x′, y), x′ ∈
RN−1, y ∈ R. Accordingly, we write u0(x) = u0(x′, y) and u(t, x) = u(t, x′, y). We
note that
et∆ = et∆x′ et∂
2
y (4.10)
where et∆x′ is the convolution in RN−1 with the kernel (4pit)−
N−1
2 e−
|x′|2
4t and et∂
2
y
is the convolution in R with the kernel (4pit)− 12 e−
y2
4t .
Let u0 ∈ C∞c (RN ) and let u ∈ C([0, Tmax), C0(R)∩L1(RN )) be the corresponding
maximal solution of (1.1). Assume that
u0(x
′,−y) ≡ −u0(x′, y) and ∂yu0(0, 0) 6= 0. (4.11)
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Recall that u is C1 in time and C3 in space, and that sup0≤t≤T ‖u(t)‖W 2,∞ < ∞
for all 0 < T < Tmax. (See e.g. Theorem A.1.) Under the assumption (4.11) it
follows that for all 0 ≤ t ≤ T and x′ ∈ RN−1, u(t, x′, ·) is odd and u(t, x′, y) > 0
for y > 0. Moreover, if we set
η0 = ∂yu0(0, 0) (4.12)
η(t, x′) = ∂yu(t, x′, 0), 0 ≤ t ≤ T, x′ ∈ RN−1 (4.13)
then η ∈ C([0, Tmax) × RN−1). Therefore, it follows from (4.11) that for every
0 < ε < 1 there exists 0 < δε < Tmax such that
sup
0≤s≤δε
|x′|≤δε
|η(s, x′)− η0| ≤ ε|η0|. (4.14)
Let w be defined by
u(s, x′, y) = η(s, x′)y + w(s, x′, y). (4.15)
We claim that
|w(s, x′, y)| ≤ Cy2, (4.16)
for all s ∈ [0, T ], x′ ∈ RN−1 and y ∈ R, where C = 12 sup0≤t≤T ‖u(t)‖W 2,∞ . Indeed,
fix 0 ≤ s ≤ T and x′ ∈ RN−1, and set h(y) = w(s, x′, y) = u(s, x′, y) − η(s, x′)y.
We have h′(y) = ∂yu(s, x′, y) − η(s, x′) and h′′(y) = ∂2yu(s, x′, y). In particular,
h(0) = h′(0) = 0 so that
h(y) =
∫ y
0
∫ τ
0
∂2yu(s, x
′, σ) dσ dτ,
and so
|w(s, x′, y)| = |h(y)| ≤ 1
2
y2‖u(s, ·, ·)‖W 2,∞ ,
which proves (4.16). Since u is bounded, we deduce easily from (4.15)-(4.16) that
[|u|αu](s, x′, y) = |η(s, x′)y|αη(s, x′)y + w˜(s, x′, y), (4.17)
with
|w˜(s, x′, y)| ≤ C|y|α+2, (4.18)
for all s ∈ [0, T ] and (x′, y) ∈ RN . It follows from Lemma 4.2 that if ψ(y) = |y|αy,
then
∂5y [e
σ
4 ∂
2
yψ]|y=0 = −Cασ−2+α2 , (4.19)
for all σ > 0, where Cα > 0 is given by (4.7). We deduce from (4.10) and (4.19)
that
∂5y [e
(t−s)∆(|η(s, x′)y|αη(s, x′)y)]|y=0
= −Cα(4(t− s))−2+α2 e(t−s)∆x′ [|η(s, x′)|αη(s, x′)].
(4.20)
On the other hand, it follows from (4.14) that there exists C independent of 0 <
ε < 1 such that
sup
0≤s≤δε
|x′|≤δε
||η(s, x′)|αη(s, x′)− |η0|αη0| ≤ εC.
By possibly choosing δε > 0 smaller, we deduce that
sup
0≤s<t≤δε
|x′|≤δε
|e(t−s)∆x′ [|η(s, x′)|αη(s, x′)]− |η0|αη0| ≤ εC. (4.21)
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It follows from (4.20) and (4.21) that
|∂5y [e(t−s)∆|η(s, x′)y|αη(s, x′)y)]|y=0 + Cα(4(t− s))−2+
α
2 |η0|αη0|
≤ εC(t− s)−2+α2 (4.22)
for all 0 ≤ s < t ≤ δε and |x′| ≤ δε. On the other hand, it follows from (4.2) that
|∂5y [e(t−s)∆w˜(s, x′, y)]|y=0| = |e(t−s)∆x′∂5y [e(t−s)∂
2
y w˜(s, x′, y)]|y=0|
≤ C(t− s)− 52 e(t−s)∆x′
(∫
R
e−y
2 |15− 20y2 + 4y4| |y||w˜(s, x′, y
√
4(t− s))|dy
)
≤ C(t− s)− 52 e(t−s)∆x′
(∫
R
e−
y2
2 |w˜(s, x′, y
√
4(t− s))|dy
)
.
Applying (4.18), we deduce that
|∂5y [e(t−s)∆w˜(s, x′, y)]|y=0| ≤ C(t−s)−
3
2+
α
2
∫
R
e−
y2
2 |y|α+2 ≤ C(t−s)− 32+α2 . (4.23)
It now follows from (4.17), (4.22) and (4.23) that
|∂5y [e(t−s)∆|u(s, x′, y)|αu(s, x′, y)]|y=0
+ Cα(4(t− s))−2+α2 |η0|αη0| ≤ εC(t− s)−2+α2
(4.24)
for all 0 ≤ s < t ≤ δε and |x′| ≤ δε.
The point is that (t−s)−2+α2 is not integrable in s at s = t under the assumption
0 < α < 2. We now conclude the proof as follows. Fix 0 < τ < Tmax and, given
any 0 ≤ t < τ , set
I(t, τ, x′, y) =
∫ t
0
e(τ−s)∆|u(s)|αu(s) ds. (4.25)
Since τ − s ≥ τ − t > 0 for s ∈ [0, t], the smoothing effect of the heat semigroup im-
plies that the integrand in (4.25) is integrable as a function with values in Hm(RN )
for all m ≥ 0. Choosing m large enough so that Hm(RN ) ⊂ C5(RN ), we see that
the formula
∂5yI(t, τ, x′, 0) =
∫ t
0
∂5y [e
(τ−s)∆|u(s)|αu(s)]|y=0 ds (4.26)
makes sense. Applying (4.24) with t replaced by τ , we deduce that
|∂5yI(t, τ, x′, 0)| ≥ [Cα4−2+
α
2 |η0|α+1 − εC]
∫ t
0
(τ − s)−2+α2 ds
=
2
2− α [Cα4
−2+α2 |η0|α+1 − εC][(τ − t)−
2−α
2 − τ− 2−α2 ]
(4.27)
for 0 < t < τ ≤ δε and |x′| ≤ δε. We now fix s, p such that s ≥ 5 + 1p and ε
sufficiently small so that Cα4
−2+α2 |η0|α+1 > εC, and we deduce from (4.27) and
the embedding Hs,p(R) ↪→W 5,∞(R) that
‖I(t, τ, x′, ·)‖Hs,p(R) ≥ a(τ − t)−1+α2 − at−1+α2 −A, (4.28)
for some constants a,A > 0 independent of 0 < t < τ ≤ δε and |x′| ≤ δε. We now
use the property
‖u‖Lp
x′ ({|x′|<δε},Hs,p(Ry)) ≤ ‖u‖Lpx′ (RN−1,Hs,p(Ry)) ≤ C‖u‖Hs,p(RNx′,y),
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(see (1.14)), and we deduce from (4.28) that for some constant ν > 0
ν‖I(t, τ)‖Hs,p(RN ) ≥ a(τ − t)−1+
α
2 − at−1+α2 −A (4.29)
so that
‖I(t, τ)‖Hs,p(RN )−→
τ↓t
∞. (4.30)
Observe that
λI(t, τ, x′, y) = λe(τ−t)∆
∫ t
0
e(t−s)∆|u(s)|αu(s) ds
= e(τ−t)∆[u(t)− et∆u0]
hence
|λ| ‖I(t, τ)‖Hs,p ≤ ‖u(t)‖Hs,p + ‖u0‖Hs,p .
Note that ‖u0‖Hs,p <∞. Therefore, letting τ ↓ t and applying (4.30), we conclude
that ‖u(t)‖Hs,p =∞. 
Remark 4.3. Observe that if u0 is as in the proof of Theorem 1.7, then so is εu0
for all ε 6= 0.
Remark 4.4. A careful analysis of the proof of Theorem 1.7 shows that the prop-
erty Cα > 0 (i.e., α < 2), where Cα is given by (4.7), could in principle be replaced
by the condition Cα 6= 0 (i.e., α 6= 2). On the other hand, the condition α < 2 is
crucial in proving (4.30) by letting τ ↓ t in (4.29).
Proof of Theorem 1.10. We argue by contradiction. Suppose that for some s ≥ 0
the Cauchy problem (1.1) is locally well posed for small data in Hs(RN ). Using
Theorem 1.7 and Remark 4.3 with p = 2 we see that 2s ≤ 11. It follows then
from (1.12) that
N − 2s > 4
α
. (4.31)
A scaling argument allows us now to conclude. Indeed, let ϕ ∈ C∞c (RN ), ϕ 6= 0.
Since λ > 0, for k > 0 sufficiently large the (classical) solution u of (1.1) with initial
value u0 = kϕ blows up in finite time, say at Tmax. Given µ > 0, let
uµ(t, x) = µ
2
αu(µ2t, µx). (4.32)
It follows that uµ is a solution of (1.1) with the initial value
uµ0 (x) = µ
2
αu0(µx), (4.33)
which blows up at
Tµmax =
Tmax
µ2
−→
µ→∞ 0. (4.34)
On the other hand,
‖uµ0‖Hs ≤ µ
2
α+s−N2 ‖u0‖Hs , (4.35)
for µ ≥ 1. Using (4.31), we see that
‖uµ0‖Hs −→µ→∞ 0. (4.36)
Comparing (4.36) and (4.34), we conclude that (1.1) cannot be locally well posed
for small data in Hs(RN ). 
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Appendix A. Ho¨lder regularity for the heat equation
In this section, we state a classical regularity result for the heat equation (1.1).
For completeness, we give the proof, which is based on classical arguments.
Theorem A.1. Let α > 0, λ ∈ C, u0 ∈ C0(RN ) and let u ∈ C([0, Tmax), C0(RN ))
be the corresponding maximal solution of (1.1). Fix 0 < α˜ < 1 with α˜ ≤ α,
0 < T < Tmax, and assume further that ∆u0 ∈ C0(RN ), u0 ∈ C3(RN ) and
sup
|γ|≤3
x∈RN
|∂γu0(x)|+ sup
|γ|=3
|∂γu0|α˜ <∞ (A.1)
with the notation (1.7). It follows that ∆u ∈ C([0, Tmax), C0(RN )), that ∂tu, ∇∂tu,
and all space-derivatives of u of order ≤ 3 belong to C([0, T ]× RN ), and that
sup
2`+|γ|≤3
0≤t≤T
‖∂`t∂γxu(t)‖L∞ + sup
x∈RN
0≤t<s≤T
2≤2`+|γ|≤3
|∂`t∂γxu(t, x)− ∂`t∂βxu(s, x)|
|t− s| α˜+3−2`−|γ|2
+ sup
0≤t≤T
2`+|γ|=3
|∂`t∂γxu(t)|α˜ <∞.
(A.2)
In particular
sup
0≤t≤T
|γ|=3
|∂γxu(t)|α˜ <∞. (A.3)
In the above estimates, ∂γx = ∂
γ1
x1 · · · ∂γNxN if γ = (γ1, · · · , γN ).
Proof. We define the Laplacian A on C0(RN ) by{
D(A) = {u ∈ C0(RN ); ∆u ∈ C0(RN )}
Au = ∆u u ∈ D(A). (A.4)
We equip D(A) with the graph norm ‖u‖D(A) = ‖u‖L∞ + ‖∆u‖L∞ . It follows that
A is m-dissipative with dense domain and that D(A) ↪→ C10 (RN ). More precisely
‖∇u‖L∞ ≤ C‖∆u‖
1
2
L∞‖u‖
1
2
L∞ (A.5)
for all u ∈ D(A). Indeed, consider the Bessel potential Gσ, σ > 0. (See Aronszajn
and Smith [3].) If f ∈ C0(RN ), then u = G2 ?f satisfies −∆u+u = f , u ∈ C0(RN )
and ∆u ∈ C0(RN ). Moreover, since ‖Gσ‖L1 = 1 (see [3, formula (4.6′), p. 417])
we see that if u ∈ D(A), then ‖u‖L∞ ≤ ‖ − ∆u + u‖L∞ . By an obvious scaling
argument, we see that ρ‖u‖L∞ ≤ ‖ − ∆u + ρu‖L∞ for all ρ > 0. Thus A is m-
dissipative. Furthermore, C∞c (RN ) ⊂ D(A) so that D(A) is dense. To prove (A.5),
consider u ∈ D(A). We have u = G2 ? (−∆u + u). Since ∇G2 ∈ L1(RN ) (see [3,
formula (4.5), p. 417]), we deduce that ‖∇u‖L∞ ≤ C(‖∆u‖L∞ + ‖u‖L∞), from
which (A.5) follows by scaling.
Let now u0 ∈ C0(RN ) and let u ∈ C([0, Tmax), C0(RN )) be the corresponding
maximal solution of (1.1). It follows from the above observations and from Pazy [16,
Theorem 1.6, p. 187] that u ∈ C1([0, T ], C0(RN )) ∩ C([0, T ], D(A)). In particular,
using (A.5),
sup
0≤t≤T
(‖u(t)‖L∞ + ‖∇u(t)‖L∞) + sup
0≤t<s≤T
‖u(t)− u(s)‖L∞
|t− s| <∞. (A.6)
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Setting
f = λ|u|αu (A.7)
and using the formula
∇f = λα+ 2
2
|u|α∇u+ λα
2
|u|α−2u2∇u (A.8)
we deduce from (A.6) that
sup
0≤t≤T
(‖f(t)‖L∞ + ‖∇f(t)‖L∞) + sup
0≤t<s≤T
‖f(t)− f(s)‖L∞
|t− s|
+ sup
0≤t≤T
|f(t)|1 <∞.
(A.9)
In particular,
sup
0≤t≤T
‖f(t)‖L∞ + sup
0≤t<s≤T
‖f(t)− f(s)‖L∞
|t− s| α˜2
+ sup
0≤t≤T
|f(t)|α˜ <∞. (A.10)
We apply Ladyzhenskaya et al. [14], Chapter IV, Section 2, p. 273, estimate (2.1)
to the equations satisfied by the real and the imaginary parts of u, with l = α˜ and
estimate (2.2) with l = α˜+ 2. It follows (among other properties) that
sup
0≤t<s≤T
‖∇u(t)−∇u(s)‖L∞
|t− s| α˜+12
+ sup
0≤t≤T
|∇u(t)|1 <∞. (A.11)
We next recall the elementary estimate
| |z1|α − |z2|α|+ | |z1|α−2z21 − |z2|α−2z22 |
≤
{
C|z1 − z2|α 0 < α ≤ 1
C(|z1|α−1 + |z2|α−1)|z1 − z2| α ≥ 1
(A.12)
(See e.g. [7], formulas (2.26) and (2.27).) Estimate (A.9), formula (A.8), esti-
mates (A.12), (A.6) and (A.11) imply that
sup
0≤t≤T
(‖f(t)‖L∞ + ‖∇f(t)‖L∞) + sup
0≤t<s≤T
‖f(t)− f(s)‖L∞
|t− s| 1+α˜2
+ sup
0≤t<s≤T
‖∇f(t)−∇f(s)‖L∞
|t− s| α˜2
+ sup
0≤t≤T
|∇f(t)|α˜ <∞.
(A.13)
This allows us to apply again Ladyzhenskaya et al. [14], Chapter IV, Section 2,
p. 273, but this time we let l = α˜+1 in (2.1) and l = α˜+3 in (2.2). The conclusion
follows. 
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