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Sommaire
Ce mémoire présente une nouvelle application web permettant de visualiser et
d’interagir avec des données d’imagerie médicale provenant principalement de l’ima-
gerie par résonance magnétique de diﬀusion, une technique non-invasive permettant
d’explorer la matière blanche du cerveau. Dans le premier chapitre, un historique de
la diﬀusion, l’explication de divers concept importants du domaine ainsi qu’un survol
des méthodes de visualisation seront présentés. Le deuxième chapitre présentera le
web, et plus précisément la technologie qui a rendu possible l’existence du Fiberweb :
WebGL. Des choix de design du Fiberweb seront également abordés. Le troisième cha-
pitre est la contribution principale de ce mémoire. Il consiste en un article présentant
le Fiberweb, ses fonctionnalités et également une nouvelle technique de tractographie
en temps réel probabiliste. Finalement, les diverses problématiques non-résolues liées
à notre application, ses utilisations potentielles et ses perspectives futures seront dis-
cutées.
Mots-clés: Imagerie par résonance magnétique de diﬀusion, visualisation, interac-
tion, web, tractographie, temps réel.
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Abréviations
2D Deux dimensions
3D Trois dimensions
AF Arcuate Fasciculus
AFQ Algorithme de quantiﬁcation automatique de ﬁbres (automated ﬁbers quanti-
ﬁcation)
AVC Accident vasculo-cérébral
API Interface de programmation applicative (application programming interface)
CC Corpus callosum
CST Corticospinal tract
DTI Imagerie du tenseur de diﬀusion (diﬀusion tensor imaging)
FA Anisotropie fractionnelle (fractional anisotropy)
fODF Fiber orientation distribution function
IRM Imagerie par résonance magnétique
IRMd Imagerie par résonance magnétique de diﬀusion
ODF Fonction d’orientation de distributions (orientation distribution function)
RGB Rouge, vert, bleu (red, green, blue)
RTT Tractographie en temps réel (real-time tractography)
SH Harmonique sphérique (spherical harmonic)
W3C World Wide Web Consortium
WHATWG Web Hypertext Application Technology Working Group
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Don’t let your dreams be dreams. Just do it.
Shia Labeouf
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Introduction
Le cerveau est l’un des organes les plus complexes du corps humain et c’est égale-
ment l’un des plus importants (ﬁgure 1). Il est l’équivalent d’un ordinateur biologique,
tout en étant plus versatile que cette machine. Composé de plusieurs milliards de neu-
rones, le cerveau est un organe qui possède toujours de nombreux mystères. Il était
donc tout naturel que l’être humain se soit décidé à en connaître plus à son sujet.
L’une des méthodes employée aﬁn d’explorer le cerveau est la dissection (ﬁgure 1).
Cependant, c’est une technique qui ne peut être pratiquée sur une personne vivante.
Grâce à l’imagerie par résonance magnétique (IRM), il est possible de le disséquer
virtuellement. On prend tout d’abord des données d’IRM de diﬀusion (IRMd). Ces
données nous permettent de faire de la tractographie aﬁn de recréer un tractogramme,
c’est-à-dire une reconstruction des ﬁbres du cerveau. Par la suite, on peut utiliser des
boîtes de sélection et d’exclusion de ﬁbres aﬁn de faire la dissection virtuelle. On
peut en voir un exemple tiré de Catani et al. [8] à la ﬁgure 1. Il existe plusieurs
logiciels permettant de faire ce type de dissection, comme le FiberNavigator [58] ou
MI-Brain [31].
Au cours des dernières années, l’intérêt envers les technologies du web et du mobile
a bondi. Généralement, on aime avoir accès à l’information que l’on soit à son bureau,
à la maison, ou même lors d’un déplacement entre les deux. Cependant, dans le cas
de l’imagerie médicale, peu de logiciels sont disponibles permettant de tirer proﬁt de
ces technologies (quelques exemples seront présentés au deuxième chapitre). De plus,
ces logiciels sont seulement faits pour de la visualisation de données. Si l’on veut faire
de la dissection virtuelle tel que mentionné précédemment, ce n’est tout simplement
pas possible. En eﬀet, pour pouvoir eﬀectuer cette dissection, on a besoin de faire des
calculs d’intersection et des tests logiques sur nos données, ce qui n’est tout simple-
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(a) (b)
(c)
ﬁgure 1 – (a) Le cerveau humain (adapté de Cephalicvein [10]). (b) Dissection du
cerveau par Klingler (adapté de Türe et al. 2000 [57]) (c) Exemple d’une dissection
virtuelle du faisceau "occipito-frontal fasciculus" d’un autre faisceau, le "uncinate fas-
ciculus (adapté de Catani 2002).
ment pas permis par ces applications. Nous avons donc décidé de combler cette lacune
en développant notre propre application de visualisation d’imagerie médicale (qui est
3
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la contribution principale de ce mémoire) : le Fiberweb. Cette application utilise le
potentiel du web aﬁn de visualiser, mais aussi d’interagir avec des données. L’une
des interactions possibles du Fiberweb est un nouvel algorithme de tractographie en
temps réel probabiliste.
Dans ce mémoire, le premier chapitre survolera l’IRMd en faisant un petit his-
torique de ce domaine. On parlera tout d’abord de divers concepts nécessaires pour
comprendre le concept de tractographie en imagerie de diﬀusion. On partira de don-
nées qu’on peut obtenir grâce à l’IRMd, pour ensuite voir quelle information on peut
en tirer, et ﬁnalement comment en arriver à reconstruire la matière blanche du cer-
veau, que la méthode soit en temps réel ou non. De plus, une fois l’historique terminé,
on verra ces divers concepts en images et comment ils sont généralement visualisés.
Dans le second chapitre, il y aura un résumé de ce qu’est la visualisation dans
le web, de ses débuts jusqu’à aujourd’hui. On verra entre autres d’où vient l’idée de
faire de la visualisation en trois dimensions dans un navigateur internet et ce qui a
permis à la mise en oeuvre de cette idée. Pour poursuivre, on en apprendra davantage
sur la technologie derrière le Fiberweb : WebGL. Finalement, certaines décisions par
rapport au développement de l’application, ainsi que le design général seront discutés.
Dans le troisième chapitre, on trouvera la contribution principale de ce mémoire.
C’est un article qui sera soumis en vue d’une publication dans la revue "Frontiers :
NeuroInformatics". Cet article présente entre autre une nouvelle application web per-
mettant non seulement de visualiser des données issues de l’IRMd et de la tractogra-
phie, mais également d’intéragir avec elles. De plus, un nouvel algorithme de tracto-
graphie probabiliste en temps réel sera introduit. Par la suite, il y aura une discussion
sur la validité des résultats obtenus et l’impact qu’aura cette nouvelle application de
visualisation.
Pour conclure ce mémoire, il y aura d’abord un retour sur les diverses contributions
qui ont été apportées par cette maîtrise. On verra ensuite les divers problèmes non-
résolus ainsi que les nouveaux qui ont été mis en lumière tout au long de ce projet.
On ﬁnira par une discussion sur l’utilisation typique du Fiberweb, son intérêt par
rapport aux autres logiciels, ainsi que du futur qui attend l’application.
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The important thing is to not stop questioning. Curiosity has
its own reason for existing.
Albert Einstein
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Chapitre 1
Imagerie de diﬀusion et
tractographie
Ce chapitre survolera d’abord l’historique de l’IRMd. On y verra entre autres
plusieurs concepts de ce domaine permettant éventuellement de faire de la tractogra-
phie. Puis, on verra des exemples de visualisation de ces diﬀérents concepts, puisqu’ils
permettent de mieux les comprendre.
1.1 Historique de la diﬀusion
L’IRM est une technique inventée par PC Lauterbur [37] et qui permet de se servir
de la résonance magnétique nucléaire, aﬁn de créer des images en deux dimensions
(2D). Au début des années 1900, Albert Einstein a énoncé la théorie du mouvement
brownien [20], qui décrit le mouvement aléatoire des particules dans un ﬂuide. En
combinaison avec l’IRM, cette théorie a permis à plusieurs chercheurs [38] [42] [52]
de réussir à générer les premières cartes de diﬀusion d’objets synthétiques (fantômes)
et de tissus biologiques. En 1986, Le Bihan a réussi à obtenir les premières images
provenant de la diﬀusion dans un cerveau humain [39]. Au départ, l’IRM de diﬀusion
était avant tout une imagerie scalaire, ce qui permettait de voir rapidement et eﬃca-
cement les accidents vasculo-cérébraux (AVC) (voir la ﬁgure 1.1 tirée de Moseley et
al. 1990 [44]). Cependant, puisque cette imagerie est scalaire, on ne mesurait qu’une
6
1.1. Historique de la diffusion
ﬁgure 1.1 – Image pondérée de la diﬀusion d’un patient ayant subit un AVC, 1 heure
(gauche) et 3 heures (droite) après l’accident (adapté de Moseley 1990 [44]).
seule direction (ou plutôt la moyenne de x,y,z). Donc, si le cerveau n’était pas aligné
en X,Y,Z, les images obtenues changeaient. Il fallait donc trouver une imagerie de dif-
fusion et une reconstruction invariante à la rotation. C’est alors que Basser a proposé
le modèle du tenseur de diﬀusion (DTI) [3], nécessitant un minimum de 6 mesures de
diﬀusion (ﬁgure 1.2).
1.1.1 Tenseurs
Un tenseur est un outil mathématique permettant de représenter la diﬀusion sous
la forme d’un système d’axes orthogonaux invariant à la rotation. En 1992, Basser et
Le Bihan ont proposé une méthode aﬁn d’estimer les composantes de la matrice D,
représentant le tenseur de diﬀusion [5]. Il est important de noter que 6 mesures sont
nécessaires pour estimer la matrice D, composée de 6 composantes indépendantes (car
D est symétrique) ainsi qu’une image de référence où b = 0.
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1.1. Historique de la diffusion
ﬁgure 1.2 – 6 images représentant des directions diﬀérentes d’une même tranche axiale
du cerveau (adapté d’une présentation de Descoteaux 2014 [15]).
D =
⎡
⎢⎢⎢⎣
d11 d21 d31
d21 d22 d32
d31 d32 d33
⎤
⎥⎥⎥⎦ .
Les 6 coeﬃcients de cette matrice sont estimés à l’aide de cette équation :
S(g, t) = S0exp(−bgTDg),
où g est le vecteur du gradient de diﬀusion qui est appliqué, b est le terme de
pondération regroupant le temps eﬀectif de diﬀusion et la puissance des gradients,
et S0 correspond à l’image de base (b=0). À l’aide de la matrice D, on peut ensuite
construire un ellipsoïde représentant la diﬀusion à l’intérieur d’un voxel [2], l’équi-
valent d’un pixel pour une volume 3D.
On peut ensuite faire de l’imagerie du tenseur de diﬀusion [3]. Pour chaque matrice
D que l’on estime, on peut construire un système local de coordonnées orthogonales.
Puisque D est symétrique et déﬁnie positive, ses trois vecteurs propres sont orthogo-
naux. De plus, chacun de ces vecteurs a une valeur propre associée (ﬁgure 1.3). On
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ﬁgure 1.3 – Représentation d’un tenseur. À gauche, on peut voir le mouvement brow-
nien de l’eau (adapté de Poupon 1999 [46]). À droite, on peut observer le tenseur de
diﬀusion et ses valeurs propres (adapté de Descoteaux 2008 [14]).
déﬁnit le tout avec l’équation de matrice suivante :
DE = EΛ avec E = (1|2|3) et Λ =
⎡
⎢⎢⎢⎣
λ1 0 0
0 λ2 0
0 0 λ3
⎤
⎥⎥⎥⎦
Dans un tissu ﬁbreux anisotropique, les directions des vecteurs propres corres-
pondent aux directions orthogonales de ce tissu. La plus grande valeur propre re-
présente la diﬀusivité du tissu, et le vecteur propre qui lui est associé représente la
direction principale du faisceau de ﬁbres sous-jacent. En répétant ce processus, on ob-
tient l’information nécessaire pour déﬁnir un ellipsoïde représentant le tenseur pour
chaque voxel. On peut également déduire de l’information par rapport à l’anisotropie
du voxel grâce aux vecteurs propres puisqu’ils représentent la diﬀusion. Par exemple,
9
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un tenseur en forme de sphère implique que la diﬀusion se fait également dans toutes
les directions, alors qu’un tenseur de forme ellipsoïdale indique une forte diﬀusion
selon un axe. En plus de l’information sur l’orientation des ﬁbres, on peut également
déduire des scalaires qui sont invariants à la rotation à partir de D et de ses valeurs
propres :
I1 = λ1 + λ2 + λ3 = Tr(D) = Tr(Λ)
I2 = λ1λ2 + λ3λ1 + λ2λ3
I3 = λ1λ2λ3 = |D| = |Λ|.
In représente des propriétés qui nous permettent de caractériser leur milieu, et
dans notre cas, un tissu du cerveau.
(a) Déplacement de l’eau (b) Directions principales
(c) Tenseur de diﬀusion
ﬁgure 1.4 – Représentation d’un croisement de ﬁbres dans la matière blanche par le
tenseur de diﬀusion, adapté de Descoteaux et Poupon 2014 [18].
Cependant, puisque le modèle du tenseur suppose que la diﬀusion suit une dis-
tribution gaussienne, elle limite l’information qu’on peut obtenir, surtout lorsqu’il y
10
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a des croisements de ﬁbres. Par exemple, si deux faisceaux se croisent perpendiculai-
rement (ﬁgure 1.4), le tenseur représentant le tout serait en forme de disque. Il est
donc impossible de savoir dans quelle direction ces deux faisceaux vont à l’aide du
tenseur. Ainsi, il a fallu développer des techniques plus avancées aﬁn de résoudre ce
problème [14].
1.1.2 Fonction d’Orientation de Distributions (ODF)
En 2000, Wedeen [64] a introduit une méthode aﬁn de pouvoir visualiser la dis-
tribution des orientations des ﬁbres à l’intérieur d’un voxel [64]. Cela a mené à l’in-
troduction des méthodes HARDI par Tuch [56] et Descoteaux [16]. Celle présentée
par Tuch requiert une méthode d’acquisition utilisant de très grandes valeurs b du
gradient de diﬀusion. Contrairement au DTI, on suppose que le modèle du signal de
diﬀusion d’un voxel est représenté par une mixture de gaussiennes.
L’ODF capture le processus de diﬀusion de l’eau, qui est intrinsèquement lisse et
ﬂou. L’objet d’intérêt pour la tractographie est un modèle des ﬁbres sous-jacentes
et non de l’eau qui diﬀuse dans ce milieu. C’est pour cette raison que la ﬁber ODF
(fODF) fut introduite par Tournier [55] et Descoteaux [17], utilisant la technique de
la déconvolution sphérique.
ﬁgure 1.5 – Harmoniques sphériques (seulement la partie réelle) jusqu’à leur 3ème
ordre (adapté de Descoteaux 2008 [14]). L’harmonique sphérique d’ordre zéro est
bleue car elle est constante sur la sphère. Le reste des couleurs illustre les valeurs
maximales (rouge) et minimales (bleu).
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Healy et al. se sont attaqués au problème de la déconvolution sphérique en 1998
[28]. On construit une base orthonormale de plusieurs fonctions sur la sphère (har-
moniques sphériques), ce qui est très semblable aux séries de Fourier dans un espace
cartésien (ﬁgure 1.5). Comme les harmoniques sphériques(SH) forment une base com-
plète, elles peuvent être utilisées aﬁn de représenter n’importe quelle fonction bornée
par valeurs simples sur une sphère. La convolution sphérique (ﬁgure 1.6) peut être
représentée comme :
S ′′ = R′′F ′′,
où F ′′ est un vecteur de longueur (2n +1) représentant le nième ordre de décom-
position en SH de F (Θ, φ), R′′ est une matrice (2n + 1)(2n + 1) représentant le
nième ordre de décomposition en harmoniques rotationnelles de R(Θ), et S ′′ est la
représentation du nième ordre en SH de S(Θ, φ). La convolution sphérique peut donc
être réduite à des multiplications de matrices puisqu’elle est constituée d’un vecteur
et d’une matrice. Dans le contexte de la diﬀusion, cette opération est encore plus
simple [55]. La déconvolution sphérique consiste à inverser la matrice R′′ pour retrou-
ver F ′′.
(a) Signal original (b) Approximation avec SH
ﬁgure 1.6 – Représentation d’un signal de base par une approximation faite à l’aide
de la convolution sphérique, adapté de Kazhdan 2015 [35].
À partir de données à haute résolution angulaire, il est possible d’estimer directe-
ment la distribution des orientations des ﬁbres d’un voxel sans avoir de connaissances
a priori sur le nombre de populations de ﬁbres présentes [55]. Cette méthode repose
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sur l’équation :
S(Θ, φ) = F (Θ, φ) ∗ R(Θ),
où S représente le signal, R la fonction de réponse des populations de ﬁbres, et F
la fonction de densité d’orientations de ﬁbres (fODF) (ﬁgure 1.7). À priori, si l’on
connaît la fonction de réponse R, il est possible d’obtenir la fODF en eﬀectuant une
déconvolution sphérique du signal S par R.
(a) (b) (c) (d) (e)
ﬁgure 1.7 – Représentation d’un croisement de ﬁbres dans la matière blanche, adapté
de Descoteaux et Poupon 2012 [18]. (a) Déplacement de l’eau (b) Directions princi-
pales (c) Tenseur de diﬀusion (d) ODF (e) fODF.
1.1.3 Tractographie
La tractographie est une technique permettant de recréer les ﬁbres de la matière
blanche du cerveau. Il existe deux grandes familles d’algorithmes de tractographie :
ceux qui sont locaux et ceux qui sont globaux. Dans notre cas, ce sont les algorithmes
locaux qui nous intéressent. À partir d’un champ de vecteurs que l’on intègre, on
peut reconstruire des chemins (ou plutôt des "streamlines") [43] [12]. Le champ de
vecteurs nécessaire pour que ces algorithmes fonctionnent peuvent provenir de diﬀé-
rentes sources, comme le vecteur propre principal en DTI [4], ou encore des multiples
directions de la fODF en HARDI [17]. On peut voir une illustration d’un faisceau de
ﬁbres recréé à l’aide de la tractographie à la ﬁgure 1.8.
Chaque courbe que l’on estime à l’aide d’un algorithme de tractographie représente
une ﬁbre, plus communément appellée "streamline". Les premiers algorithmes ayant
été développés font partie de la famille des méthodes déterministes. Cependant, ces
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ﬁgure 1.8 – Illustration d’un faisceau de ﬁbres issu de la tractographie.
algorithmes déterministes sont aﬀectés par plusieurs limitations, par exemple, une
sensibilité à l’estimation de la direction principale de la diﬀusion [17].
Aﬁn de tenter de résoudre ces problèmes, plusieurs algorithmes probabilistes ont
été développés. Par exemple, Berhens et al. [6] ont créé une méthode permettant d’es-
timer localement des fonctions de densité probabiliste pour des paramètres d’intérêt
d’un modèle de diﬀusion. Ils appliquent cette technique aux tenseurs de diﬀusion.
Une fois l’estimation faite, ils retrouvent une estimation globable de la connectivité
du cerveau. De façon plus générale, les algorithmes probabilistes considèrent une in-
certitude dans les maximas à suivre, ou une distribution probabiliste des ﬁbres lors de
la tractographie. Nous nous intéressons particulièrement aux algorithmes utilisant les
fODFs puisque celles-ci peuvent être considérées comme étant des fonctions de den-
sité de probabilité de ﬁbres [17]. On peut voir à la ﬁgure 1.9 la diﬀérence de concept
entre la tractographie déterministe et probabiliste. Dans l’exemple probabiliste, on
voit très bien que l’incertitude permet d’emprunter un chemin diﬀérent de la direction
principale.
Généralement, les algorithmes probabilistes sont plus exigeants au niveau des cal-
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Aperture Cone
Principal direction
Aperture Cone
Principal direction
Probabilistic direction
a) b)
ﬁgure 1.9 – Illustration de la sélection de la direction principale à partir d’un champ
de tenseurs de diﬀusion. À gauche, la tractographie déterministe et à droite, la trac-
tographie probabiliste (adapté de Descoteaux et Poupon 2014 [18]).
culs, mais ils sont plus robustes par rapport aux eﬀets de volumes partiels et au bruit
dû à l’incertitude de la direction des ﬁbres. De plus, le résultat des algorithmes pro-
babilistes permet généralement d’obtenir une mesure de probabilité de connectivité
inter-voxel.
Jusqu’à maintenant, toutes les techniques qui ont été mentionnées sont dites hors-
ligne (ou "oﬄine"), c’est-à-dire que l’on exécute les algorithmes, pour ensuite les visua-
liser. Cependant, en 2014, Chamberland et al. [11] proposent une nouvelle technique
permettant de faire la tractographie en temps réel (RTT). L’algorithme nécessite une
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carte de maximas extraite (champ de vecteurs) d’une carte de fODFs. Ces maximas
sont ensuite utilisés lors de la tractographie en temps réel pour prendre des décisions
quant à la direction à prendre lors du traçage, suivant cette équation :
Vn+1 = (fVn) + (1 − f)((1 − g)Vn−1 + gVn),
où les diﬀérents V représentent des directions scalaires de diﬀusion (x,y,z), f est la
valeur de la FA (cela peut être n’importe quelle autre valeur scalaire tiré d’une carte
ou d’un masque) dans le voxel courant et g est la valeur du poids que l’on donne aux
deux directions impliquées dans l’équation.
Plusieurs paramètres sont impliqués dans ce type d’algorithmes. Ces paramètres
sont :
— la zone d’initialisation : C’est la zone à partir de laquelle on lance la tracto-
graphie. Cette zone peut être un masque de la matière blanche si on veut créer
un tractogramme complet, ou encore une région d’intérêt de quelques voxels,
si une zone ou un faisceau nous intéresse en particulier.
— le pas de propagation : C’est la distance par laquelle l’algorithme évolue
entre chaque point d’une "streamline". Ce pas varie généralement entre 0.2mm
et 1mm [14] [53] [12] en fonction de la résolution spatiale de l’image. On peut
en voir un exemple sur la ﬁgure 1.9 en tant que δr.
— le masque de tractographie : L’algorithme de tractographie doit s’eﬀectuer
à l’intérieur de la matière blanche, puisque c’est dans ces tissus que les direc-
tions extraites des données de la diﬀusion sont les plus cohérentes. On utilise
souvent une carte de FA, puisque la matière blanche a des valeurs plus élevées
que les autres tissus du cerveau dans celle-ci. Cette carte est généralement
seuillée aﬁn de garder principalement la matière blanche.
— l’angle d’ouverture : C’est le maximum que la valeur de l’angle entre deux
directions consécutives peut prendre lors du traçage d’une "streamline". Si cet
angle est trop grand, on arrête l’exécution de l’algorithme. On peut en voir un
exemple sur la ﬁgure 1.9 en tant que θ, ainsi que le cône d’ouverture maximale
associé.
— le seuil de longueur minimum et maximum : Si une "streamline" n’atteint
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pas le seuil minimum de longueur, elle est rejetée, étant généralement trop
courte pour être d’un quelconque intérêt. On pourrait penser à une "streamline"
s’étant arrêtée prématurément à cause d’un angle d’ouverture trop élevé. On
peut également rejeter celles qui dépassent le seuil maximum de longueur, car
l’on suppose que celles-ci sont trop longues pour représenter un faisceau réel.
L’avantage du RTT est de pouvoir voir les eﬀets qu’ont les paramètres de l’algo-
rithme en temps réel. Cela permet d’obtenir des paramètres qui sont optimaux pour
pouvoir lancer un algorithme hors-ligne aﬁn d’avoir un tractogramme d’un cerveau
complet. Cela permet également d’explorer des cerveaux anormaux ou pathologiques
en changeant les paramètres par défaut en temps réel. Par exemple, en neurochirurgie,
lorsqu’un patient a une tumeur, on veut pouvoir visualiser l’eﬀet que celle-ci a sur les
ﬁbres avoisinantes, sans avoir à créer un tractogramme complet.
1.2 Visualisation de la diﬀusion
Aﬁn de mieux comprendre les données d’imagerie médicale, il est important de
pouvoir les visualiser. Au ﬁl du temps, plusieurs techniques ont été développées aﬁn
de pouvoir observer ces diﬀérents types de données.
1.2.1 Visualisation d’images
La première technique de visualisation est de représenter les données sous forme
de volumes à trois dimensions. On utilise cette technique pour montrer, entre autres,
des cartes d’anisotropie fractionnelle (FA), ou encore une carte de couleurs (RGB)
permettant de voir l’orientation de la diﬀusion, comme à la ﬁgure 1.10. De plus, on
peut généralement visualiser le tout directement en trois dimensions, mais on peut
également les visualiser selon les trois diﬀérents axes 2D, que l’on peut voir sur la
ﬁgure 1.11 : axial, coronal et sagittal.
1.2.2 Visualisation de glyphes
Une autre technique de visualisation extrêmement fréquente dans le domaine de
l’imagerie médicale est la visualisation de glyphes. Une glyphe est un petit objet
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ﬁgure 1.10 – Vue d’une coupe axiale de la FA (gauche) et d’une carte RGB
(droite)(adapté de Descoteaux 2008 [14]).
ﬁgure 1.11 – Anatomie représentée à la fois en 3D et en 2D selon les trois axes (axial,
coronal et sagittal).
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visuel indépendant représentant plusieurs attributs d’un type de données. C’est la
technique qui est utilisée aﬁn de représenter les tenseurs, les ODFs ainsi que les
maximas. Chacun de ces types de glyphes sont représentés à la ﬁgure 1.12.
(a) Tenseurs (b) fODFs
(c) Maximas
ﬁgure 1.12 – Diﬀérents types de glyphes.
1.2.3 Visualisation de streamlines
Aﬁn de représenter les ﬁbres du cerveau, on utilise les lignes de courants, ou
plutôt les "streamlines. Une "streamline" est une suite de points représentant une
courbe (illustrée à la ﬁgure 1.13). La couleur de chaque segment de cette courbe
représente la direction de la ligne. Par exemple, un segment de droite parallèle à l’axe
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(a) (b)
ﬁgure 1.13 – Illustration simpliﬁée d’une "streamline" à l’aide de points (a) et le
faisceau résultant, composé de multiples "streamlines".
des x sera rouge, alors qu’un autre étant plutôt parallèle à l’axe des y sera bleu, et
le vert est reservé à l’axe des z. Toutes les lignes n’étant pas parallèles à un de ces
axes principaux sera un mélange de ces diﬀérentes couleurs. Un exemple de plusieurs
"streamlines" formant un faisceau est présenté à la ﬁgure 1.13.
1.2.4 Visualisation de tractogrammes
Grâce à la tractographie, il est possible de générer des "streamlines" représentant
les ﬁbres du cerveau. Lorsqu’on fait de la tractographie partout à l’intérieur du cer-
veau, on obtient ce qu’on appelle un tractogramme. C’est un ensemble de streamlines
qui représente le cablâge du cerveau. On peut, par la suite, se servir de ce tracto-
gramme aﬁn de faire de la dissection virtuelle dans le but d’analyser l’anatomie du
cerveau d’un patient, ou encore de planiﬁer une chirurgie en fonction des déforma-
tions qu’on peut observer autour d’une tumeur. Un tractogramme (66,540 ﬁbres) est
illustré à la ﬁgure 1.14.
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ﬁgure 1.14 – Tractogramme d’un cerveau complet (66,540 ﬁbres).
ﬁgure 1.15 – Exemple d’un ensemble de faisceaux du cerveau (adapté de Klein 2009).
1.2.5 Visualisation de faisceaux
Lorsqu’on eﬀectue de la tractographie dans le but d’obtenir un tractogramme, on
peut regrouper plusieurs ﬁbres suivant un chemin commun en une entité qu’on appelle
un faisceau. Aﬁn de former ces faisceaux, on utilise une technique de regroupement,
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par exemple QuickBundles [24], aﬁn de rassembler les ﬁbres. Une fois le regroupement
eﬀectué, on peut ensuite procéder à l’aﬃchage des faisceaux. On peut par la suite
les aﬃcher sous forme d’enveloppes convexes, ou plus simplement en colorant de
diﬀérentes couleurs les ﬁbres appartenant à diﬀérents faisceaux, comme sur la ﬁgure
1.15 (Klein et al. 2009 [36]). Cela permet d’explorer plus facilement notre jeu de
données, et de retrouver les faisceaux qui sont pertinents beaucoup plus rapidement,
surtout pour quelqu’un connaissant un peu moins l’anatomie du cerveau. On peut
ainsi présenter les faisceaux du langage (Catani et Mesulam 2008 [9], ﬁgure 1.16 (a))
ou de la vision (Yamamoto et al. 2007 [65], ﬁgure 1.16 (b)).
1.2.6 Visualisation de connectomes et graphes
Finalement, il est aussi intéressant de pouvoir représenter visuellement les connexions
du cerveau. Un connectome permet de visualiser les connexions neuronales à l’inté-
rieur du cerveau. De plus, à partir d’un connectome, il est possible par la suite,
en déﬁnissant des zones du cerveau, de représenter ces connexions sous forme d’un
graphe. On peut voir un superbe exemple tiré d’un article de Irimia et al. [32] à la
ﬁgure 1.17.
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(a) Arcuate fasciculus (adapté de Catani 2008)
(b) Optic radiation (adapté de Yamato 2007)
ﬁgure 1.16 – Divers faisceaux du cerveau.
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ﬁgure 1.17 – Exemple d’un graphe illustrant toutes les connections entre les zones du
cerveau pour un sujet (adapté de Irimia 2012 [32]).
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The programmers of tomorrow are the wizards of the future.
You’re going to look like you have magic powers compared to
everybody else.
Gabe Newell
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Chapitre 2
Visualisation dans le web
Dans ce chapitre, nous verrons l’historique de la technologie principale derrière la
création du Fiberweb. Par la suite, certaines décisions du design de notre application
web seront expliquées, plus précisément le choix de la boîte à outils qui est utilisé par
le Fiberweb. On verra aussi le design général de l’application.
2.1 Visualisation dans le web
2.1.1 HTML5
HTML5 est la technologie principale qui a permis à la visualisation web d’être ce
quelle est aujourd’hui. En 2004, la Fondation Mozilla ainsi que la compagnie Opera
Software ont créé un groupe de travail appelé le "web Hypertext Application Tech-
nology Working Group" (WHATWG) aﬁn de réactiver le développement du format
HTML. Ce groupe avait également le devoir de répondre à des besoins complètement
nouveaux, tout en se modernisant et en se basant sur des technologies plus récentes
et plus simples [60].
En 2007, suite à un sondage auprès d’un comité de plus d’une centaine de déve-
loppeurs, la décision a été prise de reprendre les travaux du WHATWG comme point
de départ aﬁn de former la spéciﬁcation HTML5 [61].
Sept ans plus tard, en octobre 2014, HTML5 devient la recommandation oﬃcielle
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du World Wide Web Consortium (W3C) et devient donc le standard du web pour le
développement de pages et d’applications web [62].
HTML5 amène avec lui plusieurs nouvelles fonctionnalités. Il introduit entre autres
de nouveaux éléments et attributs qui sont à jour et plus utiles par rapport aux sites
webs modernes. Par exemple, on remplace l’ancien élément <object> par <audio>
et <video>. En plus de l’introduction de ces nouvelles méthodes de balisage, HTML5
amène avec lui son lot de nouvelles interfaces de programmation applicative (plus
communément appellé API pour le terme anglophone Application Programming In-
terface). Une de ces APIs sera le point de départ de la visualisation web tel qu’on
la connaît aujourd’hui : le canvas. Cette API permet à l’intérieur d’une page web de
dessiner divers éléments animés ou interactifs à l’écran, en deux dimensions, lorsqu’un
utilisateur visite votre page.
2.1.2 JavaScript
HTML5 ne peut pas utiliser des APIs tel que le canvas par lui-même, c’est pour-
quoi on doit en plus utiliser le langage de programmation Javascript. Comme le nom
le laisse entendre, c’est un langage de programmation scripté. Cela signiﬁe que le
code est interprété, et dans notre cas, c’est le navigateur web qui s’en charge. Géné-
ralement, Javascript est considéré moins performant qu’un langage compilé comme
C++, surtout lorsqu’un programme est exigeant, telle qu’une application de rendu
graphique. Cependant, le Javascript a l’avantage d’être supporté facilement sur plu-
sieurs plateformes diﬀérentes puisque son code est interprété.
2.1.3 Canvas3D
Durant le développement de HTML5, Vladimir Vukićević, un développeur tra-
vaillant pour la Fondation Mozilla présente une nouvelle idée, celle d’utiliser les ca-
pacités du canvas aﬁn de pouvoir faire du rendu 3D. C’est à partir de cette prémisse
que Vukićević développe un prototype qui permet de créer un contexte 3D d’OpenGL
directement dans le canvas. Son prototype est tout d’abord basé sur OpenGL ES
1.1.4 et il se nomme Canvas3D [59] . Un peu plus tard, en 2007, deux extensions de
Canvas 3D sont disponibles pour Firefox, l’une toujours basée sur la même version
27
2.1. Visualisation dans le web
d’OpenGL, et l’autre sur la version 2.0 . Vukićević a choisi OpenGL car c’est une API
qui n’a plus besoin de prouver ses mérites inter-plateforme et qui est déjà standardisée
(Vukićević 2007 [59]). Par la suite, Canvas3D sera transformé en WebGL.
ﬁgure 2.1 – Rendu d’une théière avec Canvas3D (adapté de Vukićević 2007 [59]).
2.1.4 WebGL
WebGL [40] est une technologie permettant de gérer des éléments graphiques direc-
tement à l’intérieur d’un fureteur internet. Ceci a été rendu possible grâce à l’arrivée
de la technologie HTML5, et plus précisément grâce à une de ses caractéristiques ap-
pelée le canvas. L’élément canvas s’avère être une zone rectangulaire dans laquelle on
peut dessiner à l’intérieur même d’une page HTML5. Cet élément peut être modiﬁé
à l’aide de Javascript. Cette technologie a été développée aﬁn d’être plus portable
qu’une librairie graphique traditionnelle, puisqu’un simple fureteur internet en est la
seule exigence. WebGL est basé sur la technologie de la librairie graphique OpenGL
ES (version 2.0) et le langage de shading d’OpenGL (GLSL, version 1.0). WebGL
est supporté par la majorité des fureteurs internet tel que Google Chrome et Mozilla
Firefox. Aﬁn de simpliﬁer l’utilisation de WebGL et ajouter un niveau d’abstraction,
plusieurs boîtes à outils on été créées.
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2.1.5 Revue de diﬀérentes boîtes à outils
La première étape dans le processus de création du FiberWeb a été le choix de
la boîtes à outils qu’on utilise pour intéragir avec WebGL. Une boîte à outils est
un ensemble d’éléments permettant d’aider à travailler et utiliser, dans notre cas,
WebGL. Les trois boîtes qui ont été testées sont : XTK, Scene.js et Three.js. Aﬁn de
tester chacune d’elles, trois prototypes permettant d’aﬃcher un cerveau ont été créés.
Chacun de ces prototypes étaient comparés principalement par rapport au temps né-
cessaire pour charger les données de cerveau, ainsi que la vitesse d’aﬃchage lorsqu’on
visualise celles-ci. Après avoir créé chaque prototype, les résultats ont montré que la
vitesse de chargement était comparable pour chaque librairie, et la vitesse d’aﬃchage
également. Puisque les performances étaient très similaires, le choix de la librairie
s’est basé sur d’autres critères, telle que la facilité d’utilisation du code.
XTK
XTK [27] est une boîte à outils pour WebGL. Elle a été créée spéciﬁquement
pour pouvoir faire de la visualisation scientiﬁque. C’est également la librairie qui est
à la base du logiciel de visualisation Slice:Drop. Ce logiciel permet de visualiser en
temps réel des données d’imagerie médicale. XTK permet entre autre d’intéragir avec
les formats d’imagerie médicale standards tel que Niifti ou TrackVis. Cependant, la
librairie ne laisse pas autant de liberté que d’autres étant plus générale. Par exemple,
il y a déjà des objets pour les anatomies, ou encore, les ﬁbres. Il y a donc de meilleurs
choix si on veut avoir une plus grande liberté pour intéragir directement avec nos
données.
Scene.js
Scene.js [34] est une autre boîte à outils permettant d’exploiter WebGL. La dif-
férence principale est que cette librairie utilise un graphe de scène comme structure
générale de données aﬁn de représenter la scène graphique. L’utilisation de cette struc-
ture permet notamment de pouvoir appliquer des transformations sur plusieurs objets,
puisqu’elle est représentée comme un arbre. Donc, si on applique une transformation
sur un parent, tous les enfants seront aﬀectés également. De plus, contrairement à
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XTK, la librairie est un peu plus générale. Plutôt que d’avoir des objets représentant
des données d’imagerie médicale, elle donne accès à des géométries.
Three.js
Three.js [7] est encore une fois une boîte à outils permettant d’intéragir avec
WebGL de façon simple. Tout comme Scene.js, cette librairie donne accès à un bon
nombre de géométries simples plutôt qu’à des objets d’imagerie médicale. Elle possède
aussi les outils de base pour gérer des caméras, la lumière, ainsi que des géométries
plus complexes tel qu’un maillage. Par contre, elle n’utilise pas comme structure de
données le graphe de scène. Des trois boîtes à outils qui ont été mentionnées, c’est
de loin la plus active avec des contributions fréquentes, alors que les deux autres n’en
ont eues aucune depuis 2015.
2.2 Design général
Une fois la boîte à outils choisie, il a fallu choisir le design général de l’application.
Comme on peut le voir sur la ﬁgure 2.2, chaque aspect du Fiberweb est détaché du
reste de l’application. Cela permet entre autre de se retrouver plus facilement dans
le code et ainsi déﬁnir clairement ce que chaque élément doit faire. De plus, il sera
plus facile de faire la transition vers une implémentation "multi-threader" si jamais
cela semble être nécessaire.
ﬁgure 2.2 – Diagramme représentant le design général du Fiberweb.
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2.3 Logiciels pré-existants
Le Fiberweb n’est pas le seul logiciel permettant de faire de la visualisation à
l’intérieur du web. Ce sont en partie ces applications déjà existantes qui ont servi
d’inspiration pour le développement de notre projet, et qui ont servi de point de
départ sur lequel poursuivre la construction de notre application.
ﬁgure 2.3 – Slice:Drop.
2.3.1 Slice:Drop
Slice:Drop [26] est un logiciel qui permet de visualiser diﬀérents types de don-
nées, comme des ﬁchiers trackvis ou NiFTI. Il permet également de visualiser des vo-
lumes, comme des maillages représentant un cerveau, ou encore un vaisseau sanguin.
Slice:Drop est un logiciel qui a été fait à partir de XTK. C’est un choix judicieux
pour faire de la visualisation, puisque la majorité du code pour gérer les données
d’imagerie médicale est fourni. Cependant, Slice:Drop ne permet aucune interaction
avec ses données. On peut voir à quoi ressemble Slice:Drop à la ﬁgure 2.3.
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ﬁgure 2.4 – Brain Networks.
2.3.2 Brain Networks
Brain Networks est un logiciel développé par un groupe de chercheurs de l’institut
Max Planck [29]. Il permet de visualiser des données structurelles ainsi que fonc-
tionelles de connectivité. Cependant, le logiciel ne permet pas d’utiliser ses propres
ﬁchiers, seulement des exemples contenus à l’intérieur même de l’application. On peut
voir un exemple de visualisation à l’intérieur de Brain Networks à la ﬁgure 2.4.
2.3.3 Article interactif
Avant de développer Brain Networks, l’institut Max Planck s’était déjà aventuré
dans le domaine de la visualisation web [22]. En 2011, ils ont créé une page représen-
tant un article de Friederici [21]. On peut explorer sur ce site les diﬀérents faisceaux
les plus importants de cet article. La quantité de données que l’on peut visualiser est
assez retreinte. Cependant, c’est l’une des applications web les plus anciennes per-
mettant de faire de la visualisation web d’imagerie médicale en trois dimensions. On
peut voir à quoi cette page ressemble sur la ﬁgure 2.5.
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ﬁgure 2.5 – Version interactive de l’article de Friederici.
2.3.4 AFQ Browser
Plus récemment, une autre application web d’imagerie médicale est apparue : AFQ
Browser [49]. C’est une application permettant de visualiser les résultats d’un algo-
rithme de quantiﬁcation automatique de ﬁbres (AFQ). Le logiciel permet d’observer
en détails les résultats en lien avec les tractes choisies par de l’utilisateur ainsi que
les sujets voulus. Cela permet d’interpréter plus facilement les chiﬀres obtenus par
l’AFQ, et d’avoir accès à toutes ses propres données sur une seule page, permettant
aussi de tirer des conclusions plus rapidement. On peut voir un exemple à la ﬁgure
2.6.
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ﬁgure 2.6 – AFQ Browser.
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To create a new standard, you have to be up for that challenge
and really enjoy it.
Shigeru Miyamoto
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Chapitre 3
Fiberweb : diﬀusion visualization
and interactivity in the browser
Résumé
L’article présente la nouvelle application Fiberweb. C’est un logiciel permettant
non seulement de visualiser des données d’imagerie médicale, mais aussi d’interagir
avec elles, le tout directement à l’intérieur d’un navigateur web. La plateforme web
est désormais omniprésente dans le monde moderne, et pourtant, elle est encore assez
inexplorée dans le domaine de l’IRMd. Les quelques applications déjà existantes ne
permettent pas de faire des interactions telle que la sélection de "streamlines", ou en-
core du RTT déterministe et probabiliste. De plus, cet article introduit cet algorithme
de RTT probabiliste. Les résultats qui sont présentés démontrent le potentiel de vi-
sualisation de données d’imagerie médicale du web ainsi qu’une comparaison à la fois
qualitative et quantitative de notre nouvel algorithme avec une méthode hors-ligne.
Cela est eﬀectué en reconstruisant trois faisceaux du cerveau.
Contributions
Les contributions principales de cet article sont :
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— L’introduction du Fiberweb, une nouvelle application web permettant à la fois
de visualiser des données d’imagerie médicale ainsi que d’intéragir avec celles-
ci.
— La présentation d’un nouvel algorithme de tractographie probabiliste en temps
réel.
— Les résultas de la visualisation de divers types de données d’IRMd.
— Une comparaison qualitative et quantitative entre notre nouvel algorithme de
RTT probabiliste et une méthode hors-ligne.
Commentaire
Cet article a été soumis en vue d’être publié dans la revue "Frontiers : NeuroIn-
formatics". Fiberweb a été initialement présenté lors de la conférence Breaking the
Barriers of Diﬀusion MRI (ISMRM workshop septembre 2016), voir l’abstract à
l’annexe A.
37
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Abstract
Data visualization is one of the most important tool to explore the brain as we know
it. In this work, we introduce a novel browser-based solution for medical imaging
data visualization and interaction with diﬀusion-weighted magnetic resonance ima-
ging (dMRI) and tractography data : Fiberweb. It uses a recent technology, WebGL,
that has yet to be fully explored for medical imaging purposes. There are currently
very few software tools that allow medical imaging data visualization in the brow-
ser, and none of these tools support eﬃcient data interaction and processing, such
as streamlines selection and real-time deterministic and probabilistic tractography
(RTT). We show results of the visualization of medical imaging data, and demons-
trate that our new RTT probabilistic algorithm can compare to a state of the art
oﬄine algorithm. Overall, Fiberweb allows the user to interact and process his data
in ways that were not previously possible in the browser, which opens great perspec-
tives for quality control and neurosurgical navigation on browser-based mobile and
static devices.
Keywords : diﬀusion MRI, tractography, medical visualization, interaction, web, WebGL
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3.1 Introduction
In recent years, the world has seen a huge increase in the use of mobile devices
and web technologies. It is becoming more and more important that all resources are
always available at anytime, anywhere (e.g. Dropbox, GoogleDrive, iCloud, OneDrive,
and many other such providers). Currently, in the ﬁeld of medical imaging, there are a
lot of software tools to view and interact with data. However, only a few exist for the
browser, even with all the recent possibilities that the Web Graphics Library (WebGL)
enables. Having the possibility to simply load a web page to start interacting with
brain imaging data would open possibilities for the whole ﬁeld.
There are a few existing software tools that are currently available and oﬀer visua-
lization of medical imaging data in the web browser. First, there is Slice :Drop ( [26]).
It allows its users to visualize anatomies, streamlines and volumes that are on their
computer, and the ﬁle types it supports cover most of the standard medical imaging
formats (e.g. NIFTI, TrackVis .trk, etc.). Then, there are two web applications that
were developed by the Max Planck Institute. In 2011, they made an interactive web
page covering an article by Friederici ( [21], [22]). It allows the user to view the va-
rious ﬁber bundles presented in said article. In 2014, they developed Brain Networks
( [29]), which allows exploring structural and functional connectivity data provided
by the application. Finally, the AFQ Browser ( [49]) was created to visualize the
results obtained by Automated Fiber Quantiﬁcation (AFQ [66]). Speciﬁc results can
be selected from desired white matter bundles and subjects. All of those tools are
strictly for visualization. An interesting evolution would be to allow interaction with
the data. For instance, one could want to virtually dissect a tractogram, or rapidly
explore tractography results of a tumor patient in real-time.
In this work, we propose Fiberweb, a web-based visualization tool with additional
processing and interaction capabilities. The contributions of this work are :
— Visualization of 3D volumes ("anatomies") and principal diﬀusion directions
("peaks").
— Full-brain tractogram (up to 75,000 "streamlines") loading and smooth inter-
action using a selection object. This enables virtual dissection manipulations
directly in Fiberweb.
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— Real-time deterministic and probabilistic web-based ﬁber tractography.
These features allow the user to interact and process his data in ways that were
not previously possible in the browser. This means no installation is required for the
user, and no server is required for backend computation. This opens great perspectives
for quality control and neurosurgical navigation on browser-based mobile and static
devices.
3.2 Methods
3.2.1 Visualization in the web
WebGL ( [59], [40]) is the driving technology that enabled the creation of Fiberweb.
WebGL’s creation was made possible by the arrival of HTML5, and more speciﬁcally
one of its new features, the canvas element. This element allows the creation of a
drawable region in the browser, which can then be modiﬁed using JavaScript. WebGL
is a low-level graphics library for 3D rendering in the browser and is functional with
all the major players, such as Chrome, Firefox, Edge and Safari.
Three.js
To simplify the development of Fiberweb, a high-level library called Three.js ( [7])
was used. This library wraps WebGL calls and makes it more convenient to use
shaders, manage scenes and render primitives (e.g. lines). According to stats.js.
org (as of january 2017), Three.js is one of the most used WebGL library (it is used
by AFQ Browser), and has a very active community, leading to constant updates. This
will make it easier to upgrade Fiberweb over time. It is also lower level than the X
toolkit ( [27], used by Slice :drop), making it a better choice for this implementation,
since basic objects need to be directly manipulable for performance reasons.
Visualization techniques
Fiberweb can currently display three types of medical imaging data : anatomies
(peaks) and streamlines. These datasets can be visualized both from a 3D perspective
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as well as a 2D one, as seen in Figure 3.1. This is implemented using four diﬀerent
renderers, one for the three dimensional view, and three for two dimensional views,
representing the axial, coronal and sagittal views (Figure 3.1). The 3D view can
be manipulated through translations, rotations and zooms. For the 2D views, only
translations and zooms are available (see video at www.imeka.ca/FiberWeb).
ﬁgure 3.1 – Anatomy visualization in 3D and 2D views inside Fiberweb.
"Anatomies" are any 3D volume datasets, such as T1, T2, fractional anisotropy
(FA), mean diﬀusivity (MD), and colored FA (4D image). They are represented by
plane buﬀer geometries. These are simple textured planes, both in 3D and 2D. These
textures are computed during the initialization. They can be navigated through with
the help of diﬀerent sliders for each view. When a slice change is made, planes are
simply translated, and a simple texture swap is applied since they are already loaded
in memory.
Next are the "peaks", which are 4D volumes. The ﬁrst three represent the coordi-
nates of a peak (X,Y,Z). The fourth one contains the directions extracted from the
ﬁber ODFs (X,Y,Z,N where N = (x1, y1, z1, ..., x5, y5, z5)). Up to 5 directions can be
kept per ﬁber ODF. The peaks can have an additional α parameter to represent the
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maxima’s uncertainty (described later for probabilistic tracking, see Figure 3.6) if the
dataset is probabilistic (X,Y,Z,α). Peaks are represented by another object provided
by Three.js called line segments (Figure 3.2). However, the geometry as well as the
colors need to be recomputed for each new rendered slice, since this is computed only
for the currently displayed slice (see video at www.imeka.ca/FiberWeb).
ﬁgure 3.2 – Anatomy and peaks visualization in 3D and 2D views inside Fiberweb.
Finally, there are the "streamlines". A streamline is a set of 3D points (pi =
(xpi , ypi , zpi), wherei ∈ (1, N)andNisthenumberofpointsinthestreamline). The dis-
tance between two consecutive points is called the step size, and is usually regular,
though not required. Each pair of points of a streamline is represented by a line
segment. During the initialization process, the color for each segment is computed.
In the 3D view, line segments are simply drawn. However, in the multiple 2D views
available, only the part of the streamlines matching the currently displayed anatomy
slice are drawn. This is implemented through a shader which calculates the volume
in which lines will be displayed, as seen on Figure 3.3. This also means that whenever
the slice is changed, only the parameters sent to the shader are changed, making it
extremely eﬃcient and fast. As it will be discussed later, Fiberweb currently works
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best with streamlines datasets of up to 75,000 streamlines, which on average have 100
points per streamline. To sum up, there are currently two ways to visualize stream-
lines : viewing all the streamlines in 3D, or viewing only the intersected streamlines
with the planes of the anatomies in the 2D views, as seen in Figure 3.3 (see video at
www.imeka.ca/FiberWeb).
ﬁgure 3.3 – Anatomy and streamlines visualization inside Fiberweb, with the inter-
sected streamlines in the 2D views.
3.2.2 Interactions and processing
Fiberweb supports various interaction mecanisms : streamlines selection and real-
time tractography.
Selection
Fiberweb provides a streamlines selection mecanism based on a points inclusion
test. All streamlines having at least one point inside the selection box will be displayed.
To reduce complexity and increase performance (trying to ensure that feedback
is provided in real time), an octree ( [41]) is used to classify streamlines points. An
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octree is a data structure that recursively subdivides space in eight smaller regions
until a certain level of simpliﬁcation is obtained. Once the space is divided, each
point is classiﬁed into the octree. This results in a much smaller search space and
fewer points to search through.
Even though an octree was already available in Three.js, a new implementation
was done in Fiberweb. The main reason was that the octree of Three.js dynamically
transforms the octree every time a new element is added to it. Since a full dataset of
streamlines contains a high number of points, it was unnecessarily slow to initialize,
especially since the position of the points is static and known a priori.
Menu and parameters
From the data drop-down menu (see Figure 3.5), the user can select which anatomy
and which map of peaks are selected as a reference for the real-time tractography.
The box size can be modiﬁed by the user both for the selection and the tractography,
as seen on Figure 3.4. The rest of the parameters are speciﬁcally for the latter ( [11]).
Fiber length changes the minimum and maximum span a ﬁber must have to be valid.
The ﬁber angle is the maximum angle a new direction can have with the previous
one. The ﬁber mask parameter is the minimum value the voxel needs to have to
continue tracking. The step size is the distance the tracking travels at every step of
the algorithm. The number of seeds determines the quantity of streamlines the results
will have. Finally, the ﬁber puncture is a variable that weighs the incoming direction
of the tracking as well as the next one ( [11]). The equation that the deterministic
RTT algorithm follows is :
Vn+1 = (fVn) + (1 − f)((1 − g)Vn−1 + gVn), (3.1)
where f is the FA (or GFA, AFD, or any other underlying scalar map or mask) at the
current voxel, g is the puncture value that was mentionned previously and V ∈ R3 is
the direction (x,y,z) which the algorithm follows (n − 1 is the previous direction, n is
the current direction and n + 1 is the next direction to follow).
Additionally, the user can save the computed/extracted streamlines, from both
the selection and the real-time tractography. The parameters are also saved, making
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ﬁgure 3.4 – Fiber bundle (part of the corpus callosum), result of the real-time trac-
tography, with the initialization box (red) in the mid-sagittal slice of the CC and the
following parameters : angle threshold of 50 deg, ﬁber length minimum of 10mm and
maximum of 200mm, FA threshold of 0.1, a step size of 0.5mm, 10 seeds per axis and
a puncture value (g) of 0.2.
it easier for a user to recreate its selection or tracking.
Deterministic real-time tractography (RTT)
Chamberland et al.’s [11] deterministic RTT algorithm, which was originally imple-
mented in the Fibernavigator ( [58]), was implemented in Fiberweb. In order to use it,
the ﬁrst step is to load a precomputed map of peaks. These peaks are extracted from a
map of ﬁber ODFs ( [54], [17]) or any other diﬀusion model (multi-compartment mo-
dels, DSI, etc. . . ) ( [50], [63], [16], etc.) and correspond to the maximas found in each
voxel. Once the peaks are computed oﬄine, the tracking starts by seeding randomly
inside a small selection box. This seeding strategy is known as region-of-interest (ROI)
seeding, which was chosen over complete seeding, which seeds everywhere in the tra-
cking mask ( [4], [8], [14]). For each seed, a random peak is selected from the voxel at
its current position. The tracking consists in taking the current position, comparing
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ﬁgure 3.5 – Fiberweb menu and parameters.
the current tracking direction with all the peaks of the current voxel, and selecting
the one with the smallest angular diﬀerence. Then, the current direction as well as the
next direction are weighted with a user-deﬁned variable. The algorithm then moves
a step in this resulting direction. These steps are repeated until various possible end
criteria are met, such as ﬁber length. As can be seen at www.imeka.ca/FiberWeb,
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one can change the tracking parameters in real time (FA threshold, step size, curva-
ture θ angle, puncture). This allows one to explore his peaks in real time for quality
assurance or exploration purposes. [11] have shown the power of such an approach
for surgical planning and exploring the white matter architecture around the tumor.
Probabilistic RTT
FiberWeb also introduces a new probabilistic real-time tracking technique, buil-
ding on the already existing deterministic RTT technique. Instead of loading the stan-
dard peaks ﬁle containing only the directions of the maximas, the user needs to load a
peaks ﬁle also containing the uncertainty αi (X,Y,Z,N where N = (x1, y1, z1, α1, ..., x5, y5, z5, α5)).
The αi could come from any source, but in this work, a Dipy script (Supplemental
data) that computes the full width half max (FWHM) of each fODF peak is provi-
ded. As seen in Figure 3.6, one can play with the percentage at which the FWHM is
computed to have a more or less conservative α value around each fODF peak. To do
this, the fODF is mapped onto a sphere of the user’s choice, a 724 vertices symmetric
one in our case ( [23]). Then, starting from the diﬀerent maximas of the sphere, the
neighbouring vertices are traversed until reaching the desired fraction of the peak.
The angle between that vertex and the one from the maxima is then computed and
saved along with the peak.
ﬁgure 3.6 – Illustration of the uncertainty alpha parameter at 95%, 75% and 35% of
the maxima. The script to compute these alpha values for each fODF peak is given
in the Appendix.
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The ﬁrst part of the tracking algorithm is the same as for the deterministic version.
Seeds are chosen randomly in the selection box. Then, a random peak associated to
the voxel at the current position is chosen. Next, instead of simply following that
tracking direction, the uncertainty angle associated with that peak is fetched. Then,
a random direction in the "cone of uncertainty" formed by the uncertainty angle and
the peak is chosen. Then, the algorithm continues executing normally, with the extra
step of modifying the direction by an angle of uncertainty every time. Equation 3.1
then becomes :
Vn+1 = (fθ(Vn, α)) + (1 − f)((1 − g)Vn−1 + gθ(Vn, α)), (3.2)
where θ() represents the function modifying the direction V by picking a random
direction in a cone formed by its uncertainty α.
Dataset
The dataset used for the evaluation of the probabilistic tracking algorithm is found
on the SCIL website (http://scil.dinf.usherbrooke.ca/?page_id=822&
lang=en) and came originally from the Max Planck Institute ( [1], [17]). The data
was collected on a 3T Magnetom Trio scanner (Siemens, Erlangen) using a spin-
echo echo-planar-imaging sequence (TE/TR = 100 ms / 12 s) with a b-value of 1000
s/mm2 and 60 diﬀusion encoding gradients ( [33]). The dimensions are 93 x 116 x
93 isotropic voxel resolution of 1.72 mm for both the T1-anatomy and the fODF
map. The data comes from 8 healthy right-hand volunteers (4 males, 4 females), from
whom written consent was obtained. fODFs were estimated with Dipy ( [23]) using
a maximal spherical harmonics order of 8. Peaks were extracted using a tessellated
sphere with 724 points.
Evaluation and validation
To determine the validity of our new real-time tracking algorithm, the evaluation
was done in two ways, as similarly done in [11]. First, streamlines generated by our
algorithm were qualitatively compared to the results of an oﬄine probabilistic tra-
cking algorithm, as implemented in [25] and MRtrix ( [53]). The tracking was done on
48
3.3. Results
the same dataset. Then, a quantitative evaluation is done using the Dice coeﬃcient
( [19]), as done in [13]. Using the arcuate fasciculus, corpus callosum and corticospi-
nal tract, the reconstructed bundles from our RTT algorithm vs the oﬄine one are
compared using a weighted version of the Dice coeﬃcient to account for the density of
streamlines traversing each voxel (see Supplemental data for details). The evaluation
of the framerate of the application was done on a laptop with the following system :
Windows 8 64-bit, Video card (GPU) : NVIDIA GeForce GTX 675MX (4GB), CPU :
Intel(R) Core(TM) i7-3740QM @ 2.70GHz (4 cores), 16 GB RAM.
3.3 Results
3.3.1 Visualization
In this work, it is considered that the baseline performance for the visualization
part of the tool is to display an anatomical dataset. Displaying a peaks dataset does
not aﬀect the framerate in any noticeable way. In Figure 3.3, the Fiberweb interface
is shown simultaneously displaying an anatomical dataset and a set of streamlines. In
Figure 3.2, Fiberweb shows an anatomical dataset and its corresponding peaks dataset
too. Currently, the 3D view directly allows for picking, interaction and selection. In the
2D renderers (axial/coronal/sagittal), streamlines intersecting with the anatomical
dataset are shown (Figure 3.3).
The main bottleneck of Fiberweb is the display of streamlines in general. The
framerate and the maximal streamlines capacity are directly aﬀected by the number
of streamlines and the number of points per streamline. To avoid any potential bias,
all the streamlines datasets that were used are raw and have roughly the same average
number points per streamline (100 points). In Figure 3.7, it can be seen that doubling
the number of streamlines approximately halves the framerate per second (fps). With
25,000 streamlines, the framerate stops being aﬀected in a noticeable way, but memory
issues become problematic. With 80,000 streamlines, major memory issues arise due
to browser limitations. This makes it impossible to currently load very large datasets.
One could circumvent that problem by using a browser with a much higher memory
limit (like the Firefox Nightly version : https ://nightly.mozilla.org/ ). Other options
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are to use streamline compression ( [47], [48]) and grouping of similar streamlines
( [24]) would help the framerate and ﬂuidity of the application in the future since it
equates to showing less points per streamline, thus pushing the limit of the current
maximum number of streamlines.
ﬁgure 3.7 – Mean framerate (in frames per second (fps)) versus number of streamlines.
3.3.2 Streamline interactions
Every interaction in Fiberweb works in real time. The framerate is not impacted
whether or not the intersected streamlines are shown. This is because of the use of a
speciﬁc shader to show only the portion intersecting the anatomy. This means that
rendering the intersected streamlines is just like rendering standard streamlines.
The selection also has little impact on the framerate due to the use of an octree,
and this data structure does not impact the loading time of the streamlines. However,
when loading bigger streamline datasets, the framerate can drop when in areas of high
streamline density during the selection. The framerate is only aﬀected when moving
the selection box, going back to normal once it is stopped.
Real-time tractography can have a bigger impact on the framerate of Fiberweb.
A noticeable reduction in framerate is obtained when getting close to 1,000 seeds (10
seeds per axis). This drop is more present when tracking longer bundles. In general,
the number of seeds is the limiting factor. The rest of the parameters do not negatively
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(a) CST (Fiberweb) (b) CST (oﬄine)
(c) CC (Fiberweb) (d) CC (oﬄine)
(e) AF (Fiberweb) (f) AF (oﬄine)
ﬁgure 3.8 – Various bundles resulting from probabilistic tractography (real-time in the
Fiberweb vs oﬄine). Dice coeﬃcients are : CST (0.865), CC (0.928) and AF (0.811).
The yellow arrows show the location of seeding regions.
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impact the framerate. However, using stricter parameters can speed up the algorithm
since the streamlines will be shorter in general. Furthermore, just like the selection,
the problems with the framerate only exist when moving the box around, since this
is when the tractography is computed.
3.3.3 Probabilistic tractography : online vs oﬄine
The proposed probabilistic real-time tractography algorithm is based on a ﬁeld of
vectors (cartesian coordinates) of directions and their associated uncertainty angle.
This data is extracted from ﬁber ODFs and is compared to probabilistic tracking based
on fODF ( [25]). In the case of the data that was used in this work, the uncertainty
angles were extracted at 35% of their respective maxima value (see Figure 3.6).
To determine whether or not this proposed tracking was valid, both probabilistic
algorithms were used to generate 1,000 streamlines from the same regions (Figure
3.8), represented by a box of 2x2x2 voxels. This was done with the help of a selection
box in Fiberweb and with the use of a seeding mask for the oﬄine algorithm. The
parameters for both algorithms were the default ones. This was performed for three
diﬀerent bundles. The ﬁrst bundle compared is the corticospinal tract (CST). It is
important to note that both CSTs have projections to the cerebellum, which are most
likely part of the corticopontine tract. These are not ﬁltered out. All streamlines
produced from the seed region are shown. The second compared bundle is a part
of the corpus callosum (CC) under the primary motor cortex. The last bundle is
the arcuate fasciculus (AF). In each case, the reconstructed bundles are qualitatively
very similar. Overall, the online version always seems to produce slightly smaller and
conservative bundles, with less fanning.
tableau 3.1 – Comparison between oﬄine and online algorithms.
Bundles Weighted Dice coeﬃcient
CST 0.865
CC 0.928
AF 0.811
Bundles similarities were also quantitatively scored using a weighted Dice ratio.
Table 3.1 shows the overlap ratio between the oﬄine and online versions of each bundle
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that was evaluated. All three scores range between 81% and 93%. These are very
good overlap scores, considering the fact that both tracking algorithms use a diﬀerent
tracking equation and that the real-time Fiberweb version only uses peaks and their
uncertainty as opposed to the full fODF. This is also the reason why it is not expected
to ﬁnd a perfect agreement between the two algorithms. Also, this indicates that
overall, the two techniques share an excellent overlap varying slightly depending on the
bundle being reconstructed. This means that our real-time probabilistic tractography
algorithm rapidly produces an excellent approximation to a state of the art oﬄine
probabilistic tractography.
3.4 Discussion
Medical imaging software tools are often hard to install and hard to use for non-
technical users. Fiberweb bypasses that problem by being built for the web. This
makes the application cross-platform, and ready to use without the need for the
installation of anything outside of having a web browser that is up-to-date. Further-
more, out of the few visualization web applications that already exist, none allow for
real-time interaction and processing such as selection or real-time tractography.
3.4.1 New probabilistic algorithm
In this article, a modiﬁed version of an existing real-time tractography algorithm
was introduced, making it possible to use it in a probabilistic way. This allows for
a new way to visualize data in real time. It was validated qualitatively and quan-
titatively against a state of the art oﬄine tractography algorithm. When compared
visually, one can see that the oﬄine version of the bundles recreated tend to look more
probabilistic (more fanning and more spurious streamlines). This is due to multiple
factors. It is also important to remember that both algorithms use a diﬀerent tracking
equation and that the real-time FiberWeb version only uses peaks and an uncertainty
as opposed to the full fODF.
The uncertainty angle has the biggest impact on how probabilistic the algorithm
will be. Using a 100% threshold, the tractography would give results identical to the
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(a) 100% uncertainty (b) 50% uncertainty (c) 35% uncertainty
(d) 25% uncertainty (e) 15% uncertainty (f) 0% uncertainty
ﬁgure 3.9 – Various bundles resulting from probabilistic tractography, each with a
diﬀerent uncertainty percentage.
54
3.4. Discussion
deterministic version of the algorithm. Inversely, using a 0% threshold, the tracking
would take any random direction part of the ﬁber ODF. In our case, 35% was used
because it yielded the best Dice quantitative scores, while still looking probabilistic.
In Figure 3.9, it can be noted that lowering the uncertainty threshold induces more
jaggy streamlines, while also adding more spurious streamlines.
(a) Puncture of 0.2 (b) Puncture of 0.8
ﬁgure 3.10 – Probabilistic RTT of the CST for diﬀerent puncture values.
The puncture parameter of the real-time tractography algorithm can modify the
eﬀect of the uncertainty angle since it diﬀerently weighs the incoming and next direc-
tions. A higher puncture value will make it look more probabilistic, but also generate
more noisy spurious streamlines. Results in this paper were generated using a value
of 0.2 since it is the suggested value for the deterministic real-time tractography al-
gorithm ( [11]). In Figure 3.10, it can be seen that the changes of direction are much
smoother when the puncture value is of 0.2.
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The resolution of the sphere on which the ﬁber ODFs are mapped aﬀects the
accuracy of the uncertainty angle, even though it is the factor that has the least
impact on the ﬁnal result. Results presented in this paper were generated using a
sphere with 724 symmetrical vertices. A sphere with a lower resolution would give us
uncertainty angles that are less representative of the user-inputted percentage value
of a maxima, and not even an accurate maxima. The diﬀerence between two diﬀerent
sphere resolutions to display the same fODF can be seen in Figure 3.11.
(a) Sphere with 100 vertices (b) Sphere with 724 vertices
ﬁgure 3.11 – fODF represented by spheres of diﬀerent resolutions.
3.4.2 Applications
One of the applications of FiberWeb is quality assurance. With the possibility
to access a medical visualization tool anywhere or on any platform, without the
need for anything else, it will make it easier to validate and check smaller datasets.
For instance, suppose one has 1000 subjects in a tract-based white matter study.
One can imagine using the FiberWeb to rapidly inspect tractograms through a web
quality control interface such a CBRAIN ( [51]). Alternatively, before doing a full-
brain tractography of a million streamlines, it would be possible to explore smaller sets
of 25,000 streamlines beforehand really quickly, especially since parameters used for
tractography can change depending on the subject or region ( [45], [11]). Furthermore,
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with the help of the selection feature, it would be possible to validate the presence of
certain bundles.
Fiberweb could also be used as a teaching tool. For example, one could imagine a
scenario where a teacher in medical school would want to illustrate a few ﬁber bundles
to his class without having prepared for it. This could be achieved simply by opening
a web page, loading his medical brain data and using the visualisation, selection or
real-time tracking features of Fiberweb to display the bundles. Then, by just sharing
the data he used for the demonstration, every student could be able to review and
explore it on their own device without the need to install an external software.
The new probabilistic algorithm allows for a new way to explore data without the
need of having huge streamlines datasets, especially in the case where a speciﬁc region
of interest is the sole object of the exploration. For example, in neurosurgical planning,
it could be of great interest to use Fiberweb. Around regions of oedema, necrosis and
mass eﬀect due to the presence of a tumor, standard tracking parameters no longer
hold. It is important to be able to reduce the FA threshold, change the step size and
explore the uncertainty of the fODF peaks to present a more realistic representation
of the data to the surgeon. Having both deterministic and probabilistic RTT could
help more easily assess the eﬀect of the tumor mass eﬀect and oedema on the peaks,
diﬀusion measures and corresponding reconstructed streamlines. It could be the ﬁrst
step towards showing the surgeon the most probable and improbable streamlines
around and inside the tumor region of interest.
3.4.3 Future work
The ﬁrst goal of Fiberweb is to support larger datasets. Unfortunately, it is mostly
tied with the evolution of the varying browsers. Another main goal is making Fiber-
web work just as well on tablets as in the browser. With the recent release of WebGL
2.0, one of the ﬁrst task that will need to be done is to upgrade Fiberweb to use this
version, mainly through the Three.js library. WebGL 2.0 will bring performance up-
grades compared to the 1.0 version. For example, it will enable the use of 3D textures
instead of only 2D, which is great considering anatomies are just like 3D textures.
Currently, WebGL 2.0 was only announced, and it will probably be a while before
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it is widely available. Another major focus of Fiberweb will be to add new features.
Currently, only selection is available to interact with streamlines datasets. It would
be interesting to add the possibility to use more than one selection box to make the
streamlines selection possibly more precise. It would also be interesting to add ex-
clusion boxes for the same reason. Additionally, it would be great to add segment
based ﬁltering ( [30]) to Fiberweb to make sure the selection would work well with
compressed streamlines. Since performance is key, making Fiberweb multi-threaded
would be a good way to gain a lot of optimization, like splitting the rendering and
the algorithms into separate threads. Also, it would be interesting to add streamlines
compression and clustering during load time ( [48]), allowing us to load bigger da-
tasets. Finally, the last goal of Fiberweb will be to allow more ﬁle types to be used,
since currently, only NIFTI and TrackVis ﬁles are supported.
3.5 Conclusion
In this article, Fiberweb, a new browser-based medical dMRI tractography visua-
lization tool, was presented. This web application, unlike others of its kind, allows the
user to interact with his data through virtual dissection with the help of a selection
box, and through streamlines reconstruction in real time. Furthermore, it introduces
a new real-time probabilistic tractography algorithm. It was shown to perform very
closely to a state of the art probabilistic algorithm, both qualitatively and quan-
titatively. This makes data exploration eﬃcient, simple and fast. This is especially
appropriate when you want to look at a smaller region in the brain, or know the
eﬀect of anomalies, like a tumor, lesion or oedema. This new tool will be particularly
important to do quick quality validation imaging datasets, without the need to install
any external software, which are sometimes restricted to a speciﬁc platform. You can
see Fiberweb in action at : www.imeka.ca/FiberWeb.
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Conclusion
Contributions
Tout au long de ce mémoire, nous avons présenté un nouveau logiciel de visuali-
sation d’imagerie médicale du cerveau. Ce nouvel outil utilise la portabilité du web
aﬁn d’éliminer certains problèmes traditionnels qu’ont les logiciels, comme être spé-
ciﬁque à un système d’opération. Tous les pré-requis du Fiberweb sont directement à
l’intérieur de votre fureteur internet, qu’on soit sous Windows, OSX ou encore Linux.
Comme mentionné auparavant, il existe déjà plusieurs applications web permettant
de visualiser des données d’imagerie du cerveau, que ce soit des anatomies ou bien des
ﬁbres. Cependant, le Fiberweb permet également de traiter ces données. Il est possible
d’eﬀectuer de la dissection virtuelle à l’aide d’une boîte de sélection. Il est également
possible de faire de la tractographie en temps réel. En plus de la version de l’algo-
rithme qui est déterministe, le Fiberweb en introduit une autre, celle-ci, probabiliste.
Il a été montré que ce nouvel algorithme est comparable à une version qui ne fonc-
tionne pas en temps réel. Cela permet d’explorer ses données d’une nouvelle façon. Le
Fiberweb pourra être utile au domaine de la chirurgie notamment dans la préparation
des opérations. De plus, cette application a le potentiel d’être utilisée sur des tablettes
ou tout autre appareil portable, puisqu’il est facile d’accéder au web sur ceux-ci. On
peut retrouver des vidéos du Fiberweb en action au www.imeka.ca/FiberWeb.
Problèmes ouverts et non-résolus
Tout au long de son développement, le Fiberweb a également amené son lot de
nouveaux problèmes. Le plus important qui a été rencontré est la limite de la taille des
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jeux de données que le Fiberweb peut utiliser. Cependant, cette limite n’est pas due à
l’implémentation de l’application. En eﬀet, la majorité des fureteurs internet limitent
la quantité de mémoire qu’ils peuvent utiliser. C’est un problème qui touche parti-
culièrement les ﬁbres, puisque ce type de données prend généralement plus d’espace
en mémoire (environ 20mb pour 10,000 "streamlines" ; environ 200mb pour 100,000
"streamlines" ; environ 2gb pour 1,000,000 "streamlines"). Ce problème ne pourra être
réglé que d’une seule façon : avec l’évolution des fureteurs internet en général, car
leur limite de mémoire devrait continuer d’augmenter.
De plus, que ce soit pour les interactions que l’on peut présentement pratiquer
à l’intérieur du Fiberweb, ou bien pour de futures interactions, il sera important
d’améliorer la perfomance de l’application. Cela pourra être fait de multiples façons.
Tout d’abord, WebGL 2.0 a récemment été dévoilé. Basé sur OpenGL ES 3.0, cette
nouvelle version amènera son lot de nouveautés et d’améliorations. Par exemple, les
textures 3D seront supportées. Cela permettrait d’avoir une seule texture pour aﬃcher
une anatomie, plutôt qu’en utiliser plusieurs en mode 2D. De plus, une autre façon
simple d’améliorer la performance du Fiberweb serait de le rendre "multi-threader".
En séparant les tâches de rendu et les algorithmes d’interaction dans des "threads"
diﬀérentes, on gagnerait beaucoup de vitesse d’aﬃchage. En eﬀet, puisque le Fiberweb
est présentement "single threaded", lorsqu’un algorithme devient plus lourd en terme
de performance (on peut penser à la tractographie en temps réel avec beaucoup
de "seeds"), l’aﬃchage est également aﬀecté. Cela permettrait donc à la fréquence
d’images de ne pas souﬀrir et de rester constante peu importe l’interaction en cours.
Ensuite, il faudra mettre le Fiberweb entre les mains des neurochirugiens et cli-
niciens. Puisque ce sont eux qui seront les utilisateurs de ce logiciel, il est important
d’obtenir leurs impressions, principalement par rapport à la facilité d’utilisation de
l’application, ainsi que l’interface usager. Il est primordial que le Fiberweb soit simple
d’utilisation, que les options disponibles soient facilement visibles et reconnaissables
grâce à l’interface, et que peu importe l’action désirée, que la façon de l’exécuter soit
intuitive.
Finalement, il y a plusieurs autres fonctionnalités qui devraient faire partie du Fi-
berweb aﬁn d’augmenter la "quality of life" d’utilisation de l’application. Par exemple,
les types de ﬁchiers qui sont présentement supportés sont les NiFTI ainsi que les ﬁ-
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chiers Trackvis. Il serait intéressant d’en supporter d’autres, comme les ﬁchiers tck,
un autre format de ﬁbres. De plus, aﬁn de pouvoir faire des dissections plus précises, il
faudra faire des ajouts au mode de sélection. On devra ajouter la possibilité d’utiliser
plusieurs boîtes de sélection, ainsi que des boîtes d’exclusion, permettant une nouvelle
façon de disséquer.
Conclusion générale
En conclusion, le Fiberweb est un nouvel outil qui ouvre de nouveaux horizons
pour la visualisation de données d’imagerie médicale. C’est un outil qui convient par-
ticulièrement pour faire l’assurance et le contrôle qualité. En eﬀet, comme le Fiberweb
est présentement limité en terme de grosseurs de jeux de données pouvant être char-
gés, il est eﬃcace et rapide pour pouvoir explorer de plus petits ﬁchiers. De plus,
l’utilisation du Fiberweb pourra aider lors du transfert clinique d’un patient. Puisque
qu’aucune installation n’est requise et que le logiciel est fonctionnel sur n’importe quel
navigateur web standard, il est simple pour un médecin d’inspecter le dossier d’un
nouveau patient. Pour terminer, le futur laisse présager des choses excitantes pour le
Fiberweb. Pour le moment, il a été principalement développé pour être utilisé sur un
ordinateur. Un des objectifs du Fiberweb sera aussi d’être fonctionnel sur d’autres
médias, tel que la tablette, aﬁn de rendre l’utilisation encore plus simple n’importe
où. En pensant aux possibilités à plus long terme, il serait particulièrement intéres-
sant d’améliorer les possibilités de collaboration que pourrait permettre le Fiberweb.
L’évolution logique dans ce cas serait de tenter de transformer l’application pour per-
mettre à diﬀérentes personnes de collaborer en temps réel à travers leur navigateur
respectif. Bref, le Fiberweb démontre toutes les possibilités que le web peut oﬀrir au
domaine de l’imagerie médicale, des possibilités qui s’avèrent être fort intéressantes.
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Fiberweb : a new web solution for medical visualization and interactions 
Louis-Philippe Ledoux1, Jean-Christophe Houde1, Félix C. Morency2, Kevin Whittingstall1, Jean-René Bélanger2, Maxime 
Descoteaux1 
1Université de Sherbrooke, Sherbrooke, Quebec, Canada; 2Imeka, Sherbrooke, Quebec, Canada 
 
Target audience – Researchers, physicians and clinicians who need to visualize anatomical datasets and tractography streamlines rapidly and simply                   
in a web browser. It is also of interest to people who want to do quick quality assurance on their data or perform real-time tractography. 
Introduction – A novel browser-based solution for medical data visualization and interaction is proposed: Fiberweb. WebGL [1] is a recent                    
technology that has not yet been fully explored for medical imaging visualization. Very few software tools allow for medical data visualization in the                       
web browser [2][3][4][5] and none of the existing tool supports efficient data interaction such as streamline segmentation and real-time deterministic                    
[6] and probabilistic tractography. Fiberweb currently supports anatomical dataset, whole brain tractograms, individual bundle and fiber ODF (fODF)                  
peaks orientations [7]. 
Methods – Fiberweb was made possible due to the release of WebGL and the              
HTML5 standard. WebGL is a low-level graphics library for 3D rendering in the             
browser. To simplify development, we use the Three.js [8] high-level library, which            
wraps WebGL calls and makes it more convenient to use shaders, manage scenes and              
render primitives. An octree space partitionning data structure is filled at load time to              
reduce the search area when filtering streamlines. This makes real-time selection of            
streamlines possible without performance degradation. Fiberweb also supports        
deterministic [6] and probabilistic real-time tractography. Both algorithms require a          
pre-computed dataset  
of peaks (e.g. extracted    
from the fODFs), as    
well as a fractional    
anisotropy mask. The   
probabilistic algorithm  
also requires an   
uncertainty angle for each peak.     
While the deterministic algorithm directly uses the peaks, the probabilistic algorithms           
selects its next tracking direction in a cone of uncertainty formed from the uncertainty              
angle associated with the peak. In addition to selection and real-time tractography, it is              
also possible to visualize the streamlines intersecting a slice of the anatomy.  
Results – Visualization: Considering displaying an anatomical dataset as the baseline, simultaneously displaying fODFs peaks               
datasets does not affect the framerate. Image1a) shows the interface when simultaneously displaying streamlines and an anatomical dataset. The 3D                    
view directly allows for picking, interaction and selection, and the 2D renderers (axial / coronal / sagittal) show how streamlines intersect the                      
anatomical dataset. Displaying streamlines is the main bottleneck of the application. Both the rendering framerate and the maximal streamlines                   
loading capacity are affected by the number of streamlines and the amount of points per streamline. One should note that to avoid bias, the average                         
number of points per streamline is roughly the same across all our datasets. Figure 1 shows that, for very small datasets, doubling the number of                         
streamlines approximately halves the framerate. Going over 25,000 streamlines does not affect the framerate. However, reaching around 80,000                  
streamlines starts creating memory issues due to browser limitations. This makes it currently impossible to load very large datasets, unless you use a                       
browser with a higher memory limit (like the Firefox Nightly version [9]). Current results are shown on raw streamlines. Using streamline                     
compression [10] and grouping of similar streamlines [11] could help the framerate and fluidity of the application in the future.  
Interaction: Streamline interaction works in real-time. Whether we show the intersected           
fibers or not does not affect the framerate. The real-time tractography framerate starts             
dropping when we go over 1,000 seeds inside the seeding box. The other parameters do               
not have a noticeable effect on the framerate, neither does the choice of the algorithm               
(deterministic versus probabilistic). 
Conclusion – We present a new tool that enables both visualization and interaction with              
diffusion MRI data directly inside the browser. Currently, it is more suitable for quality              
assurance and control due to the limitations in the sizes of the data the software can                
handle. For the future, Fiberweb is headed toward two main goals: supporting larger             
datasets and working on mobile devices like tablets. 
 
 
 
 
References – [1] https://www.khronos.org/webgl/ [2] https://code.google.com/archive/p/braingl/ [3] http://slicedrop.com/ [4]         
http://openscience.cbs.mpg.de/brainnetworks/ [5] http://onpub.cbs.mpg.de/ [6] Chamberland et al., Frontiers 2014 [7] Descoteaux, Wiley EEEE 2015              
[8] https://github.com/mrdoob/three.js/ [9] https://nightly.mozilla.org/ [10] Presseau et al, ISMRM 2014 [11] Garyfallidis et al, Frontiers 2012  
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Supplementary code
Here is the code allowing us to compute peaks of the fODFs, as well as their
uncertainty alpha parameter.
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#! /usr/bin/env python
from __future__ import print_function
import os
import numpy as np
import nibabel as nib
import math
import argparse
import os
import logging
import warnings
import time
from dipy.reconst.shm import sph_harm_lookup
from dipy.core.sphere import Sphere
from dipy.data import get_sphere
from dipy.reconst.peaks import peak_directions
from dipy.core.ndindex import ndindex
def load(input) :
img = nib.load(input)
return img.get_data(), img.affine
def find_order(data) :
return int((-3 + np.sqrt(1 + 8 * data.shape[-1])) / 2)
def get_B_matrix(order, sphere, basis_type) :
sph_harm_basis = sph_harm_lookup.get(basis_type)
if sph_harm_basis is None:
raise ValueError("Invalid basis name.")
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B, m, n = sph_harm_basis(order, sphere.theta, sphere.phi
)
return B
def get_maximas(data, sphere, B, threshold) :
sf = np.dot(data, B.T)
if False:#sf.sum() != 0:
print(sf)
directions, values, indices = peak_directions(sf, sphere
, threshold)
if False:#sf.sum() != 0:
print(values)
itemIndex = np.where(sf == values)
print(itemIndex)
print(indices)
input()
return directions, values, indices
def get_uncertainty(data, sphere, B, maximas,
uncertaintyThreshold) :
odf = np.dot(data, B.T)
angles = np.array(())
for aMaxima in maximas :
#Init arrays
verticesProcessed = np.array(())
verticesToProcess = np.array(())
verticesToProcess = np.insert(verticesToProcess,0,
aMaxima)
#Init scalars
maximaOdfValue = odf[aMaxima]
threshold_not_met = True
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bestOdfValue = maximaOdfValue
bestVertex = aMaxima
bestDifferenceValue = maximaOdfValue
targetValue = (uncertaintyThreshold * maximaOdfValue
)
while threshold_not_met and verticesToProcess.shape
[0] > 0 : ##Full Width Half Max
#Init array
neighboursToAdd = np.array(())
#Check for best result
for aVertex in verticesToProcess :
if abs(odf[aVertex] - targetValue) <
bestDifferenceValue :
bestOdfValue = odf[aVertex]
bestVertex = aVertex
bestDifferenceValue = abs(odf[aVertex] -
targetValue)
#Find neighbours
if odf[aVertex] > (targetValue - 0.000001) :
neighboursToAdd = get_neighbour_vertices
(aVertex, sphere, verticesProcessed,
neighboursToAdd, verticesToProcess)
#Handle vertices
verticesProcessed = np.concatenate((
verticesProcessed,verticesToProcess),axis=0)
verticesToProcess = neighboursToAdd
if aMaxima == bestVertex :
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angles = np.insert(angles,angles.shape[0],0)
elif uncertaintyThreshold < 0.000001 :
angles = np.insert(angles,angles.shape[0],math.
pi/2)
else :
angles = np.insert(angles,angles.shape[0],
get_angle( np.array([0,0,0]), sphere.vertices
[aMaxima], sphere.vertices[bestVertex] ))
return angles
def get_angle( sphereCenter, peakPos, halfMax ) :
v1 = np.subtract(peakPos, sphereCenter)
v2 = np.subtract(halfMax, sphereCenter)
return math.acos(np.dot(v1,v2) / (np.linalg.norm(v1) *
np.linalg.norm(v2)))
def get_neighbour_vertices(aVertex, aSphere,
aVerticesProcessed, aNeighboursIndex, aVerticesToProcess)
:
neighboursIndex = aNeighboursIndex
listOfFaces = np.where(aSphere.faces == aVertex)
for i in range(listOfFaces[0].shape[0]) :
faceId = listOfFaces[0][i]
aVertexId = listOfFaces[1][i]
for j in range(3):
currentIndex = aSphere.faces[faceId][j]
if j != aVertexId and np.where(neighboursIndex
== currentIndex)[0].shape[0] == 0 and np.
where(aVerticesProcessed == currentIndex)[0].
shape[0] == 0 and np.where(aVerticesToProcess
== currentIndex)[0].shape[0] == 0 :
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neighboursIndex = np.insert(neighboursIndex,
neighboursIndex.shape[0],currentIndex)
return neighboursIndex
def get_maps(data, mask, args) :
maxNbOfMaximas = 20
nufo_map = np.zeros(data.shape[0:3])
afd_map = np.zeros(data.shape[0:3])
uncertainty_map = np.zeros((data.shape[0],data.shape[1],
data.shape[2],maxNbOfMaximas))
order = find_order(data)
sphere = get_sphere(args.number)
B = get_B_matrix(order, sphere, args.basis)
count = 0
for index in ndindex(data.shape[0:3]) :
count += 1
if mask[index] > 0 :
if np.isnan(data[index]).any() :
print(’NaN’)
else :
maximas, afd, indices = get_maximas(data[
index], sphere, B, args.threshold)
angles = get_uncertainty(data[index], sphere
, B, indices, args.uncertainty)
angles = np.expand_dims(angles,axis=1)
awesomeIndices = np.argsort(angles,axis=0)
awesomeIndices = awesomeIndices[::-1]
angles = angles[awesomeIndices[:,0]]
maximas = maximas[awesomeIndices[:,0]]
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directionsPlusAngles = np.concatenate((
maximas,angles),axis=1).flatten()
if directionsPlusAngles.shape[0] <
maxNbOfMaximas:
directionsPlusAngles = np.concatenate((
directionsPlusAngles,np.zeros(
maxNbOfMaximas-directionsPlusAngles.
shape[0])),axis=0)
if directionsPlusAngles.shape[0] >
maxNbOfMaximas:
directionsPlusAngles =
directionsPlusAngles[0:maxNbOfMaximas
]
uncertainty_map[index] =
directionsPlusAngles
print(’Progress [’ + str(int(count / float(data.size
/data.shape[3]) * 100)) + ’%]...’, end=’\r’)
return uncertainty_map
DESCRIPTION = """
Script to compute the uncertainty peaks map from fiber
ODFs.
"""
def buildArgsParser():
p = argparse.ArgumentParser(description=DESCRIPTION)
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p.add_argument(’input’, action=’store’, metavar=’fODFs’,
type=str,
help=’Path of the fODF volume in
spherical harmonics (SH).’)
p.add_argument(’--basis’, action=’store’, dest=’basis’,
metavar=’string’, required=False, default
=’fibernav’,
type=str, help=’Basis used for the SH
coefficients. Must \
be either mrtrix or fibernav (default).’)
p.add_argument(’--mask’, action=’store’, dest=’mask’,
metavar=’’, required=False, default=None,
type=str,
help=’Path to a binary mask. Only the
data inside the mask \
will be used for computations and
reconstruction.’)
p.add_argument(’-t’, dest=’threshold’, action=’store’,
type=float, default=’0.25’,
help=’Threshold on fodf amplitude in
percentage (default : 0.25)’)
p.add_argument(’-n’, dest=’number’, action=’store’, type
=str, default=’symmetric724’,
help=’Number of directions uniformly
distributed on sphere (default : 100)
’)
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p.add_argument(’-u’, dest=’uncertainty’, action=’store’,
type=float, default=1.0,
help=’Uncertainty percentage /1.0’)
p.add_argument(’-f’, action=’store_true’, dest=’
overwrite’, required=False,
help=’If True, the saved files volume
will be overwritten \
if they already exist.’)
return p
def main():
parser = buildArgsParser()
args = parser.parse_args()
tps1 = time.clock()
# Load input image
data, affine = load(args.input)
if args.mask is None :
mask = np.ones(data.shape[0:3])
else :
mask, affine2 = load(args.mask)
# Compute uncertainty map
uncertainty_map = get_maps(data, mask, args)
# Save result
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img = nib.Nifti1Image(np.array(uncertainty_map, ’float32
’), affine)
nib.save(img, ’maximasUncertainties’+ str(int(args.
uncertainty*100)) + ’.nii’)
tps2 = time.clock()
print(’Time elapsed : ’ + str((tps2 - tps1)/60.0) + ’
min.’)
if __name__ == "__main__":
main()
Weighted Dice coeﬃcient
In order to measure the overlap of two bundles reconstructed diﬀerently, we used
a slightly modiﬁed version of the Dice coeﬃcient [19], as proposed by Cousineau et
al. [13]. Let Wi be a bundle reconstructed using a certain tracking algorithm and Wj
another bundle extracted from another algorithm. Note that in this study, Wi and
Wj are the same anatomical bundle. The standard Dice coeﬃcient between Wi and
Wj is
D(Wi,Wj) =
2∑v(Wi ∩ Wj)v∑
v Wi,v +
∑
v Wi,v
. (B.1)
where Wi and Wj contain binary values (1 inside the bundle and 0 otherwise) and
v is a voxel index. As is, the Dice coeﬃcient greatly penalizes for spurious streamlines
that would be far from the core of the bundle. Given that white matter bundles have
more tracts in the middle than in their periphery, Cousineau et al. [13] proposed a
weighted Dice coeﬃcient which accounts for the number of streamlines per voxel. In
that perspective, each voxel in Wi and Wj contains a value between 0 and 1 expressing
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the fraction of tracts passing through that position. The weighted Dice metric sums
the voxels that overlaps in Wi and Wj and divide by the total sum of voxels :
D(Wi,Wj) =
∑
v′ Wi,v′ +
∑
v′ Wi,v′∑
v Wi,v +
∑
v Wi,v
, (B.2)
where v′ stands for the voxels that are within the intersection of the Wi and Wj
bundles. The weighted Dice gives a larger importance to areas with dense ﬁbers.
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