In this paper, we investigate dynamic modeling tcchniques for analyzing supply chain networks using generalized stochastic Petri nets (GSPN). The customer order arrival process is assumed to be Poisson and the service processes at the various facilities of the supply chain are assumed to be exponential. Our modeling method accounts for both the logistics process as well as the interface processes that exist between any two members of the supply chain. We compare two production planning and control policies, the make-tostock and the assemble-to-order systems and discuss their merits. Locating the decoupling point in the supply chain is a crucial decision. We formulate the problem as a total cost minimization problem with the total cost comprising the inventory carrying cost and delay costs. We use the framework of integrated GSPN-queueing network modeling, with the GSPN at the higher level and a generalized queueing network at the lower level.
The Supply Chain Process: An Overview
Manufacturing supply chain networks (SCNs) are formed when manufacturing and service providers such as the original equipment manufacturers, raw material and component vendors, logistics operators, warehouse managers, etc., enter into a strategic alliance with a view to deliver value to the customers. Modeling and analysis of such a complex network is crucial for performance evaluation and benchmarking.
Supply chain performance depends on all the constituents of the supply chain. Long term issues in SCP involve location of production and inventory facilities, choice of alliance partners such as the suppliers and distributors, and the logistics chain. The long term decisions also include choosing between make to order and make to stock policies, degree of vertical integration, capacity decisions of various plants. amount of flexibility in each subsystem, etc.
Brief Literature Siirvey
In this section, we brieliy survey various articles available on supply chains. The performance modeling of supply chain networks (SCN) follows the same methodology as othcr discrete event systems. Basically there are three an-N. Vswanadham Dept. of Mechanical and Production Engg. National Univ. of Singapore, Singapore 119260 e-mail: mpenv@nus.edu.sg alytical methods: Markov chains, queuing networks and stochastic Petri nets. Discrete event simulation is another often used tool, while mathematical programming techniques are used mostly for strategic decision making. The stochastic models generally deal with tactical and operational level decisions.
In [3] , the authors consider global manufacturing and distribution networks and formulate mixed integer optimization programs. A comprehensive deterministic model for supply chain management is provided in [l] . Because of their large scale, such models are often difficult to solve to optimality. Authors in [2] describe reengineering of supply chain using queueing network models.
A comprehensive review of multi-echelon inventory control models can be found in [lo] . In [5] , the authors consider a supply network model to generate base stock levels at each store so as to minimize the overall inventoq capital and guarantee the customer service requirements.
Development of systems dynamics and simulation models for understanding issues of supply chain decision making has gained importance in recent years [4, 61. Simulation models can provide for comprehensive supply chain modeling considering the strategic, tactical, and operational ele ments. But these models can only evaluate the eflectiveness of a predefined policy. 2 
Specification of Supply Chains

Configuration
This could be of four major types including serial (tandem), converging, diverging, and converging-diverging (or network) structures.
Operational Issues
Another important ingredient of the supply chain specification is the production planning and conuol(PPC) methodology. Any order for an end product triggers a series of work processes in the supply chain which have to be completed so that the end customer order is satisfied. The PPC specifies the control approach for the flow of information and material in the supply chain. This is in gencml of three broad categories: Make-to-stock, Make-morder, and Assembleto-order. Far a good overview of tliese policies, see [4] . I t *- For the purpose of modeling and analysis, we decompose the SCP as in Figure 1 . As we said earlier, the SCP starts with procurement of raw materials and ends with supplying the material to the markets. The SCP transits several organizations and each time a transition is d e , logistics is involved.
Also since each of the organizations is under independent control, there are interfaces between organizations and material and information flow depend on how these interfaces are managed. We define interfaces as the procedures and vehicles for transporting information and materials across functions or organizations such as negotiations, approvals (so called paper work), decision making, and finally inspection of components/Hssemblies etc. For example, the interface between a supplier and manufacturer involves procurement decisions, price and delivery negotiations at the strategic level and the actual order processing and delivery at the operational level. The coordination of the SCN plays a big role in the over all functioning of the SCP. In most cases, there is an integrator for the network, who could be an original equipment manufacturer, who coordinates the flow of orders and materials through out the network. The forecasts and orders for each of the products manufactured by the supply chain are collected and converted into production and logistics schedules. They are then converted as component orders to the first tier suppliers using thc bill of materials, who in turn will order for raw materials from second tier suppliers. The material then flows in the forward direction.
We assume that each of the organizations does its production scheduling in a decenmdized fashion. In modeling supply chains, two issues are very important. They include logistics and interfaces between cirganizations.
k t us consider Figure 1 again. Each of the organizations of
The logistics could be supplier owned, buyer owned, or may be a third party operated one. To avoid inventories, stock-outs and production stoppages, it is important that the supplier, the buyer, and the logistics be properly coordinated. The coordination, also called the interface manage ment, takes the form of strategic alliances, electronic partnership, vendor managed inventories, etc., which are agree ments for a certain period of time. Interface management becomes more critical if international sourcing and marketing are involved.
Performance Measures
Performance measures are traditionally defined for an organization and are typically financial in nature, such as market share and return on sales or investment. This approach is fraught with many ills. First of all, financial indicators are lagging metrics that are a result of past decisions and are too old to be useful in operational performance improvement. Secondly, most companies do business with multiple partners selling multiple products, the individual financial state men& do not delineate the winners and the losers. More importantly, several organizations are involved in the product manufacture and delivery to the customers, individual financial statements do not give a complete picture of the performance of the product or the process.
Recently there are efforts t o define and determine nontraditional performance mmures such as lead time, quality, reliable delivery, customer service, rapid product introduction, and flexible capacity. Time compression, quality improvement, product variety, and customer focus are the four pillars of modem business strategy. It is often argued that if these fundamental performance issues are managed well, then the cost reductions automatically follow. Also, crucial issues like interfaces shown in Figure 1 , are not usually considered in current literature. We assume that the average times spent at the interface servers are known, along with their variances. Since we model such a network using GSPNs, we consider exponential service times only.
Although more general distributions can be included, since our aim is to show how the dynamics of a supply chain can be captured by GSPNs. we limit our study to the exponential case. We note that while the inbound logistics into M is managed by the suppliers individually, the outbound logistics out of M is managed by the manufacturing plant itself. This is brought out in Figure 2 by having a common pool of logistics carriers that move products out of M.
We consider continuous review reorder point kind of inventory control policy. For ease of analysis, we assume that each arriving order for D or E. is for a butch rather than single items. Since t h: re is a join or assembling operation at M, the targeted inventories of A and B are integral multiples of C. With a similar argument, the targeted inventory of C is an integral multiple of the sum of the targeted inventories of D and E. The latter are obtained by standard forecasting techniques, and are fixed, given parameters to our model. We hasten to add that our models can also accommodate the case wherein the stock piles are nor integral multiples.
Stock piles of D and E are replenished at fixed reorder points, which are preset. The Petri net for the above case is shown in Figure 4 . The description of the GSPN is given in Tables 1-2. We define enabling functions for the transitions t A , t B , tC, t D , and tE. These immediate transitions are enabled only when the tokens in the places representing inventory for A, B, C, D, and E reach their reorder points, r e spectively. Observe that once this condition is satisfied, the transitions can keep on firing indefinitely. To avoid this, we define inhibitor arcs from places PA', PB', PC', PLY, and PE', to the above transitions. Thus these places signify that is already on order. The tokens from the above places are removed once the material is available for transporting to the respective inventory locations, which occurs when there is a token in the places P5, P6, P9, P13, and P 14. The initial marking (aS shown in the GSPN) consists of tokens in Places p 7 1 P8, p10, p16, and PI79 equalling in nUThr to the respective finished goods inven-
Performance Analysis Illustrated
Consider the supply chain network shown in Figure 2 , with two suppliers for two sub-assemblies and a manufacturing plant for assembling these, as also, two separate vehicles to transport the sub-assemblies to the plants. There are two distribution centers acting as the end customers for the products. The inter arrival time of orders for the end products are assumed to be exponential in distribution. All processing and transporting activities are also exponentially distributed. We model this supply chain network under two different policies for material flow, viz., make-to-stock and assembleto-order.
The product structure considered for study is shown in Figure not steady and dense in nature. The assemble-to-order case offers lesser costs for the supply chain in terms of holding inventory, but the downside is customer order lead times. That is to say, if the customers at warehouses Wl and WZ can not wait until the product is assembled to order, this case won't fit the bill. In the GSPN model for such a system (which is not shown in the paper) the production of D and E are triggered directly by customer orders. Hence the places PD, PD' , PE, and PE' found in Figure4 will be absent. Also transitions t D and t E are absent. The initial marking will not have tokens in places P 16 and P 17. The performance measures of interest are the average work in process and average finished goods inventories of materialdgoods A through E; the lead times for order delivery; and, material replenishment cycle times (or, the supply chain lead times) for D and E. These are coded into the total cost, to be defined below.
Numerical Results
Here, we wish to evaluate the performance of the supply chain in terms of the total cost, which is the sum of the total inventory carrying cost and the cost incurred due to delayed deliveries. Effect of Arrival Rates of End Products: The influence of arrival rates of D and E on the performance of the system is shown in Table 3 . We observe the following:
1. When the ratio e = 1.5, the assemble-to-order system dominates make-to-stock system. This implies that when delayed deliveries are not costly, it is better to have the assemble-to-order system.
The total delay in delivery decreases as the arrival rate increases in the assemble-to-order system. This is a direct consequence of Little's Law which states that Inventory = A * Waiting Time. Here, inventory is to be considered as the constant number of tokens floating in the assemble-toorder portion of the Petri net. On the other hand, the waiting times of the end products in the make-to-stock system are found to increase as their arrival rate increases. This is because the arriving orders for D and E are served from the finished goods stock,pile. Hence as the arrival rate is increased, orders will have to wait until the stock pile is non-empty.
2. When the ratio e = 40.0, delayed deliveries are expensive. Thus one would expect the assemble-to-order system to perform badly, and so it does, as in Table 3 . Interestingly, in the case of the make-to-stock system, the total cost appears to be convex in arrival rate with the minimum between arrival rates of l .O and l .2. Thus, it is more economical for the enterprise to choose the the make-to-stock system when the ratio is 40.0, especially with the arrival rate managed around 1 .O to 1.2 units/hr.
Effect of Targeted Finished Goods Inventory of C:
We studied the effect on the total cost of the targeted finished goods inventory of the common base material (C) for producing the end products D and E. Table 4 : P~O I~M C~ of make-to-stock system with various levels of the targeted finished goods inventory of C 1. In Table 4 we show the results for the make-to-stock system. As we increase the finished goods inventory (FGI) of C, the customer order delays decrease due to increased stock piles (and hence lesser back order times). When the ratio of costs is 1.5, the inventones are taxed more than the d e lays, and hence we see that there is a 134% increase in total costs when the finished goods inventory of C is increased by 150%. On the other hand, when the delays are costlier and consequently inventories are taxed lesser (cost ratio = 40.0).
we see that the total cost increases by about 78% only. This suggests that make-to-stock systems are preferable when d e lay related costs are substantial when compared to inventory , costs. This corroborates available literature (see for instance [4] ) on such systems.
2. In Table 5 we capture the results for the assembletoorder system. We see that, as in the case of the maketostock system, increasing the finished goods inventory level of C increases the total cost. When the finished goods inventory of C is 6, the assembleto-ordet system performs better than make-to-stock system, when the cost ratio is 1. 5 (shown in first columns of Tables 4-5 ). Also, in the case of the assemble-to-order system, when the cost ratio is 40.0, the total cost increases by about 6% when the base stock levels are increased by 60% from 5 to 8. This gives us an indication that the assemble-to-order system is almost immune to the finished goods inventory levels of C when the cost ratio is high. But this is no incentive in going for such a system, for, though the percentage variation is small, the ubsolute values of total costs are far higher than the case for the make-to-stock system (shown in the last columns of Tables decoupling point is where the order is assigned to the customer. In other words, till the decoupling point, all the subassemblies are made to stock. After the decoupling point, the item is assigned to the customer, i.e., made-to-order. The costs considered are: the cost of holding inventory that results due to the make-to-stock part of the network, before the decoupling point D, and, the cost of excess lead time that takes to assemble and deliver the customer order, the decoupling point onwards. We observe that the above problem has a structure that makes it amenable for integrated queueing network-GSPN analysis (see [91, pp. 560-570). Specifically, we proceed as follows. We aggregate the subnets (places and transitions) in the GSPN, other than the node corresponding to decoupling point, by using queueing analysis and replacing transition firing rates by resultant throughput rate obtained from the queueing analysis.
The assemble-to-order portion of the system is modeled as flow of Kanbans and is best solved using GSPN analysis. Thus, the aggregated system is solved using a combination of queueing and GSPN analysis techniques. An exhaustive enumeration which is of the order of the number of facilities of the supply chain considered, is then done to arrive at the decoupling point.
Preliminary results that we obtained are encouraging. For instance, the decoupling point moves to the right if holding costs are low, and to the left if delay costs are low. Many authors in current literature solve this problem by resorting to simulation, while ours represents one of the first steps in tackling this problem analytically. 6 
Conclusions
In this paper, we have investigated dynamic modeling techniques for analyzing the supply chain process based on generalized stochastic Petri nets (GSPN). We showed how
GSPNs can be used for computation of lead time for both assemble-to-order and make-to-stock supply chains. Our modeling method accounted the logistics process as also the interface process that exist between any two members of the
