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Abstract 
We discuss resolution and its complexity in the infinite-valued sentential calculus of 
Lukasiewicz, with special emphasis on model building algorithms for satisfiable sets of clauses. 
We prove that resolution and model building are polynomially tractable in the fragments given 
by Horn clauses and by Krom clauses, i.e., clauses with at most two literals. Generalizing the 
pre-existing literature on resolution in infinite-valued logic, by a positive literal we mean a 
negationless formula in one variable, built only from the connectives @, 0, V, A. We prove that 
the expressive power of our literals encompasses all monotone McNaughton functions of one 
variable. @ 1998-Elsevier Science B.V. All rights reserved 
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1. Introduction 
The infinite-valued sentential calculus of Lukasiewicz was introduced in [4] (see 
[ll, Ch. IV]). Equivalence classes of n-variable propositions were characterized by 
McNaughton in [5] as piecewise linear continuous functions f : [0, 11” + [0, 11, each 
piece having integer coefficients. 
As explained in [7], the classical two-valued calculus stands to the familiar game 
of Twenty Questions as the infinite-valued calculus stands to Ulam game of Twenty 
Questions with errors/lies. Owing to the importance of Ulam game for the logical 
treatment of partially erroneous information [9], where search strategies are regarded 
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as model building procedures in the Lukasiewicz calculus, it becomes more and more 
important to develop efficient deductive algorithms for this calculus. This is our aim 
in this paper. 
We shall discuss resolution, model building and their complexity. With respect to 
other approaches to resolution in infinite-valued logic [l, 2, 121 by a positive literal 
we mean a negationless formula in one variable built from the connectives @,a, V, A. 
Negative literals are then defined in the natural way, and so are clauses. We show that 
the expressive power of our literals encompasses all monotone McNaughton functions 
of one variable. Using our literals, the numerical (= nonlogical) part of the input can 
be restricted to specifying a single satisfiability threshold 0 = c/d, for suitable integers 
1 <c dd in binary notation. 
Thus, we say that a formula F is O-satisfiable iff for some assignment (alias, model) 
CI the truth-value of F is 2 8. We relate 8-satisfiability to the notion of satisfiabil- 
ity previously used by the first author in [6]. We prove the NP-completeness of the 
&satisfiability problem in the infinite-valued calculus - where the input is of the form 
(F,c,d), and the question is whether formula F is (c/d)-satisfiable. For the partic- 
ular case when the input is a finite set S of clauses, we develop the appropriate 
notions of resolution and Davis-Putnam procedure (DPP), and prove that the latter is 
complete. 
In the particular case when S is a finite set of Horn clauses, generalizing the classical 
results we provide decision and model building algorithms that are polynomial in logd 
and in the length of S. 2 We do the same in case S is a finite set of Krom clauses - 
i.e., clauses with at most two literals. 
The only prerequisites to this paper are the rudiments of propositional logic, Turing 
complexity and topology. Unless otherwise specified, all Turing machines in this paper 
are deterministic. 
2. Literals, clauses, satisfiability 
Throughout this paper we shall make use of the alphabet C given by 
~={x,I,~,V,O,~,-,),(}. (1) 
Strings of the form X1,X1] ,... (in short, Xi,& ,...) are called variables. The set of 
formulas is defined by stipulating that each variable is a formula, and whenever two 
strings G and H are formulas then so are the strings -G, (G 0 H), (G CD H), (G A 
H), (G v H). For the sake of readability we shall omit outer parentheses whenever 
possible. 
By writing F=F(Xl,..., X,) we mean that the set of variables occurring in F is 
a subset of {Xi,..., Xn}. Each formula F =F(Xl,. . .,X,,) is associated to a function 
* All logarithms in this paper are to the base 2. 
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F = F(xl , . . .,x,) : [0, 11" + [O, 11 as follows: 
Xi = the ith projection (3~1,. . ,xn) H xi, (2) 
-G=l-G, (3) 
G@H=min(l,G+H), (4) 
GOH=max(O,G+H- l), (5) 
G A H = min(G, H), (6) 
G V H = max(G, H). (7) 
For any formula F =F(& , . . . ,X,) the dependence of F on the variables xl,. . ,x, 
shall be tacitly understood whenever possible. Two formulas F(&, . . . ,X,,) and G(Xt, 
...> X,) are equident, in symbols, FE G, iff F = G. The following identities show 
that the lattice operation A,V are definable in terms of ~,$,a: 
GVHr7(1G@H)@H and GAHE-(-G@H)~H. (8) 
Definition 2.1. Let X be a variable. Then by a positive literal in X we mean a nega- 
tionless formula P = P(X) in which no variable occurs other than X. Stated otherwise, 
P is built from the variable X by repeated application of the connectives 0, @, A, V. 
Similarly, a negative literal in X is built from the negated variable 1X by repeated 
application of the connectives 0, @, A, V. By a literal in X we either mean a positive 
literal in X, or a negative literal in X. Two literals L and A4 are said to have the same 
sign iff they are both positive or both negative. 
Since by (3)-(7) the De Morgan laws hold for the pair of connectives (0, @) as well 
as for (A, V), for each negative literal N one can find in linear time a positive literal 
P such that N 3 TP. And, conversely, for any positive literal P one can quickly find 
a negative literal N such that N = TP. To this purpose one just rewrites the formula 
1P in the so called “negation normal form”, by pushing the negation symbol inside 
smaller and smaller subformulas. 
The above definition makes the main distinction between our approach to resolution 
in the infinite-valued calculus, and other approaches mentioned in the introduction. As 
we shall see in later sections, building on our notion of literal one can naturally intro- 
duce significant fragments of the infinite-valued calculus whose satisfiability problems 
are computable in polynomial time. 
Example. Let the positive literal L be given by L(X) = A(X) A (X v B(X)), where 
A=(XEBX~X)O((X~X)O(X~XOX)~X) and B=(X@XOX)O(X@X). 
Here, for the sake of readability, we are assuming that 0 is more binding than 8. 
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Then the graph of the associated function L is as follows: 
1 
L(x) 
B 7 X 
L 
0 X 
Definition 2.2 (McNaughton [5]). A map ,f : [0, l]” -+ [0, l] is called a McNaughton 
function iff it is continuous and there are linear polynomials pl,. , . , pr with integer 
coefficients, 
pj(X)=pj(X1,...,Xn)=a~lXl +*‘.+aj&+bj 
such that for each x E [0, 11” there is an index j = 1,. . . , t with f(x) = pj(X). 
Proposition 2.3. For every formula F = F(Xl,. . .,X,), its associated function 
~c~aug~to~ function F : [0, I]n + [O, I]. 
is a 
Proof. By induction on the number of connectives occurring in F, as an immediate 
consequence of (2)-(7). 0 
Corollary 2.4. For any positive literal P = P(X), its associated function P : [O, 1 J --+ 
[0, I] is monotone increasing (x < y irnp~~es P(x) <P( y)), and is not constant - spe- 
ci~ca~~y, P(0) = 0 and P(1) = 1. ~o~eo~~r, P is a ~c~aug~ton function. 
In Theorem 7.4 we shall prove a converse of the above corollary, thus giving a 
complete characterization of the expressive power of literals. 
Definition 2.5. A cfause C is a finite set of literals C = (Li, . . . ,Lk), such that for each 
variable X, C contains at most one positive literal in X, and at most one negative 
1iteraE in X. The empty clause is denoted by q , For each clause C = (~51,. . . ,Lk} in the 
variables Xi , , . .,X,, its associated function C : [0, I]" -+ [0, I] is defined by C = LI V 
. . . v Lk. The function associated to the empty clause is the constant 0. 
Definition 2.6. Let K = 1,2,. . . , w be a cardinal. Then any point CI E [0, llK is called an 
assignment (or, model). Fix an arbitrary real number 0 < 0 < 1. Then, with reference to 
(2)-(7), a formula F=F(Xi,..., X,) is said to be &sati$abZe iff F(/?)B 0 for some 
assignment /? E [0, 1 J”, with m an. A clause C = {Li,. . . ,L,} is SsatisJiable iff so is 
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the formula Li v . . . V L,. By definition, the empty clause q is not o-satisfied by any 
assignment. 
Notation. Let K = 1,2,. . . , co be a cardinal. For any assignment c( E [0, llK and formula 
(or clause) G in the variables Xi ,. . . ,X,, by writing c1 FQ G we shall mean that 
K >n and G(a) > 8. Similarly, by writing CI po G we shall understand that rc an and 
G(cc)<0. Thus in case rc=o, for any assignment cr=(cri,a~,...)~ [0, llw and every 
G=G(X,,..., X,) we either have CI +S G or c( FQ G. Further, 
CI bo G iff (ai,...,a,) ko G. 
Trivially, if 0 <m E Z is not large enough, and p E [0, llm is an assignment, it may 
happen that neither p Fe G nor /3 FQ G. Whenever possible, we shall not get involved 
in such details about the matching between assignments and variables occurring in 
formulas. 
Definition 2.7. Let Y be a set of formulas (resp., a set of clauses). Then Y is said to 
be &satisJuble iff there is an assignment c1 such that CI +=e G for all GE Y. If this is 
the case we also say that M is a O-model of Y, or, equivalently, that Y is B-satisfied 
by ~1, and we write 
In particular, for each real number 0~86 1 and assignment M, the empty set of clauses 
0 is o-satisfied by a. 
Notation. For every formula F, by IIF]] we shall denote the length of F, i.e. the 
number of occurrences of symbols in F. If Y = {Fl,. . . , F,} is a set of formulas, 
then ]lYl] = IIFIII + ... + /IF, 11. Thus, in particular, for any clause C = {L,, . . . ,Lk}, 
I~C~~=IILIII + ... + llLkI[. Finally, if {Yt,..., Yu,} is a set of finite sets of formulas 
then II{YYI,...,Y,}II=IIY~II+~~~+~~Y,II. 
Proposition 2.8. Every jinite set of literals D = {MI,. . . ,M,.} can be transformed into 
a clause D*={L,,...,Lk} such that 
by a Turing machine working in a number of steps proportional to the square of the 
length of D. 
Proof. A fast procedure to compute the map D I-+ D* is as follows: for each variable 
X occurring in D, let PI (A’), . . . , P&Y) be the list of all positive literals of D in X. Let 
NlGn..., N,(X) be the list of all negative literals of D in X. If t k 2 then replace all 
PIW),..., P&Y) by the single literal P = PI V. . . V Pt; similarly, in case u > 2, replace 
all N,(X), _. , N,(X) by the single literal N = Ni V . . . V N,. Since the map D +-+ D* 
essentially amounts to sorting the literals of D and then juxtaposing literals of the same 
340 D. Mundici, IV. Olivetti/ Theoreticul Computer Science 200 (1998) 335-366 
sign and variable (with a symbol v inserted between any two such literals), this map 
can be computed in a number of Turing steps propo~ional to the square of l/R/. (In 
fact, the map can be computed even faster.) 0 
Remark. While by (8), the lattice connectives A and V are definable in terms of 69, 
o and -I, this is no longer true when negation is not available (see Proposition 7.5 
below). Our initial stipulation (1) about the alphabet C, together with Definition 2.1, 
enables us to say that whenever L,, . . . , fit are literals of the same sign, all in the same 
variable X, then so is L1 V. * . V Lt. The above proposition shows that the map D H D* 
does not lead outside polynomial-time computability. 
3. Properties of $-satisfiabiiity 
For every set Y of formulas we let 
Mod0 Y = {LX E [0, Ilo 101 b=e F for all F E Y}. 
Proposition 3.1 (Compactness). Let 0 < f? < 1, @ E R, Y be a set offor~ulas. If euery 
finite subset @ C !P is ~-~atis~ab~e th n so is !P. 
Proof. We can safely assume that all variables X1,X 11,. ,  available from our alpha- 
bet (1) actually occur in Y. By Proposition 2.3, for every finite subset @ G Y the 
set Mode Cp is a closed subspace of the Hilbert cube [0, 11"'. Now the desired con- 
clusion follows from the compactness of [0, I]” with respect o the natural product 
topology. q 
Remark. If instead of the finite alphabet (1) we were given an alphabet with variable 
symbols X,, for each ordinal a < K (K an uncountable cardinal) then, mutatis mutandis, 
the above result still holds, upon replacing the Hilbert cube [0, llw by the Tichonoff 
cube [0, llK with the product topology. 
Satisfiability and 8-satisjability. Following [6] we say that a formula F = F(Xl, . . . , 
X,) is satis$abZe iff F(a) > 0 for some CI E [0, 11”. A clause C = {Lr, .. . ,I&} is satis- 
jiable iff the formula LI V . . . V L, is satisfiable. A set Y of formulas is satisfiable iff 
for some assignment a, F(u) > 0 for all F E Y. Note that compactness does not hold 
for satisfiabili~. In [6] the satisfiability problem (SAT,) for fo~ulas in the infinite- 
valued calculus is shown to be NP-complete. The proof is the same whether or not the 
connectives A, V are included in the basic alphabet. 
The generalized satisjiability problem GENSAT, in the infinite-valued calculus is 
defined as follows: 
r~~~~~C~: A formula F and a rational number B = c/d given by a pair of integers 
1 <c<d, in binary notation. 
QUESTION: Is F B-satisfiable? 
The following result shows that GENSAT, is NP-complete. 
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Theorem 3.2. GENSATm is in NP. Moreover, there exists a reduction of SAT, 
to GENSAT, wahich is com~~tuble in ~oi~nornia~ time. Thus GENSAT, is also 
NP-hard. 
Proof. We first show that GENSAT, is in NP. Let F = F(Xl, . . . ,X,) be a formula. 
By induction on the number of connectives occurring in F one easily sees that the 
maximum value [ E Q of the associated function F : [0, 11” -+ [0, I] is attained for some 
assignment ff= (a 1, . . . , c&) E [0, ly, with each cli being a rational number. Further, the 
same argument used in the proof of [6, p. 148, Proposition 2.31, shows that the least 
common denominator d, of al,. . . , an satisfies the inequality 
(A moment’s reflection in the light of (8) shows that it is immate~al whether or not the 
connectives A, v are included in the alphabet). As a list of n pairs of relatively prime 
integers in binary notation, the string c1 has a length, say, < 12 11 F II* By Proposition 2.3 
the coefficients of all linear pieces of the McNaughton t%nction F are integers. Thus, 
for some integer k = 0,. . . , d,, the maximum value c=F(a) must coincide with k/da. 
Moreover, k will be nonzero iff F is satisfiable. In particular, F is satisfiable iff it 
is (l/d,)-satisfiable. In order to compute i, writing cli = ai/da, we first replace each 
variable Xi by ai. Using (2)-(7), we can compute the value G(a) of each subformula 
G of F. Keeping fixed the denominator d,, we only have to compute no more than 
IIF II many additions, subtractions and comparisons between integers <d,. Therefore, 
the required maximum value < = k/d, =l?(a) can be computed in a number of steps 
bounded by a polynomial in l/F/. S~ming up, a fast nondetermi~istic procedure to 
decide whether F is &satisfiable is as follows: 
guess a short B-satisfying assignment a= (al/d,, . , . , a,/d,) for F, 
check that F(E) 2 0 = c/d. 
(#) 
(b) 
We are now in a position to prove NP-hardness. Since, as proved in 161, SAT, is 
NP-complete, the required polynomial time reduction of instances of SAT, to instances 
of GENSAT, is immediately obtained upon noting that the binary representation of
the integer 2(411F112) IS computable in a number of steps proportional to ]]F]/2, and that 
F is satisfiable iff it is (2-(4~l~~~2))-satisfi~ble. El 
We now define the one-dimensional specialization of Mode for literals: 
Definition 3.3. For each literal L =L(X) and real number 8 with 0 < 8 d 1, the 
%-s~~~ort f L, supp8 L, is defined by 
supp,L= {OZ E [O, 11 jCI +B L} = {a E [O, II/ L(ix)2@}. 
Note that supp,L is nonempty. Again, when concerned with computational issues, 
we shall restrict attention to the case when 0~ f3< 1 is rational. 
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Theorem 3.4. Let 6 = c/d for integers 1 <c <d. Let P = P(X) be a positive literal: 
(i) Then supp, P has a smallest element ,u =minsuppe P; p is a nonzero rational 
number <I, whence for uniquely determined relatively prime integers a and b 
with l<a<b we have 







For some polynomial n= x(x, y) the binary representation of the pair of integers 
(a, b) can be computed by a Turing machine working over input (P,c,d) (where 
the integers c and d are also in binary notation) in a number of steps smaller 
than rt(logd, [IPli). 
Similarly, for any negative literal N = N(X), the set supp, N has a maximum 
element 0 d v = maxsuppH N < 1, which is a rational number, and - as a pair of 
relatively prime integers in binary notation - is computable in a number of steps 
bounded by a polynomial in logd and IINII. 
Proof. (i) We first assume 8< 1. In view of Definition 2.2 together with Corollary 2.4, 
the McNaughton function P must be strictly increasing outside the domain where its 
values are 0 or 1. Thus, there is precisely one point 0 < CI E [0, l] such that P(a) = 0. 
Since 8 is rational and the linear pieces pi of P have integer coefficients, it follows that 
c( is rational. Thus, there are uniquely determined relatively prime integers 1 <a < b 
satisfying (9). The piecewise linearity of the function P yields two integers m 3 1 and 
q 3 0 such that P(x) = mx - q for all x < CI sufficiently close to CI. Arguing by induction 
on [IPll, it is easy to see that the linear polynomials pi = mix - ai representing the 
linear pieces of P satisfy the condition 
mi,4iE{O,l,...,IIPII}. (11) 
In particular, m< lIPI and qb IIPII. F rom cJd = 0 = P(M) = ma/b - q = c/d we get 
a qd + c _- 
b md ’ 
whence, a<b<dm<dllP~I, as required to prove ( 10). The case 0 = 1 is similar. 
(ii) Again, let us first assume 0 < 1. Suppose E E [0, l] to be any point where the 
function P is not differentiable. Then in the light of (11) together with Corollary 2.4 we 
see that E is rational, say, E = u/e, for suitable integers 0 Q u <e satisfying the inequality 
O<e62 IlPll. (12) 
Instead of a direct attack to the problem of computing the integers a, b, we shall 
find an interval I containing a/b and such that P is linear over I. To this purpose, let 
Bs = {(O,l)(l, 1)). Then Bo is a basis in Z2, (equivalently, Bo is unimodular in the 
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sense that the absolute value of the determinant of the integer matrix whose rows are 
(0,l) and ( 1,l) is equal to 1). Let the one-one map q : Z* + Q transform vectors (p, q), 
(with 0 d p Gq, q > 0, gcd( p, q) = 1, where gcd denotes greatest common divisor) into 
rational numbers p/q E [0, 11. Then using the notation 0 = f, 1 = f , v] transforms Bs into 
(the endpoints of) the interval IO = [0, 11. Letting ~(0 = 0 and PO = 1 be the endpoints 
of ZO, by assumption we have 0 = P(uo) < 0 < P(/?o) = 1. By taking the Furey mediunt 
(sum of numerators divided by sum of denominators) ~1 = (0 + 1 )/( 1 + 1) = i of 
these two endpoints y and f, and then applying the inverse map q-’ we get two 
bases in Z*, namely Bh = ((0, 1 )( 1,2)} and B: = {( 1,2)( 1, 1 )}. As a matter of fact, the 
unimodularity property is preserved under taking Farey mediants. Further, all fractions 
obtained by successive application of the mediant operation are automatically in their 
lowest terms. The above map 4 now transforms the basis vectors of Bb and Bt into 
the endpoints of the two intervals, ZA = [0, l/2] and Z$ = [l/2,1]. In case P( l/2) = 6, 
we conclude p = minsuppH = l/2 and we are done. Otherwise, of the two bases Bb and 
Bi, precisely one, denoted B1, has the following property: 
Letting Zr = [c(r, Bt] be the interval associated with BI, via the ye map, we have the 
inequalities P(czt ) < B and P(j?r ) > 0. Stated otherwise, the graph of the function 
P - 8 intersects Zr in its interior. (*) 
Proceeding by induction, we obtain a sequence Bo, Bl,. . . of bases in Z*, and a 
decreasing sequence of intervals ZO 2 Zr > . s . with rational endpoints, IO = [MO, /?o], II = 
[@l,Bll>... such that the graph of P - 8 intersects each Zj in its interior. 
Claim. There exists an integer t d 2llPlj such that either pt = a/b, or the function P is 
linear over I*, and the graph of the function P - 0 intersects Zt in its interior. 
As a matter of fact, it is sufficient to note that the sum of the denominators of 
the endpoints of the Zj’s is strictly increasing with j. By (12), the process of taking 
mediants and selecting intervals satisfying condition (*) must terminate, and give us 
an integer t ~2 [[PII satisfying the requirements of the claim. 
During each step i = 1,2,. . . , t we must compute the rational number P(pi), and in 
case P(pi)- 0 # 0 choose the next basis Bi E {B(_I,Bi!_,}, and its associated interval Zi, 
satisfying condition (*), according as whether P(,Ui)> 0 or P(pi)<B. Writing in binary 
notation (numerator and denominator of) each mediant pi, since the function P is a 
composition of at most ]jPll many operations of either form x + y, max(x, y), min(x, y) 
_ and none of them increases the denominator of pi - it follows from our claim that the 
rational number P(pi) can be computed in a number of steps bounded by a polynomial 
in IlPll and logd. Thus, by our claim, the computation of the complete list of all 
intervals IO,. . . , ZI can be done in a number of steps bounded by a polynomial in IIf 11 
and logd. In case some mediant pi (i< t) coincides with a/b we are done. Otherwise, 
if the graph of P - 8 intersects each Zi in its interior, knowing that P coincides with 
a linear polynomial mx - q over Z,, and having already computed the values of P at 
the extremes of Z,, (as two pairs of relatively prime integers in binary notation), it is 
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easy to find the integer coefficients m and q. In particular, for some polynomial rc, 
the binary representation of the pair of integers (a, b) such that P(a/b) = c/d can be 
computed in a number of steps bounded by rc(log(d), llPl\ ), as required. 
A similar discussion now settles the case 8 = 1. Indeed, since the function P is 
not differentiable at the point minsuppt P, the denominator of minsuppr P is d 2 llPl[. 
As an immediate consequence of (i) and (ii) we get (iii). 0 
4. Binary and multiple resolution 
Let C={L,,..., Lk} be a clause and X a variable occurring in C. Then by 
Definition 2.5 we have one of the following mutually exclusive cases: 
1. X occurs in precisely two literals L, M E C. Then L and it4 have different signs, and 
we say that C is X-saddled. 
2. X occurs in a unique literal L E C. Then according as L is positive or negative we 
say that C is X-positive or C is X-negative. 
Definition 4.1 (Binary resolution). Let 0 < 0 d 1, 8 E R, X be a variable, Cl = {Li,. . . , 
Lp} and Cz={Mi,..., M4} be clauses. Assume that the following conditions hold: 
(i) Ct is X-positive, say, Li =Li(X) is the only literal of Ct in X. 
(ii) C2 is X-negative, say, M/ =Mj(X) is the only literal of Cz in X. 
(iii) SUPP, Li n SUPPe Mj = 0. 
Then clauses Ct and C, are said to be X-resolvable (with respect to 0). The set of 
literals D= (C~\{Li})U(C~\{Mj}) is turned into a clause 
D* = W(C,, C2,X) 
using the map D++D* of Proposition 2.8. D* is called the binary X-resolvent of Ct 
and C2 (with respect to 0). Note that D* is X-free, in the sense that X does not occur 
in D*. 
The following proposition states that binary resolution is sound: 
Proposition 4.2. Suppose Cl and C2 are clauses satisfying the above conditions 
(i)-(iii). Let D* = W(C1, C2,X). Then for any assignment a such that c( /=e Cl and 
c( Fe C,, we automatically have c( be D*. 
Proof. By (iii) we either have a FQ Li or 0: &to Mj, say without loss of generality, 
a l& Li. By hypothesis there is a literal L, = L,(Y) E Cl such that CI bo L,. By defini- 
tion of binary resolvent, either L, is a literal of D*, or else there is in D” a literal 
L’(Y)=L,(Y) V Q(Y) where Q(Y) has the same sign as L,. In any case, with the 
notation of Definition 2.5, it follows that D*(cc)>L,(cr)>fI. 0 
We shall soon see that binary resolution is not complete. To define a complete 
resolution procedure we prepare the following. 
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Definition 4.3 (MuZtipZe resolution). Let 0 < QQ 1, 8 E R. Let X be a variable and 
Cl, c2, . . . , Ck clauses. Suppose the following conditions are satisfied: 
(i) Ct is X-positive, say, L = L(X) is the only literal of Ct in X; 
(ii) C2 is X-negative, say, M =M(X) is the only literal of Cz in X; 
(iii) suppe L f? supp, M # 0; 
(iv) each of C,,... , Ck is X-saddled; specifically, for all t = 3,. . . , k, let P,(X), 
N,(X) E C,, with Pt positive and iVt negative; 
(v) supp, L n supp, A4 is disjoint from 
Then the set {Cl,. . . , Ck} is said to be X-resolvable (with respect to i3), and by 
multiple resolution we obtain the set of literals 
which is transformed into a clause D* = ~(CI, . . . ,Ck,X) using the map D ++ D* of 
Proposition 2.8. We say that D* is the multiple X-resolved of Cl,. . . , ck (with respect 
to 0). 
Again note that the clause D* = .%(CI,. . . , ck,x) is X-free. 
The following proposition states that multiple resolution is sound; its proof immedi- 
ately follows from the definition, arguing as in the proof of Proposition 4.2: 
Proposition 4.4. Assume the above hypotheses (i)-(v) hold. Let CI be an assignment 
such that for all j = 1,. . . , k, ~1 /=H Cj. Then automatically CI +H D”. 
As we shall see in Theorem 4.6 below, the following generalization of the well 
known Davis-Putnam procedure is complete for the &satisfiability problem in the 
infinite-valued calculus of Lukasiewicz: 
Definition 4.5. Let 0 < (9 < 1, with tI E R. Let S = { Ct , . . . , Cm} be a finite set of clauses, 
and X a variable occurring in S. Let further 
&-free = the set of X-free clauses of S. 
S X-bin = the set of binary X-resolvents (with respect to 0) of all possible pairs 
of resolvable clauses in S. 
~~~~~~~ = the set of multiple X-resolvents (with respect to f3) of all resolvable 
finite sets of clauses in S. 
Let S’ = Sx-free U SX+in U SX-~~~~. Then the set S’ is said to be obtained by one DPP 
step (with respect to 0). Note that S’ is an X-free set of clauses. 
346 D. Mundici, N. OlivettiI Theoretical Computer Science 200 (1998) 335-366 
Notation and special assumption. We let S(O) = S, SC’) = S’, S’(*) = (S(l))‘, . . . . If we 
further assume @ to be rational, then S’ is effectively computable from S. Fu~he~ore, 
since only finitely many variables Yi , . . . , Y, occur in S, the sequence St”),Sfr), . . . ter- 
minates after a number of steps <t. Accordingly, to ensure termination of each DPP 
step, we shall assume B to be rational. 
The following result follows from an adaptation of the classical resolution techniques 
to our present definition of literal and clause. We include the proof here for the reader’s 
convenience. 
Theorem 4.6 (Completeness). Let 0 < 6, < 1, 0 E Q. Let W be a set of clauses. Then 
W is not e-satisfiable @for some jnite set S 2 W, and integer n 2 0 the empty clause 
beiongs to the set SC”) obtained after n steps of DPP (with respect o 6). 
Proof. The (+) direction follows from the soundness of resolution, Proposition 4.4. 
Concerning the (a) direction, by compactness (Proposition 3.1) some finite set S C W 
is not e-satisfiable. Let Xi,. . . , X, be the list of variables occurring in S. It is sufficient 
to settle the following: 
Claim 1. For each t = 0,. . . ,n - 1, if St’) is not e-satisfiable, then S@+‘) is not 
B-satisfiable. 
To this purpose, let us write 
S(“=={Kt ,..., K,} and S@+t)={Ci ,..., Cr). 
Let Xl,..., X&X,+, =X be the variables occurring in S@), and Xi,. . . , Xp be the vari- 
ables occurring in S w’) By way of contradiction assume . 
,S(‘) is not e-satisfiable , and (**I 
$+I1 is @-satisfiable. (***) 
Then there is an assignment EE [0, l]J’ such that 
a+flc, A... AC,. (13) 
For each real number 5 E [0, l] let at E [0, l] P+’ be the extension of a given by 
##+I = 4, ” @; xz q, for each i = 1,. . . , p. (14) 
By (**) there is a clause Kt E SC’) such that 
,{ &t-w KE. (15) 
In particular, for < = 0, there is a clause K* ES@) such that 
2 ko I@. (16) 
Trivially, X must occur in K” (for otherwise we would have K” E Si!,, C So+‘) and 
c1 FH K”, contradicting (13)). Furthermore, K” is X-positive. For, if K” also contains a 
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negative literal M(X), then, in the notation of Definition 2.5, K”(cro) 3M(a”) = 120, 
which is impossible. Let P=P(X) be the only literal of K” in X. We can safely 
assume that P satisfies the following minimality condition: 
Whenever K E Set) is an X-positive clause such that x0 Fe K and Q(X) is 
the only literal in X of K, then suppe P C supps Q. 
Similarly, for 5 = 1, there is an X-negative clause K’ E S(l) such that 
LX’ k0 K’. (17) 
Let N(X) be the only literal in X of K' . As above, we can safely assume that N 
satisfies the following minimality condition: 
Whenever K E ,S(1) is an X-negative clause such that cl1 ko K and R(X) is 
the only literal in X of K, then supp, N C supp, R. 
Claim 2. supp, P n supp, N # 8. 
For otherwise (absurdum hypothesis) the binary resolvent 
D* = .%‘(K’, K’J) E S(r+l) 
would be a clause in S$!,, 2 S (‘+l). Since D* is X-free, by (***), c1 keD*. Thus, 
there is an X-free literal LED* such that c( +eL. By definition of the map D HD* 
(Proposition 2.8), either L E K”, or L E K’, or L =_&VL1, where the two literals LO E K” 
and L1 E K’ have the same sign and the same variable. In all possible cases we would 
contradict either (16) or (17), and Claim 2 is proved. 
For suitable real (in fact, rational) numbers 0 < ,u < v < 1 we can now write 
SUPPO f’ f- SUPP, iv = [ PL, VI # 0. (18) 
By the assumed minimality of these &supports, whenever T is an X-positive clause 
such that x0 Fo T, U is an X-negative clause such that cl1 po U, and P’(X) E T, 
N’(X) E U, it follows that 
SUPPB P’ n SUPP, N’ 2 [ P, VI. (19) 
Recalling (15), for each y E [,u, v] let us choose an arbitrary clause KY E SC’) such 
that cxY FB KY. 
Claim 3. KY is X-saddled. 
As a matter of fact, if Q(X) were the only literal in X occurring in K’, and, 
say, Q were positive, then by the above minimality property of P, we would get 
supp, Q > supp, P, whence 
minsuppo Q d minsupp, I’, 
348 D. Mundici, N. Olivetti1 Theoretieal Computer Science 200 (1998) 335-366 
whence a fortiori, Ky(c+‘) > Q(aY) 2 8, which would contradict (15). Similarly, KY can- 
not be X-negative. Since, trivially, X must occur in KY, Claim 3 is settled. 
To conclude the proof of Claim 1, for every real number y E [p, v], let us write 
KY = {Py(X), N’(X), . . .}, 
with Pr positive and NY negative. By our assumption about KY we have the inequalities 
8>KY(a7)>pY(y) V NY(y). (20) 
By continuity, the inequality P?(y) V Np(y) < 6’ holds in an open interval (uy, by) con- 
taining y. By compactness of the unit real interval, there is a finite set of points 
Y(l),..., y(z) E [p, v] such that 
(~,(l)~~,(l))U . . U(~,(Z)>~,(Z)) >b~Vl~ 
Thus, from (18) and (20) it follows that supp, P n suppe N is disjoint from 
(suppO Pr(‘) u SUPP, NY(‘)) n . . . n (supp, PyCz) u SUPP~ NY@)). 
Let the multiple resolvent E* ES@+‘) be given by 
E* = .%(K”,K’,KY(‘), . . . ,K+),X). 
Since E* E S$!mult C SCt+‘), it follows from (14) together with (**+), that a +=s E*. 
Thus, a ko L for some literal L E E*. Now, L is X-free and either already occurs in 
some clause K E {K’, K’,K’(‘), . . . , KY@)}, or else, L has the form L = Qi V . . . V QW, 
where Qi, . . . , QW are literals of the same sign in the same variable Y #X, and each 
literal Q; occurs in some clause K E {K’,K’,KY(‘),. . . ,KY(‘)}. It is safe to assume 
that L(a)=Qi(a). In case Qi EK’ then by (13) and (14), K”(ao)>Q’(a)>O, thus 
contradicting (16). In case Qi E K’ one similarly obtains a contradiction with (17). In 
the remaining case, if Qi E KY@) (for some Y = 1,. . . ,z) then, again, 
K (a y(r) r(r) )>,Q1(a7”))=L(a7(‘))=L(a)38, 
thus contradicting (20). One similarly deals with the case when L is already a member 
of some KE{K~,K~,K~(~),... , KY(‘)}. Claim 1 is thus settled, and the proof of the 
theorem is complete. 0 
Corollary 4.7. Let S be jnite and t)-satisjable set of clauses in the variables 
Xl,... ,X,,, where 0<0<1, OEQ. Let S(O) ,..., SC”) be obtained by successive applica- 
tions of the DPP procedure, and let us assume that for each t = 1,. . . ,n, X, is the 
variable eliminated in the step $-‘) H SC’). Then an assignment a = (at+‘, . . . , a,,) O- 
satisfies Set) @for some 5 E [0, l] the assignment a5 = (5, at+‘, . . . , a,,) ksatisjies SC’-‘) 
@for some x E [0, l] n Q the assignment ax = (1, at+‘, . . . , a,) &satisfies S(‘-‘). 
Proof. Immediate from the proof of the previous theorem. The existence of a ratio- 
nal x having the desired properties follows from the fact that S is finite, and for 
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each literal L in S the function L : [0, l] --f [0, l] is a McNaughton function (see 
Corollary 2.4). 0 
Example. The following example shows that binary resolution alone, as given by 
Definition 4.1, is not complete: let 0 = 1. Let { Ci, Cz, Cs} be the three clauses 
By direct verification we get supp,(X @X) = [l/2,1], supp,(lX @ -X) = [0,1/2], and 
supp,(X 0X)U supp,(-%O -X)= (0, 1). Thus, on the one hand, the set of clauses 
{ Ci, CZ, C’3) is not 1 -satisfiable; on the other hand, for each i, j E { 1,2,3} with i # j 
no binary resolvent of Ci and Ci exists (with respect to 8 = 1). It goes without saying 
that completeness can be achieved by a suitable relaxation of Definition 4.1, in which 
the resulting generalized binary X-resolvents need no longer be X-free: however, this 
would be somewhat against the spirit of classical resolution. 
5. Krom clauses (clauses with <2 literals) 
Definition 5.1. We say that a clause C is Krom iff it contains at most two literals. 
Historically, this terminology is justified by [3], and related references. 
The KROMSAT, problem is defined as follows: 
INSTANCE: a finite set S of Krom clauses, and a rational 0 < 8 = c/d d 1, where 
1 d c d d are integers in binary notation. 
QUESTION: Is S @satisfiable ? 
Aim of this section is to prove that KROMSAT, is decidable in deterministic poly- 
nomial time, and that models of satisfiable sets of Krom clauses can be constructed in 
polynomial time, thus generalizing the well known result for the classical propositional 
calculus. 
Given two sets V and W of clauses, suppose that for all assignments CI E [0, l]@ we 
have CI /=e V iff c1 be W. We then say that V is &equivalent to W, in symbols 
Since every saddled Krom clause C has the form C = {P(X),N(X)} for some vari- 
able X, we can naturally generalize Definition 3.3 as follows, 
Definition 5.2. The e-support supp, C of an X-saddled Krom clause C is the union 
of the f&supports of its literals. An X-saddled clause C is said to be Q-trivial iff 
its Q-support coincides with [0, 11. Two X-saddled Krom clauses Ct = {Pi,Ni} and 
C, = {P2,N2}, are said to form a e-critical pair iff supp, Ci U suppe C2 # [0, 11. We then 
let i E { 1,2} be equal to 1 if supp, Pi & supp, P2, and i = 2 otherwise. Similarly, let 
jg {1,2} be equal to 1 if supp, Ni 2 supp, N2, and j = 2 otherwise. Then the e-merger 
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of the B-critical pair Ci and CZ is the X-saddled Krom clause J&(Ci, CZ) = {E,N,}. 
A set S of Krom clauses is said to be &regular iff it contains no &rivial clauses and 
no &critical pairs. 
Note that 
Ae(Ci,C2) E-B Ci A C2. (21) 
Proposition 5.3. Let B = cjd, where c<d are integers > 1. Let S be a jinite set of 
Krom clauses. Then S can be transformed into a @regular Jinite set Se -0 S, such 
that all literals occurring in Se are among those occurring in S. For some polynomial 
p =p(x, y) the map SW& is computable in less than p(logd, IlSjl) Turing steps. 
Proof. Using the procedure described in the proof of Theorem 3.4 one first computes, 
for each X-saddled clause C = {P(X),N(X)} E S, the rational numbers minsuppe P 
and maxsuppsN as a pair of integers in binary notation. It is then easy to delete 
from S all e-trivial clauses, obtaining a new set S’ which is e-equivalent to S. Indeed, 
a Q-trivial Krom clause is satisfied by all assignments, and its deletion results in a 
e-equivalent set. Suppose now that S’ contains two X-saddled Krom clauses Cl, C2, 
and let suppe Ci = [0, a] U [fl, 11, and suppeC2 = [0, r] U [6,1]. Then a moment’s reflec- 
tion shows that Ci and C2 form a &critical pair iff max(a, y) < min(p, 6). By another 
application of Theorem 3.4, some Turing machine can quickly decide if Ci and C2 
form a e-critical pair, and - if this is the case - compute their &merger Ao(Ci, C2) 
in a number of steps bounded by a polynomial in log d and (11 Ci 11 + ]]C2 II). We then 
replace Ci and C2 by the single clause &‘&Cl, CZ). Thus the number of clauses is 
reduced by one, and no new literals are introduced by the merging operation. The 
resulting set of clauses is e-equivalent to S, by (21). Iterated application of the Ae 
operation yields in polynomial time the desired conclusion. 0 
Proposition 5.4. Let 0 = c/d, where c dd are integers 3 1. Let S = {Cl, (2’2, C,, . . . , Ck} 
be a O-regular set of Krom clauses, where C,, . . , Ck are X-saddled, Cl is X-positive, 
and C2 is X-negative. Let P(X) and N(X) be the positive and negative literals of Cl 
and C2, respectively. Assume supp, P n supp, N # 0. Suppose S is g-resolvable and let 
B(C1, c2, c3,. . . > Gc,X) 
be its multiple resolvent. Then there is precisely one clause C E { (23,. . . , Ck} such that 
~(CI, C2, (23,. . . , Ck,X) -0 W(Ci, C2, C,X). For some polynomial II/ = $(x, y), both C 
and the ternary resolvent W(Ci,C2,C,X) can be found in less than Il/(d, IlSll) Turing 
steps. 
Proof. For any X-saddled clause K ES, let us denote by Supp, K the open interval 
[0, l]\ supp, K. By hypothesis, 
suppe P n supp, N C ; supp, Ci. 
i=3 
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From the &regularity assumption for S it follows that the open intervals Eip& Cl,. . . , 
suppH Ck are nonzero and pairwise disjoint; thus there is precisely one clause 
CE{Cs,..., Ck} such that suppe P n supp, N C Supp, C. By Theorem 3.4 such C can 
be computed in a number of Turing steps bounded by a polynomial in logd and IlSll. 
By Proposition 2.8, the resolvent %?(Ci,C2,Cs,. . ., ck,x) can also be computed in a 
number of Turing steps bounded by a polynomial in log d and llSl[. The equivalence 
9( Ci, C2, CJ, . . , Ck,X) ~0 %?(Ci, C2, C,X) is immediate by definition of C, upon not- 
ing that any X-saddled Krom clause contains no other literals than a positive literal 
in X and a negative literal in X. 0 
For our computational purposes, we shall now modify the resolution rule of 
Definitions 4.1 and 4.3, as follows: 
Definition 5.5. Fix a rational number 0 < 6’ < 1. Let Ki = {P(X),L( Y)} and K2 = 
{N(X),M(Z)} be two Krom clauses, where KI is X-positive, and K2 is X-negative. 
Suppose supp, P n supp, N = 0. Then the mod$ed binary X-resolvent of KI and K2 
(with respect to 0) is the clause B”(K1,K2,X) given by the following stipulation: 
_ If L and A4 are literals in the same variable Y = Z having the same sign, and 
Q E {L,M} is the literal having the larger 8-support, then WO(Kl, K2,X) = {Q}. 
- Otherwise, B~“(K~,K;!,X)=W(KI,K~,X)= {L,M}. 
Given three Krom clauses Ci ={Pi(X),L(Y)}, C2 = {Nz(X),M(Z)} and C3 = 
{MX), MX)} suppose suppe 8 n supps N # 0, and supps f’1 n SUPP~ N2 n ( SUPP, p3 
u supp, N3) = 0. Then the modijied ternary X-resolvent of Ci,C2 and Cs (with respect 
to 6)) is the clause 9’(Ci, C2, Cs,X) given by the following stipulation: 
_ If L and A4 are literals in the same variable Y =Z having the same sign, and 
Q E {L,M} is the literal having the larger &support, then %?‘O(Ci, C2, C3,X) = {Q}. 
- Otherwise, %!“(Ci,C2,C3,X)=~(Ci,C2,C3,X)= {L,M}. 
Proposition 5.6. The modified binary and ternary resolution of Definition 5.5 is sound 
and complete for the &satisjiability problem of %-regular sets of Krom clauses. 
Proof. One first observes that for each k E {2,3}, if the clauses Cl,. .,Ck are 
X-resolvable then 9( Ci , . . . , Ck,X) 30 99’( Ci , . . . , Ck,X). The desired result now easily 
follows from soundness and completeness of resolution, together with Proposition 5.4. 
0 
We now define the correspondingly modified DPP procedure: 
Definition 5.7. Let 0 < 8 6 1, 8 E Q. Let S be a B-regular finite set of Krom clauses. 
Let X be a variable occurring in S. Let, as in Definition 4.5, Sx-free = the set of all 
X-free clauses in S. Then, without explicitly mentioning the dependence on 8, we let 
SX-modbin = the set of modified binary X-resolvents of clauses in S. 
SX-modter = the set of modified ternary X-resolvents of clauses in S. 
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In the light of Proposition 5.3 let S’ = (S - x free U SX-modbin U SX-modter h .Then the set s’ 
is said to be obtained from S by one modijied DPP step (taken on the variable X). 
In case no variable occurs in S, then S coincides with the empty set of clauses 0, or 
with the singleton set (0). In either case we stipulate that S’ = S. 
For any fixed enumeration Zi, . . . , Z, of the variables occurring in S we shall adopt 
the following notation: 
and, for all integers 1 d t Gn, 
$‘I = (cp’l) 3 
where the step leading from S - lt ‘1 to Sl’l is tacitly assumed to be taken on the 
variable Z, . 
Lemma 5.8. Let as above, 0 < 9 = c/d d 1 be a rational number, for integers 1 <c <d 
in binary notation. Let S be a finite g-regular set of Krom clauses. Let Xl,. . .,X,, 
be the variables occurring in S. Let S[“],S[‘], . . . be the sequence of &regular sets 
of Krom clauses obtained by repeated application of the modijed DPP procedure, 
according to some fixed but otherwise arbitrary enumeration of the variables. 
(i) Then one of the following mutually exclusive cases must occur: 
_ either 58’) = 0 (in which case S is g-satisjiable), 
_ or SC”) = {n} (whence S is not O-satisjiable). 
(ii) Further, for some polynomial u = ,u(x, y), the sequence S[‘], . . . , Sl”] is computable 
in less than p(logd, IlS(l) steps by a Turing machine working over input (S,c,d). 
Proof. (i) This follows from Proposition 5.6, noting that each modified DPP step 
eliminates a variable without introducing new ones. 
(ii) Let {Li,. . . ,LI} be the set of literals in S. For each j = 1,. . ,l let the rational 
number 9 be defined by: q = minsupps Lj if L/ is positive, and oj = maxsuppe Lj, if 
Lj is negative. By Theorem 3.4 the list 
can be computed in a number of Turing steps bounded by a polynomial in logd and 
IlSll. Let WI, . . . , Lt) be the set of all Krom clauses obtainable from the literals in S. 
Then the number k of elements of K(L 1, . . . , Lt ) satisfies the inequality 
kQ4Z2 + 21+ 1 6411S1/2 + 2llSll + 1. (22) 
By definition, neither the A$ operation, nor the modified resolution operation 99’ gen- 
erate new literals. It follows that all literals occurring in SI”l U . . . U St”1 will be among 
{Ll, . . ..Lt}. This ke y observation allows us to give a fast procedure to compute the 
sequence Slol,. . . ,S[“l as follows: Focusing attention on the ith DPP step St’1 H SI’+‘l, 
avoiding all trivialities, and assuming Sl’l # 0 and Sl'l # {o}, there is a unique variable 
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X such that Sti+‘l is obtained by computing modified binary and ternary X-resolvents 
of clauses in St’]. 
Claim. There is a polynomial v = v(x, v) such that, for each i = 0,. . . , n - 1, St’+‘] 
can be computed by a Turing machine over input (~9~1, c, d) in less than v(log d, llS]i ) 
steps. 
Indeed, the computation of S,!&,odbin (resp., of Sj!modter ) requires examination of the 
&supports of at most k2 pairs (resp., at most k3 triplets) of clauses in S[‘]. Using the 
above list (Lt, at), . . , (Ll, al), the set 
can be computed in a number of Turing steps bounded by a fixed polynomial in logd 
and I]S]l, independently of i. An application of Proposition 5.3, together with (22) 
shows that each Sl’+‘l is computable by a Turing machine over input (St’I,c, d) in a 
number of steps bounded by a fixed polynomial in logd and I]S]]. It is now easy to 
find a polynomial v satisfying the requirements of our claim. To conclude the proof 
one simply notes that the number n of DPP steps under consideration is d IlSl]. 0 
Theorem 5.9. There is a polynomial x in two variables, and a Turing machine Z 
such that for every rational 0 < 6 = c/d < 1 (with integers I <c <d in binary notation) 
and every finite set S of Krom clauses, over input (S,c,d), x decides B-satishability 
of S in less than x(logd, I]Sll) steps. Thus, the KROMSAT, problem is decidable 
in polynomial time. 
Proof. Immediate from the above lemma together with Proposition 5.3. 0 
In the rest of this section we shall describe a fast procedure to build models for 
d-satisfiable finite sets of Krom clauses. 
Proposition 5.10. Let 0 <d = c/d < 1, where c <d are positive integers in binary no- 
tation. Let S = {Cl, . . . , Cz} be a 0-satis$able finite set of Krom clauses in which 
no other variable than X occurs. Let S=CI A . . . A C,, be the McNaughton func- 
tion associated to S, where each C, is as in Dejinition 2.5. Then a rational number 
< =a/b E [0, l] such that S(t) 3 8 (with relatively prime integers 1 <a< b in binary 
notation) can be obtained in a number of Turing steps bounded by a polynomial in 
logd and IISJJ. 
Proof. In the light of Proposition 5.3, we can safely assume S to be B-regular. Let 
Sf be the set of X-positive clauses of S. Let S- be the set of X-negative clauses 
of S. If S+ is empty, then t=O will be a rational &model of S. Otherwise, if S- is 
empty, then 5 = 1 will be a rational &model of S. If both Sf and S- are nonempty, 
let the rational numbers p and v be defined by p = max{min supp, P I P E S+} and 
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v = min{max suppeN 1 N E S-}. Since S is f&satisfiable, we can write 0 <CL f v < 1. 
Recalling the notation of Proposition 5.4 we argue by cases: 
Case 1: There is no X-saddled clause C E S such that p E Supp, C. Then l= ,LL will 
be a rational &model of S. 
Case 2: There is an X-saddled clause C = {P(X), N(X)} E S such that p E Supp, C. 
Then, since S is o-satisfiable, the rational 5 = min suppe P must satisfy the inequality 
5 dv, whence, by the assumed &regularity of S, < is a &model of S. 
In either case, by Theorem 3.4, the computation of a pair of relatively prime integers 
in binary notation representing the value of { can be done in a number of steps bounded 
by a polynomial in log d and I]S]]. One promptly decides whether S+ or S- is empty 
(whence ?j can be set equal to 0 or 1, respectively), or else, whether the value of < 
should be computed in accordance with Case 1 or 2. 0 
Corollary 5.11. There is a polynomial 7 = z(x, y) and a Turing machine F such that, 
given any rational 0 < B = c/d < 1 (where 1 <c <d are integers in binary notation) and 
any B-satisfiable jinite set S of Krom clauses in the variables Xl,. . . ,X,,, over input 
(S,c,d) machine F outputs, in less than r(logd, ]iSi]) steps, a e-model CI of S, say, 
rx=(cI1,..., cx,,), where each pi is a pair of relatively prime integers in binary notation. 
Proof. By Proposition 5.3 we can safely restrict to the case when S = SI”l is 
e-regular. Let SIol, . . . , Sl”] = 0 be the sets of Krom clauses obtained by the procedure of 
Lemma 5.8. Without loss of generality, we may assume that Slil only contains the vari- 
ables Xi+,, . ,X,,. There is a polynomial p = ~(x, y) such that the list 
is computable in less than p(logd, /lSll) steps. Further, by Proposition 5.6, together with 
Corollary 4.7, every Sl’I is &satisfiable. Thus in particular, skipping all trivialities, and 
using Proposition 5.10, we obtain a &model CL,, E [0, l] n Q for SC”-‘I, in a number of 
steps bounded by a polynomial in log d and IIS]]. 
Proceeding by induction, let 1 <i < n - 1, and assume 
cl=(cli+i,..., GJEWJI~Q)“- 
to be a &model of Slil, where, as in Proposition 5.10, SliI denotes the McNaughton 
function associated to the set of clauses SliI. For some rational Cli E [0, 11, Corollary 4.7 
yields an extension CI’ = (ai, ai+i , . . . , cc,) such that LX’ +o SIi-‘I. 
There only remains to evaluate the complexity of this model building procedure. To 
this purpose, let us define S* C Sl’-‘1 by the following stipulation: A clause C E Sl’-‘] 
belongs to S” iff for some index j = i+ 1 , . . . , It, C contains a literal L = L(Xj) such that 
Mj /=:eL. Note that all Xi-free clauses of SI’-‘1 must belong to S*. Let S** =SI’-‘I\S*. 
Let the set Wli-11 of clauses be obtained by deleting from each clause of S** every 
literal L =L(X,), whenever t = i + 1,. . . ,n. By construction, WI’-‘] is a set of Krom 
clauses only containing the variable Xi. Again by Lemma 5.8, IV-‘] is computable 
in a number of steps bounded by a polynomial in log d and IlSl], independent of i. 
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A moment’s reflection, recalling the proof of Theorem 4.6, shows that for every 
r E [O, 11, 
S[i-ll(~,ai+*,... a,)>0 iff Wri-‘1(~)20. 
By induction hypothesis, together with Corollary 4.7, the set ,$-‘I is &satisfiable by 
some assignment of the form (5, ai+i,. . . , an), (where <E [0, l] rlQ). From 
Proposition 5.10 it follows that the binary representation of the pair (a, b) of rela- 
tively prime integers 1 <ad b such that Cci = a/b /=Q I@-‘] is obtainable in a number 
of Turing steps bounded by a polynomial in log d and 11 @‘-‘I 11, independently of i. 
Therefore, by our previous discussion, the binary representation of the pair (a, b) is 
computable in a number of Turing steps bounded by a polynomial in log d and l]S]l. 
In conclusion, our inductive computation of 
can be performed in a number of steps bounded by a fixed polynomial in logd and 
IlSl]. This completes the proof. 0 
Remark. (1) The above method can be applied, mutatis mutandis, to any finite set of 
(possibly, non Krom) clauses, yielding an effective model building procedure. However, 
since our analysis in Lemma 5.8 does not hold in general, by analogy with the classical 
case, the number max(IIS[“]II,..., llS[“lll) ft o en g rows exponentially with respect to IIS]]. 
As a consequence, the above inductive computation of (cI,_~, a,) /=e LY[“-~‘, (a,_~, a,_ 1, 
x,) bfl s’“-3’, . . . ,(cq,. . .) a,) +e LIP’ requires an exponential number of Turing steps. 
(2) As a consequence of Corollary 5.11, for any finite and satisfiable set S of Krom 
clauses one can effectively compute the maximum value 0 E Q such that there exists 
p 10 S. Using now a routine binary search procedure, for any integer k such that 
2-k <9 one can find an assignment CI such that c( /=~_~-k S, in a number of steps 
bounded by a polynomial in k and [IS/l. 
6. Horn clauses and least model computation 
In this section we shall concentrate on model building for satisfiable sets of Horn 
clauses. Rather than developing ad hoc resolution techniques for Horn clauses, we 
shall generalize to the infinite-valued calculus of Lukasiewicz the traditional fixpoint 
constructions of classical propositional logic. Indeed, these techniques have far reaching 
generalizations. For the reader’s convenience, we shall assume no prerequisite on this 
subject. 
Definition 6.1. A clause K is a Horn clause iff it has at most one positive literal. 
A Horn clause K is said to be nonnegative iff is contains precisely one positive literal. 
A nonnegative Horn clause K containing precisely one literal is called a unit. Thus, K 
consists of a single positive literal. 
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The HORNSAT, problem is defined as follows: 
INSTANCE: A finite set S of Horn clauses, and a rational 0 < 6 = c/d < 1, where 
1 6 c < d are integers in binary notation. 
QUESTION: Is S O-satisfiable ? 
Aim of this section is to establish that HORNSAT, is decidable in polynomial time, 
thus generalizing the well known result for the classical propositional calculus. We can 
safely restrict attention to assignments c(= (c1i, a~,. .) E [0, I]“. 
Definition 6.2. The natural lattice-order < over [0, llw is defined by stipulating that 
for any two assignments tx,fl E [O,ll”, a $ p iff for each i = 1,2,. . ., CQ </$, The 
infimum p A y of two assignments p,y E [0, 11” is given by (fi A v)i = min(/?;, yi), i = 1, 
2 ,... . We write c( + fl iff or=@, and /I # a. 
Proposition 6.3. Let 0~ 0~ 1, B E R. Let S be a set of Horn clauses. 
(i) For any two assignments a, p E [0, I]@ if CI +H S and ,8 Fe S then a A fl F=B S. 
(ii) If S is 0-satis$able, then the set 
Mod~S=(crEIO,l]Wjfor all KES, a /=eK] 
has a 44east element, denoted min(ModoS). 
Proof. (i) It is sufficient o consider a single Horn clause K = {LI,. . . ,I,,}. If K does 
not contain any positive literals the result follows from the fact that negative literals 
are antimonotone, i.e., their associated functions are monotonically decreasing. Oth- 
erwise, letting without loss of generality L, be the only positive literal of K, if both 
a +o L, and b /=e L1, then a A p +=o Lt and we are done. There only remains to 
consider the case when for some j = 1,. . . , t - 1, either a ko Lj or fi +o Lj. Then, by 
the above antimonotonicity property, 01 A p ko Lj, as required to complete the proof 
of (i}. 
(ii) Since Mode S is nonempty, for each i = 1,2,. . . let 
(Mode S), = { 5 E [0, l] / ai = 5, for some a E Mode S} 
be the projection of Mode S into the ith coordinate axis; further, let the real number 
pi E [0, 1 ] be defined b y ,~i = inf(Mod0 S)i, and let the assigmnent p E [0, l]m be given 
by P=(PI,P~,...). 
Claim. p E Mods S. 
Otherwise (absurdum hypothesis), let K = (Lip _ . . ,A,) E S be such that p Fe K. By 
assumption, whenever p E Mode S C Mod0 K, then p < p, Since negative literals have 
the antimonotonicity property, the only possibility for 1( not to O-satisfy K is that K 
contains a positive literal, say P = P(X) = L,. For some index j = 1,2,. . . , the variable 
X coincides with the jth variable Xj. Regarding the function P as only dependent 
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on the single variable Xj, from our absurdum hypothesis it follows that P(pj)<O. By 
continuity, for all suitably small real numbers E > 0 we have P(pj + E) < 8. By definition 
of p, F can be chosen in such a way that there is CI E Mode S with aj = /+ + E. Upon 
noting that cci>pLi for all i=1,2,..., from the antimonotonicity property of the literals 
LI , . . . , L,_I it follows that K(m) < 0, i.e., IX kti K, thus contradicting our assumption 
about c(. Our claim is settled, and the proof of (ii) is completed. Cl 
Proposition 6.4. Let 0~86 1, 9 E R. Let S be a set of Horn clauses. Let Sf 5 S 
be the set of nonnegative clauses in S. Then S is 9-satisjiable. Further, if S is 
8-satisjiable then min(Mode S) = min(Mode S+). 
Proof. Trivially, the assignment (1,1 , . . .) E [0, 11” &satisfies each clause in S+. To 
conclude the proof, let S- = S\S+, and let a E [0, llw be an arbitrary assignment 
such that M k=e S. Let p =min(Mods S+) be as given by Proposition 6.3(ii). Since 
c( b=s S+, from Proposition 6.3(i) it follows that p A CI beS+, whence p+x. By the 
antimonotonicity properties of all literals in S- we conclude that p +o S, whence 
/J = min(Mode S). 0 
Notation. Every nonnegative Horn clause C can be written as 
C=P, A... AP,*P (n20), (23) 
where PI,. . , P,, P are positive literals, and A + B is an abbreviation of 1A V B. ( Wurn- 
ing: This is not Lukasiewicz’s implication.) Following a classical tradition we also 
write 
Caodv = PI A . . . A P, and Cuead = P. 
This allows us to concentrate only on positive literals. There are some obvious 
adjustments in our previous stipulations about associated functions. Thus for instance, 
in case C is a unit, CnOdy = 8; then the associated function &,dy is identified with the 
constant function 1. 
As an immediate consequence of the definition we have 
Proposition 6.5. Fix a real number 6’ with O< 0< 1, and a nonnegative Horn clause 
C. Then for every CI E [0, llw the following conditions are equivalent: 
6) a k0 C, 
(ii) IfC&@(C1)> 1 - 0 then C”&@)>%. 
Definition 6.6. For every (possibly infinite) set S of nonnegative Horn clauses, variable 
X, real number 0 < 6 < 1, and assignment c1 E [0, llw, the set A = d(S,X, 8, a) of positive 
literals in X is defined by 
A = {P = P(X) 1 for some c ES, Cuead =P and &d,(a)> 1 - 0). 
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Further, the operator Ti : [0, llw 4 [0, llW is defined by stipulating that, for every 
index i= 1,2,3,... and assignment CI E [0, llw 
‘T,“‘a”i = 
0, if ,ol(S,Xiu,, 0, E) = 0 
sup{minsuppOP 1 P E d(S,Xi, 0, CC)}, otherwise. 
Proposition 6.7. Let 0< 8< 1, 8 E R. Let S be a set of nonnegative Horn clauses. 
Assume further tl, /I E [0, llw, and cc</?. Then we have 
(i) For every variable X, &‘(S,X, 0, a) C zZ(S,X, 0, p). 
(ii) Tj is monotone, in the sense that T!(a)< Ti(/?). 
Proof. (i) If P E d(S,X, 0, cc) then let K E S be such that KHead =P and Kn&C() > 1 - 8. 
Since KBody is monotonically increasing, I&+(/?) > l-8, whence P E &(S,X, 8, p). The 
proof of (ii) follows now immediately. 0 
Proposition 6.8. Let 0 < 8 d 1, 0 E R. Let S be a set of nonnegative Horn clauses. 
Then for every assignment aE [0, llw we have 
CL be S iff T~(cc)=+x 
Proof. (+) Assume Ti(a)<a, and let K E S be such that KB,d,(cd) > 1 - 8 and KHead =
P=P(Xi), for some index i= 1,2 ,... . Then P E &(S,Xt, 0, a). By hypothesis we get 
tli > (Ti(Cr))i > minsuppe P, whence P(E) 2 0. By Proposition 6.5, c( FQ K. 
(+) Let CI ks S, with the intent of proving (Ti(E))i <Cl; for all i = 1,2,. . . . Let 
X =Xi. If &(S,X, 0, c() = 8, we are done. Otherwise, let P E &(S,X, 8, a) be the head of 
a clause K E S such that Kn&C() > 1 - 8. By hypothesis, together with Proposition 6.5, 
P(a) > 9, and Cli aminsupp, P. Since P is arbitrary in &(S,X, 8, CC) we conclude that 
Cli > (Tj(M))i, as required. 0 
Proposition 6.9. Let 0 < 6’< 1, 0 E R. Let 5’ be a set of nonnegative Horn clauses. 
Then Ti is (monotone) a-complete, in the following sense: Whenever N!‘=+x~< . . ’ =+cY” 
<..’ is a sequence of assignments in [O,ll”, and 
denotes their least upper bound (with respect o the lattice-order <), then we have 
T&.) = u T;(~L~). 
n 
Proof. Note that M. is well defined, and, specifically, tli = sup,, al. Similarly, u, Ti(cc”) 
is well defined. Fix an index i = 1,2,3,. . . , and write Ai = &(S,Xi,g, a) and A; = 
&(S,Xi, 8, ~1”). By Proposition 6.7 we have Ai C A? C . . . , whence ( T~(GI’ ))i < ( Ti(M2))i 
Q . . . . 
Claim. Ai = U, Al. 
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Indeed, if P = P(Xi) E A? and P = ~~~~~ for some K E S such that KB+(~“) > 1 - B, 
then by monotonicity (Proposition 6.7), KB,,~,,(cI) > 1 - 8, whence P E Ai. 
Conversely, if P E Ai, assume P = C “cad for some clause C E s such that cn&(U.) > 
1 - 8. The function Cnody depends only on finitely 
and monotone increasing in each variable. Since by 
lim,,, a? = aj, there exists an integer 1 <m such 
P E U, A:, as required to settle our claim. 
Now, to conclude the proof, let us write 
(rs(a))i = sup{minsupp, P / P E Ai} 
= sup 
{ 
minsuppe P 1 P E U A; 
= sup{minsuppe P 1 P E A:} 
= Sllp(T!(P))i, 
In 
many variables, and is continuous 
hypothesis, for each j = 1,2,3,. . . , 
that Cn,,+(C(m) > 1 - 8. Therefore, 
whence the desired conclusion follows by definition of u. 0 
Definition 6.10. Let 0 <d< 1 with 0 E R. Let S be an arbitrary set of nonnegative 
Horn clauses. Then the sequence of assignments c1’, a’, a2,. . . (a’ E [0, llw) is inductively 
defined by 
cI” = (O,O, 0,. . .), 
CI n+’ = T&x”). 
From Proposition 6.7, by induction we get cr’+~‘=$ .. . . We further let 
For the sake of readability, the dependence on 6’ of c? shall be tacitly understood. By 
Proposition 6.9 we immediately obtain 
US = TV. (24) 
Theorem 6.11. Let 0 < 0 d 1 with 8 E R. Let S be a set of nonnegative Horn clauses. 
Then c? = min(Mode S). 
Proof. By (24) together with Proposition 6.8, c? +e S. Let /3 be any &model of S, with 
the intent of proving c?=$. It is sufficient to show a”=$? for each n = 0, 1,2,. . . . We 
proceed by induction on n. The basis is trivial. For the induction step, assume a”<B. 
Then by monotonicity of Ti together with Proposition 6.8 we have &i = TV 
+Ti(lJ)</I, as required to complete the proof. 0 
Remark. With obvious modifications, the results obtained so far still hold in case un- 
countably many variable symbols are available, and S = {C, 1 c( -c JC} is an uncountable 
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set of nonnegative Horn clauses. Far reaching generalizations of the model building 
techniques described so far in this section are discussed in [12] (see also [I]). 
When 0 is rational and S is finite, the least B-model ~1~ can be quickly computed, 
as shown by the following result. 
Theorem 6.12. Let B be a rational number 0 < 6 = c/d 6 1, where c and d are integers 
in binary notation, and 1 dc dd. Let S be a jinite set of nonnegative Horn clauses. 
Let x,,..., A’, be the variables occurring in S. Let /S/ be the number of elements of 
S, and jjS\j be the length of S. It follows that 
(i) c? coincides with a”, for some integer 06 t <IS\. 
(ii) Further, there is a polynomial cp = q(.x, y) such that, as an n-tupla (al/b,,. . . , 
a,/b,) of pairs of relatively prime integers in binary notation, E’ is computabie 
by a luring machine ouer input (S,c,d) in less than p(logd, /Sli) steps. 
Proof. (i) For each i = 0,1,2,. . . , let us define the set of clauses Vi C S by 
Claim 1. For all i # i’, Vi II Vi’ = 0. 
As a matter of fact, assume K E Vi. Let P = P(Xj) be the head of K. Then P E d(S, 
xi, 6, c(j). From P(d) < 0 we get minsuppB P > c$, whence, by definition of Tl, for each 
integer pn > 0 we have c$‘+” b minsupps P. It follows that P(c@) 28, and K @ Vi’“, 
as required to settle our claim. 
One now similarly proves the following: 
whence by Claim 1 there must be an integer 0 d t < IS/ such that af = a’+‘. It follows 
from Theorem 6.11 that CI’ = as is the least &model of S, as required to prove our first 
statement. 
(ii) Write S as in (23), and let PI,. . . , P, be the list of (positive) literals occurring 
in S. For each u = 1 , . . . , m let (a,, b,) be the pair of relatively prime integers 2 1 such 
that au/ha = minsuppe P,. By Theorem 3.4, 
whence the length of the binary representation of the integers a,, and b, is d logd; 
as a matter of fact, the list of rational numbers al/b,, . . . , a,/b, can be computed in 
a number of steps bounded by a polynomial in log d and /IS//. Let us write in short, 
6, = at,/b,. Arguing as in the proof of the claim in Theorem 3.4, we see that the 
list 
(K,KBody(h). bead(G)) 
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(for all K E S and u = 1 , . . . , m) can be computed in a number of steps bounded by a 
polynomial in log d and ]]Sll. By Definition 6.6, for every i = 0,. . . , t and j = 1,. . . , n, 
the jth coordinate of c& is either zero, or else belongs to the set {aa,. . .,a,}. There 
is a Turing machine which, over any input (cr’,S, c, d), outputs c?+’ in a number of 
steps bounded by a polynomial in logd and ]]Sll. Since t <ISI 6 IlSll, by (26) we 
conclude that the list NO , . . . , d is computable by a Turing machine over input (S, c, d), 
in a number of steps bounded by a polynomial in log d and IlSl]. This completes the 
proof. 0 
Corollary 6.13. There is a polynomial /3 in two variables, and a Turing machine 
F such that for every rational 0 < 0 = c/d < 1 (where 16 c <d are integers in bi- 
nary notation) and every jinite set S of Horn clauses, F over input (S,c,d) decides 
whether S is H-satisjiable, in a number of steps smaller than fi(logd, /lSll). Thus, the 
HORNSAT, problem is decidable in polynomial time. 
Proof. Assume XI , . . . ,X, is the list of variables occurring in S. 
Method 1. Let Sf be the set of nonnegative clauses in S. By Theorem 6.12 one 
can quickly compute the least &model cx = (c(r). . , , a,) of Sf, where each coordinate 
ai is a pair of relatively prime integers in binary notation. Arguing as in the proof of 
the claim in Theorem 3.4, we can quickly check whether for every C E S, C(a) > 0. 
Method 2. Let Yl be a variable symbol not occurring in S. Let S’ be obtained by 
replacing each negative clause C E S by the nonnegative clause C’ = C U { Yl}. Thus, 
whenever C={lPl,..., 7Pk}, it follows that CL = PI A . . . A fi + Y_L. Then it is not 
hard to see that S is &unsatisfiable iff YJ_ takes the value 8 in the least model slsl 
of Sl. By Theorem 6.12 the computation of 8, as a list of pairs of relatively prime 
integers in binary notation, can be computed in a number of Turing steps bounded by 
a polynomial in d and IlSi/. 0 
Remark. As an application of the above corollary, let S be a finite and satisfiable set 
of Horn clauses; let 19 E Q be the maximum value such that there exists /I +e S. Then 
for any integer k such that 2-k <8 one can quickly (i.e., polynomially in k and IlSl]) 
find an assignment CI +0_2-k S. 
7. The expressive power of literals 
In this section we shall prove the converse of Corollary 2.4. By analogy with 
Eqs. (4)-(5) the binary operations @ and 0 on the real unit interval [0, l] are defined 
by 
x@y=min(l,x+y) and xOy=max(O,x+y- 1). 
Further 3 the function ’ : R + [0, l] is defined by stipulating that for all z E R 
2 = max(O,min( 1,~)). 
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Proposition 7.1. For all z E R and x E [0, l] we have the identity 
(z+x)“=(z”GU)o(z+ l)! (27) 
Proof. If z G - 1 both sides are equal to 0. If z> 1 both sides are equal to 1. If 
z E [0, 11 both sides are equal to z CE x. Finally, if - 1 <.z < 0 we have (z# @x) 0 (z + 
l)“=xO(z+ I)= max(O,x+z)=(z+n)‘. Cl 
Proposition 7.2. Let O< b <a be integers. Let the linear function g : [0, I] 4 R be 
defined by g(x) = ax - b for all x E [0, 11. Then there is a positive literal P = P(X) 
only containing the connectives 0 and @, such that far all x E [0, 11, 
g(x)# = P(x). (28) 
Proof. By induction on a. If a = 1 then let P =X. Otherwise, recalling (27) for all 
x E [0, I] we have the identity 
((a- 1)x-b+x)‘=(((a- 1)x-b)‘@x)O((a- 1)x-(b- 1))‘. (29) 
If CI- - 1 > b > 0 then the desired conclusion immediately follows from (29) by induction 
hypothesis, If a - 1 = b>O then the right-hand side of (29) becomes equal to ~@((a - 
1)x - (b - I))“, and again, the result follows by induction. Finally, if a - 1 > b = 0, 
the right-hand side of (29) is equal to ((a - 1)x)’ @x, whence, also in this case, the 
desired result follows by induction. 0 
By Definition 2.2 there are precisely two constant McNaughton functions f : [0, I] + 
[0, 11, namely f = 0 and f = 1. 
Lemma 7.3. Let f : [0, l] -+ [0, l] be a monotone increasing McNaughton function 
other than the eonstunts 0 and 1. Tiren 
(i) There are uniquely determined rationals 0 da < fi 6 1 such that f = 0 over [0, a], 
f = 1 over [/3,1], and f is strictly increasing over [a,p]. 
(ii) There is a positive literal P = P” and a rational y > a such that P = f over [0, y] 
and P B f ouer [y, I]. 
(iii) There is a positive literal P = P1 and a rational 6 < /3 such that P = f over [6, l] 
and P > f over [0,6]. 
(iv) For all t: E R with a < t < fl there is an open neighbourhood A$ of 4 and a pos- 
itive literal P = Pg such that P = f over A$, and P 3 f over the complementary 
set [O,l]\J$. 
Proof. (i) With reference to Definition 2.2, let ~0, pi,. . . , pW, pW+l be the pol~omi- 
als with integer coefficients representing the linear pieces of f, say without loss of 
generality 
PO=:% P~-tl=:l, Pj=ajX-qi, O<bi <aj, (30) 
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for each j= l,..., w. Then by our hypotheses about f, we immediately obtain the de- 
sired conclusion. 
(ii) There is an index jo E { 1,. . . , w} and a rational y > a such that f coincides with 
the polynomial pi0 on [cr, y]. Further, there is a linear polynomial q(x) = ux - b with 
integer coefficients 0 d b < a such that q(y) = f(y) and a > max(ai, . . . , a,). It follows 
that q(x) <f(x) for all 0 6.x < y, and q(x) > f (x) for all y <x < 1. By Proposition 7.2 
there are positive literals L and M in the same variable X, only containing the con- 
nectives @ and 0, such that L = pjO and M = q”. Then the positive literal P = L V A4 
satisfies the identity P = (p,, V q)” on [0, 11, and also satisfies the requirements of (ii). 
(iii) There is an index ia E { 1,. . . , w} and a rational 6 < 1 such that f = pi0 on the 
left neighbourhood No+ = [6, B] of /!J. If f < pi,, on the whole [0, l] we are done. Other- 
wise, let 0 < 61 < 6 be the rightmost point such that piO(Gr ) = f(Ji) and pi,(x) < f (x) 
for all x<6i sufficiently close to 61. It follows that 61 E Q, and there is an index 
i] E{O,..., w} such that f = PI on a left neighbourhood N,+ of 61. In the light 
of (30) we must have ai, >ail 20. If f 6 pi, over [0,&l we are done. Otherwise 
aj, >O and, proceeding by induction, we have a (necessarily finite) sequence of indexes 
. 
ZfJ,Zl)..., i,E{O,. . . ,w}, together with integers a,, >ai, > . . . >ui, > 0 and rational points 
/?=60>61>&> ‘.. > 6, > ?it+i = 0 such that for each j = 0, . . . , t, f d pi, on [Sj+i , (ii], 
and f = pi, on a left neighbourhood N,+ of Sj. It follows that f =ptV...Vpt on 
[6,81, and f d pi V.. . V pt over [O, 11\[6, PI. Ag ain by Proposition 7.2 there are liter- 
als LO,. . . , Lt, all in the same variable X, and only containing the connectives @ and 0 
such that L, = pf for each r = 0,. . , t. Therefore, the literal P = LO V . . V Lt satisfies 
the requirements of (iii). 
(iv) We shall consider two cases: 
Case 1: f is dz@rentiuble at 5. Then for some index j = 1,. . . , w the function 
f coincides with pj on a closed neighbourhood Jf = [p, o] of 5, for suitable ratio- 
nals a <p < 5 <a<p. Arguing as in (ii) there is a linear polynomial q(x) = ux - b 
(for some integers O<b<u) such that q(o)= f(a), a> max(ui,...,u,),q(x)> f(x) 
for all x > CJ and q(x) < f(x) for all x < G. Arguing as in the second part of (iii) there 
are indexes ii,. . . , it E (0,. . . , w} such that f < pt V. . . V p: on [0, p]. Let the f&c- 
tion h:[O,l]+[O,l] be defined by h=pj, V...VplVpjVq#. Then f <h on [O,l] 
and f = h on [p, a]. An application of Proposition 7.2 yields literals L1, . . . , L,,A,B, 
all in the same variable X, and only containing the connectives o and @, such that 
Li =p;,..., L, = p$ A = pi”, B = q’. Therefore, the literal P = LI V . . V Lt VA V B has 
the desired properties, 
Case 2: f is not dzfirentiable at <. Then let a’ and a” be the left and the right 
derivative of f at 5. By (30), u’,u” E {ui , . . . ,a,}, and there are indexes j’, j” E { 1, 
. . , w} and rationals p < 5 < cr such that, over the interval [p, cr], the function f either 
coincides with pjf V pjff (in case a’ <a”), or with pjl A pjll (in case u’ > u"). Arguing 
as in Case 1, there are polynomials q, pi,, . . . , pi, such that, letting the functions h and k 
be defined by h = p,#, V ’ ..Vp~V~~Vpi#Vq’andk=p~V...Vp~V(p~,Ap~,,)Vqd, 
it follows that either f coincides with h or with k on [p, ~1, and f < h, f < k on 
[0, l]\[p, a]. By Proposition 7.2 there are literals Ll,. , LI, L’,L”, T all in the same 
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variable X, and only containing the connectives 0 and ~3, such that LI = pt , . . . , Lt = pi”,, 
L’ = pj,, L” = &, T = 4”. In conclusion, either literal Li V . . , V Lt V L’ V L” V T or 
L] V+** v & v (L’ AL”) V T has the desired properties. Cl 
Theorem 7.4. Zf f : [0, l] 3 [0, l] is a monotone increasing (resp., decreasing) 
McNaughton function, other than the constants 0 and 1, then there is a positive 
(resp., negatjve) literal L = L(X) such that L = f. 
Proof. We shall only consider the case when f is increasing. Let CI and /I be as in 
Lemma 7.3. Then for each < E [cz, j3] there is an open neighbourhood .4$ of 5 in [0, l] 
and a positive literal Pt =Pt(X) such that f =Pt on J$ and f <P( on [0,X]. By com- 
pactness there are finitely many points [(I), . . . , t(u) such that &‘& U. . . U MC* >[a, fi]. 
Without loss of generaiity we can assume & 1) = c1 and t(u) = j?, whence Pf(‘)(x) = 0 
for all O<x <cr. By the same lemma, the literal L = P{(l) A. . . A Pt(‘) satisfies the 
requirements of the theorem. 0 
Remark. Both Propositions 7.1 and 7.2 are due to McNaughton [5]. Our present proof 
of these two results is a simpli~cation of the proof of Rose and Rosser [IO]. It is an 
open problem whether every nonconstant monotone increasing McNaughton function f 
of one variable is representable by a literal L =L(X) only containing the connectives 
o and @.3 
As anticipated in an earlier section, the following result shows that the connectives 
@ and 0 alone cannot express the lattice connectives A and V (compare with (8)). 
Proposition 7.5. There is no formula F = F(X, Y) only containing the connectives f13 
and o such that F(x, y) = max(x, v). 
Proof. 4 Otherwise (absurdum hypothesis) let F be such formula. Replacing Y by X 
in F(X, Y) we get a formula D(X) f X such that D(x} =x for all x E [0, l]. Looking 
at the outermost connective in D there are two cases to consider: 
Case 1: D=(GOH) f or suitable positive literals G(X) and H(X). Since both G 
and H are continuous functions vanishing at x = 0, it follows that D(x) = 0 for all 
suitably small x>,O, a contradiction. 
Case 2: D = (G @H) for suitable positive iiterals G(X) and H(X). Then let a’ and 
a” be the right derivatives of G and H at 0. By Proposition 2.3 together with our 
hypothesis, the integers 0 <u’ and 0 da” satisfy the condition a’ + a” = 1. We can 
safely assume a’ = 0 and a” = 1. Since G( 1) = 1, by elementary calculus there must 
be a point 0 < 5 < 1 such that (d/dx)G(r) b 2. We can safely assume that also II is 
3 A positive answer is given by S. Aguzzoli in his paper ‘*The complexity of McNaugbton functions of 
one variable”, to appear in Advances in Applied Mathematics. 
4The referee kindly supplied an alternative and shorter proof, showing, by induction on j/F//, that there 
is no formula F = F(X, Y) only containing the connectives @ and ~3 such that F(0, l/2) = F( l/2,0) = 
F(1/2, l/Z)= l/2. 
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differentiable at 5. Since D(x) =x we get the contradiction 
8. Further research 
The fact that every formula in the classical propositional calculus is equivalent o 
a finite set of clauses is no longer true in the infinite-valued calculus of Lukasiewicz. 
Nevertheless, in [8] it is shown that any formula F does have a natural disjunctive 
normal form, whence also a conjunctive normal form reduction in the infinite-valued 
calculus. While Farey mediants till maintain a fundamental role, it turns out that the 
manipulations on the general normal forms of [8] are more akin to toric desingulariza- 
tion than to our present resolution procedures. 
In want of a general theory of automated eduction in the infinite-valued calculus, 
our present literals, and their associated resolution procedures, trike a balance between 
expressive power and computational costs. One can reasonably expect hat the polyno- 
mial time algo~thms introduced in this paper may fmd some applications in the logical 
treatment of propositions taking infinitely many truth-values. 
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