Web-based interorganizational workflows need efficient time management. Variations of activity durations and branching distributions on or-split nodes make it necessary that we treat time management in workflows in a probabilistic way. We introduce the notion of duration histograms for capturing the available temporal information about workflow execution, define the necessary operations for computing timed execution plans for workflows and discuss the application of this new concepts for workflow design as well as time aware workflow execution management.
Introduction
One of the prominent albeit obviously difficult application areas of web services is the support of business processes both within an organization as well as business processes spanning several organizations like supply chains. Today, the most critical need in companies striving to become more competitive is the ability to control the flow of information and work throughout the enterprise in a timely manner. Consequently, time-related restrictions, such as bounded execution durations and absolute deadlines, are often associated with process activities and sub-processes. However, arbitrary time restrictions and unexpected delays could lead to time violations. Typically, time violations increase the cost of business processes because they require some type of exception handling [12] . Therefore, the comprehensive treatment of time and time constraints is crucial in designing and managing business processes. Process managers need tools that help them anticipate time problems, pro-actively avoid time constraints violations, and make decisions about 1 the relative process priorities and timing constraints when significant or unexpected delays occur.
Workflow management systems (WFMSs) improve business processes by automating tasks, getting the right information to the right place for a specific job function, and integrating information in the enterprise [4, 5, 8, 14] . Many workflow systems use the web as transportation media for process data. Although currently available commercial workflow products offer sophisticated modeling tools for specifying and analyzing workflow processes, their time management functionality is rudimentary.
In research some attempts have been made to provide solutions of this problem ( e.g. [13, 6, 7, 10, 11, 12, 1, 3, 2, 9] ). Most of them suffer from the uncertainty of time information in processes. This vagueness stems mainly from two aspects: The duration of a task can vary greatly without any possibility of the workflow system to know beforehand. The second is that in a workflow different paths may be chosen with decisions taking place during the execution. Some approaches try to address this problem by introducing time intervals (best and worst case), or suppose some kind of distribution of duration values.
The contribution of this paper is the introduction of a new structure called duration histograms for representing time information and to make use of the different probabilities for different branches at split-nodes to improve the estimates for the duration of workflows and for the likelihood of deadline misses.
Workflow model
We define the rather generic workflow model we use in the rest of this paper and introduce Duration Histogram as a structure for representing probabilistic information about the duration of activities and processes.
Essentially, a workflow is a collection of activities, and dependencies between activities. Activities correspond to individual steps in a business process. Dependencies determine the execution sequence of activities and the data flow between them. Activities can be executed sequentially, repeatedly in a loop, or in parallel (and splits) or conditional (or-splits). Consequently, a workflow can be represented by an directed acyclic graph, where nodes correspond to activities and edges correspond to dependencies between activities. (Loops are introduced as repetitions of workflow graphs.) Figure 1 shows an example workflow schema. Each activity is represented by a rectangle that holds its unique name and its estimated duration (given in any desired time-unit TU). A is the start-activity and T is the final activity. B will be executed when activity A is finished. The 3 routes after B (and-split) will be processed concurrently. That means, that the workflow continues with S (and-join) not until M , G and R are finished. Conditional branches (or-split) exist after E, F and L. In this cases only one specific path will be chosen, which for example results in 8 different execution-routes between E and T . Additionally, the model contains statistically weighted values for each conditional branch. These probabilities can be defined by administrator estimations or average values from past executions. Regarding the example, H will be executed after E in 9 out of 10 cases and O will be executed after L in 4.8 out of 10 cases. Thus the probability that a workflow-instance will execute the path from E via H and O to T is 0.9 · 0.48 = 0.432.
Duration histograms
For the representation of the probabilistic values for the duration of workflows, and the duration of (complex) activities due to conditional branches we propose duration histograms. Histogram. Every matrix row describes one corner of a histogram, where the y-axis value is given by the cumulated branching probability c i and the x-axis value by the duration d i .
Formally we define duration histograms as follows:
Definition 1 (Duration Histogram) A duration histogram D is a binary relation with n rows (p, d), (probability p and duration d). A duration histogram D is valid, if
(probability p, cumulated probability c, and duration d), with
A cumulated duration histogram is the projection of an extended duration histogram on the cumulated probabilities and the duration.
The duration histogram D of a node v (elementary activity, complex activity, workflow) is represented by a (n × 2)-matrix, where each row holds one tuple (p i , d i ); p i represents a probability and d i holds the associated remaining-execution-duration (that is the execution-duration between this activity and the final activity of the structure). The matrix is ordered by the duration d i . In the remainder of this paper we use the probabilities or cumulated probabilities, whichever is more convenient in the situation since we can easily compute one from the other.
On (extended) duration histograms we define two basic operations: duration selection and probability selection.
Definition 2 (Selection) For the cumulated duration histogram D, the duration selection operation is defined as:
c ≥ q}, and the probability selection operation is defined as:
Examples: For the duration histogram E of Figure 2 : σ d 0.8 E returns 32, the duration within which 80% of the workflows terminate. σ p 28 E returns 0.528, the probability that the workflow terminates within 28 time units.
Calculation of duration histograms for workflows
We apply duration histograms to represent the temporal properties of a workflow in form of the Probabilistic Timed Graph, where each node of the workflow graph is adorned with a duration histogram representing the remaining time of the workflow. In this section we show how to calculate this graph depending on different workflow control-structures (sequence, conditional execution, parallel execution, loops) and introduce the required operations on workflow histograms (addition, disjunction, conjunction). Furthermore, we discuss the possible compression of duration histograms.
The Probabilistic Timed Graph will be calculated beginning with the final activity in reverse order of the dependencies of the workflow activities, whereby the calculation of each duration histogram needs its successors matrices. The final activity is initialized with a duration histogram with a single row (1, 1, d) , where d is the duration of the final activity. 5 
Addition of a scalar for sequences
For two activities R → S connected by a sequence we calculate the duration histogram of activity R by adding it's duration to the duration histogram of S. Examples are the activities J, M , P or S (see also figure 3).
Definition 3 (Addition of scalar) The addition of a scalar value c to a duration histogram D is defined as
D + c = {(p, d + c) | (p, d) ∈ D}
Adding duration histograms
There are two possibilities where adding a scalar value for expressing sequences of activities is not enough. First, it might be a sequence of composite (or complex) activities, resp. subworkflows, whose durations are expressed by duration histograms. Second we can use duration histograms also to express statistically distributed durations of elementary activities, too. In both cases, it is necessary to calculate the duration of the sequence of two activities by adding their duration histograms. 
Definition 4 (Addition) For the duration histograms B and C, B
+ C = {( p, d) | ∃(p b , d b ) ∈ B, ∃(p c , d c ) ∈ C, d = d b + d c , p = p b * p c }.
Disjunction of duration histograms for conditional execution
To calculate duration histograms for conditional structures, at first all successors matrices have to be aggregated into one result matrix, considering the given branching probabilities. For an activity A followed by an or-split with activity B with branching probability p and C with probability q the duration histogram is computed by a weighted disjunction of the matrices for B and C and addition of the duration of A.
The disjunction is computed by multiplying the probabilities in the duration histograms with their branching probabilities and merging these matrices.
Definition 5 (Disjunction) For the duration histograms B, C and the branching probabilities q and
It is easy to see that the sum of all probabilities of A is 1, and A is a valid duration histogram. The definition is easily extended to sets of successors.
For our running example ( figure 3 ) the duration histogram of E is computed by E = E.d + ((0.1, I ) ∨ (0.9, H)) (see figure 4) . 
Conjunction for parallel execution
After and-splits all succeeding routes will be processed concurrently. This means that the durations have to be aggregated, wherby the longest route determines the duration of the whole structure. Figure 5 visualizes this aspect. On the right side the duration histograms of C, D and E are superpositioned.
Being 'cautios', only maximum remaining-durations have to be considered -but now based on every possible probability. Thus the resulting matrix describes a histogram, which is composed by the right outer line of the superpositioned histograms of the successor-matrices. That means, when intersecting the y-axis parallel to the x-axis on every possible y-value, the remaining-duration which is farthermost right must be chosen. The grey hatched area in figure 5 visualizes the resulting matrix (which does not include the addition of Bs duration d = 5). This operation is called Conjunction: B = (C, D, E). It is obvious that the resulting duration histogram does no longer hold values for each possible route between the activity and the end of the workflow. What it holds is the compressed time-and probability-information that the workflow-scheduler needs to make decisions (see also section 6).
Definition 6 (Conjunction) Let B and C be cumulated duration histograms. B ∧ C
Again, this definition can easily be extended to conjunction of sets of duration histograms.
Iterations
For loops it might not be possible to exactly predict how many iterations will be executed during run-time. Therefore, we apply a similar approach to represent probabilities of iteration numbers and compute on this basis the duration of the whole loop structure.
4.5.1
Definition and iteration distribution. With regard to existing workflow-models the iteration structure is capsuled in a so called Complex Activity, that means it is embedded in an activity-structure, which in turn contains a workflow-graph itself and additionally the iterations probability information:
In analogy to duration histograms, the iteration histogram L of a complex activity is a binary relation of n rows (p, x) (probability p and iteration count x). Table 2 shows a possible iteration histogram L. This matrix can be produced empirically from statistical analysis of the workflow log. Again p i can be cumulated in increasing order and the result can be interpreted as follows:
There is a 2.7% chance that the iteration will be executed once.
There is a 10.81% (=2.7%+8.11%) chance that the iteration will be executed two times or less.
...
There is a 100% chance that the iteration will be executed nine times or less. For the following we assume that the workflow-graph of figure 6 is embedded in the complex iteration activity AE. Furthermore, we assume that its iteration probability distribution L is given in table 2.
4.5.2
Splitting the Structure. First the duration histogram of AE must be calculated, according to the explanations of the previous sections: Table 3 represents the initial duration histogram (after one loop). Now the rest of the iterations, as given in the distribution, must be considered. For this reason it is necessary to split the iteration into a structure that is composed of sequences and conditionals which connect the complex activity AE multiple times, as shown in figure 7 . The probabilities labeled on the edges can be taken from the iteration distribution L (see table 2 ).
In section 4.1 we introduced the matrix addition to calculate duration histograms considering two or more sequentially arranged activities. In the case of the splitted graph this technique has to be applied repeatedly. This operation is called Matrix Multiplication. After the multiplication a matrix-disjunction has to be performed on the resulting histograms to consider the branching probabilities (see table 4 
Definition 7 (Multiplication) The multiplication of a duration histogram D with a cardinal number n is is defined as
n · D = n 1 D = D + D + · · · + D8,): AE.D act = ((0.027, D) ∨ (0.0811, 2 · D) ∨ · · · ∨ (0.0405, 9 · D). Multiplication Result xi pi 1 · D = D 1 0.0270 2 · D = 1 · D + D 2 0.0811 3 · D = 2 · D + D 3 0.1216 4 · D = 3 · D + D 4 0.1892 . . .
Compression of duration histograms
With the algorithms presented so far it is possible that huge duration histograms might be created. To avoid too large histograms we introduce compression operations.
Duration histograms are compacted without loss of information resp. accuracy, by aggregating the duration histogram such that all durations are unique and the probabilities are summed up. Likewise, in the cumulated duration histograms, a row is deleted, if there is another row, with the same duration but smaller cumulated probability.
On compacted duration histograms we apply several compression techniques for decreasing the size of duration histograms. First we describe a method, where the loss of accuracy is minimized, then we present a method for pruning a duration histogram at predefined steps.
The goal of the technique is to keep the number of entries in the duration histogram on a defined level, without loosing to much informa-11 
In the example three areas have been removed to reach the defined number of three entries in the duration histogram. Figure 8 (b) illustrates a second compression approach, which is based on the idea, that entries below a specific threshold are not of interest for a workflow-scheduler and can therefore be skipped. In the example this threshold is 70% and since the duration histogram holds no row with c i = 0.7 the next-lower entry (0.528, 29) must be preserved. But the two areas below can be omitted. Additionally, the maximum number of entries for the final matrix was set to 3. Thus, the type(a)-matrixcompression has to be applied until this number is reached. 12 6.
Application
In the previous sections we described how to calculate the timed probability graph of a workflow-structure containing sequences, conditional executions, parallel executions or loops. The result is a duration histogram for every activity, representing the duration distribution of the rest of the workflow. This information can be used to calculate the probability of meeting defined deadlines.
Build Time
For all activities we can calculate internal deadlines. There are different possibilities how this can be achieved. The easiest way is to determine a deadline for the entire workflow. For our example we suggest a deadline DL = 48, because this is the highest remaining-duration value of the start-activity A (see figure 3) Amongst other things, the following conclusions can be drawn: The earliest point in time, when E is able to finish is 12. The latest point in time, when E is allowed to finish, without risking the workflows deadline, is 29. Should E finish within 29 TUs, there is still a 4,8% chance that the workflow-instance finishes within the given deadline of DL = 48.
These calculations enable us to use the timed probability graph to solve typical build-time problems, like the above mentioned deadline estimation and validation.
Run Time
With these calculated values t start or t end we implement simple but effective escalation-warning mechanisms, for example the traffic-light model: During build-time two values are defined. The first determines 13 the workflows state-change from green to yellow (warn) and the second determines the state-change from yellow to red (alarm). As long as the workflow is green everything is ok, if the state changes something has to happen. According to the new state different escalation actions can be invoked, like skipping unnecessary (optional) tasks, calling for administrators help or even termination of the workflow-instance. For an example, let's set the first threshold-value is 90% and the second threshold-value is 50%. Assuming the workflow-instance just finished activity E requiring 22 TUs so far, the workflow-status has to be changed from green to yellow, because the 90% threshold has not been reached. This can be determined by comparing the current time and the threshold-value with the matrix of E. If no exact cumulated probability value can be found, the nearest higher value must be chosen, in this case 96%. The corresponding t end -value is 21, which is clearly below 22, thus the state has to be changed.
The thresholds can be set freely, from risky to conservative adjustments. Of course, it is also possible to employ a more fine grained escalation scheme with more intermediate threshold values. The important contribution of our approach is that we can now define these threshold values in terms of probabilities of deadline violations.
Conclusions
It is imperative that current and future workflow management systems provide the necessary information about a process, its time restrictions, and its actual time requirements to process modelers and managers. At build-time, when workflow schemas are defined and developed, workflow modelers need means to represent time-related aspects of business processes (activity durations, time constraints between activities, etc.) and check their feasibility. At run-time, when workflow instances are instantiated and their executions are started, process managers should be able to adjust time plans (e.g., extend deadlines) according to time constraints and any unexpected delays. Furthermore, they need pro-active mechanisms for being notified about possible time constraint violations so that they can take the necessary steps to avoid time failures. In this paper we introduced a new method for representing different durations together with the probabilities for different durations of workflow executions in form of duration histograms. The operations we defined on these duration histograms allow the calculation of time plans for workflow execution and to reason about the probability of deadline violations. This should bring better scheduling decisions and improved escalation strategies for workflow execution.
