Abstract
Introduction
Proper management of software architecture is one of the most important factors towards successful development and evolution of component-based software systems. The architecture is a core part of a software system [1] , and obtaining and disseminating information about relevant risks is therefore important. By software architecture evolution, we mean accumulated changes to the structure(s) of a system of software elements, their external properties and mutual relationships [1] . Some effort has been made towards identifying and understanding the risks and corresponding strategies involved in managing software architecture evolution (but based on outputs from structured architecture evaluations -which are not commonly used in industry [7] ).
We expect that practicing IT-professionals who work with architecture on a daily basis will encounter architectural evolution risks on a regular basis. Therefore, this investigation targets software professionals in the IT-industry with significant knowledge and experience about software architecture design and evolution. The systems we investigate are within Component-Based Software Engineering (CBSE -including internal, Components Off-TheShelf (COTS) and Open Source components (OSS) development), and whose architectures have evolved during their lifetimes. We have also targeted small and medium sized enterprises (SMEs).
Based on our initial identification of risks and management strategies [19] , we have carried out an industrial survey of architectural risks and mitigation strategies in software evolution. In this investigation, we have identified additional architectural risks and associated risk management strategies related to software evolution in the IT-industry, in a three-part adapted operational matrix (Tables 1, 2, 3) . This allows easy lookup of strategies and related outcome profiles as applied to the most influential risks we identified. The most influential risks were regarding poor clustering of functionality and insufficient stakeholder communication. While many of the risks we have identified fit with results from earlier studies [22] [23], we have also identified several risks which appear not to fit risk these risk categories. We found a low level of awareness that lack of architecture evaluation represents a potential problem, as well as a direct link to business risks.
The remainder of this paper is organized as follows: Section 2 holds background and related work. The research method is presented in Section 3. Section 4 contains information on our data collection and analysis, and the results of our study stand in Section 5. Discussion and Threats to Validity are contained in Section 6, and conclusion and future work stand in section 7.
Background and related work
Risks are challenges that can have negative influences on a project unless they are handled properly. Risk management involves methods to handle risks that may occur during a software development project. Boehm [8] details a risk management framework which includes two main steps: risk assessment (i.e. risk identification, analysis and prioritization) and risk control (i.e. planning, resolution and monitoring). Technological, process and organizational issues are also important collective facets of software risk mitigation (i.e. proper handling of occurring problems to minimize their consequences) [11] [12] [13] .
A definition of Software Architecture can be found in [1, page 3] : the structure or structures of a system, which comprise software elements, the externally visible properties of those elements, and the relationships between those elements. Defining and maintaining a software architecture properly is key to success with development and evolution of non-trivial systems, such as within CBSE [2] . Benefits to project organizational structure can also be seen. Furthermore, a lack of attention to software architecture often has negative consequences reaching beyond the architecture itself, for example with respect to interpersonal communication, unnecessary redundancies and decision making in the project [1] .
Software evolution can be defined as: part of maintenance [5] , a software lifecycle step [4] , the dynamic behavior of software systems through lifelong maintenance and enhancements [3] , and the enhancements and improvements regarding functionality and performance made between releases [9] . We define software evolution (updated from [19] Ropponen and Lyytinen performed a survey regarding risks in software development and how these risks can be handled [6] . They identified the following six categories of software risk: 1) scheduling and timing risks, 2) functionality risks, 3) subcontracting risks, 4) requirements management, 5) resource usage and performance risks, and 6) personnel management risks. Their results also reveal that all of the risk categories were affected by environmental factors.
Bass et al. [22] and O'Connell [23] used results from ATAM evaluations to reveal and analyze risk themes specifically towards software architecture. These studies utilize ATAM outputs from organizations where such evaluation is established as a practice, but do not comment on how common such formal evaluation methods are in industry. A related study [7] on architecture evaluation shows that practices range from completely ad-hoc to formally structured, from qualitative to quantitative. Additional risks and management strategies could therefore escape discovery when only investigating structured analysis reports. Another key point is that most of the needed architectural information, save perhaps the actual architectural design, commonly is not explicitly documented [21] . It should also be noted that neither of the studies [22] [23] deal explicitly with evolution of software architecture. In contrast, our investigation incorporates risks explicitly identified in planning and experienced during the evolution of software architecture, based on input directly from software architects.
Research method
Motivation: Our initial observation [19] was that risk management studies usually identify risks on the general project level [6] [8] [10] . On the other hand, software architecture studies commonly focus on the design, implementation and maintenance of the architecture, i.e. as a software artifact. There has been some effort to study the two in combination [19] , i.e. risk management of software architecture activities, but based on outputs from structured architecture evaluations [22] [23] . We therefore decided to perform a more in-depth investigation to further identify and understand actual risks and associated risk management strategies in relation to software architecture evolution, as they are identified, experienced and employed in industry. We study industrial risk identification, analysis and prioritization (RQ1), as well as risk planning and resolution (RQ2) [8] [19] .
Our Research Questions (background in a review of research literature, being adapted as follows): RQ1: What are the relevant architectural evolution risks, i.e. what risks induced on the software architecture through software evolution? Boehm's first step [8] includes risk identification, analysis, and prioritization. We are focusing on the state-of-thepractice in risk awareness, i.e. we wish to gain insight regarding which risks software architects deem important with respect to an evolving architecture. In our prestudy [19] we saw that challenges (risks) were handled on a case-by-case basis, whether known before project start, or experienced during projects.
RQ2: How can these risks best be mitigated: how successful were the relevant risk management strategies? Boehm's second step [8] includes risk control, focusing on problem mitigation; i.e. proper handling of occurring problems to minimize their impact. Our goal is again to obtain an overview of state-of-the-practice. Furthermore, we wish to suggest possible improvements through enabling a systematic approach to managing architectural risks in software evolution. Hence, it is important that we obtain information regarding positive and negative aspects of applied risk management strategies and their outcomes. As mentioned, our prestudy [19] indicated that risk mitigation is performed in an ad-hoc manner. Most of the respondents also reported not having a documented or defined risk management process to deal systematically with risk aspects when altering the architecture.
Our questionnaire: Building on the questionnaire from our prestudy [19] , we have designed a revised questionnaire totalling 23 questions. Questions Q1-Q5 and Q8 are closely related to those in our prestudy. Furthermore, questions Q6-Q23 were adapted and changed from an earlier empirical study aimed at identifying the factors that can influence software architecture evaluation practices [7] . Some of the questions are semi-open questions, i.e. the answer categories are indicated, but the actual answer is free text. The remaining questions are mainly closed, although some have alternatives such as "other, please describe:" to allow filling in additional answers not covered by the given alternatives for a particular question. In addition, respondent information regarding level of experience, education, number of years in the IT-industry, position, size of company etc. was collected. We have tried out the questionnaire on four of our colleagues to ensure the quality of the questions and that they were easy to understand. This caused 7 out of 23 questions to be refined.
In this article, we are focussing on identification, analysis and prioritization, as well as planning and resolution, of risks. We therefore discuss questions Q1.1 and Q1.2 of the questionnaire separately in this article, as both of them contribute to both RQ1 and RQ2. These questions read "Challenges Q1.1: identified in planning, Q1.2: experienced during, the maintenance/evolution related to the software architecture (indicate influence on the architecture, also indicate strategies, and their outcome)?"
In questions Q1.1 and Q1.2, we used a 5-point ordinal Likert scale to rank risk Influence with value range Very High (VH) = 5, High (H) = 4, Medium (M) = 3, Low (L) = 2 and Very Low (VL) = 1. Similarly, strategy Outcome was ranked Not at all = 1, Somewhat = 2, Medium = 3, Mostly = 4, and Completely = 5 successful. The rank 0 was used to indicate "Don't know" on both scales.
Context: Our research in this investigation is on software development projects with the following two major characteristics -use of CBSE (including development with internal, COTS and OSS components), and incurred changes in the software architecture during their lifetime. This implies that the investigated projects have delivered their first production release. That is, they can be considered to be in the "post-development" phase, i.e. undergoing maintenance/evolution. The survey respondents were all from the IT-industry in Norway.
Data collection and analysis
This questionnaire-based survey was performed using a variant of snowball sampling, a technique described in [18] , where key practitioners serve as contact points towards the organizations involved. The contact points are then sent the questionnaire, and forward it on to other potential respondents. The contact points can also report the total number of respondents from each organization and function as a temporary checkpoint for the number of completed questionnaires. This type of sampling is close to convenience sampling in that the contact persons are known during the execution of the survey. To ease the workload and streamline the data collection and validation process, we enabled a web-interface to make the questionnaire available to the respondents online.
To ensure previous knowledge and experience working with software architecture, we required at least 2 years of professional experience (the lowest level seen in our prestudy -respondents at this level were still able to give relevant and valuable answers). The questionnaire took about 30 minutes to fill in completely. In total we were able to reach 63 small and medium sized software companies (all less than 100 employees), with 511 potential respondents. We received 82 complete answers out of 511 total contacted (i.e. a response rate of 16 %). Furthermore, the mean project size was 7.
We analyzed the data as follows: The data on risks and strategies were divided into distinct parts and each piece coded according to risk or strategy theme(s). As an example [19] , for risks this was specified as {risk condition -what may go wrong, risk consequence(s)}. For example, "requirements from earlier versions still in effect affected architecture design negatively" was coded as {earlier version requirements, negative for architecture design}. The coded pieces were then examined for commonalities and differences, combining related information pieces. For example, for risks, {earlier version requirements, negative for architecture design} and {required same functionality as before, negative for planning} were grouped as {required backward compatibility, negative for architecture maintenance/evolution planning and design}. These groups were then compared to the risks and strategies we discovered from our prestudy to check for overlaps and similarities.
We ran all the answer records through this procedure. The results were further checked to ensure reliability. This is similar to the constant comparison method described in [16] . We retained the risk classification scheme used in our prestudy [19] for the three categories technical, process and organizational. We maintain that risk management is not merely a technical issue; rather, it covers all three categories [11] [12] [13] .
Results
In presenting the results, we have divided the risks into the three categories mentioned above. The results are presented in three tables which together constitutes an adapted operational matrix. In this context they enable lookup of strategies and their outcome profiles as applied to the most influential risks we identified. The outcome is presented as a set of the number of instances each rating was given by the respondents, i.e. Outcome rating = Number of {"Not at all", "Somewhat", "Medium", "Mostly", and "Completely"} successful instances. Though it was possible to enter "Don't Know" as a rating, none of the respondents did so. In presenting the results, the strategy with the highest number of "Completely" (or "Mostly" if no instances were rated "Completely") successful responses is taken as the most successful. The strategy applied by the most respondents is taken as the most frequent strategy. Finally, "*" indicates that this risk was also identified among the most influential in our prestudy [19] .
Technical risks: From 
TS 1
Refactoring of the architecture {0, 8, 2, 5, 3}
TS 2
Redesign within constraints {0, 0, 1, 4, 0}
TS 3
Design with high focus on modifiability {0, 1, 2, 6, 1}
TS 4
Finalize modifiability design considerations early {0, 1, 0, 0, 0} TR 2: Requirements from other system(s) affected performance negatively VH: 5, H: 10
TS 2
Redesign within constraints {0, 1, 4, 4, 0}
TS 5
Employ separate agents for external communication, protocol for information sharing {0, 1, 2, 2, 0}
TS 3
Design with high focus on modifiability {0, 1, 4, 3, 0} TR 3: Undefined variation points in requirements affected performance negatively, caused increased focus on modifiability VH: 3, H: 10
Design with high focus on modifiability {0, 0, 3, 5, 1}
TS 4
Finalize modifiability design considerations early {0, 3, 2, 3, 0}
TR4: Extensive focus on streamlining of the architecture affected modifiability negatively VH: 2, H: 10
TS 3
Design with high focus on modifiability {0, 0, 3, 3, 1}
TS 4
Finalize modifiability design considerations early {0, 2, 3, 3, 0} TR 5: Architectural mismatch caused redesign of part of the architecture VH: 2, H: 2
TS 1
Refactoring of the architecture {0, 1, 1, 0, 0}
TS 3
Design with high focus on modifiability {0, 0, 0, 1, 0}
TS 4
Finalize modifiability design considerations early {0, 0, 1, 0, 0} Experienced during TR 6: Increased focus on modifiability contributed negatively towards system performance * VH: 6, H: 10
TS 6
Implementation of changes towards improved modifiability {0, 0, 2, 1, 0}
TS 7
Minor implementation changes {0, 1, 6, 7, 0} TR 7: Poor original core design prolonged the duration of the maintenance/ evolution cycle * VH: 3, H: 11
TS 6
Implementation of changes towards improved modifiability {0, 0, 3, 4, 0}
TS 8
Informal review of the architecture {0, 0, 3, 3, 0}
TS 7
Minor implementation changes {0, 0, 1, 2, 0} TS 1
Refactoring the architecture {0, 0, 3, 0, 0} TR 8: Varying release cycles for COTS/OSS components made it difficult to implement required changes * VH: 2, H: 16
TS 9
Use own development as potential backup solution {0, 4, 5, 8, 0}
TS 10
Implement extra architecture add-ons {0, 1, 2, 0, 0}
Process risks:
The results from Table 2 show that 7 out of 12 Process Strategies (PS) applied in planning were rated Completely (i.e. Outcome = 5) successful in at least one instance. For strategies applied during the maintenance/evolution, only 1 out of 12 (PS 17) strategies was rated Completely successful in one instance. Furthermore, PS 1 was the most successful and most frequent strategy used.
Table 2. Most influential (Risk Influence VH > 1) process risks (PRs), and strategies

Process (identified in planning), ID: Risk
Risk Influence ID:Strategy:Outcome rating = Number of {"Not at all", "Somewhat", "Medium", "Mostly", and "Completely"} successful instances. PR 1: Lack of architecture documentation required more effort to be spent on planning during maintenance/evolution * VH: 6, H: 25
PS 1
Recover needed architecture documentation using current architecture design and other artefacts as a basis {0, 3, 2, 5, 1}
PS 2
Thorough planning before implementing maintenance/evolution changes {0, 1, 8, 7, 1}
PS 3
Recover architecture evaluation artefacts where needed {0, 0, 4, 2, 0}
PS 4
Alter process to capture important architecture details {0, 1, 3, 3, 0}
PS 5
Explicit training on architecture documentation {0, 0, 1, 3, 0} PR 2: Lack of architecture evaluation contributed to discovering potential problems later in planning of maintenance/evolution VH: 5 , H: 13
PS 1
Recover needed architecture documentation using current architecture design and other artefacts as a basis {0, 0, 3, 4, 1}
PS 3
Recover architecture evaluation artefacts where needed {0, 1, 2, 4, 0}
PS 4
Alter process to capture important architecture details {0, 0, 2, 3, 0} PR 3: Lack of business context analysis affected stakeholder relationships negatively VH: 4 , H: 13
PS 6
Integrate business context in planning of the maintenance/evolution Postpone some requirements to next maintenance/evolution cycle {0, 0, 1, 2, 0}
PS 15
Arrange plenary meetings for all stakeholders {0, 0, 3, 4, 0}
PS 16
Negotiate project extension {0, 1, 2, 2, 0} PR 6: Poor integration of architecture changes into implementation process affected implementation process and the architecture design negatively * VH: 2, H: 20
PS 17
Overlay architecture change process onto implementation of maintenance/evolution {0, 0, 4, 7, 1}
PS 18
Integrate architecture considerations into implementation process {0, 1, 9, 2, 0}
Organizational risks: Among the Organizational Strategies (OS) used in response to the most influential organizational risks (Table 3 ) identified in planning, 2 out of 9 (OS 2 and OS 4) were Completely successful in one instance. The highest rating for the strategies employed towards organizational risks experienced during the maintenance/ evolution was Mostly successful. Furthermore, OS 5 was the overall most frequent strategy applied towards the organizational risks identified. 
OS 3
Ensure compliance with external mandate holder {0, 0, 4, 1, 0}
OS 4
Involve mandate holder early as stakeholder in planning {0, 2, 4, 9, 1} OR 2: Separate architecture team per maintenance/evolution cycle basis contributed to loss of and insufficient knowledge about the existing architectural design * VH: 4, H: 29
OS 5
Dedicate personnel to "retrieve" architecture knowledge {0, 2, 11, 6, 0}
OS 6
Increased focus on proper documentation, to allow bringing new personnel up to speed quickly 
Increased focus on proper documentation, to allow bringing new personnel up to speed quickly {0, 1, 5, 6, 0}
Experienced during OR 5: Prior architecture maintenance/evolution pushed to other projects due to lack of personnel influenced knowledge on the architecture negatively * VH: 3, H: 11
OS 10
Regain architecture details from remaining upper management personnel {0, 0, 2, 1, 0}
OS 11
Keep architecture documentation centralized {0, 0, 5, 8, 0} OR 2: Separate architecture team per maintenance/evolution cycle contributed to loss of and insufficient knowledge about the existing architectural design * VH: 2, H: 13
OS 10
Regain architecture details from remaining upper management personnel {0, 2, 6, 6, 0}
OS 11
Keep architecture documentation centralized {0, 0, 0, 1, 0}
OS 12
Set up standard procedure for distribution of architecture documentation and knowledge {0, 2, 0, 0, 0} Furthermore, our results show that the overall most influential risk was TR 1: "Poor clustering of functionality affected performance negatively". The corresponding most successful strategies were TS 1: "Refactoring of the architecture" and TS 3: "Design with high focus on modifiability". The second most influential risk was PR 5: "Insufficient stakeholder communication contributed to insufficient requirements negotiation and affected the implementation of new/changed architectural requirements negatively", with PS 15: "Extra communication effort" and PS 17: "Arrange plenary meetings for all stakeholders" as the corresponding most successful strategies. The outcome rating mode was "High" for Technical, "Medium","High" for Process, and "Medium" for Organizational strategies applied towards these most influential risks (Tables 1,  2, 3 ). The median outcome rating was "Medium" for all three categories.
Discussion
Comparison with related work: Table 4 shows the relation between risk categories identified by Ropponen et al. [6] (general software development risk categories) and Bass et al. [22] (architectural risk categories). The relations shown indicate the industrial relevance of the risks identified in our investigation. In summary, three of the architectural risks we have identified do not fit the categories in related work [22] [23] . We have focused specifically on architectural risks as {risk, consequence} (see Section 4), while earlier studies focused on aggregating categories of risks. Furthermore, we have identified relevant strategies towards mitigating the identified risks in software architecture evolution (Tables 1, 2, 3) . Observations on key architectural risks and promising risk management: The three-part adapted operational matrix in Tables 1, 2 and 3 enables lookup of strategies and related outcome profiles as applied to the most influential risks we identified, for both practitioners and researchers. Our aim is that researchers will use this matrix to build on in further investigations of risks and strategies in software architecture evolution. Practitioners can use this matrix to gain information on relevant strategies for use in response to risks they encounter.
Comparing our results with our prestudy [19] , TR 1 (overall most influential risk) is identical to the second overall most influential risk. PR 5 (second overall most influential risk) is also closely related to the risk identified as overall most influential in that study. Furthermore, 4 out of 8 Technical risks, 2 out of 6 Process risks and 4 out of 5 Organizational risks identified in this investigation as most influential were also identified in our prestudy [19] . The larger number of identified risks appears in planning, as opposed to being encountered later during the maintenance / evolution, which was the case in our prestudy [19] . Furthermore, PR 3 shows a more direct link to Business Risks [24] (i.e. risks which influence software system viability) than was discovered in [19] . This comes in addition to the implicit circular feedback influences on and from e.g. normal cost and schedule monitoring.
Defined and documented architecture evaluation enables architects to e.g. discover design errors and conflicting requirements early in the process, potentially saving a project from more significant problems later. In this investigation, we find risks that mirror this concern, such as PR 2. Nevertheless, only 18 out of 82 respondents indicate this risk's influence as "Very High" or "High". While there is a relatively low level of awareness that lack of architecture evaluation represents a potential risk, the corresponding mitigation strategies we identified (PS 1, PS 3, PS 4) merely entail recovering the missing evaluation output. However, there is some evidence in other research that internal architecture evaluation is frequently performed by experts, and works because of their high level of competence and experience [25] .
The median strategy outcome rating in all three categories (technical, process, organizational) was "Medium", indicating that there is still need for improvement in mitigating risks. While a large number of the identified Technical strategies (TS) focus on developing the specified system, the majority of the identified Process strategies (PS) involve recovering needed architectural documentation or other details. Furthermore, the majority of the Organizational strategies include efforts towards better communication with e.g. stakeholders.
The focus of architects' mitigation efforts are hence on recovering needed architecture details and improving communication while producing the system according to specification. Effort should therefore be made towards improving regular documentation and evaluation of the architecture, integrated with the maintenance / evolution process. Proper training of both architects and organizational management are means to achieve these improvements.
Threats to Validity in our investigation are here discussed based on Wohlin et al. [15] :
Construct Validity: The research questions have a firm basis in the research literature. The actual questionnaire questions have been mapped directly to the research questions. The survey questionnaire has been further pre-tested through four colleagues to ensure its quality. The questionnaire questions that were not adopted from a previous study [7] (see Section 3) were initially investigated in our prestudy [19] . Furthermore, all terminology used in the questionnaire is explained at the start of the questionnaire to provide clear definitions and avoid misinterpretations.
External Validity: This survey has been conducted by using non-probabilistic snowball-like sampling [18] . It is very difficult to achieve a random sample in surveys within the software engineering field, due to the lack of good demographic information regarding the populations we are interested in, though an example of stratified-random sampling of projects has been described in the research literature [20] . Furthermore, we ensured the total sampling frame (511 professionals) had relevant background and experience in software architecture. All the respondents are nevertheless from the Norwegian IT-industry, an issue which remains a limitation.
Internal Validity: All the respondents had relevant knowledge of and experience with industrial software development. They have also expressed an interest in the survey, so we think that they have answered the survey questions to the best of their ability by relying on their own experiences, skills and knowledge of software architecture. We were also available via email during the survey to clarify any ambiguities in the questions or the accompanying terminology definitions.
Conclusion Validity: This is a qualitative study, and we have used non-probabilistic snowball-like sampling. The number of respondents is 82 (out of 511), and were all from small and medium companies (all less than 100 employees), with a mean project size of 7 person-years.
Conclusion and future work
Our survey on risks and risk management regarding software architecture evolution has involved 82 respondents from the software industry. Through this survey on state-of-practice, we have identified real, industrial, architectural risks and corresponding management strategies employed in response.
We have developed a three-part adapted operational matrix (Tables 1, 2, 3) for risks and corresponding risk management strategies in software architecture evolution, based on responses from our survey respondents. Table 5 shows a summary of our findings.
Table 5. Summary of findings
Most influential risks
Corresponding most successful strategies 1. "Poor clustering of functionality affected performance negatively" "Refactoring of the architecture" and "Design with high focus on modifiability" 2. "Insufficient stakeholder communication contributed to insufficient requirements negotiation and affected the implementation of new/changed architectural requirements negatively" "Extra communication effort" and "Arrange plenary meetings for all stakeholders" Additional findings:
• Direct link to Business risks.
•
Relatively low level of awareness that lack of architecture evaluation represents a potential risk.
Future work involves expanding our survey base to other countries (e.g. Netherlands). We also want to couple our findings here with an investigation of codelevel and artefact data related to architecture evolution, in order to move towards a framework for better handling of these issues. Finally, a more thorough analysis of software architecture evaluation methods, processes and issues is planned.
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