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Abstract
In recent times, millions of people realized the urgency to act against the threat
of climate change through protests around the world. Achieving the goal of carbon
neutrality as defined in the Paris climate agreement while the world population is
growing and consumption is increasing with rising wealth, will only be possible with
the large-scale implementation of carbon removal technologies. Thus, carbon removal
will not only become an important issue for governments, but also for manufacturing
companies and private consumers.
The aim is to identify possible carbon removal technologies, compare them with
each other and highlight the respective advantages and disadvantages. Furthermore, an
estimation of the expected market size for carbon removal is made in order to get an
idea of the future business potential.
Through a survey with a total of 1,757 participants in the USA and Germany, it
was possible to gain insights into which demographics would be target groups for
compensation for private use and how much they would be willing to pay for it.
At the end, this paper gives an estimation of which technologies will be of
particular interest to companies if the goal of achieving a positive impact factory is to
be achieved.
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1. Introduction
The motivation to write a master thesis about the attractiveness of carbon
removal for consumers is based on the fact that a lot of research has already been done
and published about the technical development of potential carbon removal
technologies, but little customer research has been done so far. Since the success of a
technology is dependent on tolerance, and this is often based on participation, research
into the preferences of end consumers is important for developing products that meet
customer needs.
Large companies like Google and Avis have already voluntarily become carbon
neutral by offsetting their emissions. 1 Large industrial enterprises such as Daimler and
Siemens, but also Amazon, have committed themselves to achieve this goal in the
coming years.2 In order to make these voluntary efforts of some corporations the
standard for all companies in the future, all possibilities for compensation must be
examined and evaluated to find the best solution for achieving the goals from different
perspectives.

1.1 Structure of the Thesis
Figure 1 illustrates the structure of the thesis and the associated goals. Chapter 1
first explains the necessity of the research done and the problem definition. Chapter 2
provides the theoretical knowledge needed to understand the work. It defines the
concept of negative emission technologies and then presents, evaluates, and compares

1
2

(British Assessment Bureau 2013)
(Reuters 2020)

1

the carbon removal technologies researched. Subsequently, the concepts of Positive
Impact Factories (PIF) and approaches for scientific survey design are presented.
Chapter 3 shows the connection between the theory developed in chapter 2 and the
implementation. The main focus is on the creation of the conducted survey.
Chapter 4 contains the evaluation of the collected survey data. In addition to an
analysis of the data per country, a comparison between the countries is also drawn to
highlight differences and commonalities.
Chapter 5 includes the specific challenges and critical reflection that went into the
creation of this thesis. Furthermore, the results are summarized, and future research
questions are raised.

2

Figure 1: Work structure and hierarchy of objectives of the master thesis

3

1.2 Problem Statement
Since the start of the industrial revolution in 1760, carbon dioxide emissions from
global fossil fuel combustion and industrial processes have risen from 11 million metric
tons per year to 36,153 million metric tons per year in 2017.3 These emissions are
estimated to have caused approximately 1.0°C of global warming above pre-industrial
levels, with a likely range of 0.8°C to 1.2°C. Global warming is likely to reach 1.5°C
between 2030 and 2052 if it continues to increase at the current rate. 4 Initial discussions
occurred concerning the benefits of human-caused warming on agricultural productivity
and forestalling a future ice age by adding CO2 to the atmosphere.5 The resulting link
that humans could add CO2 to the atmosphere to cause global warming or to remove
emitted CO2 from the atmosphere to counter global warming has been known for more
than a century.6
The current German chancellor Angela Merkel sees climate protection as a task for
humankind.7 According to the EU Commission’s latest plans, the European economy is
to be completely restructured to protect the climate so that no new greenhouse gases are
released into the atmosphere in the overall balance from 2050 onwards. EU Commission
president Ursula von der Leyen compared the necessary efforts with the US program
for the moon landing in the 1960s and spoke of a "man on the moon moment" for
Europe.8 For citizens, this will mean buying cars without exhaust fumes or going by
train, insulating houses, renewing heating systems, and buying green electricity.

3

(Wang 2019)
(Masson-Delmotte 2018)
(Ekholm 1901)
6
(Arrhenius 1896) (Keith 2000)
7
(Merkel, 2019)
8
(Handlesblatt, 2019)
4
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4

Farmers and industries must convert status quo production. By 2030 alone, the European
Union will invest one trillion € to reach its climate goals.9
In case of a Joe Biden presidency, pending the US election 2020 outcomes, his
planned policies will contain a US$ 2 trillion climate plan, including a US$ 400 billion
federal procurement increase for clean energy innovation. One of the innovation areas
highlighted is "capturing carbon dioxide through direct air capture systems and retrofits
to existing industrial and power plant exhausts, followed by permanently sequestering
it deep underground or using it to make alternative products like cement."10
This thesis compares the cost estimates, scaling potentials, side-effects and the
biggest research and business potential for the current state of the art carbon capture and
storage technologies, and qualifies them with the authors’ and expert assessments. A
further important part of this work is the validation or falsification of the hypotheses on
the interrelationships in the population with regard to the willingness of volunteers to
forego income for the benefit of environmental protection. This information can be of
interest for policymakers to identify interest groups in clusters and the opinion of the
median voter.
In the coming years, the global economy will have to undergo a significant
transformation from a resource-wasting to a sustainable economy. Hypotheses about the
desired properties of carbon removal products will be tested to support targeted product
development. Another part of the work is to answer the question of which role these
technologies can play in implementing the PIFs.

9
10

(Handlesblatt 2019)
(The New York Times 2020)
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2. Literature Review
2.1 Negative Emissions Technologies
Negative emissions technologies (NETs) are not about natural processes of carbon
dioxide removal; instead they are defined as human efforts to remove CO2 emissions
from the atmosphere.11 All NETs are further, in principle, covered by the definition of
carbon dioxide removal technologies as one distinct technology cluster under
geoengineering or climate engineering, subject to the interpretation of scale in that
definition, resulting in blurry boundaries among key concepts in climate policy.12
Minx (2018)13 provided an excellent literature review and expert assessment of
NETs in their three-article series. Six of the methods for NET are described here which
are: afforestation and reforestation (AR), biochar (BC), enhanced weathering (EW),
ocean fertilization (OF), bioenergy combined with carbon capture and storage
(BECCS), and direct air carbon capture and storage (DACCS). There are other CO2
removal technologies such as blue carbon14 as well as a wider set of non- CO2
greenhouse gas removal technologies that are not considered here in any depth, because
they are not seen as highly scalable potential technologies.15
For each technology included, the aim is to assess the global CO2 removal potential,
costs and relevant side effects of these six NET technologies to provide a comprehensive
overview.

11

(Fuss 2018)
(Minx 2018)
13
(Minx 2018)
14
(Oreska 2018)
15
(Richter 2018)
12
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2.2 State-of-the art Technologies
CO2 emissions from human activities worldwide currently exceed 40 GtCO2 yr−1,
but less than half of these emissions are currently accumulating in the atmosphere —
i.e., adding to the growth in atmospheric CO2 concentrations.16 Despite recent dispute
over the exact size of the remaining overall carbon budget,17 the available scenario
evidence so far suggests 0 – 200GtCO2 for achieving the 1.5°C target, defined in the
Paris climate agreement in 2015.18 This means that only five to ten years worth of CO2
emissions remain at current rates before every additional ton of CO2 would need to be
compensated by negative emissions.19 In the absence of substantial and sustained
reductions of global GHG emissions,20 the need for removal and storage of 400 – 1000
GtCO2 emissions in this century in most scenarios21 will increase the dependence on
negative emissions technologies for reaching the climate goals.22 It is unlikely that the
international climate targets defined in the Paris climate agreement can be reached
without the usage of Carbon Capture and Storage (CCS) technologies.23
2.2.1 Afforestation and Reforestation
AR consists of afforestation and reforestation, which are combined in this
category, but are subject to different definitions. Afforestation refers to planting trees
on land that has not been afforested in the last 50 years. Reforestation, on the other hand,
refers to the replanting of trees on more recently deforested land.24 Negative emissions

16

(Quéré 2016)
(Millar 2017)
18
(United Nations 2015)
19
(Minx 2017)
20
(Quéré 2016)
21
(Rogelj 2018)
22
(Minx 2017)
23
(German Ministry for Environment 2019)
24
(Greenhouse Gas Control Technologies - 6th International Conference 2000)
17
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arise from both practices at a similar rate, as the growth of additional biomass sequesters
CO2 from the atmosphere.25 The distinction between afforestation and reforestation is
often not clear in the literature and is therefore summarized to one category.

Potential
Excluding existing trees and agricultural and urban areas, there is room on earth
for an additional 0.9 billion hectares of forest, which could store 205 GtCO2 over time
in total. This amount would be equal to about one third of all human caused emissions
since the industrial revolution. This finding highlights AR as one of the most effective
climate change solution to date. However, climate change will decrease the potential
tree area coverage by ~ 223 million hectares by 2050, with the vast majority of losses
occurring in the tropics. To put this enormous carbon removal potential into perspective,
it is important to keep in mind that experts estimate the yearly potential to 0.5–7 GtCO2
yr−1,26 because of the long time it takes to plant and grow trees. Considering the fact that
there is a limited space on earth to plant trees and the fact that China alone emits about
9.8 GtCO2 yr−1 shows,27 AR is not powerful enough to solve climate change alone,
because of the limited space on earth to plant trees.

Costs
There is high agreement on the maximal costs of AR being around US$ 100/ton
of sequestered CO2 and less agreement on the lower-end of the range, with the National

25

(Minx 2018)
(Lenton 2014)
27
(Investopedia 2019)
26

8

Academy of Sciences (2015)28 quoting US$1 and the rest being in a range of US$ 18 –
US$ 20/ton CO2.29

Side Effects
The most prominent risks from AR are the loss of available agricultural area and
the resulting higher food prices, biodiversity losses because of high-carbon
monocultures and a decrease of the albedo effect. The albedo is a measure of the
reflected radiation of diffusely reflecting, i.e., not self-illuminating, surfaces. It is given
as a dimensionless number and corresponds to the ratio of reflected to incident light. An
albedo of 0.5 thus corresponds to a reflection of 50%. For a given surface, the albedo
depends on the wavelength of the incident light and can be specified for wavelength
ranges such as the solar spectrum or visible light. In the case of short-wave radiation,
the albedo increases as the brightness of the surface increases. In the case of fresh snow,
up to 95% of the incoming radiation is reflected, while in coniferous forest the
maximum is 12%.30
At the same time, there are also opportunities associated with AR because
biodiversity could also be improved through AR if regional plant species were used. It
is in addition an opportunity to create jobs, as the vast areas need to be managed.31

28

(National Academy of Sciences 2015)
(Fuss 2018)
30
(Spektrum 2001)
31
(Minx 2018)
29
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2.2.2 Biochar
BC is obtained from pyrolysis, which is the thermal degradation of organic
material in the absence of oxygen. Added to soils, BC is a means to increase soil carbon
stocks as well as improve soil fertility and other ecosystem properties.32 BC can have a
positive effect on the soil’s water balance. On temperate soils, a 16% reduction in water
losses was measured. At the same time BC reduced the negative effects of soil dryness
on microbial abundances by up to 80%.33

Potential
CO2 removal rates of 2.8–3.3 GtCO2 yr−1 are seen as possible if all felling losses
from forestry, 50% of currently unused crop residues, and burned biomass from shifting
cultivation fires were used to produce biochar.34 Because this assumption is not seen as
realistic in science, 1.8 GtCO2 yr−1 by 2050 is seen as a more reasonable estimate.35

Costs
Cost estimates vary significantly. While some studies suggest that CO2 prices
between less than US$ 30 and US$ 50/tCO2 are sufficient for economically viable BC
application,36 other estimates reach US$ 60– US$ 120/tCO2,37 especially for dedicated
feedstocks, highlighting the potential importance of waste feedstock for commercially
viable BC projects. Currently, high BC prices prevent its large-scale application.38

32

(Fuss 2018)
(Fuss 2018)
34
(Lenton 2014)
35
(Smith 2016)
36
(Lomax 2015)
37
(Smith 2016)
38
(Vochozka 2016)
33
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Side Effects
The downside of this technology is that BC needs high amounts of biomass,
which would increase the competition for biomass resources and therefore result in
increasing demand for land which can lead to rising nutrition prices. In addition to that,
down-regulation of plant defense genes may increase plant vulnerability against insects,
pathogens, and drought, if performed without scientific concerns in mind.39
But these technologies also offer great opportunities, because increased crop
yields and reduced drought can appear when performed properly. Furthermore, reduced
CH4 and N2O emissions, improved soil carbon, nutrient and water cycling impacts are
possible.40

2.2.3 Enhanced Weathering
Weathering is the natural process of rock decay through chemical and physical
processes. It is controlled by the temperature, the reactive surface and the composition
of the water solution.41 This targeted acceleration of biogeochemical cycles transforms
the process of weathering from geological to human-relevant time scales by promoting
chemical reactions that have the potential to sequester relevant amounts of atmospheric
CO2. This is done by grinding selected rock material to rock flour with a suitable particle
size distribution to allow for maximum reactive surface area.42

39

(Minx 2018)
(Minx 2017)
41
(Fuss 2018)
42
(Fuss 2018)
40
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Potential
The highest reported regional sequestration potential is 88.1 GtCO2 yr−1 for
spreading pulverized rock over a very large surface area in the tropics.43 The realistic
implementable size is estimated by experts to be between 2 - 4 GtCO2 yr−1.44

Costs
Costs are closely related to the chosen technology for rock grinding, material
transport and the rock source.45 As the costs are related to the characteristics of the site
and the intended use (e.g., whether inorganic or organic sequestration is preferred), most
of the feedback on envelope calculations found in the literature is still highly uncertain.
They range for inorganic CO2 sequestration from US$ 15 – US$ 3460/tCO2.46 All
options summarized show that the most realistic range in practice might be US$ 60/tCO2
and US$ 200/tCO2 and one which establishes EW is a competitive option for carbon
dioxide removal.47

Side Effects
A positive effect of EW is an increase in crop yields and plant nutrition. In
addition, there is an expected improvement in soil fertility, nutrients and moisture, soil
pH and an increase in cation exchange capacity in depleted soils.
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Negative effects concern human health impacts in connection with fine-grained
material through the effects of large-scale mineral extraction and transport. 48

2.2.4 Ocean fertilization
Ocean fertilization (OF) is based on the effect of biological production increase,
which is macro-

49

or micro-nutrient50 limited, by deliberately adding nutrients to the

upper ocean waters. The efficiency of the method is determined by the chemical form
of the added nutrient.51 In most cases, iron is the limiting nutrient in the ocean, so
deliberate iron fertilization is often considered.52

Potential
The overall reported potential varies widely between 1.52 × 105 tCO2 yr

−1 53

for

a spatially constrained field experiment while the maximum reported value is 98 GtCO2
−1 54

yr .

Costs
Ocean fertilization costs depend on nutrient production and its delivery to the
application area.55 The costs range from US$ 2/ tCO2 56 to US$ 457/tCO2.57 A detailed
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economic analysis for macronutrient application reports US$ 20/tCO2,58 while Harrison
(2013) indicates that costs are significantly higher due to the overestimation of
sequestration capacity and the underestimation of logistics costs.
Side Effects
OF is expected to alter local to regional food cycles by stimulating
phytoplankton production, which is the food cycle’s basis.59 Long-term reductions in
ocean productivity could also lead to a more rapid increase in ocean acidity due to fast
CO2 dissolution and dissociation into bicarbonate and carbonate ions.60 Impacts on the
food cycle would be unpredictable.61

2.2.5 Bioenergy combined with Carbon Capture and Storage
BECCS is the most discussed technology in the literature, as the main focus in
1175 publications out of about 2093 published studies on negative emission
technologies overall.62 The idea of BECCS is to use the photosynthesis process of
biomass (e.g., trees) to capture CO2 efficiently from the ambient air and then burn the
biomass to generate sustainable energy and store the captured CO2 underground.
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Potential
The availability of biomass and land is seen as the fundamental limiting factor,
structuring discussions about BECCS potentials. The 2050 range is expected to be 0.5–
−1

7 GtCO2 yr ,63 which encompasses the ranges given in earlier assessments.64 In 2100,
−1

this range widens to 1–12 GtCO2 yr , covering the ranges given by Smith (2016).65

Costs
Cost estimates in the literature range from US$ 15 – US$ 400/tCO2. Estimates
that cover BECCS generally specify prices between US$ 30 and US$ 400/tCO2.66
However, most sources focus on a specific source for CO2 capture. Many papers explore
the potential of capture from ethanol fermentation and find ranges of US$ 20 to US$
175/tCO2.67

Side Effects
Side effects can be in general both positive and negative. Negative effects are
more often observed in the literature when it comes to social and environmental
dimensions, whereas positive effects are more often observed in economic and
technological dimensions.68 Overall the side effects are similar to those of AR, which is
the loss of agricultural available area and the resulting higher food prices. Furthermore,
63
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a loss of biodiversity because of high-carbon monocultures and a decrease of the albedo
effect can appear. At the same time, there are also opportunities associated with BECCS,
because biodiversity could also be improved if regional plant species were used instead
of monocultures. In addition, there are opportunities to create jobs and use the new
energy to get rid of fossil energy.69

2.2.6 Direct Air Carbon Capture and Storage
DACCS takes CO2 directly out of the atmospheric air to decrease concentration
in the atmosphere. Most attempts have focused on hydroxide sorbents, such as calcium
hydroxide.70 It is important to note that if DACCS is powered with coal, the CO2
emissions from fueling the plant would be greater than the CO2 captured.71

Potential
Generally, potentials remain largely ignored, in part because they are implicitly
assumed to be unlimited. Yet, many of the available NET assessments have provided
estimates - most ranging somewhere between 0.5-5 GtCO2 yr−1 in 2050 and 10–15
GtCO2 yr−1 in 2100.72
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Costs
Costs of DACCS are mainly incurred from (1) capital investment, (2) energy
costs of capture and operation, (3) energy costs of regeneration, (4) sorbent loss and
maintenance. Cost estimates range widely from US$30 - US$1000/tCO2. In a modeling
study with mass production and technological learning, cost floor estimates US$ 60 US$ 240/ tCO2 were found for 2029.73

Figure 2: Estimated energy efficiency course of published direct air capture technology

Voskian & Hatton (2019) published their research results about the efficient
capture of CO2. They showed a process of how they achieved the capture with the work
of 40–90 kJ per mole of CO2, while also showing great durability of electrochemical
cells. On closer inspection of the test conditions, however, it becomes clear that the

73
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predicted cost of US$ 4-16 per ton is very embellished, since the CO2 concentrations
applied are absolutely unrealistic for the usage of DACCS at 15-100%.
Their technology is not suitable for ambient air, because Figure 2 demonstrates
their measurement results and projects the result at ambient air with a 99% certainty.
Based on the energy potential and the Faraday efficiency it can be calculated that at the
current CO2 concentration of the atmospheric air (415 ppm = 0.0415 %), an energy of
1.12 MJ is needed to get 0.165 mol CO2 in one mole into the binder quinone. With this
adjusted efficiency curve in mind, the costs of capturing 1 ton of CO2 are calculated to
be more than US$ 10,000 using ambient air.

Side Effects
There is no serious side effect combined with direct air capture. The biggest
advantage is the small amount of required land area in comparison with most other
carbon removal methods. The most relevant disadvantage is the high amount of energy
needed.

Summary

Altogether it can be said that a combination of the different technologies seems to
make sense if one considers the respective advantages and disadvantages. Figure 3
shows the volume potentials, costs per ton of advantages and risks compiled from the
literature.
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Figure 3: Summary of challenges, costs, advantages and disadvantages of carbon removal
technologies
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2.3 Positive Impact Factories
The economic pillar of manufacturing has been and still is an essential role for the
development as well as the prosperity and wealth of nations.74 As an example, China
developed quickly from a nation of farmers to a leading nation because of its role in
manufacturing.75 For a long time, the acceptance of this approach was supported by the
citizens, but even in China people have started to consider the environmental damage
of factories and asked for changes.76 The factories and the supporting power plants that
have enabled the economic growth over the last decades have polluted China’s air,
water, and soil, to the point where environmental hazards could lead to a fundamental
risk for China’s society and economy, as well as the climate around the world, if not
corrected promptly.77 It is a common practice in China to shut down all factories for a
certain period before an prestigious visit of foreign politicians or big events like the
Olympics in 2008, which, however, is not a sustainable solution.78 Therefore,
environmental protection gained more support over time and the government declared
the “war on pollution” and introduced a number of green initiatives in order to fight the
problem.79
Since economic factors have always been the main focus of factories, factories
worldwide create a negative association regarding social and environmental impacts.
Approaches to minimize these impacts have just been started within the last decades.80
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One approach to change this is a PIF. The concept has been developed by a team of
scientists from the Technical University Braunschweig under the direction of Prof. Dr.
Christoph Herrmann. It looks at the social and environmental aspects associated with a
factory and defines how the factories of the future must be designed to transform the
current negative category into a positive impact.81 Table 1 shows the different bad and
positive impacts a factory can have in each category in the social and environmental
dimensions.

81
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Table 1: Comparison of bad and positive factory impacts82

Environmental

Dimension

Category

Bad

Energy &
resource
demand

High demand for
natural resources/
materials

Waste

High quantities of
residual waste

Particle
Emissions

Air and land pollution,
Emission sink (e.g., air and
PM emissions peril
water pollutants)
human health

Noise
Emissions

High noise level

Biodiversity

Destruction of biodiversity

Traffic

Congestion

Risks

Source of danger

Social

Use of secondary materials,
renewable energies (energy
flexibility)
Reuse, recycling, conversion
of industrial or residential
waste and sewage water

Factory as a noise sink
Creation of new habitats for
animals and environmental
regeneration
Development of transport
infrastructure, short distances
for workers
Source of domestic
emergency supplies, factory
as shelter

Lack of motivation and
Place for life-long learning
development
and personal development
perspectives
Factory adapts to the
Work Life
Workers adept to
workers’ capabilities, place
Balance
factory rhythm
for recreational activity
Working
Harmful manual labor
Factory as a fitness studio
Conditions
and mental stress
Substitutes human
Automation
Safeguards human health
workers
Factory is open for
Openness
Factory as a black box
customers and residents
Individuality of Anonymous mass
Individualized products
Products
production
Factory spoils
Factory as architectural
landscape, no
Architecture
attraction, harmonic
acceptance among
integration into surroundings
residents
Worker
Satisfaction

82
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2.4 Survey Design
Questionnaire design should be seen as a science rather than an artistic endeavor.83
Many aspects must be considered when creating a scientifically valid survey.84

2.4.1 Type of Questions85
Closed-Ended Questions list preset answers for respondents. They include
multiple-choice or “yes/no” answers. Closed-ended questions can be analyzed in a
standardized way but do not offer the option to give additional, anecdotal, but reputable
findings. Closed-ended questions include all relevant and possible answers and must be
mutually exclusive.
Open-Ended Questions do not have a pre-defined set of answer options. Openended questions are designed to get respondents’ opinions, additional perspective, or
information not captured in other question types.

2.4.2 Type of Scaling 86
Scales are a tool in social science research which are used to measure the
qualitative aspects of the group of people. They associate qualitative attributes to
quantitative metrics.
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Likert scales are a type of scale that asks respondents to indicate the level that
they agree or disagree (e.g., from ‘strongly agree’ to ‘strongly disagree’) about a
statement. Likert scales generally include an odd number of response opportunities, thus
providing the respondent with a neutral response option; exceptions can be made if the
designer does desire a specific answer and then even scales are used.
2.4.3 Length of the Survey
Several experimental studies have found significant adverse effects of
questionnaire length on response rates in web surveys.87 Crawford, Couper, and Lamias
(2001) proved that a questionnaire lasting a certain time but announced with a longer
length led to a higher non-response rate than when the announced length was shorter.88
There is no exact recommended length for a successful online survey. However, it is
essential to consider the target group of the survey as a predominant factor. Surveys for
children should not be longer than a few minutes, whereas adults usually tolerate longer
surveys.89 However, observations show that a survey with less than 30 questions and
processing time of less than 8 minutes is recommended because otherwise the drop-out
rate increases and the average time a participant takes per question decreases.90
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2.4.4 Sources of Error
Fowler and Mangione (1990) laid an important foundation for the correct design of
surveys by defining the following four main mistakes for conducting surveys in
combination with concrete appearance indicators:91

1. The sample is a source of error:
a. When the sampling frame or list from which the sample was selected
does not include everyone in the population to be described, thereby
leaving some types out the sample;
b. Because there is some probability that by chance alone a sample will not
perfectly reflect the population from which it was drawn; and
c. When those selected to be in the sample do not provide answers either
by refusing to participate altogether or by selectively refusing to provide
answers to specific questions

2. The questions are a source of error
a. When they are misunderstood
b. When they require information that respondents do not have or cannot
recall accurately; and
c. When respondents are not willing to answer accurately

91
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3. Interviewers are a source of error
a. When they do not read questions as worded
b. When they bias answers by the way they relate to respondents; and
c. When they record answers inaccurately

4. Data reduction is a source of error
a. When coders inconsistently apply coding rules or use faulty judgement
about the appropriate codes to apply; and
b. When data are entered incorrectly into computer-usable files

These findings are supported by Sudman and Bradburn (2004) who analyzed the
different forms of errors in surveys and stated the design of the questions as one of the
major sources of error.92 Improving the design and evaluation of the survey question is
one of the least expensive components to increase the quality of the results.93
Standardization in the conduction of surveys is considered the decisive key to minimize
most errors.94

2.5.5 Survey Pretesting
Both elementary textbooks and experienced researchers declare pretesting
indispensable because it is the only way to evaluate in advance whether a questionnaire
causes problems for interviewers or respondents.95 Pretesting of surveys began in the
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1930s or shortly thereafter when the American Institute of Public Opinion started to
validate their questions to avoid the misunderstanding of questions answered by average
citizens.96 The pivotal development leading to cognitive interviews in pretesting did not
come until two decades later with the Cognitive Aspects of Survey Methodology
(CASM) conference. Particularly influential was Loftus’ (1984) post-conference
analysis of how respondents answered survey questions about past events, in which she
drew on the “think-aloud” technique used by Herbert Simon and his colleagues to study
problem-solving.97
Retrospective “think-alouds” and/or probes should be used to produce reports of
the respondents’ thoughts either as they answer the survey questions or immediately
after. The objective is to reveal the thought processes involved in interpreting a question
and arriving at an answer. These thoughts are then analyzed to diagnose problems with
the question and match what the participants thought the question is asking and what
the authors intended to ask.98
It usually takes 12–25 cases to reveal the major difficulties and weaknesses in a
pretest questionnaire.99 This observation is similar to that of another methodologist, who
evaluated that “20–50 cases is usually sufficient to discover the major flaws in a
questionnaire”.100
Pretests assume that questionnaire problems will show up either by the answers
that the participants give (e.g., “don’t knows” or blanks) or invisible consequence of
asking the questions (e.g., hesitation or discomfort in responding), which interviewees
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have the chance to describe during debriefing to the interviewer.101 Cognitive interviews
can function to explore the various aspects of visual language in self-administered
questionnaires. They also showed how the results of cognitive interviews could aid in
the interpretation of split-sample field experiments.102
As a result, advances in pretesting depend partly on advances in the science of
asking questions.103 In particular, pretesting’s focuses on aspects of the response tasks
that can make it difficult for respondents to answer accurately ought to inform theories
of the connection between response error and the question and answer process.104
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2.5 Statistical Methods in the Evaluation
2.5.1 Regression Analysis
Regression analysis is one of the most used techniques for the investigation of
multifactorial data. It is an equation to show the relationship of a variable of interest y
(the “response”) and a set of related variables x (“factor”). It is the combination of
mathematics and well-developed statistical theory.105

𝑦 = 𝛽! + 𝛽" ∗ 𝑥" + 𝛽# ∗ 𝑥" + ⋯ + 𝛽$ ∗ 𝑥$ + 𝑢106

𝑦 = Response variable
𝛽! = Intercept
𝛽% = Parameter associated with factor i
𝑥% = Factor i
𝑢 = Error term
Since there are i independent variables and an intercept, the equation contains i
+ 1 (unknown) population parameters. Because it is not possible to include all
influencing factors x these missing ones are collectively contained in the error term u.
The notation 𝑦*, read as “y hat,” emphasizes that any value out of a regression analysis
are estimates.107
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2.5.2 Hypothesis Testing
Multiple testing refers to the testing of more than one hypothesis at a time. The
conclusions out of testing any hypothesis based on statistical evidence can only be
drawn under given uncertainty. Defining a maximum acceptable probability of rejecting
the null hypothesis when it is true, thus committing a Type I Error and basing the
conclusion on the value of a statistic meeting this specification, preferably one with high
power, is required.108
2.5.3 Error Control
Neyman and Pearson (1993) developed a methodology and labeling for the
hypothesis testing procedure, which has established itself as a common practice until
today.109 There are two types of errors in the hypothesis test shown in Figure 4. In testing
a single hypothesis, the probability of a Type I Error, i.e. of rejecting the null hypothesis
when it is true, is usually controlled at some designated level α. Essential parts of
statistical theory revolve around the minimizing one or both of these errors110 The more
critical of the two is a Type I Error.111 The choice of α should be governed by
considerations of the costs of rejecting a true hypothesis as compared with those of
accepting a false hypothesis.112 Because of the difficulty of quantifying these costs and
the subjectivity involved, α is usually set at some conventional level, often 0.05.113 This
means that a Type I Error can be excluded with 95% certainty. α can be freely
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determined, so that for very prominent analyses, for example, a value of α= 0.001 can
be chosen, which would correspond to a 99.9% certainty to not get a Type I Error.

Null is True

Test Rejects Null
Type I Error

Test Fails to Reject Null
Correct decision

Null is False

False Positive
Correct decision

No effect
Type II error

Effect exists

False negative

114

Figure 4: Types of errors in hypothesis testing

2.5.4 Difference between P-Value and Alpha-Value
Every test statistic has a corresponding probability (“p-value”). This value is the
probability that the observed statistic occurred by chance alone, assuming that the null
hypothesis is true. To determine if an observed outcome is statistically significant, the
comparison of the values of α and the p-value is performant with two possibilities that
emerge:115

1. When the p-value is less than or equal to alpha the null hypothesis is rejected,
and the result is statistically significant.
2. When the p-value is greater than alpha the null hypothesis cannot be rejected,
and the result is not statistically significant.

The implication of the above is that the smaller the value of alpha is, the more
difficult it is to claim statistically significant conclusions results from it. On the other
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hand, a higher value of alpha is easier to achieve and therefore the claim that a result is
statistically significant. Coupled with this, however, is the higher probability that the
observation can be attributed to chance.116

2.6 Similar research
Early research on the willingness to pay for green electricity in the USA was already
done by Roe (2001). He used results from a hedonic analysis of actual price premiums
charged for green electricity in several deregulated markets.117 A similar study on the
willingness to pay for renewable energy with a differentiation between collective and
voluntary payment vehicles was conducted by Wiser (2007).118 Mozumder (2011)
investigated consumers' preferences for renewable energy with a focus on the southwest
USA by measuring households' willingness to pay for a renewable energy program. As
in this paper, the objective of Mozumder (2011) was to offer useful insights to energy
regulators and utility companies and help them to develop successful business models
that are addressed to the right consumer groups.119 As this work focused on carbon
removal, the results of Schwirplies (2015) should be mentioned. Schwirplies (2015)
already investigated the motives for climate protection activities between Germany and
the USA in 2015.120 Holm (2015) was able to provide concrete results on preferences
and concrete willingness to pay.121 His questioning of test persons revealed the highest
preference for saving CO2 emissions by means of corresponding certificates, while the
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lowest preference of the test persons was determined for the storage of CO2 in
underground reservoirs. The documented willingness to pay for CO2 savings varies
from 644 €/t CO2 up to compensation claims for the application of a specific procedure
to reduce CO2 emissions of 161 €/t CO2.
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3. Methodology

In designing the survey, the focus is on the scientifically valid formulation of the
questions in order to consistently avoid the four most common errors (Sample,
Questions, Interviewer, Data reduction) identified by Fowler (2009).122 The following
sections describe the steps taken to avoid these four types of errors.

3.1 Survey Development Process
The process shown in Figure 5 was carried out in order to develop the survey to
be as neutral as possible and thus avoid the question as a source of error. In addition to
active error prevention, attention was also paid to the survey’s attractiveness so that it
could be carried out in less than 10 minutes. After each step, changes were submitted to
the Institutional Review Board (IRB), reviewed, and approved.

Figure 5: Six step survey design development process

Step 1: The foundation for the content of the survey was developed during 38
qualitative interviews within the MIT Innovation Initiative, in which the author had
participated from January to March. The lessons learned from these interviews have
allowed the creation of hypotheses to be validated or falsified by research. Thus, the
first draft of possible questions was created. For the methodologically correct creation,
122
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the work "A Brief Tutorial on the Development of Measures for Use in Survey
Questionnaires" by Timothy R. Hinkin (1998) and the tutorials of Surveymonkey.com
acted as guidelines.

Step 2: This first version of the survey was evaluated and discussed with the
main advisor Dr. Maier-Speredelozzi and fellow graduate students. The step aimed to
obtain the desired unambiguous information. Therefore, the questions were
reformulated, and definitions of terms were added. In addition, the number and wording
of the answer options were adapted for later precise evaluation.

Step 3: To follow the approach of pretesting by Presser (2004),123 the survey was
conducted on-site with a group of 19 unknown participants of different age and income
groups out of three different states in the premises of a real estate agent at an event on
March 13th 2020. In order to make the conditions comparable to the online survey, the
survey was distributed without prior explanation and collected on paper anonymously.
Afterward, each question was discussed individually as a group to find out if there is a
gap between the participants' understanding and the author's intention.

Step 4: This step included the adaptation of the questions by integrating the
lessons learned from the test run. Some questions were deleted, some were rewritten,
and for others, a more detailed explanation was added to ensure understanding without
special knowledge.

123
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Step 5: After changes, the revised American version was discussed with
Dr.Maier-Speredelozzi and Dr. Lang and the German version with Mr. Büth. The main
focus was the wording of the most unambiguous question and the most suitable answers
for later analysis.

Step 6: The survey was published on the specified portal (www.qualtrics.com). A
total of 20 questions were asked of the participants. The final version of the survey asked
the participants firstly for their demographic and geographic data. This decision was
taken in order to give the participants the opportunity to either share the information
needed for the analysis or to quit the survey right away. This was intended to avoid
wasting time in case of the wish for more anonymity.
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3.2 Design of the Survey Questions
The following explanations are based on the survey carried out in the USA. Because
the German survey was a 1:1 translation except for the currency and possible states
names, this same explanation is valid for both countries. Before the actual survey begins,
a participant must always provide consent to the processing and storage of the data,
which is seen as Question 0. Without this consent, a continuation of the survey is not
possible. Questions 1 to 5 of the survey were standard questions for the required
demographic data of the participants.

Question 1: Do you live in the USA?
This is a qualifying question that had to be answered with "Yes", otherwise the
survey would end. This survey is limited exclusively to residents from the USA, and
Germany and therefore, a negation of this question would mean a clear disqualification
from the target group.

Question 2: In which state are you living in?
Here a selection must be made from the existing states of the country. Since the
attitude of the inhabitants of a state is examined for this analysis, the author has
deliberately decided not to ask about the official residence, but about the state in which
the person lives according to their perception. This decision was made after many
participants in the pretesting of the survey had stated that they are registered in another
state for tax reasons. By keeping the question open, the participant is given a chance to
decide for themselves in which state they belong.
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Question 3: What age are you?
This question asked about the age of the participants. The answer options were
four age groups into which a participant had to place herself or himself. The possibility
of answering this question only in groups was chosen in order to meet the need of many
participants for anonymity and at the same time to allow a certain differentiation
according to age for the analyses.

Question 4: How many people are living in your household?
For two reasons, the question was asked as an open answer instead of a closed
question. Firstly, the literature recommends the use of open questions as protection
against bots and people who do not take the survey seriously. These may not be able to
answer the question reasonably or give sensical or reasonable answers. This allows for
sorting out those participants in an inconspicuous way.

Question 5: How much was your entire household income in 2019 before taxes?
The participants had to be placed in one of six income groups. The income
groups were chosen in such a way that in a perfectly representative sample they should
have an equal percentage share of the sample based on the US Census data.

Question 6: Are you a house owner?
This question asked with a yes/no option if a participant is a house owner. It is
to be seen as a grouping question because it was decided that the following questions
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can only be answered meaningfully by house owners. If this question was answered
with “No,” the survey would continue at question 11.

Question 7: Do you have solar panels on this house?”
The question intended to test the hypothesis that people who have already
invested in renewable energy have an increased willingness to pay for carbon removal
technologies.

Question 8: What were the main reasons for installing solar panels?
This question is only for participants who answered “yes” to the previous
question. The question aims to understand the motivation in the buyers' decision-making
process, whether it was more economical or ecological or a combination of both. The
last possible answer allows the illustration of the scenario that a house was bought with
the system already installed.

Question 9: Aesthetics play an important role in the decision to install a product to
improve the sustainability of my house.
This question is designed to test the importance of aesthetics and is not
formulated as a question but as a statement that the participants can either reject or
accept. The literature recommendation was adopted to offer an odd number of possible
answers with a neutral option in the middle.
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Question 10: I would accept a decrease in aesthetics in order to make my house more
sustainable.
The question here is whether a deterioration in aesthetics would be accepted in
favor of the climate and the environment. The background to this question is the
observation during the pretests that many participants stated that they did not want to
consider technologies like solar panel systems for optical reasons. To check the general
validity and importance of aesthetics in the context of renewable energies, questions 9
and 10 were created.

Question 11: Do you live in a passive house?
This information was checked to verify the hypothesis that residents of energyefficient homes have a higher willingness to pay compared to people living in houses
without this voluntary standard. The main motivation for this specific question was to
identify a specific customer group, which serves as a relevant first point of interest, and
thus as a contact point for future companies in the carbon removal sector.

Question 12: I would like to decrease my ecological footprint regardless of
governmental incentives or subsidies.
The intention of this question is to determine the will to change to reduce the
participants’ ecological footprint. The focus is on the voluntary nature of the measures,
since a survey without the offer of an incentive can be seen as a starting point.
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Question 13: If you were considering the purchase of a product for carbon removal,
what payback period would be required in order to make this investment attractive for
you?
This question represents an approach to quantifying the financial expectations
for investments in carbon removal technology. On the one hand, it is intended to
evaluate how risky the participants consider a low investment and want to be
remunerated accordingly. On the other hand, the evaluation provides information about
which critical limits have to be reached in order to be interesting for a large part of the
population. It is also interesting to see how the required duration should be in relation
to fixed-interest bonds or shares must be in order to be interesting.

Question 14: The economic viability (through the yield of electricity, heat, biomass or
natural gas) of sustainability products is important to me.
The intention of this question arises from its connection to the previous question.
The aim is to understand whether the participants would rather see technology for
carbon removal as an investment for personal financial gain or as a voluntary
contribution to solving the climate problem.

Question 15: Every American emits an average of 14 tons of CO2 per year. How much
would you be willing to pay voluntarily to compensate for these emissions in order to
live carbon neutral?
This question allows a clear quantification of the participants' willingness to pay
to become carbon neutral and serves as a basis for testing several hypotheses.
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Question 16: If I could collect my own CO2 emissions at home and see them physically
(e.g., in the form of produced biomass), I would be willing to invest more in such a
technology.
The evaluation of this question is needed to test the hypothesis of whether the
visible sequestration of CO2 leads to a customer's willingness to pay. This knowledge
should help companies and politicians to promote and develop technologies in a targeted
manner.

Question 17: Capturing the CO2 emissions of an average two-hour flight with currently
available technology would increase the airfare by US$45. I would be willing to spend
the extra money per flight to fly carbon neutral.
This question serves to illuminate the hypothesis from question 16 from a
different angle. The main intention of the question is to determine whether the average
willingness to pay for carbon removal increases significantly when participants are
confronted with an exact price for a specific action. The naming of the amount of CO2
caused was deliberately omitted at this point in order not to influence participants in
their decision making in question 15 because participants could change their answers
by clicking back.

Question 18: Do you own an electric or hybrid car?
This information was checked to verify the hypothesis that owners of electric or
hybrid cars have a higher willingness to pay compared to people living in houses without
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this voluntary standard. The main motivator for this specific question was to identify a
specific customer group, which serves as a relevant first point of interest and thus as a
contact point for future companies in the carbon removal sector.

Question 19: Do you believe in human caused climate change?
This question is posed to test the hypothesis that people who believe in human-made
climate change have a significantly different response than people who do not believe
in human-made climate change. The question was deliberately placed at the end, so that
the answers to all other questions are already collected before this question is asked.
This question was considered as polarizing hence a high drop-out rate was suspected.
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3.3 Data Recruiting and Collection Methods
Because an anonymous online survey was conducted, errors resulting from the
interviewer's influence can be excluded. The goal is to identify the differences between
these markets in a later step, in order to offer future companies an opportunity to adapt
market-specific product development and thus develop attractive products for
customers. To determine the required characteristics of people from the USA and
Germany on the subject of carbon removal technologies, the survey was conducted in
as large of a scale as possible. The challenge was to find the most representative sample
possible in order to rule out the error due to data sample.

Due to the COVID-19 pandemic, achieving a significant sample size was a major
challenge. Planned surveys in various public places could not take place during the
shutdown period. Initially, the survey was planned to be conducted in the shopping mall
in Providence and on sunny days in Narraganset at the Town Beach to reach the intended
sample size of 400 participants in the USA. Due to the purely online recruitment
process, the daily responses were initially moderate, but the use of network effects,
brought the desired results. In Germany, a pure online survey was planned from the
beginning due to the geographical distance.

To achieve a statistically significant data sample and thus a high significance of
the results, participants from all states of both countries were contacted with what is
known as the "chain referral" to obtain a more balanced data set, which more accurately
reflects the geographical diversity of the two countries. This was intended to avoid
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mistakes that could be attributed to the sample. For this purpose, approximately 3000
people in the USA and approximately 1500 people in Germany were contacted
personally by the author through various communication channels based on the contact
information received from the authors personal and professional network. A total
sample size of 1757 responses in the two countries was collected.
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Figure 6: Distribution and recruiting process of the survey
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3.4 Hypothesis Testing
In order to apply the methodology of the statistically valid hypothesis test developed
by Neyman and Pearson (1933),124 the research questions must first be reformulated.
Thereby H0 has to be defined as the starting point, and the research thesis to be tested
has to be set to be H1. As long as this Null hypothesis cannot be statistically disproved
by sufficient evidence, H0 applies. If a p-value less than 0.05 is reached, there is
significant evidence, and with a p-value between 0.05 and 0.1, there is at least marginal
evidence to assume H1.

1) H0: The majority does not have a willingness to pay voluntarily for carbon
removal technology in order to live carbon neutral.
H1: The majority does have a willingness to pay voluntarily for carbon removal
technology in order to live carbon neutral.

2) H0: The willingness to pay for carbon removal does not differ regarding age.
H1: The willingness to pay for carbon removal does differ regarding age.

3) H0: The willingness to pay for carbon removal does not differ regarding
household income.
H1: The willingness to pay for carbon removal does differ regarding household
income.

124

(Neyman 1933)
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4) H0: The willingness to pay does not differ according to the geographical origin.
H1: The willingness to pay does differ according to the geographical origin.

5) H0: Climate change deniers have the same willingness to pay for carbon removal
as climate change believers.
H1: Climate change deniers have different willingness to pay for carbon removal
as climate change believers.

6) H0: The willingness to pay does not differ if someone is an owner of electric or
hybrid vehicles.
H1: The willingness to pay does differ if someone is an owner of electric or
hybrid vehicles.

7) H0: The inhabitants of energy-efficient homes have the same willingness to pay
for carbon removal as people who do not live in energy-efficient homes.
H1: The inhabitants of energy-efficient homes have a different willingness to pay
for carbon removal as people who do not live in energy-efficient homes.

8) H0: The owners of solar panels have the same willingness to pay for carbon
removal as people who do not have solar panels.
H1: The owners of solar panels have a different willingness to pay for carbon
removal as people who do not have solar panels.
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9) H0: The majority does not increase their willingness to pay if the participants are
presented with a specific reason for compensation.
H1: The majority does increase their willingness to pay if the participants are
presented with a specific reason for compensation.

10) H0: The majority of participants does not increase their willingness to pay if the
result of the carbon removal process can be seen physically.
H1: The majority of participants does increase their willingness to pay if the
result of the carbon removal process can be seen physically.

11) H0: The majority does not see applications for CO2 sequestration as an
investment and does not expect a long-term personal financial benefit in order
to buy such a technology.
H1: The majority does see applications for CO2 sequestration as an investment
and does not expect a long-term personal financial benefit in order to buy such
a technology.

12) H0: Aesthetics is not an important factor in the decision making to buy CO2
removal products for the majority of customers.
H1: Aesthetics is an important factor in the decision making to buy CO2 removal
products for the majority of customers.
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3.5 Data Selection and Analysis Methodology
Regarding the selection of data, the occurrence of an error is less conceivable.
Except for one question, only closed questions were asked, and thus only very few
participants were deleted since each of the answer options is considered possible.
Therefore, there are no outliers. A total of 19 participants from the USA and one
participant in Germany were deleted. These stated zero, an unrealistically high number
(more than 12), or random letters as their household size. Since these 20 participants
represent about 1% of the participants, the deletion was not seen as critical. These
participants were not considered in any of the analyses carried out in chapter 4. Apart
from this, all participants were considered for all analyses if they answered all the
questions required.
The data collection and storage were done through Qualtrics.com, a website
specializing in surveys, which is tested and certified for both functions by the University
of Rhode Island. The data were analyzed using Minitab and Microsoft Excel. Excel was
mainly used for data preparation and the descriptive statistics, while the more complex
statistical analyses were done with Minitab.

50

4. Analysis and Interpretation
In the following, the results of the survey are presented. Firstly, the survey in the
USA is analyzed in detail, and afterward the survey in Germany. The steps taken in the
analysis are identical for both countries, which allows a direct comparison of both
countries. In the first step, the distribution of participants regarding income, age, and
geography will be analyzed in clusters. Based on the lessons learned in Chapter 2, the
demographic information was divided into four age groups, six income groups, and the
geographical data at the state level. The exact grouping is shown in the individual
analyses. In the second step, it will be shown how the willingness to pay for carbon
removal technologies is connected to the different clusters. The question will also be
addressed regarding what kind of influence factors determine the amount of willingness
to spend money on carbon removal technologies.

Concrete tools used for the analysis are descriptive statistics and analysis of variance
(ANOVA) to examine the effect of the demographic and geographic factors on the
different clusters in more detail. To clarify the initial research question, hypothesis
testing and the power test method are used.

The individual answers of the questionnaire’s demographic factors and answers are
replaced with numbers for the evaluation. The individual translation is explained in the
section on interaction analyses before each analysis.
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4.1 USA
4.1.1 Descriptive Statistics
The American survey data set contains 1443 participants, of which 1138 have
given their demographic and geographic data (age, household income, number of family
members), and 1085 have completed the survey. Figure 7 shows the number of daily
participants in the USA. The division into the two phases, as shown in Figure 6, is
clearly visible. After a first data analysis on May 1, the underrepresented geographic
and demographic groups were contacted in large numbers, which triggered the visible
second wave of participants. The 12 missing states were collected. In the second phase,
516 people participated in the survey in the second phase in the USA.
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Figure 7: Daily survey participants represented over time in the USA
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The 17 participants on 22 May are due to the program logic of the participant
registration. The survey was manually closed by the author on 22 May at 0:00 am. All
partially completed surveys of participants were automatically stopped at this time and
counted as partially completed. As a result, these participants were listed on the date of
22 May.
Participants from all 50 states were surveyed. The number of participants per
state varies widely between one and 555, and the relative frequency of participants per
state was measured in relation to the population. In 29 of the 50 States, more than 1
participant per 1 million was reached. The state of Rhode Island is by far the most
represented with 501 participants per 1 million. This is because this state is the author’s
home, so most primary and secondary contacts are in this state.
All states were categorized into four regions (South, West, Midwest, Northeast)
according to the US Census in order to conduct region cluster analysis at a later point.125
The column "Difference" combined with the "Dropout rate" was integrated as an
overview to see if there are geographically vast differences in the tolerance for the
survey. Initially, there was a suspicion that there would be high dropout rates in certain
states, but this was not confirmed. The number of participants, the categorized region,
the number of survey dropouts, and the participation rate per 1 million participants are
shown for each state in Table 2.

125

(United States Census Bureau 2020)
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Table 2: Geographic’s of participants and the representation per state in the USA

v
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Age
The four age brackets are represented to varying degrees. All together there are
87 participants (7.3%) in the age of 18-29, 409 participants (34.3%) in the age group
30-49, 551 participants (46.2%) age 50-69 and 145 participants are 70 years or older
(12.2%). The number of participants in each geographic region per age group is shown
in Figure 8. A comparison of the age distribution of the participants with the normalized
population in the USA over the age of 18 years in Table 3 shows that the 18-29-year-

Participants

old are underrepresented in the survey in relationship to the other three age groups.
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Figure 8: Age distribution of survey participants per region in the USA
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270

Table 3: Age distribution of survey participants vs. inhabitant’s distribution in the USA126

Age group

18-29

30-49

50-69

70 or older

Population in millions

53.86

84.15

80.24

35.34

21.2%

33.2%

31.6%

13.9%

7.3%

34.3%

46.2%

12.2%

Percentage of
population of over 18
years
Percentage of survey
participants

Income
The sample included 31 participants (2.6%) with a household income of less
than US$25,000. 107 participants (9.0%) with a household income between US $25,000
and US $49,999. 145 participants (12,2%) reported a yearly income between US
$50,000 and US $74,999. 172 participants (14.4%) were in the income category between
US $75,000 and US $99,999. 324 participants (27.2%) classified themselves in the
income group between US $100,000 and US $149,999. 413 survey participants (34.6%)
stated that they have a yearly household income of more than US $150,000. The number
of participants per income group in each region is shown in Figure 9.
As the survey did not ask for exact income values but for income groups, it is
not possible to calculate the average income of the participants per region, state or age
group in order to compare it with official statistics. However, one way of comparing the
sample with the national average is to look at the median income. It can thus be
determined that the sample is on average more prosperous than the national average,
126

(US Census Bureau 2019)
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since the median income of the sample in 44 of 50 states is above the respective median
income of the state according to the calculations of the US Census Bureau. Table 4
presents this finding. It will be essential to consider this bias when forming any
conclusions. There is a small potential for error regarding the comparability of the data,
because the accurate median income of the US Census Bureau was only available for
2018, but the survey asked for the income in 2019. However, since the average wage
increases in 2019 of 3.1% in the US do not explain the gap between the median income
in the population of 2018 and the measured sample size income from 2019, 127 a bias
towards the over-representation of high earners must be assumed.
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Figure 9: Survey household income per region in the USA
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Table 4: Comparison of national household income vs. sample size household income in the USA

Income class
less than US $25,000
US$25,000-US$49,999
US$50,000-US$74,999
US$75,000-US$99,999
US$100,000-US$149,999
more than US$150,000

USA census data

Survey sample

19%

3%

21%

9%

17%

12%

13%

14%

15%

27%

16%

35%

Figure 10 shows that the household income is not evenly distributed between the
survey groups. The official figures of the US Census Bureau in Table 5 do not allow a
direct comparison because of different age groups, but it is clearly visible that the from
people being under 24 years old and over 65 years old have a lower median household
incomes in comparison to people between 35 and 54 years of age.
Table 5: Median income per age group in the USA

Age group
15 to 24 years
25 to 34 years
35 to 44 years
45 to 54 years
55 to 64 years
65 years and older

Median
income (US $)
43,531
65,890
80,743
84,464
68,951
43,696

The same correlations can also be seen in the survey sample. The highest median
incomes can be found in the two age groups 30-49 and 50-69. The income distribution
of the age group 70 and older is slightly below these two groups and slightly above the
income of the 18-29 age group.
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Figure 10: Income distribution per age group in the USA

Willingness to pay for Carbon Removal
A main goal of this research is to find out to what extent on a voluntary basis carbon
removal technology is attractive for consumers and how much they are willing to pay
according to demographic and geographical factors. For this reason, the participants
were asked in questions 16-18 of the survey about several aspects of the attractiveness
of carbon removal.
Table 6 indicates that there seems to be a willingness to pay voluntarily for
carbon removal since 84.8% of participants stated that they would be interested in
paying in order to compensate for their carbon emissions. 15.2 % show no interest in
spending money voluntarily in order to become carbon neutral. Figure 36 in the
Appendix shows the willingness to pay per region which does not differ significantly
between each region.
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Table 6: American participants willingness to pay for carbon removal in the USA

Number of
participants

0$

$1-$20
per ton
($14$280 in
total per
year)

173

456

291

153

39

26

40.1%

25.6%

13.4%

3.4%

2.3%

Participants 15.2%

$21-$50
per ton
($294$700 in
total per
year)

$51-$100
per ton
($1414$2800 in
total per
year)

$101-$200
per ton
($1414$2800 in
total per
year)

more than
$200 per
ton (more
than $2800
in total per
year)

4.1.2 Hypothesis Testing of Research Questions
Regression analyses are used next to determine the impact of the participants'
demographic and geographical circumstances on the answers regarding their views and
intentions on using carbon removal to reduce greenhouse gases.
To make the results of the regression analysis more tangible, the answers
regarding willingness to pay were changed into concrete figures. The transformation
assumed that the values are equally distributed within each individual cluster. The mean
value of the range for groups 1-4 was assumed as the value for further analysis. A value
was estimated for the last level, which is unlimited in its upper limit. Thus, the following
concrete $ values were taken as a basis for further analysis:

US$0= US$0
US$1- US$20 = US$10.5
US$21- US$50 = US$35.5
US$51- US$100 = US$75.5
US$101- US$200 = US$150.5
more than US$200 = US$300
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The following research questions for the American participants will be statistically
tested through the analysis of the survey data in this chapter:
1) The majority does not have a willingness to pay voluntarily for carbon removal
technology in order to live carbon neutral
2) Willingness to pay for carbon removal does not differ based on age
3) Willingness to pay for carbon removal does based on household income
4) Willingness to pay does not differ according to the geographical origin
5) Climate change deniers have the same willingness to pay for carbon removal as
climate change believers
6) The willingness to pay does not differ if someone is an owner of electric or
hybrid vehicles or not
7) The inhabitants of energy efficient homes have the same willingness to pay for
carbon removal as people who do not live in energy efficient homes
8) The owners of solar panels have the same willingness to pay for carbon removal
as people who do not have solar panels
9) The majority does not increase their willingness to pay if the participants are
presented with a specific reason for compensation
10) The majority does not increase their willingness to pay if the result of the carbon
removal process can be seen physically
11) The majority does not see applications for CO2 sequestration as an investment
or expect a long-term personal financial benefit in order to buy such a
technology
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12) The majority does not see aesthetics as an important factor in the decision
making to buy CO2 removal products for customers

In the first analysis of variance (ANOVA) shown in Table 7, the demographic main
factor income appears to have significant effects whereas the demographic main factors
age and household size as well as the geographic factor state do not have a significant
effect on the willingness to pay for carbon removal. These results can be concluded from
the illustrated p-values which are above 0.05 for age, household size and state and below
0.05 for income.

Table 7: Analysis of Variance USA full Sample in the USA

v

The data are set in relation to the first value of the respective category as a
comparative measure, also called a dummy variable. This means that the changes in age
groups are compared to the participants in the age group 18-29 years, in income as
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compared to group below US$25,000, in household size as compared to one-person
households, and in state as compared to Alabama, because it comes first alphabetically.
In numbers, this means that the US$25,000 - US$49,999 income group is willing to
spend US$5 more per year, the US$50,000 - US$74,999 group is willing to pay US$59
more per year, US$75,000 - US$99,999 household income group is willing to invest
US$16 more, US$100,000 - US$149,999 would pay US$193 more and the income
group above US$150,000 would pay US$302 more per year than the income group
below US$25,000.
Since no individual groups nor the factor as a whole were reported as significant, it
is not meaningful to mention the individual values for the age groups. The same applies
to the factor household size. For the factor state Utah is worth to mentioning, as it was
the only state with a high statistically significant difference in comparison to all other
states. According to the analysis, residents of Utah show an increased willingness to
pay, on average of $1,866. However, this result is not meaningful, since it was obtained
by only two participants and was most likely a random result of extreme outliers. In
later parts of this paper, the required sample size will be discussed in more detail in
chapter 4.3.3. Overall state was proven to be a non-significant factor. No significant
interactions among the factors is detected, as can be seen in Table 21 in the Appendix.
In addition to the demographic main factors the answers to the questions whether a
participant believes in man-made climate change and whether a participant owns an
electric or hybrid vehicle were included in the analysis. As can be seen in Table 7 these
two factors have a significant impact on the willingness to pay. In numbers, a person
who believes in climate change is willing to spend $259.4 more per year than a person
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who does not. Owners of electric or hybrid vehicles are willing to spend an average of
$191.3 more per year voluntarily to achieve CO2 neutrality.
As indicated in Table 7 by the degree of freedom (DF), all factors combined only
explain 11.96% of the values of variance. This means the error is at 88.04%. This is due
to further additional influencing factors not included in this study, which will be
explained in chapter 5.3. Based on the findings in the regression and descriptive
statistics it is possible to summarize in relation to the entire sample and statements can
be made regarding the research questions asked:
Hypothesis 1 can be rejected based on the descriptive analysis in Table 6. Only
15.2% of participants reported that they have no willingness to pay. Therefore 84.8% of
the participants stated some voluntary willingness to spend their own financial resources
to compensate for their own emissions. This willingness to pay can be observed in
slightly varying degrees among all participants regardless of demographic and
geographic background.
Hypothesis 2 cannot be rejected on the basis of the investigation in Table 7 because
the p-value is greater than 0.05. Even without statistical significance, some observations
were made. The oldest participants had the highest willingness to pay and the youngest
the second lowest. On average, participants age 30-49 want to spend $20.60 more per
year, age 50-69 $13.30 less per year and those age 70 or older have an increased
willingness to pay by $152 per year compared to those age 18-29.
Hypothesis 3 can be rejected based on the survey data. An increasing trend between
household income and willingness to spend for carbon removal can be shown in the
correlation analysis in Figure 11 with a positive value of 0.135. Table 8 underlines this
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finding by showing the increasing means, which constantly increase with income.
Furthermore, Table 8 shows that the differences between income group 6 and levels 14 can be considered statistically significant.

Table 8: Tukey Test income in the USA

Household
income

v

Household
income
Willingness to pay
Figure 11: Correlation income vs. willingness to pay in the USA in the USA

Hypothesis 4 cannot be tested due to insufficient sample size of 1192 overall and
only one participant from some of the states. Chapter 4.3.3 provides information on
what exact survey size would have been necessary to make a statistically valid
statement. Therefore, this master thesis cannot give a significant statement whether the
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inhabitants of one state have a different willingness to pay for carbon removal than
others in the USA.
Hypothesis 5 can be rejected through the results of the regression analysis in Table
7, which are supported by the results of the Tukey test in Figure 37 in the Appendix and
the included comparison of the difference in the mean. All information combined proves
a significant difference in the attractiveness of carbon removal in the sample between
the people who believe in human caused climate change and those who do not.
Hypothesis 6 can be rejected with a high significance in the sample through the
results of the ANOVO in Table 7 and regression analysis in Table 20 in the Appendix,
which are supported by the results of the Tukey test in Figure 38 in the Appendix and
the included comparison of the mean. All information combined proves a significant
difference between the owner of electric/ hybrid cars and those who do not have an
electric car in the sample.
Hypothesis 7 cannot be rejected on the basis of the investigation in Figure 12. There
is no significant indication that the residents of energy-efficient homes have a different
willingness to pay compared to those who do not live in an energy-efficient home.

Energy efficient
home

v

Figure 12: Tukey Test energy-efficient home owners in the USA
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Hypothesis 8 cannot be rejected on the basis of the investigation in Figure 13. There
is no significant indication that the owners of solar panels have a different willingness
to spend money on carbon removal in comparison to those who do not own solar panels.

v

Figure 13: Tukey Test Solar Panels owners in the USA

Hypothesis 9 can be rejected with a high significance through the results in Table
23, Table 24 and Table 25 in the Appendix. All three tables show that in all income
brackets, age groups and regions around 78.9% of participants would be willing to
compensate for their self-induced greenhouse gas emissions that they have caused
themselves. Combined with the information that a two-hour flight in economy class
causes about 216 kg CO2,128 this results in a willingness to pay $268 per ton for the
compensation at the price of $45 per flight.129 Since only 2.3% have previously stated
that they are prepared to pay such a sum, the assumption can be confirmed that for the
majority of people willingness to pay increases if they are presented with a specific
reason for compensation.

128
129

Figure 39
Figure 40
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Hypothesis 10 can be rejected through the results in Table 29, Table 30 and Table
31 in the Appendix. All three tables show that in all income brackets, age groups and
regions around 65% of participants would be willing to increase their willingness to pay
for carbon removal when the captured emissions would be provided as a visible result
for them.
Hypothesis 11 can be rejected through the descriptive analysis in Figure 14. 83.3%
agreed completely or mostly that the economic viability of a product for carbon removal
was important to them. 14.8% stated that they neither agreed nor disagreed. Only 1.9%
of the participants stated that they disagreed completely or mostly with the importance
of the economic efficiency of carbon removal products. There are no significant
differences between age, income and state, as can be seen in Figure 42, Figure 43 and
Figure 43 in the Appendix.
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Figure 14: Importance of economic viability in the USA
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In addition to the qualitative investigation, hypothesis 11 was also examined
quantitatively. The maximum acceptable break-even point that a carbon removal plant
would have to achieve in order to be considered for a private investment was asked.
The analysis of the survey has shown that 260 participants (22.9%) expect a payback
time of less than 3 years, 410 participants (36.1%) want a profitable investment in less
than 5 years and 106 participants (9.3%) said that a payback time of up to 8 years would
be attractive. 191 participants (16.8%) see a repayment after 10 years as the tolerance
limit for an investment, 51 participants (4.5%) would accept a payback period of up to
15 years and 11 participants (1.0%) said they would like to see a full repayment of an
investment after 30 years at the latest. 108 participants (9.5%) stated that a repayment
of the investment is not expected. The exact distribution according to the expected level
of each income and age group is shown in Table 32 and Table 33 in the Appendix.
Both tables show that in all income brackets, age groups and regions around 60.1 %
of participants mostly or totally agree that the aesthetics of a carbon removal device
would be an important factor in the decision process of whether to install a carbon device
at their home or not. 22.6% of the participants could not make up their minds whether
aesthetics is important or not. 17.3% of the participants stated that the aesthetics of
carbon removal products are largely or completely unimportant to them.
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4.2 Germany
4.2.1 Descriptive Statistics
The German survey data contains 314 participants, of which 246 have given their
demographic and geographic data (age, household income, number of family members)
and 239 have completed the survey.
Figure 15 shows the number of daily participants in Germany. The division into
the two phases as shown in Figure 6 is not visible. After a first data analysis on May 1,
the underrepresented geographic and demographic groups in Germany were contacted
in large numbers, but without succeeding to get a visible second wave of participants.
One additional state was collected. 10 participants completed the survey in the second
phase.
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Figure 15: Daily survey participants represented over time in Germany
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Participants from 14 states were surveyed. The number of participants per state
varies widely between one and 76, and the relative frequency of participants per state
was measured in relation to the population. In 9 of the 16 States, more than 1 participant
per 1 million was reached. Saarland is by far the most represented state with 76
participants per 1 million. The number of participants, the amount of survey dropouts
and the participation rate per 1 million participants are shown for each individual state
in Table 9.
The information about the inhabitants has been collected from the official
German Census data.130 Due to the much more diverse party system in German politics
and the fact that there is no official division of the federal states into regions, there is no
further categorization for Germany.

Table 9: Summary of the Geographic’s of all participants per state in Germany

130

(Statistisches Bundesamt 2019)
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Age
The sixteen states are represented to varying degrees. All together there are 95
participants (38.6%) in the age of 18-29, 96 participants (39.0%) in the age group 3049, 49 participants (19.9%) age 50-69 and 6 participants are 70 years or older (2.4%).
The number of participants in each state per age group is shown in Figure 16. A
comparison of the age distribution of the participants with the total population in
Germany in Table 10 shows that the 18-29-year-old and 30-49-year-old are
overrepresented and the other two age groups are underrepresented.
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Figure 16: Survey participants per age groups and state in Germany
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Table 10: Age distribution in the Germany131

Age group
Population in millions
Percentage of
Population
Percentage of survey
participants

18-29
11.50

30-49
21.07

50-69
23.78

70 or older
13.08

13.8%

25.4%

28.6%

15.7%

38.6%

39.0%

19.9%

2.4%

Income
The sample includes 47 participants (19.1%) with a household income of less
than €25,000. There were 38 participants (15.4%) with a household income between
€25,000 and €49,999. 50 participants (20.3%) stated to have a yearly income between
€50,000 and €74,999. 46 participants (18.7%) are in the income category between
€75,000 and €99,999. 37 participants (15.0%) classifies themselves in the income group
between €100,000 and €149,999. 28 survey participants (11.4%) state that they have a
yearly household income of more than €150,000. The number of participants per income
group in each state is shown in Figure 17.
As for the USA, the survey in Germany did not ask for exact income values but
for income groups. Therefore, it is not possible to calculate the average income of the
participants per state or age group in order to compare it with official statistics. Like the
analysis for the USA, one way of validating the sample with the official statistics is to
look at the median income. It can thus be determined that the sample is on average
wealthier than the national average, since the median income of the sample in all states
is above the respective median income of the state according to the calculations of the
German statistics as seen in Table 11.

131

(Statistisches Bundesamt 2019)
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There is a potential for error regarding the comparability of the data, because the
accurate median income of the German Census Bureau was only available for 2017, but
the survey asked for the income in 2019. Since the average household income increase
in 2018 was 3.1% and 2019 of 2.6% in Germany,132 this do not explain the big gap
between the median income in the population of 2017 and the measured sample size
income from 2019 as shown in Table 11. A bias towards the over-representation of high
earners must be assumed. It will be important to consider this bias when making any
conclusions.

132

(Destatis 2020)
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Figure 17: Survey household income per region in Germany
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Table 11: Comparison of national household median income vs. sample size household median
income in Germany 133

Figure 18 shows that income is not evenly distributed between income groups in
the survey, which is consistent with reality. The official figures of the German Statistics
Bureau in Table 12 do not allow a direct comparison because of different age groups
and because the data is from 2010, but it is clearly visible that people under 25 and over
65 have a lower average value and incomes between 35 and 65 are the highest. In
addition, the incomes of those age 20-30 are higher than those of the age group 65 and
older.
The same correlations can also be seen in the survey sample. The highest median
incomes can be found in the two age groups 30-49 and 50-69. The income distribution
of the age group 70 and older is the lowest of all age groups.

133

(Focus Online 2017)
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Figure 18: Income distribution per age group in Germany

Table 12: Average income per age group in Germany134

134

2

(Statista 2013)
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Willingness to pay for Carbon Removal
A main goal of this research is to find out to what extent carbon removal is
attractive for consumers on a voluntary basis and how the willingness to pay changes
according to demographic and geographical factors. For this reason, the participants
were asked in questions 16-18 of the survey about several aspects of the attractiveness
of carbon removal.
Table 13 indicates that there seems to be a willingness to pay voluntarily for
carbon removal since 82.2% of participants stated that they would be interested in
paying in order to compensate for their carbon emissions. 17.8 % show no interest to
spend money in order to become carbon neutral.

Table 13: German participants willingness to pay for carbon removal in Germany

Number of
participants
Participants

0€

€1-€20
per ton
(€8- €160
in total
per year)

€21-€50
per ton
(€168€400 in
total per
year)

€51-€100
per ton
(€408€800 in
total per
year)

€101-€200
per ton
(€808€1600 in
total per
year)

more than
€200 per
ton (more
than €1600
in total per
year)

43
17.8%

96
39.8%

61
25.3%

28
11.6%

8
3.3%

5
2.1%
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4.2.2 Hypothesis Testing of Research Questions

In the following, as before, regression analyses are used to evaluate the data from
the German participants in order to determine the influence of the demographic and
geographical circumstances of the participants on the responses of their views and
intentions regarding the use of carbon capture to reduce greenhouse gases.

The results are checked using various statistical tools to provide differentiated
results and draw accurate conclusions. In order to make the results of the regression
analysis more tangible, the answers regarding willingness to pay were translated into
concrete figures, as with the American data. The calculation assumed that the values are
evenly distributed within the individual stages. The mean value of the range for groups
1-4 was always assumed as the value for further analysis. A value was estimated for the
last level because it has no upper limit as a possibility for calculating an average.
Therefore, the following values were used as the basis for further analysis:

€0= €0
€1-€20 = €10.5
€21-€50 = €35.5
€51-€100 = €75.5
€101-€200 = €150.5
more than €200 = €300
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The following research questions for the German participants will be statistically
tested through the analysis of the survey data in this chapter:

13) The majority does not have a willingness to pay voluntarily for carbon removal
technology in order to live carbon neutral
14) Willingness to pay for carbon removal does not differ based on age
15) Willingness to pay for carbon removal does not differ based on household
income
16) The willingness to pay does not differ according to the geographical origin
17) Climate change deniers have the same willingness to pay for carbon removal as
climate change believers
18) The willingness to pay does not differ if someone is an owner of electric or
hybrid vehicles or not
19) The inhabitants of energy-efficient home have the same willingness to pay for
carbon removal as people who do not live in energy-efficient home
20) The owners of solar panels have the same willingness to pay for carbon removal
as people who do not have solar panels
21) The majority does not increase their willingness to pay if the participants are
presented with a specific reason for compensation
22) The majority does not increase their willingness to pay if the result of the carbon
removal process can be seen physically

80

23) The majority does not see applications for CO2 sequestration as an investment
and expect a long-term personal financial benefit in order to buy such
technology
24) The majority does not see aesthetics as an important factor in the decision
making of customers to buy CO2 removal products
The results of the ANOVA in Table 14 show that none of the demographic main
factor income, age and household size as well as the geographic factor state appears to
have significant effects on the willingness to pay for carbon removal. These conclusions
can be reached from the illustrated p-values which are all above 0.1.
The procedure for analyzing the data of the German participants is identical to the
procedure in the USA. In the regression, the coefficients are set in relation to the first
value of the respective category as a comparative measure, also called a dummy
variable. This means that the changes in age groups are compared to the participants in
the age group 18-29 years, in income as compared to group below €25,000, in household
size as compared to one-person households, and in state as compared to BadenWürttemberg, which comes first alphabetically.
Although a correlation between willingness to spend and income can be established,
Figure 19 shows that this difference between the groups is not significant and Table 15
underlines that income as a whole cannot be considered a statistically significant factor.
To interpret the individual values is therefore not appropriate.

81

Household
income
Willingness to pay
Figure 19: Correlation income vs. willingness to pay in Germany

For the age groups, it is not meaningful to mention the individual values as well,
since no individual groups nor the factor as a whole were categorized as significant.
Table 14 shows the individual coefficients of regression analysis. The same applies to
the factor household size. Overall state was proven as a non-significant factor as well.
The required sample size will be discussed in more detail in Chapter 4.3.3. No
significant interactions among the factors are detected as can be seen in Figure 45 in the
Appendix.
In addition to the demographic main factors, the answers to the questions
whether a participant believes in human-made climate change and whether a
participant owns an electric or hybrid vehicle were included in the analysis. As can be
seen in Table 14 the classification of whether a participant believes in man-made climate
change or not is a significant impact on the willingness to pay. In numbers, a person
who believes in climate change is willing to spend €116.6 more per year than a person
who does not. Since the classification of whether someone is a driver of an electric
vehicle or not is not significant, the mention of the determined value does not provide
any additional value.
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As shown in Table 37 by the column Degree of Freedom (DF), all factors combined
only explain 8.35% of the values of variance. This means the error is at 91.65%. This is
due to further additional influencing factors not included in this study, which will be
explained in chapter 5.3.Based on the findings in the regression and descriptive statistic
it is possible to summarize in relation to the entire sample and statements can be made
regarding the research questions asked:

Hypothesis 13 can be rejected for Germany based on the descriptive analysis in
Table 14. 84.8% of the participants stated some voluntary willingness to spend their
private financial resources to compensate for their own emissions. This observation can
be observed in slightly varying degrees among all participants regardless of
demographic and geographic background.
Hypothesis 14 cannot be rejected for Germany on the basis of the investigation in
Table 14. Indeed, the oldest participants had the highest willingness to pay and the
youngest the second lowest, but this finding does not bring the required certainty to
prove statistical significance.
Hypothesis 15 cannot be rejected for Germany based on the results in . An increasing
trend between household income and willingness to spend for carbon removal can be
shown in the correlation analysis in Figure 19 with a positive value of 0.14, but as Table
15 indicates the difference is not statistically significant.
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Table 14: Analysis of Variance Germany full Sample

v

v

Table 15: Tukey Test income Germany

Household
income

v
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Hypothesis 16 cannot be tested for Germany due to insufficient sample size of 246
overall and only one participant from some of the states. Chapter 4.3.3 provides
information on what exact survey size would have been necessary to make a statistically
valid statement. Therefore, this master thesis cannot give a significant statement
whether the inhabitants of one state have a different willingness to pay for carbon
removal than others in Germany.
Hypothesis 17 cannot be tested for Germany due to insufficient sample size of 18
climate change deniers. Chapter 4.3.3 provides information on what exact survey size
would have been necessary to make a statistically valid statement. Therefore, this master
thesis cannot give a significant statement whether the deniers of climate change have a
different willingness to pay for carbon removal in Germany.
Hypothesis 18 cannot be tested for Germany due to insufficient sample size of only
10 owners of electric/ hybrid cars. Chapter 4.3.3 provides information on what exact
survey size would have been necessary to make a statistically valid statement.
Therefore, this master thesis cannot give a significant statement whether the owners of
electric/ hybrid cars have a different willingness to pay for carbon removal in Germany.
Hypothesis 19 cannot be tested for Germany due to insufficient sample size of only
18 owners of energy efficient homes. Chapter 4.3.3 provides information on what exact
survey size would have been necessary to make a statistically valid statement. Therefore
this master thesis cannot give a significant statement whether the owners of energyefficient homes have a different willingness to pay for carbon removal in Germany.
Hypothesis 20 cannot be tested for Germany due to insufficient sample size of 18
owners of solar panels. Chapter 4.3.3 provides information on what exact survey size
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would have been necessary to make a statistically valid statement. Therefore this master
thesis cannot give a significant statement whether the owners of solar panels have a
different willingness to pay for carbon removal in Germany.
Hypothesis 21 can be rejected with a high significance for Germany through the
results in Table 38, Table 39 and Table 40 in the Appendix. All three tables show that
in all income brackets, age groups and regions around 78.4% of participants would be
willing to compensate for their self-induced greenhouse gas emissions. Combined with
the information that a two-hour flight in economy class causes about 216 kg CO2,135 this
results in a willingness to pay €185 per ton for the compensation at the price of €40 per
flight.136 Since only 5.4% of the German participants have previously stated that they
are willing to pay such a sum or more, the assumption can be confirmed that the
willingness to pay for CO2 is significantly higher if a single concrete measure provided.
Hypothesis 22 can be rejected through the results in Table 41, Table 42 and Table
43 in the Appendix for Germany. All three tables show that in all income brackets, age
groups and regions 61.4% of participants would increase their willingness to pay for
carbon removal when the captured emissions are seen provided as a visible result for
them.
Hypothesis 23 can be rejected through the descriptive analysis in Figure 20 for
Germany. 82.2% agreed completely or mostly agree that the economic efficiency of a
product for carbon removal was important to them. 14.9% stated that they neither agreed
nor disagreed. Only 2.9% of the participants stated that they disagreed completely or
mostly with the importance of the economic efficiency of carbon removal products.

135
136

Figure 39
Figure 40

86

There are no significant differences between age, income and state as can be seen in
Figure 46 , Figure 47 and Figure 48 in the Appendix.

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%
0%

30

13

38

2
1

25

50

39
3

Totally disagree

10

13
3
30-49

10
2
2
18-29
Mostly disagree

50-69

Neither agree nor disagree

70 or older
Mostly agree

Totally agree

Figure 20: Importance of economic viability in Germany

In addition to the qualitative investigation, this hypothesis was also examined
quantitatively. The maximum acceptable break-even point that a carbon removal plant
would have to achieve in order to be considered for a private investment was asked. 23
participants (9.5%) expect a payback time of less than 3 years, 81 participants (33.6%)
want a profitable investment in less than 5 years and 41 participants (17.0%) said that a
payback time of up to 8 years would be attractive. 59 participants (24.5%) see a
repayment after 10 years as the tolerance limit for an investment, 16 participants (6.6%)
would accept a payback period of up to 15 years and 5 participants (2.1%) said they
would like to see a full repayment of an investment after 30 years at the latest. 16
participants (6.6%) stated that a repayment of the investment is not expected.
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The exact distribution according to the expected level of each income and age group
is shown in Table 44 and Table 45 in the Appendix.

Hypothesis 24 can be rejected through the results in Table 46, Table 47 and
Table 48. All three tables show that in all income brackets, age groups and regions
57.3% of participants mostly or totally agree that the aesthetics of a carbon removal
device would be an important factor in the decision process of whether to install a carbon
device at their home or not. 24.0% of the participants could not make up their minds
whether aesthetics is important or not. 18.8% of the participants stated that the aesthetics
of carbon removal products are largely or completely unimportant to them.
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4.3 Comparison of USA and Germany
In the following the collected data of the two countries are compared. The aim is to
show the data in relation to each other and thus gain deeper insights from the evaluation.
4.3.1 Descriptive Statistics
When comparing Figure 7 and Figure 15, it becomes clear that the 2nd recruiting
phase of the survey to attract missing demographic and geographic participants worked
very well in the USA, while in Germany almost no additional participants could be
recruited. When comparing the demographic distributions between both sample sizes,
large differences between the two countries are noticeable. By using regression
analyses, these differences could be considered in the analysis and put into relation when
formulating results. When looking at the two regression analyses carried out, it is
particularly striking that in the American database a significance for one of the
demographic factors (income) was found, whereas in the German survey none of the
demographic factors could be assessed as significant. In both countries, the attitude of
the people, whether they believe in man-made climate change or not, was found to be a
significant differentiating factor.
When considering the age structures, the participants from Germany are
significantly younger. In Germany, 38.6% of all participants were in the age group 1829 compared to 7.3% in the USA. In the 30-49 age group, the proportion in Germany is
also 39%, which is higher than the American proportion of 34.3%. In the 50-69 age
group, Americans clearly predominate, accounting for 46.2% of participants in this age
group compared to 19.9% of German participants. In the age group over 70 years, 12.2%
of the participants in the USA and 2.4% in Germany are in this age group.
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With regard to income, as shown in Table 4 and Table 11, the participants in
both countries have an above-average income compared to the general population in the
respective countries.
The percentage of people not believing in human caused climate change was
comparable between the two countries with 6.9 % in the USA and 7.5% in Germany.
The percentage of people driving an electric car or hybrid vehicle differs
significantly. While 4.1% of participants in Germany own a vehicle in this category, in
the USA there are more than three times as many people with 12.9 %.
4.3.2 Hypothesis Testing
Since the survey answers were recorded in different currencies, for the sake of
simplicity, monetary units (MU) are used as a representative unit for $ and € in the
further analysis. Here, 1 MU = 1 $ = 1 € is considered a simplification, although the
author is aware of the currency difference between $ and € which will be included in
drawing conclusions. The conversion of the € to $ was done based on the exchange rate
1€ = $ 1.1383 from July 16, 2020. Table 16 summarizes the results of the hypothesis
testing of the samples of both countries. The following comments illuminate how to
interpret the conclusions between the two countries.

Table 16: Comparison of the hypothesis testing results

Symbol
√
X
N.A.

Explanation:
H0 was rejected
Failed to reject H0
Not applicable to test
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Hypothesis
1); 13) The majority does not have a willingness to
pay voluntarily for carbon removal technology in order
to live carbon neutral

Conclusion Conclusion
USA
Germany
√

√

2); 14) Willingness to pay for carbon removal does not
differ regarding age

X

X

3); 15) Willingness to pay for carbon removal does not
differ regarding household income

√

X

N.A.

N.A.

√

N.A.

√

N.A.

X

N.A.

8); 20) The owners of solar panels have the same
willingness to pay for carbon removal as people who
do not have solar panels

X

N.A.

9); 21) The willingness to pay does not increases if the
participants are presented with a specific reason for
compensation

√

√

10); 22) The majority does not increase their
willingness to pay if the result of the carbon removal
process can be seen physically

√

√

11); 23) The majority does not see applications for
CO2 sequestration as an investment and expect a longterm personal financial benefit in order to buy such a
technology

√

√

12); 24) Aesthetics is not an important factor in the
decision making to buy CO2 removal products for
customers

√

√

4); 16) The willingness to pay does not differ
according to the geographical origin
5); 17) Climate change deniers have the same
willingness to pay for carbon removal as climate
change believers
6); 18) The willingness to pay does not differ if
someone is an owner of electric or hybrid vehicles or
not
7); 19) The inhabitants of energy efficient homes have
the same willingness to pay for carbon removal as
people who do not live in energy efficient homes
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1); 13): When considering willingness to pay, the differences in the distribution
between the participants of both countries are initially small. In Germany, 17.8 % of all
participants stated that they had no willingness to pay (=0 MU) for carbon removal and
15.2 % of the American participants responded similarly. 39.8 % of the German
participants were willing to pay 1-20 MU, compared to 40.1% of the American
participants. 25.3% of participants in Germany vs. 25.6% in the USA estimate their
willingness to pay at 21-50 MU per ton of CO2. 11.6% in Germany and 13.4% in the
USA estimate their willingness to pay at 51-100 MU. For the category 101-200 MU,
3.3% in Germany and 3.4% in the USA indicated willingness to pay. 2.1% of the
German participants and 2.3% of the American participants declared a willingness to
pay more than 200 MU per ton. Although the distributions of willingness to pay are
almost identical, they must be seen in the context of the absolute expenditure per group
and the demographic structures and currency differences.
Table 17: Comparison of willingness to pay per income group between Germany and the USA

Income
class

Average
yearly
willingness to
pay in $
by
participants in
the USA

Change
in
comparison to
previous
income
level

Total
difference in $
between
USA and
Germany

1
2
3
4
5
6
Average

268.22
273.58
284.34
327.4
461.39
569.87
364.13

2.0%
3.9%
15.1%
40.9%
23.5%
17.1%

50.57
42.23
-15.50
12.13
110.90
124.67
54.16
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Average
yearly
willingness
to pay in €
by participants in
Germany

Average
yearly
willingness to
pay in $
by participants in
Germany

Change in
comparison to
previous
income
level

191.21
203.24
263.41
276.97
307.91
391.11
272.31

217.65
231.35
299.84
315.27
350.49
445.20
309.97

6.3%
29.6%
5.1%
11.2%
27.0%
15.8%

2); 14): Although both samples showed a clear correlation, it is not possible on
the basis of the data to claim that age is a significant indicator of how much a person is
willing to spend on carbon removal.
3); 15) This hypothesis could only be statistically proven for the USA. The
significantly higher average CO2 emissions of Americans compared to Germans were
considered in the survey by stating the expected total expenditure. Due to the higher
average salaries, a comparison of the average willingness to pay per income group
seems to be an appropriate starting point. The comparison of Table 8 with Table 15
results in Table 17. This shows that the absolute willingness to pay is higher in the USA
for five out of six income groups. When analyzing the rates of change in Table 17, the
significant difference between income groups 5&6 and the others income groups which
was noticed through the Tukey test in Table 8 in the USA is also noticeable in this table,
as it is shown by the increase of 40.9%. This high growth shows a clear difference in
willingness to pay according to income, which is not so evident in Germany.
4); 16): This hypothesis cannot be rejected in both countries.
5); 17): This hypothesis can be rejected for both countries. As the regression
analysis indicates, there is enormous evidence from the data that the factor regarding
climate change beliefs is a distinguishing criterion in both countries.
6); 18) A significant difference in willingness to pay between owners of electric
or hybrid vehicles in the USA was found. However, this difference could not be
established for the German participants. Reasons for this could be high government
incentives such as subsidies, tax exemptions, and free parking in city centers, which
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make an electric car a rational purchase for some buyers, while in the US it may be more
an expression of sustainability.
7); 20); 8); 20): These two hypotheses could not be refuted for either country.
10); 22) This hypothesis could be refuted in both countries, thus laying an
leading building block for understanding people's preferences in the context of the
utility theory. The majority of the participants in both countries showed a significant
increased willingness to pay when a concrete assignable reason was given.
11); 23): This hypothesis could be rejected in both countries and brings
recognizable insights for the development of the attractiveness of carbon removal
products.
12); 24): This hypothesis could be refuted in both countries and brings dignified
insights for the incentive of these technologies, because it could be clearly shown that a
reasonable duration until the break-even point is an leading criterion for attractiveness
and thus for the purchase decision.
13); 25) This hypothesis could be rejected in both countries and brings critical
insights for the development of the attractiveness of carbon removal products.

4.3.3 Power and Sample Size Tests
In the following section, two power tests are presented. First, for the assumed
standard of the sample deviation which was performed as an indicator before the survey
in both countries and then, two more sample size and power test are shown to determine
the minimum number of replicates to achieve a power value of at least 0.9 with the
actual standard deviation in each country. For this calculation the question regarding
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willingness to pay was taken as the basis for the calculation. It is important to mention
that for the simplicity of the calculation of maximum difference, the answers were
considered in groups and not in $ or €. The demographic factors age (4 clusters), income
(6 clusters) and state (50 in the USA and 16 in Germany) were used as the basis for the
initial calculation. In the ex-post calculation with the actual standard deviation, the
factors household size, solar panels and climate change were included in addition as
they were used in the ANOVA and therefore must be included in a statistical power test.
USA
The power test in Figure 21 is based on the initial assumptions with a maximum
difference of 1 and a significance level of 0.05 and a standard deviation of 0.5. The three
factors each have four, six and fifty levels, creating 1200 combinations for
consideration. Based on this assumption, a target of 1200 participants was set because
the actual power was more than 0.9.

Figure 21: Power test with assumed standard deviation USA

The power test in Figure 22 is based on the analysis with a maximum difference
of 1 and a significance level of 0.05 and the actual sample standard deviation of 1.13,
as can be seen in Figure 23. For a statistically valid calculation of every possible
interaction between the factors, a number of 48000 participants would have been
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required in the USA due to the high standard deviation of 1.13 and the number of factors
included in the ANOVA. This is also the reason why the interaction plots in Table 20
could not be carried out.

Figure 22: Power test with actual standard deviation USA

Figure 23: Standard deviation willingness to pay USA

Since the focus of the thesis was the analysis of the influence of the individual
demographic factors, the power test of a single factor analysis based on a maximum
difference of 1 and a significance level of 0.05 and the actual sample standard deviation
of 1.13 are performed in the following for the USA survey.

Figure 24: Single factor power test on income clusters
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The power test for income as a single factor in Figure 24 allows the conclusion
that at least 43 participants per income group are needed to make a statistically
significant statement about the differences. Thus, a minimum size of 258 participants
would be required for a perfect equal distribution of participants between the groups.
As can be seen in Figure 9, 43 participants were reached in five of the six income groups.

Figure 25: Single factor power test on age clusters

The power test for age as a single factor in Figure 25 allows the conclusion that
at least 38 participants per age group are needed to make a statistically significant
statement about the differences. Thus, a minimum size of 152 participants would be
required for a perfect equal distribution of participants between the groups. As can be
seen in Figure 8, 38 participants were reached in all age groups.

Figure 26: Single factor power test on states in the USA
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The power test for state as a single factor in Figure 26 allows the conclusion that
at least 95 participants per state are needed to make a statistically significant statement
about the differences. Thus, a minimum size of 4750 participants would be required for
a perfect equal distribution of participants between all 50 states. As can be seen in Table
2, 95 participants were reached in only two out of 50 states.

Figure 27: Single factor power test on climate change deniers, energy efficient home owners, electric
car owners and solar panels owners

The power test for the factor of solar panels owners, energy efficient home
owners, electric car drivers and climate deniers as a single factor in Figure 27 allows
the conclusion that at least 28 participants per category are needed to make a statistically
significant statement about the differences between the two options. Thus, a minimum
size of 56 participants would be required. As can be seen in Figure 29, Figure 30, Figure
12 and Figure 13, 28 participants were reached for both options for all four factors.
Because all of these factors were asked in binary questions, the required sample size is
equal for all of these factors and therefore combined.
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Germany
The power test in Figure 28 is based on the initial assumptions with a maximum
difference of 1 and a significance level of 0.05 and a standard deviation of 0.5. The three
factors each have four, six and sixteen levels, creating 384 combinations for
consideration. Based on this assumption, the target of 384 participants was set because
the actual power was more than 0.9.

Figure 28: Power test with assumed standard deviation Germany

The power test in Figure 29 is based on the analysis with a maximum difference
of 1 and a significance level of 0.05 and the actual sample standard deviation of 1.13,
as can be seen in Figure 30. Due to the high standard deviation of 1.13, a survey size of
9216 participants would be required in Germany to provide a scientifically significant
result. This is also the reason why the interaction plots in Figure 45 could not be carried
out. The conclusion of this calculation is that at least 43 participants per income group
are needed to make a statistically significant statement about the differences. Thus, a
minimum size of 258 participants would be required for a perfect equal distribution of
participants between the groups. As can be seen in Figure 9, 43 participants were
reached in five of the six income groups.
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Figure 29: Power test with actual standard deviation Germany

Figure 30: Standard deviation willingness to pay Germany

Since the focus of the thesis was the analysis of the influence of the individual
demographic factors, the power test of a single factor analysis based on a maximum
difference of 1 and a significance level of 0.05 and the actual sample standard deviation
of 1.13 are performed in the following for the German survey.

Figure 31: Single factor power test on income clusters

The power test for income as a single factor in Figure 31 allows the conclusion
that at least 43 participants per income group are needed to make a statistically
significant statement about the differences. Thus, a minimum size of 258 participants
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would be required for a perfect equal distribution of participants between the groups.
As can be seen in Figure 17, 43 participants were reached in three of the six income
groups.

Figure 32: Single factor power test on age clusters

The power test for age as a single factor in Figure 32 allows the conclusion that
at least 38 participants per age group are needed to make a statistically significant
statement about the differences. As can be seen in Figure 18, 38 participants were
reached in three out of four age groups.

Figure 33: Single factor power test on states in Germany

The power test for state as a single factor in Figure 33 allows the conclusion that
at least 62 participants per state are needed to make a statistically significant statement
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about the differences. Thus, a minimum size of 992 participants would be required for
a perfect equal distribution of participants between all 16 states. As can be seen in Table
9, 62 participants were reached in only one of the 16 states.

Figure 34: Single factor power test on climate change deniers, energy-efficient home owners,
electric car owners and solar panels owners

The power test for the factor solar panels owners, energy-efficient home owners,
electric car drivers and climate deniers as a single factor in Figure 34 allows the
conclusion that at least 28 participants per category are needed to make a statistically
significant statement about the differences between the two options. 28 participants
were not reached for both options in any of these four factors.
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5. Conclusion
In this final chapter, the findings from the literature and the results of this study are
summarized. The achievements of the work are acknowledged and critically discussed.
This includes a review of the assumptions made and the limiting factors in this thesis.
Furthermore, a prospect on possible future research in the investigated field of study is
given.
5.1 Summary
5.1.1 Carbon Removal Technologies
Including costs, water, required land area and environmental concerns in the
evaluation, the following summary describes the scalability potential of the possible
carbon removal technologies.
Afforestation and reforestation are not suitable for the required quantities in the near
future. Calculations based on the collected facts show, that the worldwide available area
(0.9 billion hectares) would not even be sufficient to make the continent of Europe CO2
−1

neutral. An area of 1,3 billion hectares would be required to store the 4.48 GtCO2 yr .
To make the whole world carbon neutral with the current emissions of about 40 GtCO2
per year with afforestation and reforestation would require 12.89 times the available
area of the planet.
With the aspect of a growing world population in mind, it is questionable whether
the areas for afforestation and reforestation can be used in the future for CO2 storage
rather than food production. Furthermore, recent events show that forest areas are often
difficult to protect from various stakeholders, for example in the Brazilian Amazon.
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As bioenergy combined with carbon capture and storage also relies heavily on
biomass production, the same considerations can be applied as for afforestation and
reforestation. Due to the large areas of land area required, these two technologies will
−1

not be able to provide the required quantities beyond 4-5 GtCO2 yr . Furthermore, it is
not feasible everywhere in the world, as the combustion of biomass leads to particulate
matter, which has already reached a threshold level in many cities.
Biochar is considered a good option, but with a limited scaling potential due to the
limited biomass available.
Enhanced weathering

only requires a small land area for implementation. A

dangerous side effect of enhanced weathering is the danger of possible water and soil
contamination, which could well occur in the large-scale application. Because of this
side effect, the enhanced weathering is not a suitable option.
Ocean fertilization receives the same evaluation as enhanced weathering , because
of the unpredictable negative side effects in the oceans.
Direct air carbon capture and storage is overall the most promising option because
of the missing negative side effects and small required area of land to install it for
significant volumes. Through further development and mass production, there is a good
chance to bring down costs to a level where it becomes competitive.
In the context of the Positive Impact Factory, all possibilities of afforestation and
reforestation, biochar and bioenergy combined with carbon capture and storage, due to
their high efficiency, should be used as extensively as possible by companies in order
to use direct air carbon capture and storage in the second step to compensate all excess
emissions.
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5.1.2 Business Potential of Carbon Removal
The literature indicates the market value of NETs to be between US$ 39 – US$
11,600 billion per year in 2050, whereby the author expects a value between US$ 600US$ 1200 billion seems most probable considering all facts available at the moment and
provided in the literature review in Chapter 2. These estimates are based on calculated
scenarios summarized in Table 18 which see the amount of CO2 between 1.3 and 29 Gt
−1

CO2 yr at an average cost of US$ 30 – US$ 400 / tCO2. 137 This projected market size
assumes a steady GDP growth of 3.6% per year. Under this assumption the market size
of carbon removal technologies would represent a share of 0.23-0.46% of global GDP
as seen in Table 19. These results seem realistic, given the importance and urgency of
solving climate change by reducing CO2 concentrations in the atmosphere.
Table 18: Market sizing estimation of carbon removal

Lower range amount of carbon removal (15th Percentile) (gt/year)
Upper range amount of carbon removal (85th Percentile) (gt/year)
Cost lower range of carbon removal ($/t)
Cost upper range of carbon removal ($/t)
Scenario 1: Market value low range, low price (in billion $)
Scenario 2: Market value low range, high price (in billion $)
Scenario 3: Market value high range, low price (in billion $)
Scenario 4: Market value high range, high price (in billion $)
Table 19: Expected cost in % of global GDP for carbon removal

GDP in trillion $
Scenario 1: Expected cost in % of global GDP
Scenario 2: Expected cost in % of global GDP
Scenario 3: Expected cost in % of global GDP
Scenario 4: Expected cost in % of global GDP

137

(Fuss 2018) (Fuss 2016) (Minx 2018)
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263
0.01%
0.20%
0.33%
4.41%

1,542
0.04%
0.33%
0.11%
1.00%

2050
1.3
29.0
30
400
39
520
870
11600

2100
5.0
15.0
20
175
100
875
300
2625

5.1.3 Carbon removal technologies as an enabler of the Positive Impact Factories
Carbon removal will play an prominent part in enabling positive impact factories by
avoiding the bad factory impacts of particle emissions and energy & resource demand
in the environmental dimension and potentially even improve the working conditions in
the social dimension.
In the effort to achieve the requirements of a Positive Impact Factory mentioned in
chapter 2, it must be noted that not all carbon removal technologies are equally suitable
for neutralizing the negative impacts of a conventional factory. The environment of the
factory, the CO2 emissions and the available resources play a decisive role in the
suitability of each technology. These aspects have to be considered for each respective
technology:
Since compensation through afforestation and reforestation is a very area-intensive
approach to achieve the required local compensation effect of particle emissions,
afforestation and reforestation is only suitable to a limited extent, especially for larger
factories in the context of positive impact factories. Even the accumulation of many
smaller factories can quickly bring the area required to collect emissions with
afforestation and reforestation to unrealistic levels. Therefore, afforestation and
reforestation can become an efficient tool on a global scale, but for PIF local visibility
this technology is less suitable.
Biochar is a good option because the goal of carbon removal can be achieved
without serious disadvantages. However, the application of biochar, like afforestation
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and reforestation as a whole, has to be considered limited due to the finite biomass
available on the earth. Overall, this technology is therefore more suitable for small
factories which are surrounded by large areas of forest.
Since enhanced weathering aims to artificially stimulate rock decay while increasing
the release of cations to produce alkalinity and geogenic nutrients, it is only possible in
very few places on earth, mostly with volcanic activity. Therefore, this technology can
be considered as an efficient option for carbon removal in the available regions.
However, if one considers the risks and potential negative consequences, the sensible
use of this technology as a whole in the context of PIF is doubtful, as air purification
would be associated with the pollution of soil and groundwater. Thus, the negative
impact of a factory in the category "Particle Emissions" would be eliminated in terms
of CO2 emissions, but the pollution of the soil can also be classified as a negative point
in the same category by the application and is supplemented by the further negative
point of possible water pollution in the category "Risks". In summary, it can be said that
this technology is less suitable when considering all categories as a technology for the
PIF.
The use of ocean fertilization in the context of the PIF is problematic for several
reasons. The basic challenge for most factories is the lack of direct access to the sea.
Furthermore, the use of this technology has far-reaching disadvantages, which have to
be contrasted with the positive effect of a carbon-neutral factory. On the one hand, the
injection of iron on a large scale affects plant growth in the water, which can lead to
overpopulation of beneficial species and endanger ecosystems and therefore poses a
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danger for the “biodiversity”. On the other hand, large quantities of iron would have to
be additionally mined. This can be seen as another negative factor in the category
"Energy & Resource demand". Overall, the use of ocean fertilization would therefore
be difficult to implement and would be associated with more negative impacts than
positive effects and thus seems unsuitable for PIF.
The application of bioenergy combined with carbon capture and storage can become
interesting for smaller or less energy-intensive companies because the energy required
for electricity and heat can be provided through renewable resources while capturing
and storing the CO2 released during combustion. A reduction of the CO2 concentration
in the air around the factories can be achieved, thus creating a Positive Impact Factory.
Similar challenges apply to compensation by bioenergy combined with carbon capture
and storage as with afforestation and reforestation , because of the large area required,
especially in larger energy-intensive factories, and thus the suitability is limited.
Direct air carbon capture and storage has the highest potential in enabling PIF. It
can capture large amounts of CO2 without adverse effects and enable storage if the
plants are operated with renewable energies. The required area calculated by
Climeworks (2017 ) in Figure 49 in the Appendix scaled up to capture the annual global
emissions of 40 GtCO2 would result in an area of 79,000 km2,138 which is about the size
of the US state Maine.139 Therefore the required area is minimal, especially compared

138
139

(Climeworks 2017)
(Worldatlas 2017)
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to other available technologies, which allows local capture of emissions and thus
neutralization of negative "particle emissions".

5.1.4 Survey Results
The survey showed that the majority of residents in the USA and Germany are
willing to pay for the compensation of their resources to live CO2 neutral. About 95%
of the participants in both countries stated that they would be willing to pay less than
$100. However, when looking at the findings from Chapter 2, it becomes clear that the
cost of all offsetting technologies is $100 or more. Thus, the willingness to pay would
not be sufficient for compensation through the scalable technologies once the potential
for compensation through AR is exhausted.
This means that government funding will be needed to encourage the population's
broad participation to offset their CO2 emissions. This survey results show that
otherwise only voluntary participation of about 5% can be expected in both countries,
who would be willing to spend enough of their income on a CO2 neutral lifestyle.
Another recognizable finding is that a general assessment of the relationship
between demographic data and the willingness to pay for CO2 removal is only possible
to a limited extent. In both countries, no evidence could be provided on the relationship
between age and willingness to pay for carbon removal or geographical location and
willingness to pay for carbon removal. In Germany, no clear evidence of the influence
of household income and willingness to pay for carbon removal was shown, whereas
the American survey did show a relationship.
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A clear distinction could be made between climate change deniers and climate
change believers. This distinction shows a statistically significant difference where
believers were more willing to pay for CO2 removal.
In the American survey, the hypothesis of a significantly higher willingness of
owners of electric or hybrid vehicles to pay for carbon removal was clearly
demonstrated, but not in Germany.
The hypothesis that owners of solar systems and owners of energy-efficient homes
also have a different willingness to pay for carbon removal could not be underlined with
sufficient evidence for either country.
The validation of further hypotheses in both countries led to the conclusion that the
attractiveness of carbon removal increases significantly if the compensation can be
attributed to a specific emission, and if the results of the amount of CO2 captured are
physically visible, or the plant is aesthetically designed and promises a long-term
financial advantage.

5.2 Discussion and Critical Reflection
This master thesis was written between February 2020 and August 2020 in Rhode
Island in the USA. The preparation of this master thesis was associated with some
limitations and challenges. The prevailing contact restrictions and the pandemic
lockdown led to the fact that the data collection could only be achieved online with great
effort. As no financial support for incentivization was available for the extensive
distribution of the survey for this research, the goal of a completely representative
sample was not achieved. In addition, the planned validation of the results through
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personal expert interviews and due to the additional time required for other parts of the
work could not take place. This master thesis contains the following two major
weaknesses:

1. The scientifically based design of the survey
2. The significance of the sample

Regarding the design of the survey, in retrospect, a much more thorough literature
research in advance would have helped increase the scientific significance of the survey.
Subsequently, it would also have been advantageous to query other demographic factors
like gender or educational level. The inclusion of these factors would possibly allow the
reduction of the DF of the error in chapter 4.
In addition, the formulation and positioning of the questions in combination
with the possible answers could have been carried out more professionally if more
attention had been paid to the relevant literature before the survey was prepared.
However, due to the USA's approval process for the preparation of a survey in advance
by the Institutional Review Board, the time available was limited. Early planning would
have been beneficial in this case.
With regard to the significance of the collected key points, weaknesses due to the
overpopulation of certain demographic groups can be identified. As the descriptive
analysis in Chapter 4 shows, the demographic representation (age and income) within
the sample differs greatly from the population’s actual distribution. The focus on
participants from the second age group onward is due to the fact that the survey should
preferably not be filled out by students who probably have no or little income of their
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own. As this group was suspected to have a high theoretical willingness to pay with
little or no income, the author has deliberately decided to target participants outside the
direct academic environment in order to avoid a strong distortion of the data.
As a result, among the US participants, the age groups 30-49 are slightly
overrepresented, and 50-69 are overrepresented, whereas the age group over 70 is
slightly underrepresented, and the age group 18-29 is strongly underrepresented. In
Germany, the distribution is different. Here the age group 18-29 is extremely
underrepresented, and the age group 30-49 overrepresented, while the age group 50-69
is slightly underrepresented, and the age group over 70 is underrepresented.
These different distributions may have led to errors in the conclusions based on the
sample. This sample bias can be explained by the author's personal environment, which
includes significantly more contact with people in the first two age groups. Statistical
corrective measures could have been taken in the analysis section to provide a more
accurate result regarding the willingness to pay. The underrepresented groups of
participants could have been compensated by weighting in order to actively counteract
the distortion of the results by the distribution of the present sample.
In retrospect, the choice of the state of Alabama as a reference point in the analysis
does not appear to be optimal, with the justification as the first alphabetical
characteristic. Since Alabama as a state with only 2 participants, it is not statistically
significant, the selection of another state which is statistically significant seems to be
more reasonable.
A variety of methods would have been possible when selecting another state if all
states had had enough participants. Since the statistical significance of 95 participants
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could only be achieved in one state, the selection is limited. For example, the State of
Rhode Island could have been selected because of the majority of participants.
Overall, the decision to carry out the analyses at the state level was not correct, as
the sufficient number of participants in both the USA and Germany could not be
achieved in most states. A consideration at the regional level would have been more
appropriate overall. The trade-off between the use of states or regions in the analysis
was based on the consideration of consistency and accuracy. Due to the fact that the
regions in Germany are not officially defined, the federal states have been favored.
However, due to the required number of participants, the trade-off seems to make sense
in retrospect. This would have reduced the significance of the summary but would have
provided a sufficient number of participants to make concrete statements.
Regarding the use of technical terms, insufficient differentiation was made at one
point in the survey design. The term certified Passive House should have been explicitly
asked for in order to avoid misunderstandings about the suitability of the term for
participation in this question. The term Passive House without the word "certified" can
be understood differently in Germany and the USA in combination with the definition
provided. Additionally, the description provided would have appealed to owners of
energy-efficient homes (i.e., EnergyStar, Net-Zero or Net-Zero Energy Ready,
PassivHaus, PHIUS, or even Living Home Challenge), who do not necessarily have to
comply with the certified Passive House standard. For this reason, hypothesis 7 & 19
were reworded to a test whether the owner of energy efficient homes do have a different
willingness to pay or not.
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5.3 Future Research
Future research should aim to quantify the costs per ton and quantity potentials for
carbon removal with each of the individual available technologies since previous
research results only allow an approximate estimation. In addition, the environmental
hazards, especially in the application of AW, OW, and BC, need to be tested more
thoroughly in order to assess the challenges associated with implementation rationally.
It would also be interesting to conduct a field trial with mystery shoppers who would
test the technologies for their suitability for everyday use and thus provide insights into
the positive and negative points for private use. DACCS and BECCS would be
particularly suitable for this purpose, as the other technologies are hardly suitable for
private consumers.
Furthermore, conducting a survey focusing on companies would also provide
valuable insights into their needs and requirements. The relevant question would be
whether companies believe that the costs associated with the move to carbon neutrality
would be appreciated by consumers and would justify a price premium, or whether
companies suspect that the additional expenditure would be seen as a drop-in profits as
long as other companies offer comparable products without carbon neutrality at lower
prices.
In addition, conducting a comparable survey in other countries with significantly
lower median incomes would be valuable for gaining acceptance in less affluent
countries.
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Finally, conducting the same survey in Germany and the USA with a certain time
lag would be exciting if, on the one hand, the political environment has changed and,
on the other, more people have become aware of the consequences of climate change
and the opinion of the median voter has shifted.
The fact that data collection took place during the extreme point of the coronavirus
pandemic not only made data collection difficult and caused a bias due to the survey
being conducted exclusively online, but also took place at a time of economic
depression. The question of the willingness to pay for goods or services that are not
essential for survival in the short term may have been distorted as a result, since the
statements were made in the most severe regression in the post-war period. An
implementation at a later point in time with a comparison of the data could lead to
exciting cross-thematic insights into the behavior of people in crisis situations and
validate the statements made on willingness to pay.
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Figure 35: Survey USA

123

100%

6
2
15

90%
80%
Participants

70%

29

60%

2
7

13
23
100
194

5
7

24

14

37

31

50%
40%
30%

37

319

55

45

17

119

23

14

Midwest

Northeast

South

West

20%
10%
0%

Region
more than $200 per ton (more than $2800 in total per year)
$101-$200 per ton ($1414- $2800 in total per year)
$51-$100 per ton ($1414- $2800 in total per year)
$21-$50 per ton ($294- $700 in total per year)
$1-$20 per ton ($14- $280 in total per year)
0
Figure 36: Willingness to pay for carbon removal per region
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Table 20: Regression coefficient full sample USA

v
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Table 21: USA Full Sample Interaction plot
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Table 22: Tukey Test States
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Figure 37: Tukey Test Climate deniers

Figure 38: Tukey Test Electric Car

Table 23: Willingness for flight compensation vs. Income groups

Income groups
Less than $25,000
$25,000 to $49,999
$50,000 to $74,999
$75,000 to $99,999
$100,000 to $149,999
more than $150,000
Total

No

Yes
9
15
34
36
67
76
237

Total
22
81
110
132
229
314
888

31
96
144
168
296
390
1125

Table 24: Willingness for flight compensation vs. Age groups

Age groups
18-29
30-49
50-69
70 and older
Total

No

Yes
17
109
100
11
237
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Total
64
287
416
121
888

81
396
516
132
1125

Table 25: Willingness for flight compensation vs. Regions

Regions
Midwest
Northest
South
West
Total

No
21
162
31
24
238

Yes
85
596
116
91
888

Total
106
758
147
115
1126

Table 26: Importance of visibility vs. Income groups

Income groups
Less than $25,000
$25,000 to $49,999
$50,000 to $74,999
$75,000 to $99,999
$100,000 to $149,999
more than $150,000
Total

No
14
29
51
67
104
139
404

Yes
18
72
94
105
195
255
739

Total
34
101
145
172
299
394
1143

Table 27: Importance of visibility vs. Age groups

Age groups
18-29
30-49
50-69
70 or older
Total

No
24
118
211
51
404

Yes
59
279
316
85
739

Total
83
397
527
136
1143

Table 28: Importance of visibility vs. Regions

Regions
Midwest
Northest
South
West
Total

No
40
272
52
40
404

Yes
68
499
96
76
739
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Total
108
771
148
116
1143

Figure 39: Example two-hour flight connection

Figure 40: CO2 amount for one example two hour flight140

140

(Atmosfair 2020)
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Table 29: Importance of visible emission compensation vs. Income

Income groups
Less than $25,000
$25,000 to $49,999
$50,000 to $74,999
$75,000 to $99,999
$100,000 to $149,999
more than $150,000
Total

No
14
29
51
67
104
139
404

Yes
18
72
94
105
195
255
739

Total
34
101
145
172
299
394
1143

Table 30: Importance of visible emission compensation vs. Age

Age groups
18-29
30-49
50-69
70 or older
Total

No Yes Total
24
59
83
118 279
397
211 316
527
51
85
136
404 739 1143

Table 31: Importance of visible emission compensation vs. Region

Regions
Midwest
Northest
South
West
Total

No
40
272
52
40
404

Yes
68
499
96
76
739

Total
108
771
148
116
1143

Table 32: Tolerated break even points for carbon removal products per age group in the USA

Age group

3

5

8

18-29

21

34

7

30-49

92

150

34

66 15

50-69

123

186

49

24

40

16

260

410

70 and older
Total

10 15
7

30

11

83

3

36

396

92 27

6

40

523

26

6

2

21

135

106 191 51

11

108

1137
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3

∞ Total

Table 33: Tolerated break even points for carbon removal products per income group in the USA

Income group

3

5

8

Less than $25,000

7

11

2

3

$25,000 to $49,999

26

27

12

12

6

$50,000 to $74,999

45

56

9

18

4

$75,000 to $99,999
$100,000 to
$149,999
more than
$150,000

43

59

19

22

6

61

122

28

78

135

260

410

Total

10 15

30

∞ Total

1

7

31

3

13

99

13

145

1

22

172

49 12

2

23

297

36

87 23

4

30

393

106

191 51

11

108

1137

Table 34: Importance of Aesthetics vs. Income

Income groups
Less than $25,000
$25,000 to $49,999
$50,000 to $74,999
$75,000 to $99,999
$100,000 to
$149,999
more than $150,000
Total

Totally
Mostly
disagree disagree
2
3
2
10
9
17
5
18
9
16
43

Neither
agree nor
disagree
1
15
27
31

Mostly
agree
2
21
40
75

Totally
agree
1
6
12
20

Total
9
54
105
149

67
77
218

112
164
414

48
80
167

272
377
966

36
40
124

132

Table 35: Importance of Aesthetics vs. Age

Age
groups
18-29
30-49
50-69
70 or older
Total

Totally
disagree
15
22
6
43

Mostly
disagree
2
45
59
18
124

Neither
agree nor
disagree
3
76
98
42
219

Mostly
agree
8
153
212
41
414

Totally
agree
4
47
92
24
167

Total
17
336
483
131
967

Table 36: Importance of Aesthetics vs. Region

Regions
Midwest
Northeast
South
West
Total

Totally
disagree
4
30
5
4
43

Mostly
disagree
12
81
16
15
124

Neither
agree nor
disagree
20
156
28
15
219

Figure 41: Tukey Test Economic viability vs. Income
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Mostly
agree
53
279
51
31
414

Totally
agree
12
117
29
9
167

Total
101
663
129
74
967

Figure 42: Tukey Test Economic viability vs. Age
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Table 37: Regression coefficient full sample Germany

v

135

Figure 43: Tukey Test Economic viability vs. state

136

Germany

137

138

139

140

141

142

143

144

Figure 44: Survey Germany

145

Figure 45: Germany Full Sample Interaction plot

Table 38: Willingness for flight compensation vs. income groups

No compensation

Compensation

Total

less than €25,000

11

35

46

€25,000-€49,999

7

30

37

€50,000-€74,999

11

37

48

€75,000-€99,999

12

34

46

€100,000-€149,999

5

32

37

more than €150,000
Total

6
52

21
189

27
241

Table 39: Willingness for flight compensation vs. age groups

18-29
30-49
50-69
70 or older
Total

No compensation Compensation
Total
23
71
22
71
6
42
1
5
52
189

146

94
93
48
6
241

Table 40: Willingness for flight compensation vs. regions

No compensation
BadenWürttemberg
Bayern
Berlin
Brandenburg
Bremen
Hamburg
Hessen
Niedersachsen
NordrheinWestfalen
Rheinland-Pfalz
Saarland
Sachsen
Sachsen-Anhalt
SchleswigHolstein
Total

Compensation

14
12

2
3
3
2
15

1
52

Total
35
38
8
1
2
2
11
12

49
50
8
1
2
2
13
15

16
2
60
1
1

19
4
75
1
1

189

1
241

Table 41: Importance of visible emission compensation vs. income

No

Yes

Total

less than €25,000

21

25

46

€25,000-€49,999
€50,000-€74,999
€75,000-€99,999
€100,000-€149,999
more than €150,000
Total

16
16
18
16
6
93

21
32
28
21
21
148

37
48
46
37
27
241

Table 42: Importance of visible emission compensation vs. age

No
18-29
30-49
50-69
70 or older
Total

Yes
38
33
20
2
93

Total
56
60
28
4
148

147

94
93
48
6
241

Table 43: Importance of visible emission compensation vs. states

No
BadenWürttemberg
Bayern
Berlin
Brandenburg
Bremen
Hamburg
Hessen
Niedersachsen
NordrheinWestfalen
Rheinland-Pfalz
Saarland
Sachsen
Sachsen-Anhalt
SchleswigHolstein
Grand Total

Grand
Total

Yes
14
12

2
3
3
2
15

1
52

Figure 46: Tukey Test Economic viability vs. Income

148

35
38
8
1
2
2
11
12

49
50
8
1
2
2
13
15

16
2
60
1
1

19
4
75
1
1

189

1
241

Figure 47: Tukey Test Economic viability vs. Age

Figure 48: Tukey Test Economic viability vs. State
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Table 44: Tolerated break-even points for carbon removal products per age group in Germany

Age group
18-29
30-49
50-69
70 and older
Total

3
9
9
5

5
29
34
16
2
81

23

8
15
15
11

10
27
21
9
2
59

41

15
8
4
4

30

16

5

∞
6
6
2
2
16

4
1

Total
94
93
48
6
241

Table 45: Tolerated break-even points for carbon removal products per income group in Germany

Income group
less than €25,000
€25,000-€49,999
€50,000-€74,999
€75,000-€99,999
€100,000€149,999
more than
€150,000
Total

3
7
1
8
2

5
23

5
13
20
14
16

8
7
3
10
10

10
9
7
9
13

15
5
1
2
3

30
2
1
1

∞
5
3
4
1

Total
46
37
48
46

12

9

11

2

1

2

37

6
81

2
41

10
59

3
16

5

1
16

27
241

Mostly Totally
agree
agree

Total

Table 46: Importance of Aesthetics vs. Income

Neither
agree
Mostly
nor
disagree disagree

Totally
disagree
less than
€25,000

2

3

1

6

€25,000€49,999

1

1

3

6

1

12

€50,000€74,999

3

3

3

5

4

18

€75,000€99,999

1

3

7

12

3

26

2

2

5

7

3

19

7

2
11

3
23

10
43

12

15
96

€100,000€149,999
more
than
€150,000
Total

150

Table 47: Importance of Aesthetics vs. Age

Totally
disagree
18-29
30-49
50-69
70 or
older
Total

Mostly
disagree
2
15
45
22
59
6
43

Neither
agree
nor
Mostly Totally
disagree agree
agree
Total
3
8
4
17
76
153
47
336
98
212
92
483

18
124

42
219

41
414

24
167

131
967

Table 48: Importance of Aesthetics vs. Region

Neither
Mostly
agree or Mostly Totally
disagree disagree agree
agree
Total
2
1
6
9
2
7
11
3
23
3
3
1
2
2
1
6
1
1

Totally
disagree
Baden-Württemberg
Bayern
Berlin
Hessen
Niedersachsen
NordrheinWestfalen
Rheinland-Pfalz
Saarland
Schleswig-Holstein
Total

2

2
3

2
1
10

6
1
16

3
7

11

23

43

151

1
1
5
1
12

13
3
37
1
96

Figure 49: Comparison of required land area
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