Chemical oscillations arise solely from kinetic nonlinearity and hence can occur near equilibrium  by Walz, D. & Caplan, S.R.
Biophysical Journal Volume 69 November 1995 1698-1707
Chemical Oscillations Arise Solely from Kinetic Nonlinearity and Hence
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ABSTRACT A minimal kinetic scheme for a system displaying sustained chemical oscillations is presented. The system is
isothermal, and all steps in the scheme are kinetically reversible. The oscillations are analyzed and the crucial points
elucidated. Both positive and negative feedback, if properly introduced, support oscillations, provided the state responsible
for feedback is optimally buffered. It is shown that the requisite nonlinearity is introduced at the kinetic level because of
feedback regulation and not, as is usually assumed, by large affinities that introduce nonlinearity at the thermodynamic level.
Hence, sustained oscillations may occur near equilibrium.
INTRODUCTION
Since the pioneering work of Onsager it has been well
known that oscillations are not possible in linear or linear-
ized systems in the vicinity of equilibrium states (de Groot
and Mazur, 1962; Keizer, 1987). Moreover, it was origi-
nally considered (Glansdorff and Prigogine, 1971; Stucki,
1978) and is still commonly supposed (Somogyi and Stucki,
1991) that a system has to be far from equilibrium for
sustained oscillations to occur. Thus back reactions were
neglected in the well-known Brusselator scheme (Prigogine
and Lefever, 1968). For the same reason the Oregonator
scheme (Field and Noyes, 1974), although designed to be
kinetically reversible, was analyzed without back reactions.
It has been argued that whereas neglecting the back reac-
tions violates the law of mass action, including them elim-
inates any possibility of oscillation (Gray and Morley-
Buchanan, 1985). Nevertheless, we and others pointed out
some years ago that, despite these arguments, back reactions
can be included without eliminating oscillations (Walz and
Caplan, 1988; Gray et al., 1988; Lefever et al., 1988).
In this study we establish the minimum number of com-
ponents required by a chemical system for oscillation to
occur, and the kinetic relations between them. It will be seen
that all that is necessary for oscillation is two states con-
nected by two transitions, the coupling of one transition to
an energizing reaction, and the regulation of at least one
transition by a feedback mechanism, as in the case of
autocatalysis. The feedback may be introduced in any tran-
sition or even split between transitions, the only require-
ment being a feedback regulation coefficient (relating to all
feedback mechanisms together) larger than 1. However,
sustained oscillations are only possible if the state respon-
sible for feedback is optimally buffered because of an
additional transition to a third state. It will be shown that
oscillations about a steady state near equilibrium can occur,
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and can even take place in the range of linear flow-force
relations, provided the requisite nonlinearity is present as a
consequence of a sufficiently large feedback regulation. It
will be further shown that such oscillations do not violate
the above-mentioned stability criterion for systems near
equilibrium.
A MINIMAL KINETIC SCHEME FOR AN
OSCILLATING SYSTEM
Consider an isolated, isothermal system with a species that
can exist in three different states denoted by A, X, and Y
(see Fig. 1). These states might comprise one species in
three compartments or three conformations of a species, or
a mixture of both. Transitions between the states are due to
either chemical reactions or transport processes or both. All
processes occur both in the forward and backward direc-
tions, which, however, does not exclude the possibility that
under certain circumstances the rate in one direction may
become negligibly small in comparison to that in the other.
Detailed balancing
The rate parameters kij (see Fig. 1) are related to thermo-
dynamic equilibrium constants by detailed balancing (Walz
and Caplan, 1988):
K1 = [CA/CXJeq = k2l/k12
K2 = [cy/cx]eq = {[cslcp]eqklk32}l/(V+l) =k23/k32
KB = [CYCB/CZ]eq = k431k34
(1)
(2)
(3)
where ci denotes the concentration of the ith species; the
subscript eq indicates equilibrium; and K1, K2, and KB are
the equilibrium constants corresponding to the transitions
A X, X = Y, and Y = Z, respectively. The pertinent
constant for the energizing reaction is
Ken = [cP/Cs]eq- (4)
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defined as follows:
a = cA/cl, x = cX/Ci, y "c'y/c1,
b = CB/Cl, and bt.0 = CBtot/C1
As is evident from Eq. 3 the equilibrium constant KB has to be
reduced in accordance with the redefined concentrations:
k32fre
V2 V3
FIGURE 1 A minimal kinetic scheme for an oscillating system. Optional
transitions are indicated by broken lines and included only for generality.
For transport processes the compartment volumes Vi may be different, and
the rate parameters kij = kji are the overall permeabilities divided by V2.
For chemical reactions at least two of the compartments coincide and the
pertinent volumes are accordingly equal. In this case in general kij 0 kji.
There are two mandatory transitions between X and Y; one is coupled to
the energizing reaction S P, and the other may be regulated by a
feedback mechanism as indicated by the function fre. The optional X to Y
transition may be considered as a leak process whose relative contribution
is determined by the factor fo. The energizing reaction may be a chemical
reaction or an enzyme-catalyzed reaction and in addition may be feedback-
regulated, as indicated by the function g. It may involve one (v = 0) or two
species X and Y (v = 1). The optional binding of species Y to a buffering
species B yielding the species Z ( = YB) increases the chemical capacity
for Y (Walz, 1990).
Let den be the thermodynamic affinity of the energizing
reaction. It is convenient to define a quantity A as
(5)
where the second equality follows from the definition of
ien and the relation between Ken and the standard chemical
potentials of the reactants (Walz, 1990).
Mass balances
Let Ntot denote the total mole number of species A, X, Y,
and Z, and CBtot the total concentration of the buffering
species B. Then
(6)
Rate laws
The concentrations of the reactants S and P are assumed to
be constant because of the operation of appropriate homeo-
static mechanisms (or clamps). We then can define a con-
venient time unit as
to= 1/kl2
which serves to define a reduced time T given by
T = t/to.
The flows associated with the transitions shown in Fig. 1 are
(see, e.g., Walz, 1990)
Ja = V2[kl2CA -k21CX] = V2c,[a - Klx]/t0
J, = V2[k23gcs5c - k32gcpcv 1]
= V2c,aeg[A(K2x)V+l - yV+l]/t
Jr = V2[k32(fre +fO)CY -k23(fre +fo)CXJ
= V2clajrf[y - K2x]lt0
Jb = V2[kcBcy- k43cZ] = V2clab[by- KbZ]/t.
The right-hand sides of the above equations are obtained
by means of Eqs. 1-3 and 11, the relation k23CS =
ko2cpAKv+l (which stems from Eqs. 2, 4, and 5) and the
following reduced rate parameters:
(19)
The flows in Eqs. 15-18 give rise to the following concen-
(7) tration changes:
Using the quantities
cl = Nt.t/V1, 41 = V2/Vj, and 40 = V2/V3 (8)
Eqs. 6 and 7 are reduced to the dimensionless forms
a + 4)1[x + (y + z)/43] = 1
b + z = bt.t.
(9)
(10)
In Eqs. 9 and 10 we make use of the reduced concentrations
dcA/dt = -Ja/Vi
dcx/dt = [Ja - (v + 1)Je + Jr]/V2
(22)
(23)
(24)dcy/dt = [(v + 1)Je - Jr - Jb]/V3
dcz/dt = -dcB/dt = Jb/V3 (25)
By means of Eqs. 9, 10, 15-18, and 22-25 the rate equations
for the system can be written in terms of the reduced
S = CS/C1, p = Cp/Cl, Z = CZ/Cl, (11)
Kb = KB/C1- (12)
(13)
(14)
A = exp{dlen/RT} = K..Cs/Cp
(15)
(16)
(17)
(18)
VlCA + V2CX + V3(cY + CZ) = Ntot
CB + CZ = CBtot
ae = k'2cpC1tc
ar = k32to, f= Y(Xx Y) =fre(X, Y) + fO
ab = ko to
(20)
(21)
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concentrations and the reduced time as follows:
da = ¢[x (dy/dT+ dz/dr)1
dxd= 1 -{K, + 4, + K2[arf+ (v + 1)aegA(K2x)V]}xdT-
+ [arf+ (v + 1)a~gyV - -
subscript s) are readily obtained from the above rate
equations:
(26) x,(a.) = as/
(27)
(31)
h2x,lhl if v=Oy,(xs) =
-h3 + [h3 + h4]l2 if v= 1
Zs(ys) = btotys/(ys + Kb)
(32)
(33)
with the abbreviations
dy
d = 4,{K,[atrf+ (v + 1)ategA(K,x)"]x
- [arf + (v + 1)aegyv + ab(b,, - Z)]Y (28)
+ abKbZ}
d= dt =43[ab(bt.t- z)y - abKbZ] (29)
In the absence of the optional binding of Y to B (see Fig. 1)
Eqs. 18, 21, 25, and 29 do not apply. In this case ab =
btot = O, and z(T) = b(T) O.
A general form of the function g characterizing the en-
ergizing reaction that comprises most cases of interest is
g(x, y) = [1 + (KIx) + (Y) + (K)XY
[ (X )m- -1X[l1+(Kg) 1
The first term in Eq. 30 describes an enzyme-catalyzed
reaction. It is valid if the binding of the reactants to the
enzyme is ordered and if the enzyme does not display a slip
(Walz, 1990), in which case the Michaelis-Menten rate law
for reversible reactions applies. The "Michaelis constants"
Kmx, Kmy, and Kmxy (as well as the rate parameter ae)
depend on the enzyme concentration and the sum cs + cp.
If X is bound to the enzyme before S, and P is released
from the enzyme before Y, the quantity Kmxy is absent or
Kmxy = oo. If the energizing reaction is purely chemical, all
Michaelis constants are set to infinity. The second term in
Eq. 30 represents a negative feedback regulation exerted by
X on the energizing reaction. In the case of enzyme catalysis
this is a substrate inhibition of the noncompetitive type. If
no such regulation occurs, Kg = oo
hi = arfs + a.gs
h2= K2[a,rfs + aaegA]
h3= arfs,(4aeg,)
h4= K2xs[arfs/2 + aegsAxs]/(aegs)
(34a)
(34b)
(34c)
(34d)
Here f, and gs mean that the functions have to be taken at
the steady state values of the reduced concentrations. To
obtain explicit expressions for these concentrations Eqs.
31-33 must be introduced into Eq. 9, giving in general
higher order polynomials or transcendental equations that
can only be solved numerically. At equilibrium A = 1,
and hence for the cases ab = bto = 0 and either v = 0 or
v = K2 = 1, it follows from Eqs. 9, 31, and 32 that aeq =
K1/Q, Xeq = 1/Q, and Yeq = K2/Q, where Q = 41 + K,
+ 4lK2/43. In other cases the relations are more complex
but always yield one unique set of equilibrium values.
The present system thus differs from the system dis-
cussed by Chu and Ross (1990), which has multiple
equilibrium states.
Eigenvalues of the Jacobian matrix
The local stability of a system can be examined by
looking at the eigenvalues Ai of the Jacobian matrix
whose i, jth element is a[dui/dr]/auj (ui, uj = x, y, z). The
system displays sustained oscillations if at least one real
Ai or the real part of an imaginary Ai is positive. The
system displays damped oscillations if imaginary values
of A with negative real parts exist, whereas it is stable if
all values of A are real and negative (Stucki, 1978).
Considering the stability of the present system in the
vicinity of a steady state, the eigenvalues are the roots of
the characteristic polynomial
STABILITY ANALYSIS
Steady states
Steady states of the system are of considerable interest
with regard to stability. Starting from any arbitrary initial
conditions the system will either relax into a steady state
or oscillate around it. Alternatively, the system in a
steady state either returns to that state after a perturbation
or starts to oscillate. The following relations between
the steady state reduced concentrations (indicated by a
P(A) = A' + A2P1 + AP2 + P3 (35)
where the coefficients are
Pl = 41 + Kl + Pl + 43(P2 + P4)
P2= 1
(36a)
(36b)
+ 43[P2(41 + K1) + P4(41 + K1 + P) + (P3P2P3]
P3 = 433[41P1P4 + 03P2P3(01 + K,)]
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The abbreviations used in Eqs. 36 are
p, = K2[argf + aaegA(v + 1)'(K2x,)v]
+ (af/ax)sar(K2Xs- Ys)
+ (Og/ax)sae(v + 1)[A(K2xs)v+l - Yv+l]
P2 = arfs + aegs(v + 1)2y v- (af/ay)sar(K2xs - Ys)
- (ag/ay)sae(V + 1)[A(K2Xs)v±l -YS+l]
P3 =ab(Kb + Ys)
P4 = P3 + ab(btot- zs)
(37a)
The conditions in Eq. 43a can be fulfilled by an energiz-
ing reaction described by g according to Eq. 30, and a
positive feedback exerted by X on the regulated transition
according to
f(x) = Xn[l + (x/Kf)n]-l +fo.
Note that Eq. 44 applies to autocatalysis if Kf is set to
(37b) infinity. When introducing Eqs. 30 and 44 into Eq. 41 it is
found that the inequality holds if
(37c)
(37d)
The case without optional binding of Y to B corresponds to
the minimal system necessary for oscillations. It involves
only three concentration parameters of which two vary
independently, i.e., there are two degrees of freedom. The
characteristic polynomial is then of second order, and the
eigenvalues are given by
A1,2 =-P1/2 ± [P1/4 - P2]'2 (38)
with coefficients P1 and P2 according to Eqs. 36, with p3 =
P4 = 0.
p =
n
+ (1 +fo )[ W(xs$Kg)m
Xs[1/KmX-)3/KmY + (Ys - 4P3Xs)/KmXY]l
+ w3 J
A[1 + (WI/xs)[fo + ae/(arW2W3)]]
A-1
with the abbreviations
Wi = 1 + (Xs/Kf)n, W2 = 1 + (Xs/Kg)m,
and
W3 = 1 + Xs/Kmx + Ys/Kmy + XsYs/Kmxy
EXPLORING THE STABILITY OF THE SYSTEM
In the case that btot = 0 and v = 0 the eigenvalues in Eq. 38
can be analyzed further. For the real part of A1,2 to become
positive it is sufficient that P1 < 0. Using Eqs. 32, 36a, and
37, it can be shown that
P1 = H1 - aeK2H2 (39)
Because
H1 =4), + K1 + arfs(K2 + 43) + 03ahegs > 0 (40)
a necessary condition for P1 < 0 is (see also Eq. 32)
H2 = (A - 1)ar[g,Df- fsDg]xshl -Ags
= (A 1)ar[gsDf- fsDg] Yslh2 -Ag > 0
where
Df [-- d3] and Dg [ 3] (42)
It is seen that, to satisfy the inequality in Eq. 41,
Df 0 and Dg 0 if A > 1 (43a)
Df 0 and Dg 0 if A < 1 (43b)
Furthermore, it is evident that the quantity A has to be only
just large enough ifA > 1 or small enough ifA < 1 that the
first term overrides the second in Eq. 41. If in addition
aeK2H2 > H1 (cf. Eq. 39), then Eq. 41 is also a sufficient
condition. Note that at equilibrium (A = 1) H2 is al-
ways negative and hence, as expected, no oscillations are
possible.
The quantity p can be interpreted as a feedback regulation
coefficient that comprises all feedback mechanisms in the
system. It must be larger than 1 for sustained oscillations, as
has been recognized previously for special cases (Stucki,
1978), but otherwise may be composed of any combination
of feedback mechanisms with parameter values properly
chosen so that the inequality in Eq. 45 is satisfied.
Except for A values close to unity, the term A - 1 can be
approximated by A. Hence the limit for p is essentially
independent of A, whereas H2 is essentially proportional to
A. Therefore, an A value can in principle be found such that
P1 < 0 is also fulfilled. Moreover, the larger the value of p,
the larger becomes the term in square brackets in Eq. 41,
and the closer A comes to unity. This is demonstrated by the
examples listed in columns 2-4 of Table 1, where fre
represents positive feedback and g an unregulated chemi-
cal reaction (i.e., g = W2 = W3 = 1 because Kg = Kmx =
Kmy = Kmxy = mo). In this case it follows from Eq. 45 that
n = W1 p has to be larger than 1. Similar features are
observed if the optional binding of Y to B is included. This
increases the chemical capacity for Y as compared to the
case without binding (Walz, 1990); hence V3 can be de-
creased accordingly. As is evident from columns 5-7 of
Table 1, the limits for sustained oscillations are then shifted
to larger &Aen values and the ranges are broadened. The
quantityfo has little or no effect iffo << 1, but progressively
increasing fo values shift the lower limits to larger dSen
values and narrow the ranges (not shown).
Fig. 2 presents by way of example the time course of x,
y, and a in the system with binding of Y to B. The about
fourfold increase in chemical capacity for Y arising in this
case from binding was compensated by a fourfold smaller
(44)
(45)
(46)
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TABLE I Ranges of siA*IRT = In A in which sustained
oscillations occur when f(x) = xn[1 + (xIKf)nyJ1 + fo and g = I
Without binding of Y to B With binding of Y to B
n* 4), = 0 <1 = 0.01 41 = 0.02 41 = °O 1 = 0.01 4l = 0.02
1 n.o.t n.o. n.o. n.o. n.o. n.o.
2 3.61- n.o. n.o. 4.73- n.o. n.o.
3 1.82- 1.96-3.22 n.o. 2.29- 2.40-4.75 n.o.
4 1.35- 1.40-3.25 1.53-2.37 1.73- 1.77-4.80 1.85-3.45
5 1.09- 1.12-3.15 1.20-2.32 1.42- 1.44-4.68 1.50-3.37
6 0.92- 0.94-3.04 1.01-2.22 1.22- 1.23-4.53 1.28-3.24
7 0.80- 0.82-2.94 0.88-2.12 1.07- 1.08-4.39 1.12-3.11
8 0.71- 0.72-2.85 0.78-2.02 0.96- 0.97-4.25 1.00-2.99
9 0.64- 0.65-2.76 0.71-1.93 0.87- 0.87-4.12 0.91-2.87
10 0.58- 0.59-2.68 0.65-1.84 0.79- 0.80-4.00 0.83-2.77
*Values of other parameters are K1 = K2 = 1, a, = 5, v = 0, ar = 7, Kf =
5,fo = 10-5, and either 0)3 = 0.5, ab = b,O, = 0, or 03 = 5, btot = 100,
ab = 0.02, Kb = 20 in the case without or with binding of Y to B,
respectively. The case n = 1 is included only for reasons of completeness.
*No sustained oscillations occur.
volume V3. The value of ab was chosen such that the rate of
binding cannot fully cope with the changes in y. This causes
the spikes in the y curve and the smooth maxima in the x
curve. With a 100-fold larger ab value, binding is always at
a pseudo-equilibrium and the spikes in the y curve disap-
pear, and the maxima of the x curve become spiky. With a
tenfold smaller ab value, binding is too sluggish and the
oscillations are damped out.
An enzyme-catalyzed energizing reaction introduces a
negative feedback with a coefficient on the order of 1 (cf.
Eq. 45). In this case the coefficient n for the positive
feedback of the regulated transition can be reduced to 1. If,
in addition, X acts as a noncompetitive inhibitor of the
enzyme, n can even be set to zero, as demonstrated by the
example shown in Fig. 3. Note that enzyme catalysis also
introduces a negative feedback exerted by Y, which tends to
4
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.98
.96
.94
FIGURE 2 Dependence of the reduced concentrations x ( ),
y (--- ), and a (. ) on the reduced time, T, in a system with feedback
exerted by X and binding of Y to B. The functionf(x, y) is according to Eq.
44, and g = 1. The left ordinate is for x and y, the right one for a; initial
values a(0) = 1, x(0) = y(O) = z(0) = 0. Values of parameters are sen =
2.5 RT, K1= K2 = 1, ae = 5, V= 0, = 28, n = 3, Kf = 5,fO = 10-5,
btot = 60, Kb = 20, ab = 0.05, qpj = 0.01, and p3 = 2.
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FIGURE 3 Dependence of the reduced concentrations x ( ),
y (-- -), and a (. ) on the reduced time, T, in a system with an
enzyme-catalyzed energizing reaction. X is a noncompetitive inhibitor of
the enzyme according to Eq. 30, whereasf = 1. Ordinates from left to right
pertain to x, y, and a; initial values a(0) = 1, x(0) = y(O) = 0. Values of
parameters are Sen = 5.5 RT, K1 = K2 = 1, ake = 1, v = 0, Kmx = 0.4,
Kmy = 1000, Kmxy = o,m = 1, Kg = 0.4, ar = 1 ab = b,ot = ° (p1 =
0.01, and Cp3 = 1.
stabilize the system (cf. Eq. 45). Thus, if Kmy is given
progressively smaller values than that used in Fig. 3, the
period and the amplitude of the oscillations decrease, and
the system eventually enters the regime of damped oscilla-
tions if Kmy < 39.
The conditions in Eq. 43b can be fulfilled by a negative
and a positive feedback exerted by X on the regulated
transition and the energizing reaction, respectively,
f(X) = [1 + (x/Kf)n]-l +fo
and (47)
g(x) = xm[l + (x/Kg)m]-l
The feedback regulation coefficient then becomes
n (xS/Kf)n (1 + foWOm
p= +W1 W2
A[1 + W1WfO + asm/arW2)I]
1-A
(48)
with W1 and W2 given by Eq. 46. Except for A values close
to unity, the term 1 - A can be approximated by 1. It seems
that in this case p can be smaller than 1 and even approach
zero for small enough A values. However, because the first
term in Eq. 41 is then essentially independent ofA whereas
the second decreases with decreasing values of A, p has to
be chosen such that aeK2H2 > H1 (cf. Eq. 39), which again
requires p values larger than 1.
In terms of the quantities Df and Dg a feedback exerted by
Y is entirely equivalent to one exerted by X. Indeed, when
using the second equality in Eq. 41 and appropriately cho-
sen feedback mechanisms, relations for p can be derived
that are analogous to those in Eqs. 45 and 48 and readily
satisfiable. But the first term of H2 is now inversely pro-
portional to h2, which itself depends on A (cf. second
equality in Eq. 41 and Eq. 34b). As a consequence, the
1.1.1.1.1
-' -.2
/ / I .
/
/ :.....
/
/
/
/
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positive term of H2 is only weakly dependent on A, whereas
the negative term is proportional to A. Hence under no
circumstances can values for A and p be found such that
P1 < 0. It thus appears that the minimal kinetic scheme
without the optional binding of Y to B (see Fig. 1) is
incapable of producing sustained oscillations if feedback is
exerted only by Y. However, if the optional binding of Y to
B is included sustained oscillations do occur, as demon-
strated by the example shown in Fig. 4. This was to be
expected, because such a scheme is formally the "mirror
image" of a corresponding scheme with feedback exerted by
X and binding of Y to B.
STABILITY CRITERIA IN TERMS OF
THERMODYNAMIC PARAMETERS
According to Lefever et al. (1988), "oscillatory behavior is
restricted to the far from thermodynamic equilibrium do-
main, i.e., in this case to values (di11IR7) > 1, where linear
relations between thermodynamic fluxes and forces no longer
hold." Note that sil in this statement is identical to our den.
The flows in the present system are given by Eqs. 15-18; they
can be converted to reduced flows according to
j1 = J1t,j(V2c1) = de,/d& (49)
Here (j denotes the progress variable (or degree of advance-
ment) of the ith process, which will serve later as a state
variable. The conjugate forces, when written in the reduced
form xi = Xi/RT, are
Xa = ln{a/(K1x)} (50)
Xe
= ln{A(Kxy)V+l} enRT- (v 1)x2XSY /n)XT (51)
xr = ln{y/(K2x)} (52)
xb = ln{(btot- z)y/(Kbz)} (53)
As is evident from Eqs. 15-18 flows are governed by
differences in concentrations of reactants, whereas forces
are governed by ratios of concentrations (see Eqs. 50-
53). As a consequence, with the exception of the case
Xi << 1, which holds only in the immediate vicinity of
equilibrium, flow-force relations are in general ambigu-
ous (see Fig. 5), because a given value of the force is not
associated a priori with a unique set of values for the
concentrations and hence for the flow. In view of this
the meaning of "linear relations between thermodynamic
fluxes and forces" is not clear.
If certain constraints apply, the flow-force relations do
become unambiguous over certain restricted ranges of
values (Walz, 1990). Nevertheless, as shown in Fig. 6 by
means of the system introduced in Table 1, oscillations
are then possible in the linear domain of the flow-force
relations and can occur even if sien < RT. This is due to
the feedback regulation that converts the essentially sin-
gle-valued function jo(xr) (broken line in Fig. 6 C) into
the multivalued function Ire(Xr) (solid line in Fig. 6 C).
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FIGURE 4 Dependence of the reduced concentrations x ( ),
y (- - -), and a (. ) on the reduced time, T, in a system with feedback
exerted by Y. The function f(y) = yf (autocatalysis) and g = 1. The left
ordinate is for x and y, the right one for a; initial values a(O) = 1, x(O) =
y(O) = z(O) = 0. Values of parameters are dn,, = -4.5 RT, K1 = 2, K2 =
1, Ce = 200, v = 0, ar = 10, n = 2, btot = 25, Kb = 1, ab = 2, 'pj = 1,
and 93 = 0.5.
Furthermore, the feedback regulation coefficient has to
be sufficiently large; as is evident from Table 1, reducing
this coefficient by unity eliminates oscillations. On the
other hand, nonlinearity in the flow-force relations does
not guarantee oscillatory behavior, as is seen in Fig. 7. In
this case feedback regulation, although present, does not
convert the single-valued function jo(xr) into a multival-
ued function Ire(Xr) because the feedback regulation co-
efficient has too low a value. Increasing this coefficient
by unity evokes oscillations (see Table 1) and gives rise
to a multivalued function Ire(Xr). However, such a func-
tion per se does not suffice for oscillations to occur,
B
A D
0 1 2 -.3 0 .3
1 2
FIGURE 5 Flow-force relations for the system presented in Fig. 2. The
reduced flowsji (Eqs. 15-18 and 49) are plotted as functions of the reduced
forces xi (Eqs. 50-53) for i = a (A), e (B), and b (D). The arrowhead in (A)
indicates the limit of the oscillations. In (C) the two components of jr, Ire
( ), and jo (x 105, -- -) arising, respectively, from fe and fo, are
plotted separately. Note that initial forces may approach ±oO because of the
initial conditions x(O) = y(O) = z(O) = 0. For parameter values see legend
to Fig. 2.
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FIGURE 6 Flow-force relations for the system presented in Table 1 exhibiting sustained oscillations in the linear domain. The reduced flows ji (Eqs.
15-18 and 49) are plotted as functions of the reduced forces xi (Eqs. 50-53) for i = a (A), e (B), and b (D). The arrowheads in (A) and (B) indicate the
limits of the oscillations. In (C) the two componentsOf jr, ire ( ) and jO (X 105, - - -) arising, respectively, from f,e andfo, are plotted separately. The
dependence of the reduced concentrations x ( ), y (- - -), and z (. ) on the reduced time, T, is shown in (E). Initial values are a(0) = 1, x(0) = y(O)
= z(0) = 0, which causes initial forces to approach ±o. Values of parameters are den = 0.92 RT, K1 = K2 = 1, ae = 5, v = 0, a, = 7, n = 9, Kf =
5,fo = 10-5, bto, = 100, Kb = 20, ab = 0.02, spj = 0, and 93 = 5.
because it is also observed in the case of ambiguous
flow-force relations under nonoscillatory conditions.
Note that exactly the same features are found in the
absence of binding of Y to B. Therefore, the stability
of a chemical system can only be evaluated in terms of
its feedback regulation coefficient but not in terms
of its affinities or the lack of linearity of its flow-force
relations.
It may appear that these findings contradict the general
law that systems in the near-equilibrium domain (de Groot
and Mazur, 1962) or in a steady state close to equilibrium
(Keizer, 1987) cannot oscillate. However, this general law
D
was proved and hence is valid only under the following
condition. The entropy of the system is approximated by a
Taylor expansion about the equilibrium state in terms of the
state variables, and the series comprises only the first non-
vanishing partial derivatives of the entropy with respect to
the state variables. Because entropy is maximal at equilib-
rium the first partial derivatives are zero, whereas the sec-
ond partial derivatives, i.e., the first nonvanishing ones, are
negative. It is this condition which defines what "close to
equilibrium" means.
The change in entropy of a system with time is given
by the dissipation function (F, which reads, in terms of
B
30
A 15
.4 '
.2
0
30
0 .2 .4
15
.8
.4
0
1 .5
,5
0 . I .2
0
1.5 2
E
0 5 10 15 20 25 IT
6
4
2
0
120
10
0
FIGURE 7 Flow-force relations for the system presented in Table 1 exhibiting damped oscillations in the nonlinear domain. The reduced flows ji (Eqs.
15-18 and 49) are plotted as functions of the reduced forces xi (Eqs. 50-53) for i = a (A), e (B), and b (D). In (C) the two components ofj, jre ( )
and jo (X 105, -- -) arising, respectively, from fe and fo, are plotted separately. The dependence of the reduced concentrations x ( ), y (-- -), and z
( ) on the reduced time, T, is shown in (E). Initial values are a(0) = 1, x(0) = y(O) = z(0) = 0, which causes initial forces to approach ±oo. Values
of parameters are the same as in Fig. 6 except for Sien = 2.25 RT and n = 3.
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reduced flows and forces, and the reduced time T. (Cf.
Eq. 51),
(D = (T/to)dS/dT= (V2cjRT/to)>ijF
= jaXa + jeXe + jrPr + jbXb (54)
= JaXa + jesen/RT +Ur - (V + 1)je]Xr + jbXb
Note that jb = 0 in the absence of the optional binding of Y
to B. Integration of Eq. 54 yields the system's entropy S(T)
up to an integration constant, and the entropy at equilibrium
Seq = S(oo) if the integration is performed over a sufficiently
(infinitely) long time period so that the homeostatic mech-
anisms for S and P are exhausted. A difference in reduced
entropy with respect to equilibrium, AS, can then be defined
and calculated as
AS(=(T) Seq T~S( , V2c R J jixi dT -I jx dT' (55)
0 o
In a system with only chemical processes the appropriate
state variables are the progress variables (i. When introduc-
ing Eq. 49 rewritten for the different processes into Eqs.
22-25, and the relation dcp/dt = Je for the now exhaustible
species P, one obtains by means of Eqs. 8 and 11 differential
equations that relate the reduced concentrations to the
1 ----r---.r-.-- _ r _I
,e .. I
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progress variables. Following the integration procedure out-
lined above yields
a(T) X(T) Xe + YQr) - Yeq+ (T)eq (56a)
a(T) - aeq
01
(T)= X(T) - Xeq + (V + 1)&(T) -a(T)
(56b)
(v + 1)4(T) - (T) ( Y3
((T) = p (T) Peq (56c)
4(T) = Z(T) -Zeq (56d)0k3
Eqs. 55 and 56 define the function Ag(g,) along the trajec-
tory followed by a system when starting from given initial
conditions. Fig. 8 shows examples of this function for the
system presented in Table 1 without binding of Y to B but
with an exhaustible capacity for S and P. Such a system has
three degrees of freedom and hence can be described by
three state variables. Because (e(T) and (r(T) are rather
similar in value the variables 4a' 4e, and r - e are used,
, 1-i . - ---- r 1
, I I
.-
/
.. J
AS
0
-25
-50
-75
200
-. I.
L r .........
. ~ ~I: * 1
F -I1.
I , I
I.... 1 1
.~~ 41<.
_ ~~~
I
-1.
,L L I__J__|k_L__I v
-
I * I' . Ia /
0 .5-1 -.5
FIGURE 8 Dependence of entropy on state variables for the system presented in Table 1. The change in reduced entropy with respect to equilibrium AS
and the progress variables (, were calculated by means of Eqs. 55 and 56, respectively, for the system without binding of Y to B but with an exhaustible
capacity for S and P. The arrowheads indicate where oscillations cease ((a = 0.646, (e = -213, r - = -0.656, AS = -61.5, ; ( = 0.620, (e
=
-139, r - = -0.634, AS = -39.3, * * *) or where the two broken lines join ((a = -0.362, (e = 205, , - &e = 0.364, AS = -56.8). For the sake
of clarity only the short broken line is drawn where short and long broken lines coincide. The straight dotted lines represent coordinate axes through the
origin. Values of parameters are K1 = K2 = 1, ae = 5, v = 0, ar = 7 n = 6 (short broken line) or n = 9 (other cases), Kf = 5,f0 = 10-5, aCb = bto, = 0,
spl = 0, and 93 = 0.5. The sum s(T) + p(T) is constant and equal to 1000 (. ) or 1500 (other cases); initial values s(0) and p(O) are chosen such that
initially 9{ei = 0.69 RT (solid and dotted line), .Sen = -0.69 RT (short broken line), or S'en = -0.68 RT (long broken line); Ken = 1 (cf. Eq. 5). Other
initial values are a(0) = 1, z(0) = 0 for all cases; x(0) = 0.886, y(O) = 1.48 (solid and dotted line), x(0) = 1.13, y(O) = 1 (short broken line), and x(0)
= 0.952, y(O) = 0.7 (long broken line).
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which correspond to the second set of flows and forces in
Eq. 54. As is evident from Fig. 8, Ag(g) indeed follows a
paraboloidal surface near equilibrium. However, the value
where Ag(g,) deviates from this surface is not a constant but
depends on the kinetic parameters and initial conditions.
In conclusion, then, the sustained oscillations about a
steady state close to equilibrium observed in systems with
sufficiently large feedback regulation coefficients do not
violate the stability criterion valid near equilibrium. Instead,
they clearly demonstrate that it is in general impossible to
delineate the "near-equilibrium domain" based on model-
free thermodynamic considerations alone. Some knowledge
of the kinetic mechanisms involved, and of at least some of
the kinetic parameters such as the feedback regulation co-
efficient in the present examples, is indispensable to answer
this question.
DISCUSSION
The minimal scheme shown in Fig. 1 (which one might call
the "Baselator") provides considerable insight into the me-
chanics of oscillatory behavior in physicochemical and bio-
chemical systems. This is best seen when following the
evolution of the system shown in Fig. 2. The species A is
converted into X, which in turn is converted into Y by the
energizing reaction. Hence the concentration of X rises
much slower than that of Y, and the conversion of Y to X
is slow because of the positive feedback ofX exerted on the
regulated transition. Y, together with Z if B is present,
constitutes a store of material that accumulates on the way
to the static head of the energized transition. As a conse-
quence the store is rapidly discharged when the concentra-
tion of X reaches values which, because of the positive
feedback, speed up the conversion of Y to X. This causes
the fast rise of the concentration of X and the fast decrease
in the concentration of Y. Concomitantly, the energizing
reaction increases in rate, thus tending to decrease the
concentration of X, which in turn tends to decrease the rate
of the regulated Y to X reaction. With these processes alone
the system would eventually reach a steady state, possibly
after a few damped oscillations. However, the concentration
of X at this steady state is higher than the equilibrium
concentration that would be attained if only the A to X
reaction occurred. Hence the conversion of X to A sets in,
and the concentration ofX falls below the steady-state value
for the isolated X to Y transitions, further slowing down the
regulated reaction. This enables the energizing reaction to
charge up the store beyond the level of Y, which would have
been attained in the absence of the A to X conversion.
Consequently, a new cycle is initiated.
This picture, with appropriate modifications, also applies
to other conditions, including the cases of v = 1. Thus, in
the system presented in Fig. 3, the discharge of the store
through the unregulated Y to X conversion occurs when
the concentration of X reaches values which, because of the
to Y conversion. If A < 1, the store is depleted rather than
accumulated. It is then filled up (see Fig. 4) or further
depleted (not shown) when the concentration of the species
involved in feedback (Y or X, respectively) enters the range
where feedback becomes effective. Sustained oscillations
persist until the chemical capacities of S and P or those of
the homeostatic devices are exhausted.
The buffering function of the A to X transition is of key
importance for sustained oscillations because it prevents the
system from attaining the stable steady state pertaining to
the isolated X to Y conversions. This is the reason why a
system with feedback exerted by Y does not oscillate unless
the Y to Z transition is included (see Fig. 4). It thus can be
stated that sustained oscillations are only possible if the
species involved in feedback are appropriately buffered.
Both too strong and too weak buffering prevent oscillations;
hence the equilibrium constants K1 and/or Kb as well as the
chemical capacity of the buffering species (A and/or B)
have to be appropriate. The role of the chemical capacity for
A, which is equal to V1 (Walz, 1990), is evident from the
effect of 41 on the ranges for dieniRT listed in Table 1. The
transition A to X is also responsible for the only constant
term in the rate equations (see term 1 in Eq. 27), which is
the "zeroth order, i.e., constant term in the differential
equations" referred to by Stucki and Somogyi (1994) as an
essential requirement for sustained oscillations. In the case
of the Brusselator the role of the A to X transition is taken
over by the reaction sequence A -* X -> E. Note that X ->
E is a substitute for the back reaction X -> A in the
transition A = X. It had to be included because all back
reactions were omitted in the original Brusselator scheme.
The feedback mechanisms characterized by the feedback
regulation coefficient p represent a second key feature for
sustained oscillations because they introduce the necessary
kinetic nonlinearity. As mentioned earlier, it has been
claimed that nonlinearity is introduced by sufficiently large
affinities dsen (Lefever et al., 1988). In contrast, the present
study demonstrates that systems with small affinities and
linear flow-force relations can oscillate if kinetic nonlinear-
ity is present because of feedback regulation. Although, as
claimed by Lefever et al. (1988), a lower limit for the
affinities with respect to sustained oscillations does exist,
this limit is not related to thermodynamic linearity but
depends on the values of the rate constants, on the feedback
mechanisms chosen, and most crucially on p. Therefore, the
limit can be moved close to equilibrium by appropriate
values of p (cf. Table 1). However, the feasibility of ex-
tremely high feedback regulation coefficients is doubtful,
besides which the amplitudes of the oscillations markedly
decrease with increasing p and eventually become compa-
rable to the thermal noise level, so that the oscillations are
no longer detectable. This is the real limit to oscillations
about steady states close to equilibrium.
The Baselator, although written in a general form, relates
to biochemical systems, particularly when read in terms of
the partitioning of a species between compartments that is
catalyzed by membrane-bound enzymes such as pumps and
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regulated pores. Thus, it comprises the scheme proposed by
Chay (1981), which displays H+ oscillations and was in-
tended as a model for substrate oscillations in cells. With a
slight extension, the Baselator also includes the model pro-
posed by Somogyi and Stucki (1991) for Ca2+ oscillations
in hepatocytes. The single passive transition A to X has
merely to be supplemented by an additional X to A transi-
tion that is energized by an additional reaction. In this case
the A to X transitions oscillate about the static head instead
of equilibrium, as in the case of the Baselator with only a
passive A to X transition.
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