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REPRESENTATION GROWTH OF SPECIAL COMPACT
LINEAR GROUPS OF ORDER TWO
M HASSAIN AND POOJA SINGLA
Abstract. Let o be the ring of integers of a non-Archimedean local field such that the
residue field has even characteristic and maximal ideal p. Let e(o) denotes the ramification
index of o in case o has characteristic zero. We prove that the abscissa of convergence of
representation zeta function of Special Linear group SL2(o) is 1. We also prove that for any o
of characteristic zero with the residue field of cardinality q such that 2 | q the group algebras
C[SL2(o/p
2r)] and C[SL2(Fq[t]/(t
2r))] are not isomorphic for any r > e(o). Further we give
a construction of all primitive irreducible representations of groups SL2
(
Fq[t]/(t
2r)
)
for all
r ≥ 1 and of groups SL2(o/p
2r), where o has characteristic zero and r ≥ 2 e(o).
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1. Introduction
Let F be a non-Archimedean local field with ring of integers o, maximal ideal p and finite
residue field Fq of characteristic p. The finite quotient o/pℓ is denoted by oℓ. Let GLn(o) be the
group of n× n invertible matrices with entries from o and SLn(o) be the subgroup of GLn(o)
consisting of all determinant one matrices. The group GLn(o) is a maximal compact subgroup
of GLn(F ). It is well known that the continuous irreducible representations of GLn(o) play
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an important role in explicitly constructing and further understanding of the supercuspidal
representations of GLn(F ) (see [10, 14, 21]). In the recent past, there has been considerable
work towards understanding the continuous irreducible representations of GLn(o) and SLn(o).
However the known results are still far from being complete.
In this article our focus is on the construction of the continuous complex irreducible rep-
resentations of the rigid groups SL2(o) and to describe their representation growth. Recall
a group G is called rigid if for every n ∈ N, the group G has a finite number, say rn(G), of
inequivalent irreducible representations of dimension n. Here, depending on the structure of
group G, we consider continuous, algebraic, rational representations etc. For compact linear
groups we will always consider only continuous irreducible representations. For a rigid group
G and s ∈ C, the Dirichlet’s series
ζG(s) =
∑
ρ∈Irr(G)
1
dim(ρ)s
is called theRepresentation zeta function of G. The abscissa of convergence α(G) of ζG(s) is the
infimum of all α ∈ R such that ζG(s) converges in the complex half-plane {s | Re(s) > α(G)}.
For a group G and n ∈ N the function n 7→ rn(G) is called the representation growth function
of G. If the sequence RN (G) =
∑N
n=1 rn(G) is bounded by a polynomial in N, then the group
G is said to have polynomial representation growth (PRG). The representation growth of a
group with PRG can be studied by means of its representation zeta function. More precisely, It
is well known that the abscissa of convergence α(G) of the series ζG(s) gives the precise degree
of polynomial growth, that is α(G) is the smallest value such that RN (G) = O(1 +N
α(G)+ǫ)
for every ǫ ∈ R>0.
The representation growth of arithmetic groups and the associated abscissa of convergence
was first studied by Larsen and Lubotzky in [15]. The question of understanding represen-
tation growth of p-adic analytic groups occurs naturally in their work. A compact p-adic
analytic group G is rigid if and only if it is FAb, that is, if every open subgroup has finite
abelianization (see [5, Proposition 2]). Making use of model theory, Jaikin-Zapirain proved
in [12] that for p > 2, the representation zeta function of a FAb compact p-adic analytic group
is a rational function in p−s. This means that the coefficients of the Dirichlet generating func-
tion satisfy a linear recurrence relation and also proved that α(SL2(o)) = 1 for p 6= 2. From
the work of Avni-Klopsch-Onn-Voll [3], it is also known that α(SL2(o)) = 1, for o such that
Char(o) = 0 and p = 2 so leaving out the case where characteristic of the ring is positive.
For the more general case of all rings o, it is already known that α(SL2(o)) ∈ [1, 22], where
the lower bound is by the work of Larsen and Lubotzky [15, Proposition 6.6] and the upper
bound is by Aizenbud-Avni [1]. Recently, Ha¨sa¨-Stasinski in [7], while studying the twist rep-
resentation zeta functions of GLn(o) and relating these with representation zeta function of
SLn(o), improved the bounds for α(SL2(o)) and proved that α(SL2(o)) ∈ [1, 5/2] for all o and
furthermore included a new proof of the fact that α(SL2(o)) = 1 for o such that Char(o) = 0.
It is also clear from their work that the case SL2(o) where Char(o) = 2 is more complicated
as compared to the cases of SL2(o) where Char(o) is zero or odd. We complete the above
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results by determining α(SL2(o)) for all o such that the residue field has even characteristic.
More specifically, we prove the following result regarding α(SL2(o)).
Theorem 1.1. Let o be a complete discrete valuation ring with finite residue field. Then the
abscissa of convergence of the representation zeta function of SL2(o) is 1 for all o.
Our proof of this result is included in Section 8. For the proof, first in Sections 4 and 5 we
give a construction of a certain class of a continuous irreducible representations of SL2(o). We
combine these results with many non-trivial results of [7] and obtain the proof of Theorem 1.1.
We refer the reader to [2], [4] and [7] for more results on abscissa of convergence of compact
linear groups.
The construction for all irreducible representations of SL2(o) for p 6= 2 is already known,
see [12], for example. The beginning point of this construction was the fact that for p 6= 2 trace
is a non-degenerate bilinear form on the set sl2(Fq) = {X ∈M2(Fq) | trace(X) = 0} but it is
not so for p = 2. Since this trace condition played a very important role in the construction
for p 6= 2, so the case p = 2 requires other methods to deal with. A construction of irreducible
representations of SL2(Z2) has appeared in a series of articles by Nobs et al [16–19]. The
methods adopted in these articles were dependent on the structure of Z2 and therefore can
not be easily extended for other rings such as F2[[t]].
We give a construction of all primitive irreducible representations of groups SL2
(
Fq[t]/(t2r)
)
for 2 | q and all r ≥ 1 and of groups SL2(o/(p
2r)), where o has characteristic zero with ramifi-
cation index e and r ≥ 2e (see Theorem 2.4). Recall a ring of integers o of characteristic zero
has ramification index e if 2o = pe. This also completes some of the related results mentioned
in [7]. In the process of construction and enumeration of irreducible representations, we also
prove the following result.
Theorem 1.2. Let o and o′ be compact discrete valuation rings such that o/p ∼= o′/p′, 2 | |o/p|,
Char(o) = 0 with ramification index e and Char(o′) = 2. Then the group algebras C[SL2(o2r)]
and C[SL2(o′2r)] are not isomorphic for any r > e.
This result has the following interesting corollary.
Corollary 1.3. The group algebras C[SL2(Z/(22rZ))] and C[SL2(F2[t]/(t2r))] are not isomor-
phic for any r > 1.
In Section 9 we prove that C[SL2(Z/(2
2))] ∼= C[SL2(F2[t]/(t
2))] and therefore the bound
r > e is sharp for the cases when o = Z2 and o′ = F2[[t]]. The above results are surprising in
view of the fact that the following isomorphisms of group algebras are already well known.
• C[GL2(Z/(prZ))] ∼= C[GL2(Fp[t]/(tr))] for all prime p and for all rgeq1. See [20] and
[24] for independent proofs of these results.
• C[SL2(Z/(prZ))] ∼= C[SL2(Fp[t]/(tr))] for all prime p such that 2 ∤ p and for all r ≥ 1.
See [12] and [13] for a proof.
The known isomorphism in fact are for more general rings o and o′ such that their residue fields
are isomophic. It is interesting to recall a related conjecture of Onn (see [20, Conjecture 1.2])
stating that given compact valuation rings o and o′ such that their residue fields are isomorphic
then the group algebras C[GLn(or)] and C[GLn(o′r)] are isomorphic. This conjecture is prove
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to be true for GL2(or) in [20] for r ≥ 1 and for GLn(o2) in [22]. Theorem 1.2, indicates
that this conjecture when extended to SLn instead of GLn will require some modification
with respect to the characteristic of the rings o and o′. For more results on representations of
GLn(o) and SLn(o), we refer the reader to [6, 9, 13,23,24].
We here briefly outline the idea of proof of Theorem 1.2. For a finite group G, let nmax(G)
be the highest possible dimension of an irreducible representation of G and #nmax(G) be
the number of inequivalent irreducible representations of G of dimension nmax(G). We prove
that for o and o′ as given in Theorem 1.2 although nmax(SL2(o2r)) = n
max(SL2(o
′
2r)) but
#nmax(SL2(o2r)) 6= #n
max(SL2(o
′
2r)). At last we consider o = Z2 or F2[[t]] and consider the
examples of SL2(oi) for i = 2, 4 and 6 in detail. We describe the dimensions of all primitive
irreducible representations of these groups. In particular, we obtain the following information
about nmax and #nmax in these cases.
G nmax(G) #nmax(G)
SL2(o2) 3
{
4 , for o = Z2
4 , for o = F2[[t]].
SL2(o4) 24
{
2 , for o = Z2
1 , for o = F2[[t]].
SL2(o6) 96
{
8 , for o = Z2
6 , for o = F2[[t]].
From above it is easy to see that the group algebras C[SL2(Z/2
2rZ)] and C[SL2(F2[t]/(t
2r))]
are not isomorphic for 1 < r ≤ 3, see also Section 9.6.
Theorem 1.1 in view of Theorem 1.2 indicates that although the structure of group algebras
of finite quotients SL2(or) of SL2(o) depend on the characteristic of the ring o for p = 2 but
abscissa of convergence of SL2(o) is uniform all o and p. In the next section, we describe the
basic framework including notations used in this article and also summarize the main ideas
towards the proof of Theorem 1.1.
Acknowledgement. This work is supported in part by UGC Centre for Advanced Stud-
ies. Authors would like to immensely thank Alexander Stasinski and J. Ha¨sa¨ for sharing a
preprint of their article [7] and providing many helpful comments on this article. The authors
also greatly thank Uri Onn and Dipendra Prasad for their encouragement and very helpful
comments on this work.
2. Basic framework and outline of ideas
Recall F is a non-Archimedean local field with ring of integers o, maximal ideal p and finite
residue field Fq of characteristic p. The finite quotients o/pk are denoted by ok. For G = GLn or
SLn, recall that by virtue of the profiniteness of G(o) for every complex continuous irreducible
representation ρ of G(o), there exists a smallest natural number r = r(ρ) such that ρ factors
through the principal congruence quotient G(o/pr+1). In this case, we say ρ is a representation
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of level r. Thus we will focus on constructing the level r irreducible representations of groups
SL2(o) for every r ≥ 1.
For any i ≤ r, there exists a natural surjective ring homomorphisms or → oi. By applying
entry wise, this in turn give ring homomorphisms fr,i : Mn(or) → Mn(oi). The restriction
of fr,i to GLn(or), denoted by ρr,i, defines a surjective group homomorphism from GLn(or)
onto GLn(oi) and ρ
′
r,i : SLn(or) → SLn(oi) is the corresponding homomorphism obtained
by restricting fr,i to SLn(or). For any A ∈ Mn(or), the image fr,1(A) is denoted by A¯. Let
M i = Ker(ρr,i) and K
i = Ker(ρ′r,i), then it is clear that K
i =M i∩SLn(or). These are called
the ith congruence subgroups of GLn(or) and SLn(or) respectively. For any i ∈ N, let Mn(oi)
be the set of n × n matrices with entries from oi. Note that for i ≥ r/2, the group M
i is
isomorphic to the abelian additive group Mn(or−i) and the subgroup K
i of M i is isomorphic
to the subgroup of Mn(or−i) consisting of all matrices with trace zero.
The group of one dimensional representations of an abelian group H is denoted byĤ. Let
π be a fixed uniformizer of the ring o. We fix an additive one dimensional representation
ψ : or → C× such that ψ(πr−1) 6= 1. For any i ≤ r/2 and A ∈ Mn(oi), let Aˆ ∈ Mn(or)
be an arbitrary lift of A satisfying fr,i(Aˆ) = A. Define ψA : I + π
r−iMn(or) → C× by
ψA(I + π
r−iB) = ψ(πr−itrace(AˆB)) for all I + πr−iB ∈M r−i. Then ψA is a well defined one
dimensional representation of M r−i. For i ≤ r/2 the following duality of abelian group M̂ r−i
and Mn(oi) holds.
(2.1) Mn(oi) ∼= M̂ r−i ; A 7→ ψA.
For r ≥ 2, fix ℓ = ⌈r/2⌉ and ℓ′ = ⌊r/2⌋. Then (2.1) gives an isomorphism of M ℓ and
M̂ ℓ ∼=Mn(oℓ′). The abelian normal subgroupM
ℓ of GLn(or) and its group of one dimensional
representations are known to play a very important role in explicitly constructing the irre-
ducible representations of GLn(or) via Clifford theory. For SLn(or), the corresponding role is
played by group Kℓ and its group of one dimensional representations K̂ℓ. We first describe
K̂ℓ below.
Define an equivalence relation on Mn(oℓ′) by A ∼ B if and only if A = B + xI for some
x ∈ oℓ′ . The set of equivalence classes is denoted by Mn(oℓ′)/ ∼ and equivalence class of
A ∈ Mn(oℓ′) is denoted by [A]. Then it is easy to see that ψA|Kℓ = ψB |Kℓ if and only if
A ∼ B. Therefore [A] 7→ ψA|Kℓ gives a bijection between M2(oℓ′)/ ∼ and K̂
ℓ. In view of this,
we denote ψA|Kℓ by ψ[A].
An irreducible representation ρ of G(or) is called twist of ρ
′ if there exists a one dimensional
representation χ of G(or) such that ρ
′ = ρ⊗χ.We say an irreducible representation ρ of G(or)
is primitive if neither ρ nor any of its twists are trivial when restricted of (r−1)th congruence
subgroup. So to understand irreducible representations of G(o), it is enough to understand
the primitive irreducible representations of each level.
Recall a matrix A ∈ Mn(or) for r ≥ 1, is called cyclic if there exists a vector v ∈ o
⊕n
r
such that {v,Av,A2v, . . . , An−1v} generate o⊕nr as a a free or-module. As an application of
Nakyama’s lemma we see that a matrix A ∈Mn(oℓ) is cyclic if and only if A¯ is. Motivated by
this, we say one dimensional representations ψA and ψ[A] of groups M
ℓ and Kℓ respectively
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are cyclic if and only if A is cyclic. For group GL2(or) we see that an irreducible representation
ρ is primitive if and only if 〈ρ|Mℓ , ψA〉 6= 0 implies A is a cyclic matrix. Similar definition also
holds for irreducible representations of group SL2(or) as well.
A representation φ : G → GL(V ) of group G is denoted by (φ, V ). Whenever there is no
ambiguity we also denote (φ, V ) by either φ or V itself. For a subgroup H of G and h ∈ H,
let CG(h) = {g ∈ G | gh = hg} denote the centralizer of h in G. In the same vein for any
representation V of a normal subgroup N of G, the group CG(V ) = {g ∈ G | V
g ∼= V } denote
the inertia group (also called stabilizer) of V. For a group G and an irreducible representation φ
of a subgroupH of G, let Irr(G | φ) denote the set of all inequivalent irreducible constituents of
the induced representation IndGH(φ). We loosely also call Irr(G | φ) to be the set of irreducible
representations of G lying above φ.
By Clifford theory (see [11, Theorem 6.11]), for every ψA ∈ M̂ ℓ and ψ[A] ∈ K̂ℓ, the following
sets are in bijection (via induction).
(2.2) Irr(CGLn(or)(ψA) | ψA)
∼= Irr(GLn(or) | ψA)
(2.3) Irr(CSLn(or)(ψ[A]) | ψ[A])
∼= Irr(SLn(or) | ψ[A]).
Therefore now onwards we will concentrate only on understanding the sets on the left side
of above bijections. For even r and cyclic A, the key difference between SL2(or) for p = 2
as compared to the cases of GL2(or) for general p and SL2(or) for p 6= 2 is that in the latter
cases, left side sets of (2.2) and (2.3) respectively are easy to understand. However, we do not
have complete understanding of the left side sets of SL2(or) for p = 2. The following lemma,
whose proof is given in Section 3, illustrates the first difference in these scenarios.
Lemma 2.1. Let o be a compact discrete valuation ring with residue field of characteristic p.
For A =
[
0 a−1α
a β
]
∈M2(oℓ′), let A˜ =
[
0 a˜−1α˜
a˜ β˜
]
∈M2(or) be a lift of A. Then the following
are true.
(1) CGL2(or)(ψA) = CGL2(or)(A˜)M
ℓ′ .
(2) For p 6= 2, we have CSL2(or)(ψ[A]) = CSL2(or)(ψA).
(3) For p = 2, consider the group,
Hℓ
′
A˜
= {
[
1 a˜−1x
0 1
]
| x ∈ or with 2x = 0 mod (p
ℓ′), x(x+ β˜) = 0 mod (pℓ
′
)}.
Then, CSL2(or)(ψ[A]) = CSL2(or)(ψA)H
ℓ′
A˜
.
So the groups appearing on the left side of (2.3) are more complicated for p = 2. Next we
note that, the one dimensional representations ψA and ψ[A] extend to groups CGL2(or)(A˜)M
ℓ
and CGL2(or)(A˜)M
ℓ∩SL2(or) respectively(see Lemma 3.2). We denote the groupsCGL2(or)(A˜)M
ℓ
and its subgroup CGL2(or)(A˜)M
ℓ∩SL2(or) by C
ℓ
G(A˜) and C
ℓ
S(A˜) respectively. Similarly, C
ℓ′
G(A˜)
and Cℓ
′
S (A˜) denote the groups CGL2(or)(A˜)M
ℓ′ and CGL2(or)(A˜)M
ℓ′ ∩ SL2(or) respectively.
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Consider the abelian group,
Hℓ
A˜
= {
[
1 a˜−1x
0 1
]
| x ∈ or with 2x = 0 mod (p
ℓ), x(x+ β˜) = 0 mod (pℓ)}.
Let EA˜ be the set of all extensions of ψ[A] to C
ℓ
S(A˜). For any χ ∈ EA˜, we define HA˜(χ) as
below.
HA˜(χ) = {g ∈ C
ℓ
S(A˜)H
ℓ
A˜
| χg = χ}.
Consider the hierarchy of groups as given in Figure 1.
SL2(or)
CSL2(or)(ψ[A])
OO
Cℓ
S
(A˜)Hℓ
A˜
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
H
A˜
(χ)
OO
CSL2(or )(ψA)
OO
Cℓ
S
(A˜)
ee❏❏❏❏❏❏❏❏❏
88qqqqqqqqqq
Kℓ
OO
Figure 1.
We note that by Lemma 2.1 along with the fact that Hℓ
A˜
is abelian, for all χ ∈ EA˜ there
exists an extension of to HA˜(χ). Now any ρ ∈ Irr(C
ℓ
S(A˜)H
ℓ
A˜
| ψ[A]) can be obtained by Clifford
theory if one understands the irreducible representations of HA˜(χ)/K
ℓ for every χ ∈ EA˜ and
we obtain this for “good” cases. To state our results explicitly, we require the following
definition very frequently.
Ro =
{
4e , if Char(o) = 0 and ramification index of o = e
2 , if Char(o) = 2.
One of the main goals of the paper is to understand the groups HA˜(χ)/K
ℓ for every χ ∈ EA˜
and in turn obtain information regarding irreducible representations of SL2(or). As a first
result, we obtain the following result regarding groups HA˜(χ) for χ ∈ EA˜.
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Theorem 2.2. Let o be a compact discrete valuation ring such that the residue field has even
characteristic and let r ≥ Ro. Then, for every cyclic A ∈M2(oℓ′) with its lift A˜ ∈M2(or) and
every χ ∈ EA˜, the following is true.
|HA˜(χ)|/|C
ℓ
S(A˜)| ≤ |o/p|
3.
A proof of this theorem is included in Section 5. To prove the above results, we consider
the set,
EA˜ = {eλ =
[
1 a˜−1λ
0 1
]
∈ Hℓ
A˜
| ψ[A] extends to C
ℓ
S(A˜)<eλ>},
where <eλ> denotes the group generated by eλ. It is clear that HA˜(χ) ∩ H
ℓ
A˜
⊆ EA˜. We first
characterize the elements of EA˜ in Section 4. We use this description and the fact that HA˜(χ)
is a group to obtain required bound on |HA˜(χ)|/|C
ℓ
S(A˜)| for general r in Section 5. We remark
that the proof of the above result for the case when o has characteristic zero is remarkably
easier as compared to the positive characteristic case. See Section 5 for more details on this.
Theorem 2.2 in particular has the following very useful proposition and we refer Section 5 for
its proof.
Proposition 2.3. Let o be a compact discrete valuation ring such that residue field has even
characteristic and r ≥ Ro. Then the following are true.
(1) Any ρ ∈ Irr(SL2(or) | ψ[A]) for cyclic A ∈M2(oℓ′) satisfies the following,
1
q5
×
|SL2(or)|
|CSL2(or)(ψA)|
≤ dim(ρ) ≤
|SL2(or)|
|(CℓS(A˜))|
.
(2) For cyclic A ∈M2(oℓ′), the following is true.
|(CℓS(A˜))|
2 × qℓ
|CSL2(or)(ψA)| × |H
ℓ′
A˜
| × |Kℓ|
≤ |Irr(SL2(or) | ψ[A])| ≤
|CSL2(or)(ψA)| × q
ℓ+10
|Hℓ
′
A˜
| × |Kℓ|
.
The above proposition, along with few results of [7], play major role in proving Theorem 1.1
(see Section 8 for more details on this).
For the case r = 2ℓ, note that the group CℓG(A˜), C
ℓ′
G(A˜) and CGL2(or)(ψA) coincide. Also, we
have CℓS(A˜)H
ℓ
A˜
= CSL2(or)(ψ[A]). Therefore in this case, given the information about irreducible
representations of HA˜(χ)/K
ℓ for every cyclic A and every χ ∈ EA˜ one obtains construction
of all primitive irreducible representations of SL2(o2ℓ) as given below.
Theorem 2.4. Let o be a compact discrete valuation ring such that residue field has even
characteristic and r ≥ Ro. Then for every cyclic A ∈ M2(oℓ), there exists a unique normal
subgroup, denoted MA, of CSL2(o2ℓ)(ψ[A]) such that CSL2(o2ℓ)(ψA) ⊆ MA and the following
holds.
(1) The one dimensional representation ψ[A] of K
ℓ extends to the group MA.
(2) For every representation ρ ∈ Irr(MA | ψ[A]), the induced representation Ind
SL2(o2ℓ)
MA
(ρ)
is irreducible.
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(3) For every δ ∈ Irr(SL2(o2ℓ) | ψ[A]) there exists a representation ρ ∈ Irr(MA | ψ[A]) such
that δ ∼= Ind
SL2(o2ℓ)
MA
(ρ).
(4) The group MA/K
ℓ is either abelian or is a semidirect product of an abelian group with
a group of order two.
(5) Every representation ρ ∈ Irr(MA | ψ[A]) is of dimension either one or two.
(6) The set of equivalence classes of Irr(MA | ψ[A]) under the conjugation action of
CSL2(o2ℓ)(ψ[A]) is in bijective correspondence with Irr(SL2(o2ℓ) | ψ[A]).
We remark that the groups MA satisfy MA = HA˜(χ) for some χ ∈ EA˜ and are explicitly
determined along with the proof of Theorem 2.4 in Section 6. In particular, if Char(o) = 0
then for ℓ > 2e and every cyclic A we have MA = CSL2(o2ℓ)(ψA). The proof of Theorem 1.2 is
included in Section 7. At last, we discuss the examples of SL2(o2ℓ) for o = Z2 and F2[[t]] with
1 ≤ ℓ ≤ 3 in detail in Section 9.
Now onwards, unless explicitly stated otherwise, we always assume that F is non-
Archimedean local field with ring of integers o such that residue field o/p ∼= Fq has
characteristic two.
3. Orbits and Stabilizers of representations of Kℓ under SL2(or) action
In this section we consider the action of group SL2(or) on the set of cyclic one dimensional
representations ofKℓ and describe few results regarding the orbit representatives of this action
and their stabilizers in SL2(or).
Lemma 3.1. A matrix A ∈M2(om) for m ≤ r is cyclic if and only if there exists g ∈ SL2(om)
such that, gAg−1 =
[
0 a−1α
a β
]
for some α, β ∈ om and a ∈ o
×
m.
Proof. For a ∈ o×m, it is straightforward to show that any matrix A such that gAg
−1 =[
0 a−1α
a β
]
for some α, β ∈ om is cyclic. So we proceed to prove converse. Recall that a
matrix A ∈M2(om) is cyclic if and only if there exists v ∈ om ⊕ om such that the set {v,Av}
is a basis of the free om-module, om ⊕ om. Therefore there exists g ∈ GL2(om) such that,
gAg−1 =
[
0 α
1 β
]
, where β = trace(A) and α = −det(A). Consider g′ =
[
det(g)−1 0
0 1
]
g.
Then g′ ∈ SL2(om) and g
′A(g′)−1 =
[
0 det(g)−1α
det(g) β
]
. This completes the proof of the
lemma. 
The following Lemma is well known, for proof see for example [8].
Lemma 3.2. For any m ∈ N and a cyclic matrix A ∈M2(om), the following are true.
(1) Let r ≥ m and A˜ ∈M2(or) be a lift of A. Then A˜ is cyclic.
(2) The centralizer of A in GL2(om), denoted CGL2(om)(A), consists of invertible matrices
of the form xI + yA for x, y ∈ om.
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(3) For every cyclic A ∈M2(oℓ′), the one dimensional representation ψA ∈ K̂ℓ extends to
CGL2(or)(A˜)M
ℓ for any lift A˜ ∈M2(or) of A.
In this article, the following lemma is used very frequently sometime even without men-
tioning it explicitly.
Lemma 3.3. Let A ∈M2(oℓ′) be a cyclic matrix. Then the following are true.
(1) The one dimensional representation ψ[A] extends to C
ℓ
S(A˜) = (CGL2(or)(A˜)M
ℓ) ∩
SL2(or) for any lift A˜ ∈M2(or) of A.
(2) The quotient group CℓS(A˜)/K
ℓ is abeilan.
Proof. Here (1) follows from Lemma 3.2(3) and the fact that ψ[A] is a restriction of ψA.
For (2), we claim that [CGL2(or)(A˜)M
ℓ, CGL2(or)(A˜)M
ℓ] ⊆ Kℓ. The claim follows because
the quotient
CGL2(or)(A˜)M
ℓ
Mℓ
is abelian by Lemma 3.2(2) and every element of commutator
[CGL2(or)(A˜)M
ℓ, CGL2(or)(A˜)M
ℓ] has determinant one.

For any subgroupH of GL2(or) the image ofH under the determinant map det : GL2(or)→
o×r is denoted by det(H).
Definition 3.4. (Shadow Preserving lift) For A ∈Mn(om) such thatm ≤ r, a lift A˜ ∈Mn(or)
is called shadow preserving lift of A, if CGLn(or)(A˜) mod (π
r−m) is isomorphic to the group
CGLn(om)(A)
Lemma 3.5. Every lift A˜ ∈M2(or) of a cyclic A ∈M2(oℓ), of A is shadow preserving.
Proof. A proof of this follows from Lemma 3.2(2).

We proceed now to prove Lemma 2.1. For this first we consider the additive group,
hℓ
′
A˜
= {x ∈ or | 2x = 0 mod (p
ℓ′), x(x+ β˜) = 0 mod (pℓ
′
)}
and its subgroup,
hℓ
A˜
= {x ∈ or | 2x = 0 mod (p
ℓ), x(x+ β˜) = 0 mod (pℓ)}.
By identifying hℓ
′
A˜
and hℓ
A˜
with the subgroups of GL2(or) given by the set of matrices
[
1 a˜−1x
0 1
]
such that x ∈ hℓ
′
A˜
and hℓ
A˜
we obtain groups Hℓ
′
A˜
and Hℓ
A˜
respectively.
Proof of Lemma 2.1 . By the definition of CGL2(or)(ψA) and Lemma 3.5, we obtain CGL2(or)(ψA) =
CGL2(or)(A˜)M
ℓ′ . For p-odd we note that A and A+xI are not conjugate for any x 6= 0. There-
fore we obtain CSL2(or)(ψ[A]) = CSL2(or)(ψA). Now onwards we assume p = 2. First of all note
that for λ ∈ hℓ
′
A, [
1 a˜−1λ
0 1
]
A˜
[
1 a˜−1λ
0 1
]−1
= A˜+ λI mod (pℓ
′
).
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Hence CSL2(or)(ψA)H
ℓ′
A˜
⊆ CSL2(or)(ψ[A]). Now let g ∈ CSL2(or)(ψ[A]). Then there exists a λ ∈ or
such that gA˜g−1 = A˜+ λI mod (pℓ
′
). By equating trace and determinant, we will get λ ∈ hℓ
′
A.
Therefore we have,
g
[
1 a˜−1λ
0 1
]−1
A˜
[
1 a˜−1λ
0 1
]
g−1 = g(A˜− λI)g−1 = A˜ mod (pℓ
′
).
Thus g
[
1 a˜−1λ
0 1
]−1
∈ CSL2(or)(ψA). Hence CSL2(or)(ψ[A]) ⊆ CSL2(or)(ψA)H
ℓ′
A˜
. 
The following remark relating the lift A˜ of any cyclic A ∈M2(oℓ′) and the group CSL2(or)(ψ[A])
is important.
Remark 3.6. For p = 2, any cyclic A ∈ M2(oℓ′) and any lift A˜ ∈ M2(or), the group H
ℓ′
A˜
does not depend on A˜. This fact along with Lemmas 3.5 and 2.1 implies that the group
CSL2(or)(ψ[A]) do not depend on the choice of lift of A.
In Sections 4 and 5, we will make a choice of A˜ according to our convenience and by above
remark this does not effect the final construction of irreducible representations of SL2(or).
Proposition 3.7. Let B1 =
[
0 a−11 α1
a1 β1
]
and B2 =
[
0 a−12 α2
a2 β2
]
be two elements of M2(oℓ′)
and ψ[B1] and ψ[B2] be the corresponding one dimensional representations of K
ℓ. Then ψg[B1] =
ψ[B2] for some g ∈ SL2(or) if and only if there exists s ∈ oℓ′ such that the following holds.
(a) β2 = β1 − 2s.
(b) α2 = α1 − s
2 + sβ1.
(c) a2a
−1
1 ∈ det(CGL2(oℓ′ )(B1)).
Proof. The group Kℓ acts trivially on K̂ℓ, therefore ψg[B1] = ψ[B2] for some g ∈ SL2(or) if
and only if g′[B1]g
′−1 = [B2] for some g
′ ∈ SL2(oℓ′). We obtain conditions (a) and (b) by
comparing the trace and determinant of g′B1g
′−1 and B2 + sI2. By comparing the (2, 1)
th
entry of g′B1g
′−1 for g′ =
[
x y
z w
]
∈ SL2(oℓ′) and that of B2 + sI for s ∈ oℓ′ , we obtain the
following.
a2 = a1(w
2 − β1w(z/a1)− α1(z/a1)
2).
We obtain condition (c) by observing that w2−β1w(z/a1)−α1(z/a1)
2 = det(wI − (z/a1)B1)
and wI − (z/a1)B1 ∈ CGL2(oℓ′ )(B1). Conversely suppose conditions (a)-(c) hold, that is, there
exists s ∈ oℓ′ such that β2 = β1 − 2s, α2 = α1 − s
2 + sβ1 and there exists u, v ∈ oℓ′ such that
uI + vB1 ∈ CGL2(oℓ′ )(B1) and a2 = a1det(uI + vB1). The condition uI + vB1 ∈ CGL2(oℓ′ )(B1)
further implies that at least one of either u or v is invertible. We consider an element g′ ∈
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SL2(oℓ′), as follows.
g′ =

[
u−1(1− va1a
−1
2 (su− vα1)) a
−1
2 (su− vα1)
−a1v u
]
, if u ∈ o×ℓ′[
a1a
−1
2 (vβ1 + u− vs) a
−1
1 v
−1 − a−12 v
−1u(vβ1 + u− vs)
−a1v u
]
, otherwise.
Then we obtain g′B1g
′−1 = B2 + sI and this completes the proof of the lemma.

Consider the following set.
Σ = {(a, α, β) ∈ o×ℓ′ × oℓ′ × oℓ′}.
We define an equivalence relation on Σ as follows. Two elements (a1, α1, β1) and (a2, α2, β2)
of Σ are equivalent if there exists u, v, s ∈ oℓ′ such that the following conditions are satisfied.
β2 = β1 − 2s(3.1)
α2 = α1 − s
2 + sβ1(3.2)
a2a
−1
1 = u
2 + β1uv − α1v
2.(3.3)
By Proposition 3.7, this defines an equivalence relation on Σ. The set of equivalence class
representatives (also called set of orbit representatives) is in bijective correspondence with
the orbits of cyclic one dimensional representations of K̂ℓ under the SL2(or) action. In view
of this, for the purpose of orbit representatives of K̂ℓ, we identify A =
[
0 a−1α
a β
]
also with
corresponding tuple (a, α, β).
Now we proceed to find orbit representatives of ψ[A], for cyclic A ∈ M2(oℓ′). For this we
need the following lemma first.
Lemma 3.8. For u ∈ o×m and v ∈ om, the following inclusions hold.
(1) πom ⊆ {uy + vy
2 | y ∈ om}.
(2) o×m ⊆ {x
2 + uxy + vy2 | x, y ∈ om}.
Proof. The first part is true by Hensel’s lemma because z ∈ πom implies uy + vy
2 = z has a
solution in the residue field. For the second part, let w ∈ o×m. Since 2 | q, there exists w
′ ∈ o×m
such that w(w′)−2 = 1 + z for some z ∈ πom. From first part, there exists yz ∈ om such that
uyz + vy
2
z = z. Now the result follows from the following equality.
(w′)2 + uw′(w′yz) + v(w
′yz)
2 = (w′)2(1 + z) = w.

Lemma 3.9. For m ≤ r and A =
[
0 a−1α
a β
]
∈ M2(om) such that β is invertible, the group
CGL2(om)(A) maps onto o
×
m under the det map.
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Proof. The result follows from Lemma 3.8(2) because the image of det map from CGL2(om)(A)
consists of {x2 + βxy − αy2 | x, y ∈ om} ∩ o
×
m.

We do not know the orbits representatives in general, however we will find in special cases
and will use those results later.
3.1. Orbit Representatives for Char(o) = 0.
3.1.1. β is invertible with ℓ′ > e. Let T be a fixed set of representatives of o×ℓ′/(1 + π
eoℓ′). By
(3.1), (3.2), (3.3) and Lemma 3.9, we see that for β invertible, there exists equivalence class
representatives of the form (1, α, β), where β ∈ T and further (1, α, β) ∼ (1, α′, β) if and only
if α ∈ α′ + (πℓ
′−e).
3.1.2. β is not invertible with ℓ′ ≥ 2e. Let W be a fixed set of representatives of (π)/(πe).
Then by (3.1), (3.2) and (3.3), there exists an equivalence class representative of the form
(a, α, β), where β ∈W and further (a, α, β) ∼ (a′, α′, β′) if and only if β = β′, α ∈ α′+(πℓ
′−eβ)
and a′a−1 ∈ {x2 + βxy − αy2 | x, y ∈ oℓ′} ∩ o
×
ℓ′ .
3.2. Orbit Representatives for Char(o) = 2 with ℓ′ ≥ 1. First, note from (3.1) in this case
(a, α, β) ∼ (a′, α′, β′) implies β = β′. For β ∈ o×ℓ′ , observe that {s
2+sβ | s ∈ oℓ′} is an additive
subgroup of oℓ′ of index two. Let αβ and α
′
β be two distinct coset representatives of {s
2+sβ |
s ∈ oℓ′} in o
′
ℓ. By Lemma 3.9, and (3.1), (3.2), (3.3), the set of tuples {(1, αβ , β), (1, α
′
β , β)}β∈o×
ℓ′
is the complete set of distinct equivalence class representatives in Σ satisfying the condition
that β is invertible.
For β ∈ πoℓ′ , we don’t know the sets {s
2 + sβ | s ∈ oℓ′} and the image set of CGL2(oℓ′ )(A)
under the determinant map in general. For o = F2[[t]] and 1 ≤ ℓ′ ≤ 3 we will find the
corresponding orbit representatives in section 9.
Combining some of the results of Sections 3.1 and 3.2, we obtain the following result which
we will use in Sections 7 and 8.
Lemma 3.10. For r ≥ 2, the group SL2(or) acts on the sets {ψ[A] | A¯ is split semisimple} ⊆
K̂ℓ and {ψ[A] | A¯ is Irreducible} ⊆ K̂ℓ and let Σ
SS
o and Σ
IR
o respectively be the set of orbits
under this action. Then the following is true.
(1) For o such that Char(o) = 0, we have |ΣSSo | = |Σ
IR
o | =
{
(q−1)(qℓ
′−1)
2 , if ℓ
′ > e
(q − 1)(qℓ
′−1) , if ℓ′ ≤ e.
(2) For o such that Char(o) = 2, we have |ΣSSo | = |Σ
IR
o | = (q − 1)(q
ℓ′−1).
Proof. Note that for a cyclic A, we have trace(A) is invertible if and only if A¯ is either
split-semisimple or irreducible.
First we consider o such that Char(o) = 0. Note that for ℓ′ ≤ e, we have oℓ′ ∼= o
′
ℓ′ where
Char(o′) = 2. So we assume ℓ′ > e. The orbit representatives for A ∈ Σ such that trace(A) is
invertible are given in Section 3.1.1, and is given by the following set,
{[(1, α, β)] | β ∈ T and α ∈ B},
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where T (resp. B) is a fixed set of representatives of o×ℓ′/(1 + π
eo′ℓ) (resp. oℓ′/π
ℓ′−eo′ℓ). Now
observe that exactly half of them are with A¯ is split-semisimple and the other half are with
A¯ is irreducible. So |ΣSSo | = |Σ
IR
o | =
(q−1)(qℓ
′−1)
2 .
Next, we consider o such that Char(o) = 2. Observe that, from Section 3.2, the orbit
representatives for A ∈ Σ such that trace(A) is invertible are given by the following set,
{[(1, αβ , β)], [(1, α
′
β , β)]}β∈o×
ℓ′
where αβ and α
′
β are two distinct coset representatives of {s
2+sβ | s ∈ oℓ′} in oℓ′ . Now observe
that exactly half of them are with A¯ is split-semisimple. So |ΣSSo | = |Σ
IR
o | = (q − 1)(q
ℓ′−1).

4. Characterization of elements of EA˜
Throughout this section, we fix A =
[
0 a−1α
a β
]
∈ M2(oℓ′) and its lift A˜ =
[
0 a˜−1α˜
a˜ β˜
]
∈
M2(or). For λ ∈ or we denote the matrix
[
1 a˜−1λ
0 1
]
∈ M2(or) by eλ. Recall EA˜ = {eλ ∈
Hℓ
A˜
| ψ[A] extends to C
ℓ
S(A˜)<eλ>}. Note that EA˜ is in bijective correspondence with the set,
EA˜ := {λ ∈ h
ℓ
A˜
| eλ ∈ EA˜}. In this section we give a characterisation of elements of EA˜. We
will use this in Sections 5 and 6 to prove Theorems 2.2 and 2.4 respectively.
For x, y, λ ∈ or, define
f(λ, x, y) = xyλ(β˜ − λ)− α˜λy2 + λ(x2 − 1),
g(x, y) = x2 + β˜xy − α˜y2.
For λ ∈ hℓ
A˜
= {x ∈ or | 2x = 0 mod (p
ℓ), x(x+ β˜) = 0 mod (pℓ)} and fixed lifts α˜, β˜ ∈ or of
α, β ∈ oℓ′ , we define the set
(4.1) Eλ,A˜ = {(x, y) ∈ or × or | g(x, y) = 1 mod (π
ℓ) and λy ∈ (πℓ)}
and its subset
(4.2) E◦
λ,A˜
= {(x, y) ∈ Eλ,A˜ | ψ(f(λ, x, y)) = 1}.
The relation between sets EA˜, Eλ,A˜ and E
◦
λ,A˜
is given by the following result.
Theorem 4.1. An element λ ∈ EA˜ if and only if Eλ,A˜ = E
◦
λ,A˜
.
Note that we will prove more equivalent conditions for λ ∈ EA˜, in Proposition 4.4 and the
Theorem 4.1 follows as a part of those results.
The following two lemmas are elementary and are used in the sequel.
Lemma 4.2. (Diamond Lemma) Let H and K be two subgroups of a group G such that H
is normal in G and G = HK. Let χ1 and χ2 be one dimensional representations of H and K
respectively such that χ1(khk
−1) = χ1(h) for all h ∈ H and k ∈ K, and χ1|H∩K = χ2|H∩K .
Then there exists a unique one dimensional representation of G extending both χ1 and χ2
simultaneously.
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Lemma 4.3. For x, y, λ ∈ or, the following are true.
(1) eλA˜e
−1
λ = A˜+ λI +
[
0 a˜−1λ(β˜ − λ)
0 −2λ
]
.
(2) [eλ, (xI + yA˜)] = I +
λy
det(xI+yA˜)
[
x+ λy a˜−1(x(β˜ − λ)− α˜y)
a˜y −x
]
.
(3) For T =
[
t11 t12
t21 t22
]
∈M2(or),
[eλ, I + π
ℓT ] = I + (a˜−1λ)πℓ
[
t21 t22 − t11 − a˜
−1λt21
0 −t21
]
.
Proof. Note that [eλ, (xI + yA˜)] is given by the following expression.
1
det(xI + yA˜)
[
det(xI + yA˜) + λy(x+ λy) a˜−1(xyλ(β˜ − λ)− λα˜y2)
a˜λy2 det(xI + yA˜)− λxy
]
.
This gives proof of (2). Rest of the proof is obtained by straightforward computations so we
omit it here. 
Proposition 4.4. For λ ∈ hℓ
A˜
, the following are equivalent.
(1) Eλ,A˜ = E
◦
λ,A˜
.
(2) Any element of Kℓ which is of the form [eλ,X] for X ∈ C
ℓ
S(A˜) is in the kernel of ψ[A].
(3) [<eλ>,C
ℓ
S(A˜)] ∩K
ℓ is contained in the kernel of ψ[A].
(4) There exists an extension of ψ[A] to C
ℓ
S(A˜)<eλ>, i.e. λ ∈ EA˜.
Proof. Firstly we prove equivalence of (1) and (2). For every X ∈ CℓS(A˜), there exists x, y ∈ or
such that X ∈ (xI + yA˜)M ℓ. We note, as X ∈ SL2(or), g(x, y) = x
2 + β˜xy − α˜y2 = det(xI +
yA˜) = 1 mod (πℓ). Conversely for every x, y ∈ or such that g(x, y) = 1 mod (π
ℓ), there exists
X ∈ CℓS(A˜) such that X ∈ (xI + yA˜)M
ℓ.
Let X ∈ CℓS(A˜) such that X ∈ (xI+yA˜)M
ℓ for some x, y ∈ or. Note that by Lemma 4.3(2),
the commutator [eλ,X] is in K
ℓ if and only if λy ∈ (πℓ). Next we observe that for X =
(xI + yA˜)Z, where Z ∈M ℓ such that [eλ,X] ∈ K
ℓ we have, xI + yA˜ ∈ CGL2(or)(ψA) and the
following.
ψ[A]([eλ, (xI + yA˜)Z]) = ψA([eλ, (xI + yA˜)Z])
= ψA((xI + yA˜)[(xI + yA˜)
−1, eλ][eλ, Z](xI + yA˜)
−1)
= ψA([(xI + yA˜)
−1, eλ])ψA([eλ, Z]).
Now observe that
ψA([(xI + yA˜)
−1, eλ]) = ψA([eλ, (xI + yA˜)]) = ψ(λy(α˜y + x(β˜ − λ)− α˜y − β˜x)) = ψ(−λ
2xy).
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The second last equality follows from Lemma 4.3 (2) and the definition of ψA. Similarly, for
Z = I + πℓ(tij), by Lemma 4.3 (3), we obtain the following.
ψA([eλ, Z]) = ψ(π
ℓa−1λ(at22 − at11 − λt21 − β˜t21))
= ψ(πℓλ(t22 − t11)− π
ℓa−1t21λ(λ+ β˜))
= ψ(λ(det(Z)−1 − 1 + 2πℓt22)− π
ℓa−1t21λ(λ+ β˜)).
Note that by definition of hℓA, we have 2λπ
ℓ = 0 and πℓλ(λ+ β˜) = 0. Hence ψA([eλ, Z]) =
ψ(λ(det(Z)−1−1)). Therefore by combining these terms and the fact that det(Z)−1 = det(xI+
yA˜), we obtain that,
ψ[A]([eλ, (xI + yA)Z]) = ψ(−λ
2xy + λ(x2 + β˜xy − α˜y2 − 1))
= ψ(xyλ(β˜ − λ)− α˜λy2 + λ(x2 − 1))
= ψ(f(λ, x, y)).
This gives that (1) and (2) are equivalent.
Next we prove equivalence of (2) and (3). The implication of (2) from (3) is clear from the
definition. We proceed to prove (2) implies (3). If (3) is not true, then there exists X1, X2,
. . . , Xn elements of C
ℓ
S(A˜) and integers c1, c2, . . . , cn such that
∏n
i=1[e
ci
λ ,Xi] is an element of
Kℓ but is not in the kernel of ψ[A]. Let ψˆA be an extension of ψ[A] to the group C
ℓ
G(A˜) which
exists due to Lemma 3.2(3). Further we note that eciλXie
−ci
λ ∈ C
ℓ
G(A˜)) by Lemma 4.3(1) and
the fact that λ ∈ hℓ
A˜
. Now since λ ∈ hℓ
A˜
we have e2λ ∈ C
ℓ
G(A˜), and hence
ψˆA(e
ci
λXie
−ci
λ ) =
{
ψˆA(eλXie
−1
λ ) , if ci is odd
ψˆA(Xi) , if ci is even.
Therefore we obtain the following.
(4.3) 1 6= ψˆA(
n∏
i=1
[eciλ ,Xi]) =
n∏
i=1
ψˆA(e
ci
λXie
−ci
λ ))ψˆA(X
−1
i ) = ψˆA([eλ,
∏
i: ci is odd
Xi]).
Next we prove that [eλ,
∏
i: ci is odd
Xi] is in K
ℓ. For this firstly we note that CℓG(A˜)/M
ℓ is
abelian. Therefore [eλ,
∏
i: ci is odd
Xi]M
ℓ =
∏n
i=1[e
ci
λ ,Xi]M
ℓ. By our assumption,
∏n
i=1[e
ci
λ ,Xi]
is an element of Kℓ. Therefore [eλ,
∏
i: ci is odd
Xi] is in M
ℓ which being determinant one ele-
ment further belongs to its subgroupKℓ. By the hypothesis, this implies ψˆA([eλ,
∏
i: ci is odd
Xi]) =
1 which clearly contradicts (4.3). Therefore (2) and (3) are equivalent.
Last, we prove equivalence of (3) and (4). The implication of (3) from (4) is clear so we
mainly focus on (3) implies (4). For this we consider the following hierarchy of groups as
given in Figure 2.
We note that the group [CℓS(A˜), <eλ>] stabilizes ψ[A], and therefore by Lemma 4.2 and
the hypothesis, there exists a one dimensional representation χ of [CℓS(A˜), <eλ>]K
ℓ such that
restriction of χ to [CℓS(A˜), <eλ>] is trivial. Next we note that by Lemma 3.3, the quotient
group CℓS(A˜)/K
ℓ is abelian and there exists an extension of ψ[A] to C
ℓ
S(A˜). Therefore, it follows
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Figure 2.
that there exists an extension of χ to CℓS(A˜) say χ˜. The one dimensional representation χ˜
is stable under the action of <eλ> because χ˜|[Cℓ
S
(A˜),<eλ>]
is trivial. Now result follows by
Lemma 4.2 and the fact that the group <eλ> is abelian. 
The following lemma about EA˜ will be used in the sequel.
Lemma 4.5. The following are true.
(1) hℓ
A˜
∩ (πℓ
′
) ⊆ EA˜ ⊆ h
ℓ
A˜
.
(2) If λ ∈ EA˜, then λ+ (π
ℓ) ⊆ EA˜. In particular, (π
ℓ) ⊆ EA˜.
(3) For z ∈ (πℓ
′
) and λ ∈ hℓ
A˜
, we have f(λ+ z, x, y) = f(λ, x, y) for all (x, y) ∈ Eλ,A˜.
Proof. For λ ∈ hℓ
A˜
∩ (πℓ
′
), we have Eλ,A˜ = E
◦
λ,A˜
. This follows because for (x, y) ∈ Eλ,A˜, we
must have g(x, y) = 1 mod (πℓ) and λy ∈ (πℓ). Therefore,
f(λ, x, y) = xyλ(β˜ − λ)− α˜λy2 + λ(x2 − 1)
= λ(x2 + β˜xy − α˜y2 − 1)− λ2xy
= λ(g(x, y) − 1)− λ(λy)x = 0.
Now (1) follows by Theorem 4.1. For (2), we observe that if λ = λ′ mod (πℓ), then the group
generated by CℓS(A˜) and <eλ> is equal to the one generated by C
ℓ
S(A˜) and <eλ′>. Therefore
λ+ (πℓ) ⊆ EA˜. For (3), we note that for z ∈ (π
ℓ′) and λ ∈ hℓ
A˜
, we have
f(λ+ z, x, y) = (λ+ z) (g(x, y)− 1)− (λ+ z) ((λ+ z)y) x.
Now using the fact that (x, y) ∈ Eλ,A˜, it is easy to see that (3) follows.

To give the explicit description of the set EA˜, we consider the cases Char(o) = 0 and
Char(o) = 2 separately. Let ψ : Fq → C× be an additive one dimensional representation
defined as follows. For x¯ ∈ Fq, ψ(x¯) = ψ(πr−1x), where x ∈ or such that x = x¯ mod (π). The
following lemma is useful for us.
Lemma 4.6. There exists a unique ξ ∈ F×q such that Ker(ψ) = {ξx
2 + x | x ∈ Fq}.
Proof. First of all note that for q = 2n and η ∈ F×q , the map from Fq to itself defined by
x 7→ ηx2+x is linear (over F2) of rank n−1. Therefore the image set Vη := {ηx2+x | x ∈ Fq}
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form an n−1 dimensional subspace of Fq. Also we note that Ker(ψ) is an index two subgroup
of Fq and therefore it is an n−1 dimensional subspace of Fq. There are exactly q−1 subspaces
of dimension n−1. Therefore it is enough to prove Vη 6= Vη′ for η 6= η
′. But this follows because
Vη = {ηx
2 + x | x ∈ Fq} = {η
−1((ηx)2 + (ηx)) | x ∈ Fq} = η
−1V1.

Remark 4.7. (Definition of ξ) Now onwards we fix the notation ξ for the unique element
in F×q as defined in Lemma 4.6.
4.1. Char(o) = 0. Let e be the ramification index of o. For this case, the characterization of
EA˜ for r ≥ 4e is given by the following result. We use this in Section 5. In this result we also
include few partial results regarding EA˜ for r < 4e and we use these in Sections 7 and 9.
Theorem 4.8. Let o be a compact discrete valuation ring of zero characteristic such that
residue field has even characteristic. Let e be the ramification index of o. Then we have the
following.
(1) For r > 2e with β ∈ o×ℓ′ , EA˜ = (π
ℓ).
(2) For r = 4e with β = πv ∈ πoℓ′ , EA˜ is either {0, π
ℓ−1(ξ˜w2)−1} + (πℓ) or (πℓ), where
ξ˜ ∈ o×r is a lift of ξ and w ∈ o
×
r such that 2 = π
ew. In particular for e = 1, we have
EA˜ =
{
{0, π(ξ˜w2)−1}+ (πℓ) , for α = ( v˜w )
2 + ( 1
ξ˜w3
)2 mod (π)
(πℓ) , for α 6= ( v˜w )
2 + ( 1
ξ˜w3
)2 mod (π),
where v˜ ∈ or is a lift of v.
(3) For r > 4e with β ∈ πoℓ′ , EA˜ = (π
ℓ′).
Proof. (1): Let r > 2e and β ∈ o×ℓ′ . We observe that by definition of h
ℓ
A˜
we have hℓ
A˜
= (πℓ).
Therefore by Lemma 4.5, we obtain that EA˜ = (π
ℓ).
(2): Let r = 4e and β ∈ πoℓ′ . Then by definition of h
ℓ
A˜
we have
hℓ
A˜
= (πℓ−e) ∩ (πℓ−min{val(β˜),ℓ}) = (πℓ−m0) ; m0 := min{e, val(β˜), ℓ}.
To show EA˜ is either {0, π
ℓ−1(ξ˜w2)−1}+(πℓ) or (πℓ), by Lemma 4.5, it is enough to show the
following.
(a) hℓ
A˜
\ (πℓ−1) ∩ EA˜ = ∅.
(b) If πℓ−1u ∈ EA˜. for some u ∈ o
×
r , then u = (ξ˜w
2)−1 mod (π).
To show (a) let λ ∈ hℓ
A˜
\ (πℓ). Then λ = πiv, for some v ∈ o×r and ℓ−m0 ≤ i ≤ ℓ− 2. Now
choose x = 1 + πr−e−i−1(wv)−1 and y = 0. Then we obtain x2 + β˜xy − α˜y2 = 1 mod (πℓ),
λy = 0 mod (πℓ) and
ψ(f(λ, x, y)) = ψ(xyλ(β˜ − λ)− α˜λy2 + λ(x2 − 1)) = ψ(πr−1) 6= 1.
Therefore (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
, and hence by Theorem 4.1 λ /∈ EA˜. Hence (a) holds.
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To show (b) let λ = πℓ−1u ∈ EA˜, for some u ∈ o
×
r be such that u 6= (ξ˜w
2)−1 mod (π).
Since ξ˜ 6= (uw2)−1 mod (π), by definition of ξ˜, there exists z ∈ or such that ψ(π
r−1(z +
(uw2)−1z2)) 6= 1. Now observe that the pair (x, y) := (1 + πe(uw)−1z, 0) ∈ Eλ,A˜. But
ψ(f(λ, x, y)) = ψ(xyλ(β˜ − λ)− α˜λy2 + λ(x2 − 1)) = ψ(πr−1(z + (uw2)−1z2)) 6= 1.
Therefore (x, y) /∈ E◦
λ,A˜
and by Theorem 4.1, λ /∈ EA˜. Hence (b) holds.
Now assume e = 1. Let β = πv and β˜ = πv˜. It is easy to notice that an element (x, y) ∈
Eπ(ξ˜w2)−1,A˜ if and only if x
2 = 1 mod (π2) and y = 0 mod (π). The later conditions if and only
if (x, y) = (1, 0) mod (π). Thus for arbitrary (x, y) = (1 + πx1, πy1) ∈ Eπ(ξ˜w2)−1,A˜, we have
the following.
ψ(f(π(ξ˜w2)−1, 1 + πx1, πy1)) = ψ(π
3(
v˜
ξ˜w2
y1 −
1
ξ˜2w4
y1 −
α˜
ξ˜w2
y21)).(4.4)
Here we used the facts that xyπ(ξ˜w2)−1(β˜−π(ξ˜w2)−1) = π3( v˜
ξ˜w2
y1−
1
ξ˜2w4
y1) and ψ(π(ξ˜w
2)−1(x2−
1)) = 1. The later follows because
π(ξ˜w2)−1(x2 − 1) = π(ξ˜w2)−1(2πx1 + π
2x21) = π
3((ξ˜−1w−1x1) + ξ˜(ξ˜
−1w−1x1)
2)
and by definition of ξ˜. Now let µ ∈ or be such that µ
2 = α˜ mod (π). Therefore by definition
of ξ, we have ψ(π3( µ
ξ˜w
y1 + ξ˜
α˜
(ξ˜w)2
y21)) = 1. Hence (4.4) implies the following.
ψ(f(π(ξ˜w2)−1, 1 + πx1, πy1)) = ψ(π
3(ξ˜w)−1(
v˜
w
−
1
ξ˜w3
+ µ)y1).
Now since ψ(π3) 6= 1 and y1 ∈ or is arbitrary, by Theorem 4.1, we can conclude that
EA˜ = {0, π(ξ˜w
2)−1} + (π2) if and only if v˜w −
1
ξ˜w3
+ µ = 0 mod (π), if and only if α =
( v˜w )
2 + ( 1
ξ˜w3
)2 mod (π).
(3): Let r > 4e and β ∈ πoℓ′ . Observe that h
ℓ
A˜
= (πℓ−e) ∩ (πℓ−min{val(β˜),ℓ}) = (πℓ−m0),
where m0 := min{e, val(β˜), ℓ}, in this case. We prove EA˜ = (π
ℓ′) by showing that for any
λ ∈ hℓ
A˜
\ (πℓ
′
), there exists (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
(then the result follows by Theorem 4.1 and
Lemma 4.5). Let λ ∈ hℓ
A˜
\ (πℓ
′
). Then λ = πiv, for some v ∈ o×r and ℓ−m0 ≤ i ≤ ℓ
′ − 1. Let
us choose x = 1+ πr−e−i−1(wv)−1 and y = 0. Then by using the fact that ℓ > 2e, along with
the above observations we obtain x2 + β˜xy − α˜y2 = 1 mod (πℓ), λy = 0 mod (πℓ) and
ψ(f(λ, x, y)) = ψ(xyλ(β˜ − λ)− α˜λy2 + λ(x2 − 1)) = ψ(πr−1) 6= 1.
Therefore (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
.

Theorem 4.8 has the following corollary which we use in Section 5 to prove Proposition 6.2.
Corollary 4.9. For r = 2ℓ ≥ 4e, EA˜ ⊆ {0, λ} + (π
ℓ) for some λ ∈ hℓ
A˜
.
Proof. The result directly follows from Theorem 4.8. 
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4.2. Char(o) = 2. To characterize the elements of EA˜ for this case, we first fix the following
notations.
For v ∈ or, and 0 ≤ i ≤ r − 1, we denote (v)i for the unique elements in Fq such that
v = (v)0 + (v)1π + · · · + (v)r−1π
r−1. Note that v ∈ (or)
2 if and only if (v)2i+1 = 0 for all i.
We also fix the additive one dimensional representation ψ : or → C
× as follows. Let
ψ : Fq → C× be a fixed additive one dimensional representation such that ψ(1) 6= 1. For
v ∈ or, define ψ(v) = ψ((v)r−1). We will keep this one dimensional representation ψ fixed for
this section. Note that for any additive one dimensional representation, ψ′ of or such that
ψ′(πr−1) 6= 1, there exist a unique u ∈ o×r such that ψ
′(v) = ψ(uv), for all v ∈ or.
Let β˜ ∈ or be a fixed lift of β. We define s and k as follows.
k = min{val(β˜), ℓ′}.
s =
{
2⌊k/2⌋ + 1 , if α = v2 mod (πk)
m , if α = v21 + π
mv22 mod (π
k) for odd m < k and v2 ∈ o
×
ℓ′ .
In the following Lemma, we see that these definition of k and s, in particular, give us the lift
of α that we are interested in.
Lemma 4.10. Given the above definition of s, there exists α′ = w21 + π
sw22 ∈ or for some
w1 ∈ or, w2 ∈ o
×
r such that α
′ is a lift of α.
Proof. For s < ℓ′, the element α ∈ oℓ′ is itself of the form v
2 + πsu2 for some v ∈ oℓ′ and
u ∈ o×ℓ′ . Then we can take α
′ to be any lift α to or and the result will follow. In case s ≥ ℓ
′,
then α = v2 ∈ oℓ′ . Let v
′ be a lift of v to or and take α
′ = v′2 + πs. 
Remark 4.11. (Definition of α˜,β˜,w1 and w2.) Now onwards, w1 ∈ or and w2 ∈ o
×
r such
that α˜ = w21 + π
sw22 ∈ or is a fixed lift of α satisfying the condition given by Lemma 4.10.
Also fix a lift, β˜ of β. Now onwards A˜ =
[
0 a˜−1α˜
a˜ β˜
]
for those choice of α˜ and β˜.
For λ ∈ or, below we define iλ and jλ and we will keep these also fixed for the rest of the
article.
iλ = val(λ).
jλ = min{val(λ+ β˜), ℓ
′}.
Define δ and ǫ as follows.
δ = jλ − s−max{ℓ− iλ, ℓ− k, ⌈(ℓ − s)/2⌉}.
ǫ =
{
1 , if r = even
0 , if r = odd.
In other words r − 1 = 2ℓ′ − ǫ.
We now give another description of the set EA˜ as follows. Let o
2
r = {x
2 | x ∈ or}. Note
that from Lemma 4.5, we have hℓ
A˜
∩ (πℓ
′
) ⊆ EA˜. For λ ∈ h
ℓ
A˜
\ (πℓ
′
), the following Theorem
discusses the conditions on λ such that λ ∈ EA˜.
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Theorem 4.12. For λ ∈ hℓ
A˜
\ (πℓ
′
), λ ∈ EA˜ if and only if the following conditions holds.
(I) λ ∈ πℓ−ℓ
′
o2r mod (π
ℓ′).
(II) 2jλ + iλ = 2ℓ
′ + s− ǫ.
(III) For jλ < ℓ
′, s < k and δ ≥ 0, we must have
ξu21u
2
2 = u1w
2
2 mod (π
2δ+1),
where u1, u2 ∈ o
×
r such that λ = π
iλu1 and λ+ β˜ = π
jλu2.
To prove the above Theorem we need the next few lemmas. These explore relations between
s, k, iλ and jλ.
Lemma 4.13. Let λ ∈ or. Then the following are true.
(1) s ≤ k+ 1.
(2) If iλ 6= k, then jλ = min{iλ,k}.
(3) If iλ ≤ ℓ
′ and jλ = ℓ
′, then k = iλ.
(4) iλ ≥ min{jλ,k}, jλ ≥ min{iλ,k} and k ≥ min{iλ, jλ}.
Proof. The result follows directly from the definition of iλ, jλ, k and s. 
Lemma 4.14. Let λ ∈ hℓ
A˜
\ (πℓ
′
) such that 2jλ+ iλ = 2ℓ
′+ s− ǫ. Then the following are true.
(1) If 2ℓ′ + s− ǫ < 3k then we must have iλ = jλ =
2ℓ′+s−ǫ
3 .
(2) If 2ℓ′ + s− ǫ ≥ 3k then iλ ∈ {k, 2ℓ
′ + s− ǫ− 2k} and jλ =
{
2ℓ′+s−ǫ−k
2 , for iλ = k
k , for iλ 6= k.
(3) iλ ≥ min{k,
2ℓ′+s−ǫ
3 }.
(4) If 2k− s < ℓ then we must have iλ = k.
(5) max{ℓ− iλ, ℓ− k, ⌈(ℓ− s)/2⌉} =
{
⌈(ℓ− s)/2⌉ , for 2k− s ≥ ℓ
ℓ− k , for 2k− s < ℓ.
(6) If s < k, then j− s ≥ max{ℓ− iλ, ℓ− k, ⌈(ℓ − s)/2⌉}, i.e. δ ≥ 0.
Proof. Let λ ∈ hℓ
A˜
\ (πℓ
′
) such that 2jλ + iλ = 2ℓ
′ + s − ǫ. Then we have the following
observations.
(a) If iλ < k, then by Lemma 4.13(2) we have jλ = iλ. Therefore, iλ =
2ℓ′+s−ǫ
3 . This forces
that 2ℓ
′+s−ǫ
3 is an integer and 2ℓ
′ + s− ǫ < 3k.
(b) If iλ = k, then by Lemma 4.13(4), we have jλ ≥ k. Therefore jλ =
2ℓ′+s−ǫ−k
2 must be an
integer and 2ℓ′ + s− ǫ ≥ 3k.
(c) If iλ > k, then by Lemma 4.13(2), we have jλ = k and hence iλ = 2ℓ
′ + s − ǫ − 2k.
Therefore 2ℓ′ + s− ǫ > 3k.
(d) Note that 2ℓ′ + s− ǫ− 2k < ℓ′ if and only if 2k− s ≥ ℓ.
Note that (1), (2) and (3) follows from (a)-(c). To show (4), observe that for 2k− s < ℓ, we
obtain the following.
2ℓ′ + s− ǫ = ℓ′ + (ℓ− 1) + s ≥ ℓ′ + (2k− s) + s = 3k+ (ℓ′ − k) ≥ 3k.
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Therefore, by (2), iλ ∈ {k, 2ℓ
′+ s− ǫ− 2k}. Now by (d), we observe that 2ℓ′+ s− ǫ− 2k ≥ ℓ′.
Since iλ < ℓ
′ (as λ ∈ hℓ
A˜
\ (πℓ
′
)), we must have iλ = k.
Next we prove (5) and (6) together. For that we will consider the cases, 2k − s ≥ ℓ and
2k− s < ℓ separately.
(Case 1, 2k− s ≥ ℓ): First of all observe that by using the fact that ℓ = ℓ′− ǫ+1, we obtain
the following.
jλ − s− ⌈(ℓ− s)/2⌉ ≥
2jλ − 2s− (ℓ− s+ 1)
2
=
ℓ′ − iλ − 2
2
≥
−1
2
.
Therefore, since both jλ − s and ⌈(ℓ − s)/2⌉ are integers, we must have jλ − s ≥ ⌈(ℓ − s)/2⌉
and hence (5) =⇒ (6), in this case. Now to show (5), note that by (3), we have iλ ≥
min{k, 2ℓ
′+s−ǫ
3 }. Hence it is enough to show that ⌈(ℓ−s)/2⌉ ≥ ℓ−k and ⌈(ℓ−s)/2⌉ ≥ ℓ−
2ℓ′+s−ǫ
3 .
It follows because ⌈(ℓ− s)/2⌉ − (ℓ− k) ≥ 2k−s−ℓ2 ≥ 0 and
⌈(ℓ− s)/2⌉ − (ℓ−
2ℓ′ + s− ǫ
3
) ≥
ℓ− s
2
− (ℓ−
2ℓ′ + s− ǫ
3
)
=
ℓ′ + 3(ℓ′ − ℓ)− s− 2ǫ
6
=
ℓ′ − s+ ǫ− 3
6
≥
−4
6
,
therefore ⌈(ℓ− s)/2⌉ − (ℓ− 2ℓ
′+s−ǫ
3 ) ≥ 0. Here we used the fact that s ≤ ℓ
′ + 1.
(Case 2, 2k − s < ℓ): First of all observe, from (3), that iλ = k in this case. Therefore, to
show (5) and (6), it is enough to show that ℓ− k ≥ ⌈(ℓ− s)/2⌉ and for s < k, jλ − s ≥ ℓ− k.
But it follows from ℓ− k− ⌈(ℓ− s)/2⌉ ≥ 2ℓ−2k−(ℓ−s+1)2 =
ℓ−(2k−s)−1
2 ≥ 0 and for s < k,
jλ − s− (ℓ− k) =
2ℓ′ + s− ǫ− k
2
− s− (ℓ− k)
=
2(ℓ′ − ℓ) + k− s− ǫ
2
=
k− s+ ǫ− 2
2
≥
ǫ− 1
2
≥
−1
2
.
It completes the proof of (5) and (6) for this case.

Lemma 4.15. If λ ∈ hℓ
A˜
\ (πℓ
′
) such that 2jλ + iλ = 2ℓ
′ + s− ǫ, then
Eλ,A˜ =
{
(x, y) ∈ or × or |
val(y) ≥ max{ℓ− iλ, ℓ− k, ⌈
ℓ−s
2 ⌉}
and x = 1 + w1y mod (π
⌈ ℓ
2
⌉)
}
.
Proof. Note that Lemma 4.14(4) implies that either iλ ≤ k, or iλ > k with 2k− s ≥ ℓ. So we
consider these two cases separately.
(Case 1, iλ ≤ k): Suppose (x, y) ∈ Eλ,A˜. Since λy = 0 mod (π
ℓ) we have val(y) ≥ ℓ − iλ.
Hence β˜xy = 0 mod (πℓ), because val(βxy) ≥ k + val(y) ≥ k + ℓ − iλ ≥ ℓ. Therefore the
condition g(x, y) = 1 mod (πℓ) implies that x2 + (w21 + π
sw22)y
2 = 1 mod (πℓ). Now observe
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that the valuation of πsw22y
2 is odd and that of x2 + w21y
2 + 1 is even. So we must have
2 val(y) + s = val(πsw22y
2) ≥ ℓ. Therefore by comparing this with val(y) ≥ ℓ− iλ and iλ ≤ k,
we obtain that val(y) ≥ max{ℓ − iλ, ⌈
ℓ−s
2 ⌉} = max{ℓ − iλ, ℓ − k, ⌈
ℓ−s
2 ⌉}. Further, this means
x2 + w21y
2 = 1 mod (πℓ) which is equivalent to x = 1 + w1y mod (π
⌈ ℓ
2
⌉). Converse of this is
easily seen to be true.
(Case 2, iλ > k with 2k − s ≥ ℓ): Suppose (x, y) ∈ Eλ,A˜. As before val(y) ≥ ℓ − iλ. Now
g(x, y) = 1mod (πℓ) implies x2 + w21y
2 + 1 = πsw22y
2 + β˜xy mod (πℓ). Since the valuation of
πsw22y
2 is odd and that of x2 + w21y
2 + 1 is even, we must have
(4.5) s+ 2val(y) = val(πsw22y
2) ≥ min{val(β˜xy), ℓ} ≥ min{val(y) + k, ℓ}.
We claim that min{val(y) + k, ℓ} = ℓ. Then as in the case (1) we obtain that val(y) ≥
max{ℓ− iλ, ⌈
ℓ−s
2 ⌉}. Also the claim implies val(y) ≥ ℓ− k. Therefore the result follows.
To show the claim, suppose contrary that val(y) + k < ℓ. Then by (4.5) we will get s +
2val(y) ≥ val(y) + k, which implies val(y) + k ≥ 2k − s. Since 2k − s ≥ ℓ, we must have
val(y) + k ≥ ℓ, which is a contradiction.

To prove Theorem 4.12, we also need the following result.
Proposition 4.16. Let b, c ∈ o×r be such that ξb
2 6= c2 mod (π2m+1) for some 1 ≤ 2m+1 ≤ r,
where ξ is the unique element in F×q as in Lemma 4.6. Then there exists z ∈ or such that
(bz)m + (c
2z2)2m /∈ Ker(ψ).
Proof. We will show the result by showing the following. If (bz)m + (c
2z2)2m ∈ Ker(ψ); for
all z ∈ or, then ξb
2 = c2 mod (π2m+1).
Suppose for all z ∈ or, (bz)m + (c
2z2)2m ∈ Ker(ψ). From direct observation, we have the
following,
(4.6)
[
(b)20 (b)
2
1 · · · (b)
2
m
(c)20 (c)
2
1 · · · (c)
2
m
]
(z)2m
(z)2m−1
...
(z)20
 =
[
(bz)2m
(c2z2)2m
]
.
If the matrix, B :=
[
(b)20 (b)
2
1 · · · (b)
2
m
(c)20 (c)
2
1 · · · (c)
2
m
]
has rank two then we can find z ∈ or such that
(bz)m+(c
2z2)2m /∈ Ker(ψ). Therefore, since b, c ∈ o
×
r , B must have rank 1. Hence there exists
ξ′ ∈ F×q such that ξ
′b2 = c2 mod (π2m+1). Therefore for any z ∈ or, we obtain that
(bz)m + ξ
′(bz)2m = (bz)m + (ξ
′b2z2)2m = (bz)m + (c
2z2)2m ∈ Ker(ψ).
The last inclusion follows from our assumption. Since b ∈ o×r , we can conclude that {x+ξ
′x2 |
x ∈ Fq} ⊆ Ker(ψ). Since both of these are n−1 dimensional subspaces (over F2) of Fq, where
n = [Fq : F2], we have {x+ ξ′x2 | x ∈ Fq} = Ker(ψ). But ξ is the unique element in F×q which
satisfies the later equality. Therefore ξ′ = ξ, hence ξb2 = c2 mod (π2m+1). 
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Proof of Theorem 4.12 . To prove the Theorem 4.12, we first show that if any one of the
conditions (I), (II) or (III) is not satisfied by an element λ ∈ hℓ
A˜
\ (πℓ
′
), then Eλ,A˜ 6= E
◦
λ,A˜
and therefore by Theorem 4.1, λ /∈ EA˜. We achieve this in Lemmas 4.17, 4.18 and 4.19.
Lemma 4.17. Let λ ∈ hℓ
A˜
\ (πℓ
′
). If λ does not satisfy (I) of Theorem 4.12, that is λ /∈
πℓ−ℓ
′
o2r mod (π
ℓ′), then there exists (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
.
Proof. Since Char(o) = 2, λ has a unique expression of the form λ = (λ)0 + (λ)1π + · · · +
(λ)r−1π
r−1 for some (λ)i in the residue field Fq. As λ /∈ πℓ−ℓ
′
o2r mod (π
ℓ′), there exists non-
negative integer i such that 0 ≤ 2i + ǫ < ℓ′ and (λ)2i+ǫ 6= 0. Let µ ∈ Fq be such that
µ2 = (λ)−12i+ǫ, and choose x = 1 + π
ℓ′−i−ǫµ and y = 0. Now we proceed to prove this choice of
(x, y) ∈ Eλ,A˜ \E
◦
λ,A˜
.
λy = 0 mod (πℓ): This is obvious.
g(x, y) = 1 mod (πℓ): For this we note that g(x, y) = 1+π2ℓ
′−2i−2ǫµ2. So it remains to show
that 2ℓ′ − 2i− 2ǫ ≥ ℓ. But the later inequality follows because
2ℓ′ − 2i− 2ǫ = ℓ′ + (ℓ′ − 2i− ǫ)− ǫ ≥ ℓ′ + 1− ǫ = ℓ.
ψ(f(λ, x, y)) 6= 1: By the definition of ψ, it is enough to show that (f(λ, x, y))r−1 = 1. For
the given values of x and y, we have that f(λ, x, y) = λπ2ℓ
′−2i−2ǫµ2. Hence (f(λ, x, y))r−1 =
(λ)2i+ǫµ
2 = 1. Therefore (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
.

Lemma 4.18. Let λ ∈ hℓ
A˜
\ (πℓ
′
) be such that λ satisfies (I) and not (II) of Theorem 4.12.
i.e.,
λ ∈ πℓ−ℓ
′
o2r mod (π
ℓ′) and 2jλ + iλ 6= 2ℓ
′ + s− ǫ.
Then there exists (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
.
Proof. We will consider the cases, 2jλ + iλ < 2ℓ
′ + s− ǫ and 2jλ + iλ > 2ℓ
′ + s− ǫ separately.
(Case 1: 2jλ + iλ < 2ℓ
′ + s− ǫ): For this case, first of all we show that jλ < ℓ
′. For jλ = ℓ
′,
by Lemma 4.13(3) we must have iλ = k. Therefore 2ℓ
′ + k = 2jλ + iλ < 2ℓ
′ + s − ǫ, which
implies k+ ǫ < s. It is to be noted that both iλ + ǫ and s are odd. Therefore k+ ǫ ≤ s− 2.
This is not possible because by Lemma 4.13(1), we have s ≤ k+ 1. Therefore in this case we
must have jλ < ℓ
′.
Let u ∈ o×r such that λ(λ + β˜) = π
iλ+jλu. Consider y = u−1πr−iλ−jλ−1 and x = 1 + yw1,
where w1 is defined as in Remark 4.11. It can be shown that (x, y) ∈ Eλ,A˜ and f(λ, x, y) =
πr−1. Therefore by definition of ψ, we have ψ(f(λ, x, y)) 6= 1 and hence (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
.
(Case 2: 2jλ + iλ > 2ℓ
′+ s− ǫ): For this case, first of all we will show that iλ+ ǫ− s ≥ 2.
For that our assumption 2jλ + iλ > 2ℓ
′ + s− ǫ, implies iλ + ǫ− s > 2ℓ
′ − 2jλ ≥ 0. Since both
iλ + ǫ ans s are odd integers, we must have iλ + ǫ− s ≥ 2.
Let v ∈ o× be such that λ = πiλv2 mod (πℓ
′
). Consider y = v−1w−12 π
2ℓ′−s−iλ−ǫ
2 and
x = 1 + yw1, where w1 is defined as in Remark 4.11. It can be shown that (x, y) ∈ Eλ,A˜
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and f(λ, x, y) = πr−1. Therefore by definition of ψ, we have ψ(f(λ, x, y)) 6= 1 and hence
(x, y) ∈ Eλ,A˜ \E
◦
λ,A˜
.

Lemma 4.19. Let λ ∈ hℓ
A˜
\ (πℓ
′
) be such that λ satisfies (I), (II) and not (III) of Theo-
rem 4.12. Then there exists (x, y) ∈ Eλ,A˜ \E
◦
λ,A˜
.
Proof. Since λ does not satisfy (III) of Theorem 4.12, we must have jλ < ℓ
′, s < k, δ ≥ 0
and ξu21u
2
2 6= u1w
2
2 mod (π
2δ+1), where u1, u2 ∈ o
×
r such that λ = π
iλu1 and λ+ β˜ = π
jλu2.
First of all we show that u1 ∈ o
2
r mod (π
2δ+1). Since λ ∈ πℓ−ℓ
′
o2r mod (π
ℓ′) ((I) of Theo-
rem 4.12), it is enough to show that (2δ + 1) ≤ (ℓ′ − iλ). Now by definition of δ, we have
2δ ≤ 2(jλ − s) − (ℓ − s). Also since λ satisfies (II) of Theorem 4.12, we have 2jλ + iλ =
2ℓ′ + s− ǫ = ℓ′ + ℓ+ s− 1. Therefore
(ℓ′ − iλ)− (2δ + 1) ≥ (ℓ
′ − iλ)− 2(jλ − s) + (ℓ− s)− 1 = 0.
Hence (2δ + 1) ≤ (ℓ′ − iλ).
Now by definition of δ, observe the following.
jλ − s− δ = max{ℓ− iλ, ℓ− k, ⌈(ℓ − s)/2⌉}.(4.7)
Therefore jλ− s− δ ≥ ℓ− iλ > 0. We take y = zπ
jλ−s−δ and x = 1+ yw1, where w1 is defined
as in Remark 4.11, and show that there exists a choice of z ∈ or such that the corresponding
pair (x, y) satisfies (x, y) ∈ Eλ,A˜ \ E
◦
λ,A˜
.
λy = 0 mod (πℓ): This follows from (4.7).
g(x, y) = 1 mod (πℓ): For the given (x, y), we note that
g(x, y) = 1 + β˜xzπjλ−s−δ + w22z
2π2(jλ−s−δ)+s.
By using (4.7), it is easy to show that β˜xzπjλ−s−δ = w22z
2π2(jλ−s−δ) = 0 mod (πℓ). Therefore
g(x, y) = 1 mod (πℓ).
ψ(f(λ, x, y)) 6= 1: For the given values of x and y, we have,
f(λ, x, y) = (1 + yw1)yλ(λ+ β˜) + π
sw22λy
2.
By Lemma 4.13(4), we have jλ ≥ Min{iλ,k}. Hence by (4.7) we will get, y
2w1λ(λ + β˜) = 0.
Now by substituting y, λ, λ+ β˜ and the fact that 2jλ+ iλ = 2ℓ
′+ s− ǫ = r− s− 1. we obtain
that f(λ, x, y) = π(r−1)−δu1u2z + π
(r−1)−2δw22u1z
2. Therefore
(f(λ, x, y))r−1 = (u1u2z)δ + (u1w
2
2z
2)2δ.
Let b = u1u2 and c ∈ o
×
r be such that c
2 = u1w
2
2 mod (π
2δ+1), which is possible because
u1 ∈ o
2
r mod (π
2δ+1). Now observe that (f(λ, x, y))r−1 = (bz)δ + (c
2z2)2δ . Since ξu
2
1u
2
2 6=
u1w
2
2 mod (π
2δ+1), we have ξb2 6= c2 mod (π2δ+1). Therefore by Proposition 4.16, there exists
z ∈ or such that (bz)δ + (c
2z2)2δ /∈ Ker(ψ). Hence, for (x, y) corresponding to that choice of
z ∈ or,
ψ(f(λ, x, y)) = ψ((f(λ, x, y))r−1) = ψ((bz)δ + (c
2z2)2δ) 6= 1.
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
Now we show the converse of Theorem 4.12. That is, we show that for λ ∈ hℓ
A˜
\(πℓ
′
), which
satisfies (I), (II) and (III) of Theorem 4.12, we have λ ∈ EA˜. For that let λ ∈ h
ℓ
A˜
\ (πℓ
′
) be
such that λ satisfies (I), (II) and (III) of Theorem 4.12. By Theorem 4.1, it is enough to
show that Eλ,A˜ = E
◦
λ,A˜
.
From Lemma 4.5, observe that for z ∈ (πℓ
′
), f(λ+ z, x, y) = f(λ, x, y) for all (x, y) ∈ Eλ,A˜.
Since λ ∈ πℓ−ℓ
′
o2r mod (π
ℓ′), as far as the value of f(λ, x, y) is concerned, we can even assume
λ ∈ πℓ−ℓ
′
o2r . We consider the cases s ≥ k and s < k separately.
(Case 1, s ≥ k): For this case, we claim that jλ = ℓ
′. Since iλ < ℓ
′, by Lemma 4.13(3), we
must have k = iλ. To show the claim, suppose contrary that jλ ≤ ℓ
′ − 1. Then 2ℓ′ + s− ǫ =
2jλ + iλ ≤ 2ℓ
′ + iλ − 2, which implies s ≤ iλ − 2 + ǫ. Therefore, since k ≤ s, we must have
k ≤ iλ − 2 + ǫ < iλ. Hence by Lemma 4.13(2), we obtain that jλ = k < iλ < ℓ
′. Therefore
we have, 2k + iλ = 2ℓ
′ + s− ǫ and hence ǫ = (ℓ′ − iλ) + (ℓ
′ − k) + (s − k) ≥ 2. But this is a
contradiction to the fact that ǫ ≤ 1. Hence the claim.
To show Eλ,A˜ = E
◦
λ,A˜
, let (x, y) ∈ Eλ,A˜. Recall the expression of f(λ, x, y).
f(λ, x, y) = xyλ(λ+ β˜) + (w21 + π
sw22)λy
2 + λ(1 + x2).
Since jλ = ℓ
′, iλ = k and s ≥ k, and by Lemma 4.15, we have xyλ(λ+β˜) = 0 and π
sw22λy
2 = 0.
Therefore, because λ ∈ πℓ−ℓ
′
o2r , we have f(λ, x, y) = λ(1 + x
2) ∈ πℓ−ℓ
′
o2r . We claim that for
any element, v ∈ πℓ−ℓ
′
o2r , we have (v)r−1 = 0. Therefore by definition of ψ, ψ(f(λ, x, y)) = 1
and hence Eλ,A˜ = E
◦
λ,A˜
. Observe that the claim can be easily shown by using the fact that
r − 1 = ℓ− ℓ′ + (2ℓ′ − 1).
(Case 2, s < k) We claim that jλ < ℓ
′ for this case. As if jλ = ℓ
′ then by Lemma 4.13(3)
(along with the fact that iλ < ℓ
′), we must have iλ = k. But then 2jλ+ iλ = 2ℓ
′+ s− ǫ implies
iλ + ǫ = s < k, which is not possible because iλ = k. Hence the claim.
To show Eλ,A˜ = E
◦
λ,A˜
, let (x, y) ∈ Eλ,A˜. Then by Lemma 4.15, we have x = 1+w1y mod (π
⌈ ℓ
2
⌉)
and val(y) ≥ max{ℓ− iλ, ℓ−k, ⌈
ℓ−s
2 ⌉}. Therefore by Lemma 4.13(4), we obtain that iλ+ jλ+
2val(y) ≥ iλ +min{iλ,k} + 2val(y) ≥ r. Similarly
⌈
ℓ
2
⌉+ iλ + jλ + val(y) ≥
ℓ+ (2iλ + 2jλ) + 2val(y)
2
=
ℓ+ (2ℓ′ + s− ǫ+ iλ) + 2val(y)
2
≥
2ℓ′ + ℓ+ (iλ + val(y))
2
≥ ℓ′ + ℓ = r.
Hence π⌈
ℓ
2
⌉yλ(λ+ β˜) = w1y
2λ(λ+ β˜) = 0. This altogether implies
f(λ, x, y) = λ(λ+ β˜)y + πsw22λy
2 + λv2, for some v ∈ or.
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Further since λv2 ∈ πℓ−ℓ
′
o2r , as in the above case, we have (λv
2)r−1 = 0. Hence that of
(f(λ, x, y))r−1 is given by the following.
(f(λ, x, y))r−1 = (λ(λ+ β˜)y)r−1 + (π
sw22λy
2)r−1.
Now by definition of δ we have jλ − s − δ = max{ℓ − iλ, ℓ − k, ⌈(ℓ − s)/2⌉}. Therefore by
Lemma 4.15, y = πjλ−s−δz for some z ∈ or. Then we have
λ(λ+ β˜)y = π2jλ+iλ−s−δu1u2z = π
r−1−δu1u2z.
Similarly, we have the following.
πsw22λy
2 = π2jλ+iλ−s−2δw22u1z
2 = πr−1−2δu1w
2
2z
2.
If δ < 0 then we see that both λ(λ+β˜)y and πsw22λy
2 are zero. Therefore (f(λ, x, y))r−1 = 0
and hence ψ(f(λ, x, y)) = 1. So in this case, we must have Eλ,A˜ = E
◦
λ,A˜
.
Now we assume that δ ≥ 0. Then
(f(λ, x, y))r−1 = (λ(λ+ β)y)r−1 + (π
sw22λy
2)r−1 = (u1u2z)δ + (u1w
2
2z
2)2δ.
Since ξu21u
2
2 = u1w
2
2 mod (π
2δ+1) ((III) of Theorem 4.12), we have ξu21u
2
2z
2 = u1w
2
2z
2 mod (π2δ+1).
Therefore (u1w
2
2z
2)2δ = ξ(u1u2z)
2
δ , and hence
(f(λ, x, y))r−1 = (u1u2z)δ + (u1w
2
2z
2)2δ = (u1u2z)δ + ξ(u1u2z)
2
δ .
But by the definition of ξ, we obtain that (u1u2z)δ+ξ(u1u2z)
2
δ ∈ Ker(ψ). Therefore ψ(f(λ, x, y)) =
ψ((f(λ, x, y))r−1) = 1. Hence Eλ,A˜ = E
◦
λ,A˜
. 
5. Bounds on dimensions of representations of SL2(or)
In this section, we include proofs of Theorem 2.2 and Proposition 2.3. As mentioned before
these play an important role in proving Theorem 1.1.
Proof of Theorem 2.2. For χ ∈ EA˜, let Mχ := {λ ∈ h
ℓ
A | eλ ∈ HA˜(χ)}. Note that Mχ form
an additive subgroup of hℓA such that (π
ℓ) ≤ M. Since χ extends to HA˜(χ), by definition of
EA˜, we have Mχ ⊆ EA˜. Now observe that |HA˜(χ)|/|C
ℓ
S(A˜)| = [Mχ : (π
ℓ)]. So to show the
Theorem 2.2, it is enough to show that [Mχ : (π
ℓ)] ≤ q3.
For the case Char(o) = 0, we have Ro = 4e and therefore from Theorem 4.8, it is easy to
observe that EA˜ ⊆ (π
ℓ−1). Thus Mχ ⊆ (π
ℓ−1) and hence [Mχ : (π
ℓ)] ≤ [(πℓ−1) : (πℓ)] = q.
Therefore the result follows in this case.
For Char(o) = 2, let us consider the following set of valuations.
Val(EA˜ \ (π
ℓ′)) = {val(λ) | λ ∈ EA˜ \ (π
ℓ′)}.
First of all observe that from Theorem 4.12 and Lemma 4.14 (1)-(2), we obtain |Val(EA˜ \
(πℓ
′
))| ≤ 2. Let Val(EA˜ \ (π
ℓ′)) ⊆ {v1, v2} for some v1 < v2 < ℓ
′. Then we must have the
following.
(5.1) EA˜ ∪ (π
ℓ′) ⊆ πv1o×r ∪ π
v2o×r ∪ π
ℓ′or .
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Let M ′χ :=Mχ ∩ (π
ℓ′). Then clearly [M ′χ : (π
ℓ)] ≤ q. Next we pay attention to the elements
of valuation v2 contained in Mχ. We claim that there are at most q− 1 elements of valuation
v2 contained in Mχ modulo M
′
χ because by (5.1) and the fact that Mχ is a group if any two
elements of Mχ are equal modulo (π
v2+1) then these must be equal modulo (πℓ
′
). Therefore
[M ′′χ : M
′
χ] ≤ q, where M
′′
χ is the subgroup of Mχ generated by elements of valuation v2
contained in Mχ and M
′
χ. By smiler argument we will get [Mχ :M
′′
χ ] ≤ q. Therefore we have
[Mχ : (π
ℓ)] = [Mχ :M
′′
χ ]× [M
′′
χ :M
′
χ]× [M
′
χ : (π
ℓ)] ≤ q3.

Now we proceed to prove the Proposition 2.3. For that we need the following result about
hℓ
A˜
and hℓ
′
A˜
, which also will be used in Section 8. The proof of this result is already included
in [7, Lemma 5.6] but we add it here for reader’s convenience.
Lemma 5.1. Let j = ℓ or ℓ′ and r ≥ Ro. Recall h
j
A˜
= {x ∈ or | 2x = 0 mod (π
j), x(x+ β˜) =
0 mod (πj)}. Then the following are true.
(1) For o such that Char(o) = 0, then [hℓ
′
A˜
: hℓ
A˜
] ≤ q and |hj
A˜
| = qr−j+m0 , where m0 :=
min{e, val(β˜)}.
(2) For o such that Char(o) = 2, then [hℓ
′
A˜
: hℓ
A˜
] ≤ q and
|hj
A˜
| =
{
2× qr−j+val(β) , if val(β) < j2
qr−⌈
ℓ′
2
⌉ , if val(β) ≥ j2 .
Proof. First we consider o such that Char(o) = 0. Let r ≥ 4e. Since 2 ∈ πeo×r and ℓ, ℓ
′ ≥ 2e,
from the definition of hj
A˜
we can observe that,
hj
A˜
= (πj−e) ∩ (πj−min{val(β˜),j}) = (πj−m0),
where m0 := min{e, val(β˜), j} = min{e, val(β˜)}. Therefore |h
j
A˜
| = qr−j+m0 and hence [hℓ
′
A˜
:
hℓ
A˜
] ≤ q.
Next we consider the case of o such that Char(o) = 2. Since 2 = 0, by definition of hj
A˜
we
have,
hj
A˜
= {x ∈ or | x(x+ β˜) ∈ (π
j)} = {x ∈ or | val(x) + val(x+ β˜) ≥ j}.
Now it is easy to observe that
hj
A˜
=
{
{0, β˜}+ πj−val(β)or , if val(β) < ⌈
j
2⌉
π⌈
j
2
⌉or , if val(β) ≥ ⌈
j
2⌉,
and hence
|hj
A˜
| =
{
2× qr−j+val(β) , if val(β) < ⌈ j2⌉
qr−⌈
j
2
⌉ , if val(β) ≥ ⌈ j2⌉.
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Note that if val(β) < ⌈ ℓ
′
2 ⌉ then |h
ℓ′
A˜
| = 2 × qℓ+val(β) and |hℓ
A˜
| = 2 × qℓ
′+val(β). Therefore
[hℓ
′
A˜
: hℓ
A˜
] ≤ q. Similarly for val(β) ≥ ⌈ ℓ2⌉, we obtain [h
ℓ′
A˜
: hℓ
A˜
] ≤ q.
For the case ⌈ ℓ
′
2 ⌉ ≤ val(β) < ⌈
ℓ
2⌉, we have |h
ℓ′
A˜
| = qr−⌈
ℓ′
2
⌉ and |hℓ
A˜
| = 2×qℓ
′+val(β). Therefore
[hℓ
′
A˜
: hℓ
A˜
] = (qr−⌈
ℓ′
2
⌉)/(2 × qℓ
′+val(β)) ≤ (qr−⌈
ℓ′
2
⌉)/(2 × qℓ
′+⌈ ℓ
′
2
⌉) = 12 × q
ℓ−2⌈ ℓ
′
2
⌉ ≤ q2 .

We also use the following elementary result about a representation of a finite group.
Lemma 5.2. Let φ be a representation of a finite group G such that φ ∼= φm11 ⊕φ
m2
2 ⊕· · ·⊕φ
mt
t ,
where φi ; 1 ≤ i ≤ t are inequivalent irreducible representations of G. Let d0 and d1 (resp. µ0
and µ1) be the minimum and maximum of {dim(φi) | 1 ≤ i ≤ t} (resp. {mi | 1 ≤ i ≤ t})
respectively. Then,
dim(φ)
µ1d1
≤ t ≤
dim(φ)
µ0d0
.
Now we prove Proposition 2.3 as follows.
Proof of Proposition 2.3. LetA ∈ M2(oℓ′) be cyclic. Let ρ ∈ Irr(SL2(or) | ψ[A]).Then by
Clifford Theory, there exists a representation, φ ∈ Irr(CSL2(or)(ψ[A]) | ψ[A]) such that ρ
∼=
Ind
SL2(or)
CSL2(or)(ψ[A])
φ. Further, again by Clifford Theory, there exists a χ ∈ Irr(CℓS(A˜) | ψ[A])
such that <Ind
CSL2(or)(ψ[A])
Cℓ
S
(A˜)
χ, φ> 6= 0. Note that each representation of Irr(CℓS(A˜) | ψ[A]) has
dimension one. Therefore dim(ρ) ≤ |SL2(or)|
|(Cℓ
S
(A˜))|
.
Next we observe that Ind
CSL2(or)(ψ[A])
Cℓ
S
(A˜)
χ ∼= Ind
CSL2(or)(ψ[A])
Cℓ
S
(A˜)Hℓ
A˜
(Ind
Cℓ
S
(A˜)Hℓ
A˜
Cℓ
S
(A˜)
χ). Hence dim(φ) is
greater than or equal to
min{dim(θ) | θ ∈ Irr(CℓS(A˜)H
ℓ
A˜
) with <θ, Ind
Cℓ
S
(A˜)Hℓ
A˜
Cℓ
S
(A˜)
χ> 6= 0}.
By definition of HA˜(χ) and Clifford Theory, the later is greater than or equal to
|CℓS(A˜)H
ℓ
A˜
|
|H
A˜
(χ)| .
Therefore we have
dim(ρ) ≥
|CℓS(A˜)H
ℓ
A˜
|
|HA˜(χ)|
×
|SL2(or)|
|CSL2(or)(ψ[A])|
.
Now observe that |CℓS(A˜)H
ℓ
A˜
| =
|CℓS(A˜)|×|h
ℓ
A˜
|
|(πℓ)|
and
|CSL2(or)(ψ[A])| =
|CSL2(or)(ψA)| × |h
ℓ′
A˜
|
|(πℓ′)|
.
Thus
dim(ρ) ≥
|CℓS(A˜)|
|HA˜(χ)|
×
|SL2(or)|
|CSL2(or)(ψA)|
×
|hℓ
A˜
|
|hℓ
′
A˜
|
×
|(πℓ
′
)|
|(πℓ)|
≥
1
q5
×
|SL2(or)|
|CSL2(or)(ψA)|
,
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where the last inequality follows from Lemma 5.1 and Theorem 2.2.
Next, we observe that for ρ ∈ Irr(SL2(or) | ψ[A]), by using Frobenius reciprocity formula
and Clifoord Theory, we obtain that
<Ind
SL2(or)
Kℓ
ψ[A], ρ> = <ψ[A], ρ|Kℓ> =
dim(ρ)
|Orbit of ψ[A]|
=
dim(ρ)× |CSL2(or)(ψA)| × |H
ℓ′
A˜
|
|SL2(or)| × qℓ
.
The last equality follows from the fact that |Orbit of ψ[A]| =
|SL2(or)|
|CSL2(or)(ψ[A])|
= |SL2(or)|×|(π
ℓ′)|
|CSL2(or)(ψA)|×|H
ℓ′
A˜
|
.
Therefore, by Lemma 5.2, we have
|Irr(SL2(or) | ψ[A])| ≥
dim(Ind
SL2(or)
Kℓ
ψ[A])
(max{dim(ρ)})2 ×
|CSL2(or)(ψA)|×|H
ℓ′
A˜
|
|SL2(or)|×qℓ
|Irr(SL2(or) | ψ[A])| ≤
dim(Ind
SL2(or)
Kℓ
ψ[A])
(min{dim(ρ)})2 ×
|CSL2(or)(ψA)|×|H
ℓ′
A˜
|
|SL2(or)|×qℓ
.
Hence, from (1) and the fact that dim(Ind
SL2(or)
Kℓ
ψ[A]) =
|SL2(or)|
|Kℓ|
, we obtain the following.
|Irr(SL2(or) | ψ[A])| ≥
|(CℓS(A˜))|
2 × qℓ
|CSL2(or)(ψA)| × |H
ℓ′
A˜
| × |Kℓ|
and |Irr(SL2(or) | ψ[A])| ≤
|CSL2(or)(ψA)| × q
ℓ+10
|Hℓ
′
A˜
| × |Kℓ|
.

Remark 5.3. Let ρ ∈ Irr(SL2(or) | ψ[A]) for cyclic A ∈M2(oℓ′). Note that in case Char(o) =
0, the inequality, dim(ρ) ≤ |SL2(or)|
|(Cℓ
S
(A˜))|
holds for all r ≥ 2.
6. Construction of odd level representations of SL2(o)
In this section, we give a proof of Theorem 2.4 which is equivalent to the construction of
all odd level representations of SL2(o). Throughout this section we assume r = 2ℓ.
Lemma 6.1. Assume Char(o) = 2. Let A ∈M2(oℓ) be cyclic with 2k− s ≥ ℓ. Then for every
λ ∈ EA˜, the element eλ acts trivially on CSL2(o2ℓ)(ψA) modulo K
ℓ.
Proof. We note that modulo Kℓ, every element of CSL2(o2ℓ)(ψA) is of the form X = (xI +
yA˜)(
[
1 + πℓω 0
0 1
]
), where ω is such that det(xI + yA˜) = 1 + πℓω.
Observe that by Lemma 4.3 (2), we have [eλ,X] = I mod (π
ℓ) if and only λy ∈ (πℓ).
Therefore, to prove this lemma, it is enough to show that every λ ∈ EA˜ \ (π
ℓ) satisfies
λy ∈ (πℓ).
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Let λ ∈ EA˜ \ (π
ℓ). Then clearly 2jλ + iλ = 2ℓ + s − 1. Therefore by Lemma 4.14 (3), we
have val(λ) = iλ ≥ Min{k,
2ℓ+s−1
3 }. Therefore, to show λy ∈ (π
ℓ), it is enough to prove that
val(y)+Min{k, 2ℓ+s−13 } > ℓ− 1. We also recall that y is such that g(x, y) = x
2+ β˜xy− α˜y2 =
1 mod (πℓ). By substituting α˜ = w21 + π
sw22, we get,
πsw22y
2 = 1 + x2 + w21y
2 + β˜xy mod (πℓ).
Now observe that the valuation of πsw22y
2 is odd and that of 1 + x2 +w21y
2 is even. So we
must have val(πsw22y
2) ≥ Min{val(β˜xy), ℓ}. Therefore, since val(πsw22y
2) = 2val(y) + s and
Min{val(β˜xy), ℓ} ≥ Min{k + val(y), ℓ}, we obtain 2 val(y) + s ≥ Min{k + val(y), ℓ}. Hence
val(y) ≥ Min{k− s, ⌈ ℓ−s2 ⌉}. So, to show val(y)+Min{k,
2ℓ+s−1
3 } > ℓ− 1, it is enough to show
that (k−s)+k > ℓ−1, (k−s)+ 2ℓ+s−13 > ℓ−1, ⌈
ℓ−s
2 ⌉+k > ℓ−1 and ⌈
ℓ−s
2 ⌉+
2ℓ+s−1
3 > ℓ−1. It
can be easily shown that all of these inequalities follow from our assumption (i.e., 2k− s ≥ ℓ)
and Lemma 4.13(1). Hence the lemma.

Proposition 6.2. Let r = 2ℓ and r ≥ Ro. Then for a cyclic A ∈ M2(oℓ), we have the
following.
(1) The set EA˜ forms an additive subgroup of h
ℓ
A such that [EA˜ : (π
ℓ)] ≤ 4.
(2) Let EA˜ be the subgroup of H
ℓ
A˜
corresponding to EA˜. Then there exists an extension of
ψ[A] to CSL2(o2ℓ)(ψA)EA˜.
(3) Either the group CSL2(o2ℓ)(ψA)EA˜/K
ℓ is abelian or it is a semi-direct product of an
abelian group with a group of order two.
(4) If the group CSL2(o2ℓ)(ψA)EA˜/K
ℓ is non-abelian, then [EA˜ : (π
ℓ)] = 2.
Proof. For Char(o) = 0, by Corollary 4.9, we have EA˜ ⊆ {0, λ}+(π
ℓ) for some λ ∈ Hℓ
A˜
. Hence
the proposition follows from the following lemma.
Lemma 6.3. If EA˜ ⊆ {0, λ} + (π
ℓ) for some λ ∈ hℓ
A˜
, then the Proposition 6.2 follows.
Proof. Let EA˜ ⊆ {0, λ}+(π
ℓ) for some λ ∈ hℓ
A˜
. Then (1) follows from Lemma 4.5, (2) because
of CSL2(o2ℓ)(ψA)EA˜ is either CSL2(o2ℓ)(ψA) or CSL2(o2ℓ)(ψA)<eλ> and, (3) and (4) from the
facts that CSL2(o2ℓ)(ψA)/K
ℓ is abelian and [CSL2(o2ℓ)(ψA)EA˜ : CSL2(o2ℓ)(ψA)] ≤ 2.

For the case Char(o) = 2, we will prove the result for cases, 2k − s < ℓ and 2k − s ≥ ℓ
separately.
(Case 1: 2k − s < ℓ): In this case we claim thatEA˜ ⊆ {0, λ} + (π
ℓ) for some λ ∈ hℓ
A˜
and
hence the proposition follows from Lemma 6.3. If EA˜ = (π
ℓ), then the claim follows vacuously.
So assume EA˜ 6= (π
ℓ). Let λ1, λ2 ∈ EA˜ \ (π
ℓ). To show the claim, it is enough to show λ1 =
λ2 mod (π
ℓ). By Lemma 4.14(4) we have iλ1 = iλ2 = k < ℓ. Therefore jλ1 = jλ2 =
2ℓ+s−1−k
2 ,
because λ1 and λ2 satisfies (II) of Theorem 4.12. So we denote jλ1 and jλ2 by j.
If j = ℓ, then by definition of j, we have λ1 = λ2 = β˜ mod (π
ℓ). So assume j < ℓ. Let
v1, v2 ∈ o
×
2ℓ be such that λ1 = β˜ + π
jv1 and λ2 = β˜ + π
jv2. Since j =
2ℓ+s−1−k
2 , we obtain,
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s = k + 2(j − ℓ) + 1 < k. Therefore by Lemma 4.14(6), we have δ ≥ 0. Hence by (III) of
Theorem 4.12, v1 and v2 must satisfies the following equation.
ξ(u0 + π
j−kvi)v
2
i = w
2
2 mod (π
2δ+1); i = 1, 2.
where u0 ∈ o
×
2ℓ such that β˜ = π
ku0. In particular we have u0v
2
i = w
2
2ξ
−1+πj−kv3i mod (π
2δ+1); i =
1, 2. Therefore wo obtain the following.
u0(v1 + v2)
2 = u0v
2
1 + u0v
2
2 = π
j−k(v31 + v
3
2)(6.1)
= πj−k(v1 + v2)(v
2
1 + v1v2 + v
2
2) mod (π
2δ+1).
Note that val(u0(v1 + v2)
2) = 2val(v1 + v2). If 2val(v1 + v2) < 2δ + 1 then, by comparing
the valuations of both sides of (6.1), we must have val(v1 + v2) ≥ j − k. In such case, since
2j− k = 2ℓ− (2k− s)− 1 ≥ ℓ, therefore πjv1 = π
jv2 mod (π
ℓ). Hence λ1 = λ2 mod (π
ℓ).
Conversely if 2val(v1 + v2) ≥ 2δ + 1 then we have val(v1 + v2) ≥ δ + 1. In such case,
j+ δ + 1 = j+ (j− s− (ℓ− k)) + 1 = 2j− s− ℓ+ k+ 1 = ℓ.
The first equality follows by the definition of δ and Lemma 4.14 (5). Therefore πjv1 =
πjv2 mod (π
ℓ) and hence λ1 = λ2 mod (π
ℓ).
(Case 2: 2k − s ≥ ℓ): Let <EA˜> be the subgroup of H
ℓ
A˜
generated by EA˜. First of all
we claim that each χ ∈ Irr(CSL2(o2ℓ)(ψA) | ψ[A]) extends to CSL2(o2ℓ)(ψA)<EA˜>. Note that
<EA˜> is abelian. Therefore by lemma 4.2, to show the claim, it is enough to show that
χ(eλXe
−1
λ ) = χ(X) for all χ ∈ Irr(CSL2(o2ℓ)(ψA) | ψ[A]), for all X ∈ CSL2(o2ℓ)(ψA) and for all
eλ ∈ EA˜. By Lemma 6.1, for every eλ ∈ EA˜, [eλ,X] ∈ K
ℓ; ∀X ∈ CSL2(o2ℓ)(ψA). Further, by
definition, for each χ ∈ Irr(CSL2(o2ℓ)(ψA) | ψ[A]), we have χ|Kℓ = ψ[A]. This combined with
Proposition 4.4, we obtain that χ([eλ,X]) = ψ[A]([eλ,X]) = 1. Hence the claim follows.
Now from the claim we obtain the following observations.
• The one dimensional representation ψ[A] extends to CSL2(o2ℓ)(ψA)<EA˜> and the quo-
tient, CSL2(o2ℓ)(ψA)<EA˜>/K
ℓ is abelian.
• Every g ∈ <EA˜> is of the form eλ, for some λ ∈ h
ℓ
A˜
. Since ψ[A] extends to CSL2(o2ℓ)(ψA)<g> ⊆
CSL2(o2ℓ)(ψA)<EA˜>, by definition of EA˜, we obtain g ∈ EA˜. Summing up, <EA˜> = EA˜.
Thus Proposition 6.2 follows in this case, except the result that [EA˜ : (π
ℓ)] ≤ 4. Now we
proceed to prove [EA˜ : (π
ℓ)] ≤ 4. For EA˜ = (π
ℓ), it follows trivially. For EA˜ 6= (π
ℓ), we
consider the cases, 2ℓ+ s− 1 ≤ 3k and 2ℓ+ s− 1 > 3k separately.
(Sub case 1: 2ℓ + s − 1 ≤ 3k): Let λ ∈ EA˜ \ (π
ℓ). Then by Lemma 4.14 (1)-(2) we must
have iλ = jλ =
2ℓ+s−1
3 < ℓ and d :=
2ℓ+s−1
3 ≤ k is an integer. Further we claim that s < k
in this case. Therefore by Lemma 4.14 (6), we must have δ ≥ 0. Note that the claim follows
because if s ≥ k then 2ℓ+ s− 1 ≤ 3s and hence s ≥ ℓ. But s ≥ ℓ implies d = 2ℓ+s−13 ≥ ℓ−
1
3
and therefore d ≥ ℓ, which contradict the fact that d < ℓ.
Let u1 ∈ o
×
2ℓ and v ∈ o2ℓ be such that λ = π
du1 and β˜ = π
kv. Then by (III) of Theo-
rem 4.12, u1 must satisfy the following equation.
(6.2) T (u1) := ξu1(u1 + π
k−dv)2 + w22 = 0 mod (π
2δ+1).
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Now observe that T (u1) = ξu
3
1 + ξπ
2(k−d)u1v
2 + w22. Since a third degree polynomial over
a field has at most three distinct solutions, there are at most three possible values for u1
modulo (π) such that T (u1) = 0 mod (π). Note that T
′(u1) = 3ξu
2
1 + ξπ
2(k−d)v2. We claim
that T ′(u1) 6= 0 mod (π). Clearly for k > d, the claim follows trivially. Since jλ = d < ℓ,
by definition of jλ, we must have jλ = val(λ + β˜). Therefore for k = d, we must have
u1 + v 6= 0 mod (π) and hence T
′(u1) = ξ(u1 + v)
2 6= 0 mod (π). Thus the claim follows for
all cases. Therefore by Hensel’s lemma we obtain that there are at most three possible values
for u1 such that T (u1) = 0 mod (π
2δ+1). This altogether gives that EA˜ \ (π
ℓ) contains at most
three distinct elements modulo (πd+2δ+1). Now by definition of δ and Lemma 4.14 (5), we
have δ = d− s− ⌈(ℓ− s)/2⌉ and hence
d+ 2δ + 1 = 2ℓ− s− 2⌈(ℓ− s)/2⌉ =
{
ℓ , for ℓ odd
ℓ− 1 , for ℓ even.
Therefore for odd ℓ we obtain [EA˜ : (π
ℓ)] ≤ 4. For even ℓ, we obtain [EA˜ : (π
ℓ)] ≤ 4, by using
the facts that λ ∈ o2r mod (π
ℓ) ((I) of Theorem 4.12) and ℓ− 1 is odd.
(Sub case 2: 2ℓ+ s− 1 > 3k): For λ ∈ EA˜ \ (π
ℓ), by Lemma 4.14 (2), we have iλ is either
k or 2ℓ+ s− 1− 2k. Let d′ := 2ℓ+ s− 1− 2k. Note that k < d′ < ℓ. Now we will show that
there exists a unique λ ∈ EA˜ \ (π
ℓ) modulo (πℓ) with iλ = d
′. For that let λ ∈ EA˜ \ (π
ℓ) be
such that λ = πd
′
u1 for some u1 ∈ o
×
2ℓ. Since k < d
′ = iλ, by Lemma 4.13(2), we must have
jλ = k.
Next we observe that 2ℓ+ s−1 > 3k and 2k− s ≥ ℓ together imply k < 2ℓ+ s−1−2k < ℓ.
Also from those inequalities we obtain, s ≤ 2k − ℓ < k. Therefore by Lemma 4.14 (6), we
must have δ ≥ 0.
Then by (III) of Theorem 4.12, u1 must satisfies the following equation.
(6.3) T (u1) := ξu1(v + π
d′−ku1)
2 + w22 = 0 mod (π
2δ+1),
where v ∈ o×2ℓ such that β˜ = π
kv. Now observe that u1 = (v
−1w2)
2 mod (π) and T ′(u1) =
ξv2 6= 0 mod (π). Therefore by Hensel’s lemma, we obtain that u1 is unique modulo (π
2δ+1).
Now by using Lemma 4.14 (5), we can show that
d′ + 2δ + 1 = 2ℓ− s− 2⌈(ℓ− s)/2⌉ =
{
ℓ , for ℓ odd
ℓ− 1 , for ℓ even.
Therefore by using the same arguments used in the above case, we can conclude that λ = πd
′
u1
is unique modulo (πℓ).
To show the existence of such λ ∈ EA˜\(π
ℓ), let u∗ be the unique element in o
×
2ℓ (by Hensel’s
lemma) such that T (u∗) = 0 mod (π
2ℓ). It is easy to show that λ := πd
′
u∗ satisfies (I), (II)
and (III) of Theorem 4.12. Hence πd
′
u∗ ∈ EA˜ \ (π
ℓ).
Let λ∗ ∈ EA˜ be a fixed element in EA˜ with val(λ∗) = d
′. For λ1, λ2 ∈ EA˜ such that
iλ1 = iλ2 = k, by Lemma 4.14 (2), we have jλ1 = jλ2 > k. Therefore λ1 = λ2 = β˜ mod (π
k+1).
Hence λ1 + λ2 = 0 mod (π
k+1), that is, val(λ1 + λ2) ≥ k + 1. But we know that EA˜ forms
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an additive group and for λ ∈ EA˜ \ (π
ℓ), val(λ) is either k or d′. Therefore we must have
λ1 + λ2 ∈ {0, λ∗} mod (π
ℓ). So we can conclude that [EA˜ : (π
ℓ)] ≤ 4.

Lemma 6.4. For every ρ ∈ Irr(CSL2(o2ℓ)(ψA)EA˜ | ψ[A]), the representation Ind
SL2(o2ℓ)
CSL2(o2ℓ)(ψA)EA˜
(ρ)
is irreducible.
Proof. Note that CSL2(o2ℓ)(ψA)EA˜ is a normal subgroup of CSL2(o2ℓ)(ψ[A]), because CSL2(o2ℓ)(ψA)
is normal in CSL2(o2ℓ)(ψ[A]) and the corresponding quotient group is abelian. We claim that the
induced representation Ind
CSL2(o2ℓ)(ψ[A])
CSL2(o2ℓ)(ψA)EA˜
(ρ) is irreducible, for every ρ ∈ Irr(CSL2(o2ℓ)(ψA)EA˜ |
ψ[A]). By Clifford theory, the result follows, from the claim.
Now we proceed to show the claim. First, we consider the case, when ρ is one dimensional.
From Lemma 2.1, we have CSL2(o2ℓ)(ψ[A]) = CSL2(o2ℓ)(ψA)H
ℓ
A˜
. Therefore CCSL2(o2ℓ)(ψ[A])
(ρ) =
CSL2(o2ℓ)(ψA)N for some subgroup, N of H
ℓ
A˜
. Since N is abelian and stabilizes ρ, by Lemma 4.2,
ρ extends to CCSL2(o2ℓ)(ψ[A])
(ρ). Therefore by definition of EA˜, we must have CCSL2(o2ℓ)(ψ[A])
(ρ) =
CSL2(o2ℓ)(ψA)EA˜. Hence by Clifford theory, the induced representation Ind
CSL2(o2ℓ)(ψ[A])
CSL2(o2ℓ)(ψA)EA˜
(ρ) is
irreducible.
Last we consider the case, when ρ is not a one dimensional representation. Then clearly
the group CSL2(o2ℓ)(ψA)EA˜/K
ℓ is non-abelian and hence from Proposition 6.2 (4) we have
[EA˜ : (π
ℓ)] = 2. So let EA˜ = {0, λ0}+(π
ℓ), for some λ0 ∈ h
ℓ
A˜
\ (πℓ). Let φ ∈ Irr(CSL2(o2ℓ)(ψA) |
ψ[A]) be such that <φ, ρ |CSL2(o2ℓ)(ψA)
> 6= 0. Note that since ρ is not a one dimensional rep-
resentation and |CSL2(o2ℓ)(ψA)EA˜/CSL2(o2ℓ)(ψA)| = 2, we must have ρ = Ind
CSL2(o2ℓ)(ψA)EA˜
CSL2(o2ℓ)(ψA)
(φ).
Therefore eλ0 /∈ CCSL2(o2ℓ)(ψ[A])
(φ). Since φ extends to CCSL2(o2ℓ)(ψ[A])
(φ), by definition of EA˜,
we must have CCSL2(o2ℓ)(ψ[A])
(φ) ⊆ CSL2(o2ℓ)(ψA)EA˜. Hence CCSL2(o2ℓ)(ψ[A])
(φ) = CSL2(o2ℓ)(ψA).
Thus by Clifford theory, the induced representation Ind
CSL2(o2ℓ)(ψ[A])
CSL2(o2ℓ)(ψA)
(φ) ∼= Ind
CSL2(o2ℓ)(ψ[A])
CSL2(o2ℓ)(ψA)EA˜
(ρ)
is irreducible.

Proof of Theorem 2.4. Let MA = CSL2(o2ℓ)(ψA)EA˜.
Note that by Proposition 6.2,MA satisfies (1) and (4) of Theorem 2.4. Therefore by Clifford
Theory, MA must satisfy (5) of Theorem 2.4. Note that (2) and (3) of Theorem 2.4 follows
from Lemma 6.4 and Frobenius reciprocity.
Now we prove (6) of Theorem 2.4. Note that from (2) and (3) of Theorem 2.4 we have the
following.
Irr(SL2(o2ℓ) | ψ[A]) = {Ind
SL2(o2ℓ)
MA
(ρ) | ρ ∈ Irr(MA | ψ[A])}.
Therefore to show (6) of Theorem 2.4, it is enough to show that, for ρ1, ρ2 ∈ Irr(MA | ψ[A]),
Ind
SL2(o2ℓ)
MA
(ρ1) ∼= Ind
SL2(o2ℓ)
MA
(ρ2) if and only if ρ1 = ρ
g
2 for some g ∈ CSL2(o2ℓ)(ψ[A]). For that let
ρ1, ρ2 ∈ Irr(MA | ψ[A]). Observe that both Ind
CSL2(o2ℓ)(ψ[A])
MA
(ρ1) and Ind
CSL2(o2ℓ)(ψ[A])
MA
(ρ2) are in
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Irr(CSL2(o2ℓ)(ψ[A]) | ψ[A]). Therefore by Clifford theory, we have the following. Ind
SL2(o2ℓ)
MA
(ρ1) ∼=
Ind
CSL2(o2ℓ)(ψ[A])
MA
(ρ2) if and only if Ind
CSL2(o2ℓ)(ψ[A])
MA
(ρ1) ∼= Ind
CSL2(o2ℓ)(ψ[A])
MA
(ρ2). Further observe
that the later if and only if ρ1 = ρ
g
2 for some g ∈ CSL2(o2ℓ)(ψ[A]).
Next we will show the uniqueness of MA. Let M′A be a normal subgroup of CSL2(o2ℓ)(ψ[A])
satisfying the conditions as given in Theorem 2.4. Then Theorem 2.4(1) together with the
definition of EA˜ implies that M
′
A ⊆ MA = CSL2(o2ℓ)(ψA)EA˜. Let ρ be an extension of ψ[A] to
MA. Then by (2) of Theorem 2.4 we have the following.
θ := Ind
SL2(o2ℓ)
MA
(ρ) ∈ Irr(SL2(o2ℓ) | ψ[A]).
Now since M′A satisfies (3) of Theorem 2.4, there exists ρ
′ ∈ Irr(M′A | ψ[A]) such that θ
∼=
Ind
SL2(o2ℓ)
M′
A
(ρ′). Now by comparing dimensions in both sides, we have the following.
|SL2(o2ℓ)|/|MA| = dim(θ) = dim(Ind
SL2(o2ℓ)
M′
A
(ρ′)) ≥ |SL2(o2ℓ|/|M
′
A|.
Thus |M′A| ≥ |MA|. Since M
′
A ⊆MA, we must have M
′
A =MA.

Remark 6.5. It is to be noted from the above proof that MA = CSL2(o2ℓ)(ψA)EA˜ is the
normal subgroup which works in Theorem 2.4. We will use this fact in Section 9.
7. Group algebra of SL2(or)
In this section we give a proof of Theorem 1.2. For this we first collect few explicit results
regarding the centralizer of cyclic matrices and orbit representatives of ψ[A].
For the case when A¯ is cyclic, the following lemma is easy and well known in literature.
Lemma 7.1. Let A ∈M2(om) such that A¯ is cyclic. Then we have the following.
|CGL2(om)(A)| =

(q2 − 1)q2m−2 , for A¯ irreducible
(q − 1)2q2m−2 , for A¯ split semisimple
(q2 − q)q2m−2 , for A¯ split,non − semisimple.
Lemma 7.2. Let A ∈ M2(oℓ) be a cyclic matrix. Any ρ ∈ Irr(SL2(o2ℓ) | ψ[A]) satisfies the
following.
(1) dim(ρ) ≤ (q + 1)q2ℓ−1.
(2) Further dim(ρ) = (q + 1)q2ℓ−1 implies A¯ is split semisimple.
Proof. From Proposition 2.3 and Remark 5.3, we have dim(ρ) ≤ |SL2(o2ℓ)|
|(Cℓ
S
(A˜))|
. Note that by
definition of CℓS(A˜), we have the following equality.
(7.1) |(CℓS(A˜))| = |CSL2(oℓ)(A)| × |K
ℓ| =
|CGL2(oℓ)(A)|
|det(CGL2(oℓ)(A))|
× q3ℓ.
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Therefore we obtain the following.
dim(ρ) ≤
|SL2(o2ℓ)| × |det(CGL2(oℓ)(A))|
|CGL2(oℓ)(A)| × q
3ℓ
≤
(q2 − 1)(q − 1)q4ℓ−3
|CGL2(oℓ)(A)|
.
The last inequality follows from the facts, |SL2(o2ℓ)| = (q
2− 1)q6ℓ−2 and |det(CGL2(oℓ)(A))| ≤
|o×ℓ | = (q − 1)q
ℓ−1. Now the results follow from Lemma 7.1.

Lemma 7.3. For ℓ > e, consider A =
[
0 0
1 1 + π
]
∈ M2(oℓ). Then every ρ ∈ Irr(SL2(o2ℓ) |
ψ[A]) has dimension (q + 1)q
2ℓ−1.
Proof. First of all note that A =
[
0 0
1 1 + π
]
is split semisimple. Let ρ ∈ Irr(SL2(o2ℓ) | ψ[A]).
We claim that ρ ∼= Ind
SL2(o2ℓ)
CSL2(o2ℓ)(ψA)
(φ) for some φ ∈ Irr(CSL2(o2ℓ)(ψA) | ψ[A]). Since A =[
0 0
1 1 + π
]
, by definition of hℓ
A˜
, we have the following.
hℓ
A˜
=
{
(πℓ) , for Char(o) = 0
{0, 1 + π}+ (πℓ) , for Char(o) = 2.
Therefore in case, Char(o) = 0, clearly CSL2(o2ℓ)(ψ[A]) = CSL2(o2ℓ)(ψA). Hence the claim
follows from Clifford theory.
So assume Char(o) = 2. Therefore by Theorem 2.4(3) and Remark 6.5, it is enough to show
that CSL2(o2ℓ)(ψA)EA˜ = CSL2(o2ℓ)(ψA), that is, enough to show that EA˜ = (π
ℓ). Note that
1+ π+πℓz /∈ o22ℓ modulo (π
ℓ), for all z ∈ o2ℓ. Therefore by Theorem 4.12 and Lemma 4.5, we
must have EA˜ = (π
ℓ).
Now we proceed to complete the proof. Since φ is one dimensional, so dim(ρ) = |SL2(o2ℓ)||CSL2(o2ℓ)(ψA)|
.
Observe that from Lemmas 3.9 and 7.1 we have |det(CGL2(oℓ)(A))| = |o
×
ℓ | = (q − 1)q
ℓ−1 and
|CGL2(oℓ)(A)| = (q − 1)
2q2ℓ−2 respectively. Therefore by (7.1) we obtain |CSL2(o2ℓ)(ψA)| =
(q − 1)q4ℓ−1. Hence dim(ρ) = (q + 1)q2ℓ−1. 
Proposition 7.4. Assume Char(o) = 0. Let ℓ > e and A ∈ M2(oℓ) be a cyclic matrix. The
following are true.
(1) Any ρ ∈ Irr(SL2(o2ℓ) | ψ[A]) satisfies dim(ρ) = (q + 1)q
2ℓ−1 if and only if A¯ is split-
semisimple.
(2) The group SL2(o2ℓ) has
(q−1)2q2ℓ−2
2 many inequivalent primitive irreducible represen-
tations of dimension (q + 1)q2ℓ−1.
Proof. For (1), the forward implication follows by Lemma 7.2 (2). For the converse, let
A ∈ M2(oℓ) be such that A¯ is split-semisimple. Note that without loss of generality we can
take A =
[
0 a−1α
a β
]
. Since A¯ is split-semisimple, β = trace(A) is invertible. Therefore by
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definition of hℓ
A˜
along with our assumption ℓ > e, we have hℓ
A˜
= (πℓ). Hence CSL2(o2ℓ)(ψ[A]) =
CSL2(o2ℓ)(ψA). Therefore for ρ ∈ Irr(SL2(o2ℓ) | ψ[A]), by Clifford theory there exists φ ∈
Irr(CSL2(o2ℓ)(ψA) | ψ[A]) such that ρ
∼= Ind
SL2(o2ℓ)
CSL2(o2ℓ)(ψA)
(φ). Since φ is one dimensional, dim(ρ) =
|SL2(o2ℓ)|
|CSL2(o2ℓ)(ψA)|
= (q + 1)q2ℓ−1. The last equality follows from Lemmas 3.9 and 7.1.
Next, for (2) we note that from Lemma 3.10, the number of orbits of ψ[A] with A¯ is split-
semisimple is (q−1)(q
ℓ−1)
2 .Therefore from (1), it is enough to show that for A ∈M2(oℓ) with A¯
is split-semisimple, |Irr(SL2(o2ℓ) | ψ[A])| = (q − 1)q
ℓ−1. Let A =
[
0 a−1α
a β
]
∈M2(oℓ) be such
that A¯ is split-semisimple. Note that we have CSL2(o2ℓ)(ψ[A]) = CSL2(o2ℓ)(ψA). Now the result
follows as below by Clifford theory.
|Irr(SL2(o2ℓ) | ψ[A])| = |Irr(CSL2(o2ℓ)(ψA) | ψ[A])| = |CSL2(oℓ)(A)| = (q − 1)q
ℓ−1.

Lemma 7.5. Assume Char(o) = 2. Let ℓ ≥ 2 and A =
[
0 a−1α
a β
]
∈ M2(oℓ) be such that
β ∈ (o×ℓ )
2. Then there exists χ ∈ EA˜ such that HA˜(χ) 6= CSL2(o2ℓ)(ψA).
Proof. From the definition of hℓ
A˜
we obtain that hℓ
A˜
= {0, β˜}+(πℓ). By using Lemma 4.5 and
Theorem 4.12, it is easy to show that EA˜ = {0, β˜} + (π
ℓ). Therefore by Theorem 2.4 and
Remark 6.5, there exists an extension, φ of ψ[A] to CSL2(o2ℓ)(ψA)EA˜. Now the result follows
because χ := φ|CSL2(o2ℓ)(ψA)
∈ EA˜ and HA˜(χ) = CSL2(o2ℓ)(ψA)EA˜ 6= CSL2(o2ℓ)(ψA). 
Lemma 7.6. Any irreducible representation of SL2(o2ℓ−1) has dimension strictly less than
(q + 1)q2ℓ−2.
Proof. A proof of this follows from [20, Theorem 1.4]. 
For a finite group G, the representation zeta polynomial of G is given by the following.
PG(X) =
∑
ρ∈Irr(G)
Xdim(ρ).
It is easy to see that for finite groups G1 and G2 the group algebras C[G1] and C[G2] are
isomorphic if and only if PG1(X) = PG2(X). Therefore, to prove Theorem 1.2, we prove the
following result.
Theorem 7.7. Let o and o′ be compact discrete valuation rings such that o/p ∼= o′/p′, 2 | |o/p|,
Char(o) = 0 with ramification index e, and Char(o′) = 2. Then for any ℓ > e, we have:
PSL2(o2ℓ)(X) 6= PSL2(o′2ℓ)(X).
Proof. Consider the set of cyclic irreducible representations of SL2(o2ℓ), that is the one that lie
above ψ[A] for a cyclic A. Recall from Section 2, this is exactly the set of primitive irreducible
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representations, denoted by Irrpr(SL2(o2ℓ)), of SL2(o2ℓ). The “restricted” zeta polynomial
corresponding to the cyclic representations of SL2(o2ℓ) is defined as below.
P
pr
SL2(o2ℓ)
(X) =
∑
ρ∈Irrpr(SL2(o2ℓ))
Xdim(ρ).
We note that in case A is not cyclic, then ψ[A] is in fact a trivial one dimensional representation
of K2ℓ−1. Therefore we obtain the following expression for zeta polynomial of SL2(o2ℓ).
PSL2(o2ℓ)(X) = P
pr
SL2(o2ℓ)
(X) + PSL2(o2ℓ−1)(X).
Combining Lemma 7.2 and 7.3, we obtain both PprSL2(o2ℓ)(X) and P
pr
SL2(o′2ℓ)
(X) are polynomi-
als of degree (q + 1)q2ℓ−1. Therefore by Lemma 7.6, to prove PSL2(o2ℓ)(X) 6= PSL2(o′2ℓ)(X),
it is enough to show that the leading coefficients of PprSL2(o2ℓ)(X) and P
pr
SL2(o′2ℓ)
(X) are not
equal. Without loss of generality, assume that Char(o) = 0 and Char(o′) = 2. Then by
Proposition 7.4, PprSL2(o2ℓ)(X) is a polynomial of degree (q + 1)q
2ℓ−1 with leading coefficient
(q−1)2q2ℓ−2
2 . We prove that the leading coefficient of corresponding P
pr
SL2(o′2ℓ)
(X) is strictly less
than (q−1)
2q2ℓ−2
2 .
We focus our attention on representations ρ ∈ Irr(SL2(o
′
2ℓ)) such that ρ lies above ψ[A] and A¯
is split-semisimple. By Lemma 7.2, these are the only representations that contribute, if at all,
non-trivially to the leading coefficient of the zeta polynomial. Let A =
[
0 a−1α
a β
]
∈ M2(o
′
ℓ)
such that A¯ is split semisimple, so in particular β is invertible. By Lemma 2.1, we have
CSL2(o′2ℓ)(ψ[A]) = CSL2(o
′
2ℓ)
(ψA){I,
[
1 a˜−1β˜
0 1
]
}.
If ρ is an irreducible representation of SL2(o2ℓ) lying above ψ[A] such that dim(ρ) = (q+1)q
2ℓ−1,
then ρ = Ind
SL2(o′2ℓ)
CSL2(o′2ℓ)
(ψA)
χ for some χ ∈ EA˜. For ψ[A] ∈ Σ
ss
o′ , we have nA =
|{χ∈E
A˜
| H
A˜
(χ)=CSL2(o′2ℓ)
(ψA)}|
2
many irreducible subrepresentations of Irr(SL2(o
′
2ℓ) | ψ[A]) are of dimension (q+1)q
2ℓ−1. There-
fore the leading coefficient of PSL2(o′2ℓ)(X) is equal to
∑
ψ[A]∈Σ
ss
o′
nA. For every ψ[A] ∈ Σ
ss
o′ , we have
the following
nA ≤
|EA|
2
=
|CSL2(oℓ)(A)|
2
=
(q − 1)qℓ−1
2
.
Further by Lemma 7.5 the inequality nA ≤
|EA|
2 is strict for any A ∈ Σ
ss
o′ such that
trace(A) ∈ ((o′2ℓ)
×)2. The existence of such a split-semisimple A is easy to see. Combin-
ing this with Lemma 3.10, we obtain that the leading coefficient of PSL2(o′2ℓ)(X) is strictly less
than (q−1)
2q2ℓ−2
2 . This completes the proof of the theorem.

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8. Representation growth of SL2(o)
In this section, we prove Theorem 1.1. Recall that representation zeta function ζSL2(o)(s)
of SL2(o) is defined as below.
ζSL2(o)(s) =
∑
ρ∈Irr(SL2(o))
1
dim(ρ)s
.
For r ≥ 2, let Irrpr(SL2(or)) be the set of primitive, i.e. of level r−1, irreducible representations
of SL2(or). Let ζSr(s) =
∑
ρ∈Irrpr(SL2(or))
1
dim(ρ)s . Then we have the following.
ζSL2(o)(s) =
∞∑
r=1
ζSr(s).
For r = 1, we known ζSr(s) very well. So we will focus on the case r ≥ 2. We partition the
set Irrpr(SL2(or)) into three subsets as follows.
For any A =
[
0 a−1α
a β
]
∈ M2(oℓ′). we say A is of Type(SS), Type(IR) or Type(SNS),
depending on the condition satisfied by X2 + βX + α.
TypeSS: Polynomial X2+βX+α splits and has distinct roots modulo π(Split, Semisimple).
TypeIR: Polynomial X2 + βX + α is an irreducible polynomial modulo π (Irreducible).
TypeSNS: Polynomial X2 + βX + α splits and has only one solution modulo π(Split, Non-
semisimple).
Note that Polynomial X2 + βX + α splits and has only one solution modulo π if and only
if β = 0 mod (π). We define ζSSSr (s), ζ
IR
Sr
(s) and ζSNSSr (s) to be the corresponding zeta function
of primitive irreducible representations of SL2(or) of each type. Collecting this altogether, we
have
ζSL2(o)(s) = ζSL2(o1)(s) +
∞∑
r=2
(ζSSSr (s) + ζ
IR
Sr (s) + ζ
SNS
Sr (s)).
For A =
[
0 a−1α
a β
]
∈M2(oℓ′). Let β˜ ∈ or be a lift of β. In case, Char(o) = 2, recall s and
k are defined as follows (see Section 4.2).
k = min{val(β˜), ℓ′}.
s =
{
2⌊k/2⌋ + 1 , if α = v2 mod (πk)
m , if α = v21 + π
mv22 mod (π
k) for odd m < k and v2 ∈ o
×
ℓ′ .
For Char(o) = 0, the following is useful for us.
Lemma 8.1. Assume Char(o) = 0. Then for j ≥ 1, |{x2 | x ∈ o×j }| ≍ |oj | = q
j.
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Proof. We prove the result by showing 1 + π2e+1oj ⊆ {x
2 | x ∈ o×j }. Since 2 ∈ π
eo×j , there
exists w ∈ o×j such that 2 = πw. Note that for x ∈ oj, by Hensel’s lemma there exists y ∈ oj
such that y + w−1y2 = πw−1x. Now the result follows from the following equality.
1 + π2e+1x = 1 + 2πe(y + w−1y2) = 1 + 2πey + (πey)2 = (1 + πey)2.

The next three Lemmas, whose proofs are non-trivial and have already appeared in [7],
are very useful for us. For the reader’s convenience, we are writing these results only in our
notations. To make a connection of these results with that of [7], we would like to point out
that for A =
[
0 a−1α
a β
]
∈ M2(oℓ′), w(A) = k and odd depth of A = ⌊
s
2⌋, where w(A) and
odd depth of A are as defined in [7], we include a proof of this in Appendix A as it is used
while writing statements of Lemmas 8.2, 8.3 and 8.4 (in our notations) but are not otherwise
related to the contents of this article.
Lemma 8.2. [7, Lemma 4.21]. Assume Char(o) = 2. Let j ≥ 1 and A =
[
0 a−1α
a β
]
∈
M2(oj) be of Type(SNS). Then |CSL2(oj )(A)| = c× q
j+⌊ s
2
⌋, for some c ∈ {1, 2, 3}.
Lemma 8.3. [7, Lemma 4.20]. Assume Char(o) = 2. Let ΣSNSo (G) be the set of equivalent
classes of {ψ[A] ∈ K̂ℓ | A is of Type(SNS)} under the conjugation action of GL2(or). Let
BG(k, s) be the number of equivalence classes in Σ
SNS
o (G) with the parameters k and s. Then
BG(k, s) =

2(q − 1)q−1D(s) , when 1 ≤ k < ℓ
′
2
(q − 1)q⌊
ℓ′
2
⌋−k−1D(s) , when ℓ
′
2 ≤ k < ℓ
′
q−⌊
ℓ′
2
⌋D(s) , when k = ℓ′,
where D(s) :=
{
(q − 1)qℓ
′−⌊ s
2
⌋−1 , if s < k
qℓ
′−⌊k
2
⌋ , if s ≥ k.
Lemma 8.4. [7, Lemma 5.3]. Assume Char(o) = 2. Let ΣSNSo be the set of orbits of ψ[A] ∈ K̂
ℓ
such that A is of Type (SNS). Let B(k, s) be the number of orbits in ΣSNSo with the parameters
k and s. Then B(k, s) ≍ q⌊
s
2
⌋ ×BG(k, s).
To describe the corresponding zeta functions, in next few lemmas we asymptotically enu-
merate the number of inequivalent irreducible representations and their dimensions for each
type.
Lemma 8.5. For any j ≥ 1 and cyclic A =
[
0 a−1α
a β
]
∈M2(oj), the following is true.
(8.1) |CSL2(oj)(A)| =
{
(q − 1)qj−1 , for A ∈ Type(SS)
(q + 1)qj−1 , for A ∈ Type(IR).
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For A ∈ Type(SNS), we have
(8.2) |CSL2(oj)(A)| ≍
{
qj , for Char(o) = 0
qj+⌊
s
2
⌋ , for Char(o) = 2.
Proof. For Type(SS) and Type(IR), the result follows from Lemma 7.1 and Lemma 3.9. For
Type(SNS) with Char(o) = 0, Lemmas 7.1 and 8.1 together with the fact that {x2 | x ∈
o×ℓ′} ⊆ det(CGL2(oℓ′ )(A) will give the result. Now for Type(SNS) with Char(o) = 2, the result
is by Lemma 8.2. 
Lemma 8.6. Let r ≥ Ro. Let Σ
SNS
o be the set of orbits of ψ[A] ∈ K̂
ℓ such that A is of Type
(SNS). Then the following are true.
(1) For Char(o) = 0, the set ΣSNSo satisfies |Σ
SNS
o | ≍ q
r
2 .
(2) For Char(o) = 2, let B(k, s) be the number of orbits in ΣSNSo with the parameters k
and s. Then
B(k, s) ≍

q
r
2 , for 1 ≤ k < ℓ
′
2
q
3r
4
−k , for ℓ
′
2 ≤ k < ℓ
′
q
r
4 , for k = ℓ′.
Proof. Let Char(o) = 0 and r ≥ 4e. For any α, β ∈ oℓ′ , observe that {x
2 | x ∈ o×ℓ′} ⊆
{x2+βxy−αy2 | x, y ∈ oℓ,}∩ o
×
ℓ′ ⊆ oℓ′ . Hence by Lemma 8.1, we must have {x
2+βxy−αy2 |
x, y ∈ oℓ,} ∩ o
×
ℓ′ ≍ q
ℓ′ . Therefore from section 3.1.2 we obtain the following.
|ΣSNSo | ≍
|o×ℓ′ |
qℓ′
×
∑
β∈πoℓ′/π
eoℓ′
|oℓ′/(π
ℓ′−eβoℓ′)|
≍ 1×
e∑
i=1
(qℓ
′−e+i × q)
= qℓ
′−e+1 ×
qe+1 − q
q − 1
.
Hence |ΣSNSo | ≍ q
ℓ′ ≍ q
r
2 .
For Char(o) = 2, let B(k, s) be the number of orbits in ΣSNSo with the parameters k and s.
Then by Lemmas 8.3 and 8.4, we have the following.
B(k, s) × |det(CGL2(oℓ′ )(A))| ≍

qr−⌊
s
2
⌋ , for 1 ≤ k < ℓ
′
2
q
5r
4
−k−⌊ s
2
⌋ , for ℓ
′
2 ≤ k < ℓ
′
q
3r
4
−⌊ s
2
⌋ , for k = ℓ′.
Therefore the result follows if and only if |det(CGL2(oℓ′ )(A))| ≍ q
r
2
−⌊ s
2
⌋. But the later follows
from Lemmas 7.1 and 8.5, along with the fact that |det(CGL2(oℓ′ )(A))| =
|CGL2(oℓ′ )
(A)|
|CSL2(oℓ′ )
(A)| .

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For cyclic A ∈ M2(oℓ′), define nA = |Irr(SL2(or) | ψ[A])|. Next lemma asymptotically
describes nA and dimensions of each ρ ∈ Irr(SL2(or) | ψ[A]).
Lemma 8.7. Assume r ≥ Ro.
Then for cyclic A ∈ M2(oℓ′), we have nA ≍
|CSL2(oℓ)(A)|×q
ℓ
|hℓ
′
A˜
|
. Further for Φ ∈ Irr(SL2(or) |
ψ[A]) we have dim(Φ) ≍
|SL2(or)|
|CSL2(oℓ)(A)|×q
3ℓ .
Proof. The result follows from Proposition 2.3 along with the following facts.
(1) 1q5 ×
|SL2(or)|
|CSL2(or)(ψA)|
≍ |SL2(or)|
|(Cℓ
S
(A˜))|
≍ |SL2(or)|
|CSL2(oℓ)(A)|×q
3ℓ .
(2)
|(CℓS(A˜))|
2×qℓ
|CSL2(or)(ψA)|×|H
ℓ′
A˜
|×|Kℓ|
≍
|CSL2(or)(ψA)|×q
ℓ+10
|Hℓ
′
A˜
|×|Kℓ|
≍
|CSL2(oℓ)(A)|×q
ℓ
|hℓ
′
A˜
|
.

Lemma 8.8. Assume Char(o) = 2. Then for cyclic A ∈M2(oℓ′), we have
|hℓ
′
A˜
| ≍
{
q
r
2
+k , if k < ℓ
′
2
q
3r
4 , if k ≥ ℓ
′
2 .
Proof. The result follows from Lemma 5.1. 
The above results combined with Lemma 3.10 give us the following information about
primitive irreducible representations of SL2(or), where we assume r ≥ Ro.
Char(o) Type dimension ≍ nA ≍ #Orbits ≍ nA ×#Orbits ≍
0, 2 (SS) or (IR) qr q
r
2 q
r
2 qr
0 (SNS) qr q
r
2 q
r
2 qr
2 (SNS) qr−⌊
s
2
⌋ q
r+⌊ s2 ⌋
|hℓ
′
A˜
|
B(k, s) qr−k+⌊
s
2
⌋
Thus for o with r ≥ Ro, we obtain the following.
(8.3) ζSSSr (s) + ζ
IR
Sr (s) ≍ q
r(1−s).
Since
∑∞
r=Ro
qr(1−s) diverges for s ≤ 1, now onwards we assume s > 1.
Further for Char(o) = 0, observe that ζSNSSr (s) ≍ q
r(1−s). By clubbing with (8.3), the
following is true.
(ζSSSr (s) + ζ
IR
Sr (s) + ζ
SNS
Sr (s)) ≍ 2q
r(1−s) ≍ qr(1−s).
Hence the abscissa of convergence of ζSL2(o)(s) for this case is 1.
Now we consider the case Char(o) = 2. We denote ⌊ s2⌋ by δ. Then we have the following
expression.
ζSNSSr (s) ≍
ℓ′∑
k=1
⌊k
2
⌋∑
δ=0
qr−k+δ−s(r−δ) = qr−sr
ℓ′∑
k=1
⌊k
2
⌋∑
δ=0
qδ(1+s)−k.
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Note that for s > 1, and so s 6= 1, we have the following.
⌊k
2
⌋∑
δ=0
qδ(1+s) =
q(1+s)(⌊
k
2
⌋+1) − 1
q1+s − 1
≍ q(1+s)(⌊
k
2
⌋+1) − 1 ≍ q
(1+s)k
2 .
Therefore,
ζSNSSr (s) ≍ q
r−sr
ℓ′∑
k=1
q
(s−1)k
2 .
Further for s > 1, the following is true.
ℓ′∑
k=1
q
(s−1)k
2 =
q
(s−1)(ℓ′+1)
2 − q
s−1
2
q
s−1
2 − 1
≍ q
(s−1)(ℓ′+1)
2 ≍ q
(s−1)r
4 .
Therefore for large r, we obtain that ζSNSSr (s) ≍ q
3r
4
(1−s). Now combining this with (8.3) we
obtain:
(ζSSSr (s) + ζ
IR
Sr (s) + ζ
SNS
Sr (s)) ≍ q
r(1−s) + q
3r
4
(1−s).
Observe that
∑∞
r=Ro
(qr(1−s) + q
3r
4
(1−s)) converges for s > 1 and diverges for s < 1.
Hence the abscissa of convergence of ζSL2(o)(s) for this case is also 1.
9. Examples
In this section we discuss the examples of SL2(o2ℓ) for o = Z2 and F2[[t]] with 1 ≤ ℓ ≤ 3 in
detail. We fix π = 2 and π = t for the case o = Z2 and o = F2[[t]] respectively. We note that
o/(πr) ∼= Z/2rZ for o = Z2 and o/(π
r) ∼= F2[t]/(t
r) for o = F2[[t]]. We will use these notations
of isomorphic rings as convenient throughout this section.
Let MA be the maximal normal subgroup of CSL2(o2ℓ)(ψ[A]) defined in Theorem 2.4. For
i ≥ 1, let ∆i be the set of all equivalent classes of {φ ∈ Irr(MA | ψ[A]) : dim(φ) = i} under
the conjugation action of CSL2(o2ℓ)(ψ[A]). Then by Theorem 2.4 (6), we have the following
observations.
(1) For i ≥ 3, ∆i = ∅.
(2) Every representation ρ ∈ Irr(SL2(o2ℓ) | ψ[A]) is either of dimension
|SL2(o2ℓ)|
|MA|
or 2 ×
|SL2(o2ℓ)|
|MA|
.
(3) There are exactly |∆1| (resp. |∆2|) many representations in Irr(SL2(o2ℓ) | ψ[A]) of
dimension |SL2(o2ℓ)||MA| (resp. 2×
|SL2(o2ℓ)|
|MA|
).
Lemma 9.1. For λ ∈ hℓA, let θλ := |{(x, y) ∈ oℓ× oℓ : λy = 0 mod (π
ℓ) and x2+βxy+αy2 =
1 mod (πℓ)}|. If MA = CSL2(or)(ψA)<eλ> for some λ ∈ h
ℓ
A \ (π
ℓ), then there are exactly 2θλ
(resp.
|CSL2(oℓ)(A)|−θλ
2 ) many representations in Irr(MA | ψ[A]) of dimension one (resp. two).
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Proof. Observe that every representation in Irr(CSL2(or)(ψA) | ψ[A]) is a one dimensional
representation. Therefore by Clifford Theory, to show the result, it is enough to show the
following.
(9.1) θλ = |{φ ∈ Irr(CSL2(or)(ψA) | ψ[A]) | φ
eλ = φ}|.
Since there is an extension of ψ[A] to MA = CSL2(or)(ψA)<eλ>, by Clifford theory, the right
hand side of (9.1) is equal to
|{χ ∈ Irr(CSL2(or)(ψA)/K
ℓ) | χeλ = χ}|.
Note that CSL2(or)(ψA)/K
ℓ is abelian. Now consider the conjugation action of <eλ> on
CSL2(or)(ψA)/K
ℓ. Then observe that for χ ∈ Irr(CSL2(or)(ψA)/K
ℓ), we have the following.
χg(Xg) = χ(X) for all X ∈ CSL2(or)(ψA)/K
ℓ for all g ∈ <eλ>.
Therefore by Brauer Theorem (see [11, Theorem 6.32]), we obtain that
|{χ ∈ Irr(CSL2(or)(ψA)/K
ℓ) | χeλ = χ}| = |{X ∈ CSL2(or)(ψA)/K
ℓ | Xeλ = X}|.
But by Lemma 4.3(2), it is easy to observe that |{X ∈ CSL2(or)(ψA)/K
ℓ | Xeλ = X}| = θλ. 
Lemma 9.2. The following are true.
(1) If MA = CSL2(or)(ψA), then |∆1| =
|CSL2(or)(ψA)|
2
|Kℓ|×|CSL2(or)(ψ[A])|
and |∆2| = 0.
(2) If MA = CSL2(or)(ψA)<eλ> for some λ ∈ h
ℓ
A \ (π
ℓ), then |∆1| = 2θλ ×
|MA|
|CSL2(or)(ψ[A])|
and |∆2| =
|CSL2(oℓ)(A)|−θλ
2 ×
|MA|
|CSL2(or)(ψ[A])|
.
Proof. Let φ ∈ Irr(MA | ψ[A]) and eq(φ) be the equivalent class of Irr(MA | ψ[A]), containing φ,
under the conjugation action of CSL2(o2ℓ)(ψ[A]). From the definition of MA, we must have the
induced representation, Ind
CSL2(or)(ψ[A])
MA
(φ) is irreducible. Therefore by Clifford Theory, we
obtain that |eq(φ)| = MA||CSL2(or)(ψ[A])|
. Now (1) follows from the fact that every representation
in Irr(CSL2(or)(ψA) | ψ[A]) is of dimension one and |Irr(CSL2(or)(ψA) | ψ[A])| =
|CSL2(or)(ψA)|
|Kℓ|
,
and (2) follows from Lemma 9.1. 
9.1. SL2(o2) with o = Z2 or F2[[t]].
9.1.1. Orbits. Since ℓ = 1, the orbits are same in both the cases o = Z2 and o = F2[[t]]. From
Section 3.2, we have the orbit representatives for A ∈ Σ with trace(A) invertible, is given
by the set, {(1, 0, 1), (1, 1, 1)}. Now from the equations, (3.1), ( 3.2) and ( 3.3) we get that
there is exactly one orbit representative for A ∈ Σ with trace(A) = 0.Therefore we can choose
(1, 0, 0) as a representative for A ∈ Σ with trace(A) = 0.
Theorem 9.3. For A ∈ Σ, the one dimensional representation ψ[A] extends to CSL2(o2)(ψ[A]).
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Proof. Let A = (a, α, β) ∈ Σ. For β = 0, we have
CSL2(o2)(ψ[A]) = CSL2(o2)(ψA).
Therefore, in this case, the result follows by Lemma 3.3.
For β invertible, we have
CSL2(o2)(ψ[A]) = CSL2(o2)(ψA)<eβ˜>.
where β˜ is a fixed lift of β. Therefore, to show the result, it is enough to show that Eβ˜,A˜ = E
◦
β˜,A˜
(by Proposition 4.4).
Observe that an element (x, y) ∈ Eβ˜,A˜ if and only if x = 1 mod (π) and y = 0 mod (π).
Therefore for (x, y) ∈ Eβ˜,A˜, since x
2 = 1 mod (π2), we will get that ψ(xyλ(β˜ − λ) − α˜λy2 +
λ(x2 − 1)) = ψ(0) = 1. Hence Eβ˜,A˜ = E
◦
β˜,A˜
.

Recall MA is the maximal subgroup of CSL2(or)(ψ[A]) such that ψ[A] extends toMA and this
group was defined for all r ≥ Ro. In particular Theorem 2.4 was proved for o = Z2 with r ≥ 4.
However if we define MA = CSL2(or)(ψ[A]) for Z2 with r = 2 we see that this satisfies all the
properties as mentioned in Theorem 2.4. Therefore without loss of generality now onwards
for r = 2 and o = Z2, we define MA = CSL2(or)(ψ[A]). So we can make use of Lemmas 9.1
and 9.2 in that case also. We encode obtained information in this case in Table 1. Next,
Table 2 contains the information about the numbers and dimensions of primitive irreducible
representations of SL2(o2).
Orbit Rep. |CSL2(o1)(A)| |MA| θλ |∆1| |∆2|
|SL2(o2)|
|MA|
(1, 0, 1) 1 16 1 2 0 3
(1, 1, 1) 3 3× 16 1 2 1 1
(1, 0, 0) 2 16 – 2 0 3
Table 1.
Orbit Rep.
# Irred. Rep. of SL2(o2) with
dim. = 1 dim. = 2 dim. = 3
(1, 0, 1) – – 2
(1, 1, 1) 2 1 –
(1, 0, 0) – – 2
Total # 2 1 4
Table 2. For primitive representations of SL2(o2)
From above, combined with the general methods of construction of representations of
SL2(o2) with the results of groups algebra of C[SL2(o1)], we see that C[SL2(Z/22Z)] ∼=
C[SL2(F2[t]/(t2))].
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9.2. SL2(o4) with o = Z2.
9.2.1. Orbits. From Section 3.1.1, we have the orbit representatives for A ∈ Σ with trace(A)
invertible, is given by the set, {(1, 0, 1), (1, 1, 1)}.
Now observe that
(9.2) {x2 − αy2 | x, y ∈ o2} ∩ o
×
2 =
{
{1} , if α = 0, 3
{1, 3} , if α = 1, 2.
Therefore by Section 3.1.2, we have the orbit representatives for A ∈ Σ with trace(A)
non-invertible, is given by the set,
{(1, 0, 0), (3, 0, 0), (1, 1, 0), (1, 2, 0), (1, 3, 0), (3, 3, 0)}.
Theorem 9.4. For A = (a, α, β) ∈ Σ, we have the following.
(1) CSL2(o4)(ψ[A]) =
{
CSL2(o4)(ψA) , for β ∈ o
×
2
CSL2(o4)(ψA)<e2> , for β ∈ 2o2.
(2) For A ∈ {(1, 0, 1), (1, 1, 1)} ∪ {(1, 1, 0), (1, 3, 0), (3, 3, 0)}, MA = CSL2(o4)(ψ[A]).
(3) For A ∈ {(1, 0, 0), (3, 0, 0), (1, 2, 0)}, MA = CSL2(o4)(ψA).
Proof. (1) will easily follows from Lemma 2.1. Now we proceed to prove (2) and (3). Note
that for A ∈ {(1, 0, 1), (1, 1, 1)}, the result follows from (1) and the fact that CSL2(o4)(ψA) ⊆
MA ⊆ CSL2(o4)(ψ[A]). Let A ∈ {(1, 1, 0), (1, 3, 0), (3, 3, 0)} ∪ {(1, 0, 0), (3, 0, 0), (1, 2, 0)}. Note
that β = 0 always. Therefore by Theorem 4.8(1) we obtain the following.
EA˜ =
{
{0, 2} + (22) , for α = 1 mod (2)
(22) , for α 6= 1 mod (2).
Here we used the fact that ξ = 1 for o = Z2. Now the result follows from Remark 6.5 and (1).

We encode obtained information from Lemmas 7.1, 9.1 and 9.2 in this case in Table 3. Next,
Table 4 contains the information about the numbers and dimensions of primitive irreducible
representations of SL2(Z/24Z).
Orbit Rep. |CSL2(Z/22Z)(A)| |MA| θλ |∆1| |∆2|
|SL2(Z/24Z)|
|MA|
(1, 0, 1) 2 27 – 2 0 3× 23
(1, 1, 1) 3× 2 3× 27 – 3× 2 0 23
(1, 1, 0) 22 29 22 23 0 3× 2
(1, 2, 0) 22 28 – 2 0 3× 22
(1, 3, 0), (3, 3, 0) 23 210 22 23 2 3
(1, 0, 0), (3, 0, 0) 23 29 – 22 0 3× 2
Table 3.
9.3. SL2(o4) with o = F2[[t]].
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Orbit Rep. #Orbits
# Irred. Rep. of SL2(Z/24Z) with dim. =
23 3 3× 2 3× 22 3× 23
(1, 0, 1) 1 – – – – 2
(1, 1, 1) 1 6 – – – –
(1, 1, 0) 1 – – 8 – –
(1, 2, 0) 1 – – – 2 –
(1, 3, 0), (3, 3, 0) 2 – 8 2 – –
(1, 0, 0), (3, 0, 0) 2 – – 4 – –
Total # 6 16 20 2 2
Table 4. For primitive representations of SL2(Z/24Z)
9.3.1. Orbits. From Section 3.2, we have the orbit representatives for A ∈ Σ with trace(A)
invertible, is given by the following set,⋃
β∈o×2
{(1, 0, β), (1, 1, β)}.
Now for β ∈ to2, observe that
|{x2 + βx | x ∈ o2}| = 2 and {x
2 + βx | x ∈ o2} = F2 mod (t).
Therefore by equations (3.1), (3.2) and (3.3), all orbit representatives for A ∈ Σ with trace(A)
non-invertible, is contained in the following set,
W := {(a, α, β) | a ∈ o×2 and α, β ∈ πo2}.
Also note that for (a, α, β), (a′ , α′, β′) ∈W, [(a, α, β)] = [(a′, α′, β′)] implies α′ = α and β′ = β.
Now for α = tu and β = tv, it is easy to observe that
{x2 + βxy + αy2 | x, y ∈ o2} ∩ o
×
2 =

F×2 , if u, v ∈ to2
F×2 {1 + π(vy + uy
2) | y ∈ o2} , if u, v ∈ o
×
2
o×2 , otherwise.
Therefore by equations (3.1), (3.2) and (3.3), all orbit representatives for A ∈ Σ with trace(A)
non-invertible, is give by the following,
(1) {(1, 0, 0), (1 + t, 0, 0)}.
(2) {(1, t, 0), (1, 0, t)}.
(3) {(1, t, t), (1 + t, t, t)}.
We say A is of type (i), if A is from the ith set.
Theorem 9.5. For A = (a, α, β) ∈ Σ, we have the following.
(1) CSL2(o4)(ψ[A]) =
{
CSL2(o4)(ψA)<eβ˜> , for β ∈ o
×
2
CSL2(o4)(ψA)<et> , for β ∈ to2,
where β˜ is a fixed lift of β.
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(2) MA =
{
CSL2(o4)(ψ[A]) , if β ∈ (o
×
2 )
2 = {1}
CSL2(o4)(ψA) , otherwise.
Proof. (1) will easily follows from Lemma 2.1. To prove (2), first assume β ∈ o×2 . Then note
that for λ = β˜ ∈ o×4 , we have iλ = k = 0 < 1 = s and jλ = ℓ
′ = 2. Therefore β˜ satisfies (II)
and (III) of Theorem 4.12. Now by (I) of Theorem 4.12 we have that β˜ ∈ EA˜ if and only if
β ∈ (o×2 )
2. Therefore in the case, β ∈ o×2 , (2) follows from Remark 6.5.
In the case, β ∈ to2, observe that (I) of Theorem 4.12 is not satisfied for λ = t. Hence
t /∈ EA˜. Therefore in this case, (2) follows from Remark 6.5. 
The obtained information from Lemmas 9.1 and 9.2 in this case is given in Table 5. Next,
Table 6 contains the information about the numbers and dimensions of primitive irreducible
representations of SL2(F2[t]/(t4)).
Orbit Rep. |CSL2(F2[t]/(t2))(A)| |MA| θλ |∆1| |∆2|
|SL2(F2[t]/(t4))|
|MA|
(1, 0, 1) 2 28 2 22 0 3× 22
(1, 1, 1) 3× 2 3× 28 2 22 2 22
(1, 0, 1 + t) 2 27 – 1 0 3× 23
(1, 1, 1 + t) 3× 2 3× 27 – 3 0 23
type (2) 22 28 – 2 0 3× 22
type (1) or (3) 23 29 – 22 0 3× 2
Table 5.
Orbit Rep. #Orbits
# Irred. Rep. of SL2(F2[t]/(t4)) with dim.=
22 23 3× 2 3× 22 3× 23
(1, 0, 1) 1 – – – 4 –
(1, 1, 1) 1 4 2 – – –
(1, 0, 1 + t) 1 – – – – 1
(1, 1, 1 + t) 1 – 3 – – –
type (2) 2 – – – 2 –
type (1) or (3) 4 – – 4 – –
Total # 4 5 16 8 1
Table 6. For primitive representations of SL2(F2[t]/(t4))
9.4. SL2(o6) with o = Z2.
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9.4.1. Orbits. From Section 3.1.1, we have the orbit representatives for A ∈ Σ with trace(A)
invertible, is given by the set,
{(1, 0, 1), (1, 1, 1), (1, 2, 1), (1, 3, 1)}.
Now observe that
(9.3) {x2 − αy2 | x, y ∈ o3} ∩ o
×
3 =
{
{1, 1 − α} , if α ∈ 2o3
{1, 5,−α, 4 − α} , if α ∈ o×3 .
Therefore from Section 3.1.2, we have the orbit representatives for A ∈ Σ with trace(A)
non-invertible, is give by the following,
(1) {(1, 0, 0), (3, 0, 0), (5, 0, 0), (7, 0, 0)}.
(2) {(1, 2, 0), (5, 2, 0)}.
(3) {(1, 4, 0), (3, 4, 0)}.
(4) {(1, 6, 0), (5, 6, 0)}.
(5) {(1, 1, 0), (1, 5, 0)}.
(6) {(1, 3, 0), (3, 3, 0), (1, 7, 0), (3, 7, 0)}.
We say A is of type (i), if A is from the ith set.
Theorem 9.6. For A = (a, α, β) ∈ Σ, we have the following.
(1) CSL2(o6)(ψ[A]) =
{
CSL2(o6)(ψA) , for β ∈ o
×
3
CSL2(o6)(ψA)<e22> , for β ∈ 2o3.
(2) MA = CSL2(o6)(ψA).
Proof. (1) follows from Lemma 2.1 and (2) from Theorem 4.8 and Remark 6.5.

To count the dimensions and number of irreducible representations of SL2(o6), we also
observe the following. Form Corollary 3.9 and (9.3) we have,
|det(CGL2(o3)(A))| =

4 , for β ∈ o×3 or type 5
1 , for type1
2 , otherwise.
Now observe from Lemma 7.1 that
|CGL2(o3)(A)| =

16 , for β ∈ o×3 and α ∈ 2o3
48 , for β ∈ o×3 and α ∈ o
×
3
32 , for β ∈ 2o3.
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Therefore
|CSL2(o3)(A)| =
|CGL2(o3)(A)|
|det(CGL2(o3)(A))|
=

4 , for β ∈ o×3 and α ∈ 2o3
12 , for β ∈ o×3 and α ∈ o
×
3
32 , for type1
8 , for type5
16 , otherwise.
Tables 7 and 8, parallel to Tables 5 and 6, contain corresponding information for groups
SL2(Z/26Z).
Orbit Rep. |CSL2(Z/23Z)(A)| |MA| |∆1| |∆2|
|SL2(Z/26Z)|
|MA|
(1, 0, 1), (1, 2, 1) 22 211 22 0 3× 25
(1, 1, 1), (1, 3, 1) 3× 22 3× 211 3× 22 0 25
type (1) 25 214 24 0 3× 22
type (5) 23 212 22 0 3× 24
type (2),(3),(4) & (6) 24 213 23 0 3× 23
Table 7.
Orbit Type #Orbits
# Irred. Rep. of SL2(Z/2
6Z) with dim. =
25 3× 22 3× 23 3× 24 3× 25
(1, 0, 1), (1, 2, 1) 2 − − − − 4
(1, 1, 1), (1, 3, 1) 2 12 − − − −
type (1) 4 − 16 − − −
type (5) 2 − − − 4 −
type (2),(3),(4) & (6) 10 − − 8 − −
Total # 24 64 80 8 8
Table 8. For primitive representations of SL2(Z/(26Z))
9.5. SL2(o6) with o = F2[[t]].
9.5.1. Orbits. From Section 3.2, we have the orbit representatives for A ∈ Σ with trace(A)
invertible, is given by the following set,⋃
β∈o×3
{(1, 0, β), (1, 1, β)}.
Now for β ∈ to3, observe that
{x2 + βx | x ∈ o3} =

{0, 1, t2, 1 + t2} , for β = 0, t2
{0, 1 + t} , for β = t
{0, 1 + t+ t2} , for β = t+ t2.
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Therefore by equations (3.1), (3.2) and (3.3), all orbit representatives for A ∈ Σ with trace(A)
non-invertible, is contained in the following set,
W :=
⋃
a∈o×3
(
{(a, 0, β), (a, t, β)}β=0,t2 ∪ {(a, 0, β), (a, t, β), (a, t
2 , β), (a, t + t2, β)}β=t,t+t2
)
.
Also note that for (a, α, β), (a′ , α′, β′) ∈W, [(a, α, β)] = [(a′, α′, β′)] implies α′ = α and β′ = β.
Now for (a, α, β) ∈W, it is easy to observe that
{x2 + βxy + αy2 | x, y ∈ o3} ∩ o
×
3 =
{
(o×3 )
2 , if both α, β are either in t2o3 or in to
×
3
o×3 , otherwise.
Therefore by equations( 3.1), (3.1) and (3.1), all orbit representatives for A ∈ Σ with trace(A)
non-invertible, is give by the following,
(1) {(1, 0, 0), (1 + t, 0, 0)}.
(2) {(1, 0, t2), (1 + t, 0, t2)}.
(3) {(1, t, 0), (1, t, t2)}.
(4) {(1, 0, β), (1, t2 , β) | β = t, t+ t2}.
(5) {(1, t, β), (1 + t, t, β), (1, t + t2, β), (1 + t, t+ t2, β) | β = t, t+ t2}.
We say A is of type (i), if A is from the ith set.
Theorem 9.7. For A = (a, α, β) ∈ Σ, we have the following.
(1) CSL2(or)(ψ[A]) =
{
CSL2(or)(ψA)<eβ˜> , for β ∈ o
×
3
CSL2(or)(ψA){ez | z = 0, β˜, t
2, β˜ + t2} , for β ∈ πo3,
where β˜ is a fixed lift of β.
(2) For β ∈ o×3 , MA =
{
CSL2(or)(ψ[A]) , if β ∈ (o
×
3 )
2
CSL2(or)(ψA) , if β /∈ (o
×
3 )
2.
(3) For β ∈ to3, MA =
{
CSL2(or)(ψA)<et2> , if A is of type (2) or (3)
CSL2(or)(ψA) , if A is of type (1), (4) or (5).
Proof. (1) will easily follows from Lemma 2.1. To prove (2), note that for λ = β˜ ∈ o×6 , we have
iλ = k = 0 < 1 = s and jλ = ℓ
′ = 3. Therefore β˜ satisfies (II) and (III) of Theorem 4.12.
Now by (I) of Theorem 4.12 we have that β˜ ∈ EA˜ if and only if β ∈ (o
×
3 )
2. Therefore (2)
follows from Remark 6.5.
Now we proceed to prove (3). For A is of type (1),(4) or (5), it is easy to show that there
is no z ∈ {β˜, t2, β˜+ t2}\{0} satisfies both (I) and (II) of Theorem 4.12. Therefore EA˜ = (t
3)
and the result follows from Remark 6.5.
For A is of type (2) or (3), since β = t2, we have CSL2(or)(ψ[A]) = CSL2(or)(ψA)<et2>. Now
take λ = t2. It is easy to show that this λ will satisfies (I), (II) and (III) of Theorem 4.12.
Therefore EA˜ = {0, t
2}+ (t3) and hence the result follows from Remark 6.5. 
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We encode obtained information from Lemmas 9.1 and 9.2 in Table 9. Next, Table 10
contains the information about the numbers and dimensions of primitive irreducible repre-
sentations of SL2(F2[t]/(t6)).
Orbit Rep. |CSL2(F2[t]/(t3))(A)| |MA| θλ |∆1| |∆2|
|SL2(F2[t]/(t6))|
|MA|
(1, 0, β); β = 1, 1 + t2 22 212 2 22 1 3× 24
(1, 0, β); β = 1 + t, 1 + t+ t2 22 211 – 2 0 3× 25
(1, 1, β); β = 1, 1 + t2 3× 22 3× 212 2 22 5 24
(1, 1, β); β = 1 + t, 1 + t+ t2 3× 22 3× 211 – 3× 2 0 25
(1) 24 213 – 23 0 3× 23
(2) 24 214 23 24 22 3× 22
(3) 23 213 23 24 0 3× 23
(4) 23 212 – 2 0 3× 24
(5) 24 213 – 22 0 3× 23
Table 9.
Orbit Type #Orbits
# Irred. Rep. of SL2(F2[t]/(t6)) with dim. =
24 25 3× 22 3× 23 3× 24 3× 25
(1, 0, β); β = 1, 1 + t2 2 − − − − 4 1
(1, 0, β); β = 1 + t, 1 + t+ t2 2 − − − − − 2
(1, 1, β); β = 1, 1 + t2 2 4 5 − − − −
(1, 1, β); β = 1 + t, 1 + t+ t2 2 − 6 − − − −
(1) 2 − − − 8 − −
(2) 2 − − 16 4 − −
(3) 2 − − − 16 − −
(4) 4 − − − − 2 −
(5) 8 − − − 4 − −
Total # 8 22 32 88 16 6
Table 10. For primitive representations of SL2(F2[t]/(t
6))
9.6. Primitive zeta polynomial of SL2(o2ℓ), 1 ≤ ℓ ≤ 3. Recall from Section 7 that the
primitive zeta polynomial of SL2(o2ℓ) is defined as below.
P
pr
SL2(o2ℓ)
(X) =
∑
ρ∈Irrpr(SL2(o2ℓ))
Xdim(ρ),
where Irrpr(SL2(o2ℓ)) is the set of primitive irreducible representations of SL2(o2ℓ). Summa-
rizing the computations from the above subsections we have the primitive zeta polynomial of
SL2(o2ℓ), o = Z2 or F2[[t]] and 1 ≤ ℓ ≤ 3, as follows.
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(1) For o = Z2 or F2[[t]], P
pr
SL2(o2)
(X) = 4X3 +X2 + 2X.
(2) Ppr
SL2(Z/24Z)
(X) = 2X24 + 2X12 + 6X8 + 20X6 + 16X3.
(3) Ppr
SL2(F2[t]/(t4))
(X) = X24 + 8X12 + 5X8 + 16X6 + 4X4.
(4) Ppr
SL2(Z/26Z)
(X) = 8X96 + 8X48 + 24X32 + 80X24 + 16X12.
(5) Ppr
SL2(F2[t]/(t6))
(X) = 6X96 + 16X48 + 22X32 + 88X24 + 8X16 + 32X12.
Appendix A.
In this part, we explain the relation between our notations of s and k with some of the
notations of [7]. This was used in Section 8 while writing some of the lemmas of [7] in our
notations.
Assume Char(o) = 2. Let A =
[
0 a−1α
a β
]
∈ M2(oℓ′) and A˜ =
[
0 a˜−1α˜
a˜ β˜
]
∈ M2(or) be a
lift of A. Note that trace(A) = β and det(A) = α. We recall the definition of w(A) and odd
depth of A, denoted by δ(A), from [7].
w(A) =
{
val(β) , if β 6= 0
ℓ′ , if β = 0.
And δ(A) is the smallest 0 ≤ i < ⌊w(A)2 ⌋, for which (α)2i+1 6= 0. If such i does not exist, then
we define δ(A) = ⌊w(A)2 ⌋.
Recall our definition of k and s as given in Section 4.2.
k = min{val(β˜), ℓ′}.
s =
{
2⌊k/2⌋ + 1 , if α = v2 mod (πk)
m , if α = v21 + π
mv22 mod (π
k) for odd m < k and v2 ∈ o
×
ℓ′ .
We also note that every element x ∈ om for Char(o) = 2 is of the form x = (x)0+ (x)1π+ ·+
(x)m−1π
m−1, where (x)i ∈ o1. Further this element x ∈ (om)
2 if and only if (x)2i+1 = 0 for
all i.
Proposition A.1. Given the above definitions we have w(A) = k and δ(A) = ⌊ s2⌋.
Proof. Note that val(β˜) ≥ ℓ′ if and only if β = 0. Therefore w(A) = k. Now we proceed to
prove that δ(A) = ⌊ s2⌋.
For δ(A) = ⌊w(A)2 ⌋, by definition of δ(A), we have (α)2i+1 = 0 for all 0 ≤ i < ⌊
w(A)
2 ⌋.
Therefore α ∈ o2ℓ′ mod (π
2⌊
w(A)
2
⌋+1). Since 2⌊w(A)2 ⌋ + 1 = 2⌊
k
2 ⌋ + 1 ≥ k, we obtain that
α ∈ o2ℓ′ mod (π
k). Therefore by definition of s we have s = 2⌊k2 ⌋+ 1 in this case. Combining
all this, we obtain δ(A) = ⌊w(A)2 ⌋ = ⌊
k
2 ⌋ = ⌊
s
2⌋ for δ(A) = ⌊
w(A)
2 ⌋.
For δ(A) < ⌊w(A)2 ⌋, by definition of δ(A), we must have (α)2δ(A)+1 6= 0 and (α)2i+1 = 0 for
all 0 ≤ i < δ(A). Therefore we obtain that α = v21+π
2δ(A)+1v22 for some choice of v1 ∈ oℓ′ and
v2 ∈ o
×
ℓ′ . By our assumption on δ(A), we have 2δ(A)+1 < 2⌊
w(A)
2 ⌋+1. As both 2δ(A)+1 and
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2⌊w(A)2 ⌋+ 1 are odd, this implies 2δ(A) + 1 < 2⌊
w(A)
2 ⌋ ≤ w(A) = k. Therefore, by definition
of s we must have s = 2δ(A) + 1. Therefore δ(A) = ⌊ s2⌋ also for δ(A) < ⌊
w(A)
2 ⌋.

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