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LIOUVILLE THEOREMS FOR A GENERAL CLASS OF NONLOCAL
OPERATORS
MOUHAMED MOUSTAPHA FALL AND TOBIAS WETH
Abstract. In this paper, we study the equation Lu = 0 in RN , where L belongs to a
general class of nonlocal linear operators which may be anisotropic and nonsymmetric.
We classify distributional solutions of this equation, thereby extending and generalizing
recent Liouville type theorems in the case where L = (−∆)s, s ∈ (0, 1) is the classical
fractional Laplacian.
1. Introduction
In the present paper we consider distributional solutions of operator equations of the
form Lu = 0, where L is related to a class of nonlocal operators Lν acting on functions
ϕ ∈ C∞c (RN ) via the formula
[Lνϕ](x) =
∫
RN
(ϕ(x) − ϕ(x+ y) + y · ∇ϕ(x)1B(y)) dν(y), x ∈ RN . (1.1)
Here B denotes the unit ball in RN , and ν is a signed Radon measure on RN \ {0} with
the property that
0 < M(ν) :=
∫
RN
min{1, |x|2}d|ν|(x) <∞. (1.2)
Here, as usual, |ν| denotes the associated total variation measure, and integrals over
Borel subsets E ⊂ RN with respect to dν or d|ν| will always be understood as integrals
over E \{0}. A well studied special case is given by the fractional Laplacian Lν = (−∆)s
with s ∈ (0, 1), which corresponds to the measure
dν(y) = cN,s|x|−N−2sdy with cN,s = s(1− s)pi−N/24s
Γ(N+2s2 )
Γ(2 − s) . (1.3)
In this case, we may write (1.1) as a principle value integral
[Lν ϕ](x) = cN,sPV
∫
RN
ϕ(x)− ϕ(y)
|x− y|N+2s dy for x ∈ R
N , (1.4)
and we have the estimate
sup
x∈RN
|[Lν ϕ](x)|(1 + |x|N+2s) <∞ for every ϕ ∈ C∞c (RN ). (1.5)
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Consequently, the space
L1s(R
N ) :=
{
u ∈ L1loc(RN ) :
∫
RN
|u(x)|
1 + |x|N+2s dx <∞
}
is the natural distributional domain of the operator (−∆)s, and we may call a function
u ∈ L1s(RN ) s-harmonic in RN if
∫
RN
u(−∆)sϕdx = 0 for all ϕ ∈ C∞c (RN ). Very
recently, it has been shown by the first author in [9] and independently in [4, Theorem
1.3] that s-harmonic functions in RN are affine if s ∈ (12 , 1) and constant if s ∈ (0, 12 ]. This
result generalizes earlier classification theorems stating that bounded or semibounded s-
harmonic functions are constant, see e.g. [2,3,10,15]. The proof in [9] relies on a Poisson
kernel representation of s-harmonic functions, whereas the proof of [4, Theorem 1.3] uses
Fourier analysis. We point out that the case s = 1 corresponds to a classical theorem
of Joseph Liouville stating that bounded harmonic functions on RN are constant. As
it is well known, the conclusion also applies to semibounded harmonic functions, see
e.g. [12, Cor. 1.27]. In the present paper, we derive classification results for distributional
solutions for a large class of equations involving operators of the type (1.1) which may be
anisotropic and nonsymmetric and do not have explicit Poisson kernel representations.
As it is common by now, we refer to theorems of this type as Liouville theorems, since
they generalize Liouville’s classical theorem mentioned above. We will be concerned
with signed Radon measures ν on RN satisfying (1.2) and, for some s ≥ 0, the following
decay assumption:
|ν|(B1(x)) = O(|x|−N−2s) as |x| → ∞. (Ds)
Note that in the case of absolutely continuous measures given by dν(y) = κ(y)dy with a
function κ ∈ L1loc(RN ), assumptions (1.2) and (Ds) are satisfied if∫
B1(0)
|y|2|κ(y)| dy <∞ and |κ(y)| = O(|y|−N−2s) as |x| → ∞. (1.6)
For a given real number s ≥ 0, we shall see in Section 2 below that (1.2) and (Ds) imply
the estimate (1.5), and obviously (1.5) remains true if ν is replaced by the reflected
Radon measure ν˜ given by
ν˜(E) := ν(−E) for any Borel set E ⊂ RN \ {0}. (1.7)
Moreover, it is easy to see that∫
RN
[Lνψ]ϕdx =
∫
RN
ψ [Lν˜ϕ] dx for ψ,ϕ ∈ C∞c (RN ).
As a consequence, for u ∈ L1s(RN ) we may define the distribution Lνu by
〈Lνu, ϕ〉 :=
∫
RN
uLν˜ϕdx for ϕ ∈ C∞c (RN ). (1.8)
We wish to obtain classification results for distributional solutions of equations contain-
ing the operator Lν . Our strategy is based on the fact that every u ∈ L1s(RN ) defines
a tempered distribution, so we may characterize u via the distributional support of its
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Fourier transform û. In particular, if û is supported in {0}, then u is a polynomial (see
e.g. [7, Theorem 6.2]). In the special case Lν = (−∆)s, this observation has already
been used in [4]. At first glance, it is natural to expect that, for a distributional solution
u ∈ L1s(RN ) of Lνu = 0, the support of û should be disjoint from the largest open set
O ⊂ RN where the symbol of Lν˜ does not vanish. Indeed, this follows easily if the sym-
bol is smooth and Lν˜ is well defined as an operator on general tempered distributions
via Fourier transform. The following result establishes the same property for equations
containing Lν and differential operators under weaker regularity assumptions on the
corresponding symbol.
Theorem 1.1. Let s > 0, let ν be a signed Radon measure satisfying (1.2) and (Ds),
and let P be a (complex) polynomial. Moreover, let O ⊂ RN denote the largest open set
such that the symbol
ξ 7→ η(ξ) = −
∫
RN
[eıξ·y − 1− ıξ · y1B(0,1)(y)] dν˜(y) (1.9)
corresponding to ν˜ satisfies
η ∈WN+2s,1loc (O) and η(ξ) + P (−ıξ) 6= 0 for all ξ ∈ O. (1.10)
If u ∈ L1s(RN ) is a distributional solution of
Lνu+ P (∇)u = 0, (1.11)
i.e., ∫
RN
u
[Lν˜ϕ+ P (−∇)ϕ]dx = 0 for all ϕ ∈ C∞c (RN ), (1.12)
then the support of û is contained in G := RN \ O.
Moreover, if G ⊂ {0}, then u is a polynomial of degree strictly less than 2s.
Remark 1.2. The assumption η ∈ WN+2s,1loc (O) implies that, by Sobolev embeddings, η
is uniquely represented by a continuous function on O. Clearly, the second condition in
(1.10) is understood as an assumption on the continuous representation of η.
In the special case where ν is given by (1.3) for some s ∈ (0, 1) and thus Lν = (−∆)s
is the fractional Laplacian, the corresponding symbol is given by ξ 7→ η(ξ) = |ξ|2s. As a
consequence, Theorem 1.1 implies the following result related to Le´vy type operators.
Corollary 1.3. Let s ∈ (0, 1), b ∈ RN , and let A ∈ RN×N be a positive semidefinite
matrix. If u ∈ L1s(RN ) is a distributional solution of
(−∆)su− div(A∇u) + b · ∇u = 0, (1.13)
then there exists c ∈ R and b∗ ∈ RN such that b · b∗ = 0 and u(x) = b∗·x+ c for x ∈ RN .
Moreover, b∗ = 0 if s ≤ 12 .
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To derive this corollary, it suffices to apply Theorem 1.1 to ν given by (1.3) and the
polynomial z 7→ P (z) = −z·Az+b·z. We then have Re (ν(ξ)+P (−iξ)) = |ξ|2s+ξ ·Aξ > 0
for ξ ∈ RN \{0}. Thus Theorem 1.1 implies that any distributional solution u ∈ L1s(RN )
is a polynomial of degree strictly less than 2s. Hence u is affine, and it is constant
if s ≤ 12 . In particular, this implies that u is s-harmonic. Writing u in the form
x 7→ u(x) = b∗ ·x+ c, it then follows from (1.13) that b · b∗ = 0, as claimed.
Our main application of Theorem 1.1 is concerned with anisotropic variants of the
fractional Laplacian. For this we consider the unit sphere SN−1 ⊂ RN and a function
a ∈ L∞(SN−1). We then fix s ∈ (0, 1) and let (−∆)sa := L be the operator given by (1.1)
with
dν(y) = cN,s|y|−N−2sa
( y
|y|
)
dy. (1.14)
The assumption a ∈ L∞(SN−1) then ensures that the function κ(y) := cN,s|y|−N−2sa
(
y
|y|
)
satisfies (1.6) and therefore ν satisfies (Ds). We have the following result.
Theorem 1.4. Let N ≥ 2, and let a = aeven+aodd ∈ L∞(SN−1), where aeven resp. aodd
denote the even and odd part of a, respectively. Suppose that∫
SN−1
|ξ · θ|2s a(θ) dθ > 0 for all ξ ∈ SN−1, (1.15)
and that
aeven ∈W
N−1
2
,2(SN−1), aodd ∈W
N+2
2
+2s,2(SN−1). (1.16)
Furthermore, let P be a complex polynomial such that ReP (−ıξ) ≥ 0. Then every
distributional solution u ∈ L1s(RN ) of the equation (−∆)sau + P (∇)u = 0 is affine, and
it is constant if s ≤ 12 .
We note that the assumptions of Theorem 1.4 also include functions which change
sign on SN−1. We point out that the regularity assumption in Theorem 1.4 is weaker in
the case where a ∈ L∞(SN−1) is even, and in this case the operator (−∆)sa is given as a
principle value integral
(−∆)sa ϕ(x) = PV
∫
RN
ϕ(x) − ϕ(y)
|x− y|N+2s a
(
x− y
|x− y|
)
dy for ϕ ∈ S and x ∈ RN .
Theorem 1.4 is complementary to a recent interesting Liouville theorem by Ros-Oton
and Serra, see [13, Theorem 2.1]. In [13], the authors consider anisotropic operators
where the function a ∈ L∞(SN−1) above is replaced by an even nonnegative measure
on SN−1. In this case, it is in general not possible to define the corresponding operator
on the space L1s(R
N ) in distributional sense, and instead [13, Theorem 2.1] relies on the
stronger a priori assumption ‖u‖L∞(BR(0)) ≤ CRβ for R ≥ 1 with some constants β < 2s
and C > 0. The argument in [13] relies on this pointwise growth restriction and does
not apply to functions in L1s(R
N ). Our proof of Theorem 1.4 relies on the well known
fact that the real part of the corresponding symbol η is homogeneous of degree 2s, and
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for ξ ∈ SN−1 it is given up to a constant by (1.15), see Section 3 below. It is an open
question whether the regularity assumptions given in (1.16) are necessary.
The assumption on aeven is related to the fact that, for ξ ∈ SN−1, the expression
in (1.15) is the so-called 2s-cosine-transformation of a. This transformation has nice
mapping properties between Hilbertian Sobolev spaces on SN−1 since it is diagonal on
spherical harmonics, whereas the corresponding eigenvalues can be computed with the
Funk-Hecke formula, see e.g. [14]. In our proof of Theorem 1.4 in Section 3, we will also
use the Funk-Hecke formula for regularity estimates related to aodd and the imaginary
part of the symbol η.
The paper is organized as follows. Section 2 contains preliminary estimates and the
proof of Theorem 1.1. Section 3 is devoted to the family of anisotropic fractional Lapla-
cians and contains the proof of Theorem 1.4. In Section 4, we briefly present some
further applications of Theorem 1.1.
Throughout the paper, we let S denote the Schwartz space on RN and S ′ the space
of tempered distributions. For a tempered distribution u ∈ S ′, we let both û and F(u)
denote the Fourier transform of u. Moreover, as usual, F−1(u) and uˇ stand for the
inverse Fourier transform of u.
2. Liouville theorem for Le´vy operators
Throughout this section, we assume that ν is a signed Radon measure on RN which
satisfies (1.2) and (Ds) for some s > 0. For k ∈ N, we consider the space
Sks (RN ) :=
ϕ ∈ Ck(RN ) : supx∈RN(1 + |x|N+2s)
∑
|α|≤k
|∂αϕ(x)| <∞

endowed with the norm
ϕ 7→ ‖ϕ‖k,s := sup
x∈RN
(1 + |x|N+2s)
∑
|α|≤k
|∂αϕ(x)|.
Lemma 2.1. Let ϕ ∈ S2s (RN ). Then there exists a constant C > 0 independent of ϕ
such that∫
RN
|ϕ(x) − ϕ(x+ y)− y · ∇ϕ(x)1B(0,1)(y)| d|ν|(y) ≤ C(1 + |x|)−N−2s‖ϕ‖2,s (2.1)
for all x ∈ RN . Thus Lνϕ : RN → R is well defined by (1.1) and satisfies
|Lνϕ(x)| ≤ C(1 + |x|)−N−2s‖ϕ‖2,s for all x ∈ RN . (2.2)
Moreover, Lνϕ is continuous.
Proof. Let ϕ ∈ S. For x ∈ RN , we define
hx : R
N → R, hx(y) = ϕ(x)− ϕ(x+ y)− y · ∇ϕ(x)1B(0,1)(y).
For r > 0 and y ∈ RN with |y| ≤ r, we then have, by Taylor expansion,
|hx(y)| ≤
(
‖∇2ϕ‖L∞(B(x,1)) + 2‖ϕ‖L∞(B(x,r))
)
min{|y|2, 1} (2.3)
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and therefore
|hx(y)| ≤ 3‖ϕ‖2,smin{|y|2, 1} for x, y ∈ RN .
Consequently, ∫
RN
|hx(y)|d|ν|(y) ≤ 3‖ϕ‖2,sM(ν) for x ∈ RN ,
and thus, for x ∈ RN with |x| ≤ 2,∫
RN
|hx(y)|d|ν|(y) ≤ 3N+2s+1‖ϕ‖2,sM(ν)(1 + |x|)−N−2s. (2.4)
Moreover, for x ∈ RN with |x| ≥ 2, (2.3) gives∫
RN
|hx(y)| d|ν|(y) ≤
∫
|y|≤|x|/2
|hx(y)| d|ν|(y) + |ϕ(x)|
∫
|y|≥|x|/2
d|ν|(y)
+
∫
|y|≥|x|/2
|ϕ(x + y)| d|ν|(y)
≤
(
‖∇2ϕ‖L∞(B(x,1)) + 2‖ϕ‖L∞(B(x, |x|
2
))
)
M(ν) + |ϕ(x)|M(ν)
+ ‖ϕ‖2,s
∫
|y|≥|x|/2
(1 + |x+ y|)−N−2s d|ν|(y)
≤ ‖ϕ‖2,sM(ν)
(
3
(
1 +
|x|
2
)−N−2s
+ (1 + |x|)−N−2s
)
+ ‖ϕ‖2,sH(x)
≤ ‖ϕ‖2,s
(
[3 · 2N+2s + 1]M(ν)(1 + |x|)−N−2s +H(x)
)
, (2.5)
where
H(x) :=
∫
|y|≥1
(1 + |x+ y|)−N−2s d|ν|(y).
To estimate H(x), we use (Ds) and a covering argument. For this we cover R
N by
disjoint cubes Qn, n ∈ N of diameter 1 (i.e., side length 1√N ). We assume that one of
the cubes, say Q0, is centred at the origin, and we put N∗ := N \ {0}. Then we have the
inclusion
{y ∈ RN : |y| ≥ 1} ⊂
⋃
n∈N∗
Qn.
For n ∈ N∗ we set rn := inf
z∈Qn
|z|, Rn := sup
z∈Qn
|z| and
gn(x) := inf
z∈Qn
(1 + |x+ z|)−N−2s, Gn(x) := sup
z∈Qn
(1 + |x+ z|)−N−2s for x ∈ RN .
It is easy to see that there are constants c1, c2 > 0 such that Rn ≤ c1rn for n ∈ N∗ and
Gn(x) ≤ c2gn(x) for n ∈ N∗, x ∈ RN .
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Moreover, for all n ∈ N we have |Qn| = N−N2 , and by (1.2) and (Ds) there exists a
constant c3 > 0 such that |ν|(Qn) ≤ c3r−N−2sn for all n ∈ N∗. We thus conclude that∫
|y|≥1
(1 + |x+ y|)−N−2s d|ν|(y) ≤
∑
n∈N∗
∫
Qn
(1 + |x+ y|)−N−2s d|ν|(y)
≤ c3
∑
n∈N∗
Gn(x)r
−N−2s
n ≤ cN+2s1 c2c3
∑
n∈N∗
gn(x)R
−N−2s
n
≤ c4
∑
n∈N∗
∫
Qn
(1 + |x+ y|)−N−2s|y|−N−2s dy
≤ c4
∫
|y|≥ 1√
N
(1 + |x+ y|)−N−2s|y|−N−2s dy with c4 := cN+2s1 c2c3.
Moreover, with
Ax := {y ∈ RN : |y| ≥ 1√
N
, |x+y| ≥ |x|
2
} and Bx := {y ∈ RN : |y| ≥ 1√
N
, |x+y| ≤ |x|
2
},
we find that∫
Ax
(1+|x+y|)−N−2s|y|−N−2s dy ≤ (1+ |x|
2
)−N−2s
∫
|y|≥ 1√
N
|y|−N−2s dy ≤ c5(1+|x|)−N−2s
and, since |y| ≥ |x|2 for y ∈ Bx,∫
Bx
(1 + |x+ y|)−N−2s|y|−N−2s dy ≤ ( |x|
2
)−N−2s ∫
RN
(1 + |x+ y|)−N−2s dy = c6|x|−N−2s
for |x| ≥ 2 with c5, c6 > 0. Combining these estimates, we find c7 > 0 such that
H(x) ≤ c7(1 + |x|)−N−2s for x ∈ RN with |x| ≥ 2. Together with (2.4) and (2.5), it
follows that ∫
RN
|hx(y)| d|ν|(y) ≤ C‖ϕ‖2,s(1 + |x|)−N−2s for all x ∈ RN
with a constant C > 0 independent of ϕ, as claimed in (2.1). The fact that Lν˜ϕ is
continuous follows from the dominated convergence theorem.
In the following, we consider the reflected measure ν˜ defined by (1.7), which also
satisfies (1.2) and (Ds). Moreover, we let η be the symbol corresponding to ν˜ as defined
in (1.9).
Lemma 2.2.
(i) We have F(Lν˜ϕ) = ηϕ̂ ∈ Cb(RN ) for every ϕ ∈ S2s (RN ).
(ii) If P is a complex polynomial, k := max{2,deg P} and ϕ ∈ Sks (RN ) is such that
[η + P (−i ·)]ϕ̂ ∈ S, then∫
RN
u[Lν˜ϕ+ P (−∇)ϕ] dx = 〈û, [η + P (−i ·)]ϕ̂〉 for every u ∈ L1s(RN ).
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Proof. (i) Let ϕ ∈ S2s (RN ). By Lemma 2.1, the function
R
N → R, x 7→
∫
RN
∣∣ϕ(x)− ϕ(x+ y) + y · ∇ϕ(x)1B(0,1)(y)∣∣ d|ν˜|(y)
belongs to L1(RN ), so that Lν˜ϕ ∈ L1(RN ) and therefore F(Lν˜ϕ) ∈ Cb(RN ). Moreover,
Fubini’s theorem implies that, for fixed ξ ∈ RN ,
F(Lν˜ϕ)(ξ) = (2pi)−N/2
∫
RN
e−ıx·ξ
∫
RN
[ϕ(x) − ϕ(x+ y) + y · ∇ϕ(x)1B(0,1)(y)]dν˜(y) dx
= (2pi)−N/2
∫
RN
∫
RN
e−ıx·ξ[ϕ(x) − ϕ(x+ y) + y · ∇ϕ(x)1B(0,1)(y)]dx dν˜(y)
= ϕ̂(ξ)
∫
RN
[1− eıy·ξ + ı ξ ·y 1B(0,1)(y)] dν˜(y) = ϕ̂(ξ)η(ξ).
This shows that F(Lν˜ϕ) = ηϕ̂ ∈ Cb(RN ).
(ii) Let ϕ ∈ Sks (RN ) be such that [η + P (−ı ·)]ϕ̂ ∈ S. Then also F−1([η + P (−ı ·)]ϕ̂) ∈
S, whereas F−1([η + P (−ı ·)]ϕ̂) = Lν˜ϕ + P (−∇)ϕ as a tempered distribution as a
consequence of (i). It thus follows that Lν˜ϕ + P (−∇)ϕ ∈ S, and thus for every u ∈
L1s(R
N ) we have, in distributional sense∫
RN
u(x)[Lν˜ϕ+ P (−∇)ϕ](x) dx = 〈u, [Lν˜ϕ+ P (−∇)ϕ]〉 = 〈û, [η + P (−ı ·)]ϕ̂〉,
as claimed.
Lemma 2.3. Let ϕ ∈ WN+2s,1(RN ) be a function with bounded support. Then ϕˇ =
F−1(ϕ) ∈ Sks (RN ) for every k ∈ N.
Proof. Since ϕ is a continuous function with compact support, it is clear that ϕˇ ∈
C∞(RN ) and that all derivatives of ϕ are bounded on RN . In the following, we write
N + 2s = m + α with m ∈ {N,N + 1} and α ∈ [0, 1). Let P be an arbitrary complex
polynomial. Since ϕˇ(x) = ϕ̂(−x), it now suffices to show that the functions
R
N → R, x 7→ |x|αxmi [P (∇)ϕ̂](x), i = 1, . . . , N
are bounded. For this we first note that ψ := P (ı ·)ϕ ∈ Wm+α,1(RN ), since ϕ ∈
Wm+α,1(RN ) has bounded support. In particular, for β ∈ NN0 with |β| ≤ m we have
∂βψ ∈ L1(RN ), and thus the functions
R
N → R, x 7→ xmi [P (∇)ϕ̂] = ̂ım∂mi ψ (x) i = 1, . . . , N
are bounded. So the claim follows if α = 0. If α ∈ (0, 1), we fix i ∈ {1, . . . , N} and
consider τ = ım ∂mi ψ ∈ Wα,1(RN ). We consider τn ∈ C∞c (RN ) such that τn → τ in
Wα,1(RN ). We have
F(| · |ατ̂n(·)) = (−∆)
α
2 τn
and thus
|ξ|ατ̂n(ξ) ≤ ‖(−∆)
α
2 τn‖L1(RN ) ≤ CN,α‖τn‖Wα,1(RN ) for all ξ ∈ RN ,
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where CN,α is a constant depending only on N and α. Since also τn → τ in L1(RN ) as
n→∞, we get
sup
ξ∈RN
|ξ|α|τ̂(ξ)| ≤ CN,α‖τ‖Wα,1(RN ).
Hence the function
R
N → R, ξ 7→ |ξ|αξmi [P (∇)ϕ̂](ξ) = |ξ|ατ̂(ξ)
is bounded, as required.
Proof of Theorem 1.1(completed).
To simplify the notation, we will write L instead of Lν˜ , and we let k := max{2,deg P}.
We first show that∫
RN
u
[Lϕ+ P (−∇)ϕ]dx = 0 for all ϕ ∈ Sks (RN ). (2.6)
Since C∞c (RN ) is dense in Sks (RN ), there exists a sequence (ϕm)m in C∞c (RN ) such that∥∥ϕ− ϕm∥∥k,s → 0 as m→∞.
Consequently, by Lemma 2.1 we have that∣∣∣∫
RN
uL(ϕ− ϕm) dx
∣∣∣ ≤ C‖ϕ− ϕm‖2,λ ∫
RN
|u(x)|
(1 + |x|)N+2s dx→ 0 as m→∞.
Moreover, there exists a constant c > 0 such that∣∣∣∫
RN
uP (−∇)(ϕ − ϕm) dx
∣∣∣ ≤ c‖ϕ− ϕm‖k,λ ∫
RN
|u(x)|
(1 + |x|)N+2s dx→ 0 as m→∞.
Since
∫
RN
u (L+ P (−∇))ϕm dx = 0 for all m ∈ N by assumption, we obtain∫
RN
u (L + P (−∇))ϕdx = 0,
as claimed.
Next, we let ψ ∈ C∞c (O), and we let K be the support of ψ. Since η + P (−ı ·) ∈
WN+2s,1loc (R
N ) ⊂ C(RN) and η(ξ)+P (−ıξ) 6= 0 in K, there exists an open neighborhood
U ⊂⊂ O of K with inf
U
|η + P (−ı ·)| > 0 and η + P (−ı ·) ∈ WN+2s,1(U). By the chain
rule, we then deduce that also 1η+P (−ı ·) ∈ WN+2s,1(U). Consequently, we may define
τ ∈WN+2s,1(RN ) by τ(ξ) = ψ(ξ)η(ξ)+P (−ıξ) . Since τ has bounded support in RN , Lemma 2.3
implies that ϕ = F−1(τ) ∈ Sks (RN ). Moreover, since [η + P (−i ·)]ϕ̂ = ψ ∈ C∞c (O) ⊂ S,
we then have by (2.6) and Lemma 2.2(ii):
0 =
∫
RN
u (L + P (−∇)ϕdx = 〈û, [η + P (−ı ·)]ϕ̂〉 = 〈û, ψ〉
Since this holds for every ψ ∈ C∞c (O), the distributional support of û is a subset of
G = RN \ O. In particular if G ⊂ {0}, then û is a linear combination of derivatives
of the Dirac δ-distribution (see e.g. [7, Theorem 6.2]), so that u is a polynomial. Since
u ∈ L1s(RN ), it follows that the degree of u is strictly less than 2s.
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3. The anisotropic fractional Laplacian
The present section is devoted to the proof of Theorem 1.4. In the following, we let
N ≥ 2, and we fix a ∈ L∞(SN−1) and s ∈ (0, 1). We let aeven resp aodd denote the
even and odd part of a, respectively. Moreover, we let ν be the signed Radon measure
defined by (1.14), and we let η be the symbol corresponding to ν˜ as given by (1.9). We
also recall the definition of the constant cN,s in (1.3). We need the following regularity
properties of the symbol.
Proposition 3.1. For ξ ∈ RN we have
Re η(ξ) =
cN,s
2c1,s
∫
SN−1
|ξ · θ|2s a(θ) dθ = cN,s
2c1,s
∫
SN−1
|ξ · θ|2s aeven(θ) dθ
and
Im η(ξ) = cN,s
∫
SN−1
a(θ)hs(ξ · θ)dθ = cN,s
∫
SN−1
aodd(θ)hs(ξ · θ)dθ
with
hs ∈ C∞(R), hs(t) =
∫ 1
0
sin(rt)− rt
r1+2s
dr +
∫ ∞
1
sin(rt)
r1+2s
dr. (3.1)
Moreover, we have:
(i) If aeven ∈W τ,2(SN−1) for some τ ≥ 0, then Re η ∈W τ+
N+1
2
+2s,2
loc (R
N \ {0}).
(ii) If aodd ∈W τ,2(SN−1) for some τ ≥ 0, then Im η ∈W τ+
N−2
2
,2
loc (R
N \ {0}).
Proof. Clearly we have η(0) = 0. Moreover, since ν˜ is given by dν˜(y) = cN,s|y|−N−2sa
(
− y|y|
)
dy,
we have, for fixed ξ ∈ RN \ {0},
−η(ξ)
cN,s
=
∫
RN
[eıξ·y − 1− ıξ ·y1B(0,1)(y)] dν˜(y)
=
∫
SN−1
a(−θ)
∫ ∞
0
[eırξ·θ − 1− ırξ ·θ1[0,1](r)]r−1−2s drdθ
and therefore
Re η(ξ) = −cN,s
∫
SN−1
a(−θ)
∫ ∞
0
[cos(rξθ)− 1]r−1−2s drdθ
= −cN,s
∫
SN−1
a(−θ)|ξ ·θ|2s dθ
∫ ∞
0
[cos t− 1]t−1−2s dt
=
cN,s
2c1,s
∫
SN−1
a(θ)|ξ ·θ|2s dθ = cN,s
2c1,s
∫
SN−1
aeven(θ)|ξ ·θ|2s dθ.
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Moreover,
Im η(ξ)
cN,s
= −
∫
SN−1
a(−θ)
∫ ∞
0
[sin(rξθ)− rξθ1[0,1](t)]r−1−2s dr dθ
=
∫
SN−1
a(θ)hs(ξ · θ) dθ =
∫
SN−1
aodd(θ)hs(ξ · θ) dθ
with hs as in (3.1), as claimed. Here the last two equalities follow from the oddness of
the function hs. Moreover, a standard argument based on Lebesgue’s theorem shows
that hs ∈ C∞(R).
To prove (i), we assume that aeven ∈ W τ,2(SN−1) for some τ ≥ 0. In this case, the
restriction of Re η to SN−1 coincides with the so-called 2s-cosine-transformation of aeven,
and this transformation has nice mapping properties between Sobolev spaces on SN−1,
see e.g. [14]. In particular, it follows from [14, Theorem 1.1], applied with α = 2s + 1,
that Re η|
S
N−1 ∈ W τ+N+12 +2s,2(SN−1). Since Re η is homogeneous of degree 2s, this
easily implies that Re η ∈W τ+
N+1
2
+2s,2
loc (R
N \ {0}).
To prove (ii), we first consider a fixed continuous function h : [−1, 1]→ R, and we recall
that, for a spherical harmonic Yl : S
N−1 → R of degree l ∈ {0, 1, 2, . . . }, the Funk-Hecke
formula (see e.g. [6, p. 247]) yields that∫
SN−1
h(ξ · θ)Yl(θ) dθ = µ(l,N)Yl(ξ) for ξ ∈ SN−1 (3.2)
with
µ(l,N) = κ1(N)
Γ(l + 1)
Γ(l +N − 2)
∫ 1
−1
h(t)P
N−2
2
l (t)dµ
N (t),
where
κ1(N) := 2
N−2pi
N−2
2 Γ
(
N − 2
2
)
, dµN (t) = (1− t2)N−12 −1 dt
and P νl stands for the Gegenbauer polynomial of order ν and degree l as defined in [16].
It is not difficult to see that∫ 1
−1
|P
N−2
2
l (t)|2dµN (t) = κ2(N)
Γ(l +N − 2)
(l + N−22 )Γ(l + 1)
with a constant κ2(N) > 0, see e.g. [5, eq. (2.4)]. More precisely, we have κ2(N) =
pi23−N
Γ2(N−2
2
)
for N ≥ 3, whereas κ2(2) > 0 depends on the normalization of zero order
Gegenbauer polynomials. Consequently, setting
dN,h :=
(∫ 1
−1
|h(t)|2dµN (t)
)1/2
,
the Cauchy-Schwarz inequality implies that
µ(l,N) ≤ κ1(N)
√
κ2(N)dN,h
( Γ(l + 1)
(l + N−22 )Γ(l +N − 2)
)1/2
≤ κ1(N)
√
κ2(N)dN,h l
−N−2
2
From this we immediately deduce the following regularizing property:
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(R) If b ∈ W τ,2(SN−1), then the function ξ 7→ ∫
SN−1 b(θ)h(ξ · θ) dθ belongs to
W τ+
N−2
2
,2(SN−1).
We now assume that aodd ∈W τ,2(SN−1) for some τ ≥ 0. Note that, in polar coordinates
ρ = |ξ| > 0, ζ = ξ|ξ| ∈ SN−1, the function M := Im ηcN,s is given by
M(ρ, ζ) =
∫
SN−1
aodd(θ)hs(ρζ · θ) dθ for ρ > 0, ζ ∈ SN−1.
Since hs ∈ C∞(R) and aodd ∈ L1(SN−1), a standard argument based on Lebesgue’s
Theorem yields the existence of
∂kρM(ρ, ζ) =
∫
SN−1
aodd(θ)[ζ · θ]kh(k)s (ρζ · θ) dθ for ρ > 0, ζ ∈ SN−1, k ∈ N.
Moreover, for fixed k ∈ N and ρ > 0, we may apply Property (R) above to the function
h ∈ C([−1, 1]), h(t) = tkh(k)s (ρt) to see that
∂kρM(ρ, ·) ∈W τ+
N−2
2
,2(SN−1),
whereas the function ρ 7→ ‖∂kρM(ρ, ·)‖W τ+N−22 ,2(SN−1) is bounded on compact subsets of
(0,∞). It thus follows that Im η ∈W τ+
N−2
2
,2
loc (R
N \ {0}), as claimed.
Proof of Theorem 1.4(completed).
If a ∈ L∞(SN−1) satisfies assumption (1.16), then Proposition 3.1 implies that η ∈
WN+2s,2loc (R
N \ {0}) ⊂ WN+2s,1loc (RN \ {0}). Moreover, by (1.15) it follows that Re η > 0
on RN \ {0}, and thus also Re [η + P (−ı ·)] > 0 on RN \ {0} by our assumption on
the complex polynomial P . Hence condition (1.10) is satisfied with O = RN \ {0}, and
Theorem 1.1 then implies that every distributional solution u ∈ L1s(RN ) of the equation
(−∆)sau+ P (∇)u = 0 is a polynomial of degree strictly less than 2s. This implies that
every such solution is affine, and it is constant if s ≤ 12 . The proof is finished.
4. Some further applications
An immediate application of Theorem 1.1 is the following uniqueness result.
Theorem 4.1. Let s ∈ (0, 1) and assume that u ∈ L1s(RN ) satisfies (−∆)su+ u = 0 on
RN in distributional sense. Then u = 0.
Proof. We consider the operator Lν = (−∆)s with symbol ξ 7→ η(ξ) = |ξ|2s and the
polynomial P ≡ 1. Then Theorem 1.1 applies with O ⊃ RN \ {0}. Hence u is affine,
and it is constant if s ≤ 12 . As a consequence, u is s-harmonic, which implies that
u = −(−∆)su = 0.
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Our next result is concerned with the one-dimensional fractional Helmholtz equation
(−∆)su− u = 0.
Theorem 4.2. Let s ∈ (0, 1), and assume that u ∈ L1s(R) satisfies (−∆)su−u = 0 in R
in distributional sense. Then u(x) = c1 cos(x) + c2 sin(x) for x ∈ R with some constants
ci ∈ R.
Proof. We consider the operator Lν = (−∆)s with symbol ξ 7→ η(ξ) = |ξ|2s and the
polynomial P ≡ −1. Then Theorem 1.1 applies with O ⊃ R\{0,±1}. Consequently, the
support of û is contained in {0,±1}, which, by the same argument as in [7, Theorem 6.2],
implies that there exists polynomials pi, i = 1, 2, 3 such that u(x) = p1(x) + p2(x)e
ix +
p3e
−ix for x ∈ R. Since u ∈ L1s(R) and s < 1, it follows that pi is affine for i = 1, 2, 3.
Hence we have that û =
1∑
k=−1
(
akδk + bkδ
′
k
)
with ak, bk ∈ C, where δk denotes the δ-
distribution at the point k. We claim that b1 = b−1 = 0. To see this, we consider
ψ ∈ C∞c ((0,∞)) ⊂ C∞c (R) with ψ(1) = 1. By Lemma 2.2(ii) and (2.6), applied to
ϕ := F−1(ψ) ∈ S, we find that
0 =
∫
RN
u
[
(−∆)sϕ− ϕ
]
dx = 〈û, [|ξ|2s − 1]ψ〉 = b1〈δ′1, [|ξ|2s − 1]ψ〉 = 2sb1ψ(1) = 2sb1.
Hence b1 = 0, and similarly we find that b−1 = 0. Consequently, we can write u as
u(x) = a+ bx+ c1 cos x+ c2 sinx for x ∈ R
with a, b, c1, c2 ∈ R, whereas b = 0 if s ≤ 12 . Since u and the functions cos, sin solve the
equation (−∆)su = u in distributional sense and the function x 7→ a+ bx is s-harmonic,
it follows that a = b = 0. The claim thus follows.
Next we consider the relativistic operator Lν = (−∆+1)s−1, which can be written in
the form (1.1) with dν(y) = cN,s|y|−N+2s2 KN+2s
2
(|y|)dy. Here Kρ is the modified Bessel
function of the second kind of order ρ, and cN,s is given by (1.3), see [8]. Since Kν decays
exponentially, the measure ν satisfies (1.2), and (Dσ) holds for any positive σ.
Theorem 4.3. Let u ∈ L1σ(RN ) for some σ > 0. If
Lνu = ((−∆+ 1)s − 1)u = 0 on RN in distributional sense, (4.1)
then u is a harmonic polynomial of degree strictly less than 2σ.
Proof. Since the symbol corresponding to Lν = Lν˜ is given by ξ 7→ (|ξ|2 + 1)s − 1,
Theorem 1.1 applies with P ≡ 0 and O = RN \ {0}. Consequently, u is a polynomial of
degree strictly less than 2σ. It remains to show that u is harmonic, which follows once
we have shown that
〈û, | · |2ψ〉 = 0 for all ψ ∈ C∞c (RN ). (4.2)
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For this we consider the function
h ∈ C∞(RN ), h(ξ) =

|ξ|2
(1 + |ξ|2)s − 1 , ξ 6= 0;
1/s, ξ = 0.
If ψ ∈ C∞c (RN ) is given, then ϕ = F−1(hψ) ∈ S satisfies the assumptions of Lemma 2.2(ii)
with P ≡ 0, and this implies that
0 =
∫
RN
uLν˜ϕdx = 〈û, [(1 + | · |2)s − 1]hϕ〉 = 〈û, | · |2ψ〉.
Hence (4.2) holds, and the proof is finished.
Our final application concerns a nonlocal operator Lν in R which appears in the
intermediate long wave equation from fluid mechanics, see e.g. [1]. The operator Lν
corresponds to the symbol
ξ 7→ ξ coth(piξ/2) − 2/pi, ξ ∈ R
and can be written in the form (1.1) with dν(y) = 1
2pi sinh2(y)
dy, see e.g. [11, page 6].
Since the function R → R, y 7→ 1
2pi sinh2(y)
decays exponentially at infinity and has a
singularity of order −2 at y = 0, the measure ν satisfies (1.2), whereas (Dσ) holds for
any positive σ.
Theorem 4.4. Let σ > 0, and let u ∈ L1σ(R) satisfy Lνu = 0 in R in distributional
sense. Then u is a polynomial of degree strictly less than 2σ.
Proof. The symbol ξ 7→ ξ coth(piξ2 ) − 2pi is of class C∞ and nonzero on R \ {0}. To
see the latter, it suffices to note that for ζ ∈ R \ {0} we have tanh ζ 6= ζ and therefore
coth ζ 6= 1ζ . By Theorem 1.1, it thus follows that u is a polynomial of degree strictly less
than 2σ.
References
[1] J. P. Albert, J. L. Bona, J.-C. Saut: Model equations for waves in stratified fluids. Proc. R. Soc.
Lond. A 453 (1997), 1233-1260.
[2] N. Abatangelo: Large s-harmonic functions and boundary blow-up solutions for the fractional lapla-
cian. Discrete Contin. Dyn. Syst. A, V. 35; N. 12 (2015) 5555-5607.
[3] K. Bogdan, T. Kulczycki, A. Nowak: Gradient estimates for harmonic and q-harmonic functions of
symmetric stable processes. Illinois J. Math. 46 (2002), no. 2, 541-556.
[4] W. Chen, L. D’Ambrosio and Y. Li: Some Liouville theorems for the fractional Laplacian. Nonlin.
Anal. Volume 121, 2015, Pages 370-381.
[5] L. De Carli: Local Lp inequalities for Gegenbauer polynomials, in Topics in classical analysis and
applications in honor of Daniel Waterman, 73–87, World Sci. Publ., Hackensack, NJ, (2008).
[6] Erde´lyi, A., Magnus, W., Oberhettinger, F., and Tricomi, F.: Higher transcendental functions, Vol.
2, McGraw-Hill, New York 1953
[7] G. Eskin: Lectures on Linear Partial Differential Equations. Graduate Studies in Mathematics 123.
American Mathematical Society, Providence, Rhode Island, 2011.
LIOUVILLE THEOREMS FOR A GENERAL CLASS OF NONLOCAL OPERATORS 15
[8] M. M. Fall and V. Felli: Unique continuation properties for the relativistic Shro¨rdinger operator with
singular potential. Discrete Contin. Dyn. Syst. A, V. 35; N. 12 (2015) 5827-5867.
[9] M. M. Fall: Entire s-harmonic functions are affine. Proc. Amer. Math. Soc. In press.
[10] F. Ferrari and I. Verbitsky: Radial fractional Laplace operators and Hessian inequalities. J. Differ-
ential Equations 253 (2012), no. 1, 244-272.
[11] R. Frank: On the uniqueness of ground states of non-local equations. J. E´. D. P. (2011), Expose´ no
V, 10 p.
[12] Han, Q. and Lin, F.H.: Elliptic partial differential equations. Courant Lecture Notes in Mathe-
matics, 1. New York University, Courant Institute of Mathematical Sciences, New York; American
Mathematical Society, Providence, RI, 1997.
[13] X. Ros-Oton and J. Serra: Regularity theory for general stable operators. Preprint 2014.
http://arxiv.org/abs/1412.3892.
[14] B. Rubin: Inversion of fractional integrals related to the spherical Radon transform. J. Funct. Anal.
157 (1998), no. 2, 470–487.
[15] R. Zhuo, W. Chen, X. Cui and Z. Yuan: A Liouville theorem for the fractional Laplacian. Preprint
2014. arXiv:1401.7402.
[16] G. Szego¨, : Orthogonal Polynomials. Amer. Math. Soc., Coll. Publ. 23, New York 1959.
M.M. Fall
African Institute for Mathematical Sciences (A.I.M.S.) of Senegal, KM 2, Route de
Joal, B.P. 1418. Mbour, Se´ne´gal.
E-mail address: mouhamed.m.fall@aims-senegal.org.
T. Weth
Goethe-Universita¨t Frankfurt, Institut fu¨r Mathematik. Robert-Mayer-Str. 10 D-60054
Frankfurt, Germany.
E-mail address: weth@math.uni-frankfurt.de
Acknowledgement: M.M.F. is supported by the Alexander von Humboldt Foundation and
partially by the Simons Associateship funding from the International Center for Theo-
retical Physics (ICTP). Part of the paper was written while T.W. visited the African
Institute for Mathematical Sciences (A.I.M.S.) of Senegal. He wishes to thank the in-
stitute for its kind hospitality and the German Academic Exchange Service (DAAD) for
funding the visit within the program 57060778.
