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Sažetak
Razvoj racˇunala ima veliku važnost u dokazivanju matematicˇkih tvrdnji. Kombinacijom nume-
ricˇkih, formalnih, heuristicˇkih i simbolicˇkih metoda na racˇunalu se stvaraju novi matematicˇki
dokazi koji prije nisu bili moguc´i. S umjetnom inteligencijom racˇunala, uz malu pomoc´ cˇovjeka,
automatizirano dokazuju matematicˇke tvrdnje. Zajedno s ovim metodama, koristi se verifikacija
pomoc´u racˇunala koja pomaže pri provjeravanju istinitosti nekog dokaza. Navedene metode i
verifikacija mogu biti veoma kompleksne, pa cˇak i do tolike mjere da naprave zastoj kod super-
racˇunala. Zato je potrebno znati iskoristiti matematicˇke metode da bi olakšali rad racˇunala, jer
svako racˇunalo ima svoje granice. Matematicˇki dokazi kao što su Flyspeck projekt i rješenje
Booleovog problema bojanja Pitagorinih trojki bez superracˇunala ne bi bili ostvarivi. Oni zato
predstavljaju najvec´e matematicˇke dokaze stvorene pomoc´u racˇunala.
Kljucˇne rijecˇi: racˇunala; numericˇke metode; formalne metode; heuristicˇke metode; simbolicˇke
metode; umjetna inteligencija; verifikacija pomoc´u racˇunala
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1. Uvod
Pocˇetkom razvoja racˇunala promijenio se nacˇin dokazivanja matematicˇkih tvrdnji. U
prošlosti su se logicˇkim zakljucˇivanjem dokazivali krac´i matematicˇki dokazi, ali nastankom ra-
cˇunala, pogotovo kakvih danas poznajemo, stvorili su se novi nacˇini dokazivanja matematicˇkih
tvrdnji.
Svaki proces, algoritam i naredba unutar racˇunala je bazirana na logici. Logika pred-
stavlja vezu izmed¯u korisnika i racˇunala, jer inacˇe ne bi postojala moguc´nost njihove med¯u-
sobne interakcije. Prilikom izrade matematicˇkih dokaza pomoc´u racˇunala, koriste se mate-
maticˇke metode koje se implementiraju u racˇunalo. Metode kao što su numericˇke, formalne,
heuristicˇke i simbolicˇke, zajednicˇkom kombinacijom stvaraju i ubrzavaju dokazivanje tvrdnji koje
bi inacˇe veoma dugo trajale. Najbrže se razvija umjetna inteligencija koja se nalazi unutar he-
uristicˇke metode. To nije umjetna inteligencija gdje bi racˇunalo zamijenilo cˇovjeka, nego kako
bi racˇunalo zajedno s cˇovjekom donosilo zakljucˇke. Prolog je prvi programski jezik koji je imao
takve sposobnosti. Svako racˇunalo ima softverska ili hardverska ogranicˇenja, ali napretkom
racˇunalne tehnologije bliži se vrijeme kada c´e racˇunalo samostalno u potpunosti donositi ma-
tematicˇke dokaze. Postoje slicˇni programi kao što su automatizirano i interaktivno dokazivanje
teorema, ali za rad još uvijek zahtijevaju cˇovjekovo vodstvo.
Matematicˇke metode se ne moraju samo koristiti u dokazivanju matematicˇkih tvrdnji,
nego su korisne tijekom donošenja svakodnevnih odluka. Moguc´e je da pogrešno donesemo
odluku, ali to je normalno i cˇesto se dogad¯a. Važno je znati riješiti i prilagoditi se pogreškama
u kratkom vremenskom razdoblju. Zato postoji verifikacija matematicˇkih dokaza koja se koristi
sve više i u buduc´nosti c´e se vjerojatno koristiti na svakom dokazu. Verifikacija pomoc´u ra-
cˇunala možda traje dugo, ali omoguc´ava pronalaženje najsitnije pogreške unutar dokaza. Da
bi se verifikacija pomoc´u racˇunala obavila u kratkom vremenu, koriste se vec´ poznate sheme
kao što je provjeravanje modela koji ubrzavaju i olakšavaju rad racˇunala. Potrebno je poznavati
ogranicˇenja racˇunala, jer ponekad niti superracˇunalo nije dovoljno brzo da napravi verifikaciju.
Da se prilikom rješavanja Booleovog problema bojanja Pitagorinih trojki nije koristila izmijenjena
heuristicˇka metoda, superracˇunalu bi trebalo mnogo vremena da dokaže sve kombinacije ma-
tematicˇkih tvrdnji. Zbog navedenih stvari je važno pravilno iskoristiti odgovarajuc´u matematicˇku
metodu kao i obradu verifikacije pomoc´u racˇunala.
Moje zanimanje za racˇunala i matematiku seže iz osnovne škole tijekom programiranja
u QBasicu. Vec´ina zadataka je bila matematicˇke prirode, gdje se zahtijevalo logicˇko razmiš-
ljanje i racˇunanje jednostavnih linearnih jednadžbi. Nakon toga, u matematicˇkoj gimnaziji je
ucˇenje programskog jezika C rezultiralo vec´im zanimanjem u stvaranju aplikacija, a pogotovo
na fakultetu ucˇenjem C#-a. Za bilo koji programski jezik je potrebno poznavati matematiku pa
otud dolazi moja motivacija za pisanjem ovog završnog rada.
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2. Matematicˇka logika i dokazi
Logikom se koristimo svakodnevno; služi nam za shvac´anje pojedinih tvrdnji i odred¯iva-
nja jesu li one istinite ili lažne. Prvim logicˇarom može se nazvati Aristotel. Iako nije znao pravila
logike, znao je dobro zakljucˇivati, a još bolje koristiti svoje rijecˇi. Tako je donosio stavove koji se
mogu prepoznati kao pocˇeci logike, makar su je tek prvi put spomenuli njegovi sljedbenici zvani
"stoici". Zaslužan za pocˇetke racˇunalnih teorija je Ramon Llull, koji je djelovao u 13. stoljec´u.
Njegovo stvaralaštvo je poslije imalo utjecaja na Gottfrieda Wilhelma von Leibniza [1].
2.1. Matematicˇki sudovi i operacije sa sudovima
Prema B. Divjak: Recˇenice u kojima se nešto tvrdi i mogu se podijeliti s obzirom na
istinitost na istinite ili lažne nazivaju se sudovi.
Ponekad sud može biti trivijalan i bez velikog razmišljanja moguc´e je odrediti je li istinit
ili lažan. Kako bismo odredili je li istinit ili lažan, koristimo odred¯ena pravila i operacije nad
sudovima s kojima dolazimo do konacˇnog rješenja. Kompleksan sud možemo podijeliti na
manje dijelove koji tvore jednostavniji sud, a za prikaz svih podataka i interakciju izmed¯u njih
koristimo semanticˇku tablicu. Ona poprima sve moguc´e kombinacije koje neki kompleksan sud
može poprimiti [2].
Tablica 1: Operacije nad sudovima
Naziv Prikaz Cˇitanje Opis kada je tvrdnja istinita
negacija ¬A ne A svaki lažan sud
konjunkcija A ∧ B A i B ako su oba suda istinita
disjunkcija A ∨ B A ili B ako je istinit bilo koji sud
implikacija A⇒ B ako A onda B bilo koji, osim ako je prvi sud istinit, a drugi lažan
ekvivalencija A⇔ B A je ako i samo ako je B ako su sudovi jednake istinitosti
(Izvor: Divjak i Hunjak, 2004)
Iako se programski jezici razlikuju, logicˇki operatori se pretežno identicˇno prikazuju. U
sljedec´oj tablici se može vidjeti primjer logicˇkih operatora u programskom jeziku C#:
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Tablica 2: Logicˇki operatori u C#
Prikaz Cˇitanje C#
¬A NOT A !A
A ∧ B A AND B A && B
A ∨ B A OR B A || B
A⇒ B IF A THEN B !A || B
A⇔ B IF A AND ONLY IF B A == B
(Izvor: Microsoft, 2015)
Kao što se vidi u tablici, implikacija u programskom jeziku C# nema svoj poseban sim-
bol. [3] To je zbog toga što se implikacija može prikazati pomoc´u osnovnih operacija: negacije,
konjunkcije i disjunkcije, kao što je prikazano 1854. godine u knjizi Georgea Boolea "An Inves-
tigation of the Laws of Thought" [4].
2.2. Matematicˇki dokazi
Da bi neka tvrdnja u matematici postala teorem, potrebno ju je dokazati. Dokaz pred-
stavlja neosporan argument za tvrdnju, a jedini nacˇin da se dokaže jest utvrditi istinitost. U
tome pomažu sljedec´e vrste dokaza s kojima dokazujemo takve tvrdnje, odnosno hipoteze [5]:
1. Direktni dokaz se stvara slaganjem konacˇnog niza implikacija. On se izvodi tako da
se korak po korak, korištenjem teorema, dokaže neka hipoteza. A da bi se dokazala,
moguc´e je podijeliti problem na manje dijelove s kojima je lakše manipulirati i dokazati
neku hipotezu [2].
A⇒ B
A⇒ A1 ⇒ A2 ⇒ ...⇒ B
Niz ekvivalentnih tvrdnji se pojavljuje cˇesto, gdje ekvivalentan predstavlja sve tvrdnje koje
bi trebale vrijediti za taj dokaz. Ako postoje tvrdnje A, B i C i one su ekvivalentne, tada je
potrebno napraviti dokaz na sljedec´i nacˇin [2]:
A⇒ B ⇒ C ⇒ A ili
A⇒ C ⇒ B ⇒ A
2. Indirektni dokaz ili dokaz po kontrapoziciji koji se koristi kada je teško moguc´e dokazati
hipotezu direktnim dokazom. Tada se koristi obrat suprotnog teorema:
A⇒ B, tada vrijedi B ⇒ A
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Slicˇno je i dokazivanje protuprimjerom. Ako postoji neki sud A koji je istinit, tada s protu-
primjerom tražimo neki primjer gdje je taj sud neistinit. Ako pronad¯emo takvu vrijednost,
tada se dokazalo da sud A nije istinit. Dovoljno je da nad¯emo samo jedan primjer i odmah
se može zakljucˇiti da hipoteza ne vrijedi [2].
3. Matematicˇka indukcija je cˇesto korišten pristup u dokazivanju, cˇiji je nacˇin zakljucˇivanja
od posebnog prema opc´em. Matematicˇka indukcija se sastoji od tri koraka, a to su baza,
pretpostavka i korak indukcije. Vrlo cˇesto se indukcija pojašnjava na primjeru domino
efekta. Ako želimo saznati hoc´e li se srušiti n-ti domino, prvo je potrebno gurnuti prvi
domino tako da se pokrene lancˇani efekt. Taj dio u matematicˇkoj indukciji zovemo baza
indukcije. Nadalje pretpostavljamo da c´e se (n− 1) domino srušiti i ako dokažemo da c´e
se tada srušiti n-ti domino, dokazali smo da c´e se svaki domino srušiti [6].
2.2.1. Normalne forme
Normalne forme koriste se radi pojednostavljenja logicˇkih izraza. Ako imamo neki kom-
pleksan sud, potrebno ga je svesti na jednostavne operacije (negacija, konjunkcija i disjunkcija),
a taj postupak zovemo minimizacija. Postoje tri vrste normalnih formi, a to su [2]:
• konjunktivna normalna forma (KNF)
• disjunktivna normalna forma (DNF)
• negativna normalna forma (NNF)
Da bismo bili u moguc´nosti odrediti ove forme, prvo su nam potrebna bazicˇna rješenja.
Definicije bazicˇne konjunkcije i disjunkcije su sljedec´e:
Bazicˇna konjunkcija zadane funkcije F je svaka konjunkcija ki(x, x, y, y, z, z...) su-
dova ili njihovih negacija koja ima svojstvo F (...) = 1 kada je ki(...) = 1, gdje F predstavlja
F (x, y, z, ...) funkciju algebre sudova.
Bazicˇna disjunkcija zadane funkcije F je svaka disjunkcija di(x, x, y, y, z, z...) sudova
ili njihovih negacija koja ima svojstvo F (.) = 0 kada je di(.) = 0 gdje F predstavlja F (x, y, z, ...)
funkciju algebre sudova [2].
Nadalje se mogu definirati KNF i DNF:
• Konjunktivna normalna forma neke funkcije sudova jest konjunkcija svih njezinih bazicˇ-
nih disjunkcija.
• Disjunktivna normalna forma neke funkcije sudova jest disjunkcija svih njezinih bazicˇnih
konjunkcija [2].
• Negativna normalna forma jest kada u minimiziranoj formuli postoji negacija unutar ba-
zicˇne konjunkcije ili disjunkcije. NNF vrijedi samo ako je sud negiran [7].
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Možda se nakon ovih definicija cˇini nejasno, ali je lakše shvatljivo na primjeru:
Neka je zadano F (x, y, z) = ((x ∧ y) ∨ z) ⇒ ((y ∨ x) ∧ z), tada c´e semanticˇka tablica
izgledati ovako:
Tablica 3: Bazicˇne konjunkcije i disjunkcije
x y z F bazicˇne konj. i disj.
1 1 1 1 x ∧ y ∧ z
1 1 0 0 x ∨ y ∨ z
1 0 1 1 x ∧ y ∧ z
1 0 0 1 x ∧ y ∧ z
0 1 1 0 x ∨ y ∨ z
0 1 0 1 x ∧ y ∧ z
0 0 1 0 x ∨ y ∨ z
0 0 0 1 x ∧ y ∧ z
Konjunktivna normalna forma je:
KNF (F ) = (x ∨ y ∨ z) ∧ (x ∨ y ∨ z) ∧ (x ∨ y ∨ z)
dok je disjunktivna normalna forma:
DNF (F ) = (x ∧ y ∧ z) ∨ (x ∧ y ∧ z) ∨ (x ∧ y ∧ z) ∨ (x ∧ y ∧ z) ∨ (x ∧ y ∧ z)
Prikazane KNF i DNF su takod¯er i negativne normalne forme jer sadrže negacije unutar
sebe. Sljedec´i primjer nije NNF jer je negirana zagrada, a u NNF-u samo sudovi smiju biti
negirani [7]:
¬(x ∨ y ∨ z) ∧ (x ∨ y ∨ z) ∧ (x ∨ y ∨ z)
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3. Povijesni koncept logicˇkog stroja i racˇunala
Pocˇeci logike sežu u Aristotelovo razdoblje, ali prvi logicˇki stroj spominje se u djelu
"Ars generalis ultima" Ramona Llulla. On je bio katalonski pisac, filozof i logicˇar koji je svojim
stvaralaštvom stvorio temelje racˇunalne znanosti. Živio je u multikulturalnoj sredini, okružen
muslimanima i židovima, a pošto je bio jako posvec´en kršc´anstvu, htio je napraviti ured¯aj koji
bi preobratio sve druge vjere u kršc´ansku. I zbog toga je izgradio prvi logicˇki stroj koji se
sastojao od cˇetiri figure, koje su prikazivale atribute boga i razliku izmed¯u duša samo da bi
svojim logicˇkim razmišljanjem i moguc´nostima pridobio ljude. Med¯utim, nije važno što je njegov
logicˇki stroj pokazivao ili objašnjavao, nego kako je funkcionirao. Figure, koje su se nalazile na
stroju, mogle su se micati tako da se dobiju razlicˇite kombinacije koje bi dovele do drugacˇijeg
logicˇkog zakljucˇka. To je bio prvi "ured¯aj" koji se može povezati s današnjim racˇunalima. Zato
što baš kao i racˇunalo, koristi logicˇke izraze, a kao izlazne stavke donosi zakljucˇke. Zbog toga
mnogi ljudi iz racˇunalnih znanosti vole nazivati Ramona Llulla pionirom racˇunalne znanosti [8].
Njegovo spomenuto djelo "Ars generalis ultima" prethodilo je novom radu zvanom "Ars
combinatoria" u kojem je prikazivao relacijsku strukturu izmed¯u grafova i matrica. Tim djelima
su bili nadahnuti mnogi znanstvenici, a jedan od najvažniji Gottfried Wilhelm Leibniz. Vec´ u
svojim dvadesetim godinama, Leibniz je temeljito analizirao djelo "Ars combinatoria" te napisao
prvu knjigu vezano za Llullove radove. Kao i Llull, htio je stvoriti stroj koji bi mogao obavljati
matematicˇke operacije, a vec´ 1674. godine ga je opisao. Nekoliko godina kasnije, dobio je
ideju o prvom univerzalnom jeziku kojeg bi svi ljudi mogli koristiti (i jednostavno naucˇiti). Time
je htio postic´i da svatko iz bilo kojeg dijela svijeta može raspravljati o odred¯enom problemu. To
je prethodilo novom problemu zvanom "Entscheidungsproblem" ili "problemom odluke" [9].
Problem odluke je problem koji je postavio David Hilbert 1928. godine, a glasio je:
"Postoji li algoritam koji za svaki sud može odrediti je li istinit ili lažan."
Prvo je poznati logicˇar Kurt Gödel 1931. godine objavio svoj "Teorem nepotpunosti" u
kojemu navodi da c´e u svakoj istinitoj tvrdnji, koja je dovoljno sadržajna da omoguc´i izražavanje
i dokaze osnovnih aritmeticˇkih operacija, biti moguc´e izraditi tvrdnju tako da se ni ona sama
niti njezina negacija ne mogu dokazati iz danih aksioma i zato sustav mora biti nepotpun. Što
bi ukratko znacˇilo da se svakoj tvrdnji može pronac´i neki sud koji c´e osporiti navedenu tvrdnju.
Tom je definicijom zapocˇelo rješavanje "problema odluke", iako to nije bilo dovoljno za obaranje
Hilbertovog pretpostavke [10].
Do 1936. nije postojao potpun odgovor na problem, ali tada su dva znanstvenika odvo-
jeno dokazala da tvrdnja ne vrijedi. U radu Alana Turinga "On computable numbers, with an
application to the Entscheidungsproblem" je navedeno da rezultati njegovih istraživanja i iz-
racˇuna pokazuju da "problem odluke" nema rješenja. Isto to je dokazao i Alonzo Church, ali
kako Turing piše: "na sasvim drugacˇiji nacˇin" [11]. Time je napravljena Church-Turingova teza
koja navodi da sve što se fizicˇki može izracˇunati, može se izracˇunati i uz pomoc´ Turingovog
stroja. To znacˇi da ne postoji jacˇe ili bolje racˇunalo od Turingovog stroja. Ne smije se zanema-
riti pretpostavka da Turingov stroj ne služi za brzo i efikasno rješavanje nekog problema, nego
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za dokazivanje da je neki algoritam moguc´e napraviti racˇunalom. Ako se algoritam ne može
provesti Turingovim strojem, tada ga niti jedno racˇunalo nec´e moc´i provesti [12]. No, sada se
postavlja pitanje, kakve koristi c´e od toga biti u praksi? To je važno u racˇunalnoj znanosti, ako,
na primjer, želimo alat koji c´e nam biti u moguc´nosti ispraviti sve pogreške tijekom programira-
nja. Nažalost, to nije moguc´e, ali zato to možemo iskoristiti tako da smanjimo pogreške i time
suzimo podrucˇje u kojem bi pogreške mogle nastati [13].
Iz svega što je Turing napravio možemo zakljucˇiti da je imao znacˇajan utjecaj na razvoj
racˇunalne znanosti. No, osim Turingovog stroja, osmislio je i test koji nosi naziv Turingov test.
Pomoc´u testa se raspoznaje ima li racˇunalo preduvjete za umjetnu inteligenciju ili ne. Turing je
time stvorio temelje i za stvari koje u njegovo vrijeme nisu bile tehnicˇki provedive [14].
Nakon tih otkric´a zapocˇelo je doba racˇunala. Racˇunala su se jako brzo razvijala, a
vjerojatno c´e se u buduc´nosti još brže razvijati. Kako su se racˇunala razvijala, tako su nastajali
i programski jezici koji služe za pisanje algoritama. Prvi programski jezici osmišljeni su tijekom
50-ih godina 20. stoljec´a. Poznatiji programski jezik bio je FORTRAN americˇke tvrtke IBM.
FORTRAN se mogao normalno koristiti na racˇunalu, a ne samo na papiru kao što je bio slucˇaj
s nekim drugim. Nakon toga, pojavili su se i drugi programski jezici od kojih su najbitniji i najviše
korišteni C, C++ i Java. Tijekom sljedec´ih poglavlja, bit c´e objašnjeno koji se programski jezici
koriste unutar pojedine metode za dokazivanje matematicˇkih tvrdnji pomoc´u racˇunala [15].
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4. Izrada matematicˇkih dokaza pomoc´u racˇunala
Racˇunala su stvorena da bi automatizirala rad cˇovjeka. Ovisno o kakvom se racˇu-
nalu radi, moguc´e je obraditi velik broj podataka u malim vremenskim intervalima. Racˇunala u
prošlosti nisu bila brza, ali kako se tehnologija razvija, sve je teže držati korak s njom. Zbog
brzog razvoja, matematika je dobila napredniji nacˇin dokazivanja tvrdnji prilikom kojih se koriste
mnoge metode. Za daljnje razumijevanje sljedec´ih primjera, važno je definirati pojam matema-
ticˇkog dokaza pomoc´u racˇunala.
Matematicˇki dokaz pomoc´u racˇunala jest dokaz teorema koji ne bi mogao biti dokazan
samostalno od strane cˇovjeka [16].
Navedena definicija predstavlja domenu gdje cˇovjek nije u moguc´nosti izracˇunati neku
matematicˇku tvrdnju, nego koristi pomoc´ racˇunala radi brzine i olakšavanja izracˇuna. Da bi
racˇunalo razumjelo dokaze, potrebno je stvoriti algoritam razumljiv racˇunalu. Kompleksni do-
kazi se rastavljaju na manje dokaze koje je brže i jednostavnije izracˇunati na racˇunalu. Ako
vrijedi svaki poddokaz unutar dokaza, tada i on cijeli vrijedi. Tim postupkom se opisuje verifi-
kacija dokaza koja uz pomoc´ racˇunala automatizirano dokazuje matematicˇku tvrdnju. Princip
dokazivanja matematicˇkih tvrdnji pomoc´u racˇunala ima tri faze [17]:
• Rastavljanje problema na konacˇan broj manjih potproblema koji se sastoje od manjeg
broja varijabli.
• Analiza svakog potproblema prethodno prikazanog pomoc´u jednadžbi i / ili nejednadžbi.
• Izvršavanje specijaliziranog algoritma koji pronalazi pogreške.
Zadnja faza predstavlja zahtjevan zadatak za matematicˇare, jer moraju stvoriti algoritam
(program), koji c´e pokazati je li matematicˇka tvrdnja dokaziva [17].
Tijekom navedenih faza koriste se matematicˇke metode koje su neizbježne u stvara-
nju dokaza. Uz pomoc´ njih uspijeva se dokazati neka tvrdnja, odrediti vrijednosti i važnosti
matematicˇkih izraza kako bismo olakšali pronalaženje dokaza.
4.1. Numericˇke metode
Numericˇke metode su matematicˇke metode koje se koriste za približno rješavanje kom-
pleksnih problema tako da se rješenje sastoji od osnovnih operacija kao što su množenje,
dijeljenje, zbrajanje i oduzimanje [18]. Za rješavanje kompleksnih problema, potrebno je napra-
viti kvalitetne i brze algoritme, te njihovu analizu i implementaciju. Uz pomoc´ racˇunala, moguc´e
je napraviti dokaze cˇiji kompleksni izracˇuni nisu bili moguc´i u prošlosti [19].
4.1.1. Podrucˇja korištenja numericˇkih metoda
Numericˇke metode su specijalizirane za rješavanje manjih problemskih podrucˇja, kao
što su sustavi linearnih i nelinearnih jednadžbi, što predstavlja prvo podrucˇje korištenja nume-
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ricˇkih metoda. [19]. Na primjer, poznati matematicˇar Carl Friedrich Gauss u 18. stoljec´u je
osmislio algoritam eliminacije, odnosno metodu rješavanja sustava linearnih jednadžbi. Jed-
nostavno je izracˇunati nekoliko linearnih jednadžbi tim postupkom, ali kada bi broj linearnih
jednadžbi porastao, nezamislivo bi bilo izraditi rješenja. No, suvremenim racˇunalima je moguc´e
izracˇunati nekoliko stotina linearnih jednadžbi u kratkom vremena. Zbog toga racˇunala imaju
veliku važnost jer omoguc´uju matematicˇarima da manje misle o racˇunanju, a da više misle o
stvaranju novih ideja i algoritama kako bi uspješno dokazali neku hipotezu [20].
Sljedec´e podrucˇje jest aproksimacijska teorija. U aproksimacijskoj teoriji se racˇunaju
približne vrijednosti zbog nemoguc´nosti odred¯ivanja tocˇne vrijednosti. Funkcijama, koje se ne
sastoje od osnovnih aritmeticˇkih operacija, potrebno je odrediti približne vrijednosti s detaljnih
numericˇkim analizama. Primjer toga je Taylorov red koji nam pomaže pri izracˇunu vrijednosti
kao što su ex ili ln(x), odnosno funkcijama koje teže u beskonacˇnost. Iako je pomoc´u Taylo-
rovog reda moguc´e izracˇunati približnu vrijednost do tocˇnosti koju želimo, on predstavlja neefi-
kasan nacˇin odred¯ivanja približne vrijednosti. Ako ne postoji nijedan drugi nacˇin odred¯ivanja
približne vrijednosti, tada se koristi ovaj nacˇin [19].
Derivacije i integrali predstavljaju trec´e podrucˇje. To je podrucˇje najzastupljenije u racˇu-
nalnoj znanosti i inženjerstvu. Derivacije i integrali cˇesto dovode do slucˇajeva kada nije moguc´e
odrediti tocˇan rezultat. Kod derivacija je problem odred¯ivanja pocˇetnih i granicˇnih vrijednosti
koje u mnogim slucˇajevima teže u beskonacˇnost. Zbog toga je potrebno odrediti približne vri-
jednosti da bi se riješio problem [19]. U trec´em podrucˇju nalaze se i parcijalne derivacije kod
kojih je nepoznato rješenje funkcija više varijabli. Zajedno s integralima, ovo podrucˇje se cˇesto
koristi u inženjerstvu, gdje je potrebno racˇunanje korištenjem numericˇkih analiza (kvantna me-
hanika, valne jednadžbe, fluidna mehanika i slicˇno) [21].
Primjer korištenja numericˇkih metoda u inženjerstvu je projektiranje i analiza kontrolnih
sustava u zrakoplovu. Automatizirani sustavi, koji se koriste u zrakoplovu, ne bi smjeli ni u
jednom trenutku napraviti pogrešku. Zato ovise o matematicˇkim algoritmima i racˇunanjima
koja moraju biti u potpunosti neosporna. F.K. Kappetijn i H.L. Jonkers, autori rada "Aircraft
Control System Design and Analysis Program Package", napravili su paket programa koji nudi
moguc´nost modeliranja, optimizacije i vrednovanja kontrola u vremenski diskretnim sustavima
pomoc´u numericˇkih metoda [22].
4.1.2. Pogreške u numericˇkom racˇunanju
Tijekom predavanja predmeta "Programsko inženjerstvo", profesor Strahonja je govorio
kako programski kod ovisi o tome kako je stvoren. Naveo je primjer kako se navigacijski sustav
u automobilu marke Mercedes sastoji od 20 milijuna linija koda, a zrakoplovni sustav od otprilike
1,7 milijuna linija koda. Na prvu loptu, izgleda vrlo neobicˇno i pomislili bi kako je navigacijski
sustav u automobilu napredniji od cijelog zrakoplovnog sustava, no to nije istina, jer nije bitna
velicˇina napisanog algoritma, nego njegova kvaliteta. Kvarom navigacije u automobilu, nec´ete
biti u životnoj opasnosti ili imati ogromne troškove popravka, ali ako se to dogodi u avionu,
štete su ogromne. Važnije je razmišljati o tome kako kvalitetno napraviti i uz pomoc´ numericˇkih
metoda raspoznati kojeg su reda velicˇina pogreške, nego samo otprilike raditi algoritme koji
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vjerojatno nec´e biti u moguc´nosti obavljati svoje funkcije [23].
Pogreške su svuda oko nas i dogad¯aju se cˇesto. To je svakodnevica i zbog toga je po-
trebno kvalitetno poznavati kakve pogreške mogu biti i gdje se obicˇno pojavljuju. Prva pogreška
koja se cˇesto javlja jest pogreška odsijecanja. Pogreška odsijecanja se javlja tijekom korištenja
približne vrijednosti (a ne tocˇne vrijednosti). Primjer toga jest korištenje ovih dvaju izraza:
√
1 + x ≈ 1 + x2
Sljedec´a pogreška jest pogreška zaokruživanja koja proizlazi iz zaokruživanja vrijed-
nosti. Umjesto korištenja prave vrijednosti, koristi se zaokružena vrijednost. Primjer toga je
zaokruživanje konstante pi na 3.14 što može dovesti do bitne pogreške [23].
Vec´ina pogrešaka se pojavljuje kod izracˇuna koje je napravio cˇovjek. Pogotovo ako se
izracˇun mora napraviti u kratkom vremenu, to dovodi do trenutka nepažnje i konacˇno do pogre-
ške. Primjer takve pogreške je situacija kada je NASA-in orbiter trebao ic´i na Mars. Izgubio se
u svemiru 1998. godine, a isprva nije bilo jasno zašto. Nakon nekog vremena pronašli su pro-
pust inženjera koji nije napravio jednostavnu pretvorbu iz engleske mjerne jedinice u metricˇku
mjernu jedinicu. Zbog ove pogreške, troškovi NASA-e su iznosili 125 milijuna americˇkih dolara
[24].
Zbog navedenih primjera je potrebno znati kolika je moguc´nost pogreške. Uz pomoc´
numericˇkih analiza se racˇunaju relativne pogreške, što olakšava pronalaženje pogrešaka. Re-
lativne pogreške se racˇunaju tako da se stvarna pogreška podijeli sa stvarnom vrijednošc´u kao
što je prikazano na sljedec´em primjeru:
Tijekom istraživanja brzine svjetlosti shvac´eno je da postoji pogreška od 13 m/s.
stvarna pogreska = 13m/s
stvarna vrijednost = 299 792 458m/s
relativna pogreska =
stvarna pogreska
stvarna vrijednost
=
13m/s
299 792 458m/s
= 4.33 · 10−8m/s
relativna pogreska = 0.00000433%
Iz primjera se može zakljucˇiti da je postotak relativne pogreške malen i nije potrebno
poduzimati nikakve korake da bi se poboljšao rezultat. Ako je pogreška velika, mogla bi utjecati
na stvaranje novih pogrešaka u buduc´nosti. Zato je potrebno poboljšati algoritam i provesti
nova istraživanja kako bi se dovelo do smanjenja pogreške [23].
4.1.3. Programski jezici za numericˇke metode
Programski jezik FORTRAN tvrtke IBM je proceduralni jezik, a svojom jednostavnošc´u
i brzinom, predstavlja jedan od kvalitetnijih jezika koji se koriste za rješavanje numericˇkih pro-
blema. Ukoliko je korisnik sposoban za izradu algoritama, tada c´e moc´i napraviti algoritam
na bilo kojem programskom jeziku. Ako je potrebno napisati neki program na strojnoj razini,
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koristi se programski jezik C. C je jedan od najpoznatijih programskih jezika, a osmislio ga je
D. Ritchie. Makar numericˇke metode ovise o procesorskim snagama, važno je znati iskoristiti
memorijski prostor racˇunala koji se u programskom jeziku C može poprilicˇno dobro iskoristiti.
Time se postiže brzina i olakšava rad racˇunala, pogotovo ako je zahtjevan dokaz ili problem
[25].
Ako korisnik nema želju za pisanjem izricˇito formalnog programa, tada postoje jezici kao
što su Python, Matlab i R. S ovim programskim jezicima otvara se moguc´nost kreiranja brzog
dokaza ili protuprimjera, a osim toga njihova interakcija s korisnikom je vrlo dobro obrad¯ena
[25]. U matematicˇkim dokazima važno je da napisani kod sadrži što je moguc´e manje linija,
a da obavlja više zadataka. Potrebno je da programer stvara efikasan programski jezik koji
c´e svojom brzinom imati znacˇajan utjecaj na izvod¯enje dokaza. Napretkom racˇunala, brzina
nec´e biti jedini faktor, nego c´e imati utjecaja na nacˇin pisanja koda i kvalitetu interakcije alata s
korisnikom. Vrijeme potrebno za ucˇenje temeljnih koncepata programa ne smije biti dugotrajno
jer c´e ucˇenjem svih koncepata rezultirati zahtjevnim i mukotrpnim radom. Važno je temeljito
istražiti svaki programski jezik prije samog korištenja.
4.2. Formalne metode
Formalne metode su metode u racˇunalnoj znanosti koje se sastoje od skupa pravila
za traženje, dokazivanje i verificiranje tvrdnji. Da bi sustav funkcionirao potrebno je provesti
testiranja kako ne bi došlo do pogreške. Zbog toga se koristi verifikacija koja ima moguc´nost
pronalaska najmanjih pogrešaka. Kao što se dokazuje istinitost teorema, traženjem njego-
vih protuprimjera, tako je potrebno provjeravati sve moguc´e kvarove na softveru ili hardveru
[26]. Na primjer, tvrtka Intel i AMD koriste interaktivno dokazivanje teorema za provjerava-
nje procesora racˇunala, a osim toga, formalne metode se koriste u automobilskoj industriji za
Toyotine hibridne automobile. Poznavanje ovakvih metoda je važno zbog poboljšanja kvalitete
proizvoda. Korištenje formalnih metoda još uvijek zahtijeva da programer donosi strategije rje-
šavanja problema, pri cˇemu formalne metode samo pružaju okvir u kojima se programi mogu
stvarati.
Glavni dio koji c´e u ovom poglavlju biti obrad¯en jest automatizirano razmišljanje, pove-
zano s umjetnom inteligencijom i dokazivanjem matematicˇkih tvrdnji. U formalnim metodama
se vec´inom koristi "satisfiability solver" (u nastavku SAT) koji c´e biti opisan u primjeru Boole-
ovog problema bojanja Pitagorinih trojki. Korištenje SAT-a je u inženjerstvu i racˇunalnoj znanosti
(pogotovo kod verifikacije problema) [27].
Prije objašnjenja primjera, za pocˇetak c´emo u jednostavnim koracima objasniti teorem
cˇetiri boje. Teorem su 1976. godine dokazali K. Appel i W. Haken. Teorem glasi [28]:
"Dovoljne su cˇetiri boje da se oboji planarna karta".
To znacˇi da je moguc´e obojati bilo koju kartu u cˇetiri boje s pravilom da dvije boje
ne budu jedna do druge. Rješenje problema je zapocˇelo 1852. godine kada je F. Guthrie
htio dokazati navedenu tvrdnju, ali nije bio u moguc´nosti obraditi sve protuprimjere. Obraditi
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svaki protuprimjer je bio mukotrpan posao, jer nije postojao nikakav stroj koji bi mu pomogao.
Tijekom godina su se javljali mnogi dokazi ovog teorema, ali uvijek bi se ispostavila njegova
neistinitost. Tako je 1922. godine Franklin dokazao da je moguc´e napraviti dokaz na kartama
s najviše 25 regija. Ali, 1976. godine, Appel i Haken su uspješno dokazali da je teorem istinit.
No, matematicˇari ne prihvac´aju taj dokaz jer se sastoji od iscrpne analize mnogih diskretnih
slucˇajeva pomoc´u racˇunala koje je nemoguc´e provjeriti rucˇno. 2005. godine N. Robertson i još
trojica matematicˇara isprva su pokušali dokazati Appel-Hakenov teorem, ali su ubrzo odustali
zbog kompleksnosti. Zato su napravili svoj algoritam pomoc´u formalnih jezika koji se može
verificirati na racˇunalu. U svome radu navode da je svaki dio moguc´e provjeriti rucˇno, iako
nikada nisu provjeravani zbog kompleksnosti. Time su dokazali da Appel-Hakenov teorem
vrijedi [28].
4.2.1. Automatizirano dokazivanje teorema
Automatizirano dokazivanje teorema je racˇunalni program koji samostalno dokazuje
unesenu tvrdnju. Prvi takav program je nastao 50-ih godina 20. stoljec´a, a zvao se Presburgov
algoritam za JOHNNIAC racˇunalo. Napravio ga je Martin Davis i tada je uz pomoc´ racˇunala
dokazao da je suma dva parna broja parni broj [29]. Zbog zahtjevnosti algoritama, postoje
mnogi teoremi koje još uvijek nije moguc´e dokazati niti superracˇunalom.
Automatizirano dokazivanje teorema se takod¯er koristi u rješavanju mnogih problema,
cˇak i izvan matematike. Primjer su bankarski sustavi i internet, gdje je potrebno kriptirati po-
datke tako da se stvaraju kompleksni protokoli kojim bi se odbili "cyber" napadi i sacˇuvala pri-
vatnost. Ali u matematici ima veliku korist što se ticˇe geometrijskih dokazivanja kao i umjetne
inteligencije (više o inteligenciji u poglavlju Heuristicˇke metode u rješavanju problema) [30].
Postoji mnogo programa za automatizirano dokazivanje teorema, ali još uvijek ne postoji
"savršen" program. Matematicˇari bi htjeli da funkcionira na razini umjetne inteligencije gdje
bi se samo tvrdnja ubacila u racˇunalo, nakon cˇega bi racˇunalo pokazalo je li dokaz istinit ili
lažan [30]. Automatizirano dokazivanje teorema bi trebalo funkcionirati na nacˇin da se kao ulaz
koristi teorem, koji je napisan u racˇunalno shvatljivom jeziku. Nakon što program obradi cijelu
tvrdnju i pokaže je li tvrdnja istinita ili lažna. Ako je istinita, potrebno je prikazati njegov dokaz,
a ako je lažan, potrebno je prikazati njegov protuprimjer [31]. Primjer toga je "Robbinsova
pretpostavka":
• asocijacija: a ∨ (b ∨ c) = (a ∨ b) ∨ c
• komutativnost: a ∨ b = b ∨ a
• Robbinsova pretpostavka ¬(¬(a ∨ b) ∨ ¬(a ∨ ¬b)) = a
Korištenjem automatiziranog dokazivanja teorema, 1996. godine je W. McCune doka-
zao Robbinsovu pretpostavku koristec´i program EQP [27]. EQP (engl. Equational Theorem
Prover) i OTTER (engl. Organized Techniques for Theorem-proving and Effective Reasoning)
su programi automatiziranog dokazivanja teorema za logiku prvoga reda. Stvoreni su u pro-
gramskom jeziku C tvrtke Argonne, a vec´inom se koriste na UNIX sustavu [32]. Iako je ovaj
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primjer rad¯en u EQP-u, OTTER je šire korišten unutar automatiziranog dokazivanja teorema.
Vec´ina matematicˇkih dokazivanja je napravljena u OTTER-u, a cˇak postoji 705 primjera koji
služe matematicˇarima da efektivno naucˇe koristiti program [33]. Osim navedenih programa,
važno je spomenuti program Mizar koji sadrži ljudsko-orijentiran jezik. Cilj Mizara je spojiti što
više matematicˇara zbog njegove jednostavnosti korištenja i sporazumijevanja [34].
4.2.2. Interaktivno dokazivanje teorema
Uvijek je bilo potrebno raditi s racˇunalima i robotima, posebice u industrijskoj grani gdje
je vec´inom cˇovjeka zamijenio stroj. Možda stroj zamjenjuje ljude, koji obavljaju ponavljajuc´e
stvari, ali još uvijek se ljudi moraju brinuti za strojeve. Za razliku od automatiziranog dokazivanja
teorema, gdje program sam pronalazi i stvara dokaze, interaktivno dokazivanje teorema pruža
interakciju izmed¯u stroja i cˇovjeka tako da zajedno sudjeluju u stvaranju formalnog dokaza. Ovo
predstavlja jedini nacˇin formaliziranja netrivijalnih matematicˇkih teorema. Da bi bilo moguc´e
napraviti interakciju izmed¯u racˇunala i korisnika, potrebno je napraviti jezik koji c´e obje strane
razumjeti. Osnova stvaranja programa koji služe za interaktivno dokazivanje teorema je razvoj
SAM-a (poluautomatizirana matematika) cˇija se serija sastoji od pet racˇunalnih programa koji
funkcioniraju na automatiziranom zakljucˇivanju u logici. U nastavku c´emo opisati programe koji
se koriste za interaktivno dokazivanje teorema i koji su cˇesto korišteni za mnoga dokazivanja i
verificiranja matematicˇkih tvrdnji [35].
AUTOMATH je formalni jezik iz 1967. godine, koji služi za iskazivanje detaljnog mate-
maticˇkog dokaza na racˇunalu. Ovo je najstariji interaktivni dokazivacˇ teorema i trenutno postoji
moderna verzija ovog jezika F. Wiedijka koja je napisana u programskom jeziku C. AUTOMATH
se sastoji od tocˇno definirane abecede i pravila, a njegova prednost je da može sadržavati ci-
jele matematicˇke dokaze. Svaki dio matematicˇkog dokaza se mora pisati do najsitnijeg detalja
što uvelike pomaže u daljnjem dokazivanju. Zbog toga su dokazi opširniji i cijeli proces stvara-
nja dokaza traje veoma dugo. Ne sadrži automatizaciju dokaza, a zbog jednostavnosti izrade,
predstavlja veoma brz jezik. Nakon što se svaki dokaz opiše u AUTOMATH jeziku, stavlja se u
racˇunalo koje provjerava ne samo gramaticˇku tocˇnost, nego i matematicˇke vrijednosti [36].
HOL Light je jedan od korištenijih programa interaktivnog dokazivanja teorema. Isprva
je postojala verzija zvana HOL (engl. Higher Order Logic, odnosno logika višeg reda) koja je
nastala 80-ih godina 20. stoljec´a, a funkcionira na Churchovom sustavu λ-racˇuna [35]. HOL
Light je napravljen temeljem svih dotadašnjih verzija, a od HOL-a se razlikuje po tome što koristi
jednostavniju logiku koja pomaže racˇunalu u lakšem procesiranju unesenih podataka [37].
Osim navedenih programa koji služe za interaktivno dokazivanje teorema, postoje pro-
grami kao što su Isabelle (nalazi se unutar HOL, takod¯er ga je moguc´e pronac´i pod nazivom
Isabelle/HOL), Coq, ACL2, PVS ili EHDM, a detalje o njima može se nac´i u [35].
4.2.3. Rješavanje Booleovog problema bojanja Pitagorinih trojki
Uz pomoc´ racˇunala, ljudi su u moguc´nosti dokazati nešto što prije nije bilo moguc´e.
Izradom programa za obradu zahtjevnih algoritama, dobivaju se rješenja koja je nemoguc´e
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provjeriti ljudskom rukom. 2016. godine su znanstvenici, M. Heule, O. Kullmann i V. Marek
izradili rješenje Booleovog problema bojanja Pitagorinih trojki. Pricˇa o problemu je zapocˇela
tijekom 80-ih godina 20. stoljec´a, kada je Ronald Graham za rješenje problema ponudio sto
americˇkih dolara. Problem glasi [38]:
"Mogu li se prirodni brojevi obojati plavnom i crvenom bojom na nacˇin da ne postoji
jednobojna Pitagorina trojka brojeva tj. a, b, c koji zadovoljavaju a2 + b2 = c2
nisu obojeni istom bojom."
Uz pomoc´ SAT-a je navedeni problem riješen. SAT je alat baziran na DPLL algoritmima,
koji mogu rješavati desetak tisuc´a varijabli i oko milijun pravila (klauzula). Koristi se za plani-
ranje, raspored¯ivanje problema i provjeru ogranicˇenja modela [27]. Rješenje se može dobiti
provjerom svake kombinacije (engl. brute-force), ali takav nacˇin je spor i neefikasan. Tijekom
obrad¯ivanja SAT-a, koji koristi normalne forme i Tseytine transformacije, se raspoznaje je li
zadatak NP problem [39].
NP problem su problemi za koje nije poznato ucˇinkovito rješenje. Rješenje NP problema
se može pogoditi i verificirati prilikom korištenja racˇunala. Najgori moguc´i slucˇaj predstavlja
kombinaciju svih moguc´ih stanja, što u manjim zadacima nije problem. Ali u vec´im primjerima,
kao što je primjer Booleovog problema bojanja Pitagorinih trojki, vrlo je važno koristiti odgova-
rajuc´e alate da bi dokazi bili moguc´i [40].
Booleov problem bojanja Pitagorinih trojki rješavan je pomoc´u SAT tehnologije, korište-
njem metode "Cube-and-Conquer". Na sljedec´oj slici je prikazan nacˇin rješavanja problema:
Slika 1: Model rješavanja problema - faze su prikazane u kvadratima, dok su ulazni i izlazni
parametri prikazani u elipsama. (Izvor: Heule, Kullmann i Marek, 2016)
Prva faza je faza kodiranja. U toj fazi potrebno je "pripremiti" problem tako da ga SAT
može prepoznati i koristiti. Nakon toga pocˇinje faza pretvaranja kojoj je cilj složiti podatke tako
da se efikasnije mogu koristiti u kasnijim fazama. U rješavanju problema su korištene dvije
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transformacije pomoc´u kojih se uspješno smanji broj varijabli i pravila (klauzula). Da bi se
ocˇuvao integritet dokaza bilo bi potrebno dokazati istinitost svake transformacije. Trec´a faza,
faza razdvajanja, je bila kljucˇna u rješavanju problema. U njoj je problem razdvojen na manje
dijelove kako bi se olakšalo njegovo rješavanje. Veliku važnost je imala heuristika, u kojoj
je izracˇunavanjem uspješno smanjen broj kombinacija (više u poglavlju heuristicˇke metode).
Sljedec´a faza je faza rješavanja. Ta faza sadrži algoritme "kocke" i transformirane formule
koje stvaraju podatke potrebne za dokazivanje tvrdnje. U fazi dokazivanja je potrebno dokazati
svaku tvrdnju koja se koristila u problemu. Tek nakon što je svaka tvrdnja dokazana, dokaz je
završio.
Nakon što je superracˇunalo obradilo izracˇune, generiralo je podatke velicˇine 200 tera-
bajta. Rezultat je pokazao da tvrdnje za brojeve od 1 do 7824 su istinite, ali da nakon broja
7824, nije moguc´e dokazati tvrdnju [38]. Time su Heule, Kullmann i Marek uz pomoc´ racˇu-
nala uspjeli dokazati jedan od najvec´ih dokaza u povijesti, a pritom su osvojili nagradu od sto
americˇkih dolara.
Tijekom rješavanja problema, korišteno je superracˇunalo zvano "Stampede cluster",
koje se sastoji od 6400 manjih racˇunala koji su povezani u jednu cjelinu. Svako manje racˇu-
nalo sadrži Intelov 16-jezgreni procesor Xeon Phi, dok cijelo racˇunalo ima ukupnu memoriju od
260 terabajta i prostor diska velicˇine 14 petabajta (14,000 TB). Bez ovakve jacˇine i razvijenosti
racˇunala, matematicˇki dokaz ne bi bio moguc´ [41].
4.3. Heuristicˇke metode
Heuristika služi za lakše donošenje odluka kod uspored¯ivanja razlicˇitih alternativa i nji-
hovih atributa. Primjer jest kupnja automobila. Kada bi gledali svaki automobil koji se prodaje,
donošenje odluka trajalo bi veoma dugo. S heuristikom možemo odrediti prioritete (npr. cijena,
potrošnja, brzina), ogranicˇenja (npr. 10 tisuc´a eura u cijeni) i dodavati moguc´nosti koje imaju
utjecaja na odabir. S tim moguc´nostima se u krac´em vremenu može pronac´i željeni automobil
[42]. Heuristika nam, takod¯er, služi kao pomoc´ u dokazivanju matematicˇkih tvrdnji, gdje za-
jedno s njezinim metodama i umjetnom inteligencijom smanjuje broj moguc´ih slucˇajeva. Iako
još uvijek moramo pricˇekati na racˇunala koja c´e sama stvarati dokaze, uz trenutni razvoj to
možemo uskoro ocˇekivati. U sljedec´im poglavljima pokazat c´emo primjere i metode u kojima
se heuristika koristi.
4.3.1. Umjetna inteligencija
Umjetnu inteligenciju smo spomenuli tijekom objašnjavanja Turingovog testa. Umjetna
inteligencija otvara moguc´nost da racˇunalo oponaša cˇovjekove osobine. Da bi racˇunalo prošlo
Turingov test, trebalo bi zadovoljavati sljedec´e:
1. Uspješno komunicirati s cˇovjekom na engleskom jeziku.
2. Zapamtiti informacije od cˇovjeka, koristiti ih u daljnjoj komunikaciji i stvarati nove za-
kljucˇke.
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3. Prilagoditi se novim okolnostima i otkrivanju ekstrapolacije.
Još uvijek nijedno racˇunalo nije uspjelo proc´i Turingov test, ali znanstvenici ukazuju na
to da c´e se to dogoditi u sljedec´ih dvadeset godina [43]. Osim maštanja o racˇunalima, koje c´e
moc´i "razmišljati" kao ljudi, veliku važnost u stvaranju umjetne inteligencije imao je programski
jezik Prolog.
Prolog je prvi programski jezik baziran na logicˇkim razmišljanjima. Nastao je 1972.
godine, a izradio ga je francuski racˇunalni znanstvenik A. Colmerauer. Jezik funkcionira tako
da mu se zada set pravila (klauzula) prema kojima tada program donosi zakljucˇak. Pomoc´u
njega je bilo moguc´e ostvariti da stroj "razmišlja" pridržavajuc´i se zadanih pravila [44]. Prolog se
mnogo koristi i u dokazivanju matematicˇkih tvrdnji, jer s logicˇkim nacˇinom razmišljanja, lakše se
stvaraju pravila koja je inacˇe komplicirano napraviti u nekom drugom jeziku. Osim toga, Prolog
sadrži moguc´nost pretraživanja pravila i moguc´nost gledanja unatrag što olakšava traženje
dokaza ili protuprimjera. Njegova abeceda logicˇkih varijabli je identicˇna kao i u matematicˇkom
dokazivanju, te se ne mora gubiti vrijeme na prevod¯enje izraza. Prolog sadrži i druge prednosti
koje ga postavljaju ispred nekih drugih programskih jezika, a postoji i slicˇna definicija kao i kod
Turingovog stroja. Ako se teorem može implementirati u racˇunalo, tada se može implementirati
i u Prologu [45].
Problem velikog broja moguc´nosti u umjetnoj inteligenciji predstavlja problem "kombina-
torne eksplozije". One se javljaju kada je poznat matematicˇki algoritam, ali ga je zbog velikog
broja varijabli zahtjevno riješiti u konacˇnom vremenu [20]. Primjer toga jest šah. Racˇunalo bi
tijekom svakog odigranog poteza trebalo izracˇunati sve moguc´e kombinacije tako da odredi naj-
bolji moguc´i potez. Pretpostavimo da postoji 20 odabira po svakom potezu i da racˇunalo gleda
15 koraka unaprijed. Tada bi moralo ispitati 3.3 · 1019 poteza, za što bi racˇunalu trebalo preko
10 tisuc´a godina. Takvim pristupom nije moguc´e riješiti problem. Zato je potrebno dobro ispla-
nirati i koristiti matematicˇke metode cˇijom se kombinacijom može stvoriti efikasan algoritam koji
je u moguc´nosti izracˇunati optimalno rješenje [46].
4.3.2. Metode unutar heuristike i umjetne inteligencije
Da bi se problem mogao riješiti heuristicˇkim metodama, koriste se neke od sljedec´ih
metoda:
1. Monte Carlo,
2. ekspertni sustavi i
3. Fuzzy logika.
Kod Monte Carlo metode se vrijednosti racˇunaju pomoc´u slucˇajnog odabira. Na primjer,
ako je potrebno izracˇunati prosjecˇnu visinu ljudi u nekoj državi, uzimanje vrijednosti svakog
cˇovjeka i stvaranje prosjeka bi bilo naporno i teško izvedivo. Zato se koristi Monte Carlo metoda
koja nasumicˇnim odabirom uzima vrijednosti i iz njih donosi zakljucˇke. Ova se metoda pocˇela
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koristiti 40-ih godina 20. stoljec´a, a dobila je naziv Monte Carlo jer podsjec´a na kockarnicu
[47]. Zanimljiv primjer korištenja Monte Carlo metode jesu fraktali. Fraktali su oblici koji se
mogu beskonacˇno mnogo puta ponavljati, tako da se prilikom povec´anja ne gubi razlucˇivost.
Mogli bi se ponavljati u beskonacˇnost, no Monte Carlo metoda odred¯uje ogranicˇenja crtanja.
Prilikom približavanja vrhovima fraktala, odabire se sve manje slucˇajnih tocˇaka formulirajuc´i
zadani oblik fraktala. Faktali su od velike važnosti u racˇunalnoj grafici i botanici, a zbog Monte
Carlo metode, lako ih je implementirati na racˇunalima [48].
Sljedec´a metoda su ekspertni sustavi koji se koriste u umjetnoj inteligenciji. U pocˇetku
su se koristili za odgovaranje na jednostavna pitanja, a kasnije su poslužili za donošenje od-
luka. Koriste se u medicini, pri istraživanju srcˇanih bolesti kod novorod¯encˇadi (1996. godina).
Sustav je trebao odred¯ivati tretman koji bi se koristio, jer što je dijete mlad¯e, to postoji vec´i rizik.
Ekspertni sustav se sastojao od tima strucˇnjaka od kojih je barem jedan pedijatrijski kardiolog,
a drugi inženjer informatike. Oni su stvorili rješenje problema kod kojeg je sustav koristio ulazne
parametre da bi mogao odrediti kvalitetan tretman i u konacˇnici spasiti necˇiji život [43].
Fuzzy logika je metoda unutar heuristike. Koristi se kada tvrdnjama nije moguc´e odrediti
istinitost, nego se dodaje vrijednost, koja opisuje postotak istinitosti. Primjer primjene je odre-
d¯ivanja potrošnje goriva u automobilu. Potrebno je uzimati nekoliko atributa (na primjer: brzina,
ubrzavanje i destinacija) u obzir da bi se izracˇunala optimalna potrošnja. Nad tim atributima
se postavljaju vrijednosti u intervalu od 0 do 1 na temelju cˇega se odred¯uje važnost atributa.
Nakon toga, dolazi se do zakljucˇka [49].
4.3.3. Primjene heuristicˇke metode
U racˇunalnoj znanosti, vec´inom se heuristicˇke metode koriste prilikom poboljšavanja
algoritama i smanjenja opterec´enja racˇunala. Vjerojatno je da rezultat nec´e biti najbolji, ali s
obzirom na brzinu i sve moguc´nosti, taj rezultat c´e biti med¯u boljima. Na primjer, automobil
sadrži algoritam racˇunanja optimalnog puta unutar navigacije. Ako automobil putuje od tocˇke
A do tocˇke B, potrebno je izmed¯u tih tocˇaka pronac´i ulice kroz koje mora proc´i da bi stigao
u prihvatljivom vremenskom roku. Navigacija nec´e racˇunati svaki moguc´i put od tocˇke A do
tocˇke B, nego c´e uz pomoc´ faktora (kao što su ceste, ogranicˇenje brzine i promet) izracˇunati
optimalan put. Kada bi navigacija racˇunala svaki moguc´i put, predugo bi trajalo i vjerojatno
izazvalo nezadovoljstvo korisnika. Zato je uz pomoc´ heuristicˇke metode moguc´e u kratkom
vremenu izracˇunati jedno od optimalnih rješenja [50].
Unutar rješavanja Booleovog problema bojanja Pitagorinih trojki, koristile su se heuris-
ticˇke metode, kod kojih je bilo potrebno smanjiti broj procesorskih sati. Tijekom korištenja
pocˇetnih postavki heuristicˇke metode, broj procesorskih sati je iznosio 300,000, što je pred-
stavljalo problem cˇak i superracˇunalu. Nakon mnogih istraživanja, saznali su da mogu rucˇno
postaviti novu heuristiku i smanjiti broj kombinacija, što je dovelo do smanjenja na 35,000 pro-
cesorskih sati. Zbog novog heuristicˇkog pristupa, superracˇunalo je bilo u moguc´nosti odraditi
posao u samo dva dana [38]. Taj problem smo vec´ spomenuli pod nazivom "kombinatorna
eksplozija", situacija u kojoj bi jednostavno predugo vremena bilo potrebno da se odradi neki
algoritam. Tada je na njemu potrebno napraviti neke preinake da bi se optimizirao [20].
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4.4. Simbolicˇke i analiticˇke metode
Postavlja se pitanje zašto koristiti simbolicˇke, a ne numericˇke metode. Kao što je vec´
navedeno, numericˇke metode se bave brojevima i njihovim racˇunanjem, dok se simbolicˇke
metode koriste za interakciju izmed¯u varijabli i izraza. Ove metode su u pocˇetku bile vec´inom
korištene od strane profesionalnih matematicˇara i fizicˇara koji posjeduju moc´na racˇunala. No,
današnjim razvojem programa i racˇunala svima je omoguc´eno njihovo korištenje. Leibniz je u
prošlosti imao slicˇne ideje, ali zbog slabo razvijene tehnologije, stavio ih je samo na papir. Uz
pomoc´ ovih metoda, slicˇnih umjetnoj inteligenciji, pojednostavljuje se stvaranje novih dokaza i
dokazivanje vec´ postojec´ih teorema [51]. Za rješavanje problema simbolicˇkim metodama koristi
se racˇunalni algebarski sustav (u nastavku CAS), koji se ponekad još naziva simbolicˇki sustav
manipulacija. CAS se sastoji od programskih jezika koji imaju moguc´nost korištenja simbolicˇkih
operacija, a neki od važnijih su:
• LISP
dizajnirao ga je John McCarthy, a izradio Steve Russell. LISP je programski jezik visoke
razine, osmišljen 1958. godine. Ubrzo nakon stvaranja pocˇeo se koristiti za umjetnu
inteligenciju, a u racˇunalnu znanost je uveo mnoge pojmove kao što su: stabla podat-
kovnih struktura, automatsko upravljanje memorijom, objektno-orijentirano programiranje
i samoprevod¯enje [52].
• Maple
Maple je programski jezik, tvrtke Waterloo Maple Inc., koji pruža procedure za obavljanje
simbolicˇkih, numericˇkih i graficˇkih racˇunanja. Sadržava interaktivno sucˇelje koje pruža
brže stvaranje i lakše snalaženje, kao i moguc´nost prac´enja objekata stvorenih prilikom
programiranja. Bitnu funkcionalnost predstavlja razvijeni sustav traženja i otklanjanja po-
grešaka, jer je moguc´e prolaziti kroz napisani kod i paralelno provjeravati i mijenjati vri-
jednosti u varijablama [53].
• Mathematica
Mathematica je programski jezik, tvrtke Wolfram, koji pruža implementirane algoritme
za poboljšavanje rada, stvaranje novih funkcionalnosti, meta-algoritama i super funkcija.
Osim stvaranja simbolicˇkim metodama, takod¯er sadrži podršku za kompleksne brojeve,
rješavanje linearnih i nelinearnih jednadžbi, derivacija, integrala i mnogo drugih moguc´-
nosti [54].
• MuPAD
MuPAD, tvrtke SciFace Software Gmbh & Co., za razliku od Maplea i Mathematice se
bazira prvenstveno na rukovanju i radu operacija nad simbolicˇkim izrazima. Sadrži mo-
guc´nosti rada s numericˇkim metodama u kojima spadaju tocˇni izracˇuni, aproksimacije i
kompleksni brojevi [55].
Svi navedeni programski jezici koriste matematicˇki pseudojezik (MPL, engl. Mathemati-
cal Programming Language) koji se sastoji od tocˇno odred¯enih simbola i izraza. Služi osobi za
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lakše prelaženje s jednog jezika na drugi. Tijekom matematicˇkog dokazivanja tvrdnji, potrebno
je odmah u pocˇetku odabrati dobar alat kojim bi se najbolje opisala i dokazala tvrdnja [56].
Jedan primjer korištenja simbolicˇkih metoda u programu LISP jest racˇunanje korijena iz
negativnog broja. Korijen iz negativnog broja ne postoji, ali unosom takvog primjera, moguc´ je
"ispravak", tako da se vrijednost unutar korijena stavi pod apsolutnu vrijednost:
ulaz: (sqrt -4)
naredbi sqrt je dan negativni broj. Vratiti (sqrt(abs -4))
izlaz: 2.0
Da bi se u simbolicˇkom jeziku mogao koristiti ovakav primjer, potrebno je provjeriti
ulazne podatke. Ako je ulaz manji od 0, tada je potrebno staviti broj u apsolutnu vrijednost.
Kao što se vidi na navedenom primjeru, racˇunalo zakljucˇuje da se radi o negativnom broju i
tada informira korisnika o negativnom broju i njegovom daljnjem korištenju. Nakon toga se ra-
cˇuna korijen iz 4 koji iznosi 2. Takod¯er se problem javlja tijekom unošenja vrijednosti nula. To
se rješava pomoc´u provjere gdje se ispituje je li vrijednost unutar korijena jednaka nuli. Ako je
jednaka nuli, racˇunalo bi vratilo poruku da je nemoguc´e racˇunanje korijena iz nule [57].
Ako se tvrdnja ne može dokazati pomoc´u analiticˇkog pristupa, obicˇno je potrebno kori-
štenje numericˇke metode. Kod analiticˇkog pristupa važno je da se problem dobro poznaje, jer
ga inacˇe nije moguc´e riješiti.
Analiticˇke metode predstavljaju skup logicˇkih koraka kojima se izracˇunava stvarna vri-
jednost. Uvijek je potrebno dokazati tvrdnje i algoritme na kojima radi racˇunalo [58]. Zato
analiticˇke metode olakšavaju mukotrpan posao koji se danas odred¯uje pomoc´u racˇunala. Ali
uz pomoc´ analiticˇkih metoda, otkriveno je da neki problemi imaju analiticˇko rješenje, iako prije
to nije bilo poznato [20].
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5. Verifikacija matematicˇki dokaza pomoc´u racˇunala
U ovome poglavlju c´emo prikazati zašto je verifikacija u dokazivanju matematicˇkih, ali i
ostalih tvrdnji potrebna. Verifikacija se koristi za pronalaženje i ispravljanje najsitnijih pogrešaka
i nedostataka softvera. Pomoc´u nje želimo utvrditi tocˇnost logicˇkih izraza i dokaza teorema.
Tako je 1994. godine, tvrtka racˇunalnih procesora Intel, lansirala u prodaju procesor
Pentium koji je sadržavao logicˇku pogrešku. Provedbom pravilne verifikacije, pronašli bi pogre-
šku i ne bi ostali bez 500 milijuna americˇkih dolara. Zbog takvih i slicˇnih slucˇajeva, potrebno
je odmah na pocˇetku kvalitetno dizajnirati i implementirati sustav, kako bi se izbjeglo što više
pogrešaka prilikom verifikacije. Uz pomoc´ nje, moguc´e je identificirati probleme cˇije bi nerješa-
vanje stvorilo velike troškove za tvrtku [59].
Verifikacija pomoc´u racˇunala se vec´inom koristi u formalnim metodama, ali zbog nje-
zine korisnosti, pokazala se kao bitna stavka u bilo kojoj matematicˇkoj metodi (pogotovo u
umjetnoj inteligenciji). U nastavku su navedene verifikacije pomoc´u racˇunala koje se koriste za
provjeravanje algoritama.
5.1. Verifikacija algoritama
Nažalost, u prosjeku se vec´ina vremena troši na prepravljanju algoritama, nego na stva-
ranje ispravnih i kvalitetnih. Provjeravanje modela je nacˇin verificiranja algoritama, a ispituje sve
moguc´e scenarije sustava (engl. brute-force). Naime, ovakav pristup verificiranja problema c´e
sa sigurnošc´u pronac´i sve nedostatke u programu, ali c´e dugo trajati. Verificiranjem vec´eg te-
orem ili dokaz, predstavlja zahtjevan i dugotrajan posao za racˇunalo. Zato se za provjeravanje
nekog dokaza koristi sljedec´a shema, koja efikasno pronalazi cˇak i najsitnije pogreške:
Slika 2: Shema provjeravanja modela (Izvor: Baier i Katoen, 2008)
U fazi modeliranja se modelira sustav, dok se u fazi formaliziranja, formaliziraju zahtjevi
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tako da bi racˇunalo bilo u moguc´nosti koristiti modele za provjeru. Faza provjeravanja modela
prethodno navedene modele verificira i analizira. Ako je model istinit, tada se nastavlja dalje
i provjerava sljedec´i. Inacˇe dolazi do pogreške za koju faza provjeravanje modela generira
protuprimjer. U fazi simulacije se koristi model sustava i protuprimjer za pronalaženje lokacije
pogreške. Nakon toga se dizajnira novi ili popravlja trenutni model. Tada se ponovno pokrec´e
proces na popravljenom modelu. Ako kojim slucˇajem, racˇunalo nije u moguc´nosti napraviti
provjeru modela zbog nedostatka memorije, model se dijeli na manje dijelove te se ponavlja
postupak [60].
Ove korake u shemi je potrebno kvalitetno programirati zbog moguc´nosti da model ne
pronad¯e pogrešku. Važno je napraviti dobru simulaciju koja c´e sama eliminirati i rješavati po-
greške u modelima. Ova faza je veoma važna, pogotovo ako je vec´i model, zbog uštede na
vremenu i racˇunalnom prostoru [60].
IBM je tijekom cˇetiri godine napravio provjeravanje simbolicˇkih modela koristec´i for-
malne verifikacije hardvera. IBM-ov industrijski alat cˇiji je razvoj fokusiran na nekoliko podrucˇja
se zove RuleBase. U njega su implementirali jezik zvan "Sugar", kojem kao baza služi logicˇki
jezik CTL. Takod¯er su implementirati "debugger" koji služi za analiziranje verifikacijskih rezul-
tata. "Debugger" je alat koji pronalazi pogreške i nedostatke unutar programskog koda. Nakon
kompajliranja, moguc´e je provjeravati liniju po liniju napravljenog programskog koda i tako pro-
nalaziti pogreške koje su bitne za rad programa. Na kraju, RuleBase IBM pruža korisniku
graficˇko sucˇelje koje ima odlicˇnu interakciju s verifikacijskim procesom gdje olakšava njegovo
korištenje [61].
Verifikacija algoritama zahtijeva mnogo vremena i racˇunalne snage. Primjer toga je
navedeni teorem cˇetiri boje i Flyspeck projekt koji c´e se navesti u nastavku. Za oba primjera
je bilo potrebno verificirati svako moguc´e rješenje, pa cˇak i do tolike razine detaljnosti da se
provjerava u kojem se skupu nalaze brojeva. Ovakva verifikacija prilikom racˇunanja pomaže
matematicˇarima da shvate gdje su napravili pogreške i olakšaju njihov ispravak [26].
5.2. Flyspeck projekt
Pretpostavka Flyspeck projekta datira iz 1611. godine kada je J. Kepler pretpostavio da
pakiranje sfera (bilo heksagonsko ili kubicˇno gusto pakiranje) ne može imati vec´u gustoc´u od
pi
3
√
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≈ 74.048% [62]. Prvi sloj heksagonskog gustog pakiranja dobiva se postavljanjem sfera
jedne do druge, stvarajuc´i pravilni šesterokut. Tada se drugi sloj sfera stavlja u udubine prvog
sloja i nakon toga se trec´i sloj postavlja tocˇno iznad prvog. Ponavljajuc´i navedene korake,
dobiva se heksagonsko gusto pakiranje. Ako želimo kubicˇno gusto pakiranje, tada je potrebno
trec´i sloj sfera postaviti u udubine drugog sloja na koji se opet stavlja prvi sloj sfera [63].
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Slika 3: Heksagonsko (lijevo) i kubicˇno (desno) gusto pakiranje (Izvor: Brueckler, 2012)
Najgušc´e moguc´e pakiranje sfera naziva se još Keplerova hipoteza. 1975. godine B.
Fuller je tvrdio da ima dokaz za navedenu hipotezu, ali je u svome radu samo opisao kubno
pakiranje, a ne dokaz njegove istinitosti [62]. Sve do 1998. godine, kada su T. C. Hales i S.
Ferguson u radu od oko 300 stranica i 40 000 linija koda dokazali Keplerovu hipotezu. Trebalo
je pet godina da se dokaz provjeri, a ocjenjivao ga je tim sudaca, koji zbog kompleksnosti, nije
bio u moguc´nosti završiti provjeru. Glavni sudac, mad¯arski matematicˇar G. F. Tóth, je tvrdio
sa sigurnošc´u od 99% da je dokaz istinit. Ali cˇak i jedan posto, u matematici može utjecati na
odbacivanje dokaza. Hales, nezadovoljan njihovim rezultatima, 2003. godine je zapocˇeo pro-
jekt pod nazivom "Flyspeck". Cilj projekta je bila izrada formalnog dokaza Keplerove hipoteze.
Naziv Flyspeck proizlazi iz akronima FPK (engl. Formal Proof of the Kepler conjecture) gdje
Hales navodi da rijecˇ flyspeck znacˇi "istražiti u detalje", što se cˇini sasvim prikladno za ovakav
projekt [64].
Formalna verifikacija je napravljena uz pomoc´ vec´ spomenutog HOL Light programa koji
pruža interaktivno dokazivanje teorema. HOL Light je napravljen na sustavu zvanom LCF koji
sadrži biblioteke važne za izradu formalnih analiza. Osim HOL Lighta, za verifikacijske izracˇune
je korišten Isabelle/HOL. Isabelle/HOL podržava oblik racˇunalne refleksije koji omoguc´ava da
se izlazni podaci mogu izvesti kao ML, koji se tada mogu integrirani kao pomoc´ni teoremi [64].
ML je meta jezik, odnosno programski jezik kojeg je stvorio programer R. Milner 70-ih godina
prošlog stoljec´a [65]. Unutar dokaza je bilo potrebno napraviti sljedec´e izracˇune za koje su
korištena racˇunala (programi):
1. Rješenje oko tisuc´u nelinearnih jednadžbi (HOL Light).
2. Stvaranje grafova koji su provjeravali svaki protuprimjer (Isabelle/HOL). Rezultat grafova
je nazvan "TameEnum", a tijekom provjere je trebalo sve provesti i prevesti u HOL Light-u
što im je stvorilo vec´inu problema tijekom projekta.
3. Konacˇni program se sastojao od mnogo potprograma unutar kojih se koristilo linearno
programiranje (HOL Light).
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Nakon svih verifikacija, projekt je uspješno završen 2014. godine kada je dokazana Ke-
plerova hipoteza. Taj projekt se može smatrati jednim od najvažnijih primjera u matematicˇkom
dokazivanju pomoc´u racˇunala [64].
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6. Ogranicˇenja u dokazivanju
Zanimljiv primjer ogranicˇenja racˇunala je "borba" izmed¯u racˇunala zvanog "Deep Blue"
i šahovske legende G. Kasparova. Grupa matematicˇara je osmislila niz pravila i teorema za
igranje šaha te ih implementirala u racˇunalo. H. Simon je 1956. godine predvidio da c´e za deset
godina racˇunalo moc´i pobijediti najboljeg igracˇa šaha, ali to se ostvarilo tek nakon 41 godine.
Prvi susret se dogodio 1996. godine, kada je Kasparov uspio pobijediti IBM-ovo racˇunalo. Može
se zakljucˇiti da je moguc´e pogriješiti u stvaranju pravila. Ipak je cˇovjek napravio racˇunalo, što
znacˇi da i racˇunalo može pogriješiti. Teško je obuhvatiti cijelu domenu i sve moguc´e poteze koji
bi se mogli dogoditi. Ali zato, nakon samo godinu dana, racˇunalo je ipak pobijedilo Kasparova,
što dokazuje da je moguc´e detaljnom analizom pogrešaka stvoriti kvalitetne programe [66].
Programer mora dobro poznavati problem koji opisuje u racˇunalu. Ako ne postoji pove-
zanost izmed¯u racˇunala i programera, problem se nec´e u potpunosti riješiti. Mnogo stvari ovise
o racˇunalu ali i o programeru. Ako programer loše programira, tada mu nec´e pomoc´i niti super-
racˇunalo. Isto vrijedi u obrnutom slucˇaju. Rješavanje matematicˇkih dokaza pomoc´u racˇunala,
može iscrpiti mnogo snage i zauzeti mnogo prostora na racˇunalu što dovodi do neostvarenog
cilja.
Naravno, postoji razlika izmed¯u racˇunalnog korisnika i programera. Programer stvara
programe prilikom cˇega mora poznavati sve moguc´nosti programskog jezika (operacije, tipove
podataka, objekte...) kako bi stvorio jezik prilagod¯eniji korisniku (engl. user-friendly). Na pri-
mjer, programski jezik LISP napravljen je kako bi matematicˇar brzo i jednostavno opisao pro-
blem. Zbrajanjem dva broja na obicˇnom kalkulatoru bi izgledalo ovako "2 + 2 =" i nakon toga
bi se rješenje prikazalo na ekranu kalkulatora. Kad bi se koristila poljska notacija, zbrajanje
dva broja bi izgledalo ovako "2 2 +". LISP za razliku od navedenih notacija, svoje racˇunanje
dva broja temelji na interakciji izmed¯u programa i korisnika bez potrebe da se cijeli napisani
program mora kompajlirati [67]. Ovakav nacˇin programiranja pomaže matematicˇarima da brzo
i jednostavno opišu dokaz. Važna je interakcija izmed¯u programera i korisnika jer programer
mora stvoriti program na kojim c´e korisnik moc´i stvoriti kvalitetan algoritam.
6.1. Ogranicˇenja u racˇunalnom softveru i hardveru
Racˇunalni softver i hardver su tijekom povijesti zbog slabe razvijenosti tehnologije imali
ogranicˇenu uporabu. Danas postoje superracˇunala koja bi mogla riješiti zahtjevan problem u
samo nekoliko minuta. Iako su se u prošlosti koristila slaba racˇunala, njihova uporaba je ipak
predstavljala brži nacˇin racˇunanja nego racˇunanje rukom. Superracˇunalo, koje je rješavalo
Booleov problem bojanja Pitagorinih trojki, generiralo je 200 terabajta dokaza kompresiranih
u 68 gigabajtnu verziju. Rješenje je moguc´e skinuti s interneta, ali samo za rekonstrukciju
kompresiranih podataka obicˇnom racˇunalu bi trebalo skoro 30,000 procesorskih sati (skoro 4
godine) [38].
Kod primjene numericˇkih metoda je veoma bitan procesor (CPU), jer se numericˇke me-
tode temelje na mnogim racˇunanjima koji zahtijevaju brzinu. Za simbolicˇke metode je važno
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dobro rasporediti prostor u memoriji. Ne preporucˇuje se korištenje zajednicˇkih racˇunala, od-
nosno racˇunalima koje koristi više osoba odjednom (primjer: server). Rad racˇunala se olakšava
tako da se koristi samostalno racˇunalo ili radna stanica s velikim kapacitetom memorije. Osim
jakih procesora i memorija velikih kapaciteta, danas su bitne i graficˇke kartice racˇunala jer se
sve više koriste graficˇki prikazi koji pomaže korisniku u stvaranju i objašnjenju matematicˇkih
dokaza [68].
Iako se do danas hardver razvio u velikoj mjeri, takod¯er se razvija i softver. Završilo je
doba gdje je bilo potrebno detaljno poznavanje svakog programa i programskog jezika. Primjer
takvog programa je FORTRAN, koji jednostavno funkcionira. Jednostavno znacˇi za progra-
mera, a ne za matematicˇara ili studenta koji ga želi koristiti. Zbog toga se danas sve više
stvaraju programi kao Mathematica, koji sadrži graficˇke prikaze za olakšavanje ucˇenja i korište-
nja programa, pa tako i kvalitetnije dokazivanje matematicˇkih tvrdnji [68].
Na programerima je da naprave programski jezik koji c´e biti brz i interaktivan s koris-
nikom, a na korisniku je da efikasno koristi programski jezik i programe. Ako korisnik ne zna
kvalitetno stvarati programski kod, tada c´e usporiti rad racˇunala i postojat c´e vec´a šansa da
se ne pronad¯e pogreška. Pogotovo ako se radi o iterativnim sustavima koji se mnogo puta
ponavljaju. Na primjer, matematicˇar se bavi dokazivanjem matematicˇke tvrdnje kod koje je po-
trebno provjeriti X podataka. Ako napravi kod koji bi svake iteracije bio pet sekundi sporiji, tada
c´e se procesiranje dokaza na racˇunalu povec´ati pet puta. Važno je poznavati sve moguc´nosti
softvera i hardvera, jer se inacˇe stvaraju nepotrebni troškovi.
Osim primjera Booleovog problema bojanja Pitagorinih trojki, ogranicˇenja hardvera je
postojalo i u Flyspeck projektu. Tijekom stvaranja algoritma, Hales i njegov student A. Solovyev
su izradili formalni dokaz svakog dijela na racˇunalu. Provjeravanje svih dijelova dokaza je
trajalo 5,000 procesorskih sati na Microsoft Azure cloudu, što otprilike iznosi sedam mjeseci
racˇunalnog procesiranja podataka [26].
6.2. Pogreške u dokazivanju
Tijekom dokazivanja matematicˇkih tvrdnji javljaju se pogreške. Tako je 1986. godine u
dokumentu "Algebraic Cycles and Higher K-Theory" americˇkog matematicˇara S. Blocha, pro-
nad¯ena pogreška odmah u pocˇetku. Pogreška se nalazila u pomoc´noj tvrdnji, a pronašao ju je
matematicˇar A. Suslin koji je tvrdio da su gotovo sve tvrdnje u navedenom dokumentima bile
neutemeljene. Bilo je potrebno nekoliko godina da se ispravi pogreška, a ispravak se sastojao
od 30 novih kompleksnih stranica. Nakon toga prošlo je mnogo godina prije nego je dokaz
prihvac´en [69].
Prilikom dokazivanja matematicˇkih tvrdnji je potrebno temeljito planirati problem i poku-
šati obuhvatiti cijelu domenu. Vec´ina se dokaza provodi verifikacijom na racˇunalu, a da bi se
smanjili problemi koji se javljaju u verifikaciji, potrebno je kvalitetno obraditi problem. Vec´inu
problema je moguc´e riješiti na pocˇetku, jer nakon što se stvari zakompliciraju, veoma je teško
pronac´i pogrešku [69].
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7. Zakljucˇak
Matematicˇko dokazivanje je s napretkom racˇunala dobilo novi nacˇin upotrebe. Stvaraju
se programi i algoritmi koji sami pronalaze pogreške i dokaze matematicˇkih tvrdnji. Još uvijek
niti jedno racˇunalo nije prošlo Turingov test, ali to bi se moglo dogoditi u bližoj buduc´nosti.
Verifikacija pomoc´u racˇunala se koristi u poznatim tvrtkama poput Intela, AMD-a i NASA-e da
bi pronašli nedostatke u svojim proizvodima. Istu korist imaju i u matematici gdje se uz pomoc´
njih dokazuje istinitost matematicˇkih tvrdnji. Ponekad je teško prikazivati matematicˇke tvrdnje u
programskom jeziku, ali da bi ih matematicˇar mogao dokazati, potrebno je vrlo dobro poznavati
problem.
Za izradu dokaza pomoc´u matematicˇkih metoda koriste se superracˇunala, ali svaki dio
programa, svaka metoda je sigurno napisana na osobnom racˇunalu koja je tek poslije spojena
u jedno i stavljena u superracˇunalo. Da se svaki dio programa radi na superracˇunalu bilo bi
nepotrebno korištenje energije jer takva racˇunala nisu napravljena za obavljanje jednostavnih
operacija. Matematicˇke metode je moguc´e koristiti i bez racˇunala, ali ponekad matematicˇki do-
kazi zahtijevaju mnogo vremena i bez racˇunala ih je nemoguc´e riješiti. Možda se matematicˇki
dokaz sastoji od jednostavnih provjera, ali ako postoji puno iteracija i ponavljajuc´ih racˇuna-
nja, tada je jednostavnije koristiti racˇunalo. Bez racˇunala, Flyspeck projekt i Booleov problem
bojanja Pitagorinih trojki vjerojatno nikada ne bi bili dokazani. Racˇunala postoje da obavljaju
rutinske poslove, a na matematicˇarima je da mogu što više vremena provesti na stvaranju novih
i kreativnih ideja.
Navedene matematicˇke metode se takod¯er koriste i u umjetnoj inteligenciji, ali skoro
svaka metoda koja je spomenuta u ovome radu se preklapa s nekom drugom metodom. U
rijetkim slucˇajevima je moguc´e riješiti problem samo s jednom metodom, zato je vrlo važno
poznavati što više metoda kako bi se njihovim med¯usobnim kombinacijama mogao efikasnije
riješiti matematicˇki problem.
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