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A typical ground source heat pump (GSHP) system contains either a single borehole heat 
exchanger (BHE) or an array of sequential or parallel connected BHEs installed into the 
subsurface to harvest or store shallow geothermal energy.  Mathematical modeling of GSHP 
systems is critical in the stage of BHE design and performance assessment. The goal of the 
mathematical simulation of the whole GSHP system is twofold. On one side, the energy 
performance of the GSHP requires systematic evaluation. On the other side, the ground thermal 
perturbation under varying operational conditions needs to be predicted since GSHP 
performance is heavily dependent on subsurface thermal conditions. In practice, it is usually 
difficult to couple these two aspects. Previous research focuses either on the field-scale heat 
transport by utilizing analytical solutions or numerical models or the thermal transfer behavior 
within the borehole by utilizing detailed localized models of heat transfer and storage within the 
borehole.  Rarely are both aspects coupled together. In addition, many studies neglect the 
influence of groundwater flow on field-scale heat transport. This may lead to erroneous thermal 
analyses and inappropriate sizing of the boreholes in the design phase.        
The objective of this thesis is to address these issues through the development of an 
integrated model that couples MODFLOW/MT3DMS with new self-developed iterative routines 
to fulfill the prediction of the whole GSHP system. This includes the BHE-induced subsurface 
thermal perturbation, calculation of the U-pipe circulating fluid temperature within the borehole, 
and the evaluation of the GSHP system efficiency based on available dynamic building heat 
load. MODFLOW is used to generate the groundwater flow field under various boundary 
conditions. The groundwater velocity file is input to MT3DMS, which performs the simulation 
of field-scale heat transport due to advection, conduction, and mechanical dispersion. The 
numerical MT3DMS result of the temperature at the borehole wall is linked to the self-developed 
routine which implements the heat transfer analytical model inside the borehole based on the 
conservation of energy. The whole process is solved iteratively at every time step. Thus, the 
dynamic simulation of the GSHP system is realized.   
The proposed model is validated against analytical solutions for a borehole field by the 
principle of superposition. The results indicate that the mean absolute discrepancy is less than 
1.5%, which is acceptable in engineering applications. It is observed that the performance of the 
GSHP system decreases relatively fast in the initial stage of operation due to heat accumulation 
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or heat loss in the ambient soil, but tends to stabilize through the course of the operation. 
Groundwater advection will alleviate the reduction in GSHP efficiency since it will lead to 
maintenance of the ambient background temperature near the borehole. Also, the system reaches 
steady-state more quickly under faster groundwater flow regime. Finally, test problems are 
simulated to identify the influence of field-scale heterogeneity and pumping events on the 
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CHAPTER 1: INTRODUCTION 
 
1.1. Background 
Geothermal energy stored in the low-enthalpy underground system has gained increasing 
significance worldwide in recent years (Alberti et al., 2012a). Underground thermal energy 
storage (UTES) system, which stores and harvests this type of geo-energy, are becoming popular 
options for heating and cooling buildings due to their sustainability and reduced environmental 
impacts (Samson et al., 2018). Also, since the subsurface temperature is relatively stable 
compared to the air temperature, the operating efficiency could be effectively enhanced (Zhou et 
al., 2019). UTES system can be divided into two sub-categories, namely the aquifer thermal 
energy storage (ATES) system, and the borehole thermal energy storage (BTES) system. ATES 
system is open-loop, consisting of a groundwater heat pump (GWHP) coupled with well 
doublets. Groundwater is abstracted from one end, exchanging energy with the heat pump, and 
injected into the other end. On the contrary, the BTES system is close-loop, comprised of a 
ground source heat pump (GSHP) connected to a single borehole heat exchanger (BHE, also 
known as ground heat exchanger in some literature) or an array of sequentially or paralleled 
connected BHEs. The heat carrier fluid is circulated within the borehole (typically a U-shape 
pipe) and heat exchange with the ambient ground is achieved. A schematization of these two 
systems are shown in Figure 1.1. The proper design of various UTES systems to efficiently store 
and reciprocally recover thermal resources has become a heated topic.  
While ATES systems are not common in North America, they are more common in 
Scandinavian countries like Sweden. In North America, the BTES system is widely adopted as 
the technique for building energy sequestration and supply. In this paper, I will focus on the 
latter and try to provide analysis from various perspectives. In the BTES system, the energy 
performance of the GSHP is of utmost importance from a designer’s view. The energy 
performance is dependent on both heat exchanger properties and heat transfer between BHE and 
surrounding soils, which is directly influenced by subsurface hydrogeological and thermal 
conditions. Previous efforts have been made to quantify heat transfer within the borehole as well 
as between borehole and soils from not only analytical but also numerical views. Models at 
different length-scale and time-scale with varying complexity and suitable in different scenarios 




Figure 1.1 Schematization of (a) the groundwater heat pump system and (b) the ground 
source heat pump system (Pophillat et al., 2020). 
 
1.2. Review of Literature 
Accurate prediction of the subsurface thermal field induced by heat exchangers is a 
primary objective in both optimal BHE design and operational analysis. The underground 
temperature rise will substantially influence the performance of BHE and potentially have an 
impact on adjacent thermal systems. Different mathematical models have been established to 
address this topic. Since the thermal analysis of BHE spans different spatial and temporal scales, 
various levels of simplification and assumptions are usually made to reduce the model’s intrinsic 
complexity, providing problem-dependent accuracy and requiring appropriate computational 
efforts. Spitler & Bernier (2016) and Mitchell & Spitler (2020) have provided a comprehensive 
literature review on BHE-related thermal transfer. Here I only presented the most essential 
methods that are related to the objective of this thesis. 
The first type of model is analytical, which forms the backbone of BHE thermal analysis. 
They can be used to provide a reasonable approximation to simple problems and benchmark 
numerical models containing a single borehole so that more complex models can be validated. 
They are also welcome due to the low computational cost. These closed-form analytical models 
normally treat the BHE as a continuous line source or a cylindrical (composite) source, ignoring 
BHE internal structures and properties. They are identical in forms to various hydraulic well-
functions used for pumping tests. The infinite line-source (ILS) model (Ingersoll & Plass, 1948; 
Carslaw & Jaeger, 1959) gives a pure conduction solution for a  “line ” heat source/sink at a 
constant rate in an infinite medium. It is simplest in form but with most limits of applicability.  
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Finite line source (FLS) solution (Zeng et al., 2002) is useful in determining two-dimensional 
temperature profiles near boreholes, which considers the axial thermal gradient and the “end 
effect” associated with the finite length of borehole instead of an infinite penetration. The effect 
of finite length on borehole thermal response is more prominent at the time scale of decades. 
Infinite moving line source (IMLS) (Diao et al., 2004) and finite moving line source (FMLS) 
(Molina-Giraldo et al., 2011) solutions are improved versions of two aforementioned analytical 
solutions, which take groundwater advection into account. Besides, the composite medium line 
source (CMLS) (Li & Lai, 2012) model is proposed to take into account varying thermal 
properties between the subsurface soil and grouting material backfilled in the borehole. Cai et al. 
(2020) developed a clever way to achieve an analytical full-scale model by combing different 
analytical solutions. The form of the full-scale analytical solution they proposed is the addition 
of CMLS and MFLS subtracted by ILS.  This is viable because CMLS gives a more accurate 
solution in the early time (several hours) while MFLS gives a more accurate solution in the late 
time (more than hundreds of days). Meanwhile, the results given by ILS is close to MFLS in the 
early time and close to CMLS in the late time. Thus, the new model could describe the thermal 
behavior of the BHE on a time scale from minutes to decades. The detailed description of some 
analytical solutions mentioned above, together with their assumptions, integral form, and 
methods of numerical evaluation is presented in Section 2.2. 
The second type is the numerical model, which has been proven to be an indispensable 
tool in the planning of optimal UTES facilities (Diersch & Bauer, 2015) and forecasting the 
thermal perturbation in the underground aquifer (Angelotti et al., 2014). There are multiple 
numerical codes serving different purposes to simulate thermal transfer process, such as the 
commercial finite-element software FEFLOW (Diersch, 2002), the energy simulation software 
TRNSYS (Klein et al. 2004), the modular three-dimensional solute transport model MT3DMS 
(Zheng & Wang, 1999), and so on. The choice of the proper numerical code relies on the scale of 
the problem in which the code is most capable of handling. Besides, each code has its specialized 
advantage over others in consideration of processes like mechanical deformation, chemical 
reactions, and thermal dependencies of parameters.    
Schiavi (2009) performed a 3-D simulation for a typical U-pipe BHE during thermal 
response test (TRT) using COMSOL Multiphysics®. The borehole geometry, grout material, and 
fluid circulation within the pipe are all considered in the finite-element model. The result shows 
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good agreement with the ILS model. However, TRT usually runs only for a few days. Hence for 
yearly operations, the computational effort will significantly increase. A field-scale simulator 
may be more feasible in this sense.  
Though MT3DMS gained its merit in multi-species solute transport, previous research 
has extended its functionality to simulate heat transport. Moreover, MT3DMS is open-source and 
free, unlike commercial software COSMOL and FEFLOW. Hecht-Méndez et al. (2010) 
conducted a comprehensive analysis of applying the MT3DMS code to numerically simulate 
heat transport in the closed shallow geothermal system under the effects of groundwater flow. 
Setting MILS solution as the benchmark for 2D cases and MFLS solution as the benchmark for 
3D cases, and the numerical results of FEFLOW as the compared dataset, they evaluate the 
efficiency of MT3DMS as a function of domain size and source cell size separately. MT3DMS is 
found to yield satisfactory agreement with the analytical solution in most cases. It fails when the 
domain is too small as influenced by the border effects. It has a discrepancy with FEFLOW close 
to the heat source due to distinct source definitions in the computer codes.   
Alberti et al. (2012b) included the BHE pipe geometry and pipe thermal resistance in 
their 3-D simulations of a typical BHE system. MODFLOW/MT3DMS results are compared 
with TRNVDSTP/TRNSYS, which is often used in the energy-related field. TRNSYS gets the 
solution differently from MT3DMS, which is the superposition of solving the global heat 
conduction equation, tailored with the local thermal process and analytical steady-flux solution 
near the heat exchange pipe. They studied the performance of two codes in the absence and 
presence of groundwater flow respectively.  To implement the pipe geometry in the finite-
difference code, the circular U-pipe is approximated by the square blocks while keeping the heat 
exchange coefficient constant. The U-pipe, acting as a source and a sink simultaneously, is 
assigned proper hydraulic and thermal boundary conditions. Simulation results reveal that 
MODFLOW/MT3DMS agrees with TRNVDSTP/TRNSYS in the pure conductive scenario. In 
contrast, they differ by about 150% in terms of the predicted exchanged heat when the 
groundwater flow is considered as TRNSYS does not explicitly consider advection. Alberti et al. 
indicated that the MT3DMS result was more reliable owing to its more complete definition of 
the advective term and dispersive term in the governing equations.  
Based on their previous research, Angelotti et al. (2014) applied the MT3DMS model 
with descriptions of the full geometry and material of the BHE pipe to simulate the GSHP 
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system under a broad range of groundwater velocity; and validated the results with an analytical 
solution (MLS). The BHE pipe modeled in this paper is also U-shaped as in their preliminary 
analyses. The simulated results show good agreement with the analytical solution with the 
relative errors no more than 10%. The largest discrepancy occurs when the Peclet number is the 
largest, representing the highest rate of groundwater flow. They ascribed the discrepancy to the 
numerical dispersion in this advection-dominated situation.  Moreover, they used the validated 
MT3DMS code to perform a case evaluation of the energy performance of a yearly operating 
BHE located in Milano, Italy. It is pointed out that the groundwater flow enhanced the 
performance of the GSHP system from the perspective of both total heat exchange and the 
seasonal extraction-injection rotation.  
Ma & Zheng (2010) suggested that when the maximum temperature difference is within 
15 Kelvin, the mean discrepancy between the simulated temperature distributions with and 
without considering the effects of variable density and viscosity is small. Therefore, MT3DMS 
can provide reasonable approximations with accepted accuracy for shallow geothermal systems 
like the GSHP system. On the contrary, programs like SEAWAT (Langevin et al., 2007) should 
be used for systems covering a wide range of temperature changes (i.e. deep geo-energy 
harvesting). 
Hidalgo et al. (2009) studied the effect of field hydraulic heterogeneity on the steady-
state heat plume under a stochastic framework. The hydraulic conductivity field is assumed to be 
one realization of the log-gaussian random field. They performed 3-D numerical simulations 
with the finite-element method and the field hydraulic structures are obtained by Monte-Carlo 
simulations. They found out under steady-state, longitudinal dispersion is negligible while 
transverse dispersion is related to mean flow velocity, variance, and correlation length of the 








1.3. Scope of Thesis 
The objective of this thesis is to adopt MODFLOW/MT3DMS coupled with self-
developed iterative code to fulfill the prediction of the BHE-induced subsurface thermal 
perturbation, calculation of the U-pipe (presented in Section 2.1.1) circulating fluid temperature, 
and the evaluation of the GSHP efficiency under available data of building heat load as the 
boundary condition to the integrated model.  
The thesis is organized as the following. Chapter 2 discusses two types of BHE-
associated thermal transfer processes, namely the local thermal transfer process which occurs 
inside the borehole, and the global thermal transfer process which happens between the borehole 
and the ambient thermal aquifer. For dynamic energy simulation of the whole GSHP system, two 
processes should be coupled and the borehole wall temperature is the bridge. A python code 
implementing analytical models of two thermal transfer processes and couple them by the 
iterative algorithm is developed to achieve this. In Chapter 3, I show the capability of MT3DMS 
to numerically predict the temperature change induced by the BHE. The target is to get an 
accurate representation of the borehole wall temperature under arbitrary boundary conditions 
based on the numerical simulation. Building on these results, Chapter 4 shows how to utilize 
MT3DMS-simulated borehole wall temperature instead of the analytically predicted results to 
couple with the local thermal transfer code shown in Chapter 2. In this way, the energy 
simulation of the borehole field can be accomplished under the influence of natural groundwater 
flow and even artificial controlled flow.  Analyses are performed to quantify the impact of the 
non-uniform flow field at the end of the chapter. Lastly, Chapter 5 gives a summary of the thesis, 





CHAPTER 2: BHE-ASSOCIATED THERMAL TRANSFER PROCESSES  
 
The dynamic simulation of the GCHP system requires a clear understanding of the 
subsurface thermal transfer processes related to BHEs. Previous studies have identified two 
separate processes due to their distinctions in spatial and temporal scales, namely the local 
thermal transfer process and the global thermal transfer process. The first one considers the 
interior space inside the borehole, which is a relatively small region compared to the overall 
domain of interest. Several features control the local process that may vary among different 
borehole designs, including the borehole internal geometry, physical and thermal properties of 
different components such as the borehole wall, the grout material, the U-pipe wall, and the 
circulating fluid within the U-pipe. In a common BHE-design, the radius of the U-pipe is on the 
order of 1-2 cm, the borehole radius is on the order of 3-4 cm, and the burying depth of the 
borehole is about 50 m-200 m. The global transfer process, on the other hand, considers the 
exterior space outside the borehole (thermal transfer from the borehole to the surrounding soil). 
The borehole is normally treated as a line source or sink, and the soil is assumed to be a semi-
infinite domain as the extent of the underground thermal aquifer covers hundreds of meters. 
Consequently, the local transfer process requires finer resolution in time and space than the 
global process. This poses challenges for analyzing the system as a whole by combining these 
two processes.    
 
2.1. Local Thermal Transfer Process 
2.1.1. Borehole Internal Structure 
Figure 2.1 below shows the schematics of the BHE. The key component of the borehole 
heat exchanger is the pipe network for fluid (usually refrigerant) to circulate through to realize its 
functionality for exchanging heat with the ambient aquifer material. Typical installations contain 
single U-shaped pipes (comprised of a downward inlet channel and an upward outlet channel), 
double U-shaped pipe (two sets of pipe loops), and even coaxial configuration. In this thesis, 
only boreholes with single U-shaped pipes will be discussed. The pipes are connected to the 
above-ground heat pump providing cooling and heating based on building needs. The pipe wall 
is usually made of high-density polyethylene. The space between pipes and the borehole wall is 
filled with grout (backfill) material, which can be natural soil or thermally enhanced engineering 
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soil. Inside the pipes, the heat transport mechanism is convective. Within the space between 
pipes and the borehole wall, conductive heat transport occurs as there is no fluid flow.        
 
 
Figure 2.1  Structure of the BHE and typical U-pipe configurations (Diersch & Bauer, 
2015). 
 
2.1.2. Steady-state Thermal Resistance Model for Local Thermal Process 
To simulate the GCHP system dynamically, the heat rate of the BHE needs to be 
determined from the local thermal process. Typically, we are referring to the average heat rate of 
BHE along its depth, 𝑞𝑔 (𝑊/𝑚). It is calculated from the temperature difference between 
entering fluid and exiting fluid of the U-pipe: 
 
 𝑞𝑔 = (𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛) ∗ 𝑞𝑚 ∗ 𝑐𝑓/(2𝐻)  (2.1) 
 
where 𝑇𝑖𝑛 (𝐾) and  𝑇𝑜𝑢𝑡 (𝐾) is the temperature of the entering and exiting fluid, respectively. 
𝑞𝑚 (𝑘𝑔/𝑠) is the mass flow rate of the circulating fluid, 𝑐𝑓 (
J
kg∗K
) is the specific heat capacity of 
the circulating fluid, H (m) is the depth of the borehole.   
A very important assumption in the analysis of the local thermal transfer is to think of 
this process as steady-state. By doing so, this is usually called the thermal resistance model due 
to their similarity with the electric resistance model of the electric circuit. This assumption is 
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appropriate as the thermal capacitance of the entire borehole is very small compared to the 
capacity of the entire aquifer, and the aspect ratio of the borehole is high.  It is valid for time 




 (approximately 4 to 8 hours for a common borehole) (Claesson & 
Eskilson, 1988), where 𝑟𝑏 (𝑚) is the radius of the borehole and 𝛼 (𝑚
2/𝑠) is the thermal 

















Such approximation has been widely adopted in engineering practices except for 
simulating hourly dynamic responses. In that case, the computational burden is significantly 
increased and is not within the scope of this thesis.  
Models of varying complexity have been developed to describe the local heat transfer and 
calculate the fluid temperature. The simplest one considers uniform temperature distribution for 
each branch of the U-pipe (no temperature variation along the depth). A better approximation 
comes to the quasi-3D model in which the vertical temperature profile is indeed accounted for. 
With respect to a single U-pipe borehole, as shown in Figure 2.2, for an arbitrary cross-section 
along the depth of the borehole, the average temperature of one branch in that section is related 
to the other branch and the borehole wall temperature. The energy balance is formulated as the 











= −𝐾12(𝑇𝑓1 − 𝑇𝑓2) + 𝐾1𝑏(𝑇𝑏 − 𝑇𝑓2)
 (2.3) 
 
where 𝑇𝑓𝑖(𝐾) is the temperature for two branches (subscript 1 refers to downward and 2 for  
upward); 𝑇𝑏(𝐾) is the borehole wall temperature; 𝐾1𝑏 (
W
m∗K
) is the equivalent thermal 
conductivity between each branch and the borehole wall; 𝐾12 (
W
m∗K
) is the equivalent thermal 
conductivity between two branches. If two branches of the U-pipe are symmetrical, then 𝐾1𝑏 = 
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𝐾2𝑏. The equivalent thermal conductivity can be further calculated by the thermal resistance 
































































where 𝜆𝑝, 𝜆𝑔, 𝜆𝑠 (
𝑊
𝑚∗𝐾
) are thermal conductivity of the U-pipe, grout material, and the 
surrounding soil, respectively;  𝑑𝑝𝑖 and 𝑑𝑝𝑜 stands for the internal and external diameter of the 
U-pipe; 𝑑𝑏 is the diameter of the borehole; 𝐷𝑈 represents the spacing of U-tube shanks (distance 
between the center of the two branches); ℎ𝑐𝑖 is the convection film coefficient for the U-pipe 






  (2.6) 
 
where 𝑅𝑒 is the Reynolds number; 𝑃𝑟 is the Prandtl number; 𝜆𝑓 (
𝑊
𝑚∗𝐾
) is the thermal conductivity 
of the circulating fluid. 𝑛 is a correlation coefficient. 𝑛 = 0.4 for heating and 𝑛 = 0.3 for 
cooling. Reynolds number and Prandtl number are defined as (Incropera & Dewitt, 1996): 
 
 















where  𝑢𝑓 (
𝑚
𝑠
) is the velocity of the circulating fluid, 𝜈 (
𝑚2
𝑠
) is the kinematic viscosity of the 
fluid, and pipe internal diameter is treated as the characteristic length.   
Given specific borehole design properties and operational conditions, the thermal 
resistances can be calculated and treated as known parameters. The borehole wall temperature is 
another known obtained from the external thermal transfer model, which will be discussed in 
Section 2.3. To get the unique solutions of the ordinary differential equation groups, two 
boundary conditions need to be specified. The first boundary condition is intrinsic to the model. 
At the point where the downward branch meets the upward branch, the temperature is identical. 
Another boundary condition can be either existing fluid temperature or entering fluid 
temperature, which is directly related to the heat pump. 
To calculate borehole thermal resistance in a more general scenario where the borehole 
contains arbitrary numbers of U-pipes with random configuration, readers can refer to (Claesson 
& Hellström, 2011) for their proposed multipole method. Then the quasi-3D steady-state model 
for the local heat transfer process can be expanded to incorporate multiple branches. Multiple U-
pipes are not common for residential buildings for the sake of cost-efficiency, and pipes are 




Figure 2.2 Cross-section look of the borehole and the associated thermal resistance 




2.2. Global Thermal Transfer Process 
The global thermal transfer process is governed by the advection-dispersion partial 
differential equation. In this thesis, non-fickian mixing (mechanical dispersion) is not considered 
and only fickian mixing (thermal conduction) is taken into account. There is a critical 
assumption that thermal equilibrium between the solid phase and the liquid phase at the REV 













) is the effective thermal conductivity and 𝜌𝑐 (
𝐽
𝑚3∗𝐾
)  is the effective volumetric 
heat capacity of the saturated soil matrix, and they can be calculated as the weighted mean of the 




𝜆 =  𝜃𝜆𝑤 + (1 − 𝜃)𝜆𝑠





where 𝜃 (−) is the porosity of the soil, 𝜆𝑤  (
𝑊
𝑚∗𝐾
) and 𝜆𝑠  (
𝑊
𝑚∗𝐾
) are the thermal conductivity of 
water and solids, 𝜌𝑤𝑐𝑤 (
𝐽
𝑚3∗𝐾
) and 𝜌𝑠𝑐𝑠 (
𝐽
𝑚3∗𝐾
) are volumetric heat capacity of water and solids, 
respectively. 
𝒗 (𝑚/𝑠) is the average linear groundwater velocity vector, described by Darcy’s law: 
 





) is the hydraulic conductivity and ℎ (𝑚) is the hydraulic head. 
If there is no groundwater flow, the advective term vanishes, and the mixed hyperbolic-
parabolic differential equation is simplified to the pure diffusive equation.  
Therefore, heat transport can be analyzed by either analytical or numerical methods. This 
section mainly focuses on various analytical solutions to the differential equations under 
different boundary conditions in order to give a broad sense of the conceptualization of the 
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common subsurface heat transfer problem. Numerical treatments will be introduced in Chapter 3 
later.  
Analytical methods usually treat the BHE as a line source (sink). Without vertical 
heterogeneity of thermal and hydraulic properties in the subsurface aquifer, the heat transport 
could be generalized to a two-dimensional flow problem in either cartesian or radial coordinate 
system. For purely conductive heat transport (without groundwater flow), the problem can be 
further simplified to one-dimensional as the temperature change solely depends on the distance 
between the point of interest and the source. The basic assumptions in all the analytical models 
mentioned below are (1) the subsurface aquifer being homogeneous and fully-saturated, (2) the 
areal extent of the domain being infinite and the temperature at infinity (also called far-field 
temperature) being a constant, and (3) the heat injection (extraction) rate is uniform over time. 
For temporally varying load, the principle of superposition is used to obtain the overall thermal 
response under the given load profile.  
 
2.2.1. Infinite Line Source (ILS) Model 
ILS model is developed by (Ingersoll & Plass, 1948) and (Carslaw & Jaeger, 1959). This 
solution gives the temperature change at a specific location at time t as: 
 



















where 𝑇𝑔 (𝐾) is the far-field temperature (assume uniform), 𝑞 (
𝑊
𝑚
) is the heat rate per unit length 
along BHE, 𝜆 (
𝑊
𝑚∗𝐾
) is the thermal conductivity of the subsurface soil, 𝛼 (
𝑚2
𝑠
) is the thermal 
diffusivity of the subsurface soil, 𝑟 (𝑚) is the radial distance from the source, 𝑤 is the dummy 
variable for integration. The integral 𝐸1 is called the exponential integral. The lower limit of the 
integral is commonly denoted as 𝑢. The form of ILS is the same as the Theis solution (Theis, 
1935) for calculating drawdown during pumping tests in the realm of well hydraulics. 
If we take the derivative of ∆𝑇 with respect to time, the rate of change of temperature will 

























It can be first observed that the temperature change predicted by the ILS model will never 
reach a steady-state. Secondly, 𝑒−𝑢 tends to unity when time is long enough, so the rate of 
temperature change can be approximated as inversely proportional to the elapsed time. This 
indicates the rate of change will be very slow in a long time. 
 
2.2.2. Infinite Moving Line Source (IMLS) Model 
Diao et al. (2004) derived the transient solution to this problem formulation using the 
method of an equivalent moving line source.  They made the further assumption that the 
groundwater flow velocity is uniform and aligned with the x-axis, and the mechanical dispersion 
associated with the advection is ignored. Then the temperature rise at a specified point at time t is 
given as (assume the borehole is located at the origin): 
 





















where 𝑥, 𝑦 (m) is the spatial coordinate of the point of interest with respect to the heat source 




The integral that appears in the solution is identical in form to the Hantush-Jacob leaky 
aquifer solution (Hantush & Jacob, 1955) for computing hydraulic drawdown from pumping 
event. By defining the parameter 𝑢 =
𝑥2+ 𝑦2
4𝛼𝑡
 𝑎𝑛𝑑 𝛽 =  
𝑈√𝑥2+ 𝑦2
2𝛼
, the integral can be concisely 
denoted as 𝑊(𝑢, 𝛽). When there is no groundwater advection (𝛽 = 0), the IMLS solution reduces 
to the ILS solution. 
















Where 𝐾0() is the modified Bessel function of the second kind of the order zero.  
A difficulty in the evaluation of  𝑊(𝑢, 𝛽) comes to its singularity when 𝑢 approaches 0. 









𝑑𝑤 = 2𝐾0(𝛽), by using change of variables to get 
(Charbeneau, 2006):  
 
 
𝑊(𝑢, 𝛽) +  𝑊 (
 𝛽2
4𝑢




If 𝑢 is very small, we can use the difference of 𝐾0(𝛽) and 𝑊(
 𝛽2
4𝑢
, 𝛽) to get a more 
reasonable approximation. 
 
2.2.3. Thermal Response Function (g-function) and Superposition 
The history of the thermal response function, also known as g-function, could be traced 
back to Eskilson’s (1987) pioneering contributions in his doctoral thesis.  The actual definition of 
g-function is somewhat vague, but it should represent a non-dimensional temperature response at 
the borehole wall at a specified time for a pre-set configuration of a borehole field (multiple 
boreholes connected in parallel or sequence, which are more common in commercial buildings). 
Factors influencing the response factor include the borehole spacing, the buried depth of the 
borehole, and the radius of the borehole. Hence, one borehole field layout and one set of 
borehole design parameters are associated with a unique g-function. The temperature response at 
each borehole may or may not be the same depending on whether the design parameters are the 
same for each borehole. In some energy simulation software, g-function is calculated for pre-
determined borehole field configurations and cataloged in the database. Knowing the g-function, 
























where 𝑡𝑠 = 
𝐻2
9𝛼
 represents the characteristic non-dimensional time of the borehole field, H (m) is 
the borehole length, 𝑟𝑏 (𝑚) is the borehole radius, 𝐵 (𝑚) is the spacing between each borehole 
(as the borehole is assumed to be arranged in equal distances), 𝐷 (𝑚) is the buried depth of the 
borehole measured from the ground surface to the top of the borehole. It is 3-6 m in scale and 
relatively small compared to the entire length of the borehole. Therefore, it is usually neglected.  
From the formulation of g-function, it is first observed that the analytical g-function 
assumed the temperature at the borehole wall is vertically uniform and equal for all boreholes in 
the field if all boreholes hold the same design properties. Secondly, if there is only one borehole 
in the field, g-functions are just the analytical solutions mentioned in the previous sections, 
depending on the actual model selected for analysis. For instance, ILS evaluates the temperature 

































)2. In this way, the temperature response at the borehole wall 














For all scenarios discussed above, the BHE heat rate is a constant over time. In real-world 
applications, the heat rate will continuously change over time. To calculate the thermal response 
factor or the analytical solutions under varying load, the method of temporal superposition is 
introduced. For continuous heat profile, the curve is discretized into uniform time intervals and 
approximated as a multiple of unit heat pulse within each interval. At kth time step (index starts 











[∑(𝑞𝑖 − 𝑞𝑖−1) ∗ 𝑔(𝑡𝑘 − 𝑡𝑖−1)
𝑘
𝑖=1









   It states that the temperature rise at the current time is dependent on all historical heat 
rates. For each time step, the incremental change in heat rate is associated with a new g-function 
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defined from the start of the current time step to the end of the total elapsed time. The overall 
temperature response is ultimately obtained from the sum. It is very similar to the law used in 
well hydraulics: “Once a well-function is started, it will not be turned off” (Charbeneau, 2006).  
The problem coming with the principle of superposition is that the computational cost is in 
𝑂(𝑛2). It will be computationally expensive for a very long simulation time, such as 20 years. 
 
2.3. Coupled Thermal Transfer Processes for Energy Simulation 
2.3.1. Energy Simulation for the GSHP System 
The need for dynamic energy simulation of the GSHP system is twofold. First, the proper 
sizing of the BHE given specified heat load is required in the design stage of the GSHP system in 
order to reduce the potential cost because of undersized or oversized boreholes. Second, the 
prediction of the operational behavior of the GSHP system is required with the building heat load 
as the known condition. For both purposes, the key is to map the building heat load, which is the 
kind of data commonly available at hand, to the desired output through our developed model. In 
practice, building load 𝑞𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 can be highly variable depending on the actual operations. For 
instance, the heat pump may be on in the summer and winter, and turned off in the spring and 
fall, with superimposed daily fluctuations. The coefficient of performance (COP) of the heat 
pump relate 𝑞𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔 to the actual heat rate of our underground BHE (𝑞𝑔): 
 
 







in this relation, the sign is positive in the cooling mode (summer) and negative in the heating 
mode (winter). 
𝐶𝑂𝑃ℎ𝑝 is a function of the temperature of the entering fluid into the heat pump (also the 
outlet fluid of the underground U-pipe as they are connected), the ambient air temperature, and 
the fluid velocity within the pump loop. If the ambient air temperature and the fluid velocity are 
fixed, 𝐶𝑂𝑃ℎ𝑝 depends only on the outlet fluid temperature from the U-pipe 𝑇𝑜𝑢𝑡.  Minister of 









where 𝐶𝑂𝑃𝑛𝑜𝑚𝑖𝑛𝑎𝑙 is the “nominal COP of the heat pump measured at standard rating 
conditions”. The coefficient in the equation 𝑘0, 𝑘1, and 𝑘2 are unique to the pump used, which is 
typically provided in the pump manual. They are also different for cooling and heating mode. 
Knowing the actual heat rate of the underground BHE 𝑞𝑔, we can go ahead to use that 
information as input for the global thermal transfer process. This can be achieved by either 
analytical solutions if the problem is not very complex or numerical solutions. More specifically, 
we are interested in the time-varying temperature at the borehole wall, as the borehole wall is 
deemed as the intersecting boundary for global and local thermal transfer processes. After 
acquiring the temperature at the borehole wall, the fluid temperature profile within the U-pipe 
can be derived using the quasi-three-dimensional model mentioned in Section 2.1.2. The logic 
here naturally leads to the coupled approach, called the “two-region model”, which integrates the 
internal and external thermal transfer processes for the realization of the whole system energy 
simulation given the above-ground information. The procedure will be clearly explained in the 
next section. 
 
2.3.2. Coupled Model and Implementation in Python 
            The idea behind the coupled model is to solve the problem iteratively, as shown in the 
flowchart in Figure 2.3. At any timestep t and iteration level k, we have an initial guess of the 
outlet fluid temperature  𝑇𝑓
𝑘. For the very first iteration, this value should be the outlet fluid 
temperature from the last time step. Specifically, for the first time step, it is wise to set this value 
equal to the undisturbed ground temperature. 𝑇𝑓
𝑘 is then used to calculate the COP of the heat 
pump, combined with the input building load to derive the BHE heat rate 𝑞𝑔 by equations (2.19) 
and (2.20). Next, either analytical or numerical methods can be used to predict the temperature at 
the borehole wall. This will be seen in Section 4.2 where two methods are compared for the same 
problem. Based on equations (2.1) – (2.6) describing the local heat transfer process, the new 
outlet fluid temperature  𝑇𝑓
𝑘+1 can be inferred and compared with the original one at the old 
iteration level. If the relative error is less than the desired tolerance, the solution is converged for 
the current time step, and the iterative process moves onto the next time step. A Python module 
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implementing this workflow was developed. The input needs an arbitrary building load profile 
(constant, on-off, trigonometric-like, or irregular), simulation time, and the time resolution 
(should not be less than half a day). The module will output time profile regarding COP, heat 
load, outlet fluid temperature, and wall temperature of the borehole. The code is presented in the 
Appendix B.      
 
 
Figure 2.3 Flowchart for the iterative procedure implemented in Python 
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CHAPTER 3: MT3DMS AS A SUBSURFACE HEAT TRANSPORT SIMULATOR   
 
As discussed previously, the numerical method is another widely used tool for predicting 
the subsurface thermal perturbation and evaluating the efficiency of the GSHP system by 
performing the forward simulation. It is more flexible than the analytical methods in most 
circumstances but in turn suffers from the computational burden that could be a result of 
different aspects, especially since the thermal transfer we are interested in contains different time 
and space scales. There are multiple codes that have been utilized either commercially or in 
research. Hecht-Méndez et al. (2010) provides a rather comprehensive list of these models and 
one can refer to the table if interested. The choice of the simulator is problem-dependent. Some 
models are one-way coupling, which means the heat transport simulation is predicated on an 
inherited pre-solved groundwater flow field, such as MT3DMS. In contrast, models like 
SEAWAT are capable of simulating the hydraulic processes and heat transport synchronously as 
they assume the influence of temperature on density is not negligible. (Ma & Zheng, 2010b) 
revealed that the accuracy of the model is maintained satisfactorily when the maximal 
temperature difference in the model domain is below 15 degrees. It is well-recognized that for 
the shallow GSHP system, the temperature variation will not cause a considerable difference in 
the fluid density or hydraulic processes. Hence the one-way coupling model is sufficient in terms 
of accuracy and avoids the unnecessary computational efforts introduced by full coupling. In 
other geothermal applications such as deep geothermal heat extraction, the difference will be 
prominent and temperature dependency on thermal parameters should be accounted for. In 
addition, some codes are designed for entailing thermo-mechanical deformation in the 
subsurface, such as HST2D/3D (Kipp, 1986) and BASIN2 (Bethke et al, 2007). These codes do 
not fall into the scope of this thesis. 
Amongst all choices of simulation codes, MT3DMS is not only advantageous for its 
modular structure and open-source feature but also suitable in its field-scale simulation 
functionality which suits our purposes. Though it is not explicitly designed to simulate heat 
transport, the temperature can be simulated like a solute species by the intrinsic similarity 
between the heat transport and solute transport. This is done by reformulating the coefficients in 
the partial differential equation of solute transport using thermal parameters under valid 




3.1.  Governing Equation for Heat Transport in MT3DMS 
The transport of solute and heat in the porous medium is controlled by the advection-
dispersion equation (ADE). In MT3DMS, transient solute transport with linear adsorption 













in which C (ML-3) is the solute concentration,  t (T) is the time, 𝜌𝑏 (ML
-3) is the bulk density, 𝐾𝑑 
(L3M-1) is the distribution coefficient, 𝐷ℎ  (L
2T-1) is the hydrodynamic dispersion tensor, 𝑣𝑎 (LT
-
1) is the average linear groundwater velocity vector or the seepage velocity vector, 𝑞𝑠 (T
-1) is the 
source or sink of the fluid and 𝐶𝑠 (ML
-3) is the concentration at the source/sink.  
By analogy, if the local thermal equilibrium is assumed (the heat transfer between the 
liquid and solid phases in the pore-scale are in equilibrium), transient heat transport is 













where T (K) is the temperature, 𝜌𝑠 (ML
−3) is the solid density, 𝑐𝑠 (L
2T-2K-1) is the specific heat 
capacity of the solid, 𝜌𝑤  (ML
−3)  is the fluid density, 𝑐𝑤 (L
2T-2K-1) is the specific heat capacity 
of the fluid, 𝜆𝑚 (MLT
−3K−1) is the thermal conductivity of the porous media, 𝑇𝑠 (K) is the 
temperature at the source/sink.  
In a cartesian coordinate system, the hydrodynamic dispersion tensor can be defined as 









































































where  𝐷𝑚 (L
2T-1) is the molecular diffusion coefficient, 𝐷𝑥𝑥, 𝐷𝑦𝑦, 𝐷𝑧𝑧 (L
2T-1) are principal 
components of the dispersion tensor, 𝐷𝑥𝑦, 𝐷𝑦𝑥, 𝐷𝑥𝑧, 𝐷𝑧𝑥, 𝐷𝑦𝑧, 𝐷𝑧𝑦 (L
2T-1) are the cross terms of 
the dispersion tensor, 𝑣𝑥, 𝑣𝑦, 𝑣𝑧 (LT
-1) are the components of velocity vector along the principal 
axes, 𝛼𝐿 and 𝛼𝑇 (L) are longitudinal and transverse dispersivity.  
To realize the conceptual model of heat transport, users need to conform the various 
thermal parameters into the right form for input in MT3DMS. The first one referred to here is the 
thermal diffusion coefficient (Fickian mixing). The molecular diffusion coefficient 𝐷𝑚 for solute 









these values should be specified in the Dispersion Package (DSP) of MT3DMS (Zheng & Wang, 
1999). The details for establishing MT3DMS simulation model will be provided in the 
Appendix. For the heat transport, common values of diffusion coefficient are in the order of 
10−7 𝑚2/𝑠, whereas for contaminant transport, it is usually two-order lower and dependent on 
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the substance of interest (Domenico & Schwartz, 1998).  The macro-dispersion can be specified 
using the dispersivity in the same package. 
Next, the linear adsorption behavior is determined in the Chemical Reaction Package 
(RCH) (Zheng & Wang, 1999). MT3DMS provides different options for the isotherm. For 
thermal simulation, the type of sorption should be selected as the linear isotherm (ISOTHM = 1). 
Then the bulk density and distribution coefficient are specified and they can be combined to give 
the retardation factor: 
 



















Finally, it is indispensable to specify boundary conditions. This is done in the Source & 
Sink Mixing Package (SSM) (Zheng & Wang, 1999). For the source/sink term, one way is to 
define the source node as a constant-temperature node by setting ITYPE to -1. This will be used 
in the 3-D pipe model discussed in Section 3.2.  Another way is to enforce a mass-loading 
boundary condition by specifying the heat rate at the source (ITYPE = 15). This will be seen in 
the 2-D line source model discussed in Section 3.3 and so on. If the heat rate that would be 















3.2. Numerical Implementation of the 2-D Line Source Model 
The 2-D line source model simulates heat transfer in a 2-D horizontal plane with one 
vertical soil layer. The hydraulic and thermal properties are uniform in the vertical direction and 
thus the third dimension can be dropped. The model describes BHE as a heating cable inserted 
into the ground without any burying depth and exchanging heat with the ambient aquifer. 
Depending on whether the groundwater flow exists, the ILS or IMLS will be used to benchmark 
the numerical results.  
Figure 3.1 shows the model grid used for the 2-D line source model. The simulation 
domain spans 40 x 100 m2 with a telescopically refined non-uniform grid. The gridding is dense 
close to the heat source with a cell size of 0.035 x 0.035 m2, and the grid spacing increases up to 
5 m close to the domain boundaries. By doing this, the computational time and memory 
occupancy are kept low while the accuracy of the solution is not undermined.  
Table 3.1 summarizes hydraulic and thermal parameters used in our 
MODFLOW&MT3DMS simulations. For the MODFLOW flow-field simulation, the left and 
right boundaries are defined as a constant-head boundary. The actual values of the hydraulic 
head assigned to two boundaries differ in order to enforce case-dependent hydraulic gradients. 
The hydraulic conductivity is kept at 10 m/day. The head difference is set to be 0 m, 0.1 m, 1 m 
and 10 m. Since the domain is 100 m along x-axis, this leads to four cases with different 
groundwater velocities from left to right: (1) null velocity, (2) 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.01 m/day, (3) 𝑞𝑑𝑎𝑟𝑐𝑦 = 
0.1 m/day, and (4) 𝑞𝑑𝑎𝑟𝑐𝑦 = 1 m/day. The upper and lower boundaries are set to be a no-flow 
boundary (In MODFLOW, if no specific type of boundary condition is defined on the outer 
boundary, it will be automatically treated as a no-flow boundary). The simulation of the flow 
field is run to steady-state. 
For the MT3DMS heat transport simulation, the left and right boundaries are defined as 
“constant-head boundary condition” (ITYPE = 1), which is a misleading name. Technically, this 
defines a specified mass flux boundary condition as 𝐽 = 𝑞 ∗ 𝐶. 𝑞 is internally calculated from 
preliminary MODFLOW simulation, and 𝐶 depends on whether it is an inflow or an outflow 
boundary. For instance, the upstream left boundary as an inflow boundary will have C equals to 
what users assigned. In this case, we want the value to be the far-field temperature of 10 ℃. The 
right boundary as an outflow boundary will have C equals to the temperature transported from 
upstream cells. In other words, the heat plume can be allowed to extend out of the domain. The 
25 
 
reason why the “constant-concentration boundary condition” (ITYPE = -1) is not used is that this 
type of boundary condition allows both advective and dispersive flux across the boundary. In this 
way, the outflow boundary will be fixed at a temperature the same as the input one. If  
groundwater flow exists, the heat plume will reach the outflow boundary after some time and the 
condition can be violated. Of course, if the right boundary is set far enough to ensure that the 
heat plume will never reach it within the simulation time, the definition of boundary condition 
will be more flexible. For all four cases, longitudinal and horizontal dispersivity are set to 0 as 
the mechanical dispersion is not taken into account.  
The simulations are run to one year. The relative significance of advection compared to 














For all four cases, the upstream FD solver is used to solve the advection term. This 
solution technique not only renders results accurate enough but also most computationally 
efficient.  The mixed Eulerian-Lagrangian methods cause oscillation for temperature rise at the 
borehole wall. The run-time for the TVD method is relatively high and not suitable for 








Figure 3.1 Model grid used for the MODFLOW & MT3DMS simulation, with zoom-






Table 3.1 Parameters of MODFLOW & MT3DMS model for all four cases. 
Symbol Parameter Value Unit 
𝑘 Hydraulic Conductivity 10  m/day 
𝜃 Porosity 0.245 - 
𝜆𝑤 Water thermal conductivity 0.6 W/m/K 
𝜆𝑠 Solid thermal conductivity 3.59 W/m/K 
𝜆 Effective soil thermal conductivity 2.86 W/m/K 
𝜌𝑤 Water density 998 kg/m
3 
𝜌𝑠 Solid density  1848  kg/m
3 
𝑐𝑤 Specific heat capacity of water 4186 J/kg/K 
𝑐𝑠 Specific heat capacity of solid 570 J/kg/K 
𝑐𝑝𝑣𝑤 Volumetric heat capacity of water 4177628 J/m
3/K 
𝑐𝑝𝑣𝑠 Volumetric heat capacity of solid 1053360 J/m
3/K 
𝑐𝑝𝑣 Effective volumetric heat capacity 1818805 J/m3/K 
𝛼 Effective thermal diffusivity 0.2412 m2/day 
𝑞𝑔 Ground heat rate  40  W/m 
𝑇𝑔 Undisturbed ground temperature 10 ℃  
𝐾𝑑 Distribution coefficient 0.00014 m
3/kg 
 
Table 3.2 Flow field set-up for four different cases. 
Case Number Darcy Velocity Grid Péclet number Hydraulic Gradient 
Case 3.1 0 m/day N/A 0 
Case 3.2 0.01 m/day 0.006 0.1 
Case 3.3 0.1 m/day 0.06 1 













Figure 3.2 Temperature contour plot at various Darcy flux: (a) null velocity, (b) 
𝑞𝑑𝑎𝑟𝑐𝑦 = 0.01 m/day, (c) 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.1 m/day, and (d) 𝑞𝑑𝑎𝑟𝑐𝑦 = 1 m/day at the end of the 











Figure 3.2 illustrates the temperature contour plot in the domain for four cases of interest. 
It can be seen that the thermal plume evolves from a pure diffusion cone to a more elongated 
ellipsoid. Also, the maximal temperature rise, which should occur at the heat source, is 
decreasing against the advection velocity. These are the effect introduced by the groundwater 
advection and follow realistic observations.  
Figure 3.3 and Figure 3.5 display the temperature profile with radial distance and the 
temperature rise at the borehole wall with time for both MT3DMS results and analytical 
solutions. Figure 3.4 provides a close look of the temperature profile near the source and the 
relative error is plotted. These plots show a good agreement between numerical and analytical 
results. In all cases, the absolute error is less than one percent. For null groundwater velocity 
case, ILS is used to validate the numerical result and the largest error is observed at the first grid 
cell near the source. Other three cases use IMLS for validation, and the trends for relative error is 
different. This is probably due to the accuracy difference when evaluating the IMLS solution in 
our code. At a specific location, the most obvious difference is at the very beginning of the 
simulation. Overall, the consistency between numerical and analytical solutions confirms the 
capability of MT3DMS in simulating 2-D heat transport. This becomes the cornerstone for the 
















Figure 3.3 Temperature profile with radial distance from the source for (a) null 
groundwater velocity, (b) 𝒒𝒅𝒂𝒓𝒄𝒚 = 0.01 m/day, (c) 𝒒𝒅𝒂𝒓𝒄𝒚 = 0.1 m/day and (d) 𝒒𝒅𝒂𝒓𝒄𝒚 = 1 m/day 



















Figure 3.4 Temperature profile with radial distance close to the source for (a) null 
groundwater velocity, (b) 𝒒𝒅𝒂𝒓𝒄𝒚 = 0.01 m/day, (c) 𝒒𝒅𝒂𝒓𝒄𝒚 = 0.1 m/day and (d) 𝒒𝒅𝒂𝒓𝒄𝒚 = 1 m/day 



















Figure 3.5 Temperature breakthrough curve at the borehole wall for (a) null groundwater 
velocity, (b) 𝒒𝒅𝒂𝒓𝒄𝒚 = 0.01 m/day, (c) 𝒒𝒅𝒂𝒓𝒄𝒚 = 0.1 m/day and (d) 𝒒𝒅𝒂𝒓𝒄𝒚 = 1 m/day at the end of 
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CHAPTER 4: COUPLING MT3DMS WITH LOCAL THERMAL PROCESS 
 
4.1. Methodology 
In Chapter 2, the concept of the two-region iterative model for coupling the global and 
local thermal transfer processes was presented. The two-region simulation code implemented in 
Chapter 2 uses temporally and spatially superposed analytical solutions (i.e. ILS and IMLS) to 
get the temperature response at the borehole wall from the global thermal process. In Chapter 3, 
we have seen the capability of MT3DMS in simulating the line-source problem and the excellent 
match between MT3DMS and the analytical solutions. It is then appealing to ask, “can we 
replace the borehole wall temperature computed by the analytical solution with that computed by 
the numerical model in the two-region model?”. In this chapter, we show that the answer is yes. 
This approach will enable us to include more complex geological and hydraulic conditions in our 
problems. On the other hand, this resolves the dilemma where extended computational efforts are 
required in the long-time numerical simulation if people try to incorporate both field-scale heat 
transport and borehole-scale internal heat transfer simultaneously in their numerical models.  
To couple MT3DMS with the aforementioned two-region iterative code, Flopy (Bakker 
et al., 2016) is used to establish the MT3DMS numerical model. FloPy is a Python-based 
interface that enables users to develop, run, and post-process MODFLOW-related programs with 
Python scripts. By using Flopy, the entire workflow can be realized in the Python development 
environment. In this thesis, I developed three modules along with a plotting utility module 
mainly contributing to the integrated model, namely: 
• The Borefield module, in which arbitrary numbers of BHEs can be conceptually 
installed by specifying relative locations in the field. The attributes of each 
borehole are documented when they are created and can be updated anytime 
during the simulation. After the borehole field is set up, a non-uniform mesh 
related to this borehole field will be generated and ready to be read by 
MODFLOW discretization package (DIS).  
• The BHE iteration module, which contains the implementation of various 
functions for the local thermal transfer process (e.g. calculation of the borehole 
thermal resistance). This module also contains the functions needed for 
analytically solving the global thermal transfer process, but these functionalities 
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will only serve for benchmarking the new method since we have switched to 
coupling MT3DMS with the local thermal process.  
• The MT3DMS coupling module, where the numerical model established in 
MODFLOW and MT3DMS is dynamically linked to the previous two modules. 
The borehole wall temperature, COP, ground heat rate, and outlet fluid 
temperature for each borehole with time are saved and can be later used for 
plotting.  
To properly simulate the field-scale heat transport, we need to develop a model grid 
according to our borehole field configuration. The first step in the workflow is to generate such 
mesh which could be read by MODFLOW to get the flow field solution. An example of the 
finite-difference mesh for a 2x2 rectangular borehole field is illustrated in Figure 4.1. Grid 
spacing in between boreholes has a uniform size identical to the radius of the borehole. This is 
because cells right next to the source cell where boreholes are defined are regarded as the 
borehole wall, and we would like to retrieve the borehole wall temperature at the center of the 
first downstream cell from the source, as we did in Section 3.2. The mesh outside the area where 
boreholes are located is non-uniform, with a grid size multiplier of 1.2. As mentioned above, the 
finite-difference mesh is passed to MODFLOW. By specifying different types of boundary 
conditions and setting up the hydraulic parameters, the steady-state background flow field is 
solved (In this thesis, the transport simulation is based on the steady-state flow field. It can also 
be predicated on transient MODFLOW flow solution so long as the number of stress-periods 
defined in MODFLOW and MT3DMS match). Next, various thermal parameters needed for the 
heat transport simulation are specified in MT3DMS. To achieve the dynamic simulation 
coupling MT3DMS and the local thermal transfer process, the total simulation time is discretized 
into small timesteps (e.g. one day). Within each timestep, the flowchart for iteration in Figure 2.3 
is mostly inherited. The difference is at the step when the ground heat rate is calculated, this 
result is updated in the MT3DMS Source&Sink Mixing (SSM) package and MT3DMS is run for 
the current timestep (e.g. one day). The simulation result for the borehole wall temperature is 
then extracted and passed to the local thermal transfer functions. The convergence of the outlet 
fluid temperature is still the criteria for moving onto the next timestep (see Figure 2.3). 
Especially in the first iteration of the very first timestep, heat sources representing each BHE are 
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initialized with the initial building heat rate, and the outlet fluid temperature is set to equal the 




 (b)  
 
Figure 4.1 (a) An example of a 2x2 rectangular borehole field generated by Borefield 
module which has an inter-borehole spacing of 5 m. The numbering of the borehole is shown. (b) 
The generated non-uniform mesh to be used by MODFLOW. Note that the grid spacing in 
between boreholes has a uniform size identical to the radius of the borehole (0.035 m) to ensure 
accurate transport simulation as the heat transfer is most phenomenal in this region.     
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4.2. Validation by Analytical Solutions 
In this section, the proposed model will be validated by the analytically coupled model 
discussed in Section 2.3. The first scenario used for validation is for a single borehole, where 
either ILS or IMLS solution can be used as benchmarks. The second scenario is for a 2x2 
borehole field, in which spatial superposition of analytical solutions must be used to obtain the 
correct thermal response in the aquifer.  
4.2.1 Validation Cases for a Single Borehole 
The following 12 cases are considered for validation. The length of the simulation is one 
year and the discretized time step is one day. The input building heat rate has three different 
profiles in the simulation year. The first type is the constant heat rate of 40 W/m throughout the 
simulation; the second one has a trigonometric profile which oscillates between 60 W/m and 20 
W/m with a period of 20 days. The third one looks like a series of Heaviside functions that 
mimic the “on-off” cycles of the GSHP system in a year.  In one-fourth of the simulation time, 
the heat rate is -40 W/m representing the heating mode in winter while the heat rate is 40 W/m in 
summer representing the cooling mode. During other times of the year, the system is turned off 
and the underground temperature could recover.  Figure 4.2 shows these three types of building 
heat load. Under each load, four cases of different groundwater velocities are simulated. These 
are null groundwater velocity, 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.01 m/day, 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.1 m/day, and 𝑞𝑑𝑎𝑟𝑐𝑦 = 1 m/day, 
respectively. These values are selected to represent different levels of groundwater flow regimes, 
which indicate a broad ensemble of regional hydrogeological conditions. We choose to 
manipulate Darcy flux in different cases because it is more straightforward to set in 
MODFLOW. The average groundwater flow velocity should change accordingly as the porosity 
is the same for all cases.   
Table 4.1 gives various borehole properties that will be used in the local thermal transfer 
model. These properties are kept the same for all 12 cases. The MODFLOW flow field and 
MT3DMS parameters are set up the same way as in Section 3.2, except the heat load at the 
source may change for different cases. Table 4.2 summarizes these 12 cases based on the 
building heat load profile and flow velocity. The runtime is recorded for every simulation.  It can 
be observed that constant load requires a minimum runtime of no more than one minute, while 
the “trig” pattern is most time-consuming. The seasonal profile requires intermediate runtime. 
The number of iterations needed in every timestep throughout the simulation is also recorded. 
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From the data, it is shown that the runtime variations are because the “trig” pattern is highly 
variable and requires more number of iterations for the solution to converge in every timestep. 
The input building heat rate in the “trig” pattern is continuously changing. Since the convergence 
criterium is that the calculated outlet fluid temperatures between two iterations are within 
prescribed tolerance, differences in the heat rate between two consecutive timesteps mean the 
code needs more iterations to find the right outlet fluid temperature. In addition, for the “trig” 
pattern, the number of iterations required is minimum at the peak and trough. This is because the 
slope of the curve at these points is the smallest.   
  The impact of flow velocity on the runtime is relatively complex. On one hand, the 
runtime for an uncoupled single MT3DMS simulation monotonically increases with the 
groundwater flow velocity if other parameters and the solver are identical. On the other hand, 
higher groundwater velocity means the simulated system will reach steady-state more quickly, 
thus requires fewer iterations after the system reaches the steady-state. For the “trig” pattern, it is 
shown that runtime is larger if groundwater velocity is higher. For the seasonal pattern, we 
observe that the runtime is smaller if groundwater velocity is higher. For the constant pattern, 
there seem no obvious correlations between runtime and the groundwater velocity for the 







Table 4.1 Borehole properties used in all the validation cases. 
Parameters Symbol Value 
Borehole length 𝐻𝑏 50 m 
Borehole radius 𝑟𝑏 0.035 m 
Pipe inner radius 𝑟𝑝𝑖 0.012 m 
Pipe outer radius 𝑟𝑝𝑜 0.015 m 
Pipe shank spacing 𝐷𝑢 0.035 m 
Fluid mass flow rate 𝑞𝑚 0.3 kg/s 
 
Table 4.2 Summary of the simulation cases.  
Advection velocity Building load pattern Case number Runtime 
Null 
‘constant’ Case NC 54 sec 
‘trig’ Case NT 280 sec 
‘seasonal’ Case NS 133 sec 
0.01 m/day 
‘constant’ Case LC 55 sec 
‘trig’ Case LT 295 sec 
‘seasonal’ Case LS 137 sec 
0.1 m/day 
‘constant’ Case IC 48 sec 
‘trig’ Case IT 334 sec 
‘seasonal’ Case IS 78 sec 
1 m/day 
‘constant’ Case HC 60 sec 
‘trig’ Case HT 545 sec 






Figure 4.2 Three types of building heat load profiles used for validation problems.  
 
To evaluate the level of agreement between the MT3DMS-coupled thermal transfer 
model and the analytical thermal transfer model, the mean absolute discrepancy is introduced to 
quantify their relative difference: 
 
𝑀𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑑𝑖𝑠𝑐𝑟𝑒𝑝𝑎𝑛𝑐𝑦 (%) =  
1
𝑁












where N is the number of data points, 𝑅𝑎𝑛𝑎 is the analytical result, 𝑅𝑛𝑢𝑚 is the MT3DMS result, 
and k is the index. 
Table 4.3 summarizes the mean absolute discrepancy between numerical and analytical 
results for the borehole wall temperature, the ground heat rate, COP, and the outlet fluid 
temperature of all cases. The maximum mean absolute discrepancy is 1.35%, which is observed 
in case HT representing a fast flow regime and a trigonometric heat profile.  
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Figure 4.3 provides a visualization of the trend of the discrepancy.  It is seen that the 
borehole wall temperature has the highest discrepancy compared to other model outputs, 
followed by the outlet fluid temperature and heat pump COP. The ground heat rate has the 
smallest discrepancy no more than 0.2%. Also, for all three types of building heat load profiles, 
there is a general trend that the model discrepancy is reduced with the increase of Darcy velocity. 
However, the discrepancy rebounds as the Darcy velocity reaches 1 m/day, which is a fairly high 
flow rate. This follows the same error trend between MT3DMS results and analytical results as 
we have seen in Chapter 3. Overall, the mean absolute discrepancy is kept at an acceptable level, 
meaning the proposed model is valid for the scenario of a single borehole.  
  Figure 4.4 to Figure 4.9 show the curves of the borehole wall temperature and heat 
pump COP with time for four groundwater velocities under three types of building heat load, 
respectively. The shape of the curve is a combined effect of the groundwater velocity and the 
building heat load profile. Under the constant load profile, the slope of the curve is steep during 
the startup time. Then the rate of change drops after a period of operational time. If there is no 
groundwater flow, the curve will never reach steady-state though the rate of change becomes 
increasingly smaller over time. When the groundwater velocity becomes higher, it takes less time 
to reach the steady-state. For instance, the borehole wall temperature and COP reach steady-state 
very quickly after the operation starts when the Darcy flux is 1 m/day. Under the “trig” profile, 
the curve oscillates up and down in accordance with the input signal. However, the overall 
pattern is similar to the constant heat load case. If we try to thread an imaginary curve passing 
the middle of each sine wave, the curve will follow the same trend as in the constant load 
scenario. Under the seasonal profile, since the load is constant in winter and summer (when the 
pump is on), the trend is also analogous in these periods. After the pump is turned off at the start 
of spring and fall, the borehole wall temperature quickly recovers to the undisturbed ground 
temperature, and there is no COP data during these two periods as the pump is shut down.  
Another observation is that groundwater flow will dissipate the energy accumulation near 
the borehole and increase the heat pump COP. With higher groundwater flow, the temperature 
change at the borehole wall temperature will be smaller. The COP of the heat pump will be 
higher. This corroborates that groundwater flow is an important factor both in BHE design and 
operational evaluation.   




Table 4.3 Mean absolute discrepancy between numerical and analytical results for 
borehole wall temperature, ground heat rate, COP, and outlet fluid temperature of all cases.   












Case NC 1.09% 0.15% 0.59% 0.91% 
Case NT 1.11% 0.16% 0.60% 0.92% 
Case NS 0.92% 0.10% 0.18% 0.87% 
Case LC 1.02% 0.14% 0.55% 0.86% 
Case LT 1.04% 0.15% 0.56% 0.86% 
Case LS 0.90% 0.10% 0.17% 0.85% 
Case IC 0.73% 0.07% 0.30% 0.59% 
Case IT 0.74% 0.10% 0.31% 0.61% 
Case IS 0.56% 0.06% 0.10% 0.54% 
Case HC 1.34% 0.08% 0.38% 1.00% 
Case HT 1.35% 0.10% 0.38% 1.01% 










Figure 4.3 Plot of mean absolute discrepancy for the borehole wall temperature, the 
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Figure 4.4 Comparison between MT3DMS and analytical borehole wall temperature 
with time under constant building heat load for (a) case NC (null groundwater velocity), (b) case 











Figure 4.5 Comparison between MT3DMS and analytical heat pump COP with time 
under constant building heat load for (a) case NC (null groundwater velocity), (b) case LC 









Figure 4.6 Comparison between MT3DMS and analytical borehole wall temperature 
with time under trigonometric building heat load for (a) case NT (null groundwater velocity), (b) 










Figure 4.7 Comparison between MT3DMS and analytical heat pump COP with time 
under trigonometric building heat load for (a) case NT (null groundwater velocity), (b) case LT 










Figure 4.8 Comparison between MT3DMS and analytical borehole wall temperature 
with time under seasonal building heat load for (a) case NS (null groundwater velocity), (b) case 
LS (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.01 m/day), (c) case IS (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.1 m/day), and (d) case HS (𝑞𝑑𝑎𝑟𝑐𝑦 = 1 m/day). 
Note that the borehole wall temperature quickly recovers to the undisturbed ground temperature 









Figure 4.9 Comparison between MT3DMS and analytical heat pump COP with time 
under seasonal building heat load for (a) case NS (null groundwater velocity), (b) case LS 
(𝑞𝑑𝑎𝑟𝑐𝑦 = 0.01 m/day), (c) case IS (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.1 m/day), and (d) case HS (𝑞𝑑𝑎𝑟𝑐𝑦 = 1 m/day). 




4.2.2 Validation Cases for a Borehole Field  
In this section, the proposed method is performed on a 2x2 rectangular borehole field. 
The results are validated by the spatial superposition of analytical solutions (ILS and IMLS). For 
simplicity, four boreholes in the simulated borehole field have same design properties, which are 
identical to properties used in the single borehole case. The configuration and numbering of four 
boreholes and the corresponding model grid for MODFLOW&MT3DMS simulations have been 
shown in Figure 4.1. The inter-borehole spacing is five meters. The grid spacing in between 
boreholes has a uniform size the same as the radius of the borehole (0.035 m). It increases up to 
4.6 m near the domain boundary. The domain length is 105 m along the x-axis and 65 m along 
the y-axis. These results in 41600 cells (208*200) in total. The hydraulic and thermal properties 
of the aquifer, together with the boundary conditions specified in MODFLOW&MT3DMS are 
the same as previous cases for the single borehole as well. The simulation is run to one year 
(simulating the yearly operation of the borehole field). 
Four flow regimes will still be considered, but only constant building heat load is used 
here. The hydraulic head difference between left and right boundaries is still set to be 0 m, 0.1 m, 
1 m, and 10 m. Since the model grid for the borehole field is different from the single borehole 
case (the mesh for the single borehole is 100 m * 60 m), the resulting Darcy flux is a little bit 
smaller. The flow velocity in four cases are: (1) null velocity, (2) 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.0095 m/day, (3) 
𝑞𝑑𝑎𝑟𝑐𝑦 = 0.095 m/day, and (4) 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.95 m/day.   
Figure 4.10 to Figure 4.12 show the temperature contour plot of the 2x2 rectangular 
borehole field under different flow regimes at simulation time 5 days, 60 days, and 365 days, 
respectively. The temperature contour of the case 𝑞𝑑𝑎𝑟𝑐𝑦 = 0.0095 m/day is not shown because 
the pattern is very similar to the null velocity case. For the null velocity case, the temperature 
rise of boreholes is not influenced by each other at an early time. After a period of time, the 
cones of temperature rise expand and interfere with one another. This causes considerable heat 
build-up in the borehole field and significantly reduces the efficiency of the heat pump. As can 
be observed (Figure 4.10), the maximum temperature in the borehole field reaches up to 35 ℃ at 
the end of the simulation, which is higher than where only a single borehole exists. This may 
even impair boreholes in the long term. For the intermediate flow regime, the heat build-up is 
alleviated by the presence of groundwater. The heat dissipated from one borehole will not 
propagate to the borehole aligned in the same column. Whereas downstream boreholes in the 
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same row still suffer due to heat transported from upstream ones.  For the high flow regime, the 
heat plume of each borehole is rather elongated. It seems that the thermal interference between 
boreholes is not obvious in this case. 
Figure 4.13 presents a comparison between MT3DMS and analytical solutions with time 
for borehole 1 (upstream borehole) and borehole 3 (downstream borehole) under the intermediate 
flow regime. The COP of the downstream borehole is clearly lower than the upstream one due to 
heat transported from upstream. Also, the temperature at the borehole wall shows different 
patterns with time. The upstream borehole shows a similar pattern to the case where only a single 
borehole exists, indicating it is only marginally influenced by heat from other sources. In 
contrast, the curve of the downstream borehole deviates as a result of the thermal impact from 
upstream boreholes.     
Table 4.4 provides a comprehensive summary of the mean absolute discrepancy of output 
parameters for four boreholes under four flow regimes. It can be observed that borehole 1 and 
borehole 2, which are upstream boreholes, have larger mean absolute discrepancies than 
downstream borehole 3 and 4. In addition, borehole duos in the same column have similar mean 
absolute discrepancy (within 0.05%).  
With respect to our yearly simulation of the 2x2 borehole field, all MT3DMS simulations 
were finished within 5 minutes. This corroborates the computational efficiency of our approach 
while maintaining satisfactory accuracies.  
In a nutshell, validation problems above confirm the capability of the MT3DMS-coupled 
thermal transfer model in simulating the field-scale heat transport with application to a borehole 
field. Therefore, we can go ahead and apply this approach to more complex problems where 






Table 4.4 Mean absolute discrepancy between numerical and analytical results for 
borehole wall temperature, ground heat rate, COP, and outlet fluid temperature of four boreholes 













Null groundwater flow 
Borehole 1 1.02% 0.18% 0.68% 0.90% 
Borehole 2 0.98% 0.18% 0.65% 0.86% 
Borehole 3 0.87% 0.16% 0.58% 0.76% 
Borehole 4  0.83% 0.15% 0.55% 0.73% 
Low flow velocity (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.0095 m/day) 
Borehole 1 0.83% 0.14% 0.54% 0.74% 
Borehole 2 0.79% 0.13% 0.52% 0.70% 
Borehole 3 0.87% 0.16% 0.59% 0.76% 
Borehole 4  0.83% 0.15% 0.57% 0.73% 
Intermediate flow velocity (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.095 m/day) 
Borehole 1 0.54% 0.07% 0.33% 0.56% 
Borehole 2 0.50% 0.07% 0.31% 0.52% 
Borehole 3 0.24% 0.05% 0.23% 0.31% 
Borehole 4  0.21% 0.05% 0.21% 0.28% 
High flow velocity (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.95 m/day) 
Borehole 1 1.10% 0.08% 0.39% 0.96% 
Borehole 2 1.01% 0.07% 0.36% 0.88% 
Borehole 3 0.75% 0.06% 0.29% 0.69% 










Figure 4.10 Temperature contour plot for the 2x2 rectangular borehole field at simulation 






Figure 4.11 Temperature contour plot for the 2x2 rectangular borehole field at simulation 








Figure 4.12 Temperature contour plot for the 2x2 rectangular borehole field at simulation 







Figure 4.13 A comparison between MT3DMS and analytical solutions with time for (a) 
borehole 1 (upstream borehole) and (b) borehole 3 (downstream borehole) under the intermediate 




4.3. Heat Transport in the Non-uniform Flow Field 
 In this section, simple test problems of heat transport in a non-uniform flow field will be 
examined. This is where the numerical approach is required since there are no analytical 
solutions available for general non-uniform flow conditions. The model grid of the 2x2 borehole 
field from the last section is inherited to use in the following test problems so that comparisons 
with the previous homogeneous cases can better characterize the role of the non-uniform flow. 
The non-uniform flow field in our problems is a result of two different causes. In the first one, 
the aquifer is heterogeneous containing low permeability zones that alter the flow paths. The 
other scenario considers a pumping event occurring near the borehole field. For simplicity, both 
scenarios use the constant building heat load of 40 W/m throughout the entire one-year 
simulation. 
4.3.1 Flow Field with Low-permeability Zones  
To look at the effect of low permeability units in the aquifer, we will maintain the 
regional groundwater flow by enforcing head difference at left and right boundaries as in 
previous cases; and we choose to make the regional groundwater flow the intermediate flow 
regime (𝑞𝑑𝑎𝑟𝑐𝑦 = 0.095 m/day). We assume there are three cases for the location of the low-
permeability unit: just upstream of the borehole field, in the middle of the borehole field, and just 
downstream of the borehole field as shown in Figure 4.14. The hydraulic conductivity of it is 
five orders lower than the surrounding aquifer materials. The thermal conductivity of it is 
assumed to be the same as the ambient aquifer. Figure 4.15 shows the path lines of the 
groundwater flow in these three cases. The flowlines are created by MODPATH (Pollock, 2012) 
using GMS (Aquaveo, 2019) GUI. As can be seen, the bulk flow will bypass the low-
permeability unit, creating small areas of stagnant zones on both ends of it. In addition, the low-
permeability unit constrains heat transport between boreholes by advection when it is placed in 
the middle of the borehole field. Figure 4.16 shows plots of temperature contour at 365 days for 
these three cases. Their homogeneous counterpart has been shown in Figure 4.11. We can 
observe different spatial patterns of the heat plume. In this first case, the temperature distribution 
upstream of borehole 1 and 2 will be higher as this area is shadowed by the low-permeability 
unit and not influenced by groundwater so much as in the other two cases. Heat plumes extended 
out of each borehole all point southeast, in accordance with the flow lines (Figure 4.16a). In the 
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second case, the temperature rise in the middle of the borehole field is higher, and heat plumes 
originating from upstream boreholes point northeast while downstream boreholes point southeast 
(Figure 4.16b). In the third case, the temperature plume originating from the downstream 
boreholes are larger in extent and wider (Figure 4.16c). In all three cases, there are no huge 
distinctions for the overall extent of the thermal plume of the borehole field. If we add the 
mechanical dispersion in the numerical MT3DMS model, the impact of non-uniform flow will be 
even less. 
With respect to the output variables (borehole wall temperature, COP, etc.) at each 
borehole, the observed differences between the heterogeneous case and the homogeneous case 
are not prominent. This indicates the effect of the low-permeability unit on the borehole 







Figure 4.14 (a) Model grid showing the location of the low-K unit (black color): (a) low-
K unit upstream of the borehole field, (b) low-K unit in the middle of the borehole field, and (c) 








Figure 4.15 MODPATH results showing the flow lines of the flow field for (a) low-K 
unit upstream of the borehole field, (b) low-K unit in the middle of the borehole field, and (c) 










Figure 4.16 Temperature contour plots of the simulation domain after 365 days for (a) 
low-K unit upstream of the borehole field, (b) low-K unit in the middle of the borehole field, and 




4.3.2 Flow Field with Pumping 
Pumping in the aquifer will also change flow patterns in the field. In this section, the 
effect of a hypothetical pumping event on field-scale heat transport will be discussed. This could 
potentially provide some insights for artificially controlling the groundwater flow to achieve a 
better borehole-field performance.  This technique aims to induce groundwater flow by pumping, 
as the natural hydraulic gradient in some areas may not be prominent.     
Under this background, I choose to eliminate the hydraulic head difference on left and 
right boundaries so that there is no flow in the aquifer initially. Assume an extraction well is 
installed with a pumping rate of 1 𝑚3/𝑑𝑎𝑦 located at the cell (100,8), which is about 8 meters 
upstream of the centroid of the borehole field as shown in Figure 4.17a. Since MT3DMS heat 
transport solutions are based on steady-state solutions of MODFLOW for the simulation domain, 
this implies the pumping may already last for some time before the onset of borehole field 
operations in the real-world scenario. The temperature response of this problem at the end of the 
simulation (one year) is shown in Figure 4.17b. Clear differences with the pure thermal 
conduction of the borehole field (see Figure 4.10) can be observed. The temperature plume is 
“absorbed” by the nearby pumping well and the domain is losing heat at the sink. When the 
pumping rate is increased to 3 𝑚3/𝑑𝑎𝑦, the size of heat plumes of each borehole is significantly 
reduced, and the spatial pattern of the plume is shown in Figure 4.17c. As the pumping rate is 
further increased, heat plumes will continue to shrink and only concentrate around each heat 
source. Figure 4.18 provides another perspective on the effect of pumping. First, pumping does 
reduce the borehole wall temperature and increase the COP. This phenomenon is more obvious 
when the pumping rate is higher. Second, when the pumping rate is sufficiently high, the whole 
system will also reach steady-state quickly as in the case of a high regional groundwater flow 
rate. Third, it can be observed that the COP of boreholes in the proximity of the extraction well is 
not as high as boreholes in the distance when the pumping rate is 1 𝑚3/𝑑𝑎𝑦. However, when the 
pumping rate is 3 𝑚3/𝑑𝑎𝑦. No huge differences are noticed between boreholes. This indicates a 
higher pumping rate is more favorable to the overall performance of the borehole field, and the 
efficiency of each borehole. Yet a higher pumping rate may cost more and improperly increasing 







Figure 4.17 (a) MODPATH flow lines showing the flow-filed induced by pumping. The 
extraction well is marked by a red dot and the relative position of the borehole field is marked 
with a black rectangle. (b) Temperature contour plot of the simulation domain after 365 days 
when the pumping rate is 1 𝑚3/𝑑𝑎𝑦. (c) Temperature contour plot of the simulation domain 
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  (b) 
  (c) 
Figure 4.18 Plots of the borehole wall temperature, the ground heat rate, COP, and the 
outlet fluid temperature with time for borehole 1 (left) and borehole 3 (right) when (a) no 
pumping occurs; (b) pumping rate is 1 𝑚3/𝑑𝑎𝑦, and (c) pumping rate is 3 𝑚3/𝑑𝑎𝑦. 




CHAPTER 5: CONCLUSION AND DISCUSSION 
 
In this thesis, I present an integrated two-region simulation model that couples MT3DMS 
code with self-developed iterative routines written in Python to fulfill the prediction of the 
borehole geothermal system with building heat load as the input information. MT3DMS is used 
to simulate the field-scale heat transport and all MT3DMS models are set up and run using 
Flopy. The borehole internal thermal transfer is solved analytically by the self-developed code. 
The field-scale and BHE-scale thermal transfer processes are linked through the borehole wall 
temperature. The output of the model includes BHE-induced subsurface thermal perturbation, 
BHE U-pipe circulating fluid temperature profile, and the GSHP efficiency. The proposed model 
is validated by analytical solutions (ILS and IMLS) for the case of a single borehole and a 2x2 
borehole field. In addition, analyses of heat transport in a non-uniform flow field associated with 
a borehole geothermal system are presented.  
From the results of the thesis, it is concluded that: 
1) The overall performance of the model is excellent. In all validation cases where I 
change the groundwater velocity and building heat load profiles, the reported 
mean absolute discrepancy is no more than 1.5%. Meanwhile, the proposed model 
maintains good computational efficiency. All simulation cases are finished within 
five minutes.  
2) The model can be applied to problems with more complex thermal and 
hydrogeological conditions in which analytical solutions do not exist. For 
instance, the heat transport in a heterogeneous aquifer and with pumping-induced 
groundwater flow is examined using the proposed model. 
3) The important role of groundwater in borehole geothermal systems are 
corroborated. Groundwater advection will enhance the overall performance of the 
system by carrying away the heat/cold water accumulating around boreholes. 
Also, with higher advection velocity, the system will reach steady-state more 
quickly.    
There are also drawbacks to the model. First, the proposed model assumes steady-state 
heat transfer within the borehole. This assumption is not valid within several hours after borehole 
operational conditions change. Thus, a transient model rather than the steady-state borehole 
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thermal resistance model may be needed to accurately describe the hourly dynamics. Second, the 
proposed model in this thesis is designed for 2D problems. In practice, aquifers may be layered 
with varying thermal and hydraulic properties and the borehole wall temperature may be a 
function of depth. In this scenario, an improved version of the localized heat transfer model and a 
3D MT3DMS model are required. Liu et al. (2020) recently provided a multi-layer quasi-3D 
model for the thermal transfer inside the borehole. It assumes the subsurface can be divided into 
multiple horizontal layers, and thermal conductivity is uniform within each layer. This model 
could be used as an alternative for the current local thermal transfer model in this thesis. In 
addition, Hu (2017) developed an analytical solution for the global thermal transfer process to 
get the temperature response with multi-layers and groundwater advection. He also assumes the 
subsurface can be divided into multiples layers. Thermal conductivity and the groundwater 
velocity can differ between layers but stay uniform in the same layer. This solution can be used 
as validation. A primary consideration for our future model improvement is whether bringing in 
3D is computationally feasible.  
With respect to the borehole field, the fine mesh created for the MODFLOW&MT3DMS 
simulations could impair the efficiency of the model if the number of boreholes in the field 
increases significantly. Using a larger grid cell could save computational time but this calls for a 
better way to approximate the borehole wall temperature from the numerical model in the 
relatively coarse grid. Because the numerical solution computed in the large grid cell usually 
underestimates the real value. In the realm of groundwater hydraulics, this is solved by 
correcting the numerical nodal solution. Peaceman (1983) proposed to use Thiem (1906) solution 
to calculate the real drawdown at the well by correcting the numerical solution. However, as 
shown in Section 2.2.2, the steady-state analytical solution to the 2D heat transport problem is a 
Bessel function, which brings mathematical complexity in applying this approach. Future 
research could focus on finding a proper way to represent the borehole wall temperature from 
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APPENDIX A                                                                                                                
BUILDING MODFLOW & MT3DMS HEAT TRANSPORT MODEL USING FLOPY 
This appendix includes step-by-step instructions for building MODFLOW and MT3DMS 
heat transport model using Flopy. The 2-D line heat source problem in Section 3.2 will be used 
as an example. Here we assume the reader is already familiar with the program structure of 
MODFLOW and MT3DMS. Besides, it is highly recommended that readers have one kind of 
Python IDEs installed on the computer. This instruction uses Spyder, which is a free and open-
source scientific Python development environment. For more information about Spyder, readers 
can refer to https://www.spyder-ide.org/. All the simulations in this thesis were run on a 
Windows 10 64-bit Operating System with Intel(R) CoreTM i7-9750H CPU at 2.60GHz.  
  
Step 1. Install Flopy package in Python 
Open Spyder IDE and type in the following statement in the command-line console. The 
screen will print the output shown in Figure A.1 when Flopy has been successfully installed on 
the computer. In this instruction, the basic input arguments to functions/methods needed for the 
simulation will be discussed. There are also auxiliary arguments that can be specified. For the 




Figure A.1 Installation command and the output from the console. 
 
Step 2. Build the MODFLOW flow model 
Python is an object-oriented language, and Flopy follows the same concept. The logic in 
creating MODFLOW model by Flopy is that we will treat our flow model as an instance of the 
object. We will also create instances representing various packages with our input information. 
During this process, the input files needed for the MODFLOW executable are created 
automatically by Flopy, just as how we establish these files according to input format manually. 
Our MODFLOW model requires a basic package (BAS), discretization package (DIS), layer-
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property flow package (LPF), output control (OC), preconditioned conjugate gradient (PCG) 
solver, and link-MT3DMS (LMT). These will be illustrated in a minute.  
First, start a new Python script and import all packages needed as shown in Figure A.2. 
Numpy is the fundamental package needed for almost all other scientific packages. It allows us 
to manipulate N-dimensional arrays which are essential in building a multi-dimensional 
numerical model. Please refer to https://numpy.org/ for more information about Numpy. The OS 
module provides useful commands and a code interface to our operating system, as we would 
work with directories and files in our example. 
 
 
Figure A.2 Imported modules needed for the MODFLOW simulation. 
 
Next, specify the model name as we want. We can use os.getcwd() to get the path of the 
current working directory and assign that to the MODFLOW model working space, or we can 
directly specify the absolute path where we want to save the model outputs as a string. 
flopy.modflow.Modflow() method instantiates a MODFLOW model object. The method needs 
the model name, executable name, and model working space as input arguments. In our example, 
we will use MODFLOW 2005. Please ensure that MODFLOW 2005 executable is properly 
added to the system PATH environment or included in the same folder as the script.  
 
 
Figure A.3 Creating MODFLOW model object. 
 
Then, we will instantiate a MODFLOW discretization object, which has domain 
discretization information for the MODFLWO DIS package. We will specify the model top and 
bottom elevation (still needed though it is a 2-D model), grid spacing along row and column (x 
and y-axis), and the number of cells in each direction. In MODFLOW, a cell is indexed in the 
format (LAY, ROW, COL), equivalent to (Z, Y, X) in a cartesian coordinate system. Note that 
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ngb.non_uniform_mesh() is a self-developed function to create a non-uniform mesh, which will 
be provided in Appendix B. “steady = True” means we will run the model to steady-state.  
 
 
Figure A.4 Creating model discretization (DIS) object. 
 
Next, we will instantiate a MODFLOW BAS object, which has basic model information 
for the MODFLOW BAS package. In MODFLOW, IBOUND array is used to specify simple 
model boundary conditions. An element in IBOUND array has its value equals to either 0, 1 or -
1, representing inactive, active, or constant head, respectively. In our example, we assign 
constant head boundaries to the left and right boundaries. STRT represents the array for cell 
starting head. We make the left boundary 30 m and right boundary 29 m. Head for all active cells 
(with IBOUND = 1) in the domain will be calculated from the MODFLOW simulation. It can be 
initialized with reasonable starting values.    
 
 
Figure A.5 Creating model basic (BAS) object. 
 
Next, we will instantiate a MODFLOW LPF object, which has hydraulic parameters for 
the MODFLWO LPF package. HK is an array of float numbers representing the hydraulic 
conductivity along rows. In our example, we make it 10 m/day. HANI is the ratio of column 
hydraulic conductivity to row hydraulic conductivity. VKA determines the ratio of horizontal to 
73 
 
vertical hydraulic conductivity. Since our model is 2-D and isotropic, HANI is set to 1, and VKA 
is set to a reasonable number. IPAKCB determines if the cell-by-cell flow budget is saved, a 
number other than 0 means it is saved.  
  
 
Figure A.6 Creating model layer property flow (LPF) object. 
 
Next, we will add model output control (OC). The STRESS_PERIOD_DATA is a Python 
dictionary. The key is a two-element tuple. The first element is the zero-based stress period and 
the second is the time step within that stress period. The value of the dictionary is a list of output 
choices. Here we choose to save and print the head and cell budget data. COMPACT decided if 
the results are saved in the compact form.  
The precondition conjugate gradient (PCG) package specifies parameters for the flow 
solver, here we choose to use the default setting of the solver. 
Moreover, the Link-MT3DMS (LMT) is needed as we want to link this solved flow field 
to MT3DMS for subsequent heat transport simulation. We can specify the name of the link file 
by the argument OUTPUT_FILE_NAME. An important note is that the “FileName.ftl” file must 
be placed in the same folder as the MT3DMS model. 
 
 
Figure A.7 Creating output control (OC), precondition conjugate gradient (PCG) and 
link-MT3DMS (LMT) objects.  









Lastly, write_input() method will create input files for the MODFLOW executable from 
the information we gave previously. check() will check if our model has any fatal errors. 
run_model() will call the MODFLOW executable and we will see the output files after the model 
is successfully run.  Click run( ) in your IDE and be excited about the result! 
 
 
Figure A.8 Checking and Running MODFLOW model. 
 
Step 3. Build the MT3DMS heat transport model 
After the MODFLOW flow field is successfully solved, we can move onto building the 
MT3DMS heat transport model. The logic of building an MT3DMS model by Flopy is the same 
as what we have done for MODFLOW. Packages needed for our 2-D line source example 
include basic transport (BTN) package, advection (ADV) package, dispersion (DSP) package, 
source & sink mixing (SSM) package, chemical reaction (RCT) package, and generalized 
conjugate gradient (GCG) package.  
A simple way is to build the MT3DMS model in the same Python script as the 
MODFLOW model. This is beneficial as we do not need to load variables from the MODFLOW 
model again. Similarly, we instantiate an MT3DMS model object as shown in Figure A.9. The 
first two input arguments are the MODFLOW model instance to which we link the MT3DMS 
model and its name. EXE_NAME refers to the path of the MT3DMS executable. MODEL_WS 
is the working space where we output our results. It is recommended to set it differently from the 
working space of the MODFLOW model.      
 
 




Next, we will instantiate an MT3DMS basic transport (BTN) object, PRSITY is a Numpy 
array representing the porosity of the model. If the porosity is not uniform across the model, the 
array should be the same size as the array of grid cells. In our example, the whole aquifer has a 
uniform porosity of 0.3. We can just assign this number to PRSITY. ICBUND is used to specify 
the simple boundary conditions for transport simulation just as IBOUND in flow simulation. 
Since we are defining more complex boundary conditions in SSM package, it is wise to set this 
number to 1. SCONC is a Numpy array defining the initial concentration for the transport model. 
We assign the undisturbed ground temperature (10 degrees) to all cells in our example. NCOMP 
is the number of species for transport simulation, it is set to 1 as we only simulate heat transport. 
PERLEN is the stress period length, which is 365 days. NPER is the number of the stress period. 
NSTP is the number of timesteps within the stress period. TSMULT is the timestep multiplier. 
We set them in a way that a 365-day long stress period is uniformly discretized into 1-day time 
steps. NPRS is a flag indicating the frequency of the output. It is set to 0 as the results will only 
be saved at the end of the simulation. OBS specifies observation points where time-series data 
through the length of simulation will be outputted. NPROBS specifies the output frequency at 
the observation point. We make one observation point at the borehole wall and daily 
concentrations are documented. 
 
 
Figure A.10 Creating MT3DMS basic transport (BTN) object. 
 
Next, we add the advection (ADV) package. This package specifies the solution 
technique for the advection term in the governing equation. MIXELM is a flag indicating which 
solution to use, NADVFD is a flag indicating either upstream or central weighting is used when 
the implicit finite- difference method is chosen. PERCEL is Courant number stability constraint. 




Figure A.11 Creating MT3DMS advection (ADV) object. 
 
Next, we add the dispersion (DSP) package. AL is the longitudinal dispersivity. TRPT 
and TRPV is the ratio of the horizontal transverse and vertical transverse dispersivity to the 
longitudinal dispersivity. In our example, the mechanical dispersion is neglected, so they are set 
to a very small number. DMCOEF is the effective molecular diffusion coefficient. For heat 
transport, this number is calculated as discussed in Section 3.1. Be aware that units in MT3DMS 
should be consistent. 
 
 
Figure A.12 Creating MT3DMS dispersion (DSP) object. 
 
Next, we add the source and sink mixing (SSM) package. The crucial thing here is to 
construct the dictionary which contains the boundary conditions we want to apply. The keys of 
the dictionary are zero-based stress periods. The values are lists including the location of the cell 
in which the boundary condition is applied, the value of the boundary condition, and the type of 
the boundary condition, respectively. In the example, we apply the mass loading boundary 
condition at the borehole, and constant head boundary conditions to all cells at the left and right 
boundaries. A detailed discussion on boundary conditions used in our model is in Section 3.1. 
 
 




 Next, we add the chemical reaction (RCT) package. This package reflects the thermal 
equilibrium assumption using linear isotherm. This is also discussed in Section 3.1. ISOTHM is 
a flag deciding the type of sorption. It is 1 since we are using linear sorption. IREACT and 
IGETSC are two flags relating to the kinetic rate reaction. Under our equilibrium assumption, 
they are set to 0. RHOB is the bulk density of the aquifer medium and SP1 is the sorption 
parameter. This is equivalent to the distribution coefficient when using linear isotherm.  
 
 
Figure A.14 Creating MT3DMS chemical reaction (RCT) object. 
 
Last, we will add the generalized conjugate gradient (GCG) solver and run the MT3DMS 
model. We use the default parameters for the GCG solver.  
 
 
Figure A.15 Creating MT3DMS generalized conjugate gradient (GCG) object and run 
the model.  
 
Step 4. Visualize results of MT3DMS heat transport model 
The simulation results of temperature at each output time are stored in the unformatted 
concentration data file MT3D001.UCN (the numbering would increase if more species are 
simulated). Flopy provides utility to read the unformatted data into Numpy array, which could be 
subsequently visualized by Matplotlib. Matplotlib is another Python package used for scientific 
plotting. Please refer to https://matplotlib.org/ for the documentation. 
First, we import all the packages to be used. Specifically, we import the submodule for 
binary file reading as bf.  The UcnFile() is used to read the binary data file, with the absolute 
path of the file as an input argument. get_times() method returns a Numpy array of output times 
at which the concentration data are outputted. In our example, the concentration data are 
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documented only at the end of the simulation. Hence, times[0] refer to the end of the simulation. 
get_data() method is used to obtain the concentration data at the corresponding output time. 
load() will load the MODFLOW model to plot providing its “.nam” file. Then we can plot the 
temperature contour using functions from Matplotlib and Flopy. PlotMapView() will plot the 















GSHP Ground Source Heat Pump 
GWHP Ground Well Heat Pump 
UTES Underground Thermal Energy Storage 
ATES Aquifer Thermal Energy Storage 
BTES Borehore Thermal Energy Storage 
BHE Borehore Heat Exchanger 
ILS Infinite Line Source 
IMLS Infinite Moving Line Source 
FLS Finite Line Source 
FMLS Finite Moving Line Source 
CMLS Composite Medium Line Source 
COP Coefficient of Performance 
Symbols 
𝑞𝑔   Ground Heat Rate………………………………………MLT
-3 
𝑞𝑏𝑢𝑖𝑙𝑑𝑖𝑛𝑔   Building Heat Rate……………………………………..MLT
-3 
𝑞𝑚   Fluid Mass Flow Rate…………………………………....MT
-1 
𝑞𝑠  Fluid at Source or Sink…………………………………......T
-1 
𝑞𝑑𝑎𝑟𝑐𝑦   Darcy Flux………………………………………………..LT
-1 
𝑣  Average Linear Groundwater Velocity…………………. .LT-1 
𝑢𝑓  Velocity of Circulating Fluid……………………………. LT
-1 
𝑈  Modified Flow Velocity …………………...……………. LT-1 
𝑘  Hydraulic Conductivity…………………………………..LT-1 
h Hydraulic head……………………………………….….. LT-1 
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𝑐𝑠  Specific Heat Capacity of the Solid………………… L
2T-2K-1 
𝑐𝑤  Specific Heat Capacity of the Water……...………… L
2T-2K-1 
𝑐𝑓  Specific Heat Capacity of the Circulating Fluid…..… L
2T-2K-1 
𝜆𝑤  Thermal Conductivity of water…...…………...……. MLT
-3K-1 
𝜆𝑠  Thermal Conductivity of solids…...…………...….... MLT
-3K-1 
𝜆  Thermal Conductivity of soil…...…………...……. ...MLT-3K-1 
𝜆𝑝  Thermal Conductivity of U-pipe……………………. MLT
-3K-1 
𝜆𝑔  Thermal Conductivity of grout………………………MLT
-3K-1 
𝜌𝑤  Fluid Density……………………………………………. ML
-3 
𝜌𝑠  Solid Density……………………………………………. ML
-3 
𝜌𝑏  Bulk Density…………………………………………… .ML
-3 
𝜈  Kinematic viscosity…………………………………….. L2T-1 
𝛼  Soil Thermal Diffusivity………………………………....L2T-1 
𝐷𝑚  Molecular Diffusion Coefficient………………………...L
2T-1 
𝐷𝑖𝑗  Hydrodynamic Dispersion Tensor……..………………...L
2T-1 
𝐾𝑑  Distribution Coefficient………………………………... L
3M-1 
𝛼𝐿  Longitudinal Dispersivity………………….……………...... L 
𝛼𝑇  Transverse Dispersivity………………….………………..... L 
𝑟  Radial Distance from Heat Source…………………………..L 
𝑟𝑏  Borehole Radius……………………...….………………..... L 
𝑇𝑏  Borehole Temperature…………………….…………………K 
𝑇𝑔  Far-field Soil Temperature…………………..………………K 
𝑇𝑜𝑢𝑡  Outlet Fluid Temperature……………………………………K 
𝑇𝑠  Temperature at Source or Sink………………………………K 
𝑑𝑝𝑖  Pipe internal diameter……………………....……………..... L 
𝑑𝑝𝑜  Pipe outer diameter……………………....………………..... L 
𝐷𝑈  U-tube shank spacing…………………….....……………..... L 
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𝐻  Borehole Length……………………............……………..... L 
𝐵  Borehole Spacing……………………....………...………..... L 
𝐷  Buried Depth of Borehole……………………....……..…..... L 
ℎ𝑐𝑖  Convection film coefficient…………………………...MT
-3K-1 
𝜃  Porosity 
𝑅𝑒  Reynolds Number 
𝑃𝑟  Prandtl Number 
𝑃𝑒  Péclet Number 






The source code for the coupled MT3DMS thermal transfer model (three Python 
modules) is uploaded online with this thesis. The code contains documentation within the script 
for users to better understand it. 
 
