In this paper we are dealing with the boundary problem for Levi flat graphs in the space R 4 , endowed with an almost complex structure J. This problem can be formalized as a Dirichlet problem for a quasilinear degenerate elliptic equation, called Levi equation. The Levi equation has the form
In view of Frobenius Theorem M is then foliated by regular surfaces on which J induces an integrable almost complex structure. Consequently M is foliated by complex curves, whose complex structure is in general different from that induced by J 0 , the standard one.
Let J = J 0 . The problem of finding a Levi flat hypersurface with a prescribed boundary Γ has been extensively studied by methods of the geometric theory of several complex variables (cf. [BG] , [BK] , [A] , [S] , [K] , [CS] , [ST] ).
A different approach is found in [SlT] where the boundary problem for Levi flat graphs is reduced to a Dirichlet problem for a nonlinear, second order, elliptic degenerate operator L, the so called Levi operator (see (1.7) below). Also an existence and uniqueness theorem of viscosity solutions was proved. Then, based on ideas from [FS] , [RS] and [FL] , a new regularization technique for nonlinear operators was settled down in [CM1] , [CM2] , [CLM] , which allows to establish interior regularity of a (viscosity) solution u of Lu = 0 in the directions of non degeneracy. As a consequence, in [CM2] was proved that the graph of u is foliated by holomorphic curves: a local result which is independent of the properties of the boundary Γ.
In the context of general almost complex structures Gromov in [G] proved a remarkable existence theorem under the following hypothesis: a) Γ is embedded in the boundary bV of an almost complex manifold (V, J) with no rational curve; bV is strongly J-pseudoconvex and J is a tamed almost complex structure. (Recall that an almost complex structure J is said to be tamed by the symplectic form ω if ω(X, J p X) > 0 for every X, Y ∈ R 4 p , p ∈ R 4 ).
b) Γ is a smooth 2-sphere with two only elliptic complex tangency points.
In the present paper we apply the methods of [SlT] and [CM2] to treat the boundary problem in a meaningful case which is not covered by Gromov's theorem. Precisely we consider a bounded domain Ω in the (x 1 , x 2 , x 3 )-space and the (tamed by the standard symplectic form) almost complex structure J on Ω × R defined by the matrix with f regular on a neighbourhood of Ω × R. The boundary Γ is a graph over bΩ for which we do not require the validity of the crucial condition b) in Gromov's theorem.
We then prove that, under appropriate hypothesis for Γ and f , there exists a J-Levi flat graph M over Ω whose boundary is Γ (cf. Th. 1.1).
Let us make explicit the analytic condition in order for a graph M = {x 4 = u(x 1 , x 2 , x 3 )} to be J-Levi flat. It is easily obtained, for the J-invariant tangent plane T In particular the graph of u is J-Levi flat if and only if u is a solution of
J u is, by definition, the J-Levi operator for the almost complex structure J. L J u is a second order elliptic degenerate operator with two positive eigenvalues. Thus, in our situation, the boundary problem for J-Levi flat hypersurfaces amounts to solve the Dirichlet problem (1.8)
The main result of the paper is contained in the following
Theorem 1.1 Assume that Ω is bounded and bΩ is strictly J-pseudoconvex.
Let f ∈ C m+1 (Ω), g ∈ C 2 (bΩ) and either f = 0 or sup ∂ 1 f < 0 in Ω. Then the problem (1.8) has a unique (viscosity) solution u ∈ Lip(Ω) whose Lie derivatives of order k ≤ m, in the directions of the vector fields D i , are of class C α loc for all α < 1. u may not be regular in the usual sense but its graph is foliated by complex curves.
In order to prove the main theorem we approximate (1.8) by the problem
The existence of a regular solution to (1.9) is proved in Section 2. In our context the operators D i play the same rôle as the derivatives in the classical setting. So under the assumption that bΩ is strictly J-pseudoconvex, we establish some a priori uniform (with respect to ε) estimates for ∂ 3 u and for the intrinsic gradient
(cf. Th. 2.7). We observe that, due to the presence of f , the proof of these estimates is technically much more involved than in the case of the standard complex structure J 0 (when f = 0). Once the gradient estimate is achieved, the existence of a regular solution u ε of (1.9) classically follows. We also immediately deduce that u = lim ε→0 u ε is a Lip(Ω) solution of (1.8) (cf. Th. 4.1). Next, following [CLM] , [CM2] , natural anisotropic Sobolev spaces are defined, (cf. Sec. 3). Using in full strength the representation (1.10) of L J ε and the technique of [CLM] , [CM2] , a priori uniform estimates in this setting are proved for u ε and u (cf. Cor. 3.6 and Th. 4.3) .
Finally, in the last section we show that the graph of u is foliated by holomorphic curves. To this end we study the existence of Lie derivatives in the intrinsic directions D 1 , D 2 . We emphasize that here we cannot apply the same technique as in the case f = 0 where the local regularity of u was consequence of some analytic estimates. In our situation we have not such estimates, f being not analytic, so we cannot argue in the same way. Instead we prove a weak version of Frobenius Theorem with non Lipschitz coefficients:
Then the foliation property follows (cf. prof. of Th. 1.1).
Existence theorem for elliptic regularization
In this section we find a solution of the regularized Dirichlet problem (1.9). We suitably adapt the classical procedure for quasilinear equations to our context. Using the usual representation of L J u in coordinates, we establish a priori bounds for u and its gradient at the boundary. Then, using the particular structure of the operator as a sum of squares, we establish an a priori bound for the intrinsic gradient (D 1 u, D 2 u, D 3 u), and for ∂ 3 u, instead of the standard gradient. This procedure leads in particular to an a priori bound for the gradient, and the existence of a solution classically follows.
A priori bound for u
Let us represent the operator L J in coordinates.
where
Proof. By definition
Clearly, we have only to compute
Inserting this in the previous expression we get the assertion.
Let us also note that for every derivation X one has (2.2)
for every x ∈ Ω. Now take α, β such that (
In view of the comparison principle, for a solution
In particular we obtain the a priori estimate
where C is a constant depending only on u |bΩ .
A priori bound for ∇u at the boundary
As usual we first estimate the normal derivative and next we bound |∇u| by a constant C depending only on ∇u |bΩ . Let us suppose that Ω is defined by < 0 where is a smooth function such that ∇ = 0 on bΩ. Let g be in C 2 (bΩ) and g be a
where R(λ) is a polynomial in λ of degree ≤ 2 whose coefficients are uniformly bounded as ε → 0. Let us define the function k J : bΩ → R by
The condition k J > 0 on bΩ does not depend on the defining function and provides the notion of J-pseudoconvexity of bΩ.
Since u ± = g on bΩ in view of the comparison principle we obtain the following: if u is a regular solution of the Dirichlet problem (1.9) then
In particular for the normal derivative ∂u/∂ν we have the estimate
where C is a positive constant depending only on ∇g and ∇ 2 g. 
Proof. These two assertions are similar so we give here only the proof of the first one. We argue as in [CM1] (for the case f = 0).
again by (1.5) the last quantity equals
The assertion follows immediately. 
Proof. Since L J ε u = 0, the first identity immediately follows from (1.6) for
As for the second, in view of (2.7), we have
The proof of the third assertion is similar.
Lemma 2.4 Let θ be a regular function and w a regular solution of
where v = arctan(∂ 3 u).
Proof.
Set s 1 = D 1 w. Differentiating the equation with respect to D 1 and using the identities (2.8) we get
Observe that, by virtue of (2.8)
Substituting this in the last equality we obtain the first assertion.
The proof of the second identity is similar. As for the third set s 3 = ∂ 3 w, ζ = (1 + (∂ 3 u)
2 ) −1/2 and differentiate the equation with respect to ∂ 3 . We get
Let us compute the terms which contain the commutators: 
Now we are in position to prove the maximum principle for the gradient.
Proposition 2.5 Assume that f ∈ C
2 (Ω) and that there exist constants α and β such that
where C is a constant only depending on max bΩ |∇u|.
Proof. Let us write the equation (1.9) in the form
Let ψ be an invertible function, to be chosen later, such that u = ψ(ū). Then
and from this, applying ∂ 3 , in view of (2.12), we deduce
Let us denote A 1 , A 2 , A 3 the terms at the left hand side, and A 4 , . . . , A 8 those at the right one. Since
Besides, using (1.5) and Lemma 2.2 to evaluate ∂ 3 D 1 u, ∂ 3 D 2 u, and (2.2) to compute ∂ 3 D 3 u, we have
Using (2.16) for j = 1, 2, 3, we have
so that, substituting in the expression of A 3 , and using again (2.16), we have
A Hölder type inequality then yields
For the terms A 4 and A 5 we have
owing to (1.5) and (2.20).
Then
in the second and third term we obtain:
where we have denoted
Thus the last sum is not less than
Finally set
Multiplying (2.17) by ∂ 3ū and inserting (2.19), (2.21), (2.22), (2.23), for |∂ 3ū | ≥ β we finally obtain
Now takeη = α, where the constants α and β are as in (2.13), and accordingly choose ψ such that
With this choice of ψ the right hand side is positive as well as the second term at the left hand side. Consequently,
In view of the maximum principle, applied to the function |∂ 3ū | 2 , on the set {x :
|∇u|. This concludes the proof.
where C is a constant depending only on max bΩ |∇u|.
Proof. As in Proposition 2.5 we take an invertibile function ψ such that u = ψ(ū). We also definē
Denoting η = ψ /ψ , from (2.15) and (2.17) we deduce thatū is a solution of (2.26)
Applying D 1 , in view of (2.10) we obtain
Let us denote A 1 , . . . , A 11 the terms in (2.27). Arguing as in (2.19) we have
In order to treat A 2 + A 3 we first observe that, by (2.20)
and consequently
wherew is defined in (2.25) and δ is a suitable constant to be chosen later. Similarly,
For the terms A 6 , A 7 , A 8 , A 10 we have
and the derivatives of f are bounded. For the remaining terms, using (2.29), we have
Then there exists a constant C such that
(for a suitable δ to be chosen later). Substituting all the above estimates in (2.27) we obtain the following inequality:
We now differentiate (2.26) with respect to D 2 . Owing to (2.11) we obtain
Let us denote A 1 , . . . , A 10 the terms in (2.35). We proceed exactly in the same way as for the corresponding terms in (2.27). Here we make explicit some computations just for the reader's convenience.
We have:
and
Collecting together all these inequalities we obtain 1 2
Finally to treat ε∂ 3ū we slightly modify the computations in Proposition 2.5. We have already proved that
Let us estimate terms involving β m,j . We have
On the other hand, owing to Lemma 2.2 and remembering that v = arctan(∂ 3 u), we have
Summing (2.34), (2.36), (2.37), we finally obtain
Now fix δ ≤ 1/8 so that the first two terms of the second member are positive. Then, reminding that η = ψ /ψ , make a choice of ψ so as to have
For instance the function ψ : [τ, 2τ ] → R defined by
where m = min u, and C 2 is such that ψ(2τ ) > max u, has the required property. With this choice of ψ, we have
and, consequently,
for a suitable τ . It follows
and the right hand side is positive ifw 0. Thus, ifw 2 0,w 2 is a subsolution of an elliptic operator and then we invoke the maximum principle to conclude the proof.
Existence of a solution
Let us state the existence theorem for the Dirichlet problem (1.9): 
where K is a constant depending only on u |bΩ and ∇u |bΩ .
Proof. The existence of the solution follows, by standard procedure, from (2.3) in Section 2.1 and Proposition 2.6. The uniqueness is a consequence of the comparison principle stated in Section 3.1.
Remark 2.1 Note that the hypothesis of Proposition 2.5 is satisfied if either
f = 0 or sup ∂ 1 f < 0.
A priori estimates in the Sobolev spaces
In this section we introduce some Sobolev spaces naturally defined in terms of the vector fields D j . Then, suitably adapting a technique introduced in [CM1] , [CLM] , [CM2] for the standard complex structure (f = 0) we prove some uniform (with respect to ε) estimates of the solution of the approximated problem (1.9). For this purpose we study the linear equation
which has the same structure as the (elliptic regularization of the) Levi equation. Here the coefficients of the vector fields
Although some of the statements below are valid for a general u we assume that u is a solution of the approximated problem. Let us recall the definition of weak derivative. We say that a function w ∈ L 1 loc (Ω) is weakly differentiable with respect to
where D * j is the formal adjoint of D j (and dλ the Lebesgue measure).
In particular
(Ω) is the usual Sobolev space. From now on we denote by K a fixed constant as in the estimate (2.38). In the sequel we need the following simple lemma:
Let I be a multi-index. By a simple induction argument it is shown that there are integers T Iσ , and a family I σ,t,I of multi-indices, |σ| ≤ |I|, l ≤ T Iσ , such that:
where c σ 's are suitable constants, (possibly zero) and for every σ, I σ,t,I contains at most |I| multi-indices of length less or equal |I|. Assume that this is true for any multi-index of length s. Let I be of length l = s + 1. Then I = (j, I ), with |I | = s. For simplicity we assume j = 1. Since
, differentiating the previous expression we have:
Note that
where I σ,l,I contains at most s multi-indices of length less or equal s+1, while
D ρ u where I σ,l,I contains at most s+1 multi-indices of length l ≤ s. Relation (3.3) is then proved. By the chain rule
where F (t) is the l th derivative of F . Then, if L I denotes the set of ordered submulti-indices of I,
We obtain the assertion taking the L p norms.
The main property of the solutions of equation (3.1) is expressed by the following:
(Ω), and let w be a solution of equation K) , such that the following estimate holds true
as ε → 0.
Proof. This result generalizes Theorem 4.1 in [CLM] . The presence of the term f affects very little the proof of the assertion there. If w satisfies equation (3.1), by Lemma 2.4 the derivatives of w satisfy an equation of the same type, with different second member, whose coefficients depend on
Hence these terms play the same rôle as the coefficients v i of the equation. Thus, as in [CLM] (proof of Th. 4.1 at the end of Sec. 4), we obtain
.
We obtain the assertion in view of Lemma 3.1.
In order to apply Theorem 3.2 we have now to study the properties of the function v = arctan(∂ 3 u). A first simple consequence of Lemma 2.4 is the following: Lemma 3.3 The function v = arctan(∂ 3 u) satisfies the equation
Since u is a solution of (3.4), a similar result holds true for v (cf. [CM2] , Prop. 3.1). We refer to that paper for the proof.
The same estimate holds true for ∂ 3 u.
By iteration, from Lemma 3.4 we deduce
Proof. Indeed by (2.38) and Lemma 3.4 there exists a constant C 1 independent on ε → 0 such that
Since u is a solution of (1.9) it satisfies (1.10) 
The coefficients of the equation satisfied by v are in C m−1 (Ω), which implies
On the other hand, in view of (2.6) and (2.7), we have
Denote a ε = a(u ε ), b ε = b(u ε ) the coefficients introduced in (1.3) and let D 1,ε , D 2,ε be the corresponding vector fields defined in (1.4). Let X j denote any derivative of order j and I a multi-index: I ∈ {1, 2, 3} m . By differentiation and iteration, from the last formula we then have
where P is a rational function whose denominator is a power of 1 + (∂ 3 u) 2 . This concludes the proof.
Dirichlet problem for the Levi equation
In this section we prove the existence of a solution of the problem (1.8), letting ε go to 0 in the approximating problem. In this way we see that the problem has a viscosity solution whose derivatives are in the Sobolev spaces.
Existence of a viscosity solution
Assume that the function f which defines the almost complex structure J is of class C 2 . Given a sequence ε j → 0 of positive numbers we denote by u j the solution of the approximated problem: L ε j u j = 0 in Ω and u j |bΩ = g. We also denote by a j = a(u j ), b j = b(u j ), the coefficients introduced in (1.3). Let D ε j ,1 , D ε j ,2 be the corresponding vector fields defined in (1.4), and D ε j ,I the higher order derivatives. By virtue of Theorem 2.7 there exists a constant C > 0 such that (uniformly with respect to ε → 0) Here we adopt the definition of viscosity solution given in [CIL] . The existence immediately follows from the uniform Lipschitz condition (4.1) while the uniqueness can be proved using the technique of [CIL] .
Regularity properties in the Sobolev spaces
Let us show that, if f is of class C m+1 , the solution u belongs to a suitable Sobolev space. The technique of proof here is partially inspired by [CM1] and [CM2] .
Following the notations introduced in the previous section let W k,p ε j (Ω) be the Sobolev space corresponding to D ε j ,1 , D ε j ,2 . By (2.38) and Proposition 3.5 we can assume (changing the sequence ε j if necessary) that: Due to the nonlinearity of a and b as functions of the gradient, it is not obvious that α = a(u), and β = b(u) as defined in 1.3 in terms of u. This is proved in Lemma 4.2 below. Let us introduce vector fields formally defined as in (1.4), with α and β instead of a and b: 
and this ensures the weak convergence of {D I,ε j u j } to D I u. The proof for derivatives D I is similar.
As a consequence we derive the expression of α and β: Remark 4.1 α and β satisfy the following relation:
Proof. Indeed by definition
(4.3) immediately follows from these two formulas.
We can now prove the regularity properties of the limit function u in the Sobolev space: We remark that derivatives D I u here are defined in the sense of distribution. In the next section we prove that in fact they can be computed pointwise.
Existence of Lie derivatives and foliation
In this section we state regularity properties of the solution u of problem (1.8). As a consequence, through a weak version of Frobenius Theorem, we obtain that the graph of u is foliated by complex curves.
A weak version of the Frobenius Theorem
Let us recall some relations between weak and Lie derivatives, already proved in [CM2] . In that paper a Frobenius theorem for non Lipschitz vector fields was proved, under an analyticity condition in the direction of vector fields. Here we drastically weaken this assumption only requiring that weak derivatives of first order in some directions are bounded, and derivatives in the other directions belong to L p .
Let Ω ⊂ R 3 , θ, ζ ∈ C α loc (Ω), 0 ≤ α < 1, and define operators D 1 , D 2 by D 1 = ∂ 1 + θ∂ 3 , D 2 = ∂ 2 + ζ∂ 3 .
The following remark was proved in [CM2] . We then obtain the following uniqueness theorem In order to prove that the graph of u is foliated by complex curves we need observe that, if p = (x, u(x)),x = (x 1 ,x 2 ,x 3 ), is a point of the graph of u Theorem 5.4 says that F p = {(x, (u • T )(x) : x ∈ Sx} is a C 2 integral variety of the Levi distribution.
