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A LOWEST-ORDER MIXED FINITE ELEMENT METHOD FOR THE
ELASTIC TRANSMISSION EIGENVALUE PROBLEM
YINGXIA XI AND XIA JI
Abstract. The goal of this paper is to develop numerical methods computing a few small-
est elastic interior transmission eigenvalues, which are of practical importance in inverse
elastic scattering theory. The problem is challenging since it is nonlinear, non-self-adjoint,
and of fourth order. In this paper, we construct a lowest-order mixed finite element method
which is close to the Ciarlet-Raviart mixed finite element method. This scheme is based on
Lagrange finite elements and is one of the less expensive methods in terms of the amount
of degrees of freedom. Due to the non-self-adjointness, the discretization of elastic trans-
mission eigenvalue problem leads to a non-classical mixed method which does not fit into
the framework of classical theoretical analysis. In stead, we obtain the convergence analy-
sis based on the spectral approximation theory of compact operators. Numerical examples
are presented to verify the theory. Both real and complex eigenvalues can be obtained.
1. Introduction
Transmission eigenvalue problem is very important in the qualitative reconstruction in
the inverse scattering theory of inhomogeneous media. For example, the eigenvalues can
be used to estimate the physical properties of scattering object [6, 29]. The transmission
eigenvalue problem is non-selfadjoint and is not covered by the standard theory of partial
differential equations. It is numerically challenging because of the nonlinearity and the
complicated spectral without a priori information. In most cases, the continuous problem
is degenerate with an infinite dimensional eigenspace associated with the zero eigenvalue,
which has no physical meaning and makes it difficult to be solved. There are different types
of transmission eigenvalue problems, such as acoustic transmission eigenvalue problem,
electromagnetic transmission eigenvalue problem, elastic transmission eigenvalue prob-
lem, etc.
Since 2010, effective numerical methods for the acoustic transmission eigenvalues have
been developed by many researchers [1, 7, 8, 12, 13, 16, 17, 19–21, 23, 28, 31, 33, 34]. There
are also much fewer works for the electromagnetic transmission eigenvalue problem [15,
26, 30]. The goal of this paper is to develop effective numerical methods for transmission
eigenvalue problem of elastic waves. Compared with the acoustic transmission eigenvalue
problem, the eigenfunctions are vectors which make it more difficult to design convergent
methods. There exist very limited numerical methods for elastic transmission eigenvalue
problem, To the best of our knowledge, there are only two works on numerical algorithm.
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In [18], the elastic transmission eigenvalue problem is reformulated as the combination of a
nonlinear function and a series of fourth order self-adjoint eigenvalue problems. The non-
linear function values correspond to generalized eigenvalues of fourth order self-adjoint
eigenvalue problems which can be discretized by H2 conforming finite element methods.
The roots of the nonlinear function are the transmission eigenvalues. The authors apply
the secant iterative method to compute the transmission eigenvalues. However, at each
step, a fourth-order eigenvalue problem needs to be solved and only real eigenvalues can
be captured. In [32], an interior penalty discontinuous Galerkin method using C0 Lagrange
elements (C0IP) is proposed for the elastic transmission eigenvalue problem. They are sim-
pler thanC1 elements and come in a natural hierarchy. It’s much easier to be implemented.
However, this method needs two sets of degrees of freedom at the common edge of adja-
cent grid cells. When the polynomial degree p increases, the degrees of freedom increase
remarkably. Although the existence of transmission eigenvalues is beyond our concern, we
want to remark that there exist only a few studies on the existence of the elasticity trans-
mission eigenvalue problem [3,4,9,10]. We hope that the numerical results can give some
hints on the analysis of the elasticity transmission eigenvalue problem.
In this paper, we construct a mixed finite element method for elastic transmission eigen-
value problem. For acoustic transmission eigenvalue problem, the related works for mixed
element method can be referred to [8, 12, 19, 33, 34]. The mixed scheme in [8, 19] which
is close to the Ciarlet-Raviart discretization of biharmonic problems is based on Lagrange
finite element method. For the nonzero transmission eigenvalues, this scheme is equivalent
to the one proposed in [12]. However, the scheme in [8, 19] can eliminate the zero trans-
mission eigenvalues which has an infinite dimensional space and has no physical mean-
ing. The mixed formulation in terms of three scaler fields and a spectral-mixed method
is constructed in [34]. In [33], the authors propose a multi-level mixed formulation in
terms of seven scaler fields. An equivalent linear mixed formulation of transmissoin eigen-
value problem which doesn’t produce spurious modes even on non-convex domains is
constructed. The proposed scheme admits a natural nested discretization, based on that a
multi-level scheme is built. Optimal convergence rate and optimal computational cost can
be obtained.
The mixed scheme for elastic transmission eigenvalue problem proposed in this paper
also has similiarity to Ciarlet-Raviart discretization of biharmonic problems. This scheme
is based on Lagrange finite elements and is one of the less expensive methods in terms of
the amount of degrees of freedom. Besides, the proposed mixed scheme can eliminate the
zero transmission eigenvalue. Because of the non-self-adjointness and non-linearity, elastic
transmission eigenvalue problem leads to the non-classical mixed method which is not
covered by standard theoretical analysis of mixed element method (the detailed description
referred to Section 3). Here we presented the convergence analysis under the framework
of spectral approximation theory of compact operators [2, 27] and the error analysis of a
mixed finite element method for solving the Stokes problem [14].
The rest of this paper is organized as follows. In Section 2, we introduce the problem,
the mixed formulation and the variational formula for elastic transmission eigenvalue prob-
lem. In Section 3, we introduce the solution operator and analyze the well-posedness of
the operator. The discretization scheme is also presented and the convergence is proved.
Numerical examples are presented in Section 4.
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2. The elasticity transmission eigenvalue problem
We begin with the notations used throughout this paper. All vectors will be denoted in
bold script. Let x = (x, y)⊤ ∈ R2, D ⊂ R2 be a bounded convex Lipschitz domain, u(x) =
(u1(x), u2(x))
⊤ be the displacement vector of the wave field and ∇u be the displacement
gradient tensor
∇u =
[
∂xu1 ∂yu1
∂xu2 ∂yu2
]
.
The strain tensor ε(u) is given by
ε(u) =
1
2
(∇u + (∇u)⊤),
and the generalized Hooke law gives the stress tensor σ(u)
σ(u) = 2µε(u) + λtr(ε(u))I,
where the Lame´ parameters µ, λ are two constants satisfying µ > 0, λ+µ > 0, and I ∈ R2×2
is the identity matrix. Writing the above equation out, we have
(1) σ(u) =
[
(λ + 2µ)∂xu1 + λ∂yu2 µ(∂yu1 + ∂xu2)
µ(∂xu2 + ∂yu1) λ∂xu1 + (λ + 2µ)∂yu2
]
.
The reduced Navier equation describes the two-dimensional elastic wave problem: Find
u with zero trace on ∂D, such that
(2) ∇ · σ(u) + ω2ρu = 0, in D ⊂ R2,
where ω > 0 is the angular frequency and ρ is the mass density.
Now we are ready to give the definition of elastic transmission eigenvalue problem.
Let µ0, λ0 be the Lame´ parameters of the free space and the domain D be a homogeneous
and isotropic elastic medium with Lame´ constants λ1 and µ1. The transmission eigenvalue
problem for the elastic waves is: Find ω2 , 0 such that there exist non-trivial solutions u, v
satisfying
(3)

∇ · σ0(u) + ω
2ρ0u = 0 in D,
∇ · σ1(v) + ω
2ρ1v = 0 in D,
u = v on ∂D,
σ0(u)ν = σ1(v)ν on ∂D,
where
σi(u) =
[
(λi + 2µi)∂xu1 + λi∂yu2 µi(∂yu1 + ∂xu2)
µi(∂xu2 + ∂yu1) λi∂xu1 + (λi + 2µi)∂yu2
]
, i = 0, 1,
andσν denotes the matrix multiplication of the stress tensorσ and the unit outward normal
ν.
In this paper, the case of equal elastic tensors [3], i.e., ρ0 , ρ1, σ0 = σ1 = σ is consid-
ered. In addition, we assume the following inequalities for the mass density distributions
(4) q ≤ ρ0(x) ≤ Q, q∗ ≤ ρ1(x) ≤ Q∗, x ∈ D,
where q, q∗ and Q,Q∗ are positive constants and also assume that the two density distribu-
tions are ”non-intersecting” [3], i.e.
Q ≤ 1 ≤ q∗ or Q∗ ≤ 1 ≤ q.
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We discuss the case Q∗ ≤ 1 ≤ q for illustration, and the case Q ≤ 1 ≤ q∗ is analogous.
Furthermore, denote by
ρmin := min
x∈D
(ρ0(x) − ρ1(x)) > 0,
ρmax := max
x∈D
(ρ0(x) − ρ1(x)).
It should be noted that we need ρmin > 0.
Define the Sobolev space
V = {φ ∈ (H2(D))2 : φ = 0 and σ(φ)ν = 0 on ∂D}.
Introducing the new variables w = u − v ∈ V and p = −ω2v, the system (3) can be written
as
(5)
{
−∇ · σ(w) + (ρ0 − ρ1)p = ω
2ρ0w, in D,
∇ · σ(p) + ω2ρ1p = 0, in D.
Further, dividing by (ρ0 − ρ1) and taking ∇ · σ in the first equation of (5), we obtain w
satisfying
(6) − ∇ · σ
(
∇ · σ(w)
ρ0 − ρ1
)
+ ∇ · σ(p) = ω2∇ · σ(
ρ0w
ρ0 − ρ1
).
Then, using the second equation of (5), w satisfies the equation
(7) ∇ · σ
(
∇ · σ(w)
ρ0 − ρ1
)
+ ω2ρ1 p+ ω
2∇ · σ(
ρ0w
ρ0 − ρ1
) = 0, in D,
and the boundary conditions
(8) w = σ(w)ν = 0, on ∂D.
Following the discussion in [18], we have V ⊂ (H2
0
(D))2. That is, the boundary condi-
tionσ(w)ν = 0 implies that all the first derivatives ofw vanish on the boundary ∂D. Further,
assume that the difference of mass density ρ0(x) − ρ1(x) is smooth enough. For the fourth
order equation (7) with homogeneousboundary conditions, we can obtainw ∈ (H3(D))2∩V
(see, for instance [8] and [14]), which, together with (5), implies that p ∈ (H1(D))2.
Before introducing the weak variational formulation, we denote the inner product of
two square matrices A and B
(9) (A, B) =
∫
D
A : B dx =
∫
D
tr(AB⊤)dx,
where A : B = tr(AB⊤), i.e., the Frobenius inner product of A and B.
Multiplying equations (5) by suitable test functions and integrating by parts, the cor-
responding weak formulations are obtained: Find ω2 ∈ C and non vanishing (w, p) ∈
(H1
0
(D))2 × (H1(D))2 such that
(10)
{
(σ(w),∇φ) + ((ρ0 − ρ1)p,φ) = ω
2(ρ0w,φ), ∀φ ∈ (H
1(D))2,
(σ(p),∇ϕ) = ω2(ρ1p,ϕ), ∀ϕ ∈ (H
1
0
(D))2.
Denote the bilinear form a(w,φ) =
∫
D
σ(w) : ∇φ dx. It’s easy to verify that
(11) a(w,φ) =
∫
D
2µε(w) : ε(φ) + λ(∇ · w)(∇ · φ) dx, ∀ w,φ ∈ (H1(D))2.
By the first Korn inequality [5, Corollary 11.2.25], there exists a positive constant C such
that
‖ε(u)‖L2 ≥ C‖u‖H1 , ∀u ∈ (H
1
0(D))
2,
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which naturally guarantees the coercivity of (11) for λ > 0. Especially, if λ < 0, we can
derive that
a(u, u) =
∫
D
2µ(∂2xu1 + ∂
2
yu2) + µ(∂yu1 + ∂xu2)
2 + λ(∂xu1 + ∂yu2)
2dx(12)
≥
∫
D
2(λ + µ)(∂2xu1 + ∂
2
yu2) + µ(∂yu1 + ∂xu2)
2dx
≥ 2(λ + µ)
∫
D
ε(u) : ε(u)dx.
which also implies the coercivity of (11).
The following lemma shows that the variational problem (10) is equivalent to the origi-
nal one (3).
Lemma 1. If (ω2, u, v) is a solution of (3), then (ω2, u − v,−ω2v) is a solution of (10).
On the other hand, if (ω2,w, p) is the solution of (10), then (ω2,w − p/ω2,−p/ω2) is the
solution of (3).
Proof. The first part is straightforward. For the converse, let (ω2,w, p) be a solution of
(10). Then, we conclude ω2 , 0. Otherwise, by reduction to absurdity, taking φ = p and
ϕ = w, it follows that p = 0 and further w = 0, here we use the coercivity of the bilinear
form a(·, ·). In (10), using integration by parts, we can obtain that w, p satisfy the equations
of system (5) and the boundary condition σ(w)ν = 0. Since D is convex, we have w ∈ V .
Thus, (ω2,w, p) is a solution to the system (5). By the equivalence of (3) and (5), it’s easy
to check that (ω2,w − p/ω2,−p/ω2) is also the solution of (3). 
The corresponding source problem of (10) is stated as follows: Given ( f , g) ∈ (H1
0
(D))2×
(L2(D))2, find (w, p) ∈ (H1
0
(D))2 × (H1(D))2 satisfying
(13)
{
(σ(w),∇φ) + ((ρ0 − ρ1)p,φ) = (ρ0 f ,φ), ∀φ ∈ (H
1(D))2,
(σ(p),∇ϕ) = (ρ1g,ϕ), ∀ϕ ∈ (H
1
0
(D))2.
To solve the new non-self-adjoint eigenvalue system (13), we define the sesquilinear
formsA,B on ((H1
0
(D))2 × (H1(D))2) × ((H1
0
(D))2 × (H1(D))2) as follows
A
(
(w, p), (ϕ,φ)
)
= (σ(w),∇φ) + ((ρ0 − ρ1)p,φ) + (σ(p),∇ϕ),
B
(
(w, p), (ϕ,φ)
)
= (ρ0w,φ) + (ρ1p,ϕ),
here w,ϕ ∈ (H1
0
(D))2, p,φ ∈ (H1(D))2. Note that A is a inner product on ((H1
0
(D))2 ×
(H1(D))2) × ((H1
0
(D))2 × (H1(D))2)
Then the eigenvalue problem (13) can be formulated as: Find ω ∈ C and non-trivial
(w, p) ∈ ((H1
0
(D))2 × (H1(D))2) such that
(14)
1
ω2
A
(
(w, p), (ϕ,φ)
)
= B
(
(w, p), (ϕ,φ)
)
, ∀(ϕ,φ) ∈ (H10(D))
2 × (H1(D))2,
note that ω = 0 is not a transmission eigenvalue.
Using (13), we can define the solution operator T : (H1
0
(D))2 × (L2(D))2 → (H1
0
(D))2 ×
(L2(D))2 by
A
(
T (w, p), (ϕ,φ)
)
= B
(
(w, p), (ϕ,φ)
)
, ∀(ϕ,φ) ∈ (H10(D))
2 × (H1(D))2.(15)
It’s equivalent to the definition ( f , g) 7→ T ( f , g) = (w, p). Here (w, p) is the solution of
(13).
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Then we seek ω ∈ C and non-trivial (w, p) ∈ (H1
0
(D))2 × (H1(D))2 such that
(16) T (w, p) =
1
ω2
(w, p).
No spurious eigenvalues are introduced into the system since if ω , 0, (0, p) is not an
eigenfunction of this system. The above discussion gives a consistent one-to-one match
between the eigenvalue system (10) and the compact operator T . We write it into the
following theorem.
Theorem 2. If (λ,w, p) is an eigenpair of T with λ , 0, then (ω2,w, p) is the solution of
(10) with λ = 1
ω2
, and vice versa.
The following Lemma shows the well-posedness of T .
Lemma 3. Given ( f , g) ∈ (H1
0
(D))2 × (L2(D))2, the boundary-value problem (13) has
a unique solution (w, p) ∈ (H1
0
(D))2 × (H1(D))2. Typically we have w ∈ (H3(D))2 ∩ V
provided that ρ0(x) − ρ1(x) is smooth enough.
Proof. First, we prove the uniqueness of the solution. Assume ( f , g) = (0, 0), from (13),
we have
(17)
{
(σ(w),∇φ) + ((ρ0 − ρ1)p,φ) = 0, ∀φ ∈ (H
1(D))2,
(σ(p),∇ϕ) = 0, ∀ϕ ∈ (H1
0
(D))2.
Taking φ = p, ϕ = w and combining (11), we can obtain
(18) (σ(w),∇p) = (σ(p),∇w) = 0.
Using the first equation of (17), it follows that p = 0. Then by taking φ = w, we conclude
that w = 0. Hence, problem (13) admits at most one solution.
Next, we prove the existence of the solution. For ( f , g) ∈ (H1
0
(D))2×(L2(D))2, let w ∈ V
satisfying
(19)
∫
D
(
∇ · σ(w)
ρ0 − ρ1
)
· (∇ · σ(φ)) dx = −
∫
D
ρ1g · φ dx +
∫
D
σ
(
ρ0 f
ρ0 − ρ1
)
: ∇φ dx, ∀φ ∈ V.
Using the results in [18, 24], we know
‖∇ · σ(ψ)‖0,D ≥ c‖ψ‖2,D, ∀ψ ∈ V,
which guarantees the coercivity of equation (19). As a consequence of Lax-Milgram theo-
rem, there exists a unique w satisfying (19). Taking the integration by parts in (19), we can
obtain w ∈ V satisfying
(20) − ∇ · σ
(
∇ · σ(w)
ρ0 − ρ1
)
= ρ1 g + ∇ · σ
(
ρ0 f
ρ0 − ρ1
)
∈ H−1(D),
which implies that w ∈ (H3(D))2 ∩ V for smooth ρ0(x) − ρ1(x) [8, 14].
Further, define p as
(21) p =
ρ0 f + ∇ · σ(w)
ρ0 − ρ1
.
Combining (20) and (21), we have
(22) − ∇ · σ(p) = −∇ · σ
(
ρ0 f + ∇ · σ(w)
ρ0 − ρ1
)
= ρ1g,
Thus, (w, p) is a solution of (13). The proof is complete. 
Lemma 4. T is a linear, bounded and compact operator.
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Proof. It’s easy to verify the linearity and boundedness of T . Here we only need to prove
the compactness. It’s a consequence of the fact that
(23) T
(
(H10(D))
2 × (L2(D))2
)
⊂
[
(H3(D))2 ∩ V
]
× (H1(D))2 →֒ (H10(D))
2 × (L2(D))2.
The second inclusion is compact. 
3. Error estimates of the eigenpair approximation
In this section, we consider the Galerkin finite element method for the elasticity trans-
mission eigenvalue problem. First, some notations are introduced. Let {Th}h>0 be a family
of shape regular meshes over D with mesh size h, Vh ⊂ (H
1(D))2 be (P1)
2 Lagrange finite
element space associated with Th and V
0
h
= Vh ∩ (H
1
0
(D))2. A lowest-order finite element
method is studied here. We follow the approach from [8, 11].
The Galerkin approximation for problem (10) is: Find ω2
h
∈ C and (wh, ph) ∈ V
0
h
× Vh
such that
(24)
{
(σ(wh),∇φh) + ((ρ0 − ρ1)ph,φh) = ω
2
h
(ρ0wh,φh), ∀φh ∈ Vh,
(σ(ph),∇ϕh) = ω
2
h
(ρ1ph,ϕh), ∀ϕh ∈ V
0
h
.
The system (24) is equivalent to the following formulation: Find ω2
h
∈ C and (wh, ph) ∈
V0
h
× Vh such that
(25) A
(
(wh, ph), (ϕh,φh)
)
= ω2hB
(
(wh, ph), (ϕh,φh)
)
, ∀(ϕh,φh) ∈ V
0
h × Vh.
If we want to employ the approximation theory of variationally posed eigenvalue problems
[2, 22, 25], the following two conditions are required
(26) sup
(wh,ph)∈V
0
h
×Vh
A
(
(wh, ph), (ϕh,φh)
)
‖wh‖1,D + ‖ph‖1,D
≥ β(h)
(
‖ϕh‖1,D + ‖φh‖1,D
)
> 0
and
(27)
lim
h→0
[ 1
β(h)
inf
(ϕh,φh)∈V
0
h
×Vh
(
‖w − ϕh‖1,D + ‖p− φh‖1,D
)]
= 0, ∀(w, p) ∈ (H10(D))
2 × (H1(D))2,
however, to the best of our knowledge,which are unsatisfied due to the non-self-adjointness.
So we can not use the classical theoretical analysis for mixed eigenvalue problems (10) and
(24). Instead, we resort to the spectral approximation of compact operator [2] and try to
prove the convergence of the approximate solution operator Th to T .
We introduce the approximate source problem: Given ( f , g) ∈ (H1
0
(D))2 × (L2(D))2,
find (wh, ph) ∈ V
0
h
× Vh satisfying
(28)
{
(σ(wh),∇φh) + ((ρ0 − ρ1)ph,φh) = (ρ0 f ,φh), ∀φh ∈ Vh,
(σ(ph),∇ϕh) = (ρ1g,ϕh), ∀ϕh ∈ V
0
h
.
Then, the corresponding discrete solution operator is defined as follows
Th : (H
1
0(D))
2 × (L2(D))2 → (H10(D))
2 × (L2(D))2,(29)
( f , g) 7→ Th( f , g) = (wh, ph),
where (wh, ph) is the numerical solution of (28).
Lemma 5. Th is well-defined. What’s more, Th a bounded, bilinear, compact operator.
Proof. The proof follows the related results for T . 
The next theorem gives a consistent one-to-one match between the eigenvalue system
(24) and the compact operator Th.
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Theorem 6. If (λh,wh, ph) is an eigenpair of Th with λh , 0, then (ω
2
h
,wh, ph) is the
solution of (24) with λh =
1
ω2
h
, and vice versa.
Proof. The result is a discrete version of Theorem 2. 
The idea of the section comes from the analysis of the stream function-vorticity-pressure
formulation of the Stokes problem. The following analysis is similar to Theorem III.2.6
and Lemma III.3.1 from [14]. First, we define the projection operator Ph : (H
1(D))2 → Vh
satisfying {
a(p− Php, θh) = 0, ∀θh ∈ Vh,
(p− Php, 1) = 0.
We also introduce the following two sets:
V( f ) = {(ψ,ϕ) ∈ (H10(D))
2×(L2(D))2 : (σ(ψ),∇z)+((ρ0−ρ1)ϕ, z) = (ρ0 f , z), ∀z ∈ (H
1(D))2},
and
Vh( f ) = {(ψh,ϕh) ∈ V
0
h × Vh : (σ(ψh),∇zh) + ((ρ0 − ρ1)ϕh, zh) = (ρ0 f , zh), ∀zh ∈ Vh}.
First, we give the following auxiliary lemma.
Lemma 7. Given ( f , g) ∈ (H1
0
(D))2 × (L2(D))2, let (w, p) ∈ (H1
0
(D))2 × (H1(D))2 be the
solution of (13) and (wh, ph) ∈ V
0
h
× Vh be the numerical solution of (28). Then, the
following error estimate holds
(30)
‖ w−wh ‖1,D + ‖ p− ph ‖0,D≤ inf
(ψh,ϕh)∈Vh( f )
(‖ w−ψh ‖1,D + ‖ p−ϕh ‖0,D)+C ‖ p−Php ‖0,D,
where C > 0 is a constant independent of h, f , g.
Proof. For ∀(ψh,ϕh) ∈ Vh( f ), using triangle inequality, we can obtain
(31)
‖ w−wh ‖1,D + ‖ p− ph ‖0,D≤‖ w−ψh ‖1,D + ‖ ψh−wh ‖1,D + ‖ p−ϕh ‖0,D + ‖ ϕh− ph ‖0,D .
Next, we bound the terms ‖ ψh − wh ‖1,D and ‖ ϕh − ph ‖0,D, respectively. For the term
‖ ϕh − ph ‖0,D, we have
ρmin‖ϕh − ph‖
2
0,Ω ≤
∣∣∣((ρ0 − ρ1)(ϕh − ph), (ϕh − ph))∣∣∣
=
∣∣∣((ρ0 − ρ1)(ϕh − ph), (ϕh − Php)) + ((ρ0 − ρ1)(ϕh − ph), (Php− ph))∣∣∣.(32)
Since (wh, ph), (ψh,ϕh) ∈ Vh( f ), we can obtain
(33)
(
σ(wh − ψh),∇zh
)
+
(
(ρ0 − ρ1)(ph − ϕh), zh
)
= 0, ∀zh ∈ Vh.
In particular, taking zh = Php− ph, we have
(34)
(
(ρ0 − ρ1)(ph − ϕh), Php− ph
)
= −
(
σ(wh − ψh),∇(Php− ph)
)
.
On the other hand, the combination of (13) and (28) leads to
(35)
(
σ(p),∇θh
)
=
(
σ(ph),∇θh
)
, ∀θh ∈ V
0
h .
Further, the following result holds
(36)
(
σ(ph − Php),∇θh
)
=
(
σ(p− Php),∇θh
)
= 0, ∀θh ∈ V
0
h .
Especially, taking θh = ψh − wh and combining (34), we have
(37)
(
(ρ0 − ρ1)(ph − ϕh), Php− ph
)
= 0.
A LOWEST-ORDER MIXED FINITE ELEMENT METHOD FOR THE ELASTIC TRANSMISSION EIGENVALUE PROBLEM9
Using the above equation (32) and the Cauchy-Schwarz inequality, we obtain
ρmin‖ϕh − ph‖
2
0,D ≤
∣∣∣((ρ0 − ρ1)(ϕh − ph), (ϕh − ph))∣∣∣
=
∣∣∣((ρ0 − ρ1)(ϕh − ph), (ϕh − Php))∣∣∣
≤ ρmax‖ϕh − ph‖0,D‖ϕh − Ph p‖0,D.(38)
Therefore, we have
(39) ‖ϕh − ph‖0,D ≤ C‖ϕh − Php‖0,D ≤ C‖ϕh − p‖0,D +C‖p− Php‖0,D.
In the following, we consider the bound of the term ‖ ψh − wh ‖1,D. In (33), taking zh =
wh − ψh and applying the coercivity of (11), we obtain
(40) C1‖wh − ψh‖
2
1,D ≤ ρmax‖ph − ϕh‖0,D‖wh − ψh‖0,D,
where C1 is a positive constant. Futher, the following result holds
(41) ‖wh − ψh‖
2
1,D ≤
ρmax
C1
‖ph − ϕh‖0,D‖wh − ψh‖1,D.
Then, we obtain
(42) ‖wh − ψh‖1,D ≤
ρmax
C1
‖ph − ϕh‖0,D.
The combinations of (31), (39) and (42) complete the proof. 
Next, we give the estimates on each of the two terms on the right hand side of (31).
Lemma 8. For ∀(ψ,ϕ) ∈ V( f ), there exists a constant C > 0 such that
inf
(ψh,ϕh)∈Vh( f )
(
‖ψ − ψh‖1,D + ‖ϕ − ϕh‖0,D
)
≤ C inf
(θh,zh)∈V
0
h
×Vh
[(
‖ψ − θh‖1,D + ‖ϕ − zh‖0,D
)
+ sup
yh,0∈Vh
|a(ψ − θh, yh)|
‖yh‖0,D
]
.(43)
Proof. For ∀ (ψ,ϕ) ∈ V( f ), we have
(σ(ψ),∇yh) +
(
(ρ0 − ρ1)ϕ, yh
)
= (ρ0 f , yh), ∀yh ∈ Vh.
For each (θh, zh) ∈ V
0
h
× Vh, define γh ∈ Vh by
(44)
(
(ρ0 − ρ1)γh, yh
)
=
(
σ(ψ − θh),∇yh
)
+
(
(ρ0 − ρ1)(ϕ − zh), yh
)
, ∀yh ∈ Vh.
Then, using (44) and the triangle inequality, we obtain
‖γh‖0,D = sup
‖yh‖0,D,0
|(γh, yh)|
‖yh‖0,D
≤ sup
‖yh‖0,D,0
|
(
(ρ0 − ρ1)γh, yh
)
|
ρmin‖yh‖0,D
≤
ρmax
ρmin
‖ϕ − zh‖0,D + sup
‖yh‖0,D,0
∣∣∣(σ(ψ − θh),∇yh)∣∣∣
ρmin‖yh‖0,D
.(45)
From (44), it’s easy to verify that
(σ(θh),∇yh) + ((ρ0 − ρ1)(zh + γh), yh) = (ρ0 f , yh), ∀yh ∈ Vh.
Hence, if we define (ψh,ϕh) := (θh, zh + γh), then (ψh,ϕh) ∈ Vh( f ). Using the triangle
inequality, we have the following result
‖ ψ − ψh ‖1,D + ‖ ϕ − ϕh ‖0,D≤‖ ψ − θh ‖1,D + ‖ ϕ − zh ‖0,D + ‖ γh ‖0,D .
Combing the above equation and (45), we get the proof. 
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In the following, we estimate the last term on the right hand side of (43). We introduce
the projection operator P0,h : (H
1
0
(D))2 → V0
h
defined by
a(w − P0,hw, zh) = 0, ∀zh ∈ V
0
h
and have the following result.
Lemma 9. For ∀ψ ∈ (H3(D))2 ∩ (H1
0
(D))2 and each ǫ ∈ (0, 1
2
), there exists a constant
C(ǫ) > 0, such that
(46) sup
yh,0∈Vh
|a(ψ − P0,hψ, yh)|
‖yh‖0,D
≤ C(ǫ)h
1
2
−ǫ‖ψ‖3,D.
Proof. Analogous to Lemma III.3.2 of [14] and combining the standard error estimate of
the projection operator P0,h, we can prove that, for a real number p ≥ 2,
(47) sup
yh,0∈Vh
|a(ψ − P0,hψ, yh)|
‖yh‖0,D
≤ Ch
1
2
− 1
p ‖ψ‖2,p,D.
The Sobolev’s embedding theorem (c.f. Theorem I.1.3 of [14] ) implies that H3(D) →֒
H2,p(D). Further, it’s easy to verify that (H3(D))2 →֒ (H2,p(D))2. Then, it yields that
‖ψ‖2,p,D ≤ C(p)‖ψ‖3,D. Taking p =
1
ǫ
, the proof is complete. 
The above three lemmas lead to the following result.
Lemma 10. Given ( f , g) ∈ (H1
0
(D))2 × (L2(D))2, let (w, p) ∈ (H1
0
(D))2 × (H1(D))2 be
the solution of (13) and (wh, ph) ∈ V
0
h
× Vh be the numerical solution of (28). Then, the
following error estimate holds
‖ w − wh ‖1,D + ‖ p− ph ‖0,D≤ C ‖ w − P0,hw ‖1,D +C ‖ p− Php ‖0,D +C(ǫ)h
1
2
−ǫ‖ψ‖3,D.
Proof. Typically, we choose θh = P0,hw and zh = Php in (43), then lemmas 7, 8 and 9
yield the result. 
Lemma 11. Let Th (h > 0) be a family of operators defined by (29) and T defined by (15).
Then, it follows that lim
h→0
Th = T, i.e. ‖T − Th‖ → 0 (h → 0).
Proof. Given ( f , g) ∈ (H1
0
(D))2 × (L2(D))2, let (w, p) = T ( f , g) and (wh, ph) = Th( f , g).
Due to the definition of operator norm, we have
(48)
‖T − Th‖ = sup
( f ,g)∈(H1
0
(D))2×(L2 (D))2
‖(T − Th)( f , g)‖
‖( f , g)‖
= sup
( f ,g)∈(H1
0
(D))2×(L2 (D))2
‖(w − wh, p− ph)‖
‖( f , g)‖
Using Lemma 10, the proof is complete with the help of the standard error estimates for
Ph and P0,h [14]. 
Let λ be a nonzero eigenvalue of T with algebraic multiplicitym, i.e. λ ∈ σ(T ). Lemma
11 tells us that for h sufficiently small, there exist exactly m eigenvalues λk
h
(k = 1, · · · ,m)
of Th such that λ
k
h
→ λ (h → 0). Define the direct sum of the spaces of generalized
eigenvectors corresponding to λk
h
(k = 1, · · · ,m) asWh, λh(k = 1, · · · ,m) asW. The spectral
theory for compact operators [2, 27] gives the following theorem.
Theorem 12. Denote δˆ(W,Wh) the gap between W and Wh by
δˆ(W,Wh) = max(δ(W,Wh), δ(Wh,W))
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h Unit square order L-shaped order Circle order
0.1 1.547133 2.667934 1.653707
0.05 1.428624 2.338044 1.490512
0.025 1.402599 2.072056 2.242452 1.596602 1.461834 2.358685
0.0125 1.396056 1.965350 2.215263 1.753641 1.453936 1.832356
0.00625 1.394419 1.992152 2.207749 1.837771 1.451948 1.982354
Table 1. The first real transmission eigenvalue of the mixed method µ =
1/16, λ = 1/4, ρ0 = 1, ρ1 = 4.
here
δ(W,Wh) = sup
(ψ,ϕ)∈W,
‖ψ‖2
1,D
+‖ϕ|2
0,D
=1
[
inf
(ψh,ϕh)∈Wh
(
‖ψ − ψh‖
2
1,D + ‖ϕ − ϕh‖
2
0,D
) 1
2
]
,
and δ(Wh,W) follows similarly. Then, δˆ(W,Wh)→ 0 as h → 0.
4. Numerical Examples
In this section, we present some numerical results using three domains: a disk with
radius R = 1/2, the unit square and an L-shaped domain given by (0, 1)× (0, 1) \ [1/2, 1]×
[1/2, 1]. Five levels of uniformly refined triangular meshes are generated for numerical
experiments. The mesh size of initial mesh is h1 = 0.1 and hi = hi−1/2, i = 2, 3, 4, 5. Note
that further refinement would lead to very large matrix eigenvalue problems which take
too long to solve. All examples are done using Matlab 2016a on a MacBook Pro with 16G
memory and 3.3GHz Intel Core i7 processor.
Other parameters are chosen as follows
(49) µ = 1/16, λ = 1/4, ρ0 = 1, ρ1 = 4.
The relative error is defined as
Ei+1 =
|Λi+1 − Λi|
|Λi|
, i = 1, 2, 3, 4,
where Λi is the eigenvalue computed using the mesh with size hi. Then the convergence
order is simply
convergence order = log2
Ei+1
Ei+2
, i = 1, 2, 3.(50)
We present the results of the first several transmission eigenvalues. Table 1 gives the
computed eigenvalues and the convergence orders of the first real transmission eigenvalues
of three domains using the mixed method. It can be seen that the convergence rate for
the unit square is approximately 2 indicating that the associated eigenfunction u ∈ H3(D).
The convergence rate for the L-shaped domain is lower, which is likely caused by the
low regularity of the eigenfunction. Similar results can be observed for the biharmonic
eigenvalue problem (see Chap. 4 of [31]). These results are consistent with the results
in [18] by noting that ω2 are given in [18]. Table 2 gives the second real eigenvalues and
convergence orders of three domains. Table 3 gives the first complex eigenvalues.
From the Appendix, a radially-symmetric transmission eigenvalue of the disk is the first
root of Z0 defined in (54). Using some root finding technique, we find the smallest rootω =
3.554954. However, it is not the smallest transmission eigenvalue of the disk. The mixed
method also computes the transmission eigenvalues ω = 3.555618 with h = 0.00625,
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h Unit square order L-shaped order Circle order
0.1 1.797671 2.818168 1.885692
0.05 1.661963 2.433875 1.746810
0.025 1.629471 1.949109 2.333153 1.720325 1.716030 2.063423
0.0125 1.621129 1.933135 2.307061 1.887725 1.707564 1.836593
0.00625 1.619008 1.968244 2.300660 2.011014 1.705370 1.940982
Table 2. The second real transmission eigenvalue of the mixed method
µ = 1/16, λ = 1/4, ρ0 = 1, ρ1 = 4.
h Unit square order L-shaped order Circle order
0.1 1.959412 - 0.287003i 2.068887 - 0.805506i 2.048788 - 0.210752i
0.05 1.892434 - 0.295354i 2.048189 - 0.760764i 2.010480 - 0.280115i
0.025 1.873158 - 0.292942i 1.748678 2.043123 - 0.749227i 1.944984 1.994452 - 0.283584i 2.251690
0.0125 1.867646 - 0.291971i 1.780619 2.041622 - 0.746321i 1.939748 1.989228 - 0.283208i 1.635355
0.00625 1.866145 - 0.291760i 1.880317 2.041219 - 0.745669i 2.092299 1.987713 - 0.283122i 1.784153
Table 3. The first complex transmission eigenvalue of the mixedmethod
µ = 1/16, λ = 1/4, ρ0 = 1, ρ1 = 4.
Figure 1. A radially-symmetric eigenfunction. Left: u1. Middle: u2.
Right: |u = (u1, u2)|.
Figure 2. Second eigenfunction. Left: u1. Middle: u2. Right: |u = (u1, u2)|.
ω = 3.557610 with h = 0.0125. Convergence order is 2. Figure 1 plots the eigenfunction
u associated with this eigenvalue, which appear to be radially-symmetric. Note that not all
eigenfunctions are radially-symmetric. Figure 2 is the eigenfunction associated with the
second eigenvalue. Clearly, it is not a radially-symmetric function.
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Eigenvalue Unit square L-shaped Circle
Λ1 2.840221 3.681961 2.978253
Λ2 3.092466 4.132549 3.359621
Λ3 3.092482 4.551687 3.359652
Λ4 3.742555 4.768572 3.988719
Λ5 3.742593 4.941573 3.988775
Λ6 3.776228 5.153489 4.207261
Λ7 3.890075 5.171420 4.207329
Λ8 4.636315 5.297215 4.883177
Λ9 4.538839 5.340098 4.943635
Λ10 4.538879 5.719738 4.943363
Table 4. The first ten transmission eigenvalues with h ≈ 0.00625 and
µ = 1/4, λ = 1/4, ρ0 = 1/20, ρ1 = 3.
h Unit square order L-shaped order Circle order
0.1 2.943315 3.825626 3.090077
0.05 2.866060 3.718472 3.006292
0.025 2.846493 1.942833 3.690525 1.897934 2.985290 1.956508
0.0125 2.841483 1.955657 3.683535 1.988445 2.979681 1.894597
0.00625 2.840221 1.986557 3.681961 2.148121 2.978253 1.971034
Table 5. The first real transmission eigenvalue of the mixed method µ =
1/4, λ = 1/4, ρ0 = 1/20, ρ1 = 3.
We also test the parameters
(51) µ = 1/4, λ = 1/4, ρ0 = 1/20, ρ1 = 3.
Table 4 gives the first ten real eigenvalues of three domains, which is consistent with the
result of ω2 in [32]. We also test the convergence order of the first real eigenvalues, the
results are given in Table 5.
Appendix: Radially Symmetric Case on Disks
We derive the equation satisfied by a transmission eigenvalue whose associated eigen-
function is radially symmetric on a disk. Let D ⊂ R2 be a disk with radius R. Let
u = (w, v)⊤. Writing the elastic wave equation (2) component wise, we have that
(2µ + λ)
∂2w
∂x2
1
+ (λ + µ)
∂2v
∂x2∂x1
+ µ
∂2w
∂2x2
+ ω2ρw = 0,(52)
(µ + λ)
∂2w
∂x2∂x1
+ µ
∂2v
∂x2
1
+ (2µ + λ)
∂2v
∂x2
2
+ ω2ρv = 0.(53)
If we consider the solution in the form of radially-symmetric vector field u(x) = u(r)er,
where r = |x| and er = x/r, w = u(r) cos θ, v = u(r) sin θ, (52) can be written as
(µ + λ)
∂2w
∂x2
1
+
∂2v
∂x2∂x1
 + µ
 ∂2w
∂2x2
+
∂2w
∂x2
1
 + ω2ρw = 0.
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Using polar coordinate, (52) becomes
(λ + µ)
(
urr +
1
r
ur −
1
r2
u
)
+ µ
(
urr +
1
r
ur −
1
r2
u
)
+ ω2ρu = 0,
i.e.,
(λ + 2µ)
(
urr +
1
r
ur −
1
r2
u
)
+ ω2ρu = 0.
Similarly, (53) is simply
(µ + λ)
(
urr +
1
r
ur −
1
r2
u
)
+ µ
(
urr +
1
r
ur −
1
r2
u
)
+ ω2ρu = 0,
i.e.,
(2µ + λ)
(
urr +
1
r
ur −
1
r2
u
)
+ ω2ρu = 0.
The above equation can be written as
r2
d2u
dr2
+ r
du
dr
+
(
r2
ω2ρ
2µ + λ
− 1
)
u = 0.
The solution of the above equation is given by the Bessel function of order one J1(ar),
where
a = ω
√
ρ
2µ + λ
.
Then we obtain that u = (w, v)⊤ := (J1(ar) cos θ, J1(ar) sin θ)
⊤.
Next we look at the boundary condition involving σ(u)ν. For the transmission eigen-
value problem, we assume that
u =
(
J1(a1r) cos θ
J1(a1r) sin θ
)
, v = C
(
J1(a2r) cos θ
J1(a2r) sin θ
)
,
where C is a constant to be determined from (3) and
a1 = ω
√
ρ1
2µ + λ
, a2 = ω
√
ρ2
2µ + λ
.
Note that ν = (ν1, ν2)
⊤ = (cos θ, sin θ)T . It follows from (1) that the first component of
σ(u)ν is
λ
[
∂
∂r
J(ar) +
1
r
J(ar)
]
cos θ + 2µ
∂
∂r
J(ar) cos θ.
The second component of σ(u)ν is
2µ
∂
∂r
J(ar) sin θ + λ
[
∂
∂r
J(ar) +
1
r
J(ar)
]
sin θ.
Using the boundary conditions (3), we obtain
C =
J1(a1R)
J1(a2R)
,
and(
2µ
∂
∂r
J(a1r) + λ
[
∂
∂r
J(a1r) +
1
r
J(a1r)
]) ∣∣∣∣
r=R
= C
(
2µ
∂
∂r
J(a2r) + λ
[
∂
∂r
J(a2r) +
1
r
J(a2r)
]) ∣∣∣∣
r=R
.
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Figure 3. The contour plot of |Z0(ω)| with µ = 1/16, λ = 1/4, ρ0 =
1, ρ1 = 4. The centers of the circular curves indicate the locations of
transmission eigenvalues.
Hence ω is a transmission eigenvalue if it satisfies
(54) Z0(ω) :=
∣∣∣∣∣∣ J1 (a1R) J1 (a2R)a1J′1(a1R) a2J′1(a2R)
∣∣∣∣∣∣ = 0.
Figure 3 is the contour plot of |Z0(ω)| on the complex plane.
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