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Abstract

In contemporary software development, developers commonly conduct regression testing to ensure
that code changes do not affect software quality. Performance regression testing is an emerging
research area from the regression testing domain in software engineering. Performance regression
testing aims to maintain the system’s performance. Conducting performance regression testing
is known to be expensive. It is also complex, considering the increase of committed code and
developing team members working simultaneously. Many automated regression testing techniques
have been proposed in prior research. However, challenges in the practice of locating and resolving
performance regression still exist. Directing regression testing to the commit level provides solutions
to locate the root cause, yet it hinders the development process.
This thesis outlines motivations and solutions to address locating performance regression root
causes. First, we challenge a deterministic state-of-art approach by expanding the testing data to
find improvement areas. The deterministic approach was found to be limited in searching for the
best regression-locating rule. Thus, we presented two stochastic approaches to develop models that
can learn from historical commits. The goal of the first stochastic approach is to view the research
problem as a search-based optimization problem seeking to reach the highest detection rate. We are
applying different multi-objective evolutionary algorithms and conducting a comparison between
them. This thesis also investigates whether simplifying the search space by combining objectives
would achieve comparative results.
The second stochastic approach addresses the severity of class imbalance any system could have
since code changes introducing regression are rare but costly. We formulate the identification of
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problematic commits that introduce performance regression as a binary classification problem that
handles class imbalance.
Further, the thesis provides an exploratory study on the challenges developers face in resolving
performance regression. The study is based on the questions posted on a technical form directed
to performance regression. We collected around 2k questions discussing the regression of software
execution time, and all were manually analyzed. The study resulted in a categorization of the
challenges. We also discussed the diﬀiculty level of performance regression issues within the development community. This study provides insights to help developers during the software design
and implementation to avoid regression causes.
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Chapter 1

Introduction
Performance assurance is a crucial testing step for large-scale software systems. Performance requirements such as service consistency and fast response are highly prioritized for games and webbased systems as essential marketing and banking systems. Therefore, software developers allocate
time and resources to Software Quality Assurance (SQA). Regression testing in Continuous Integration (CI) is part of SQA to ensure that added functionalities or code changes do not affect
system behavior. During regression testing, developers search for the root causes behind any system performance degradation, which can be code changes to response time degradation, CPU and
memory usage increase, or memory leak. Detected degradation is later resolved before delivering
the new version.
Software quality assurance became a complex and expensive process in CI systems. The code
size and the number of developers working on the system make reviewing code and finding errors
troublesome. Many changes from different developers simultaneously might create bugs or changes
that degrade the system performance. Thus, automated techniques proposed to detect performance
regressions [7–12]. Nevertheless, challenges in the practice of performance regression detection still
exist. First, software testers find running benchmarks after each code change fastidious and may
considerably delay the development process. Instead, they tend to run benchmarks periodically
[13,14]. This practice of delaying the testing makes it diﬀicult to fix. Periodical performance testing
might reduce testing costs but also gives rise to another problem: finding which code changes within
the tested period introduce the regression. In addition, any performance enhancement followed by
degradation will not be detected if the final performance time has not significantly changed from
precedent testing results. In cases where periodical tests capture regression, developers need to
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rewind all previously committed changes to debug and find which one is problematic. In this
context, developers and testers are regularly trying to strike either optimally testing every code
change for performance or increasing productivity by ignoring performance testing or delaying it
until the end of the development cycle [15].
Recent research focused on prioritizing test cases by ranking tests based on the probability of
detecting regression to reduce testing cost [8,16,17]. Other studies provide regression test selection
[18] or analyze the patterns of code changes that are found to be problematic for performance
[19]. The characterization of performance regression introducing code changes is beneficial to
performance testing since it can help better schedule them by flagging the code changes that
may require testing for performance among all the benign ones. Characterizing these problematic
changes can be an exciting strategy to prioritize performance testing, thus making it easier without
compromising its detection accuracy.
While characterizing problematic code change seems to be a promising solution, it needs more
examples to learn from. Performance regression does not occur as frequently as bugs and errors in
the source code. Because of the rarity of problematic commits, existing studies are challenged by
the lack of knowledge to extract information.
Given the importance of software performance to the overall software quality, researchers tend to
study the regression causes. Those studies provide recommendations and advice for developers
about the regression triggers [20–23]. However, the studies did not show the issues developers face
in resolving performance degradation when occurred. They only present the researchers’ viewpoint
of the code segment under study. Further, developers seek support in detecting regression and
measuring performance.
From the above challenges, we aim to achieve the following research goals:
• Goal 1: Automated Detection of code changes introducing performance regression. We achieved this goal in two phases. The first phase is collecting performance regression
data and using it to assess an existing state-of-the-art prediction approach. We challenge the
approach’s ability to sustain its performance by increasing the samples under test. Achieving
this goal will provide us with prospects for future developments to address the performance
regression research problem.
The second phase presents solutions to detect the regression. We designed classification
solutions trained to predict regression without conducting expensive performance testing.
The first is formulating performance regression as an optimization problem. We developed
2
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an evolutionary search-based detection approach named PRICE [3]. This work is extended
to be an extensive study on applying search-based techniques on regression detection [4].
In the second phase, we investigated the class imbalance of performance regression data. Class
imbalance significantly affects classification techniques. We presented solutions to overcome
the data imbalance and provide better detection accuracy [2].
• Goal 2: Investigating Performance Regression Challenges. This goal aims to discuss
the challenges developers face related to performance regression. We will analyze the questions
posted by developers to a designated technical community regarding performance. The results
should help the community understand the most troublesome regression causes.

Publications
I published my work in different journals and conferences during my Ph.D. research journey. The
work of goal 1 published as a full research paper on SSBSE 2019 [3], SAC 2022 [2], STC 2022 [6]
and on Swarm and Evolutionary Computation journal [4]. I also show my preliminary results as a
short paper on ICSME 2019 [5]. The work of goal 2 submitted to the International Conference on
Software Analysis, Evolution and Reengineering (SANER 2023). Besides, I contributed to a work
of lab mates that is published on the International Conference on Software and Software Reuse
(ICSR 2020) [109]. The list of publications is available below.

Outline
The remainder of this thesis organized as follows: Chapter 2 provides background information
on regression testing and the core concepts related to this work i.e. evolutionary and sampling
algorithms. Chapter 3 discusses related work of localizing and detecting code changes introducing
performance regression. Chapter 4 discusses the research plan and goals. Chapters 5, 6, 7 and 8
are studies performed to meet goals 1 and 2. Chapter 9 summarises the thesis and provides future
research directions.
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Chapter 2

Background
System performance is addressed at the initial stages of specification and requirement collection.
Then, early decisions on the design are made to meet this requirement. However, maintaining
the performance during system evolution might not be straightforward as maintaining functional
requirements. Continuous testing of the system’s non-functional requirements, such as performance,
is impossible due to resource and time consumption. There are many testing techniques to overcome
this issue. This chapter lists the widely used performance regression testing solutions. In addition,
it provides a ground base to understand the approaches proposed in this dissertation.

2.1

Regression Testing

Regression testing is performed on a new software version to ensure that new modifications are not
conflicting with existing software functionalities and specifications. Programmers find it diﬀicult
o figure out how a new code change is reflected in other parts of the system, which emerges in
the need for regression testing. Functional regression testing focus on detecting any change in the
system behavior. Performance regression testing focuses on finding degradation in how the system
behaves after running the same workload. The response time, CPU usage, memory usage, and I/O
traﬀic measure performance.
The optimal regression testing approach is to retest all system parts using all test cases. However,
this approach is time and resource-consuming. Thus other approaches were developed to overcome
this limitation. Regression testing approaches are classified into test suite minimization, test case
5
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selection, and test case prioritization. Some regression techniques combine two approaches to
achieve the testing goals. The following text elaborates on every category.

2.1.1

Test Suite Minimization

The test suite minimization goal is to reduce the number of executed tests by identifying redundant
tests and then excluding them when conducting testing. A test t1 is considered redundant if all
testing requirements are satisfied by other test cases. Minimizing the test suite could be implemented under one or more testing criteria. Jeffrey et al. [24] found that using more than one testing
criteria presented better fault identification. Moreover, excluding a test case introduces a risk of
missing a fault [25].

2.1.2

Regression Test Selection

The regression test selection technique is based on the fact that not all tests from the test suite
are affected by the conducted code change. Thus, there is no need to run all tests. Only a group
of selected tests are run. Regression test selection and test suite minimization select a subset of
the test suite. However, test suite minimization focuses mainly on the test coverage of a single
version without considering the code modifications conducted between two versions as regression
test selection. Nevertheless, there is one aspect to consider. The cost of selecting related tests
should be lower than executing the entire suite.
Regression test selection techniques are categorized based on the selection goal into inclusiveness,
precision, eﬀiciency, and generality [26]. Inclusiveness measures the percentage of selected tests by a
selection algorithm to the total number of tests related to the modification made to the software. To
illustrate, if two tests are selected from 4 tests related to code modification, then the inclusiveness is
%50. On the other side, precision measures the extent to which a selection algorithm excludes tests
unrelated to the code modification. For example, if the non-related tests were 60 and the selection
algorithm excludes 40 tests from the 60, the precision is about %66. The eﬀiciency of a selection
algorithm, as defined by [26] measures the space and time of selecting tests compared to running
the entire test suite. It is also used to compare two selection algorithms. The last category is
generality, which focuses on the selection algorithm’s qualitative analysis. The generality aspect is
concerned with the ability to apply the selection algorithm on different programming languages and
with different system complexity levels. It also considers the ability to use the selection algorithm
on different testing settings and applications.
6
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2.1.3

Test Case Prioritization

Test case prioritization techniques aim to detect faults early by ordering tests based on some criteria.
Tests expected to detect faults are scheduled before the rest tests. It has been found that even
primitive test case prioritization techniques could detect faults and provide economical regression
testing solutions [27].
Rothermel et al. [27] identify two types of test case prioritization techniques in their empirical study;
general and version-specific. For the version-specific type, the test cases are ordered for one specific
version, and regression testing is delayed until the order is provided. The processes in this type
are forced to be sequential. However, general prioritization techniques could be parallel by finding
the order during the development stage. There is no need to wait until the end of development.
The effectiveness of version-specific techniques was found to be more than general techniques [28].
Elbaum et al. [28] classified test case prioritization techniques based on the granularity effect into
function-level and statement-level. They found no significant change between the two types.

2.2

Evolutionary Algorithms (EAs)

Evolutionary algorithms (EAs) are employed to formulate performance regression detection as
a multi-objective optimization problem. EAs are eﬀicient heuristic search methods with robust
characteristics of robustness and flexibility that thoroughly explore the search space to capture
global solutions of complex optimization problems. The aim of using EAs is to find regression
detection rules. Hence, this section briefly describes the evolutionary algorithms selected to test
the proposed approach. Afterward, we will describe fitness function and solution evolution in
evolutionary algorithms.
Evolutionary algorithms (EAs) are strategies inspired by the biological principle of evolution. EAs
are widely used to solve optimization problems. They provide a set of solutions from the search
space based on survival and improvement during evolution. Values are assigned to each solution
based on the fitness functions, calculated from the objectives under optimization. Solutions are
selected for the next generation based on fitness functions. Finally, the evolution operations are
applied to chosen solutions to generate a new generation. EAs vary based on selection, evolution
operations, and fitness function.
The Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [29] is based on the Pareto dominance
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theory. The selected solutions are not dominated by any other solution for the optimized objectives.
The new population is sorted in multiple fronts then solutions are selected from the fronts to survive
to the next generation.
The Pareto Envelope-based Selection Algorithm (PESA-II) [30] follows a region based selection
approach. Regions (cells) are selected instead of individuals to avoid selecting individuals from
the same crowded regions. This gives a chance for sparsely occupied regions to be involved in the
evolution.
Strength Pareto Evolutionary Algorithm (SPEA2) [31] is also based on the Pareto dominance
theory. The best solutions are stored in a fixed-sized archive. The new generation is created by
combining the non-dominated solutions with the solutions from the archive. Density measure used
beside the fitness function for choosing survived solutions.
Improved Decomposition-Based Evolutionary Algorithm (I-DBEA) [32] was designed to solve manyobjective optimization. The newly generated solution is included in the population only by replacing
another solution. The new solution is compared with a random solution from the population and
replaced only when it surpasses the random solution.
Indicator-Based Evolutionary Algorithm (IBEA) [33] unlike other Pareto-based fitness assignment
schemes. The fitness function is based on an indicator measurement allowing decision-makers to
trade solutions.
Reference Vector-guided Evolutionary Algorithm (RVEA) [34] deploys reference vectors to decompose the original multi-objective optimization problem into single-objective subproblems. The
reference vector eventually supports the evolution of solutions towards a user-preferred subset of
the whole Pareto front. RVEA follows a scalarization approach, termed angle-penalized distance,
to balance the convergence and diversity of the population.

2.2.1

Evolution Operations

During evolution, evolutionary algorithms use variation operators to explore different search areas.
The stochastic nature of evolutionary algorithms is based on the randomness of variation operators.
Crossover and mutation are the basic variation operators for evolutionary algorithms.
• Crossover is a binary operator that recombines two solutions to create two offspring solutions.
Recombination starts by choosing crossover points and then swapping genes between parents.
8
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The crossover could be in 1-point, 2-points, or multiple points. Two parents exchange genes
between two locations. Simulated Binary Crossover (SBX) [35] is a widely adopted singlepoint binary crossover operator. The crossover point could be any point in the chromosome
generated using the probability density function and bounded by the chromosome length. The
main idea is to treat actual variables as if there were encoded in the binary string. However,
it is only applicable to some solution representations.
• mutation is a unary operator that changes node value randomly. Polynomial Mutation [36]
is one type of mutation where the polynomial probability distribution is used to select a gene
to be changed.

2.3

Resampling and classification techniques

A common problem with classification solutions using machine learning algorithms is differences in
prior class probabilities. This class imbalance hinders the performance of classifiers. Classifiers are
biased to the classes of higher representation and tend to ignore minor classes. Characterizing problematic code change needs more examples to learn from. Performance regression code changes are
severely dominated by stable code changes. Thus learning from imbalanced datasets will produce
a biased characterization toward the majority class. This section introduces resampling techniques
used to deal with the class imbalance problem and the classification techniques used in this thesis.

2.3.1

Resampling Techniques for class imbalanced datasets

There are different approaches to dealing with data imbalance. Approaches could be divided into
internal and external approaches. Internal approaches focus on designing algorithms that can
handle class imbalance. The other approach is external, where data is resampled to minimize the
representation differences between classes. Techniques of undersampling the majority classes or
oversampling the minority classes are to produce a balanced version of the dataset.

Random Undersampling (RUS)
RUS [37] is a non-heuristic resampling technique that randomly deletes samples from the dataset
to reduce the class representation difference. The selection of the instances to delete is entirely
random, which might lead to losing helpful information. In highly imbalanced datasets, a big
9
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chunk of the dataset will be deleted, making the dataset too small and not informative enough
to train a classifier. The dataset sampled by RUS suffers from not having a suﬀicient number of
minority class samples to train the classifier [38].

Random Oversampling (ROS)
ROS [37] is also a non-heuristic resampling technique that randomly selects then duplicates samples
from the minority classes. In contrary to RUS, dataset size increases by adding samples from the
minority class. Therefore, models learned from a balanced dataset using ROS might suffer from
over-fitting because ROS creates many duplicate instances.

Synthetic Minority Oversampling Technique (SMOTE)
SMOTE [39] is an oversampling technique that adds new synthetic samples rather than duplicating
existing ones. The new samples are created from the original samples belonging to the minority
class by operating on their features to generate synthetic samples from their nearest neighbors [39].
The oversampling percentage determines how many neighbors of a sample are included. A high
sampling percentage needs more neighbors. SMOTE overcomes the limitation of ROS by creating
new samples instead of duplicating existing samples.

2.3.2

Classification Techniques

This section briefly describes the classification algorithms used in this work. For the selection of the
algorithms, we have chosen two tree-based classifiers and one from each category, i.e., one ensemble
classifier, one linear classifier, and one probabilistic classifier.

Decision Trees (DT)
A decision tree is a top-down supervised learning algorithm for classification and regression problems. For classification problems, algorithms like ID3 and C4.5 use the training set to create a
decision tree from the root node to the leaves by selecting, at each decision node of the tree, the
most informative feature based on an entropy-based feature selection measure. The decision tree
will then be used to classify new instances given only their feature values. To classify a new in10
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stance, the algorithm will start from the tree’s root node and follow the branches that have the
same values as the instance’s feature values until it reaches a leaf node. The label of the leaf node
corresponds to the class of the new instance. The decision tree algorithm has been widely used in
several application domains, including software engineering problems [40] [41] [42]. DT introduced
Boosting to improve prediction accuracy [43] [44]. Multiple decision trees are constructed from the
same dataset, whereas later trees are constructed based on the evaluation of the earlier one [45].
The miss-classified instances from the first decision tree gain more focus in constructing the second
tree. This process might create over-fitted classifiers. Thus, there is a need for cross-validation to
avoid any overfitting.

Decision Forest (DF)
Decision forests are considered ensemble methods where multiple decision trees are created from
the whole training set. The resulting trees’ predictions are then aggregated and rated based on
detection confidence [46]. The aggregation of the output of the different generated trees has been
shown to improve the classification performance.

Support Vector Machines (SVM)
SVMs are supervised learning models used for both classification and regression problems. It has
been found that SVMs perform well in multi-dimensional and continuous features [47]. SVM tries
to find a hyperplane that separates classes with the highest margin between data points belonging
to different classes. In some datasets, samples are not linearly separable, which raises the need
for an additional dimension using kernels. The newly added dimension helps in finding the class
separator using a hyper-plane. Moving the data to a higher dimension includes revisiting all samples
to calculate the newly added feature. Many studies have focused on enhancing the kernel for the
mapping process [48] [49].

Bayes Point Machine (BPM)
Bayes Point is a probabilistic supervised classification algorithm. It uses the Bayesian approach for
linear classification [50] and converts it to a nonlinear classifier by expanding features using kernels
used in SVM. Training the weights in Bayes Point is different from Naive Bayes. Bayes Point
predicts a single weight that corresponds to prediction using the posterior mean called the Bayes
11
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point. Bayes point is a Bayesian classifier that indicates that it is not suffering from overfitting
during training.
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Related Work
Several studies have looked at how to improve software maintenance in general [51–132]. Among
them, this chapter summarizes the related work of localizing and detecting code changes introducing performance regression. It is essential to distinguish between detecting performance regression
and detecting or localizing code changes introducing a regression. The primary methods for detecting performance regression focus on comparing performance metrics values between two code
versions. Those two versions are only sometimes consecutive. Obtaining the performance metrics
is a troublesome process as it requires running benchmarks. Yet, localizing performance regression
is either after the knowledge of regression in a group of consecutive code changes, but the root
cause is not found yet or used as a regression predictor to prioritize versions of testing based on
the probability of regression.
Localizing performance regression code change could be grouped into techniques based on load
testing, unit testing, or historical data.

3.1

Techniques based on load testing

This technique type is based on comparing the performance metrics between two versions after
conducting regression tests to identify the type of regression causes. Later, developers will focus on
manually analyzing only the specified type of code changes. Nguyen et al. [8] used load control charts
to compare two versions and infer the regression occurrence. Load control charts are generated by
running the test with increasing loads. The relation between performance counters should be linear.
13
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Otherwise, there is a performance change in the new version. In another work, Nguyen et al. [23]
proposed an approach that learns from a history load test to identify the regression cause. The data
used for learning are the performance metrics collected from load tests as CPU usage. After deep
analysis of the historical data, regression causes are analyzed and agreed on. Database Bottleneck
is an example of a regression cause. The challenges of this approach are the large number of
performance counters which are thousands after each run. There is no direct correlation between a
regression cause and one performance counter. The same performance counter might be correlated
to more than one regression cause. To overcome the overwhelming number of performance counters,
Malik et al. [9] proposed to create signatures of version load tests for more eﬀicient comparison.
They used machine learning to create the signatures and detect performance deviation. Authors
suggest using the same technique to identify the regression cause type too. Shang et al. [12] also
addressed the volume of the counter by removing redundant counters and clustering them to help
provide better detection models. Syer et al. [133] focused on only identifying memory-related
performance issues. They combine load data of two versions along with execution events that are
extracted from execution logs. Then statistical techniques were applied to identify a set of execution
events corresponding to a memory-related issue. This approach is not providing precise indications
about the troublesome code change location. It will also miss any regression introduced by other
causes rather than memory.

3.2

Techniques based on unit testing

A study on unit testing for performance found that only approximately 3.4% of all projects under
study design and provide benchmarks [134]. Nevertheless, 33% of all projects provide unit testing.
Thus, some performance regression detection techniques propose to utilize unit tests. Heger et al.
[135] propose an approach called PRCA to automate root cause analysis of performance regressions
using the unit test. Their technique detects regression and identifies the root cause by extracting
call tree information from unit tests. A unit test of a method showing a significant increase in
the response time is considered experiencing regression. PerfImpact [136] also adopts the same
approach. It also measures the method execution time to identify regression cause. In addition,
PerfImpact proposes selecting the profiling input that is highly probably detecting regression. The
selection process is search-based. PeASS [18] monitors unit tests execution time too. PeASS
recommends performance test selection if a change of unit test execution is observed. Implementing
such approaches requires a statistically rigorous performance evaluation because experimental errors
will affect the detection accuracy.
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Chen et al. [20] adopt unit tests along with micro-benchmarks to locate performance regression
introducing code changes. They evaluated their approach on the commit level for 1,126 commits
from Hadoop and 135 commits from RxJava. The extensive evaluation data is put to use in labeling
the regression causes. Ding et al. [137] studies the reflection of performance change on unit testing.
They found that only 9.2% to 20.6% of unit tests can demonstrate performance improvements.
They also found that the factors related to the test itself and the covered source code of the test
are important in reflecting the performance change.

3.3

Techniques based on historical data

Huang et al. [138] believe that performance testing should be only accredited to problematic code
changes. Their approach ranks code changes based on the probability of encountering performance
regression using static Performance Risk Analysis (PRA) that focuses on how the change is expensive and frequent. Afterward, comprehensive testing is devoted to top-ranked changes only.
PRA is a light approach as it uses static analysis only to find problematic commits, but it is not
necessary proving accurate ranking. Perphecy [19], on the other hand, uses static and dynamic
indicators to predict problematic commits. Both Perphecy and PRA are lightweight, and programming language-dependent approaches since they do not require extensive white-box program
analyses. Muhlbauer et al. [139] proposed a model that uses minimal performance tests to train the
performance detection model using active learning. Their approach to train the model starts with
a small training set and then test generated model to calculate model performance measurements.
Based on model performance measurements, they decide to continue training with an additional
training set or satisfied with current performance. This approach allows testers to trade between
detection accuracy and the cost of the trained model. Prediction is applied on every code change
from a rule generated from history benchmark data.
Horizontal profiling compares code changes recently conducted to benchmarks profiles of previous
versions and determines whether these changes are introducing performance regression. Alcocer
et al. [140, 141] used a cost-effective approach that analyzed software versions by identifying code
changes and assigning a cost for each code change based on horizontal profiling. Although this
method is static, it shows promising results. Data used for training was 17% of the total number
of versions distributed among the total versions, and detection accuracy reached 83%. However,
this approach might highly miss-classified safe versions as introducing performance regression and
require testers to apply unnecessary extensive performance regression tests. The classification
should consider both versions encountering regression and stable versions.
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In highly configurable systems, it is impossible to try all performance testing configurations. Thus,
there is a need to predict performance using a small set of system configurations. Machine learning
is used for training as proposed by the DeepPerf [142] model. DeepPerf uses deep feedforward neural
network (FNN) combined with a sparsity regularization technique to overcome the small size of
the training set. Studies in performance configuration space [143–145] focus on finding machine
learning techniques providing accurate predictions with small training sets of configurations. On the
contrary, the training set for code change performance prediction is not that small, but it is severely
imbalanced. The following section presenting recent software engineering research addressing data
imbalance.
There are additional studies employing historical data to locate performance abnormality [146–149]
but not discussed here because they were targeting web services and cloud systems.
Generally, Studies addressing performance regression are either based on static data collected from
the code or dynamic data collected after running performance tests. Approaches based on static
data are lightweight and could be applied on the code level after every code change. This type
of data is not delaying the development cycle. However, the detection accuracy is not satisfying.
The static data could not reflect the dynamic nature of the code.Conversely, approaches based
on dynamic data collected from benchmarks are more accurate. Nevertheless, the prediction is
very expensive if applied after every code change. Studies based on dynamic data conduct the
prediction periodically or before releasing the software to reduce costs. This testing strategy has
its complications. It is hard to find which code change within all code changes is causing the
regression. This thesis focuses on balancing the two approaches without compromising detection
accuracy. Eﬀicient solutions are provided to direct extensive testing to code changes most likely
causing the regression.
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Research Agenda
This chapter discusses the research plan and goals to provide a general overview to readers. The
research covers two primary goals. Each goal is achieved by meeting sub-goals and answering
related research questions. The achieved goals are discussed in detail in Chapters 5, 6, 7 and 8.
■ Goal 1: Automated Detection of code changes introducing performance

regression.
Challenging existing detection approach. This goal is first challenging the ability
of an existing state-of-the-art prediction approach to sustain its performance by increasing the number of samples under test. The results of this first sub-goal will provide us
with prospects for future development to address the performance regression research
problem. Therefore, we are seeking an answer to the following research questions:
– RQ1 : What is the eﬀiciency of the deterministic approach in prediction
performance regression?
∗ RQ1.1 : How eﬀicient is the deterministic approach prediction of performance
regression when considering indicators independently?
This research question investigates whether we can solve the problem of detecting performance regression using indicators separately.
∗ RQ1.2 : How eﬀicient is the deterministic approach prediction of performance
regression when considering indicators disjunction?
This research question investigates the eﬀiciency of predictors combining more
than one indicator.
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∗ RQ1.3 : How robust is the deterministic approach prediction of performance
regression when considering various input strategies?
The goal is to cope with real situations by challenging the prediction robustness
of performance by changing the testing strategies.
Classification solutions. This sub-goal includes designing classification solutions
trained to predict regression without conducting expensive performance testing. We
present two approaches. The first is formulating performance regression as an optimization problem. We investigate this approach by answering RQ2 . The second approach
address the data class imbalance to provide balanced detection between code changes
introducing regression and other safe code changes. RQ3 is dedicated to assessing and
studying the impact of the resampling techniques.
– RQ2 : Can detecting code changes introducing regression be viewed as
an optimization problem?
∗ RQ2.1 : To what extent does NSGA-II provide better regression detection than
other techniques?
This research question assesses the detection of an approach viewing performance regression as an optimization problem compared with a state-of-the-art
approach. Non-dominated Sorting Genetic Algorithm NSGA-II is used to explore the search space for the best solutions.
∗ RQ2.2 : What is the impact of including static metrics on the detection performance?
Static metrics are low-cost and provide up-to-date structural facts about code
changes. This research question investigates the use of static metrics along
with lightweight dynamic metrics previously used.
∗ RQ2.3 : How do different multi-objective evolutionary algorithms perform in
detecting regression performance introducing commits?
Solution set evolution in multi-objective evolutionary algorithms vary depending on selection schemes, variation operations, and problem instances. Therefore, it is essential to conduct a comparative study to find the most appropriate
search algorithm.
∗ RQ2.4 :To what extent does PRICE provide better regression detection than
state-of-the-art techniques?
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A comparison with baseline approaches not based on optimization algorithms
is necessary to assess the effectiveness of the multi-objective search-based formulation. Such comparison will provide insights into our approach’s advantages and limitations.
∗ RQ2.5 : How does mono-objective search perform compared to multi-objective
search for the performance regression detection problem?
The multi-objective search aims at finding a trade-off between the two considered objectives. A mono-objective search typically uses a single fitness function
that is obtained by the aggregation of both objectives. A comparison is essential to assess whether the detection rules provided by the multi-objective
formulation can achieve a better trade-off between evaluation metrics than a
mono-objective search. Otherwise, adopting a multi-objective search for this
problem instance is of no benefit.
∗ RQ2.6 : To what extent do the generated rules maintain their performance as
the software evolves over time?
This research question challenges the stability of generated rules over the evolution of the software. As software evolves, with committing a significant
amount of code changes, the software may undergo several structural and
functional changes, which may change the characteristics that the metrics
have previously captured. So it may consequently hinder the accuracy of the
performance detection.
– RQ3 : Could supervised learning techniques provide balanced detection?
∗ RQ3.1 : What is the impact of resampling on the performance of a classificationbased approach to identifying performance introducing code changes?
In this research question, we are interested in assessing the effectiveness of various resampling and classification techniques to identify the best combination
for identifying regression.
∗ RQ3.2 : How does the proposed approach perform when compared to other
performance regression prediction techniques?
Answering this research question provides a look over the proposed approach
classification performance compared with other predictors.
■ Goal 2: Investigating Performance Regression Challenges.
This goal aims to discuss challenges developers face related to performance regression.
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The study was conducted on a popular technical form where developers post questions
about issues they face. We considered all questions related to performance regression
and categorized them manually. We compared the diﬀiculty level of those posts with
other groups. Further, we show the diﬀiculty level of each category.
– RQ4 : What is the taxonomy of performance-related challenges?
∗ RQ4.1 : What software performance challenges are discussed on Stack Overflow?
This research question aims to identify the main issues developers face in overcoming performance degradation. Answering this research question will provide insights about areas lacking support and commonly viewed as regression
causes.
∗ RQ4.2 : How challenging are performance questions to answer?
Given the importance of performance as a software requirement, we study
the diﬀiculty level of questions related to performance regression on Stack
Overflow.
∗ RQ4.3 : What are the most challenging types of performance questions?
From RQ4.2 findings, we would like to provide more insights about the performance questions types that are more challenging. Answering this RQ helps
focus the support efforts on the most challenging question types.
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Part I

Automated Detection of code changes
introducing performance regression.
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Chapter 5

Performance Regression Prediction
Using Deterministic Approach
Our starting research point is collecting performance regression data by running benchmarks on
a group of consecutive code changes and observing any degradation. The collected data is later
applied to a state-of-the-art detection approach [19] to find areas of improvement.
Any detection approach should be lightweight and not time-consuming to provide real-time feedback
to developers during the implementation stage. Thus, dynamic profiling would not be eﬀicient due
to execution time. This chapter presents the deployment of a novel lightweight dynamic group of
metrics for regression detection computed without dynamic profiling. This group of metrics was
first introduced by [19]. We also present the details of collecting performance data to validate the
lightweight dynamic metrics and the presented approach.

5.1

Collecting performance regression dataset

To test the ability of any tool to characterize performance regression code changes, we need a
known set of commits that were previously found to be deteriorating the execution time of the
system. Such a dataset of problematic commits does not exist for Git, our project under test.
Also, there is no history of known performance regressions incidents that we can refer to in the
bug tracker. Hence, the performance testing of previous code changes has to be reproduced to
identify commits that have been found to be problematic. Fortunately, Git comes with built-in
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performance benchmarks written by the project maintainers. Therefore, we need to loop through
Git version history in chronological order to identify problematic commits. Then, for each commit,
we check out the project source code, compile it, and test it using performance test cases that the
software maintainers provide. As we run performance tests, we can identify problematic commits
and collect labeled data for the model learning.
For building the ground truth, we randomly sample a significant set of commits from the existing
set of 45K commits that belong to the master branch at the time of this study. Out of the existing
commits in the project1 , we considered 8798 commits. These commits were pulled by executing
the ‘git rev-parse‘. Across the covered range of commits, only the ones subject to performance tests
are considered, resulting in discarding 202 commits without any developed tests. Therefore, a total
of 8596 commits was built to undergo a test performance. This set represents a significant sample
with 99% for the confidence level and 1% for the confidence interval.

Collecting Performance Test Results
For the available 8596, a t-test with an alpha value of 0.05 is performed on five samples of the
execution times for each consecutive pair. If the statistical test records a significant difference
between the two distributions, and the mean of the old times is lower than the new times, then a
regression is marked for that benchmark. Figure 5.1 presents an illustrative example of execution
times. As shown in this figure, when comparing the execution times of commit X2fc0184 with the
execution times of fd9dbd, the difference between the two groups is significant by the t-test, which
results in a regression marked by commit fd9dbd.
Since running all of the performance tests for a single commit takes a considerably long time, we
have parallelized the testing task across many machines. The results of the Git performance tests
are reported in wall time, which might be impacted by using machines with various hardware and
architectural characteristics, such as CPU sampling speeds and inherent memory. To mitigate this
impact, we used identical Virtual machines in a commercial cloud2 . The unified virtual machine
setting was: Ubuntu 16.04 x64 droplets, with 1 CPU clocked at 2.2GHz and 1GB of RAM. Despite
taking these precautions, there is still noise in the data that can be observed because we cannot
guarantee that the physical machines running these virtual machines are entirely dedicated. To
deal with this side effect, we ran each test five times, the same number of runs used in the original
study.
1
2

https://github.com/git/git/commits/master
DigitalOcean

23

Performance Regression Prediction Using Deterministic Approach

Figure 5.1: Execution time Boxplots for four commits, over five test runs.

Computing performance regression indicators
This study evaluates a set of indicators previously presented on [19]. Table 5.1 lists indicators and
the rationale of each one. Computing those indicators is based on static and dynamic profiling
information. Dynamic information was collected using Linux Perf [150] whereas the static info was
collected using python lizard tool3 .
The dataset looks like Table 5.2. It contains 176,667 rows where each row represents a pair of two
commits, the used benchmark, the variation in the calculated indicators, and finally, the result
of the benchmark, setting the latter commit of the pair as introducing performance regression or
not. The pair of commits are d9545c7f and 8f449614, being tested by p0000-perf-lib-sanity, while
c0c70f7a and 79e913c2, being tested by p0001-rev-list. In this example, p0001-rev-list has flagged
79e913c2 to be problematic.
It is worth noting that the performance tests are carried out offline to enlarge the training data.
Thus, the model learning from actual data is enhanced and will detect new commits likely to reveal
performance regression more eﬀiciently than it was performed in the baseline work. Processing on
8596 commits with several benchmarks ranging from 11 to 29 results in 176,667 rows, from which
only 5011 rows were labeled as regression (hits) and
3

http://terryyin.github.io/lizard/
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Table 5.1: Indicator Descriptions and Rationales
Indicator Description

Rationale

Metrics
type

Del Func

The number of Deleted Func-

Deleted functions indicate refactoring, which

tions.

may lead to performance changes.

The number of New Func-

Added functions indicate new functionality,

tions.

which may lead to performance changes.

Reached

The number of Deleted Func-

Deleting a function that was part of the bench-

Static

Del Func

tions reached by the bench-

mark execution could lead to a performance

and dy-

mark.

change.

namic

Top Chg

The percent overhead of the

Altering a function that takes up a large portion

Static

by Call

most called function that was

of the processing time of a benchmark has a high

and dy-

changed.

risk of causing a performance regression because

namic

New Func

Static
Static

it occupies a large part of the test.
Top Call

The percent overhead of the

Similar to the previous indicator; however, this

Static

Chg by ≥

most called function that was

considers the change affects a reasonable portion

and dy-

10%

changed by more than 10% of

of the function in question. Larger changes may

namic

its static instruction length.

signify higher risk.

Top Chg

The highest percent static

Large changes to functions are more likely to

Len

function length change.

cause regressions than small ones.

Top

The highest percent static

The same as for the previous indicator, but here

Static

Reached

function length change that is

we ensure that the functions are actually called

and dy-

Chg Len

called by the benchmark.

by the benchmark in question.

namic

Static

Table 5.2: Raw Indicator Values
Commit A

Commit B

Benchmark

Indicator 1

Indicator 2

Indicator 3

(...)

Regression

d9545c7f

8f449614

p0000-perf-lib-sanity

983

515

7

(...)

0

c0c70f7a

79e913c2

p0001-rev-list

983

515

16

(...)

1

...

...

...

...

...

(...)

0

...

5.2

Generating prediction models

Before applying Perphecy to learn thresholds of the indicator templates and predict regressions, we
present the used indicators and their evaluation metrics.
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Indicators and their Evaluation
Once the labeled commits and the indicator values are available regarding benchmarks, the following step consists in searching the optimal threshold for each indicator. Indicators are the core
measurements used lately to build the learning algorithm for predicting regression. Table 5.1 summarizes the details of the used indicators according to Pin profiling data [19]. The second and third
columns describe the metric name and the rationale behind its use to evaluate performance changes,
respectively. In contrast, the last column specifies if the metric is derived from static or both static
and dynamic data. Each indicator is reduced to a Boolean by joining its value to a specific threshold
X . According to Table 5.2, for example, Indicator 1 is valued as True if 983> X ; otherwise, it is
False. The critical step here is fitting the optimal thresholds to enhance the predictor performance.
In this context, Perphecy analyzes the variation of indicators between all problematic pairs in order
to extract useful patterns which characterize the commits’ changes (e.g., 79e913c2), having introduced the performance regression [19]. For each indicator, greedy research of the optimal threshold
is performed. The evaluation of an indicator’s threshold is based on two measures, namely the hit
rate and the dismiss rate. Let hit be the tuples indicating code changes (i.e., regression class =
1) and dismiss the reminding tuples (i.e., regression class = 0); therefore, an indicator’s hit rate
is the ratio of correctly predicted hits when using this indicator. However, an indicator’s dismiss
rate is the ratio of correctly predicted dismiss. Hence, an optimal indicator threshold regarding our
application should first reveal the best hit rate to detect the problematic commits and, secondly,
the best dismiss rate to minimize extra tests for non-problematic commits. We refer the reader to
the original work for more details about the hit and dismiss rates [19]. To capture each indicator
behavior, we draw both the corresponding hit and dismiss rates for a range of thresholds, as shown
in Figure 5.2. The selected ones should ensure the best hit rate (i.e., Sensitivity/Recall=1.0) with
the best dismiss rate (i.e., Specificity=1.0).

Perphecy application
It is worth reminding that our main contribution is to evaluate Perphecy’s eﬀiciency on large scales.
That is why a brief description of Prophecy’s algorithm is needed to capture its strengths and
weaknesses regarding large datasets. Looking forward to predicting problematic commits, Perphecy
considers two main steps: (1) learning the threshold value for each indicator and (2) building
the predictor through a combination of indicator disjunctions. More specifically, it performs the
following steps:
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1. For each hit h and each indicator template i, the algorithm searches the maximum threshold
T , keeping h covered.
2. Given the threshold T for each indicator template i, Perphecy calculates the associated dismiss
rate Dr .
3. For each hit h, the indicator template i with its T still covering h and allowing the lowest
dismiss rate Dr is recorded.
4. The indicators obtained for all hits in step 3 are refined to keep only indicators still covering
all hits but with an overall lower price (max dismiss rate). Hence, if indicators are scanned
in the descendant order of the dismiss rate, the final predictor will include each indicator
incrementally as long as there are still uncovered hits. The included indicators are joined
using simple disjunctions to produce the final predictor.

5.3
5.3.1

Experiments
Research Questions

Our validation is driven by the following research questions:
RQ1. How eﬀicient is Perphecy’s prediction of performance regression when considering indicators independently?
This research question investigates whether we can solve the problem of detecting performance
regression introducing commits using indicators separately. Therefore, each indicator is applied
to the dataset independently with threshold values within a specific range. Hit and dismiss rates
are also used for evaluating indicators. If all indicators perform poorly, this justifies the need for
combining them, and the combination performance will be assessed in the second research question.
RQ2. How eﬀicient is Perphecy’s prediction of performance regression when considering indicators disjunction?
We report the hit rate and dismiss rate performance of the three predictors, which are generated
by combining the indicators with their appropriate thresholds, and when trained using a more
extensive set of commits.
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RQ3. How robust is Perphecy’s prediction of performance regression when considering
various input strategies?
We challenge in this section the robustness of Perphecy’s prediction of performance by changing
the strategies for the data split into train and test sets. We look forward to ensuring that Perphecy
maintains its eﬀiciency in each split strategy. Training and testing on different sets allow the
algorithm to face real situations and, thereby, real challenges. To this end, 3 strategies were
considered, detailed and evaluated in the results corresponding to RQ3.

5.3.2

Experimental Settings

Predictor Evaluation Metrics. To answer the studied research questions, we evaluate the resulting predictor corresponding to each series of experiments each time. As used for the evaluation
of the indicators, the hit and dismiss rates are considered for the predictors’ evaluation as well.
Training and Testing Dataset Split Strategies. In the original paper, authors evaluate their
results using K-fold cross-validation. They trained their indicators on 90% of the data, then evaluated the remaining 10%, and repeated this process 10 times, each time on a different fold. To allow
a fair comparative study, We maintain at first (i.e., RQ1 and RQ2) the same used split strategy
to evaluate the scaled Perphecy eﬀiciency on close experimental conditions. When studying the
robustness of Perphecy (RQ3), we relied on different strategies to construct the considered ten folds
for cross-validation. In the first strategy (Train=1/Test=All), the training subset is associated with
the k the fold while testing on the remaining folds. In the second strategy (Train=K/Test=K+1),
training is performed on the k the fold while testing on the following fold k + 1. Finally, in the third
strategy (Train=1..K/Test=K+1), the training set increases in each iteration at the expense of the
testing subset. Indeed, the first k folds are assigned for training while the 10 − k remaining folds
are for testing predictors. Thus, the chronological order is considered in the two last strategies,
unlike in the first one.

5.3.3 RQ1. How eﬀicient is Perphecy’s prediction of performance regression
when considering indicators independently?
In order to answer this question, we plotted the hit and dismiss rates for each indicator for many
different thresholds.
Results. Indicators 1 and 2 are evaluated using thresholds ranging from 0 to 1000, by a step of 1;
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 5.2: Indicator Performance using Various Thresholds

and from 0 to 200 for Indicator 3 by the same step. However, Indicators 4, 5, 6, and 7 are evaluated
with threshold values from 0% to 100%, incrementing by 0.1%. As can be seen, for each of these
values, the hit rate drops, and the dismiss rate spikes right at the first non-zero value. Small
threshold values provide high hit rates while the increase of the threshold values tends to provide
hit rates less than 0.25 in all indicators as shown in Figure 5.2. On the other side, dismiss rates
with minimum threshold values are considered low and increase with increasing threshold values.
Indicators 1,2 and 4 reach higher than 0.8 dismiss rate by the top 50% threshold values, unlike the
rest of the indicators where the dismiss rate became steady before reaching 0.8. That points out
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that even sharp changes are behaving as remaining changes to introduce a regression. Hit rate at a
low threshold means all commits with values greater than the threshold are considered to introduce
regression. Hence, most of the commits will be classified as problematic, which explains the high
hit rate, while most of those commits are misclassified as safe, which explains the low dismiss rate.
Choosing the best threshold value is a complex task. If only one rate is considered, the indicator will
almost fail in predicting the other commit type. For instance, if the best values for the indicators
are defined as the values that gave the highest hit rate while still actually dismissing some results,
then the threshold of 1 or 1% appears to be the best threshold for each of these values individually.
Furthermore, by that definition, the best indicator would be all indicators at the lowest threshold
value that is bigger than 0 except indicator 7.
’Top Chg Len’ indicator provides the highest hit rate among chosen thresholds for each indicator
as listed in Table 5.3. ’Del Func’ indicator is the second best in predicting commits introducing
regression. On the other side, indicator 7 is the best in predicting non-problematic commits but
fails in predicting any problematic commits, making it useless if applied solo. The second best
indicator based on dismiss rate is indicator 4 followed by indicator 2. The dismiss rate difference
between those indicators is about 4%, but the hit rate difference is about 51%. Hence, adopting
indicator 2 would be more applicable.
Choosing the threshold value should consider the balance between the two rates as they are conflicted. This flexibility of choosing the threshold gives developers the power to tune the predictor to
be strict but expensive or to be facile and consumes less testing time. Table 5.3 lists best balanced
rates values of all indicators.
Table 5.3: Hit and dismiss rates for specific indicators for chosen threshold values
Indicator

Threshold value

Hit Rate

Dismiss Rate

Del Func

20

0.66334

0.4577

New Func

44

0.56608

0.54918

Reached Del Func

2

0.2419

0.32962

Top Chg by Call

8

0.04239

0.59454

Top Call Chg by ≥ 10%

1

0.08479

0.49883

Top Chg Len

0.8%

0.68329

0.48623

Top Reached Chg Len

20%

0

.76032
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Indicators 3,4,5 seem to have very little room between hitting all the commits and none of the
commits, and indicators 6 and 7 quickly level out to a constant hit and dismiss rate. In contrast,
for indicators 1 and 2 the hit rate seems to decrease almost linearly as the threshold increases. The
best indicators, if considered individually, based on the balance between the two rates would be
indicators 2 and 6. Indicator 2 provides a hit rate less than indicator 6, yet indicator 6 provides a
worse dismissal rate.
Evaluating all threshold values for indicators gave us insights into developers’ practices that are
compromising software performance. For instance, adding functions, in general, without checking
their impact in terms of execution time is threatening software stability. We have noticed such
symptoms when adding 20 or more functions in one commit, whose message is shown in Figure
5.3. Moving such many functions is usually associated with significant refactoring. While some
of the functions are of low complexity, such as getters and setters, others may encapsulate the
newly introduced behavior, and so, they are brainy and highly dependent on other objects in the
system. In this commit, the developer moved some logic from one module to another. With such
refactoring activity, design metrics are typically affected, such as coupling. In this example, the
moved functionality served the purpose of reusability, as the expense of increasing its coupling
with the remaining system’s components, which engenders an increase in the system’s execution
time. Such an increase in coupling was captured by the ”Del Func” and ”New Func” indicators.
Therefore, the regression in commit ”f2c96ceb”4 was successfully detected by these two indicators.
Analysis and Discussion. As a result of evaluating the indicators separately, we have observed
a potential problem with the algorithm used by the paper. The authors developed a basic simple
greedy algorithm that, to summarize in one sentence, looks at each of the hits, and finds the
minimum disjunction of indicators with a hit rate of 1.0 with the best dismiss rate.
However, suppose a single hit entry has 0 values for all indicators due to how the algorithm is
written. In that case, the first indicator it chooses while trying to create a predictor will be any
indicator with a threshold of 0. A threshold of 0 trivially marks all commits as hits, and the
generated predictor will be one indicator with a threshold of 0. Thus, with this algorithm and data
as is, the system marks every commit as a hit, which is essentially the same as if the system had
never been run in the first place.
The fundamental issue with the greedy approach still applies if only some of the indicators are 0
and one of the indicators is very small. For example, if a row where every indicator metric value
is set to 0, except for ”Del Func” which is set to 1, then the algorithm will pick that ”Del Func”
4

https://tinyurl.com/aepw5jej
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Figure 5.3: Commit ”f2c96ceb” containing a strong variation of added and deleted functions, which
introduced a regression that was captured by Perphecy’s indicators

indicator and will wind up hitting a very large number of commits, thus reducing drastically the
precision while maximizing the recall.

5.3.4

RQ2. How eﬀicient is Perphecy’s prediction of performance regression
when considering indicators disjunction?

Due to the raised in RQ1, we conduct our RQ2 experiment (i.e., combination disjunction of indicators) with three sets of data: 1) the whole dataset, including rows containing indicators with all
zeros, 2) filtering out rows with all-zero values, and 3) rows containing indicators with any-zero
values. We show the construction of 3 predictors in the following.
Predictors Construction. We initially ran tests on 8596 commits. Over time, tests were added
and removed from the suite of performance tests, but in general, our range of commits begins with
11 tests and ends with 29 tests. Those tests are broken up into subtests, and the test result data
is reported for each subtest in terms of minutes, seconds, and milliseconds it took to complete the
tasks. We summed the subtest times to get a time duration for the test itself. Looking at all rows, a
class imbalance is shown as aforementioned. Hit results represent almost 2.84%, whereas dismisses
represent almost 97% of the whole data. This seems to be in line with the paper’s results - there
are proportionally very few commits that involve a significant performance regression.
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Additionally, it is noteworthy that 152,110 rows contained an indicator metric with a value of 0,
and there were 97,420 rows with all indicator metrics with a value of 0. This means that for more
than half of our ”commit, commit-1, benchmark” changes, no functions were added or deleted, the
static instruction length of any function was unchanged, and no function that was more than 10%
of the overhead for the benchmark was changed. Hence, this indicates that the vast majority of
these commits were minor changes in existing instructions, documentation additions, updates to
unit tests, and dependencies upgrades, which do not impact static function length. These findings
tell us that most commits do not contain performance related changes, and many of them are
atomic edits in non-critical sections of code that have no impact on the indicators.
Within the 97,420 results, which had metric indicator values of all zeros, 1184 rows (approx. 1.2%
of the ”all-zero” rows, and approx. 0.6% of all the rows) were actually registered as hits! Most
of these changes were still trivial - documentation changes, minor one line edits, and the like. We
attribute most of these results to noise in our data collection. However, we keep them as part of
our dataset because it is perfectly plausible for changes with no effect on our indicators to impact
performance. For example, if a third party library is updated, the new version of that library causes
a performance regression.
Results. In order to generate the predictor, we calculated the metrics for the indicators for each
of our commits, commit, and benchmark results, then we ran the Perphecy threshold algorithm to
output a predictor. When we ran Perphecy on the 176,667 ”commit, commit, benchmark” rows,
the generated predictor, which we label PR1, was { Del Func ≥ X: 0 } . This will trivially mark
every commit as a hit, giving a hit rate of 1.0 and a dismiss rate of 0.
Table 5.4: Hit and Dismiss Rates for the three different predictors
Predictor

All Values

No Zero Rows

No Zero Values

(Hit, Dismiss)

(Hit, Dismiss)

(Hit, Dismiss)

PR1

(1, 0)

(1, 0)

(1, 0)

PR2

(.764, .561)

(1, 0)

(1, 0)

PR3

(.645, .804)

(.844, .553)

(1, .007)

To get around this problem, we did two experiments: In the first, we removed all the entries from
our results for which every value for the indicators was 0. This gave us the predictor PR2, which
was { Del Func ≥ X: 1, New Func ≥ X: 1 }, and yet not acceptable. In the second series,
we removed all entries for which any value for the indicators was 0. This change generates an
33

Performance Regression Prediction Using Deterministic Approach

interesting predictor, namely PR3, which is { New Func ≥ X: 44, Top Chg by Call ≥ X%: 8%,
Reached Del Func ≥ X: 2, Top Reached Chg Len ≥ X%: 14%, Top Chg Len ≥ X%: 500% } . It is
worth reminding that the different indicators are handled as a disjunction; if any of these thresholds
are met, a hit is predicted for a performance regression. We evaluated each of these predictors on
the three different subsets of our data (all values dataset, zero values removed dataset, and one
zero value rows removed dataset). The results are shown in Table 5.4.

Figure 5.4: Hit and Dismiss Rates, for 3 Input Strategies, using 10-Folds
The main insight, extracted from Table 5.4 results, is: Any predictor constructed with the whole
dataset, including rows containing all indicator values as zeros, will flag everything as 1, and so, it
cannot be adopted. Intuitively, the existence of code change insensitive to the indicators used will
set their values to zero, regardless of whether they introduce performance regression. This explains
the existence of rows with all indicators values set to zero, and some are flagged as benign changes,
and others are flagged as problematic changes. Such conflict in the dataset will result in an invalid
predictor. Therefore, we need to only consider PR3, as the valid predictor, since it was trained on
a dataset with no conflicts (all conflicting rows were treated as noise, and so filtered).
This experiment has also shown the need for more metrics to serve as potential indicators, to
better profile commit changes. Our inclusion of 8596 commits has shown that many code changes
cannot be properly profiled with our current indicator set. Therefore, one of the main extensions of
this model should target the inclusion of a broader set of structural, static, and dynamic metrics.
In this context, a recent paper by Chen et al. [151] tackled the prediction of whether a test is
likely to detect a regression as a supervised learning problem. They used system-level metrics
and properties, extracted from the project’s Continuous Integration systems to develop a dataset
of known tests that were manifesting a regression. Their case study results show their ability to
perform a prediction that outperforms random classification accurately.
In the following research question, we challenge our best predictor construction model (i.e., PR3)
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using three different input strategies.

5.3.5

RQ3. How robust is Perphecy’s prediction of performance regression
when considering various input strategies?

Input Strategies Importance. To better understand the practical use of Perphecy, we also
perform the K-fold cross-validation, to evaluate three possible usage scenarios: 1) When a predictor
is created using one subset of changes e.g., one fold, then used throughout several upcoming commits
without updating the predictor. This challenges the reliability of the generated model over time
and shows whether it can maintain its performance. We label this predictor (Train=1/Test=All).
2) When a predictor is created and regularly updated, i.e., on each new cycle, the model of the
previous cycle is tossed, and a new model is built using the data of the previous cycle. This shows
the impact of remodeling the predictor using only the most recent data. We label this predictor
(Train=K/Test=K+1). 3) When a predictor is created and regularly updated using all cumulative
data, i.e., on each new cycle, the model of the previous cycle is tossed, and a new model is built
using the data of all previous cycles. This shows the impact of remodeling the predictor of all
previous commits. We label this predictor (Train=1..K/Test=K+1). To mimic a more realistic
environment, we used the ”All Values” dataset, containing all the rows without removing those
only containing zeros. We chronologically split the 8596 commits into 10 folds, making fold 1
containing the oldest commits all the way to fold 10 containing the most recent commits. Figure
5.4 plots the evolution of the three predictors’ hit rate and dismiss rate under comparison, using
10-folds. For the first scenario, we trained the first fold using the last fold. As for the two other
scenarios, since they strictly use anterior data as training, the first fold was used only for training,
and we reported their results starting from the second fold.
Results. As seen in Figure 5.4, the three predictors hit rates ranged between a maximum of 68%
and a minimum of 39%. As for dismiss rates, their values ranged between a maximum of 81%
and a minimum of 56%. For (Train=1/Test=All), we observe the degradation of its hit rate over
folds, especially starting from fold 6. This demonstrates how a predictor becomes outdated, and
it no longer captures the most recent characteristics of the regression introducing changes. As
we manually investigated the type of changes in fold 6, we noticed that most of the changes were
performed in a newly added module containing a set of source files that were not previously changed
in any of the previous folds, so they are unknown to the predictor. Although the predictor detected
few hits in fold 6 and the next ones, its performance has been gradually decreasing. A similar note
for the dismiss rate that was gradually decreasing due to the increase in the number of false positives.
35

Performance Regression Prediction Using Deterministic Approach

To better understand whether this is due to the type of newly introduced sources files or due to
other reasons that need further investigation, we observe the performance of (Train=K/Test=K+1)
over the folds and we notice that it was able to keep its hit rate at an average of 61% relatively. The
second predictor has also experienced a drop at fold 6, but its performance has been maintained
in the next folds, which explains the importance of data recency in performance regression. The
second predictor was successful in maintaining a better dismiss rate when compared with the first
predictor. As for (Train=1..K/Test=K+1), we notice that it also maintained a slight stable increase
in the hit rate over folds. This shows the importance of exposure to a wider variety of changes
across source files along with recency. This combination has the best result as the third predictor
scored the highest average hit rate and dismiss rate.
While the overall hit rate of Perphecy may seem average at 61%, more qualitative analysis is needed
to adequately evaluate it since there are cases where the Perphecy may seem to be falsely predicting
a performance regression. However, our manual analysis has found issues with the testing mechanisms. For instance, commit ”be3ac81f”5 was flagged problematic by Perphecy. However, looking
deeper into the details, we found that developers acknowledged the failure of one performance test,
which means a regression, because of a bug in the software, as shown in Figure 5.5.

Figure 5.5: Commit ”be3ac81f” message indicates that a code change has been done on files called
by a benchmark
5

https://tinyurl.com/4f57twzn

36

Performance Regression Prediction Using Deterministic Approach

5.4

Discussion

Through the large-scale analysis of Perphecy’s performance, we can see the usefulness of this tool
in fighting the spread of systems slowdowns by helping performance testing by flagging potential
problematic commits. Perphecy’s hit rate, when increased, reduces the intrusion of problematic
commits, and therefore it is essential to tune the learning algorithm to optimize that measurement.
As for Perphecy’s dismiss rate, it measures its ability to avoid testing non-problematic commits.
If we reflect on our findings, we can state first that predictors consisting of single indicators show
almost poor performances in ensuring satisfying tradeoffs of hit and dismiss rates when predicting
performance regression. When considering indicators solo, the best-achieved hit rate does not
exceed 0.683 with a dismiss rate of 0.48 (i.e., Top Chg Len ≥ 0.8 % according to Table 5.3).
Compared with Perphecy’s performance in the original paper (hit rate = 1 and dismiss rate ≃
0.8), it will be observable that Perphecy loses its prediction performance significantly when it is
large-scaled. The same statement is aﬀirmed on hit and dismiss rates even when a combination of
indicators is considered.
To discuss such findings, we should mention that in a learning context, problematic commits presenting the minority class have higher misclassification costs than the non-problematic ones because
missing a non-problematic commits implies one extra test, however missing a problematic commit
implies hindering the software performance and reverting all performed changes to search for the
problematic one. Hence, our interest should be accorded primarily to the hit rate without jeopardizing the dismiss rate. By evaluating separately the indicator performances, the fast fall of the hit
rates almost for all indicators means either there is a lack of data to learn predicting problematic
commits or the unreliability of these indicators to discriminate the problematic commits. Therefore, sampling strategies may be a promising research horizon since they can provide suﬀicient data
for the learning process.
Besides, the Perphecy’s thresholding strategy may not fit the data scarcity, which encourages
adopting more sophisticated strategies to handle data with important class imbalance ratios. The
rarity of the learning data makes Perphecy more sensitive to any changes. The evaluation of
predictors consisting of disjunctions of indicators proved an enhancement when compared with the
performances of individual indicators. However, according to Figure 5.3, the reported hit rates are
at most 70
The reliance on the hit and dismiss rates, as performance evaluation measures, is so close to the
Receiver Operator Characteristic (ROC) curves used to assess the classifier’s performance across a
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wide range of thresholds. As a reminder, ROC visually represents the tradeoff between Sensitivity
and Specificity. According to some studies [152,153], authors show that the ROC performance metric estimations may be unreliable for small-sample settings and class imbalance problems. Instead,
they prove that the Precision-Recall plots are more informative in such situations.
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Chapter 6

Search-based Detection of Code
Changes Introducing Performance
Regression
Detecting performance regression has been addressed by either deterministic or machine learning
approaches. From the previous chapter, we learned that the deterministic approach was limited
in exploring different indicators’ combinations and finding the threshold per indicator. Thus, we
present a search-based approach named PRICE, viewing the research problem as an optimization
problem. This work is published on SSBSE 2019 [73]. We extended the study by investigating
the value of search-based algorithms on the detection of performance regression. The extension is
published on Swarm and Evolutionary Computation [52]. Our collected dataset is available online
in our replication package 1 .

6.1

Generating detection models

This section provides a general overview of the proposed approach workflow by detailing the formulation of performance regression detection as a multi-objective optimization problem and how
we adopt an evolutionary search to solve it.
1

https://dshoaibi.github.io/PRICE/
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6.1.1

Approach Overview

Static Analysis

Static
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Compute
Metrics

Previous
Commits
Dynamic Analysis

Detection
Rule

Evolutionary
Algorithm

Extract
Static Data

Regression
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Dynamic
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New
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Dynamic
Data

Commits
Data
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Figure 6.1: Approach Overview.
The approach we designed finds the optimal rules detecting PeRformance Introducing CodE changes
(PRICE). As Figure 6.1 shows, PRICE comprises three main phases. The first phase is offline and
aims to collect data from history commits after running performance tests. Collected data are
then used to compute performance metrics applied lately in the rule generation phase. The metrics
of each commit are computed considering the data of that commit and the previous commit. It
reflects the changes made on the code from a performance perspective. Metrics were first introduced
at Perphecy work [19](Table 6.1). This research also considers additional low-cost static metrics
Detection Phase

obtained from every commit. Table 6.2 lists structural metrics computed using Understand tool
API. Additional information about data collection is presented in Chapter 5.
The addition of these metrics is to study the detection performance impact of static structural
metrics combined with the light-weight dynamic metrics.
Collected metrics are fed into the second phase to generate the rules based on the software history
40

Search-based Detection of Code Changes Introducing Performance Regression
Table 6.1: Dynamic Metrics and their Descriptions.
# Abbrev. Metric

Description

NDM

Number of Deleted Methods

NAM

Number of Added Methods

NDMB

Number of Deleted Methods
reached by the Benchmark
Overhead Percent of changed
top Called Functions
Overhead percent of top called
functions that was changed by
more than 10% of its static instruction length
The Highest Percent static
Function Length change
The Highest Percent static
Function Length change that is
called by the Benchmark

The removal of methods, due to refactorings, or change of
functionalities, might lead to changes on the class call graph ,
and so in its performance
Creating new functions might infer that a new functionality
has been added to the software that may affect performance.
Software performance might be affected if a deleted function
was included on benchmark execution.
Functions with high benchmark processing time might introduce performance regression if altered.
Changes more than 10% on functions with high benchmark
processing time are more risky than other changes.

OPCF
OPCF10

HPFL
HPFLB

The size increase of changed function portions to the function
size increases the risk.
The size increase of changed function Portions called by benchmark to the function size increases the risk.

data. Rule generation is formulated as a multi-objective optimization problem with two objectives:
increasing the detection of problematic commits and lowering miss classification of non-problematic
commits. The search space of this optimization problem contains rules with different metrics
combinations where each metric is associated with a value. In this study, we considered seven
metrics from a previous study [19]. We also consider 35 static structural metrics. During the
search process, the search space for each metric value is bounded by the collected minimum and
maximum values from the data collection phase. This procedure is to limit extreme values and
excludes non-realistic rules.
Detection rules generated in the second phase are used in the detection phase on every commit.
Developers apply generated rules on each commit to examine whether to run benchmark testing.
When benchmark testing is applied on a commit, dynamic metrics generated from the commit
are stored in the database to help update detection rules in the future when the rule is no longer
providing good predictions.
Search-based approaches are very time-consuming. However, the approach runs evolutionary algorithms occasionally and offline to generate rules for future code versions. The rules generated
are applied after every code change. This makes it light-weight and cost-effective. Besides, the
profiling implemented on every code change is static, which is also not time-consuming.

41

Search-based Detection of Code Changes Introducing Performance Regression

Table 6.2: Static Metrics and their Descriptions.
# Abbrev.

Metric

Description

AltAvgLineBlank

Average Number of Blank Lines Computes the average number of blank lines of all functions and
methods.
AltAvgLineCode
Average Number of Code Lines Computes the average number of source code lines of all functions
and methods including inactive regions.
AltAvgLineComment
Average Number of Comment Computes the average number of Comment lines of all functions
Lines
and methods including inactive regions.
AltCountLineBlank
Number of Blank Lines
Computes the number of blank lines of all functions and methods
including inactive regions.
AltCountLineCode
Number of Code Lines
Computes the number of source code lines of all functions and
methods including inactive regions.
AltCountLineComment Number of Comment Lines
Computes the number of Comment lines of all functions and methods including inactive regions.
AvgCyclomatic
Average Cyclomatic Complexity Computes the average of cyclomatic complexity for all functions
and methods.
AvgCyclomaticModified Average Modified Cyclomatic Computes the average modified cyclomatic complexity for all funcComplexity
tions and methods.
AvgCyclomaticStrict
Average Strict Cyclomatic Com- Computes the average strict cyclomatic complexity for all funcplexity
tions and methods.
AvgEssential
Average Essential Cyclomatic Computes the average essential complexity for all functions and
Complexity
methods.
AvgLine
Average Number of Lines
Computes the average number of lines for all functions and methods.
AvgLineBlank
Average Number of Blank Lines Computes the average number of blank lines for all functions and
methods.
AvgLineCode
Average Number of Code Lines Computes the average number of blank lines for all functions and
methods.
AvgLineComment
Average Number of Comment Computes the average number of comment lines for all functions
Lines
and methods.
CountLine
Number of physical lines
Counts the number of all lines.
CountLineBlank
Number of blank lines of code
Counts the number of blank lines.
CountLineCode
Number of source code lines
Counts the number of code lines.
CountLineCodeDecl
Declarative lines of code
Counts the number of code lines containing declaration.
CountLineCodeExe
Executable Lines of Code
Counts the number of lines containing executable code.
CountLineComment
Comments lines
Computes the number of comment lines.
CountLineInactive
Inactive Lines
Counts the number of inactive lines.
CountLinePreprocessor Preprocessor Lines
Count the number of preprocessor lines.
CountSemicolon
Semicolons
Counts the number of semicolons.
CountStmt
Statements
Count the number of statements.
CountStmtDecl
Declarative Statements
Counts the number of declarative statements.
CountStmtEmpty
Empty Statements
Counts the number of empty statements.
CountStmtExe
Executable Statements
Counts the number of executable statements.
SumCyclomatic
Sum Cyclomatic Complexity
Computes the sum of cyclomatic complexity of all methods and
functions.
SumCyclomaticModified Sum Modified Cyclomatic Com- Computes the sum of modified cyclomatic complexity of all methplexity
ods and functions.
SumCyclomaticStrict
Sum Strict Cyclomatic Complex- Computes the sum of strict cyclomatic complexity of all methods
ity
and functions.
SumEssential
Sum Essential Complexity
Computes the sum of essential complexity of all methods and functions.
MaxCyclomatic
Max Cyclomatic Complexity
Computes the maximum cyclomatic complexity of methods and
functions.
MaxCyclomaticModified Max Modified Cyclomatic Com- Computes the maximum modified cyclomatic complexity of methplexity
ods and functions.
MaxCyclomaticStrict
Max Strict Cyclomatic Complex- Computes the maximum strict cyclomatic complexity of methods
ity
and functions.
MaxNesting
Nesting
Computes the maximum nesting level of control constructs.
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6.1.2

Solution Representation

Solutions are represented as trees where terminals, leaf nodes, are metrics or threshold values
assigned to each metric. Primitives, internal nodes, are logical operators comparing metrics and
their threshold values or connecting between tree branches to form a detection rule. The following
rule is an example of rules applied in our application. Figure 6.2 illustrates the example rule as a
tree-based rule.

(((( OPCF10 > 5.79% ) AND ( NDM < 74 )) OR ( NDMB < 52 )) AND (( NAM > 120 ) AND ( HPFL < 0.65% )))

A tree might contain all or part of the metrics depending on the fitness it provides during the
evolution process.
Primitive nodes connecting metrics and their threshold are comparative operators only. Tree depth
and the number of levels are controlled by the number of metrics used for training to prevent
generating rules with redundant or conflicting branches. The minimum tree depth is log2 (number
of metrics) and the maximum depth would be log2 (number of metrics) + 2. Knowing that there is
no duplication in metrics. The initial population is randomly generated using the above constraints
too. One additional constraint on the initial population bounds the minimum number of metrics
in a solution to 2, where the maximum number of used metrics is not bounded.

AND

OR

AND

AND

>
OPCF10

<
<

5.79%

NDM

NDMB

>
52

NAM

<
120

HPFL

0.65%

74

Figure 6.2: An example of a rule represented as a tree-based rule.
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6.1.3

Solution Evaluation

Solutions are evaluated using two objective functions, namely hit and dismiss rates.

• Hit rate: is the objective function used to measure the number of detected problematic
commits with respect to the total number of commits introducing performance regression.
The hit rate of a candidate solution s is calculated as follows:

Hit(s) =

|Hp ∩ H|
∈ [0, 1]
|H|

(6.1)

where Hp is the number of correctly detected commits introducing performance regression,
and H is the total number of actual regression commits.
• Dismiss rate: is the objective function used to calculate the number of correctly classified
stable commits with respect to the total number of stable, i.e., not problematic, commits.
The dismiss rate of a candidate solution s is calculated as follows:

Dismiss(s) =

|Dp ∩ D|
∈ [0, 1]
|D|

(6.2)

where Dp is the number of detected stable commits, and D is the number of actual stable
commits.

Rates values are between 0 and 1, where 1 for hit rate indicates that all commits encountering
regression have been detected. Those rates cannot be used individually in the search process
because this might lead the evolutionary algorithm to converge towards rules with extreme values,
i.e., rules that consider all commits introducing regression to have hit rate equal to 1 or rules that
consider all commits stable to have a dismiss rate of 1. This is inappropriate for our problem
instance, as both rates should be balanced during the search process.
For a solution to be considered optimal, it needs to achieve a hit score of 1, and a dismiss score of
1.
This is the rationale behind our multi-objective formulation of this problem. To assess the conflict
among both objectives, we have performed the following initial experiment: we consider a fitness
function that only optimizes the hit rate, and we monitor the evolution of the fitness function as
it increases, along with measuring its impact on the dismiss rate. As illustrated in Figure 6.3, we
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notice that the increase in the hit rate triggers a decrease in the dismiss rate at some point in space.
So, an appropriate formulation needs to optimize both conflicting objectives simultaneously and
search for solutions providing a trade-off between both objectives, i.e., hit and dismiss rates.

6.1.4

Solution Evolution

In this context, solutions are represented as trees instead of chromosomes as a response to the
problem’s nature. Crossover operation is implemented by swapping tree branches to simulate
chromosomes crossover. Figure 6.4 depicts an example of the crossover operator. One constraint
has been defined when choosing the crossover point to keep the solutions structure valid and not
deformed. The constraint consists of excluding points close to terminal nodes. The lowest level
crossover point should be higher than the level of the comparative nodes, i.e., between metrics and
their values. Trees containing nodes with duplicated metrics are excluded because the tree branches
containing those nodes violate our solution representation
In our solution representation, genes are nodes of different types. As a result, the value of a mutated
gene depends on its type. For example, if a logical operator is selected, its value will be mutated
to be any other logical operator. We bounded threshold values to the collected data domain of
the same metric to prevent having outlier solutions. Figure 6.5 provides an example of mutating a
threshold value node of the NDMB metric. The node value after mutation should not exceed the
range of collected values of the same metric.
Choice of the final solution. Multi-objective evolutionary algorithms provide a set of solutions
that are Pareto-equivalent. The choice of which solution to adopt depends on user preferences.
Software testers, the user, in this case, have the flexibility to pick a solution with a high hit rate
in cases where all code changes introducing performance regression should be handled regardless
of how many tests are conducted. In scenarios where testing cost is critical, software testers are
advised to pick solutions with a high dismissal rate as the number of safe commits is much higher
than problematic ones.

6.2

Experimental Setting

The proposed approach has been implemented using several evolutionary algorithms that are known
to have good performance on similar software engineering problems [87, 154–156], including IBEA
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Figure 6.3: The variation of dismiss objective values when the hit objective is optimized.

[33], RVEA [34], NSGA-II [29], I-DBEA [32],PESA-II [30], SPEA2 [31]. IBEA algorithm was chosen
because it aim to find a group of non-dominated solutions presenting the highest coverage volume.
IBEA set of solutions is expected to have better convergence toward the optimal solution and
to be diverse. PESA-II adopts different strategies to discover new solutions in the search space.
It avoids selecting solutions occupying the same divisions in the search space to maintain high
coverage. SPEA2 and NSGA-II are based on Pareto dominance along with different techniques such
as crowding and fitness sharing. Both algorithms consider the scalability aspect during evolution.
I-DBEA considers diversity by measuring the distance between solutions and the reference vector.
RVEA is balancing between convergence and diversity using a termed angle-penalized distance.
The algorithm providing the best results is being compared later with a deterministic approach
and a supervised machine learning algorithm. We used the evolutionary algorithms to generate
detection rules based on mono and multi-objective formulations, and the results were compared.
Moreover, we experimented with assessing the validity of the generated detection rules with the
system’s evolution to gain more insights into the longevity of such detection rules over time. In the
following, we describe the research questions and the experimental setting.
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Figure 6.4: Crossover operator.
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Figure 6.5: Mutation example.

6.2.1

Research Questions

We designed our experiments to answer the following research questions:

RQ1. What is the impact of including static metrics on the detection performance?
Motivation.

Static metrics are low-cost and provide up-to-date structural facts about code

changes.
This research question is investigating the use of static metrics along with light-weight dynamic
metrics used in previous studies [19] [73].
Approach. Studying the impact of static metrics on enhancing the detection of regression starts
by collecting metrics and then applying a feature selection technique. Feature selection techniques
on software metrics exclude irrelevant metrics and metrics highly correlated among themselves.
AutoSpearman feature selection approach: We applied AutoSpearman selection approach as
it is found to provide high consistency on software engineering applications [157] [158]. This selection approach is hybrid as it combines filter-based and wrapper-based techniques. Autospearman
measures the correlation between metrics using the low-cost filter-based Spearman rank correlation
test to exclude the highly correlated metrics. Then Variance Inflation Factor (VIF) is applied to
the remaining metrics. Below is a detailed description of every step:
• Selection based on Spearman ranking: The method applied to Autospearman approach to
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exclude correlated metrics is by measuring the correlation coeﬀicient between every pair of
metrics. A correlation rank between two metrics higher or equal to 0.7 is considered a high
correlation. After measuring the correlation between all metrics, pairs are ranked descendingly
based on the correlation coeﬀicient. One metric from the highest pair will be excluded based
on the average value of that metric correlation with the rest metrics. The metric has a lower
average correlation kept. Moreover, all metrics correlating with the excluded one higher than
0.7 were also excluded. This process is repeated till all pairs are correlating less than 0.7.
• Selection based on Variance Inflation Factor (VIF): The magnitude of multicollinearity of
the remaining metrics after applying Spearman ranking is measured. AutoSpearman uses
Variance Inflation Factor with a threshold value of 5. Metrics of VIF values higher than 5
are excluded. In detail, this step starts by constructing a classification model using a subset
of the metrics from the first step. The classifier is then evaluated based on the performance.
The subset of VIF values lower than 5 for all metrics is chosen.
The experiments apply the six evolutionary algorithms (i. e. IBEA, NSGA-II, PESA-II, SPEA2,
I-DBEA and RVEA). We used a 10-fold cross-validation [159]. The dataset is split into ten folds,
where nine folds used for training and one for testing. The number of runs on every fold is 30 per
algorithm. The total number or runs is 6 ∗ 10 ∗ 30. The evaluation metrics are hit rate, dismiss
rate, and F-measure.

RQ2. How do different multi-objective evolutionary algorithms perform in detecting
regression performance introducing commits?
Motivation. Solution set evolution in multi-objective evolutionary algorithms varies depending on
selection schemes, variation operations, and problem instances. Therefore, it is essential to conduct
a comparative study to find the most appropriate search algorithm.
Approach. To find the algorithm with the highest performance for our research problem, we run
six algorithms IBEA [33], NSGA-II [29], PESA-II [30], SPEA2 [31], I-DBEA [32], and RVEA [34] on
the same dataset. We also run experiments on a variation of NSGA-II that implements a different
crowding distance measurement. Generally, crowding distance is calculated during the selection
stage to improve population diversity. Yue et al. [160] proposed an improved crowding distance
measurement that considers all individual neighbors rather than only neighbors of the same Pareto
rank. We named the NSGA-II variation using the improved crowding distance the NSGA-II_ICD.
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Performance metrics of all algorithms were collected for comparison later. The performance of each
algorithm is measured using the Hypervolume (HV) metric to reflect the diversity of the solutions.
The hypervolume was applied in different Software optimization applications [87,122,154,156,161].
• Hypervolume (HV): This metric computes the subspace volume covered by the optimization
problem approximation set. It measures how solutions evolved to reach the approximation set.
High hypervolume values indicate better approximation set performance. To compare between
algorithms, we chose the hypervolume as an indicator of diversity and convergence besides
providing sensitive results to any improvement or change in the Pareto dominance [162].
Calculating the hypervolume requires defining reference points that are the worst obtained
values of each objective from the non-dominated solutions [163].
• Reference point: Computing the subspace volume requires defining a reference point. The
area between the reference point and the approximation set is then the hypervolume. The
reference point could be the Nadir point which is the worse objective set [164] [163], 0 hit
rate and 0 dismiss rate in our case. Ishibuchi et al. [165] argue that Nadir point reduces the
contribution of extreme solutions. Thus they propose using a reference point worse than the
Nadir point and calculated based on the number of solutions to guarantee fair contribution
of all solutions. In our application, extreme solutions (very low hit or dismiss rate) are not
preferable as they lead to rigorous testing of almost every code change or tolerant testing
that would pass almost every code change without testing. As a result, extreme solutions’
contribution to the hypervolume should be limited. We defined the reference point to be the
worst obtained values of each objective from the approximation set.
The worst obtained values are mostly equal to the Nadir point except in rare cases where it
would be nearly zero.
Other performance metrics such as Generational Distance (GD) and Inverted Generational
Distance (IGD) [166] require a reference set of a uniformly distributed solution for calculation.
Nevertheless, this reference set is unavailable in our application, and there are many non-ideal
problems. We decided not to use them because the lack of the reference set will produce
inaccurate values. [162]
We used a 10-fold cross-validation [159]. We split our dataset into ten folds, where nine folds used
for training and one for testing. The number of runs per algorithm is 300. The comparison was
conducted between all generated rules regardless of which fold it was obtained from. We compared
algorithms using statistically parametric tests because the algorithms used are stochastic [167]. We
applied statistical analysis on collected performance metrics to determine whether the difference
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between algorithms is statistically significant. Mann-Whitney U test [168] was applied between
every pair of algorithms with a significance level of 0.05. P-values greater than 0.05 supports the
hypothesis that results from the pair are not significantly different. To measure the enhancement
^ 12 measure [169]. A
^ 12 values less than 0.5 means
value of an algorithm, we used Vargha-Delaney A
^ 12 values more than 0.5 means
the first pair’s algorithm has lower performance metrics values. A
^ 12 of 0.5 means the
the first algorithm in the pair has higher performance metrics values where A
^ 12 measure was found to
performance of both algorithms is the same. The use of Vargha-Delaney A
be effective in comparing search-based algorithms [170, 171].

RQ3. To what extent does PRICE provide better regression detection compared to
state-of-the-art techniques?
Motivation. To better assess the effectiveness of multi-objective search-based formulation, a
comparison with baseline approaches that are not based on optimization algorithms would be
important. Such comparison will provide insights into our approach’s advantages and limitations.
Approach. The winning multi-objective evolutionary algorithm among the assessed algorithms
for our multi-objective formulation needs to be compared with a state-of-the-art deterministic
approach called Perphecy [19] and Boosted Decision Tree (BDT) [172]. BDT was chosen to test
the feasibility of modeling the performance regression introducing the commits problem as a nonparametric binary classification. Other classifiers were built as SVM, Decision forest, and Bayes
point, but BDT presented the best detection performance among them. Perphecy was chosen since
it proves to have good results besides being available online. Perphecy approach also finds the best
detection rule deterministically. The threshold values were determined using a greedy algorithm.
The algorithm tests the range of threshold values obtained from collected data for every indicator
separately and chooses the one providing the highest hit. The comparison was based on hit and
dismiss rates and F-measure

F − measure =

2 ∗ Hit(s) ∗ Dismiss(s)
∈ [0, 1]
Hit(s) + Dismiss(s)

(6.3)

The dataset was arranged chronologically and then split into 10 folds, where the first fold includes
the earliest commits set, and the tenth fold includes the latest commits set.
Afterward, we applied 10-fold cross-validation. Due to the stochastic nature of evolutionary algorithms, each iteration is repeated 30 times (for the same training and testing folds on that iteration),
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with a total 300 runs. Moreover, we observe that the number of problematic commits, i.e., regression performance introducing commits, is not equally distributed across all folds because they were
divided in chronological order. Nevertheless, the proportion used in training has the majority of
folds; thus, the number of problematic commits used for training is significantly larger than the
one in the fold left for testing. Such a scenario is closer to what happens in practice.

RQ4. How does mono-objective search perform compared to multi-objective search
for the performance regression detection problem?
Motivation. The multi-objective search aims at finding a trade-off between the two considered
objectives, hit and dismiss. A mono-objective search typically uses a single fitness function that
is obtained by the aggregation of both objectives. A comparison is essential to assess whether the
detection rules provided by the multi-objective formulation can achieve a better trade-off between
hit and dismiss rates than a mono-objective search. Otherwise, adopting a multi-objective search
for this problem instance is no benefit.
Approach. Multi-objective problems could be mapped into a single objective problem by combining objectives into a single objective. In our experiments for RQ4, we combine hit and dismiss
rates objectives using F-measure (harmonic mean of both). This experiment aims to compare the
detection eﬀiciency of mono-objective and multi-objective generated rules.

RQ5. To what extent do the generated rules maintain their performance as the
software evolves over time?
Motivation. Performance regression detection rules are generated from a current software version
and applied to new code changes. Further code changes might include new features, deleting
existing ones, fixing bugs, or changing different software artifacts. As software evolves, generated
rules for a given system version might not be eﬀicient enough to detect performance regression
introduced by these new code changes. This research question aims to assess the robustness of the
detection rules over time.
Approach. To simulate such a scenario, commits are sorted chronologically and split into 10 folds.
Rules are generated from earlier folds and tested on the latest folds separately. This setting shows
if rules are obsoleting or continue performing well over time.
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Table 6.3: Parameters configurations for selected algorithms.
Parameter

6.2.2

NSGA-II PESA-II SPEA2 I-DBEA IBEA

RVEA

Initial population size 100

100

100

100

100

100

Archive size

-

100

-

-

100

-

Indicator

-

-

-

-

Hypervolume -

Bisections

-

8

-

-

-

-

k niching parameter -

-

5

-

-

-

Outer divisions

-

-

-

40

-

-

Inner divisions

-

-

-

0

-

-

Mutation rate

0.2

0.2

0.2

0.2

0.2

0.2

Crossover rate

0.8

0.8

0.8

0.8

0.8

0.8

Parameter Settings

The configuration parameters of evolutionary algorithms are essential to reach the desired performance. For all algorithms under comparison, we allow their tuning based on trial and error, and
we keep track of parameters that score the highest performance for each algorithm. Algorithms
parameters were defined by testing different values, and we chose the ones providing the best performance. For SPEA2, the crowding is measured by the distance to the k-th nearest neighbor. The
best k value on the data set used was 5. This is inferred by testing different k values starting from
1, to 20. For IBEA, solution quality was evaluated using indicator functions rather than Pareto
dominance. In this study, we used the hypervolume to seek a better approximation set.
As for NSGA-II, the population size was set to 100, allowing 10,000 iterations, similar to the
previous algorithms. Parent selection was performed using the binary tournament selection without
replacement.
The Perphecy approach [19] for performance regression test selection is a deterministic technique
that uses a set of collected metrics from the commits history to find the best rules predicting future
performance regression code changes. Metrics are treated as indicators of performance regression.
The threshold values of these indicators used in the rule are determined prior to the rule search
stage by trying each indicator’s different individual values and choosing the one that provides the
highest hit and dismiss rates. We use threshold values for each metric of Git project presented
in Table 6.4.The threshold values were determined using a greedy algorithm presented in [19].
The algorithm tests the range of threshold values obtained from collected data for every indicator
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Table 6.4: Indicators threshold values calculated individually by trying all possible values and
choosing the one that provides highest hit and dismiss rate
Indicator

Threshold value

Number of Deleted Functions

20

Number of New Functions

44

Number of Deleted Functions reached by the bench-mar

0.553

The percent overhead of the top most called function that was changed

0.597

The percent overhead of the top most called function that was changed by more than 10% of its static instruction length

30

The highest percent static function length change

500%

The highest percent static function length change that is called by the benchmark

14%

Table 6.5: Selected structural static metrics after applying AutoSpearman approach. The output
of step 2 is a subgroup of input metrics and found to be not correlated with each other.
Step 1

Step 2

Spearman’s correlation

Variance Inflation Factor (VIF)

CountStmtEmpty

CountStmtEmpty

SumEssential

SumEssential

MaxCyclomatic

MaxCyclomatic

AvgLineComment

AvgLineComment

AvgEssential
AvgCyclomaticStrict
AltAvgLineBlank
MaxNesting
MaxCyclomaticStrict

separately and chooses the one providing the highest hit.

6.3

Results

This section reports and discusses the experimental results to answer each research question.
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6.3.1

RQ1. What is the impact of including static metrics on the detection
performance?

To find the impact of including static metrics in detecting regression, we created three datasets.
One dataset contains the seven metrics applied in previous studies [19] [73]. The dataset is a
combination of light-weight dynamic metrics and static metrics. The second dataset adds 35 static
structural metrics to the first dataset. The third dataset includes only non-correlated metrics
among the static 35 metrics added to the first dataset. To build the extended datasets (second
and third), 1) we extracted the same commits in the first dataset; 2) then, for each commit i, we
locate its precedent commit i-1; 3) we check out the source code corresponding to commit i and
commit i-1; 4) select the files that have been changed in commit i and commit i-1; 4) calculate their
structural metrics; 5) we calculate the difference of metrics values between commit i and commit
i-1. This procedure allows us to capture the variation of metrics introduced by commit i, compared
with its predecessor commit i-1.
To find the non-correlated static metrics, we applied AutoSpearman as explained in Section 6.2.1.
Table 6.5 shows the selected metrics after applying the two steps of AutoSpearman feature selection
approach. Step 1 selects 9 metrics from the input 35 metrics. This indicates that most static metrics
are highly correlated and, therefore, not helpful and discarded. The remaining 9 metrics are fed
into step 2, which is a wrapper-based feature selection using Variance Inflation Factor analysis
(VIF). Then a VIF threshold of 5 is applied to identify multicollinearity. The metrics group listed
in the table all have VIF values less than 5.
We formulate the comparison between the three datasets based on hypothesis 1.
Hypothesis 1 The inclusion of static metrics will enhance the performance regression detection.
The null hypothesis is defined as follows:
Null Hypothesis 1 The inclusion of static metrics has no significant impact on performance.
While non-dominated Pareto solutions provided by every algorithm are equivalent in terms of
quality, they provide various tradeoffs in terms of hit and dismiss rates. As detecting both rates
is crucial in our application, we calculate the F-measure of all solutions and pick the ones with
the highest F-measure. Evolutionary algorithms are stochastic, and some runs might output very
optimistic solutions. For that, we exclude all outliers. In some cases, multiple solutions have the
same F-measure with different hit and dismiss rates.
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We pick solutions with a higher hit rate as the cost of finding a problematic commit during maintenance is higher.
Solutions from different datasets and algorithms are picked from every fold based on the balance
between hit and dismiss rates, using the F-measure as explained earlier. The detection performance
of every dataset available online

2

and the supplemental file. In general, we observe that non-

correlated static metrics and all static metrics are not adding any enhancement to most algorithms.
Some algorithms, such as IBEA, experienced an improvement in the hit rate on the non-correlated
dataset. However, this improvement comes at the expense of degrading the dismiss rate. Moreover,
The average hit rate improvement across all folds of the non-correlated dataset did not go beyond
1%.

Finding: Static structural metrics did not add enhancement to the light-weight dynamic
metrics suite detection performance.
Implication: The finding suggests using metrics reflecting the dynamic code changes.

6.3.2

RQ2. How do different multi-objective evolutionary algorithms perform
in searching for detection rules?

To compare between values of EAs performance metric (i.e., hypervolume), we report the p-values
of each metric to decide whether the difference between algorithms is statistically significant. So,
we perform the such comparison using the Mann-Whitney U test [168], a non-parametric test that
checks continuous or ordinal data for a significant difference between two independent groups. The
hypervolume values of each algorithm are independent of the values of other algorithms. Hence,
the Mann-Whitney U test is applicable. The enhancement level of an algorithm is measured using
Vargha-Delaney A measure [169]. We formulate the comparison by defining the null and alternate
hypothesis as follows, for each pair of algorithms, for a given performance indicator:
Hypothesis 2 The difference in the distribution of performance indicator values is statistically
significant.

Thus, the null hypothesis is defined as follows:
2

https://dshoaibi.github.io/PRICE/
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Table 6.6: Results of comparing the performance of chosen EAs using the hypervolume.
Hypervolume (HV)
Algorithm A

NSGA-II_ICD

NSGA-II

P-value
^ 12
A

NSGA-II_ICD

P-value
^ 12
A

PESA-II

P-value
^ 12
A

SPEA2

P-value
^ 12
A

I-DBEA

P-value
^ 12
A

IBEA

P-value
^ 12
A

0.1888
0.469
(negligible)

Algorithm B
PESA-II
SPEA2
< 2.2E-16
0.7147889
(medium)
< 2.2E-16
0.7480944
(large)

2.603E-07
0.6204278
(small)
1.473E-11
0.6592444
(small)
3.644E-09
0.3865222
(small)

I-DBEA

IBEA

RVEA

6.011E-09
0.6303778
(small)
3.433E-12
0.6641556
(small)
0.008799
0.4298667
(small)
0.06522
0.5339778
(negligible)

< 2.2E-16
0.2877333
(medium)
< 2.2E-16
0.3077556
(medium)
<2.2E-16
0.1404
(large)
<2.2E-16
0.1949667
(large)
<2.2E-16
0.2141833
(medium)

< 2.2E-16
0.7103222
(medium)
< 2.2E-16
0.7198889
(medium)
2.368E-16
0.6409111
(small)
<2.2E-16
0.6734778
(medium)
<2.2E-16
0.6722889
(medium)
<2.2E-1600
0.7949667
(medium)

^ 12 of pair algorithms A and B.
Table 6.7: Guidelines for interpreting A
Effect

Effect Size Range

Direction

Negligible

Small

Medium

Large

^ 12 Algorithm A out performing
A
^ 12 Algorithm B out performing
A

[0.5 - 0.55]

[0.56 - 0.63]

[0.64 - 0.79]

[0.8 - 1]

[0.46 - 0.5]

[0.37 - 0.45]

[0.21 -0.36]

[0-0.2]
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Null Hypothesis 2 The difference in the distribution of performance indicator values is not statistically significant.
From p-values in Table 6.6, we can see that NSGA-II performs statically differently than the rest
algorithms. This finding is based on the truth that p-values of all algorithms compared with
NSGA-II were less than 0.05. The same applied to all algorithms except SPEA2 and I-DBEA. It is
found that there is no statistical difference between them. NSGA-II_ICD solutions did not show a
statistical difference than original NSGA-II. However, a negligible enhancement in the hypervolume
is detected, as shown in Table 6.6.
^ 12 [169] helps to figure out the effect size and direction. Table 6.7 presents guidelines to interpret
A
^ 12 . Values larger than 0.5 indicate that algorithm A performs better than algorithm B with
A
^ 12 less than 0.5 indicates that
different ranges, starting from negligible to large. Vice versa, A
algorithm B outperforms algorithm A, where effect size varies depending on the value. IBEA
algorithm was found to outperform all other algorithms with great effect sizes (i.e., medium and
large). Figure 6.6 confirms this finding by showing that the box plot of IBEA is higher than other
box plots. More specifically, the median is larger than all algorithms’ upper quartiles.
For more insights about the generated solutions, we present, in Figure 6.7, one Pareto front from
every algorithm obtained from one run. As shown, RVEA and I-DBEA provide the worse convergence, whereas NSGA-II, SPEA2, PESA-II, and IBEA provide a better convergence that increases
hypervolume. The hypervolume of IBEA solutions is found to be larger, showing that solutions
tend to evolve more from the reference point toward the maximization of both objectives.

Finding: IBEA outperforms other evolutionary algorithms, namely PESA-II, SPEA2,
I-DBEA, NSGA-II and RVEA for hypervolume performance indicator.
Implication: IBEA provides solutions with better convergence toward maximizing conflicted objectives, hit and dismiss rates.

6.3.3

RQ3. To what extent does PRICE provide better regression detection
compared with state-of-the-art techniques?

We found from the previous research question that IBEA surpasses other evolutionary algorithms
in terms of hypervolume performance metric. In this research question, we compare PRICE per58
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Figure 6.6: Algorithms performance in terms of hypervolume.

formance (represented by IBEA) with Boosted Decision Tree (BDT) and Perphecy. As explained
in the previous section, we perform this comparative study using the 10 cross-fold validation by
keeping one fold for testing and the remaining folds for training. So, each algorithm generates its
corresponding detection rule using the training set, and then we evaluate it using the testing set.
We report the evaluation results of the detection, for each algorithm, on each fold, in terms of
hit and dismiss rates, along with F-Measure. Figures 6.8, 6.9 enumerates the correctly classified
problematic commits (hit rate), and the correctly avoided commits (dismiss rate). In Figure 6.8,
we notice that the hit rate of BDT is significantly lower than the two other algorithms. Its best
value was roughly 30%. BDT is over-optimistically classifying problematic commits along with
non-problematic commits. Such greedy classification increased its dismiss rate by more than 80%.
This observation is caused by the severe imbalance between representations of the two classes. A
closer look at the distribution of problematic commits among the dataset shows that they represent around 4% of the overall commit set. While such class imbalance is challenging for binary
classifiers, it practically simulates real-world scenarios in which performance regression introducing
code changes are rare but lethal to the quality of software [138].
As for Perphecy, this algorithm generates a detection rule through the deterministic combination of
metrics thresholds. It starts with iterating through each metric and finds the threshold that scores
the best hit and dismiss rates. Then, it explores various combinations of these metric thresholds
and keeps the one with the highest performance. Perphecy’s performance is outperforming BDT,
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Figure 6.7: Obtained Pareto front solutions by all algorithms.

as the scored hit rate, across folds, starts from 39%, all the way to 72%. Perphecy’s dismiss rate
varies from 42% to 58% at the highest. While Perphecy’s dismiss rate seems lower than BDT’s, its
overall performance significantly outperforms BDT, in terms of F-Measure, which can reach 68%,
compared to BDT’s best F-Measure of 17% .
As for PRICE, its hit rate varies from 46%, to 1%. On average, PRICE hit rate was 20% higher
than Perphecy’s hit rate. The same applies on dismiss rate; we observe that PRICE dismiss rate
is between 16% and 98%. On average, PRICE dismiss rate was higher than Perphecy’s dismiss
rate. The breakdown between the two competing algorithms was the F-Measure. Figure 6.10
enumerates the F-Measure of PRICE, ranging from 28%, to 85%, outperforming Perphecy, across
all folds, except for fold number 6. PRICE out-performance is linked to its evolutionary nature of
mutating threshold values while evolving its solution’s decision tree, along with the enabled global
exploration for a higher number of potential competing rules during its evolutionary process.
To show a concrete example of a problematic commit, Figure 6.11 shows the git diff of a randomly
selected problematic commit with its previous commit. As shown in Figure 6.11, the deleted lines
of code (in red) is the conventional operation of assigning a value to a particular index of an array
which is a fast way of adding values in an array. This operation was replaced, as shown in the added
lines (in green), by adding the values through a function call and passing the value to be added as an
argument. The newly introduced function argv_array_push() is performing nested function calls,
while the code of the previous version (in red) was actually setting the command directly to the
arguments array, which is obviously less expensive than traversing the array and appending at the
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Figure 6.8: Hit Rate of Boosted Decision Tree, Perphecy and PRICE, on 10-folds.
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Figure 6.9: Dismiss Rate of Boosted Decision Tree, Perphecy and PRICE, on 10-folds.
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Figure 6.10: F-measure of Boosted Decision Tree, Perphecy and PRICE, on 10-folds.

Figure 6.11: An example of performance regression introducing code change.

end. The nested function call is further ahead, making calls to a function called ALLOC_GROW,
which sets a null-terminated array in the command array. ALLOC_GROW dynamically allocates
the array, making the call for reading the array size and traversing it. If we compare the removed
and added code, the added code is safer since it does not trigger any null pointer exception, but
on the other hand, it is much more expensive because of the nested function calls. If scheduling
regression tests were using a straightforward heuristic like Lines Of Code (LOC), the above-shown
code would not trigger any flags as there is no addition of new lines of code. In comparison, the
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newly introduced statements are expensive since each function call will traverse a data structure
and append the new value. This issue was captured by a rule depicted in Figure 6.12 (for visibility,
we show a subset of the tree).

Figure 6.12: Subset of a solution extracted from the Pareto front.

Finding: PRICE outperforms state-of-the-art techniques, namely Perphecy and BDT,
in accurately detecting performance regression introducing code changes.
Implication: Complected search spaces as performance regression contain many variables and evaluated by conflicting objectives are better addressed by evolutionary algorithms to provide better search space exploration.

6.3.4

RQ4. Can combining objectives into a mono-objective search provides
better regression detection than using a multi-objective search?

We are mapping a multi-objective optimization problem as a single-objective optimization problem
addressed by finding one objective representing all objectives. Finding an objective that ensures
fairness between all aggregated objectives is challenging. Since we are combining hit and dismiss
rates, we use the F-Measure as an aggregation. We chose the F-Measure as it is known to equally
represent both the true positive and true negative rates. In this experiment, we challenge the
combination of two objectives, in terms of F-Measure, in performing better by separately optimizing
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Figure 6.13: Comparison of f-measure after applying PRICE to optimize two objectives and applying GA to optimize one objective on 10-folds

them. We did not pick hit rate or dismiss rate as the mono objective because optimizing those
rates solo resulted in nonrealistic solutions marking all commits as hit or dismiss.
Figure 6.13 shows the results of comparing our approach, based on PRICE, with the mono-objective
algorithm, based on GA.
According to Figure 6.13, we notice that GA successfully achieved a higher F-Measure only in the
sixth fold, while PRICE provided a better F-Measure in all the remaining folds.
Therefore, the multi-objective search provides a better strike between hit and dismiss rates, and
combining them deteriorates the overall accuracy of any detection rule. This confirms our previous
observation in Figure 6.3
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Finding: PRICE as a multi-objective evolutionary algorithm based approach provides
better detection than mono-objective evolutionary algorithms.
Implication: Combining objectives into a mono-objective search hinders the detection of
performance regression and worsens the results in comparison with using a multi-objective
search.

6.3.5

RQ5. To what extent do the generated rules maintain their performance
as the software evolves over time?
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Figure 6.14: Boxplots of Pareto front solutions’ F-Measure values using rules trained on fold 1
During software evolution, many changes are made where new functionalities are added or deleted.
As a result, detection rules generated from old versions might be applicable to detect code changes
introducing regression. The stability of generated rules is evaluated by testing rules trained from
data collected from early commits. We divided the dataset into 10 folds based on time and generated
detection rules from the earliest 3 folds. One fold is used for testing, which meets the ratio of 75:25.
Figure 6.14 shows each fold’s boxplots of Pareto front solutions. The rules are generated from more
than 30 simulation runs of an evolutionary algorithm. From Figure 6.14 we can observe that there
is a slight mean difference between folds 4, 5, 6 and 7. The difference between the 75th of these
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folds, except fold 4, is also considered small. F-measure of folds 8 and 10 is lower than earlier
folds. For fold 9, the enhancement over the adjacent folds might be explained by the type of code
changes. The files under change might be the same ones used in training the rules. Major changes
justify the F-measure noticeable decrease of fold 10 has been done on the code that will affect the
detection accuracy of rules generated by outdated folds.
Generally, we can indicate that generated rules continue performing well on changes conducted
in a certain time frame. Re-training rules depend on the type of changes made to the software.
Major changes, such as adding functionalities, migrating to another library, etc., require frequent
rule updates. It also depends on the availability of resources. Developers can re-train as frequently
as they have resources or decrease detection rule performance after the scheduled release-based
performance regression test.

Finding: The generated rules’ performance degrades over time.
Implication: It is critical for the software testers to periodically regenerate the detection
rule to maintain the good performance of their model.
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Chapter 7

Learning to Characterize Performance
Regression Introducing Code Changes
Performance regression does not occur frequently. Like with many problems, such as the diagnosis
of rare diseases and credit card fraud detection problems, classification approaches for identifying
code changes showing a high probability of being troublesome have to deal with the class imbalance
problem. The dataset used in performance regression detection shows a severe class imbalance
because the number of commits introducing regression is way less than stable commits. This
chapter introduces performance regression as a binary classification problem and handles class
imbalance. The work of this chapter is accepted at the 37th ACM/SIGAPP Symposium On Applied
Computing [173].

7.1

Data sampling and classifier building

This section will explain the different components of our classification-based approach to detecting
code changes introducing performance regression. The approach is divided into three phases, as
shown in Figure 7.1. The first phase includes Data collection and feature engineering. The second
phase deals with the class imbalance problem and classifier model selection. Different models are
trained and evaluated, and the one with the best performance for both classes, i.e., the problematic
(introducing performance regression) and non-problematic commits, is selected. The selected classifier model will be used in the third phase to classify new previously unseen commits. Developers
will feed the classifier with static data from the recent code change they committed to reveal if
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Figure 7.1: Approach of performance regression prediction process using sampling and classification
techniques.

further performance testing is needed. Details about the complete approach are elaborated below.

7.1.1

Phase 1: Data Collection and Feature Engineering

The first phase of our approach is to collect commits from a project repository that uses a versioncontrol system to keep track of any change that has been made to the code to find and generate
a set of features that describe those commits. The data collected has been introduced in Chapter
5. However, we did additional data cleaning. Learning from data that includes outliers affects the
performance of the trained models. Outliers are data points (examples) that are distant from other
data points. After calculating the metrics mentioned above for all commits, it has been noticed
that some commits have outbound values from others. A set of 671 commits have shown a zero
value for all metrics. Zero values for all metrics are because the change might have been done on
documentation or configuration files. Hence, such commit examples have been removed from the
dataset. Another set of 202 commits has also been removed as they were declared unstable and did
not have associated tests.
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After cleaning, 713 commits have been kept, each with a different number of tests. The final
number of pairs (Commit A, Commit B, test K), where we measure the difference from commit A
to commit B using test K, is 6353. From the 6353 pairs of tests, only 401 pairs (6.3%) have been
showing performance regression, i.e., a problematic code change added by commit B, compared
to the previous commit A, by test K has introduced performance regression. The final dataset
contains 6353 examples, 401 labeled as problematic and 5952 labeled as non-problematic. Each
data sample is represented by the triplet (Commit a, Commit b, test k) with the different calculated
values for the seven chosen metrics, along with the corresponding testing results.

7.1.2

Phase 2: Data sampling and model selection

The second phase addresses the high class imbalance shown in the dataset obtained from phase
1. Different sampling techniques have been applied, and different classification models have been
evaluated on the balanced dataset.

Cross-validation
This step aims to split the dataset into training and testing. The training dataset is sampled and
then used to train a classifier. The testing dataset is used to evaluate the trained classifier.

Dataset sampling
The performance of a classification model depends on many parameters, including the quality of the
input data: the engineered features, and the class distribution. When this latter is highly skewed,
most existing classification algorithms loose generalization and become biased towards the majority
class. As shown in phase 2, our dataset suffers from a severe class imbalance (6.3% hit class vs.
93.7% dismiss class). Classification models built from such an imbalanced dataset fail at correctly
classifying the minority class (hit class). Hence, a resampling technique should be applied to the
dataset before training-evaluating any classifier. Both undersampling and oversampling strategies
have been used. The resampling techniques used in this work are RUS, ROS, and SMOTE.
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Listing 7.1: An example of a decision rule obtained from a decision tree
−

I f ( Top Reached Chg Len > 5% && Reached Del Func > 30 && Top Chg
by C a l l > 23%) then

−

Regression : true

Classifier building and evaluation
In order to select a model, we used different classification techniques to train/evaluate different
models using a 10-folds cross-validation evaluation strategy. Note that the different resampling
techniques used in this step have been applied only to the training partition in each cross-validation
fold to avoid biased performances. Prediction performances for both classes (hit and dismiss classes)
are compared. The best performing model is then selected to be used as the base model for phase
3. Some models, like decision trees, result in rules that act as separators between the two classes.
A rule in a decision tree is a path from the root node to a leaf. An illustrative example of a
classification rule obtained by the decision tree in our context is listed in Listing 7.1. This rule
representation helps developers better understand and analyze the performance of this classifier
model.

7.1.3

Phase 3: Predicting commits introducing regression

In this last phase, new commits are statically analyzed to calculate the metrics. The static analysis
of the new commit is identical to the static analysis conducted in the training phase. However, the
metrics calculation here is different since, in phase 3, the dynamic analysis of the same commit is not
conducted. However, the most recent dynamic analysis of the latest scheduled test is used for the
commit at hand. Metrics 1,2, and 6 are calculated purely from static analysis of the same commit.
Other metrics, including dynamic data, are calculated from static data of the same commit and the
most recent dynamic data generated from the latest conducted test. The dynamic data collected
from testing is used to calculate metrics of future commits and re-train the classifier in the future
to ensure that the classifier is evolving with the software evolution. Once all metrics related to
the new commit are calculated, these are fed to the selected model from phase 2 for classification.
Testing is scheduled if the commit is classified as hit (introducing performance regression).
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7.2

Experimental results and analyses

In this section, we investigate our approach’s effectiveness by answering two research questions.
First, we show how we select the best combination of resampling and classification techniques
for our performance regression detection approach. Second, we compare our approach with other
state-of-the-art code changes introducing regression techniques. Before addressing these research
questions, we will explain the evaluation metrics and the rationale behind using each one in section
7.2.1.

7.2.1

Evaluation metrics

Characterizing performance regression introducing code changes is a classification problem concerned with classifying commits into one of the following classes: problematic (hit) or non-problematic
(dismiss). In this work, we used different resampling techniques in combination with different classifiers to determine the best model for our dataset. We used different metrics to evaluate classifiers’
performances.
We considered the binary nature of our classification approach and the class imbalance when choosing the evaluation metrics for our research problem.
Classifier performance on detecting problematic (hit) class commits is assessed by the recall. It
is the proportion of hit class commits that are predicted correctly. The recall is indicated by a
number between 0 and 1. A recall of 0 means that no hit commits were correctly identified as
introducing performance regression. Having a recall of 1 means that all hit commits were correctly
identified as introducing performance regression. The detection of dismiss class commits is assessed
by the specificity, also known as true negative rate: the proportion of dismiss class commits that
are predicted correctly. The specificity is indicated by a number between 0 and 1. A specificity of
0 means that all dismiss commits were incorrectly classified as introducing performance regression.
A specificity of 1 means that all dismiss commits were correctly identified as not introducing
performance regression.
By using recall and specificity, we now see how a classifier is performing in detecting each class,
but this does not help in choosing the best classifier. The two rates are conflicting in nature. Thus,
we must combine both rates to select the best classification model. Balanced Classification Rate
(BCR) and Geometric Mean (GM) combine recall and specificity to evaluate provided classifiers.
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The BCR [174], also known as macro-average recall, is the arithmetic mean of sensitivity (recall)
and specificity:
BCR =

1
2

× (sensitivity + specificity)

The GM [175] [174] measures the classifier improvement after data sampling. It reflects the improvement of recall rate without significantly affecting the specificity.

GM =

7.2.2

√

recall × specificity

Research Questions

Our experiments aim at answering two research questions. For each research question, we will
explain its motivation and show and discuss its results.
Table 7.1: Performance of different classification and resampling techniques.
Balanced

Geometric

Classification Rate

Mean

0.979

0.55

0.345

0.292

0.919

0.605

0.512

ROS

0.516

0.774

0.654

0.631

RUS

0.311

0.897

0.604

0.525

Baseline

0.379

0.99

0.684

0.612

SMOTE

0.414

0.962

0.688

0.628

ROS

0.563

0.853

0.708

0.69

RUS

0.508

0.914

0.711

0.68

Baseline

0

1

0.5

0

SMOTE

0.024

0.991

0.508

0.081

ROS

0.713

0.422

0.567

0.508

RUS

0

1

0.5

0

Baseline

0

1

0.5

0

Bayes

SMOTE

0.279

0.864

0.571

0.488

Point

ROS

0.605

0.587

0.596

0.595

RUS

0.014

0.991

0.502

0.064

Classifier

Decision
Forest

Boosted
Decision
Tree

SVM

Resampling

Recall

Specificity

Baseline

0.122

SMOTE

Technique
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7.2.3

RQ1 : What is the impact of resampling on the performance of a classificationbased approach to identifying performance introducing code changes?

Motivation and experimental setting
In this research question, we are interested in assessing the effectiveness of various resampling and
classification techniques to identify the best combination for identifying problematic (hit) commits.
We used stratified 10-folds cross-validation to evaluate the different classifiers. The recall, specificity, BCR, and GM averages are calculated across 10 folds.
The experiments are conducted on the original dataset without sampling as a baseline to show
the improvement that a resampling technique adds to the learned models. Three resampling techniques (RUS, ROS, and SMOTE) are applied to the original dataset, which produced three sampled datasets. The same experiment is repeated for each sampled dataset. The experiments are
conducted on Microsoft Azure Machine Learning Studio 1 . Classifier hyper-parameters were automatically tuned by using a tuning model provided by Azure. The tuning model tests different
combinations of parameters and values and then picks the values providing higher performance.
Models tuning is based on F-score. The tuning is applied to every dataset separately. Bayes Point
Machine classifier was tuned manually because the tuning model did not support it. The number
of training iterations of the latest classifier was obtained by testing values between 1 and 100 with
an increment of 5. It was found that 30 training iterations provide the best Bayes Point classifiers
on all datasets.

Results
Table 7.1 shows the performance of the different Sampling-classification models on the three sampled
datasets and the original imbalanced dataset (the baseline). Classifiers trained on the original
dataset are biased toward the dismiss class, which explains the high specificity of all training
algorithms. Specificity after sampling will be reduced as the representation is decreased in favor of
increasing hit class representation.
SVM and Bayes Point recall rates were zero before resampling and did provide competitive rates
with ROS dataset. The recall jumped from zero to 0.713 after ROS with SVM classifier. The same
happened with Bayes Point; the recall jumped from zero to 0.605. This enhancement came along
1

https://studio.azureml.net/
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with a sharp reduction in specificity. For SVM, the learned class boundary is strongly skewed to the
significant class, resulting in higher false negatives [176]. In this case, SVM classifiers build models
based on each class representation. This explains the recall increase with ROS as the same samples
are duplicated, which directs SVM model during training to the major class after resampling. Thus
the BCR slightly improved as classifiers started to detect hit class as it was not before.
Bayes Point classifier also does not perform well with imbalanced datasets because it relies on
the Bayesian approach that assigns weights to samples based on the posterior probability. As the
training data is highly imbalanced, the classification based on the given weights will highly lean
toward the major class, which is the dismiss class in our case.
Decision forest with ROS shows a noticeable enhancement on all performance metrics except true
specificity that, as expected, decreases with the change of dismiss class representation. However, ROS was the best resampling technique among the three techniques in detecting the nonproblematic dismiss commits. The probabilistic estimation of hit class in decision forest and boosted
decision tree classifiers increases with the representation increase of samples. This fails when new
instances are added to the data by SMOTE. SMOTE new samples might distract the classifier
as the feature values are calculated and not actually observed. Boosted decision tree classifier is
balanced between the two classes, as the BCR value shows. Boosted decision tree models on ROS
dataset provide better results than decision forests in all metrics. Boosted decision tree models on
RUS dataset are also providing competitive results to ROS dataset but with higher specificity and
a lower recall.
We concluded from these results that no universally applicable resampling technique would enhance
every classifier. Developers can choose technique combinations depending on which metric they
want to enhance the most. In our experiments, Boosted Decision Tree, along with ROS, shows
the best values for all metrics, but this does not apply to all experiments. Metrics might not
necessarily all be improved using the same resampling technique. Consequently, developers should
choose the technique that improves the metric they are strongly seeking to enhance. To illustrate,
some software requires no latency, which is a crucial requirement, and resources are available in case
performance testing is needed. In this case, developers should not miss any problematic dismiss
commit even if they performed unneeded tests. The metric that would fulfill this requirement is
the recall metric. Developers should choose the resampling technique that had the highest recall
rate, even if other rates are low.
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7.2.4

RQ2: How does our approach perform when compared to other performance regression prediction techniques?

Figure 7.2: Predictors performances (recall, specificity and BCR). Bars represent the average value
of each performance metric across all 10 folds. The bins represent the standard deviations.

Motivation and experimental setting
Answering this research question provides a look over the proposed approach classification performance compared with other predictors. Predictors included in the comparison are adopting the
same research approach as ours. They are a rule-based deterministic approach, traditional machine
learning algorithms, and an evolutionary machine learning algorithm.
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The training of rule-based approach Perphecy [19] is conducted manually by attempting different
rule combinations of boolean features to pick the rule providing higher detection.
Boolean features are extracted using a tuning process to find the threshold values for each code
change assigned a zero or one feature value. The training process of this approach limits and bounds
the search area.
Boosted Decision Tree is a traditional machine learning algorithm that constructs models for decision making based on the dataset features. Boosted Decision Tree has been applied to the original
dataset and applied again on the sampled dataset as it was the winning technique with oversampling
from the first research question experiments. The stochastic evolutionary algorithm included in the
comparison is NSGA-II which has been discussed in PRICE [73]. PRICE trained the predictor
using two conflicting objectives that are the same as the evaluation metrics used in this research
question, True Hit Rate and True Dismiss Rate, which are recall and specificity in our approach.
The precision and recall baseline for balanced binary classifiers is denoted as y = 0.5. As the
representation of classes in imbalanced datasets is far from being equal, the probability that a
random classifier is correctly detecting the dominant class is higher than 50%, and definitely, the
probability of minor class detection will be much less than 50%. Saito et al. [153] study the accuracy
of evaluating binary classifiers on imbalanced datasets and found that the accurate baseline for
precision and recall are calculated by including the class distribution ratio P:N where P represents
class 1 and N represents class 2. Hence, the precision and recall baseline is y = P/(P + N). Given
that the class ratio in our dataset is 1:24 (1 represents the hit class which is 4% of total samples)
the recall baseline will be 0.04. The baseline for specificity is calculated the same way as the recall
and becomes 0.96.
We used 10-fold cross-validation with the consideration of dividing samples into folds based on
commit time. Commits conducted early are assigned to the first fold. This division has been
adopted on a previous study [73] because the characteristics of commits are evolving with the
evolution of the software, and we include a life span commits of the project under study. Many
software features have been added, removed, or even changed. Dividing commits randomly will
not be useful during classifier training. To avoid any possible over-fitting and to mimic real-life
scenarios, we re-sampled the training folds only, not the total dataset. Thus, there are no duplicated
samples existing in both training and testing. We have conducted ten experiments using Boosted
Decision tree. Every fold has been used once for testing and nine times for training.
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Table 7.2: Performance of the approaches under comparison.
Approach

Average Recall

Average Specificity

Average BCR

KNN

0.04

0.98

0.51

NSGA-II

0.59

0.61

0.60

Perphecy

0.55

0.48

0.52

Our Results

0.56

0.85

0.68

Results
The detection of hit class, containing commits introducing performance, measured by the recall
shown in Figure 7.2. Boosted Decision tree classifier on the imbalanced dataset was performing
right below or the same as the random classifier in detecting the hit class. On the other hand, We
can observe the huge improvement the Boosted Decision tree provides in detecting hit class when
trained by sampled ROS dataset. The recall improvement exceeds 50% on average. Evolutionary
algorithm NSGA-II provides the highest average hit class detection because solutions are picked
to optimize recall and specificity equally without being biased to the most represented class. The
decision tree with sampled dataset did provide competitive results with NSGA-II. The average
recall (Table 7.2) of NSGA-II and our approach, Boosted Decision tree with ROS, are 0.59 and
0.56, respectively. On the other hand, our approach provides much higher specificity than NSGA-II
where the average specificity of NSGA-II is 0.61 and is 0.85 for our approach, along with only 3%
difference in the recall.
Figure 7.2 also shows that the random classifier on imbalanced data, as expected, will highly detect
the dominated dismiss class, and only training a Boosted Decision tree on imbalanced data is
outperforming the random classifier. Though, Boosted Decision tree with ROS best balances the
detection of both classes on all folds, as BCR values show in Figure 7.2. From Table 7.2 the average
approach has the highest BCR due to the improvement of hit class detection that is not aggressively
declining the detection of dismiss class as in NSGA-II.
The nature of the research problem requires solutions providing high detection of commits introducing performance regression; at the same time, solutions should not be expensive. Increasing
recall and decreasing false negative rates lead to less testing and cheaper solutions. Many solutions provide high recall without considering false negative rates and specificity, which leads to
conducting unnecessary testing on stable commits. Using genetic algorithms such as NSGA-II in
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Alshoaibi et al. [73] work was based on finding a solution balancing the two rates. However, the
research problem should be viewed as increasing the recall with the slightest decrease in specificity.
Up to date, this is the first detection solution that enhances the detection of commits introducing
performance regression by re-balancing the two classes without aggressively affecting the detection
of the dominated non-introducing regression class.
To illustrate, assume a project containing 1500 commits where 5% of total commits are introducing
regression, about 75 commits. If a performance regression predictor of 60% recall and 70% specificity, then the total number of tests will be 45 tests on the hit class added to error unnecessary
tests on stable commits, which is 30% equals 428 tests. The total number of tests is 473 test.
On the other hand, if our solution is adopted on this project with the rates shown in Table 7.2,
the total tests will be 255, where 42 are true tests, and only 213 are unnecessary tests. Thus our
approach is the most cost-effective solution.
We examined a group not labeled correctly as hits among the investigated commits to understand
the detection inability areas. We found some patterns which encouraged us to dig deep to understand regression causes. The second part of this dissertation investigates the regression issues that
will help developers overcome regression or even avoid it.
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Investigating Performance Regression
Challenges
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Chapter 8

Understanding Software Performance
Challenges - An Empirical Study on
Stack Overflow
Studying the challenges developers face to maintain performance has always been necessary to save
cost and time. The Developers’ community needs insights to direct efforts and resources toward the
most troublesome regression causes. In this work, we perform an empirical study to investigate and
identify the performance regression challenges facing developers. We applied a Grounded Theory
(GT) based approach to characterize the challenges. Grounded theory is an inductive research
method to generate theory from data [177]. We examined the Stack Overflow forum, a technical
Q&A forum where developers ask questions to the professional community. We applied a process
to search and filter questions related to performance regression, latency in specific. We extracted
around 2k posts that were found to be about the execution time degradation. We applied a manual
analysis on all collected posts to understand the type of challenges developers face.

8.1

Empirical Study Design

The study aims to identify and investigate developers’ challenges regarding performance, specifically related to software execution time. Online forms are the primary resources developers visit
when looking for support. They post questions about the hurdles they face to the development com-
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munity. Stack Overflow, one of Stack Exchange websites, is one of the primary and popular Q&A
websites dedicated to technical questions. Software engineering researchers found Stack Overflow a
rich resource to conduct their studies [58,178–185]. We analyze data collected from Stack Overflow.
Stack Overflow is a popular platform for programming-related questions and answers. Users can
post questions and receive answers from other users. Due to its popularity, we picked it as the
primary source for our study. To date, Stack Overflow users posted about 23 million questions and
34 million answers. This active community encouraged Software Engineering researchers to utilize
available discussions to address their investigations [58, 178–185]. Figure 8.1 presents an overview
of the approach followed in this study.
Data Collection
Keyword search

Qualitative Analysis

Modified Search
Combination

Download Posts

Initial Search Combination

Start

Retrieve posts
subset based on
search combination

Posts

Retrieve All
Posts
Data Cleaning

Posts

Compute Crawling
Relevancy

Quantitative Analysis

Build Taxonomy
Grounded Theory
Open Coding

Manual
Analysis
Classified Posts

Axial Coding
Collect Quantitative Data

Categories
Selective Coding

Figure 8.1: Study design overview.

8.1.1

Data Collection

We aim to collect Stack Overflow questions, mainly discussing challenges related to performance
regression. One of the challenges of crawling stack overflow questions is to select appropriate
posts. Users use tags to gain the experts’ attention in the same question category since they
provide descriptive facts. Nevertheless, developers do not necessarily tag their questions correctly;
it becomes challenging to select the questions that are reflective of performance regression. To
mitigate this problem, we needed to find the appropriate combination of tags that would result
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in selecting posts related to performance regression. Therefore we adopted the following keyword
search process:
The process starts by retrieving and analyzing the posts of an initial tags and keywords combination,
then computing the crawling accuracy using the relevancy percentage. The relevancy percentage
is the percentage of true positives to the total number of samples in the subset. We manually
read the title and the body of retrieved posts to flag posts related to performance regression. The
crawling accuracy is updated frequently during the analysis. Manual analysis stops and a call for
modifying the search combination is made if the current combination shows a very low crawling
accuracy. The search process continues even if high crawling accuracy is reached. It stops only if
modifications and additions are not improving the accuracy.
Before the start of the search process, authors scanned all available tags and created a list containing
possibly related tags to consider during modification and addition. We noted that there are no tags
dedicated to performance regression or latency. Hence, we consider two broad tags, ”performance”
and ”performance-testing” as a starting point to find a better search combination. Those tags were
used independently and combined. We also consider the ”java” tag because we are focusing this
study on challenges facing java developers only. Besides tags, we considered a set of search keywords
previously used in similar search [186–188]. Those keywords are: slow, performance, latency and
throughput.
The posts time span in this study is between August 2008 up to May 2022. The tag ”performance”
resulted in 10k posts combined with the ”java” tag. However, those posts were related to all
performance aspects and not dedicated to performance regression. Thus, we added additional tags
and keywords to narrow the search. With the manual analysis, we found that the keyword ”slow”
along with ”performance” and ”java” tags are providing a very related posts subset. The keyword
”slow” narrowed the posts subset from 10k to 1900 posts. Only 62 posts were excluded due to
duplication (17), removal from Stack overflow (2) or not related to performance regression or java
(43). The total number of posts after cleaning is 1838.
Indeed, the process of analysis and posts coding to build the taxonomy is started at this phase.
Authors analyze posts using the Grounded Theory coding processes at every keyword search round.
Concepts identified after every round are fed into the second round until saturation is reached.

82

Understanding Software Performance Challenges - An Empirical Study on Stack Overflow

8.1.2

Build Taxonomy

In order to identify the performance challenges, we used an approach based on the Grounded
Theory [189–192]. Grounded theory is a research approach for analyzing qualitative data and
developing a theory by following systematic procedures. Grounded theory was developed by Barney
Glaser and Anselm Strauss on latest sixties [190] [193] [177] [194]. They define it as ”The theory that
was derived from data, systematically gathered and analyzed through the research process” [193].
Generally, we could say that grounded theory is an inductive research strategy to generate theory
grounded in the data.
There are three main versions; classic, Straussian, and constructive. The classic version emerges
the theory and the research questions from the data. Where is the Straussian version assumes
to have broad research questions to investigate and then start to follow the coding processes or
activities.
Strauss and Corbin [195] explained the coding activities of the Straussian version in order to
maximize the gain from provided data. The coding activities are open coding, axial coding, and
selective coding. The activities are conducted sequentially. However, They could be implemented
in iterations.

Open coding:
In this stage, all provided data is examined without neglecting any detail. All features and categories
are identified and coded. There are no restrictions on how to code the captured info from the data.

Axial coding:
During the stage, the captured categories and features from the previous stage are linked together.
Relations between coded data are found and grouped then the links are validated by going back
to the core data. The goal of this stage is to reveal the categories structure. The relation between
codes is refined after the validation until reaching a point where no need for refinement any more.
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Selective coding:
This stage takes linked codes from the axial coding stage as input to formulate a core category
where other categories are related. The goal is to have core categories with sub-categories under
each one. Refinement and validation should be done during this stage to finalize the theory.
In this study, we chose the Straussian version [195] because our broad and open-ended research
question is defined formally. The main discussion of this study is about identifying the challenges.
Thus, we expect to categorize provided data after constructing the taxonomy. The rest research
questions are formulated after the analysis. The coding process starts after collecting the data.
We worked on sprints and meet regularly to share and discuss coding results. During the open
coding, authors fractured data line by line to achieve full theoretical coverage. They also avoid
analyzing or sharing coding results in this initial stage to avoid any influence. On the contrary,
axial coding includes sharing results between authors to identify relations, conditions, and any
connection between categories. At the beginning of this stage, the connections were volatile and
updated at every meeting. However, it became more stable by the end. The last coding process
is selective coding. This process includes discussions about identifying core categories and subcategories belonging to them. The coding process continues as far as all collected data is processed.
The coding process is also implemented in iterations based on processed data chunks.

8.1.3

Quantitative and Qualitative Analysis

Additional information about the collected posts is needed to answer the research questions. We
collected the number of received answers for every post. In addition, whether the post got an
accepted answer or not. The time to receive an accepted answer is also crucial to show how
challenging a question is. Thus, we found the answer time and date and then computed the time
difference from the post time and date. This will show the duration needed by the community to
figure out the question and provide a suﬀicient answer.
The qualitative analysis goal is to classify posts using the categories found in the previous step.
The classification process includes reading the post text and the title. We include the comments
if the post text is not providing enough information. The classification went into two phases. The
first phase is the warm-up phase. Authors worked on the same subset individually. Afterward,
they meet to discuss reasons for selecting a category for each post. The second phase starts after
reaching a high agreement on the warm-up phase subset, and no more conflicts were found at the
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last meeting. This approach ensures that all authors are complying the same classification method.
Authors then work individually on a different subset.
The categorization is not mutually exclusive. There are some cases where one post could be classified
under two categories. At this point, the authors meet and discuss all answers and comments
associated with the post to reach an agreement on which category is the most descriptive.

8.2

Results and discussions

RQ1: What types of software performance challenges are discussed on Stack Overflow?
Motivation: This research question aims to identify the main issues developers face in overcoming
performance degradation. Answering this research question will provide insights about areas lacking
support and commonly viewed as regression causes.
Approach: We performed a manual analysis to identify the type of performance challenges that
users are posting in Stack Overflow. We examined the title and the body of the posts to infer
their most applicable types. The studied posts are all seeking help on the slow performance of Java
software gathered from 2008 up to writing this paper. More information about the collected data is
available in the data collection section. We used grounded theory to set the taxonomy and classify
the posts. Grounded theory (GT) research method was first described by Glaser and Strauss [177].
GT aims to generate theory about performance challenges rather than test or validate existing
theory. GT is suitable for investigating exploratory qualitative research questions.
Results:
Table 8.1 shows the result of the qualitative analysis for identifying the categories of questions
in Stack Overflow. In the table, we describe each category and how frequently it appears in our
qualitative analysis.
Among the nine main categories, the level of detail posters provide varies from being very generic
to detailed questions, which could involve parts of the source code. To illustrate, some questions
ask about the fastest way to meet a code functionality without providing details about input size
or type or even the environment used to run the code. On the contrary, some questions not only
provide the parts of the investigated source code, they include hardware specifications, details about
the used JDK and compiler, the development environment type and version, the size of tested data,
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Table 8.1: A taxonomy of post categories.
Category
API usage

Description
Questions under this category ask about API uses affecting performance. API usage
includes all discussions explicitly mentioning a specific API and seeking solutions to
enhance the performance of the code portion or software. The API types found are
variant, e.g., graphic, gaming security and math APIs.
Environment
This category includes all questions related to the environment running the software and
the hardware setup. Questions related to operating systems, frameworks, source code
execution and implementation and supporting files are falling under this category.
Algorithms
This question category contains enquiries on optimizing the code design, code flow or
the data structure chosen to represent the data.
Memory management
This category includes questions about controlling the computer main memory. Memory
size and type are examples of questions under this category. This category also includes
questions to address memory leaks, garbage collection and out of memory questions.
Database
Questions about slow data retrieval or data insert to a database are also posted in SO.
This category includes slow database connection besides the querying.
Threading and synchro- This category includes discussions about managing threads and data synchronization.
nization
Actions made to reduce the execution time by threading might be backfire. Locking
data and synchronization are also topics concerning performance.
Performance testing
Questions about capturing or measuring the regression are listed under this category.
Questions could be regarding tools used to measure the execution time or how to write
a benchmark. This category also includes questions on how to dynamically profile a
software and how to interpret the results.
Network
Questions under this category are about resolving the latency introduced by a network
connection. The latency could be introduced during server connection, client connection
or waiting for a response from a web-service.
Across language compari- This category includes questions comparing between Java performance with other lanson
guages. The questions could be general or specific as asking about the performance of the
same code portion if implemented in different language. It also includes the differences
of an algorithm implementation.
Total

Frequency
461

381

264
249

168
96

82

76

48

1838

and, most interestingly, the code profiling results.
Network and database categories include questions about external regression causes. Developers
are posting those questions aware of the regression cause and are looking for tips to maneuver it.
The type of tips they are looking for is internally within the software as splitting the data into
portions when retrieving big data or reducing server connection through the network.
Software performance is a non-functional requirement that is considered along all system development cycle stages. The concluded categories assure this fact. We could find questions at the design
level under the algorithms category. This type of question considers the instructions arrangements
and the techniques used, which provide the expected execution time. Some questions discuss the
architecture aspect of design. Choosing the programming language with better performance discussions are listed under across language comparison category. In this type of question, developers
specify the main software features and expectations and ask for recommendations in the appropriate language. Developers occasionally use their prior knowledge of a language performance to
understand another programming language performance. Questions at the delivery and deployment
stage are found in the environment category. This category includes hardware and software execution environment specifications questions. Lastly, performance testing category contains questions
86

Understanding Software Performance Challenges - An Empirical Study on Stack Overflow

on the testing and quality assurance stage of the development cycle.
Among all nine categories, we could observe that API usage questions cover almost 25% of total
questions. The two most investigated topics under API usage are related to GUI and using web services APIs with 166 and 133 frequency, respectively. The rest topics are related to security, media,
text parsing, math, and search supporting APIs. Developers extensively use APIs to increase productivity and reduce development time. The use of APIs grows with the increase of available open
APIs. Thus we could expect an increasing number of API usage questions. Moreover, developers
are dealing with APIs as black box code segments. They are not aware of internal implementations. The functional expectations of APIs are expected and could be easily measured. They are
also explained and listed in the documentation. On the contrary, non-functional expectations such
as execution time are hard to explain and predict in the API documentation because they depend
on many dynamic factors. An additional factor considered as a challenge of using APIs is API
evolution [196]. We found SO questions on overcoming observable performance regression after an
API update. Those posts provide the execution time of the same code portion before and after the
update.
Environment is the second highest category inquired about.

Environment contains five sub-

categories which are; Java Virtual Machine (JVM), Java Development Kit (JDK), Operating System
(OS), and Android. The JDK compiler, translates Java source code into byte code to be executed
on any platform. The byte-code is later converted into a set of executable sequences of instructions
by the JVM. The JVM and the JDK play a crucial role in the execution time. Several studies
discuss different methods to optimize the execution time related to JVM and JDK [197]. This
explains the high number of questions related to these categories.
We found that about 72% of environment questions are related to JVM. The implementation of
various JVM features, such as streaming and reflection, considerably affects the execution time.
Thus, developers are continuously asking about the fastest uses of those features. One-third of
JVM related questions are specifically on the data types. In more detail, data types questions are
about picking the most suitable type for provided data and functionality.
Environment questions including JDK related questions. This sub-category discusses the tools used
for compilation.
The last two sub-categories are OS and Android. We understand that the Android sub-category
is related to the operating system. However, we noticed a pattern related to device specifications
and permissions credentials which is better to split in a distinct category.
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Figure 8.2: Boxplots of time to receive an accepted answer.
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Algorithms category covers about 14% of the total questions under study. We noticed that those
questions are more direct. Posters usually request help in optimizing a given piece of code by
providing the pseudocode or the code itself. It is worth noting that some questions are posted to
update the algorithm to cope with the software evolution. Input size changes are an example of optimization motivation. The increased data used with the software evolution encouraged developers
to search for better coding practices.
Same as the algorithms category, the memory management category covers around 14% of the total
questions under study. Developers are aware of the performance regression and link it to memory
issues. Questions under this category are discussing memory leaks, caching, garbage collection, and
memory types.
Database category and network category discuss external factors affecting the software’s overall
performance. These two categories are not investigating solutions at the database or network
sides. They are discussing methods to handle the regression as limiting the network connection or
database queries.
Threading and synchronization were introduced as eﬀicient solutions to utilize resources. Nevertheless, some developers are misusing this technology which results in adverse outcomes. Questions
under this category seek solutions to handle and manage multi-threaded software.
The last occurrence category is across language comparison. It covers only around 2.6% of to-
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Table 8.2: An overview of performance related questions and Java related questions showing the
percentage of accepted answers and questions at least one answer.
Performance related questions

Java questions

Android

Questions with accepted answers

47%

44%

53%

Questions received at least one answer

86%

90%

84%

tal posts. All questions under this category compare Java’s performance to other programming
languages.
RQ2: How challenging are performance questions to answer?
Motivation: Given the importance of performance as a software requirement, we study the diﬀiculty level of questions related to performance regression on Stack Overflow.
Approach: To measure the diﬀiculty of performance related questions, we used indicators adopted
in previous similar studies [180, 198–201]. The used indicators are the percentage of questions with
accepted answers, the percentage of questions received at least one response and the time taken to
receive an accepted answer.
As the questions under study are all Java, we picked the baseline to be generic Java questions.
The Java question set contains random posts that are not including performance tag to avoid any
overlap with the set under study. We are also showing the indicators for a sample of random
Android related questions. This last question set is picked as the most popular specialized tag
within Java. We also avoided overlapping questions. It is worth to note that questions posting
period of all three sets is the same.
Results: Table 8.2 shows the percentage of questions receiving accepted answers and the percentage
of questions receiving at least one response. We could observe that 86% of performance related
questions received at least one response. This percentage is lower than generic java questions but
higher than the trending Android related questions. We could also observe that 47% of performance
related questions received an accepted answer. This indicates that the performance community is
active and provides helpful responses. Yet, the percentage of the accepted answers is not enough
to reflect the challenge level facing the Stack Overflow community to answer performance related
questions. The question poster might receive a suﬀicient answer but fail on tagging it as an accepted
answer. As a result, we consider the time to receive accepted answers.
Figure 8.2 presents the distribution of time to receive an accepted answer for performance related
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questions, generic Java questions and Android questions. We can observe that more than 75%
of Java and Android questions received accepted answers within the first 5 hours of posting the
question. On the other side, it took up to 9 hours for most performance related questions to receive
the accepted answer. The response time is widely spread, which made us conclude that the diﬀiculty
level varies between questions. We also found that the average median time for performance related
questions took 1.14 hour, where Java and android took 0.4 and 0.5, respectively. This difference
shows that performance related questions are more diﬀicult than generic and specialized trending
questions posted on Stack Overflow.
The diﬀiculty of addressing performance regression related questions is inherited from its association
with complex syndromes [20]. Users need the information to help understand the regression cause
and provide a suﬀicient answer. The level and amount of information the question poster provides
is not always adequate. The regression cause could be on the code level, design level, or from
hardware. Information on any changes on those three levels should be provided in the question. In
some cases, the regression is not actually existing or not correctly measured due to using inaccurate
testing tools or cases. Thus, information about testing is also important to include in the question.
Users could find issues within the testing or provide testing recommendations that could help in
resolving the regression. To illustrate, in many cases, users ask the question poster to perform
dynamic profiling. Dynamic profiling is expensive, yet it provides helpful information about the
execution time of every function and the call frequency. Dynamic profiling also provides information
about memory usage, which strongly affects software execution.
RQ3: What are the most challenging types of performance questions?
Motivation: From RQ2 findings, we would like to provide more insights about the performance
question types that are more challenging. Answering this RQ helps focus the support efforts on
the most challenging question types.
Approach: To show the diﬀiculty level of every type, we first identified the post category using
the taxonomy provided in Table 8.1 for all collected posts. Afterward, we measured the diﬀiculty
indicators adopted on RQ2 separately on every type. Those indicators are the number of questions
that received at least one answer, the number of questions that received an accepted answer, and
the time to receive an accepted answer.
Results: Figure 8.3(a) shows the number of questions with no response to the number of questions
with at least one response. Results indicate that the percentage of receiving at least one response
varies between 80% to 94%. The least challenging question type is the algorithms category. This
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Figure 8.3: An overview of (a)questions received at least one response and (b) questions received
accepted answer based on question type.

(a)

(b)

could be explained because the community is mature enough to engage in such type. In addition,
the level of explanations needed about this type is on code level mostly. Listing 8.1 is an example
of a post that used nested if statements to address a functional requirement. The poster provided
a brief explanation of the functionality and the expected output. Moreover, the poster provided
the code snippet. That information allowed Stack Overflow users to present the solution after
scanning the code. The accepted solution was to use switch rather than nested if statements to
avoid additional comparisons. The post received the accepted answer within the first hour. On the
contrary, Listing 8.2 presents an example of an API usage post. The user is looking for hints to
overcome the slow code execution on code portions using JFreeChart library. A brief explanation
of the functionality and data volume is provided beside the code. Despite the high number of views
that reached 730, not a single answer is received. API related regression challenges might arise
due to unexpected API design decisions made by API developers or not clear implementation to
users. Add to this the unclear API documentation. This might lead to aggressive use of hardware
resources.
Figure 8.3(b) shows the number of questions not receiving an accepted answer to the number
of questions receiving one. Results show that about 50% of database, network and API usage
questions did not receive an accepted answer. This high percentage is due to the type of questions
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Responce time (Hours)

Figure 8.4: Boxplots of time to receive an accepted answer for every type.
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that include additional layer of complexity, such as network and database connections or webservice connection of most API usage posts. The diagnoses of such causes require deep analysis
and detailed information on the case. Figure 8.4 presents the time to receive the accepted answer
for each post type. API usage and performance testing questions need more time to be answered.
API usage questions usually require more specific experts from the same API domain to view the
question and write an answer to it. On the contrary, performance testing questions are very broad.
Question posters are usually in the early stages of testing their code. The regression is not detected
yet. Hence, questions are not specific enough to help users provide good answers. Answers were
provided after commenting on the post asking for more clarifications.
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Listing 8.1: Example of algorithm category posts to improve code execution time.
T i t l e : Can someone h e l p me make t h i s code more e f f i c i e n t ?
Post Body : I ’m c r e a t i n g a s k i l l t r e e c a l c u l a t o r f o r a game . I wrote a
method t h a t c h e c k s whether o r not i t can s u b t r a c t a p o i n t from t h e
s k i l l and then p r o c e e d s t o do s o . E v e r y t h i n g i s working a s i t
should , however i t ’ s v e r y s l o w when t h i s method i s e x e c u t e d i n
r a p i d s u c c e s s i o n ( i . e . when 5 p o i n t s a r e s u b t r a c t a t t h e same time )
.
Can anyone h e l p me with t h i s and more i m p o r t a n t e x p l a i n why c e r t a i n
t h i n g s a r e f a s t e r and what t o a v o i d ?
Here i s t h e method :
........

Listing 8.2: Example of API usage category posts to improve code execution time.
T i t l e : Improving JFreeChart Performance
Post Body : I am new t o JFreeChart and I am p l o t t i n g m i l l i o n s o f Data
o f XYDataset but i t i s p l o t t i n g i n s l o w motion when i t e x c e e d s
5 0 , 0 0 0 data p o i n t s . Here i am w r i t i n g a s i m p l e example where an
a r r a y c o n t a i n s 100 000 v a l u e s and i t t a k e s more than 2 minutes t o
p l o t t h e s e v a l u e s . How t o improve t h e p e r f o r m a n c e ?
code :
........
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Chapter 9

Discussions and Conclusion
This chapter provides insights into all work performed in this to address performance regression.

9.1

Discussion

The diﬀiculty of addressing performance regression is not only related to code level. It is related
to the running environment as a whole, including machine specifications and connections to remote servers. We started our research by first focusing on detecting code level regression causes
and presenting detection solutions. Code level detection solutions were designed using artificial
intelligence models that are trained using historical data. The features used for training should be
picked carefully to reflect the dynamic nature of the problem we are working on. Unfortunately,
dynamic features are costly to collect. It needs an extensive benchmarks run. On the other side,
purely static features might not be regression reflective. Those features are not important only for
stochastic based detection solutions. All provided solutions based on code change metrics should
consider the type and kind of metrics used for detection.
Our first detection solution (i.e., PRICE) presented an approach that predicts regression using a
rule generated from search-based models. In this work, we adopted light-weight dynamic features
for training and also tested the inclusion of purely static metrics to the accuracy of generated
detection rules. We will show how different rules using different set of metrics are acting. First,
we start showing an example of a commit introducing regression and how different rules detect
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or miss this commit. Commit 0719f3ee

1

introduces many code changes into 15 files and found

to introduce regression after running the benchmarks. All code changes on the commit are linked
to styling, as the developer mentioned in the commit message. We used a rule trained by only
structural metrics and picked from the computed Pareto front as it provides the best detection
rate. The rule contains six metrics with threshold values listed in Table 9.1. The rule failed to label
the commit as introducing regression because the structural changes did not reflect the change
sensitivity. However, a rule containing light-weight dynamic metrics labeled the same commit
correctly. As listed in Table 9.2, metrics HPFLB, THPFL and OPCF10 all provide indications of
the regression. Those metrics focus on changes made to sensitive code portions, most probably
affecting the code performance. To illustrate, OPCF10 metric reflects code changes conducted on
functions having the highest overhead. This information on high overhead functions is calculated
and kept as a reference from the latest benchmark run. Commit 0719f3ee made a change on one
of the highest overhead functions, leading to performance degradation.
Using dynamic data collected from previous benchmark runs is not always useful in detecting
regression. A fatal system regression could be missed if located in a new function not visited by
benchmarks. This emerges the need to update benchmarks frequently with the software
evolution and ensure high coverage.

Table 9.1: An example of a rule generated from structural metrics only to show how it fails in
detecting code change introducing regression.
Metric
CountLineCodeExe AvgLine
SumEssential AltAvgLineCode MaxCyclomatic AltCountLineCode
Rule value
< 41230
< −0.05
> −2288.48
> 1.26
> −256.42
> 119906.58
Commit metric value 854
-0.024621212 115
-0.015151515
4
1336

Table 9.2: An example of a rule generated from light-weight dynamic metrics showing the reason
it correctly detects regression.
Metric
Rule value
Commit metric value

HPFLB
< 0.08
0.063

THPFL
< 0.51
-0.024621212

OPCF10
> 23.71
115

OPCF
> 0.25
-0.015151515

Solution representation adopted in the Evolutionary Algorithms (EA) representing our research
problem is quite similar to decision trees. Yet, we observe that using rules trained by EAs competes
1

https://github.com/git/git/commit/0719f3eecd1234f6331cab980088239207e93335
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with Boosted Decision Tree solutions in detecting safe commits. At the same time, EA solutions
overcome Boosted Decision Tree solutions in detecting problematic commits. This brings us
to the fact that EAs are exploring the search space thoroughly finding an optimized
solution.
In another point of view, EA provides more balanced detection knowing that the training dataset
is severely not balanced, similar to real scenarios. Unlike Boosted Decision Tree solutions which
were affected by the data un-balance and gave priority to detecting the dominated class. We can
conclude that PRICE is more robust and provide non-biased rules because objectives were defined
to detect both classes equally beside the ability to explore search space.
For more insights about the implications PRICE made on detecting code changes introducing
regression, we collected a random sample of 20 commits known to introduce regression. We study
how PRICE’s rules detect or miss those code changes. We also did examine every code change to
have a better understanding. Code changes are categorized based on regression code level rootcauses introduced on [20]. Before providing the results, it is important to explain that some code
changes contain many changed files and could be assigned to more than one category. To eliminate
those cases, we consider commits with no more than 2 changed files.
Commits related to any memory change were found to be the dominant changes introducing regression. Among the 20 commits under study, we found 12 related to using expensive memory [202].
They are either replacing a variable type to be more expensive or introducing a new expensive
variable. PRICE failed to detect 5 of the 12 commits. This brings us back to the metrics used in
the rules. Rules failed to detect those commits because metrics were only on the function level.
Minor code changes as moving a variable to be part of a structure in c language or changing the
data type, will not be detected by PRICE. PRICE will only detect those minor but dangerous code
changes if they were on top overhead functions. OPCF metric detected the rest seven commits
categorized as using expensive memory.
For the rest eight commits, five were found to be fixing errors as stated in the commit message.
PRICE rules were able to detect those commits. Three of fixing errors commits added a new
function or changed the function signature, which is treated as adding a function. The rest two
fixing errors code changes are made on conditions located on the top overhead functions. Based
on [20] categorization, the bug-fixing commits contributed to changing function calls and changing
conditions.
The last three commits were found to be related to adding a new code functionality. All those code
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changes were detected by PRICE. The code level root-causes for the three commits were adding
a new function for two commits and adding a logical operation for the third one. The addition of
new functions is always detected by the metric NAM. The condition change was made on a top
overhead function and detected by the metric OPCF.
To summarize, metrics play a major role in regression detection accuracy. We show that structural
metrics did not enhance the light-weight dynamic metrics. However, light-weight dynamic metrics
are only function level. Considering code level metrics might enhance the detection accuracy.
For example, knowing that a loop is added to the code branching changed by removing a logical
operation might provide a strong indication of regression. In future work, we will consider more
code-level metrics and study their effect on PRICE rules. 2 .
Figure 9.1: Regression code level root-cause of commits under study.

12

3

Using expensive variables
Changing conditions
Changing function call

5

After investigating the detection of code level regression causes, we figured out that regression
causes are not restricted to code level changes. Hence, we explored all factors negatively affecting
regression by studying actual issues facing developers. This study aims to look deeply at the
regression causes types and identify the categories. We looked into the issues developers face
regarding performance and manually analysed their discussions. Identifying performance challenges
is also beneficial in constructing performance expectations during code design or implementation.
Results of our analysis show that questions about performance degradation from the use of APIs
are the most frequently asked type. The code limited control over APIs and poor documentation
are causing misuse. This misuse resulted in resource exhaustion as memory and CPU, negatively
affecting execution time. In general, we show that performance related questions require more
time to be answered because finding solutions is a complicated process that might need additional
2

Examples of commits detected by PRICE are available at https://dshoaibi.github.io/PRICE/
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information from the poster or a deep investigation of the case. In addition network and database
related challenges are hard to be resolved because they are outside developer control. The challenges
that are solvable and could be addressed at the developer’s end are related to the environment. Lack
of understanding about the environment running the code embraces degradation. Risky practices
such as exhausting the machine resources are strongly degrading the execution. The riskiest actions
are related to memory. Using large datatype or with complected structures besides the heavy access
of it require more time. We can say that the size and type of memory used in the code are highly
recommended to be considered during design to prevent low performance. In general, we encourage
the community to adopt better documentation regarding CPU and memory usage on APIs and
language specifications.

9.2

Conclusion

This thesis provides an extensive view on solutions to detect performance regression introduced by
code changes. We started our research by first examining a state-of-the-art approach to pinpoint
limitations and design solutions. The outcomes of the study highlighted the limitations. We
designed light-weight test-selection solutions to detect regression potentials during implementation
without delaying the development process. The provided solutions employed search-based and
machine learning techniques. Yet, detecting performance research problem still suffer from data
imbalance. The data imbalance is due to the rarity of code changes introducing regression compared
with safe changes. As a result, we presented solutions on balancing the detection between the two
classes without compromising the detection of one class other the other.
This thesis includes an empirical study on challenges developers face on regard to addressing performance regression. This qualitative study provides an understanding of the most troublesome issues.
The study results will help the community to provide suﬀicient support and further investigations
on the most areas triggering regression.
Further research could be conducted to understand how developers resolve performance regression.
This is done by a deep analysis on answers to performance issues questions on Q&A forums. Results
will show the developer behaviour regarding detected regression, the testing strategies and the final
adopted solutions. Another future research could be examining code-level solutions developers
adopt to overcome regression or enhance performance. This will be done by a deep analysis on
resolved performance bug reports.
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