Abstract-Label propagation spreads the soft labels from few labeled data to a large amount of unlabeled data according to the intrinsic graph structure. Nonetheless, most label propagation solutions work under relatively small-scale data and fail to cope with many real applications, such as social network analysis, where graphs usually have millions of nodes. In this paper, we propose a novel algorithm named SLP to deal with large-scale data. A lightweight iterative process derived from the well-known stochastic gradient descent strategy is used to accelerate the solving process. We also give a theoretical analysis on the necessity of the warm-start technique for label propagation. Experiments show that our algorithm is several times faster than state-of-the-art methods while achieving highly competitive performance.
INTRODUCTION
With the vigorous development of the Internet, many enterprises, such as Twitter, Facebook, YouTube etc., are accumulating massive data in daily operating. Information which can boost revenue are buried under raw data and need to dig out. Among them, the social network is one of worthiest data to mine and classification on a network would provide useful information on the nodes which represent users. Besides, many other areas are generating large networks. For examples, web-based encyclopedia platform like Wikipedia has a complex and large hyperlinks graphs for different articles, computer science bibliography website DBLP has large collaboration network and so on. The connections in network represent the relationship between nodes and can help find patterns or other knowledge in the network. We visualize two social network using Gephi software in Fig.1 and Fig.2 . We can see that certain network truly contains some patterns. In general, the networks in real-world tasks have at least millions of nodes, which make high requirements for the scalability and efficiency of the algorithm.
Label propagation is a practical and popular algorithm for network analysis. Label propagation algorithms make prediction for nodes given a graph with a small portion of nodes with initial labels. It was first formulated as a graph cut problem [1] , [2] , [3] , [4] , in which the positive nodes and negative nodes are departed by removing some edges. Other methods [5] , [6] formulated the problem as a regularized function estimation over the graph. They extend discrete predictive function to continuous one and makes the min-cut solvable. These methods optimize the trade-off between fitting a label prediction function on the labeled nodes and a regularization term which encourages smoothness of such a function over the graph. However, they suffer from the time complexity to solve the linear system and hard to run in real-world tasks with large-scale graphs.
• Y.-F. Li Various algorithms have been proposed to mitigate the scalability problem. Most of them mainly focus on graph approximation to improve the efficiency and can be divided into two sorts: low-rank approximation and sparse approximation.
The low-rank approximation is implemented in several ways. [7] , [8] , [9] , [10] , [11] select a subset of the nodes as the prototypes and use them in the following predicting procedure. Empirically, the number of prototypes m should be proportional to the training set size n, and they are usually selected from the clustering centers, which makes the prototypes expensive and inefficient. An alternative approach is based on the fast spectral decomposition of Laplacian matrix [12] , [13] . They try to find a representation of the structure in a low-dimension space formed by the eigenvectors of the Laplacian matrix with smallest eigenvalues and then train a classifier on this representation. However, the derivation relies on the assumption of dimension independence, which are not true for real-world data.
Graph sparse approximation mainly utilizes the minimum spanning tree (MST). These approaches first construct a minimum spanning tree on the given graph, and then solve the label propagation with a designed tree Laplacian solver [14] , [15] , [16] , [17] . These approaches seem great in complexity analysis, but they need to solve each connected component respectively, and the constructing process needs meticulous coding work. We try to ease the burden of large-scale label propagation given the network in a way distinct from the approximation work mentioned above. We solve LP (label propagation) as a semi- supervised learning problem, which is equivalent to minimize a loss function from the graph and derive a lightweight iterative process from the stochastic gradient descent (SGD) algorithm. SGD has been successfully applied to large-scale machine learning problems [18] , [19] . Our proposal is simple, fast and scalable, and we name the algorithm SLP (Stochastic Label Propagation). Experiments show that our algorithm can handle million-scale graphs in few seconds while achieving highly competitive performance with existing algorithms. Table 1 compares state-of-the-art efficient graph-based methods with SLP. Our method focus on solving the scalability issue of label propagation. We assume that a graph is provided in advance. It is worth mentioning that distributed solution for label propagation have been implemented with the wide spread of distributed computing frameworks like Hadoop [20] or Apache Spark. However, our work is still valuable since we improve the unit efficiency in single machine. Our method can be easily extended to distributed version with the help of existing distributed stochastic gradient descent algorithms [21] , [22] .
In the following, Section 2 introduces the formulation of label propagation. Our proposed method is presented in Section 3, followed by the analyses in Section 4. We report the experimental results in Section 5 and give conclusive remark finally.
PROBLEM FORMULATION AND NOTATION
We first give the necessary notation of label propagation. The problem is defined on a set of instances X , i.e., labeled instances {(x 1 , y 1 ), (x 2 , y 2 ), ..., (x l , y l )} and unlabeled instances {x l+1 , x l+2 , ..., x n }, where l ⌧ n. To propagate labels, a graph G = (V, E) with affinity matrix W is constructed. V is exactly the set of the feature vectors of nodes, and E is a set of edges between node pairs. Here the affinity matrix can refer to any information coming with the structure of a graph, including commonly used similarity measures, connections and so on. The weights between any node pair (i, j) are stored in the affinity Label of instance
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Hadamard product of matrix A and B: (A B)ij = AijBij matrix W. W ij can reflect the similarity between x i and x j . The weight matrix can be computed with Gaussian kernel function
where is the hyper-parameter [5] . The vertex degree matrix D is a diagonal matrix with D ii = P n j=1 W ij . We can also use 0/1 as the value of W ij to represent the existence of edges or not.
The graph Laplacian is defined as L = D W. There are other forms of Laplacian such as symmetric normalized version
The goal of LP is to find a labeling which is consistent with the initial labeling and the pairwise similarity of the nodes. The former is commonly considered in supervised learning paradigm, which can be measured by loss on the labeled data. The latter one follows smoothness assumption [23] and is usually represented with a smoothness term. Classic methods like Gaussian fields and harmonic functions (GFHF) method [5] and Local and global consistency (LGC) method [6] involve the goals above. Both of them define a loss function L which combines the contributions of the loss on labeled data L label and the global smoothness L smooth . The predictive label matrix F ⇤ is obtained by minimizing the loss function L,
Loss function Eq. (1) is proposed by LGC [6] ,
The first term tr(F > L sym F) measures label smoothness over the whole graph, and the second term kF Yk 2 is the loss on labeled data, where Y 2 {0, 1}
n⇥c is the ground truth label matrix. Note that when we set µ = 1 and replace the symmetric normalized Laplacian L sym with a normal one L in the smoothness term, the loss function reduces to the formulation in GFHF [5] :
For simplicity, we first consider binary classification in the following and set y i 2 {+1, 1}. The target is to predict the label for unlabeled instances. Like other LP methods, we try to learn a real value function f : V ! [ 1, 1] to make prediction [5] . For ease of operation, the labeled instances are placed from the beginning as the Table 2 indicates. As stated by Chapelle et al. [23] , label propagation can be cast into a common framework which minimizes a quadratic loss function as
The last term is added to prevent some degenerate situations, for instance, when the graph has a connected component with no labeled sample [23] . Eq. (4) is similar to the regularization framework for the iterative algorithm proposed by [6] . In the extreme case when µ ! 1, ✏ = 0, minimizing Eq.(4) is equivalent to minimize f > Lf under the constraint f l = y l , which is the setting in [5] .
The loss function is convex and so minimized when the derivative is set to 0, i.e.,
where S is a diagonal matrix with S ii = I(1  i  l). We can get the labels by simple matrix inversion. However, computing the inverse takes O(n 3 ) time and O(n 2 ) memory in general, which makes it infeasible on large-scale datasets.
STOCHASTIC LABEL PROPAGATION
In this section, we describe our simple and efficient algorithm SLP concretely. First, we derivate the updating routine for the common loss function. Then, the general framework is applied to the case in [5] .
Binary Case
We start from the loss function in Eq.(4) and give the stochastic iterative solution to the optimization problem,
Specifically, according to the definition, we have
If we randomly select a node with index i, we have
is a constant given a graph. We can now adopt SGD strategy [24] to solve f u by following updating
where the gradient
However, the gradient takes O(n) multiplication, which terribly slows down the iteration on a large graph. We observe that most of the elements in the vector of rC i (f ) are zeros. In addition, the number of non-zero elements is determined by the degree deg(v) of the node v, and deg(v) is usually much smaller than n. In order to prevent unnecessary multiplication of zeros, we cache the neighbors' indexes for all nodes in the graph first. Then we use them to compute non-zero elements of rC i (f ) and update f . Trivially, the computation cost for each iteration is O(deg(v)).
Although SGD has made great success in large-scale machine learning, two more techniques are required for the effectiveness on large graphs. The first one is the warm start, which is attracting more and more interest in recent years. We manually select labeled instances and propagate their labels to neighbors before the iteration. Warm start can make more initial labels before iteration, which will improve the performance. The second one is to traverse all the shuffled nodes in each epoch as suggested by [25] . This process ensures that every node is accessed in each epoch and so as to reduce variance of rC i (f ) as well as to improve the stability of the performance.
The overall description of the framework is presented in Algorithm 1. It takes affinity matrix W, label vector y l , step size ⌘, epoch T and two coefficients of regularization term as input. After the initialization in line 1, it stores neighbors' indexes in I. Then, the warm-start process is taken from line 3 to 7, where every node with an initial label is selected to update its neighbors' labels. Finally, it takes T epochs and performs n steps per epoch to update f from line 8 to 17. As suggested in [25] , the step size ⌘ is set to O(
) where s is the total steps already taken. We call this framework SLP (Stochastic Label Propagation).
Algorithm 1 SLP Framework
to y l 2: Find neighborhood indexes for node i and store them in
end for 7: end for 8: for t = 1, ..., T do for i = r, r + 1, ..., n, 1, ..., r 1 do
for ind in I(i) do 12:
end for 14:
update ⌘
16:
end for 17: end for Algorithm 1 solves the regularization framework of label propagation with stochastic gradient and some techniques mentioned above. It gives a solution to large-scale regularization framework of label propagation and is easy to implement and light to run. Similar to section 2, if we set µ ! 1, ✏ = 0, minimize the quadratic loss function Eq. (4) is equivalent to minimize f T Lf under the constraint of f l = y l , which is the setting in GRF [5] . More specifically, the problem is
We can derive corresponding algorithm for this problem from Algorithm 1 by removing the operations associated with µ, ✏ in line 14 as well as forcing f l = y l in line 5 and line 12.
Multi-Class Case
Our methods can be extended to multi-class version easily. The label information is stored in a label matrix Y 2 {1, 0} n⇥c , where Y ij = 1 if sample x i has a label j 2 1, · · · , c, and Y ij = 0 otherwise. In the classification task, we have the constraints P c j=1 Y ij = 1. The soft label matrix F 2 [0, 1] n⇥c saves the output values of the classifier. Specially, F = (ỹ 1 ;ỹ 2 ; ...;ỹ n ),
1⇥c is the predictive scores for i-th instance and therefore we have predicted labelŷ i = arg max 1jcỹij . For convenience, F u = (ỹ l+1 ;ỹ 2 ; ...;ỹ n ). We set F (0) = Y. We take the loss function in Eq. 2 as an example:
Let
Similar to the process in the last section, we finally derive the updating formula
n⇥1 and W i is the i-th row of W.
Inductive Model
The previous algorithm follows the transductive setting, which means that label predictions are only required for the given test set and cannot handle the points out of sample. However, sometimes inductive algorithm is needed when new test examples are presented one at a time and solving the entire problem turns out to be expensive. A inductive algorithm trys to infer a function on the entire space from given data samples and then evaluate the function at the test points. In this section, we incorporate an induction formula that can be computed in linear time.
Assuming that soft labelsỹ 1 , · · · ,ỹ n have been computed by SLP above and we want to know the labelỹ of a point. We can minimize the loss function L GFHF (F) with respect to this new labelỹ,i.e.
where M X is a function which generated the matrix W on X = (x 1 , · · · , x n ). We have the closed-form solutioñ
We define M X as a graph-dependent function, i.e., 
ANALYSES
This section contains our analyses of SLP. In the first part, we give a convergent result and analyze the complexity of our algorithm. Then we discuss the necessity of warm start.
Convergence
We prove the following convergent rate for our algorithm:
Theorem 4.1.1. Consider binary task. Assume we have a dataset with n instances, the constructed graph G = (V, E) has m edges and SLP algorithm runs for T epochs. Assume that G > 0 is a constant. If SLP runs for T epochs with ⌘ = O(
, Then, the expectation of the excess risk would be bounded by
Proof. SGD has been well analyzed in the past decades. By adopting the proof from Chapter 14.3 of [26] , we have the convergent rate in Lemma 4.1.2,
Assume that SLP run for T epochs with ⌘  q B 2 G 2 T , also assume that krC i (F)k  G with probability 1. Then,
Since F is the soft label matrix, we have P c j=1 F ij  1, i = 1, 2, · · · , n, so that kFk 2  B = O(n). Applying them to Lemma 4.1.2, the Theorem 4.1.1 is proved.
Therefore, for any ✏ > 0, to achieve E[C(f )] C(f ⇤ )  ✏, it suffices to run the algorithm for a number of epochs which satisfies
In practice, The algorithm often obtains a quite good approximate solution by passing the unlabeled instances in less than five times (five epochs). The inner two for-loops actually go through all edges in E and have a time complexity in O(|E|), so the proposed algorithm can reach a good solution in O(T |E|) time, which can be furthermore equivalent to O(T n) w.r.t sparse graphs. SLP needs to put the affinity matrix W, the corresponding non-zero indexes I and predictive vector f into memory, so the space cost is O(|E|).
Warm Start
In the following part, we try to explain why the warm-start process is required to perform in large-scale label propagation. We denote the length of the shortest walk between two nodes u and v as dis(u, v). Given the initially labeled nodes, we can divide the V into several subsetsV l , V 1 , V 2 , ..., V k .V l is the set of the initially labeled nodes, and V i = {u| min v2V l dis(u, v) = i}, i = 1, 2, ..., k. The predictive label of a node is regarded as valid if it has received the label information from initially labeled nodes, and otherwise invalid. We will show that the performance is affected by the density of graph and initially labeled ratio. Theorem 4.2.2. Let G be a graph with n nodes and the degree of all nodes in G is d. With l initial labeled nodes, after t-epoch propagation, at most min{n,
} nodes will be valid.
Proof. According to Observation 4.2.1, after t-epoch propagation, the predictions of the nodes inV l , V 1 , V 2 , ..., V t are valid, and we have
The two sides of inequality (9) are equal if and only if
.., V t are mutual disjoint, and the two sides of inequality (10) are equal if and only if the graph G consists of d-ary trees and the roots of these trees are selected as initially labeled nodes. Also notice that
and the theorem is proved. Corollary 4.2.3. Let G be a graph with n nodes and the degree of all nodes in G is d. With l initial labeled nodes, the predictions on graph G will all be valid with t epochs, and t 2 ⌦(log d
Proof. According to Theorem 4.2.2, after t-epoch propagation, at most min{n,
} nodes will be valid. To make sure the predictions on the graph G are all valid, let
n, then we have
Theorem 4.2.2 and Corollary 4.2.3
show that the sparser the graph is, and the fewer the initial labels are, the more invalid predictions will be made in the first few epochs. The warm start process spreads initial labels to neighborhoods before main iteration (line 3 to 7 in Algorithm 1), which helps reduce invalid predictions when the algorithm terminates.
EXPERIMENTS
In this section, we evaluate SLP in various tasks including largescale network analysis and semi-supervised classification. Then, we analyze the influence of parameters and graphs on SLP. Finally, we show how to prevent performance degeneration in semi-supervised classification with some low-quality graphs.
Experimental Setup
The proposed approach is compared with a number of methods, including supervised method 10-NN as a baseline, ARG [9] , Eigen [9] and TbTL [17] . The ARG method uses a few anchor points which cover the entire point cloud to build a smaller graph with strong representative power. ARG method needs an anchor graph the final prediction is obtained by a simple linear combination of anchor points. The Eigen method approximates the graph Laplacian matrix by spectral decomposition, and in this way, the problem is solved in a reduced dimensional space. The TbTL method first generates a minimum spanning tree for given graph and then solve the problem with a designed Laplacian solver. The work presented in [5] , [6] fails to cope with the problem scale of our experiments, therefore, we do not include them in the experiments. For SLP, the implementation of the extreme case mentioned at the end of Section 3.1 is evaluated in the following three tasks.
The codes of ARG, Eigen, TbTL are all shared by their authors. The parameters for comparison methods are chosen from the recommended ones suggested by the authors. We adopt KDtree algorithm to construct approximate nearest neighbor graphs when the dataset does not provide a graph. For ARG, anchor points are generated by k-means clustering and the released LAE version is chosen to run. For Eigen, the number of eigenvectors is set to 160. For TbTL, the tree type is set to the minimum spanning tree, the number of trees is 16 as suggested by the authors and the regularization factor is selected from 0.01, 1, 100 by performing 5-fold cross-validation on the training set. We use default hyper-parameters for SLP. The step size ⌘ is set to if not specify where t is the next step to take, and epoch T is set to 6. 0.1%, 0.2%, 0.4%, 0.8%, 1.6%, 3.2% of instances are randomly selected as labeled data. Results are averaged over 20 independent repetitions. The performance is measured in terms of both accuracy and AUC. We run these evaluations on a PC with 3.2GHz AMD Ryzen 1400 CPU and 16GB RAM.
Application of SLP
In this part, we evaluate SLP in different tasks compared with state-of-the-art methods. The tasks includes large-scale network analysis, forest covertype categorization, handwritten character recognition and some benchmark datasets.
Tasks on Large-Scale Network Analysis
We collect three large-scale network datasets and perform label propagation on them. These graphs [27] , [28] We can not access the profiles of nodes in these graphs and the labels of these nodes are generated by the ground-truth communities information provided by [27] . We adopt the one-vsrest strategy by regarding the most frequent label as positive one. Because Anchor and Eigen methods take features of instances as input and fail to run in these tasks, we can only compare SLP with TbTL. We will evaluate Anchor and Eigen in the next part.
The performance is shown in Table 3 . SLP achieves highly competitive performance with TbTL with much shorter time. Although TbTL seems to have higher accuracy, its poor AUC performance indicates that it benefits from the unbalance of the classes. We observe that most of TbTL's predictions are the label with the larger proportion in the training set. The superior of SLP over TbTL owes to the fact that SLP does not modify the given graph and maintain origin edges for label propagation. In addition, SLP is generally at least five times faster than TbTL.
Task on Forest Covertype Categorization
The second task is collected from UCI 4 and the target is to predict forest cover type from cartographic variables only. On this dataset, more state-of-the-art methods can be conducted for comparison. The dataset has 581, 012 instances and we construct a 10NN graph based on the features. Following the procedure in previous part, we transform the task into a binary task by treating the most frequent label as the positive label and the rest as the negative one.
Average accuracy, AUC and running time with standard deviation are shown in Table 4 . On Covertype dataset, EIGEN, TbTL, and SLP are all inferior to 10NN and ARG with 0.1% and 0.2% labeled data. ARG may achieve better performance with more anchor points, but it's restricted by the memory cost. SLP performs better with more initial labeled data. Besides, given a graph, SLP spends much shorter time than competitors and achieve the highest AUC at most time.
Tasks on Benchmark Data
To evaluate our proposal, we conduct experiments on several medium scale datasets collected from UCI 5 and MNIST 6 . We gen- 4 . https://archive.ics.uci.edu/ml/datasets/Covertype 5. archive.ics.uci.edu/ml/index.php 6. http://yann.lecun.com/exdb/mnist/ erate four binary datasets: Adults, Ijcnn, Mnist3vs8 [29] and Devanagari. Adults dataset predict whether income exceeds 50K/yr based on census data. Devanagari is a dataset of Devanagari handwritten character images. There are 46 classes of characters with 2000 examples each and resolution of 32 ⇥ 32. We select 9 similar characters (ka, cha, taamatar, thaa, tabala, da, pa, yaw, la ) and extend the subset by shifting each image by one or two pixels in each direction inspired by [9] , [17] . So each character has total 18000 examples and we want to distinguish ka from other 8 characters. Similarly, we select one of most challenging binary classification task 3vs8 in handwritten digits set MNIST and extend them five times to original. In order to accelerate the running speed, we perform PCA to reduce dimensions. Experiments repeat for 20 different initial labels and AUCs are reported. Figure 4 displays average AUC with standard deviation on the four datasets with 10NN graph. Tested methods perform differently on six datasets. Specifically, SLP and Anchor outperform other comparisons much except for Adults dataset. The performance of Eigen is stable but less competitive to SLP in four datasets. Although TbTL method achieves high accuracy, it gets low AUC in most time, which means the prediction of Anchor is highly imbalanced. In short, our algorithm makes competitive performance on benchmark datasets. We'll further evaluate the influence of the graph's density in Section 5.3. 
Tasks on Handwritten Character Recognition
We evaluate the multi-class version algorithm on the handwritten character recognition tasks. The origin dataset has 46 classes of characters with 2000 examples for each and resolution of 32 ⇥ 32.
To extend the dataset, we shift each image by one or two pixels in each direction inspired by [9] , [17] . So each character has total 18000 examples and we finally make a dataset with 828, 000 instances. We use 10NN graphs in this part. Experiments repeat for 20 different initial labels and both accuracy and time are reported. The running time does not include the time for data pretreatment such as graph construction or clustering. Since Eigen method only handle binary task, we don't include it in this part. The result is shown in Table 5 . In the task with 9 classes, SLP is the most efficient and effective one. All of the evaluated methods takes seconds to solve the problem. Anchor is efficient in inference phase, but it takes some time to construct the anchor graph with given cluster points. In the task with 46 classes, SLP maintains the effectiveness as in former tasks. It converges within half a minute. In the part, however, SLP no longer runs five times faster than the comparisons because of the sorting operation after label propagation.
Behavior of SLP
In this part, we further explore the behavior of SLP including the influence of the coefficient and the graph. We also evaluate the convergence of SLP on benchmark datasets with various initial labeled data by recording the performance in first few epochs. Finally, we evaluate the performance of inductive SLP.
Benchmark Tasks with Different Graphs
In order to evaluate how the density of the graph influences the performance of SLP, we further conduct experiments on several benchmark datasets collected from UCI 7 and MINIST 8 [29] . Six binary datasets, i.e., Adults, Ijcnn, Minist3vs8 and Devanagari are conducted. We construct 4NN, 6NN, 8NN and 10NN graphs for these datasets and compare the predictive accuracy of SLP with different graphs.
Results in Figure 5 show that our proposal can have a better performance on a denser graph. Commonly, 8NN and 10NN graphs give competitive results, while 4NN and 6NN graphs performs worse. This is consistent with Theorem 4.2.2. Particularly, the denser the graph is, the more predictions will be valid in the first few epochs.
Influence of the Coefficient
In Eq. 4, there are two coefficients µ and ✏ for regularizers. In previous empirical studies, they are set as default values 0s and our algorithm SLP performs well. In Figure 6 , we further studies the influence of µ and ✏ on six medium datasets with 10NN graphs and 0.1% initial labels. The values of µ and ✏ are both selected from {0.01, 0.1, 1, 10, 100}. We present the average accuracy for 20 different initial labels for each setting. It can be seen that, the performance of SLP is quite insensitive to the setting of µ and ✏. One possible reason is that, µ only controls the propagation from initial labeled nodes, and it influence is rather low-weighted if the labeled ratio is small. ✏ actually tends to minimize the norm of the predictive vector, which have little impact on final prediction.
Convergence Evaluation
We analysis the convergence of SLP on benchmark datasets. Figure 7 shows the performance of SLP in the first few epochs with different labeled ratio. For each datasets, we construct 10NN graph and set ⌘, µ, ✏ as 1 100 p T , 1, 0. We can see that SLP can converge in less than 5 epochs. Further more, SLP would converge faster with more initial labels, sometimes even in 2 epochs.
Performance of Inductive Model
We evaluate the inductive model of SLP on three large-scale networks used in Section 5.2.1. We randomly sample 0.1% and 1% of the nodes to the testing set, and another 1% of the nodes to have initial labels. We first run label propagation on a network whose nodes in the testing set are removed, and then make prediction for the nodes in the testing set. For each network, we sample 20 distinct test sets and the results are averaged over 20 independent initializations. We compare the performance of inductive model and transductive model. The results in Table 6 show that inductive model makes identical performance in orkut and wiki, but degenerate in livej.
The reason for the performance degradation on livej is that deleting testing nodes from the graph has caused damage to the connectivity of the graph, making it impossible for some nodes to be labeled in label propagation, which further prevents some of the testing nodes to receive supervision information. In order to further evaluate the inductive model, for livej, we sort the nodes based on the degrees of them and then sample p% testing nodes from the first 1.5p% ascend nodes in order to prevent damage to the connectivity. The performance (denoted as or ind) is much better than the case where testing nodes are randomly sampled from all nodes. We then further compare the inductive model of SLP (SLP IND) with other baselines including inductive extension of Anchor (Anchor IND) and TbTL (TbTL IND) on semisupervised learning tasks. Anchor IND and TbTL IND are both extended from transductive ones by adding a nearest-neighbor predictor for testing data. Semi-supervised learning algorithms require features of instances, which is not provided in orkut and wiki and livej, so we have to conduct the experiments on benchmark data. We construct 10NN graphs for Anchor IND and TbTL IND. The results are shown in Table 7 . SLP IND always has the performance above average and does better than TbTL IND. Anchor IND does the best in handwritten character recognition tasks such as MINIST and Devanagari, followed by SLP IND closely.
Robust GSSL with Multiple Graphs
In the Figure 5 , we can observe that our proposal is somehow more sensitive to the quality of graph. Further more, it is widely accepted that the key for the success of graph-based semisupervised learning (GSSL) is to construct an excellent graph for given training data, rather than designing various learning or optimization algorithms [30] , [31] , [32] , [33] . For this reason, many efforts have been devoted to graph construction during the decades, e.g., [31] , [34] , [35] . Generally, excellent graph construction remains challenging or an open problem, especially when domain knowledge is scarce or insufficient to afford a reliable graph construction.
Beyond constructing excellent graphs, one another or more serious issue is that constructing graph improperly may even deteriorate performance, which means its performance is worse than that of its supervised counterpart (supervised nearest neighbor method) with only labeled data [6] , [30] , [31] , [33] . These phenomena clearly conflicts with the original intention of GSSL. They will also encumber the deployment of GSSL in reality, because the GSSL users typically expect that employing GSSL methods should not be worse than direct supervised nearest neighbor methods. Therefore, it is highly desirable to derive performancesafe GSSL method, which would not be outperformed by its supervised counterpart.
We try incorporating a robustness technique named LEAD [36] to improve the performance of our algorithm. The basic assumption of LEAD is that the predictive results on high-quality graphs may have a large margin separation. Unlabeled instances lying within the margin is regarded as risky to used and their labels are assigned with the direct supervised learning method. Given several candidate graphs, assuming that we don't have an idea which graph is better, LEAD can judge the quality of graphs and make safe prediction. We incorporate LEAD to SLP and test its performance on benchmark datasets with four candidate graphs.
The results are shown in Table 8 . SLP-Lead can make full use of the high-quality graphs. The performance in Adults and Ijcnn are not displayed in this table because SLP loses to the nearestneighbor method with all the candidate graphs, which indicates that label propagation algorithm may not be the right choice for these two datasets and the performance degeneration has nothing to do with the quality of graphs. In MNIST4vs9, MNIST7vs9, Devanagari datasets, SLP-Lead seldom loses to supervised learning method given candidate graphs, even though we have no idea which graph is better.
CONCLUSION
In this paper, we propose a fast and scalable label propagation method named SLP. Its procedure is derived from stochastic gradient descent and it is simple to implement. Since the method inherits the framework of SGD well, it can incorporate the recent process of SGD such as SVRG [37] and AsySVRG [22] , combined with practical needs to reduce variance, distributed execution, etc. Experiments on million-scale graphs demonstrate that our method is much faster than leading approaches and achieves highly competitive performance. The contribution of this work is that we firstly incorporate the stochastic method to label propagation and provides a different inspiration to handle large-scale label propagation tasks with clear practical advantages. Besides, we incorporate a safe technique to reduce performance degeneration of GSSL with multiple graphs with uncertain quality. 
