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1 Introduction
Let K be a compact, connected and semisimple Lie group. This paper describes the moduli
space of isomorphism classes of flat connections on principal K-bundles over the two-torus
and the three-torus. There are two motivations for this study. The first is the relation be-
tween flat K-bundles over the two-torus and holomorphic principal bundles over an elliptic
curve with structure group the complexification of K. The second is to give a proof of a
conjecture of Witten concerning the moduli space of flat K-bundles over the three-torus,
used in [19].
Of course, a flat bundle is completely determined by its holonomy representation, so
that the problem of classifying flat bundles over two- and three-tori becomes the question
of classifying ordered pairs and triples of commuting elements in K, up to simultaneous
conjugation. If two elements commute in K, then any lifts of them to the universal cover
of K commute up to an element of the center. Thus we shall work in the simply connected
cover G of K and study pairs and triples of elements in G which commute up to the center,
hence the name “almost commuting.” This is the form in which we attack the question.
Our point of view is that the extended Dynkin diagram of G, the action of π1(K) on
this diagram, and the coroot integers associated to this diagram completely determine the
answer in a manner which we shall describe below.
Notation used throughout this paper
• G is a compact, connected and simply connected Lie group, and in particular G is semi-
simple.
• CG denotes the center of G.
• For any subset X ⊆ G, ZG(X) denotes the centralizer of X in G. We will denote ZG(X)
by Z(X) when G is clear from the context.
• If S is a torus in G, not necessarily maximal, we let W (S,G) be the finite group
NG(S)/ZG(S) and we call it the Weyl group of S in G. If s = Lie(S), then we set
W (s, G) =W (S,G).
• Given x, y ∈ G, we define the commutator [x, y] = xyx−1y−1 and denote conjugation by
x as ix(y) =
xy = xyx−1.
One convention concerning subtori used throughout the paper is the following. Let t
be a vector space with a positive definite inner product 〈·, ·〉, let Λ ⊆ t be a lattice, such
that 〈v,w〉 ∈ Z for all v,w ∈ Λ, and let T = t/Λ be the associated torus. For any subtorus
S ⊆ T let s ⊆ t be its tangent space. Let s⊥ be the perpendicular subspace to s. Then
s⊥ is the tangent space of another subtorus S′ ⊆ T and FS = S ∩ S′ is a finite group. We
denote by S the quotient torus S/FS = T/S
′. Clearly S = s/(s∩Λ) and S = s/π(Λ), where
π: t→ s is orthogonal projection.
1.1 Preliminaries
Let Φ be a root system on a vector space t. Fix a set of simple roots ∆ for Φ. Denote by
Q = Q(Φ) the root lattice and by P the lattice of weights with basis {̟α}α∈∆. Further, we
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denote the inverse root system by Φ∨; it is a subset of t. We have Q∨ = Q(Φ∨) the coroot
lattice dual to P and P∨ the coweight lattice dual to Q(Φ). We denote the Weyl group
by W (Φ) or simply by W if Φ is clear from the context. We fix an inner product 〈 ·, · 〉
on t invariant under the Weyl group and use it to identify t with t∗. We choose this inner
product so that in each irreducible factor the shortest length of a coroot is
√
2. Coroots
of this length are called short coroots whereas coroots of longer lengths are called long
coroots. Roots inverse to short coroots are thus long roots and roots inverse to long coroots
are short roots.
Assume now that t = Lie(T ), where T is a maximal torus of G, and let Φ = Φ(T,G)
be the corresponding root system. In this case, the exponential map identifies t/Q∨ with
T and t/P∨ with the maximal torus in the adjoint form of G, and P∨/Q∨ with CG. More
generally, for an abstract root system Φ, we define CΦ to be the finite group P∨(Φ)/Q∨(Φ).
Associated to a, b ∈ Φ is the Cartan integer defined by
n(a, b) =
2〈a, b〉
〈b, b〉 . (1)
The Cartan integers for pairs of elements in ∆ determine and are determined by the Dynkin
diagram D(G) whoses nodes are indexed by the a ∈ ∆ and whose bonds together with their
multiplicities and arrows [4]. The set ∆∨ ⊆ Φ∨ consists of the coroots a∨ inverse to each
root a ∈ ∆. The Cartan integers n(a∨, b∨) for a∨, b∨ ∈ ∆∨ are described by a Dynkin
diagram D∨(G), the coroot diagram for G. Its nodes are identified in the obvious way with
the nodes of D(G). Its bonds, including the multiplicities, are exactly the same as the
bonds in D(G), but the direction of every arrow is reversed.
Suppose that Φ is irreducible. Let d be the highest root of Φ with respect to ∆. Set
a˜ = −d and let ∆˜ = ∆∪{a˜} be the extended set of simple roots. Let C0 ⊆ t be the positive
Weyl chamber associated to ∆ and let A ⊆ C0 be the unique alcove in C0 containing
the origin. The walls of A are given by {a = 0}a∈∆ and {a˜ = −1}. Hence there is a
natural bijection between ∆˜ and the walls of A. The set ∆˜ is the set of nodes for the
extended Dynkin diagram D˜(G). The Cartan integers n(a, b) for a, b ∈ ∆˜ are recorded in
the multiplicities of the bonds and the directions of the arrows of D˜(G), by exactly the
same rules as given in the case of D(G). In the case of A˜1, we shall always make the
convention that the two nodes are connected by two single bonds, so that the diagram is
a cycle. Dually, there is the extended coroot diagram D˜∨(G) whose nodes are the coroots
∆˜∨ inverse to the roots in ∆˜. As in the case of D(G), the diagram D˜∨(G) is obtained from
D˜(G) by reversing the directions of all the arrows on the multiple bonds. In case Φ =
∐
iΦi
is reducible and the Φi are the irreducible factors, we define the set of extended roots ∆˜
as
∐
i ∆˜i, and define the extended root and coroot diagrams as the disjoint union of the
corresponding diagrams of the factors.
Assuming again that Φ is irreducible, there is a single linear relation among the roots
of ∆˜, namely ∑
a∈∆˜
haa = 0 (2)
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for positive integers ha, with ha˜ = 1. The ha will be called the root integers. The sum∑
a∈∆˜ ha = h is the Coxeter number of the group. Dually, there is a single linear relation
between the coroots inverse to the roots in ∆˜. It takes the form∑
a∈∆˜
gaa
∨ = 0 (3)
where the ga are all positive integers and the coefficient of the coroot a˜
∨ is one. (N.B. The
coroot inverse to the highest root is the highest short coroot, and is equal to the highest
coroot if and only if Φ is simply laced.) The integers ga are called the coroot integers
and the sum g =
∑
a∈∆˜ ga is called the dual Coxeter number. Since a˜ is a long root, it
follows that ga|ha for every a ∈ ∆˜, with equality exactly for the long roots in ∆˜. It will
be convenient to view the coroot integers as defining a function g: ∆˜ → N by the formula
g(a) = ga.
There is an action of CG as a group of affine isometries of t normalizing the alcove A,
which will be described in more detail in Section 3.1. For each c ∈ CG, the differential wc
of its action on A is a linear map which is an element of W normalizing ∆˜ ⊂ t∗. Since the
action of W preserves the Cartan integers, it follows that the resulting action of wc on the
nodes of D˜(G) is a diagram automorphism. The action preserves the root integers ha, in
the sense that hwc·a = ha. Of course, wc also induces a diagram automorphism of D˜
∨(G)
preserving the coroot integers ga. This defines a faithful representation of CG as a group
of diagram automorphisms of D˜(G) and of D˜∨(G).
Let C be a subgroup of CG. By restriction, C acts on t, and the linear part wC of this
action normalizes the subsets ∆˜ and ∆˜∨ and defines an action of C by diagram automor-
phisms on D˜(G) and D˜∨(G). This action preserves the coroot integers ga. For each orbit
a ∈ ∆˜/C we define ga to be naga where na is the cardinality of the orbit a and ga is the
coroot integer associated to any a in this orbit. Let ∆˜C, resp. ∆˜
∨
C , be the quotient of ∆˜,
resp. ∆˜∨, under the action of C. Let SwC be the subtorus of T whose Lie algebra is twC ,
the subspace of t pointwise fixed under the action of wC . Let π: t → twC be orthogonal
projection.
1.2 The case of commuting pairs in a simply connected group
In [1], the first author proved that, if x and y are commuting elements in a compact,
simply connected group G, then there is a maximal torus T ⊆ G containing both x and y.
Furthermore, two pairs of elements in T are conjugate in G if and only if they are conjugate
by an element of W . Thus, the moduli space of conjugacy classes of commuting pairs of
elements in G is identified with (T × T )/W . The torus T is the quotient of t by the lattice
Q∨ generated by ∆˜∨ and W is the group of isometries of t generated by reflections in the
hyperplanes through the origin defined by the elements of ∆˜∨. The group W acts on t
preserving the lattice Q∨ and hence there is an induced W -action on T . This is the model
result that we carry over into all the other cases we study.
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1.3 c-pairs
Next, let us consider a compact, connected, simple, but not necessarily simply connected
group K with G as simply connected covering. The first invariant of a K-bundle ξ over
T 2 is the characteristic class w(ξ) ∈ H2(T 2;π1(K)) = π1(K). We identify π1(K) with
a subgroup of the center CG of G, so that w(ξ) ∈ CG. If ξ has a flat connection and if
x, y ∈ K are the holonomy images of the standard generators of the fundamental group of
the two-torus, then for any lifts x˜ ∈ G, resp. y˜ ∈ G, of x, resp. y, we have [x˜, y˜] = w(ξ).
Our classification results in this case are simplified by three assumptions:
1. We fix the topological type of the bundle ξ, or equivalently the class w(ξ) = c ∈ CG.
2. We assume that ξ does not lift to a bundle over any non-trivial covering group of K.
3. We classify flat connections on ξ up to restricted gauge equivalence, i.e., up to G-
gauge equivalence. In this case, it turns out that restricted gauge equivalence is the
same as K-equivalence.
Translating these conditions gives the following equivalent group theoretic problem.
Let G be simple, and let c ∈ CG. A pair of elements (x, y) in G is said to be a c-pair if
[x, y] = c. We classify c-pairs up to simultaneous conjugation by elements of G.
Note that tw〈c〉 = twc . Thus we define Swc = Sw〈c〉 .
Theorem 1.3.1 Let G be simple, and let c ∈ CG. Then the moduli space of conjugacy
classes of c-pairs of elements in G is homeomorphic to (S
wc × Swc)/W (Swc , G).
In a very closely related form, this theorem was first proved by Schweigert [16]. In
Theorem 1.6.2 below, we shall describe S
wc
and W (Swc, G) in terms of the extended coroot
diagram of G and the action of c on this diagram.
1.4 Commuting triples
Next, we let G be simple and we turn to flat G-bundles over the 3-torus. The holonomy
of such a connection around the standard basis of the fundamental group of the torus is a
commuting triple (x, y, z) in G well-defined up to simultaneous conjugation. Let TG denote
the moduli space of conjugacy classes of commuting triples in G. In general, TG has several
components even though there is only one topological type for a G-bundle over T 3.
Theorem 1.4.1 Let G be simple. For any k ≥ 1 dividing at least one of the coroot integers
ga we set I˜(k) = {a ∈ ∆˜ : k 6 |ga}, and we let S(k) ⊆ T be the subtorus with
Lie(S(k)) = t(k) =
⋂
a∈I˜(k)
Ker a.
Note that dimS(k) is one less than the number of a such that k|ga. Then:
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1. For each commuting triple (x, y, z) in G, there is a unique integer k ≥ 1 dividing at
least one of the coroot integers ga such that S(k) is conjugate to a maximal torus for
Z(x, y, z). The integer k is called the order of (x, y, z).
2. The order is a conjugacy class invariant and defines a locally constant function on
TG. We define the order of a component X of TG to be the value of this function on
X.
3. If k ≥ 1 divides at least one of the ga, there are exactly ϕ(k) components of TG of order
k, where ϕ is the Euler ϕ-function. Given a component X of TG, let dX = 13 dimX+1.
Then ∑
X
dX = g.
4. Each component of TG of order k is homeomorphic to(
S(k)× S(k)× S(k)) /W (S(k), G).
5. Let πk be orthogonal projection from t to t(k). For a ∈ ∆˜, πk(a∨) is non-zero if and
only if a /∈ I˜(k). Thus πk determines an embedding of ∆˜∨− I˜∨(k) into t(k). The torus
S(k) is the quotient of t(k) by the lattice πk(Q
∨(k)), which is spanned by the image
of ∆˜∨− I˜∨(k). The group W (S(k), G) is the group of isometries of t(k) generated by
reflections in the hyperplanes πk(a
∨)⊥ for a ∈ ∆˜− I˜(k).
Results along these lines have been obtained independently by Kac-Smilga [11].
In Section 1.7 we give a result which shows that the image under πk of ∆
∨ − I˜(k)∨ in
t(k) is the extended set of simple coroots of a root system Φ(t(k)) of t(k) and derives its
extended coroot diagram from the extended coroot diagram D˜∨(G) and the coroot integers
ga.
1.5 C-triples
Let K be a connected, simple group with simply connected covering G. Now we consider
principal K-bundles with flat connection over the three-torus. Given a basis for the fun-
damental group of the 3-torus, a flat connection is determined by the holonomy image
x1, x2, x3 ∈ K for the given basis of the fundamental group of the torus. These elements
are defined up to simultaneous conjugation in K. Lifting these to elements x˜1, x˜2, x˜3 in G,
we have elements cij = [x˜i, x˜j] in π1(K) ⊆ CG. These elements determine the topological
type of the K-bundle. We record these elements by constructing 3 × 3 matrix C = (cij)
with values in CG. The entries of C satisfy: cii = 1, cij = c−1ji for i 6= j. Such a matrix
will be called antisymmetric.Let 〈C〉 be the subgroup of CG generated by the entries of C.
A triple of elements (x1, x2, x3) in G such that cij = [xi, xj ] is a C-triple. If c12 = c and
c13 = c23 = 1, we refer to (x1, x2, x3) as a c-triple. As long as 〈C〉 is cyclic and generated
by c, the moduli space of C-triples can be identified with the moduli space of c-triples. As
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in the case of the two-torus, we assume that the bundle does not lift to a proper covering
group of K. This is equivalent to saying that the group 〈C〉 generated by the entries of C
is all of π1(K). Also as before, we classify these bundles up to restricted gauge equivalence,
i.e., up to conjugation by elements of G. In this case, this classification differs slightly from
the classification up to conjugation by K. The classification of commuting triples in K
follows easily from the results of this paper, but we shall not give the details here.
Given C, we denote by wC the subgroup w〈C〉 of W . Following this convention, t
wC ,
SwC , ∆˜C , and ∆˜
∨
C are defined similarly.
Theorem 1.5.1 Let G be simple and let C be an antisymmetric 3×3-matrix with values in
CG. Let TG(C) be the moduli space of conjugacy classes of C-triples in G. Let g: ∆˜C → N
be the function defined by g(a) = ga. For any k ≥ 1 dividing at least one of the ga, let
I˜C(k) be the set of a ∈ ∆˜C such that k 6 |ga and let SwC (g, k) ⊆ SwC be the subtorus whose
Lie algebra is
twC (g, k) =
⋂
a∈I˜C(k)
Ker a ⊆ twC .
Let πCk be orthogonal projection from t to t
wC (g, k). Then:
1. For every C-triple (x, y, z), there is an integer k ≥ 1 dividing at least one of the ga,
called the order of (x, y, z), such that SwC (g, k) is conjugate to a maximal torus for
Z(x, y, z). The dimension of SwC (g, k) is one less than the number of a such that
k|ga.
2. The order is a conjugacy class invariant and defines a locally constant function on
TG(C). We define the order of a component X of TG(C) to be the value of this
function on X.
3. For any k ≥ 1 dividing at least one of the ga, there are exactly ϕ(k) components of
TG(C) of order k. Given a component X of TG(C), let dX = 13 dimX + 1. Then∑
X
dX = g.
4. In the case where 〈C〉 is cyclic, i.e. the case of c-triples, each component of TG(C) of
order k is homeomorphic to either(
S × S × S) /W (S,G) or (S × S × S) /W (S,G),
where S = Swc(g, k). We will describe the possibilities precisely in Section 9. In case
〈C〉 is not cyclic, each component of the moduli space is homeomorphic to
((S × S × S)/F )/W (S,G)) ,
where S = SwC (g, k) and F is a finite subgroup of S × S × S which will be described
explicitly in Section 12.
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5. For a ∈ ∆˜, πCk (a∨) 6= 0 depends only on a ∈ ∆˜C and is nonzero if and only if
a /∈ I˜C(k). Thus πCk determines an embedding of ∆˜∨C − I˜∨C(k) into twC (g, k). The
torus S
wC (g, k) is the quotient of twC (g, k) by the lattice Q∨C(k) spanned by image
of ∆˜∨C − I˜∨C(k). The group W (SwC (g, k), G) is the group of isometries of twC (g, k)
generated by reflections in the hyperplanes πCk (a
∨)⊥ for a ∈ ∆˜C − I˜C(k).
In Section 1.7 we state a result which shows that the image of ∆˜∨C − I˜∨C(k) in twC (g, k)
is the extended set of simple coroots of a root system, and which describes its extended
coroot diagram in terms of the extended coroot diagram D˜∨(G), the action of 〈C〉 on this
diagram, and the coroot integers ga.
1.6 Quotients of diagram automorphisms
Let D˜ be an extended coroot diagram. A diagram automorphism σ: D˜ → D˜ automatically
preserves the coroot integers. Suppose that C is a group of diagram automorphisms of D˜.
Definition 1.6.1 We form the quotient diagram D˜/C as follows. The nodes of D˜/C are
the C-orbits of nodes of D˜. The orbit of the node v is denoted v.
There is one case that we handle directly. If D˜ is A˜n and C acts transitively on the set
of nodes of D˜, then the quotient has one element.
Ruling out this degenerate case, there are two types of C-orbits on an extended diagram
D˜: an orbit consisting of nodes, no two of which are connected by a bond, and an orbit
consisting of subdiagrams of type A2, no two of which are connected by a bond. The first
type of orbit is called ordinary and the second exceptional. Let ǫ(v) = 1 if v is an ordinary
orbit and let ǫ(v) = 2 if v is exceptional. We describe the bonds of D˜/C, their multiplicities
and their arrows by giving the Cartan integers n(u, v). If u and v are distinct orbits such
that n(ui, vj) = 0 for all ui ∈ u and vj ∈ v, then n(u, v) = 0 and there is no bond connecting
u and v in the quotient diagram. If there are nodes u ∈ u and v ∈ v which are connected
by a bond, then either Stab(u) ⊆ Stab(v) or Stab(v) ⊆ Stab(u). In the first case we define
n(u, v) = ǫ(v)n(u, v),
and in the second case we define
n(u, v) = ǫ(v)
nv
nu
n(u, v),
where as before nu is the cardinality of the orbit u. It is easy to see that these numbers
are well-defined integers and satisfy: n(u, v) = 0 implies n(v, u) = 0; otherwise n(u, v) < 0
for u 6= v. Thus, these numbers determine the bonds of the quotient diagram D˜/C, their
multiplicities and the directions of their arrows.
We have the set {gv} of coroot integers on the original diagram. We define integers gv
on the nodes of D˜/C as follows. In all cases, including the degenerate ones, the induced
coroot integers gv on the quotient diagram are defined by gv =
∑
v gv where v ranges over
the nodes in the orbit v. Since diagram automorphisms preserve the integers gv , we have
gv = nvgv for any v ∈ v.
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Here is the theorem which describes the fixed tori and their Weyl groups in terms of
diagram automorphisms.
Theorem 1.6.2 Let G be simple and let C be a subgroup of CG. Let π: t→ twC be orthogonal
projection. Then:
1. Restriction of π to ∆˜∨ factors to induce an embedding of ∆˜∨C in t
wC . This embedding
identifies the set of nodes ∆˜∨ of D˜∨/C with an extended set of simple coroots for a
root system Φ(wC).
2. D˜∨/C is the extended coroot diagram of Φ(wC).
3. The coroot lattice of Φ(wC) is equal to π(Q
∨) , which by definition is the fundamental
group of the torus S
wC , and the group W (SwC , G) is the Weyl group of Φ(wC).
This result together with Theorem 1.3.1 yields an explicit description of the moduli
space of c-pairs in terms of the extended coroot diagram of G and the action of wc on this
diagram.
1.7 Description of S(k) and S
wC
(g, k)
Let D˜ be a connected extended coroot diagram, whose set of nodes is ∆˜∨, and let n: ∆˜→ N
be a function of the form n0g for some positive integer n0. Given an integer k ≥ 1 dividing
at least one of the n(a), let I˜(n, k) = {a ∈ ∆˜ : k 6 |n(a)}. We let D˜′(n, k) be the largest
subdiagram of D˜ having I˜∨(n, k) as its set of nodes. Fix a length function ℓ:A→ R+ such
that if v, v′ ∈ ∆˜∨ are connected by a bond of D˜ and ℓ(v) ≥ ℓ(v′) then the multiplicity of the
bond between v and v′ is ℓ(v)2/ℓ(v′)2 and the arrow (if the multiplicity is not one) points
toward v′.
Proposition 1.7.1 Let v ∈ ∆˜∨ − I˜∨(n, k). Then exactly one of the following holds.
(Type ∞) v is the only element of ∆˜∨ − I˜∨(n, k).
(Type 1) The node v is not connected by a bond of D˜ to a node of D˜′(n, k), but is not of Type
∞.
(Type 2)(i) The node v is connected by bonds of D˜ to exactly two components of D˜′(n, k), each
of which is of type A1, with nodes v1 and v2, say, and ℓ(v) ≤ min(ℓ(v1), ℓ(v2)).
(Type 2)(ii) The node v is connected by bonds of D˜ to exactly one node v1 of D˜
′(n, k), and ℓ(v) <
ℓ(v1).
(Type 3) The node v is connected by bonds of D˜ to exactly two components of D˜′(n, k), each
of which is of type A2.
(Type 4) The node v is connected by bonds of D˜ to exactly two components, and exactly one of
the following holds:
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(i) Both of these components are of type A1, with nodes v1 and v2, say, and ℓ(v) >
min(ℓ(v1), ℓ(v2));
(ii) Each component is of type A3;
(iii) One component is of type A3 and the other is of type A1.
Definition 1.7.2 Define a new length function ℓk: ∆˜
∨− I˜∨(n, k)→ R+ by setting ℓk(v) =
ℓ(v)/
√
r if v is of Type r according to the above proposition. We will see later that, if
ℓk(v) ≥ ℓk(w), then in fact ℓk(v)2/ℓk(w)2 ∈ Z.
Let D˜(n, k) be the unique diagram with nodes ∆˜∨ − I˜∨(n, k) satisfying the following
three conditions:
1. Nodes v, v′ ∈ ∆˜∨ − I˜∨(n, k) are connected by a bond in D˜(n, k) if and only if either
v and v′ are connected by a bond in D˜ or v and v′ are connected by bonds of D˜ to
the same component of D˜′(n, k).
2. Suppose that v and v′ are distinct nodes of ∆˜∨ − I˜∨(n, k) which are connected by a
bond in D˜(n, k) and suppose that neither of these nodes is connected by a bond of
D˜(n, k) to any other node of ∆˜∨ − I˜∨(n, k). If ℓk(v) = ℓk(v′), then the subdiagram
of D˜(n, k) spanned by v and v′ is of type A˜2.
3. Suppose that v and v′ are distinct nodes of ∆˜∨ − I˜∨(n, k) connected by a bond of
D˜(n, k) and suppose that v and v′ are not as in the previous case. Lastly, supppose
that ℓk(v) ≥ ℓk(v′). Then the multiplicity of the bond in D˜(n, k) connecting v to v′
is ℓk(v)
2/ℓk(v
′)2 and the arrow (if this multiplicity is greater than one) points toward
v′.
Proposition 1.7.3 The diagram D˜(n, k) defined above is the coroot diagram of a (possibly
non-reduced) root system.
In particular, taking the quotient diagram D˜∨/〈C〉 as our extended coroot diagram
and the function g defined in Theorem 1.5.1 as n defines an extended coroot diagram
(D˜∨/〈C〉)(g, k). The next theorem shows that this diagram is in fact the extended coroot
of a root system on twC (g, k).
Theorem 1.7.4 Let G be simple, let C be an antisymmetric 3 × 3 matrix with values in
CG, and let k ≥ 1 be an integer dividing at least one of the ga. Orthogonal projection from
t to twC (g, k) factors to induce an embedding of ∆˜∨C − I˜∨C(k) in twC (g, k). This embedding
identifies the nodes ∆˜∨C − I˜∨C(k) of (D˜∨/〈C〉)(g, k) with an extended set of simple coroots
of a root system Φ(wC , k). The diagram (D˜
∨/〈C〉)(g, k) is the extended coroot diagram of
Φ(wC , k).
This theorem, together with Theorem 1.4.1 and Theorem 1.5.1 lead to an explicit de-
scription of the components of the moduli spaces of commutative triples and C-triples in
terms of the diagrams D˜∨(G) and D˜∨(G)/〈C〉 and the integers ga.
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1.8 Chern-Simons invariants and Witten’s “Clockwise Symmetry Con-
jecture”
Assume that G is simple. A connection on a principal G-bundle ξ over a three-manifold M
has a Chern-Simons invariant, see [5], which measures its difference from a trivial connec-
tion. This invariant is well-defined modulo Z on isomorphism classes of connections. The
Chern-Simons function is constant on continuous paths of flat connections, so that we can
view it as a function from the components of the moduli space of gauge equivalence classes
of flat connections on ξ to R/Z. In caseM is the three-torus, this moduli space is identified
with the space of conjugacy classes of commuting triples in G, so that the Chern-Simons
invariant defines a function from the set of components of TG to R/Z.
Let us consider now principal K-bundles, where K is compact, connected and simple.
Let G be the universal covering group of K. The topological type of a K-bundle ξ over T 3
is determined by its characteristic class w(ξ) ∈ H2(T 3;π1(K)). We construct an antisym-
metric matrix C(ξ) = (cij(ξ)) where cij(ξ) is the value of w(ξ) on the coordinate two-torus
Tij in the (ij)
th-coordinate directions.
In this case, there is only a relative Chern-Simons invariant which is well-defined modulo
(1/n)Z for some integer n ≥ 1 depending on K. To get a Chern-Simons invariant well-
defined modulo Z we need to consider enhanced K-bundles over a three-manifoldM , where
by an enhanced K-bundle Ξ we mean an underlying K-bundle ξ together with a lifting to
G of the structure group of ξ over the one-skeleton ofM . We define C(Ξ) = C(ξ). Given an
antisymmetric matrix C with coefficients in π1(K), there is, up to isomorphism, a unique
enhanced K-bundle Ξ with C(Ξ) = C. Under automorphisms of Ξ, the Chern-Simons
invariant is well-defined modulo Z.
Let A be a flat connection on a K-bundle ξ over T 3. The holonomy of A is identified
with a conjugacy class of commuting triples in K. Given an enhanced structure Ξ on ξ, by
a flat connection on Ξ we simply mean a flat connection A on ξ. The connection A then
lifts over the 1-skelton to a flat G-connection, and this defines a lifting of the holonomy
of A to a conjugacy class of C(ξ)-triples in G, called the G-holonomy of A on Ξ. The G-
holonomy determines a bijection between the set of isomorphism classes of flat connections
on enhancedK-bundles Ξ over T 3 with C(Ξ) = C and the moduli space TG(C) of conjugacy
classes of C-triples in G.
Theorem 1.8.1 Let G be simple, let C be an antisymmetric matrix with entries in CG, and
let K = G/〈C〉. Let X1 be the unique component of order 1 of the moduli space of C-triples.
Let Ξ be an enhanced K-bundle with C(Ξ) = C. Let Γ1 be a flat connection on Ξ whose G-
holonomy is a conjugacy class in X1. Let A be a flat connection on Ξ. Then CSΓ1(A) mod Z
is independent of the choice of Γ1. Let CS(A) be the class of CSΓ1(A) mod Z.
1. The function CS(A) is a well-defined function on the set of isomorphism classes of
flat connections on Ξ, or equivalently on TG(C), to R/Z.
2. Viewing CS as a function on TG(C), it is constant on components.
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3. The function CS induces a bijection from the set of components of TG(C) of order k
to the set of points of order k in R/Z.
There is a refinement of this theorem, leading to a surprising symmetry involving the
Chern-Simons invariants and the dimensions of the components of TG(C). It was first
discovered by Witten from considerations in quantum field theory.
Theorem 1.8.2 Let G be simple and let C be an antisymmetric matrix with entries in
CG. Let g be the dual Coxeter number of G. For each component X of TG(C), let dX be
1
3dim(X)+1, and let CS(X) be the value of the Chern-Simons functional on this component.
Let J(X) ⊆ R/Z be a subset of dX equally spaced points centered at CS(X) with spacing
1/g. Then the J(X) are disjoint subsets of R/Z. Then
J =
⋃
X
J(X) ⊂ 1
2g
Z/Z,
and J consists of g points invariant under translation by 1/g. Thus, identifying R/Z with
the unit circle, the set J is invariant under by a rotation through angle 2π/g.
1.9 Outline of the paper
We begin in Section 2 with a discussion of almost commuting n-tuples in a compact group
K. We define the rank of such an n-tuple to be the dimension of a maximal torus of the
centralizer of the n-tuple. We show a general finiteness statement: for a compact group
K, there are only finitely many conjugacy classes of rank zero almost commuting triples in
K. More generally, given a torus S in K, we give an explicit description of the subspace
of the moduli space of conjugacy classes of almost commuting n-tuples x such that S is
conjugate to a maximal torus of the centralizer of x. Each such component is a quotient
of the product of n copies of S by a finite group. The problem now is to determine the
possible tori and finite groups which arise in the cases we study in more detail.
Section 3 contains various characterizations of groups of An-type. These results are
applied to deduce the following property of the coroot integers ga associated to the simple
roots a: The subdiagram Dk of the extended Dynkin diagram of G consisting of all nodes
corresponding to roots a for which ga is not divisible by a fixed positive integer k is a
disjoint union of diagrams of Ani-type, for integers ni with the property that (ni + 1)|k.
Furthermore, if Ii denotes the set of simple roots corresponding to the nodes of one of
the components of Dk, then
∑
a∈Ii
(ga/k)a
∨ lies in the center of the corresponding simple
subgroup of G and generates the center. This result implies that the set of integers which
occur as ga form an interval [1, N ] and that, for the Euler ϕ-function, one has ϕ(N) = 2,
so that N ∈ {1, 2, 3, 4, 6}. These properties, as well as the characterization of groups of
An-type, are important in the study of c-pairs and c-triples.
Section 4 takes up the case of c-pairs and contains a proof of the first item in Theo-
rem 1.3.1. Following the pattern laid down in Section 2, we first consider rank zero c-pairs
and then pass to the general case of higher rank.
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Section 5 considers the case of commuting triples in G, once again taking up the case
of commuting triples of rank zero first. This section contains a proof of the first four parts
of Theorem 1.4.1. While this section will be for the most part subsumed in Section 9, it
seemed worthwhile to give the reasonably straightforward arguments needed to handle this
case.
Sections 6, 7, and 8 are preparatory for the study of C-triples. They examine questions
which, to us, are interesting in their own right. Section 6 considers a group τ of affine
automorphisms of a vector space which normalizes an alcove of a root system on that vector
space. Such automorphisms are equivalent to diagram automorphisms of the extended
Dynkin diagram of the root system. We show that the walls of the original root system
divide the fixed point set of τ into alcoves and that these are the alcoves of a Coxeter
group acting on the fixed point set. Thus, there is a reduced root system on the underlying
vector space of the fixed point set whose alcove structure is identified with the given alcove
structure on the affine subspace fixed by τ . We use this to study two closely related root
systems on the linear subspace fixed by the differential of τ . One root system, the restricted
root system, consists of the non-trivial restrictions of roots of the original system to the fixed
subspace. The other, the projection system, is the inverse root system to the root system
obtained by taking the nonzero orthogonal projections of the coroots of the original system.
These root systems are not in general equal, nor are they always inverse systems, nor is
either equal in general to the root system on the fixed point set of the affine automorphism.
It is also not true in general that these roots systems are reduced. Nevertheless, all three of
them have the same Weyl groups, and hence the same set of roots up to positive multiples.
Section 7 applies the work of Section 6 to the torus Swc fixed by the wc-action on T .
The main result is the completion of the proof of Parts 2 and 3 of Theorem 1.3.1 describing
the Weyl group of this torus and the fundamental group of S
wc
. The results of Section 6
are also used here to prove Theorem 1.6.2.
Section 8 is concerned with the centralizer Z(x, y) of a c-pair (x, y). We describe the
root system corresponding to the Lie algebra of Z(x, y), the fundamental group, and the
component group of Z(x, y). We study Z(x, y) by viewing conjugation by y as an automor-
phism of the compact group Z(x). It is natural to consider the most general problem along
these lines: let H be an arbitrary compact connected group and let σ be an automorphism
of H. We study the Lie algebra and the component group of the fixed subgroup Hσ of σ.
Our results on the Lie algebra of Hσ generalize those of Kac [9] in case σ has finite order.
The description of the component group of Hσ contains, in particular, a generalization of
the result of the first author in [1], that Hσ is connected if H is simply connected.
With the preliminary work about centralizers of c-pairs established, we turn in Section
9 to c-triples, for c non-trivial. Following the general pattern, we first consider the case of
c-triples of rank zero. It turns out there there is a finite and short list of simple groups that
have rank zero c-triples. We then go on to establish Parts 1 through 4 of Theorem 1.5.1 in
the case when 〈C〉 is cyclic.
In Section 10 we turn to the tori S(k) and S
wc
(g, k) and compute their Weyl groups
and fundamental groups. The result is a proof of Theorem 1.7.4, of Part 3 of Theorem 1.4.1
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and of Part 3 of Theorem 1.5.1 in the case when C is cyclic. Once again, we find a related
Coxeter group by arguments which are formally similar to those used to study the fixed
subspace of an affine automorphism.
Section 11 considers the Chern-Simons invariant of a flat connection with holonomy a
given c-triple. This invariant is identified with an invariant of the c-triple defined using the
Weyl invariant inner product on the Cartan subalgebra of G. We then prove Theorem 1.8.1.
Lastly, we establish Witten’s clockwise symmetry statement, Theorem 1.8.2, in the case of
c-triples.
In Section 12 we consider the case when the group 〈C〉 is non-cyclic, establishing both
Theorems 1.5.1 and 1.8.2 in these cases by explicit computation.
At the end of the paper, we give a list of the possible coroot diagrams and quotient
coroot diagrams, and give tables summarizing the tori and root systems we have defined,
as well as other relevant information.
A guiding principle of this paper has been to avoid classification and case-by-case check-
ing wherever possible. We have preferred to give more general, conceptual arguments, even
at the cost of increasing the length.
1.10 History
Questions related to the ones considered here have a long history. One motivation was to
understand the experimental connection between the torsion primes of G, i.e. the primes
p for which there is p-torsion in the integral homology of G, and those primes p for which
G has an elementary abelian p-group of rank three contained in a torus. The first author
and J-P. Serre proved that if p is not a torsion prime, then every elementary p-group
in G is contained in a torus. The converse was checked, case-by-case, in [1] and in the
earlier references cited in that paper. From the point of view of this paper, the subgroups
constructed in [1] are simply the commuting triples of rank zero. It was also checked that
a torsion prime divides one of the root integers ha, but the converse does not quite hold.
R. Steinberg pointed out later that the torsion primes listed in [1] are exactly the prime
divisors of the coroot integers ga. In [18], he shows that the prime p divides one of the ga
if and only if G contains an elementary abelian p-subgroup not contained in a torus. The
methods of the present paper are, in part, quite similar to those of [18]. More recently,
Griess [8] classified the possibilities for elementary abelian p-groups in G, apparently by
completely different methods from those of this paper. The last two authors of the present
paper were led to this circle of problems from another direction, the study of holomorphic
principal G-bundles over an elliptic curve. In this case, if the bundle is flat, then its
holonomy defines a c-pair up to conjugation. The singularities of the moduli space of such
bundles are then closely related to the component groups of centralizers of c-pairs, and thus
ultimately to c-triples. We should also add that Kac-Smilga in [11] as well as Keurentjes
[12, 13] have independently established results overlapping significantly with ours in the
case of commuting triples. Their approach seems very similar to ours.
It is natural to ask about the moduli space of almost commuting N -tuples for N > 3.
We believe that the methods developed here can attack this question as well. However, and
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perhaps not surprisingly, there seem to be very few essentially new cases.
The impetus for the study we carry out here of commuting triples and c-triples was
questions, conjectures, and statements of Witten about the nature of the moduli space,
and especially the number and structure of its components. He was led to these questions
by studying the quantum field theory of gauge theories over the three torus, in particular
the R-symmetries of these theories. With this heuristic guide, he conjectured the clockwise-
symmetry statement and checked it in many cases. It is our pleasure to thank Witten for
pointing out these questions to us, and for many stimulating discussions on these and other
related matters.
2 Almost commuting N-tuples
An ordered N -tuple x = (x1, . . . , xN ) of elements in G is almost commuting if [xi, xj ] ∈ CG
for every 1 ≤ i, j ≤ N . Notice that x is almost commuting if and only if the image ordered
N -tuple x = (x1, . . . , xN ) in the adjoint form of G is a commuting ordered N -tuple. Given
an almost commuting N -tuple x let cij = [xi, xj ] and let C be the N ×N matrix C = (cij)
of elements in CG. The matrix C is antisymmetric in the sense that cii = 1 and cij = c−1ji
for all i, j. We say that x is an ordered N -tuple of C-type.
Clearly, the space M˜G(C) of all ordered N -tuples in G of C-type is identified with a
closed subspace of
∏N
i=1G and thus is a compact Hausdorff space. The compact group G
acts on
∏N
i=1G by simultaneous conjugation normalizing the subspace M˜G(C). Hence, the
quotient MG(C) = M˜G(C)/G is a compact Hausdorff space. It is the space of conjugacy
classes of ordered N -tuples in G of C-type. When G is clear from context, we shall denote
this space by M(C). Our goal in this section is to prove a very general qualitative result
concerning M(C). We shall show that its connected components are homeomorphic to
quotients of products of subtori of T by finite groups.
2.1 An invariant for almost commuting N-tuples
We define the rank of an ordered N -tuple x, denoted rk(x), to be the rank of Z(x), the
centralizer of x in G. Notice that x is of rank zero if and only if Z(x) is a finite group.
There is a related but finer invariant of x derived from any maximal torus of Z(x) which
we shall now describe.
For any subset I ⊆ ∆ let tI =
⋂
a∈I Ker a ⊆ t, and let SI be the subtorus of T with Lie
algebra tI . We denote by LI the derived group of Z(SI):
LI = DZ(SI).
Since Z(SI) is the centralizer of a torus, it is connected, and thus LI is also connected.
Lemma 2.1.1 1. LI is non-trivial if and only if I 6= ∆.
2. If LI is non-trivial, then I forms a set of simple roots for LI .
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3. LI is simply connected.
4. SI is the component of the identity of the center of its centralizer.
5. Conversely, if S is a torus in G and is equal to the component of the identity of the
center of its centralizer, then there is a subset I ⊆ ∆ such that S is conjugate to SI .
Proof. All of these elementary facts are proved in [4].
Lemma 2.1.2 Let x be an ordered N -tuple and let S be a maximal torus of Z(x). There
is a unique subset I ⊆ ∆ such that S is conjugate to SI .
Proof. Let S′ be the component of the identity of the center of Z(S). Clearly, since S is
contained in the center of Z(S), S ⊆ S′. Since x ⊆ Z(S), we have S′ ⊆ Z(x). Since S is a
maximal torus of Z(x), this implies that S′ = S. Since S is the identity component of its
centralizer, S is conjugate to SI for some I ⊆ ∆. Uniqueness of I is clear.
The subset I ⊆ ∆ given in the last lemma is an invariant of the ordered N -tuple x and
is denoted by I(x). The cardinality of ∆− I(x) is the rank of x.
Lemma 2.1.3 The torus S is a maximal torus of G if and only if the components xi are
contained in S, and in this case C = Id.
Proof. If the xi are all contained in the torus S, then they are mutually commuting.
Moreover, if T is a maximal torus containing S, then T ⊆ Z(x). Thus, since S is a maximal
torus of Z(x), S = T . Conversely, suppose that S is a maximal torus of G. Since each xi
commutes with S, it lies in ZG(S) = S.
2.2 The case of rank zero
There is a general finiteness result in this case:
Proposition 2.2.1 Let K be a compact group with finite center. (We do not assume
that K is connected nor that the component of the identity is simply connected.) Up to
conjugation, there are only finitely many almost commuting ordered N -tuples of rank zero
in K. Thus, for each anti-symmetric N ×N -matrix C = (cij) with coefficients in CK, the
moduli space MK(C) is a finite set.
Proof. The proof is by induction on N . The case N = 1 is deduced from the following
lemma.
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Lemma 2.2.2 Suppose that CK is finite. There are only finitely many conjugacy classes
of elements g ∈ K for which the center of Z(g) is finite. In case K is connected and simply
connected, and thus semi-simple, the center of ZK(x) is finite if and only if x is conjugate
to the exponential of a vertex of an alcove A.
Proof. Fix a maximal torus T ⊆ K0. Let W (T,K) be the normalizer of T in K modulo
its centralizer. It is a finite group, whose action on T is covered by a linear action on t.
Fix g ∈ K. According to [17], II §3 Proposition 2 (see also [2]) there is a regular element
in g fixed under Ad g. Thus, after conjugation we can assume that g normalizes T and a
positive Weyl chamber C0 ⊆ t. This implies that T0 = (T g)0 contains a regular point of
T . The torus T0 is a maximal torus of K
g and the normalizer of T0 in K is contained in
the normalizer of T . Let us suppose that the center of Z(g) is finite. This implies that
W0 = W (T0, Z(g)) acts on T0 and that there are only finitely many points fixed by the
action of W0. Equivalently, W0 acts on the quotient torus T g = T/(Id −Ad g)T with only
finitely many points fixed by W0.
It suffices to show that there are only finitely many conjugacy classes of elements g′ ∈ K
which (i) are congruent to g modulo K0, (ii) such that Ad g′|T = Ad g|T and (iii) have the
property that W ′0 =W (T0,K
g′) is equal to W0.
Any element g′ ∈ K satisfying (i) and (ii) is an element of the form tg for some t ∈ T .
The conjugacy class of tg in K depends only on [t] ∈ T g.
For each w ∈ W0 there is an element hw ∈ NK(T0) ⊆ NK(T ) such that [hw, g] = 1 and
[hw] = w ∈ W0. Suppose that g′ = tg satisfies (iii) for some t ∈ T . Then, for all w ∈ W0
there exists h′w = twhw, tw ∈ T , commuting with tg. Then
twhwtgh
−1
w t
−1
w = tg
or
tw
w(t)g(t−1w ) = t.
Thus [t] ∈ T g is fixed by w for every w ∈W0. This means that there are only finitely many
possibilities for [t] ∈ Tg and hence only finitely many possibilities for the conjugacy class of
tg in K.
In the case when K is connected and simply connected, Z(x) is connected. Thus, it has
a finite center if and only if it is semi-simple. This occurs exactly when x is conjugate to
the exponential of a vertex of an alcove A.
There is the following which we shall need later:
Lemma 2.2.3 Let K be connected and simply connected, let (x1, . . . , xN ) be a rank zero
subset of almost commuting elements of K, and suppose that [x1, xi] = 1 for all i. Then
Z(x1) is semi-simple and x1 is conjugate in K to the exponential of a vertex of an alcove.
Proof. The (N − 1)-tuple (x2, . . . , xN ) is a rank zero almost commuting (N − 1)-tuple
in Z(x1). Hence the center of Z(x1) is finite, so that Z(x1) is semi-simple. It follows from
Lemma 2.2.2 that x1 is conjugate to the exponential of a vertex of an alcove.
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Proof of Proposition 2.2.1.
Case N = 1. An almost commuting 1-tuple is a single element g ∈ K. Rank zero means
that Z(g) is finite and a fortiori that its center is finite. Thus, the result in this case is
immediate from Lemma 2.2.2.
General Case. We prove the general case by induction on N . Suppose that the result is
known for all groups with finite center and for all almost commuting k-tuples for k < N .
Consider an ordered almost commuting N -tuple x = (x1, . . . , xN ) ⊆ K of rank zero. Let
Zˆ(xN ) be the subgroup of elements of K whose commutator with xN lies in CK. Since
x ⊆ Zˆ(xN ) and x is of rank zero, we see that the center of Zˆ(xN ) must be finite. Let K
be the quotient of K by its center and let xN be the image of xN in K. Then we have an
exact sequence
{1} → CK → Zˆ(xN )→ ZK(xN )→ {1}
and it follows that the center of ZK(xN ) is finite. Applying the previous lemma to K, we see
that there are only finitely many possibilities for xN up to conjugation in K. Hence, there
are only finitely many possibilities for xN ∈ K up to conjugation. Let x′ = (x1, . . . , xN−1).
This is an ordered almost commuting (N − 1)-tuple in Zˆ(xN ). Consider the center of the
centralizer Z of x′ in Zˆ(xN ). Clearly, Z(x) = Z ∩ Z(xN ) is a subgroup of finite index of
Z. Since the center of Z(x) is finite, it follows that the center of Z is finite. This means
that x′ is of rank zero. Thus, by the inductive hypothesis, there are only finitely many
possibilities for x′ up to conjugation in Zˆ(xN ), and hence only finitely many possibilities
for x′ in Zˆ(xN ) up to conjugation by Z(xN ). This completes the inductive step.
2.3 The case of arbitrary rank
In this section we return to the group G, which is connected and simply connected and thus
semi-simple. Let C = (cij) be an antisymmetric N ×N matrix with coefficients in CG.
Fix a subset I ⊆ ∆. Suppose that LI contains all the elements cij , 1 ≤ i, j ≤ N . Let
M0LI (C) ⊆ MLI (C) be the subset of conjugacy classes of rank zero ordered N -tuples of
C-type in LI . Let M˜0LI (C) be a set of representatives for the finite set M0LI (C).
Let FI = SI ∩ LI . This is a finite subgroup of the center of LI . Consider the action of
FNI on L
N
I given by
(f1, . . . , fN ) · (y1, . . . , yN ) = (f1y1, . . . , fNyN ).
Clearly, this operation does not change the pairwise commutators, nor does it change the
centralizer in LI of the subset. Hence, it defines an action of F
N
I on M0LI (C).
Then we have a map
SNI ×M0LI (C))→MG(C)
which associates to (s1, . . . , sN )× r the conjugacy class of the ordered N -tuple
x = (s1r˜1, . . . , sN r˜N ),
20
where (r˜1, . . . , r˜N ) is the chosen representative in M˜G(C)0 for the element r ∈M0LI (C). It
is clear from the definitions that this map is independent of the choice of representatives
M˜0LI (C) for the conjugacy classes M0LI (C) and that it factors to define a continuous map
p:SNI ×FN
I
M0LI (C)→MG(C).
The group NG(SI) acts by conjugation normalizing SI and hence LI . Thus, it acts
on M0LI (C). The group ZG(SI) acts on LI by inner automorphisms of LI and hence acts
trivially on M0G(C). Thus, we have an induced action of W (SI , G) = NG(SI)/ZG(SI) on
SNI ×FN
I
M0LI (C).
Clearly, the map p factors through this action.
Theorem 2.3.1 For I ⊆ ∆, let MIG(C) ⊆MG(C) be the subspace of conjugacy classes of
ordered N -tuples x of C-type in G whose centralizer has a maximal torus which is conjugate
to SI . The map p induces a homeomorphism
p:
(
SNI ×FN
I
M0LI (C))
)
/W (SI , G)→MIG(C).
In particular, MIG(C) is a compact Hausdorff space and hence a closed subset of MG(C).
Corollary 2.3.2 For each I ⊆ ∆ the subset MIG(C) is a union of components of MG(C).
In particular, the rank of x and the subset I(x) are locally constant functions on MG(C).
Proof of Corollary 2.3.2. According to the theorem the subset MIG(C) is compact and
hence is a closed subset ofMG(C). SinceMG(C) is a disjoint union of theMIG(C) for the
various I ⊆ ∆ and since these subsets are closed and finite in number, each is a union of
components.
Proof of Theorem 2.3.1. Fix a subset I ⊆ ∆. Suppose that x is an ordered N -tuple of
C-type in G and that a maximal torus S for Z(x) is conjugate to SI . Conjugating x we can
assume that S = SI . Then x ⊆ Z(SI) = SI · LI . Thus, we can write x = (s1y1, . . . , sNyN )
with si ∈ SI and yi ∈ LI . It follows that cij ∈ LI for all 1 ≤ i < j ≤ N and that
x′ = (y1, . . . , yN ) is an ordered N -tuple of C-type in LI . Since S · ZLI (x′) ⊆ Z(x), the
N -tuple x′ is of rank zero in LI .
This shows that the map p is onto the subset MIG(C) of MG(C). To prove that p
is a homeomorphism onto MIG(C) we need only show that p is one-to-one. Suppose that
p((s1, . . . , sN ),x) = p((s
′
1, . . . , s
′
N ),x
′) where x = (y1, . . . , yN ) and x
′ = (y′1, . . . , y
′
N ) are
elements of M˜0LI (C). Then there is g ∈ G such that
g(s1y1, . . . , sNyN )g
−1 = (s′1y
′
1, . . . , s
′
Ny
′
N ).
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Thus gSIg
−1 and SI are both maximal tori for Z = Z(s
′
1y
′
1, . . . , s
′
Ny
′
N ) and hence there
is an element in h ∈ Z such that hSIh−1 = gSIg−1. Replacing g by h−1g allows us to
assume that g ∈ NG(SI). Then gxg−1 is a rank-zero ordered N -tuple of C-type in LI .
Also, gyig
−1 = (gs−1i g
−1s′i)y
′
i, implying that fi = gs
−1
i g
−1s′i ∈ FI . Let f ∈ FNI be the
given by (f1, . . . , fN ). Then there is an element of LI which conjugates gxg
−1 to the given
representative for the conjugacy class of f ·x′ inM0LI (C). This proves that ((s1, . . . , sN ),x)
and ((s′1, . . . , s
′
N ),x
′) have the same image in (SNI ×FNI M
0
LI
(C))/W (SI , G).
Corollary 2.3.3 There is a component of MG(C) consisting of conjugacy classes of or-
dered N -tuples x of C-type with I(x) = I if and only if (i) cij ∈ LI for all 1 ≤ i, j ≤ N and
(ii) LI contains an ordered N -tuple of C-type of rank zero. The set of these components
is identified with
(
M0LI (C)/FNI
)
/W (SI , G). The dimension of each such component is
N ·#(∆− I). For each component X of MIG(C) let FNI (X) ⊆ FNI be the stabilizer of the
corresponding point of M0LI (C). Then X is homeomorphic to(
SNI /F
N
I (X)
)
/W (SI , G).
There is a similar but somewhat more involved statement of the corollary in case G is
not connected.
3 A characterization of groups of type An
3.1 Action of CG on an alcove
Let G be simple, and let A ⊆ t be the alcove containing the origin determined by the set
of simple roots ∆. Recall that the walls of A correspond to the extended simple roots ∆˜.
We then have the following well-known lemma, whose proof is left to the reader:
Lemma 3.1.1 Let x˜ ∈ A and let x = exp x˜ ∈ T . Let Φ(x) be the set of a ∈ Φ such that
a(x˜) ∈ Z. Finally let I˜(x) be the set of extended simple roots a such that x˜ lies in the wall
Wa of A corresponding to a. Then Φ(x) is a closed sub-root system of Φ, and I˜(x) is a
set of simple roots for Φ(x). Thus I˜(x) corresponds to a proper subdiagram of D˜(G), and
moreover every proper subdiagram of D˜(G) corresponds to a subset I˜(x) for some x = exp x˜
with x˜ ∈ A.
There is the following lemma on the relationships of the coroot lattices.
Lemma 3.1.2 Let I˜ be a proper subset of ∆˜, and let Q∨
I˜
be the sublattice of Q∨ spanned
by the coroots a∨, a ∈ I˜. Let k = { gcd ga : a /∈ I˜ }. Then the torsion subgroup of Q∨/Q∨I˜
is cyclic of order k, and a generator is
ζ = −1
k
∑
a∈I˜
gaa
∨.
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Corollary 3.1.3 Let x = exp(x˜) for some x˜ ∈ A. Let I˜(x) be the subset of ∆˜ consisting
of all a ∈ ∆˜ such that the corresponding wall Wa contains x˜. Then I˜(x) is a set of simple
roots for DZ(x). Moreover π1(DZ(x)) is a cyclic group of order k = gcda∈∆˜−I˜(x)(ga). A
generator for the fundamental group, viewed as a central element in the simply connected
covering group D˜Z(x), is exp(ζ) where
ζ = −1
k
∑
a∈I˜(x)
gaa
∨.
The affine Weyl group Waff(G) of G with respect to T acts as a group of affine linear
transformations of t with the alcove A as fundamental domain. For each element c ∈ CG
there is a unique point ζc ∈ A with exp(ζc) = c ∈ T . In fact, ζc is a vertex of A and if
{a = 0} defines the wall opposite this vertex then, in Equation 2, the root integer ha is
equal to 1. This identifies the center of G with the subset of a ∈ ∆ for which ha = 1.
Let A′ = A − ζc−1 . Then A′ is another alcove containing 0. Hence there is a unique
element wc ∈W (T,G) with the property that wc · A = A′. The map
ϕc(t) = wc · (t− ζc−1),
is an affine linear transformation of t carrying A to itself. We denote its fixed point set by
tc and we set Ac = A∩ tc. The map c 7→ ϕc defines a homomorphism from CG to the group
of affine linear automorphisms of A. This map is called the action of CG on the alcove A.
The element wc ∈W is called the Weyl part of the action of c. We define a homomorphism
ν = νA: CG → W (T,G) by associating to c the element wc. Notice that ν is an injective
homomorphism CG → W (T,G). Its image is the stabilizer in W of ∆˜ and acts simply
transitively on the set of a ∈ ∆˜ such that ha = 1. If γc ∈ NG(T ) projects to wc ∈ W and
x = exp x˜ for some x˜ ∈ Ac, then
γc · x · γ−1c = c−1x. (4)
If A′ is another alcove containing the origin, then νA′ is conjugate to νA. More generally,
for any alcove A′, not necessarily containing the origin, there is an action of CG on A′ by
elements of the affine Weyl group.
Notice that Ac contains the barycenter of the alcove A and hence is non-empty. Thus,
the dimension of Ac is equal to the dimension of tc which in turn is equal to the dimension of
the fixed point subspace twc for the linear action of wc on t. The affine action ϕc permutes
the codimension-one faces of A, and hence wc ∈W permutes the roots in ∆˜ and induces a
diagram automorphism of D˜(G). In fact, every diagram automorphism of D˜(G) is induced
by a permutation of ∆˜ of the form wc ◦σ, where c ∈ CG and σ is an outer automorphism of
G, which can be identified with a diagram automorphism of D(G) ⊆ D˜(G). Since there is
only one integral linear relation among the a ∈ ∆˜ with positive coefficients with no common
factor, namely
∑
a∈∆˜
haa = 0, the action of wc preserves this relation. Thus, ha = hwc·a for
all a ∈ ∆˜. For the same reason, the action of wc preserves the linear relation
∑
a∈∆˜ gaa
∨,
i.e. ga = gwc·a for all a ∈ ∆˜.
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The above constructs an action of the center of G, or equivalently the fundamental
group of the adjoint form of G, on the alcove A. More generally, let H be a compact
connected group with maximal torus T . Let Λ = π1(T ). Then the coroots inverse to the
roots ΦH of H with respect to T span a subspace d ⊆ t, and ΦH is a root system on d.
Let Q∨H be the sublattice of Λ spanned by the coroots and let P
∨
H be the corresponding
coweight lattice. Then π1(H) ∼= Λ/Q∨H , and this group can be identified with a subgroup
of the center of H˜, the universal covering group of H. If π is orthogonal projection from
t to d under a Weyl invariant inner product, then π(Λ) ⊆ P∨H . Thus there is an induced
homomorphism
Λ/Q∨H → P∨H/Q∨H .
We consider the decomposition AH of t into alcoves under the walls of the affine Weyl
group Waff(H). If z is the Lie algebra of the center of H, then the alcoves in AH are of the
form A′ × z where A′ is an alcove for the affine Weyl group of the derived group DH with
respect to its maximal torus T ∩DH. Thus, the alcoves in t are compact if and only if H is
semi-simple. Since Waff(H) =Waff(DH), it follows that this group acts simply transitively
on the set of alcoves in t.
Fix a set of simple roots ∆H for the root system of H with respect to T and let ∆˜H
be the corresponding set of extended roots. Let A ⊆ t be the alcove determined by ∆H .
This alcove containes the origin. Conversely, given any alcove A′ containing the origin, it
corresponds to a set of simple roots ∆′ for ΦH . Exactly as in the semi-simple case, the center
of H˜ acts as a group of affine linear isometries of A. The linear part of this automorphism
defines a homomorphism ν: CH˜ →W (H). The only difference with the semi-simple case is
that ν is not injective – its kernel is the identity component of CH˜. For each c ∈ CH˜, we
let wc = ν(c). The element wc acts on the roots of H, normalizing the set ∆˜H . The action
on ∆˜H is the one induced by the action of c on the walls of A. Using the homomorphism
Λ→ CH˜ described above, we can also view Λ as acting on A.
Lemma 3.1.4 Let H be a compact group with maximal torus T and let ϕ: t → t be an
affine linear map whose translation part is given by an element v ∈ t which exponentiates
to c ∈ CH˜ and whose linear part is an element of the Weyl group W (T,H). If there is an
alcove A ⊆ t for the affine Weyl group of H such that ϕ(A) = A, then ϕ is the action of c
on this alcove. In particular, its linear part is wc.
Proof. Consider the composition of ϕ−1 and the affine linear map which is the action of
c on A. The translation part of this map is given by an element of t which exponentiates
to the identity in H˜ and hence is contained in the coroot lattice for H˜. The linear part is
a composition of elements of the Weyl group and hence is an element of the Weyl group.
That is to say this composition is an element of the affine Weyl group of H. Of course, it
sends A to A. This means that it is the trivial element of the affine Weyl group.
For future reference, we shall also need the following lemma on the stabilizer of a point
of T under the action of the Weyl group.
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Lemma 3.1.5 Fix an alcove A ⊂ t. Let t ∈ T and let t˜ ∈ A be a lift of t. LetW =W (T,H)
and let W (t) be the Weyl group generated by the roots a such that a(t˜) ∈ Z, in other words
by the root system ΦH(t). Then the map ν induces an isomorphism
StabΛ/Q∨
H
(t˜) ∼= StabW (t)/W (t).
Moreover, if I is the image of StabΛ/Q∨
H
(t˜) under ν, then I = StabW (t) ∩ Im ν and
StabW (t) ∼=W (t)⋊ I.
Proof. Suppose c ∈ Λ/Q∨H . If ϕc stabilizes t˜, then t˜ = wc(t˜ − ζc−1) for some ζc−1 ∈ Λ
projecting to c−1, and so wc(t) = t. Thus ν defines a homomorphism from StabΛ/Q∨
H
(t˜) to
StabW (t). If in the above notation wc ∈ W (t), then by Lemma 3.1.1, wc is in the group
generated by reflections in the roots which are integral on t˜. Thus wc(t˜) = t˜ + λ, where
λ ∈ Q∨H . From
wc(t˜) = t˜+wc(ζc−1) = t˜+ λ,
it follows that wc(ζc−1) ∈ Q∨H and hence that ζc−1 ∈ Q∨H . Thus, c−1 ∈ Λ/Q∨H is trivial, so
that c is trivial as well. This shows that ν|StabΛ/Q∨
H
(t˜) is injective, and, if I is its image,
then I ∩W (t) = {1}.
Now suppose that w ∈ W fixes t. Thus w(t˜) = t˜ + c˜ for some c˜ ∈ Λ. Hence A and
A′ = w(A)− c˜ are two alcoves, both of which contain t˜. After transforming A′ by an element
in the group generated by reflections in the walls of A containing t˜, we can then assume
that A′ = A. By Lemma 3.1.4, it follows that w = wc. This says that every element of
StabW (t) can be written as a product of an element in Im ν times an element of the group
generated by reflections in the walls of A containing t˜. But by Lemma 3.1.1, this second
group is exactly W (t). This proves that I = StabW (t)∩ Im ν and that StabW (t) =W (t) ·I.
Since W (t) is a normal subgroup of StabW (t) and the product decomposition is unique, by
the first paragraph of the proof, we see that StabW (t) ∼=W (t)⋊ I.
Clearly, if λ ∈ Λ/Q∨H has infinite order, then it does not stabilize any point. Thus
StabΛ/Q∨
H
(t˜) is identified with the stabilizer of t˜ in the torsion subgroup of Λ/Q∨H .
Finally, we note that all of the results of this subsection go over, with essentially identical
proofs, to the case where t = d ⊕ z is a real vector space, Φ is a root system on d, not
necessarily reduced, and Λ ⊆ t is a lattice such that
Q∨(Φ) ⊆ Λ ∩ d ⊆ πd(Λ) ⊆ P∨(Φ),
where πd is projection to the factor d.
3.2 A first characterization of groups of type An
Lemma 3.2.1 Let Φ be irreducible, but not necessarily reduced, with d as highest root and
let e =
∑
a∈∆ eaa be the highest short root. (Of course, d = e if and only if Φ is simply
laced.)
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1. d and e are orthogonal to all but either one or two simple roots.
2. The following are equivalent:
(i) R is of type An for some n ≥ 2;
(ii) d is not orthogonal to two simple roots;
(iii) e is not orthogonal to two simple roots.
3. If R is not of type An for any n ≥ 1, then e = ̟a for some a ∈ ∆.
Proof. We have
2 = n(d, d) =
∑
a∈∆
han(a, d) = n(e, e) =
∑
a∈∆
ean(a, e).
The coefficients ha and ea, are positive integers. Since d is the highest root, resp. e is the
highest short root, the n(a, d), resp. n(a, e) are also nonnegative. Statement 1 follows.
Clearly, (i) implies (ii) and (iii). Moreover, since the passage to an inverse system is
conformal and permutes the roles of d and e, (ii) is equivalent to (iii). It remains to see
that (ii) implies (i). Assume (ii) holds. Let a, b be the simple roots not orthogonal to d.
There exists a root f which is a sum of distinct simple roots including a, b. (Namely, f is
the sum of the simple roots corresponding to the nodes of the interval connecting a and b
in the Dynkin diagram for Φ.) Then n(f, d) = 2. But since d is a root at least as long as all
other roots, the Cartan integer n(f, d) = 2 implies that f = d, and (i) follows. This proves
Part (2).
By Statement 2, there is a unique simple root a for which n(e, a) 6= 0 meaning that e is
a multiple of ̟a. Of course, n(e, a) ≥ 0. Since e is short, n(e, a) ∈ {1, 2}, with n(e, a) = 2
if and only if a = e. Since R is not of type A1, this can never happen, proving Part (3).
Proposition 3.2.2 1. Let G be simple. Then there exists a fundamental weight ̟a such
that ̟a(CG) = 1 if and only if G is not of type An for any n.
2. Let G =
∏s
i=1Gi be the decomposition of G into simple factors, and let c ∈ CG be the
product c = c1 · · · cs with ci ∈ CGi. Write log(c) =
∑
a∈∆ λaa
∨. If no λa is integral,
then for each i, 1 ≤ i ≤ s, we have Gi = SU(ni) for some ni ≥ 2 and the element ci
generates CGi.
3. Suppose that G is of type An and that c generates CG. Write log(c) =
∑
a∈∆ λaa
∨.
Then
{λa mod Z, a ∈ ∆} =
{
k
n+ 1
, 1 ≤ k ≤ n
}
.
In particular, no λa is integral.
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Proof. (1) If G is simple and not of type An, then by Lemma 3.2.1 there is a fundamental
weight ̟a which is a root and hence kills CG. Conversely, ifG = SU(n+1), the fundamental
representations are the exterior powers
∧i
Cn+1, 1 ≤ i ≤ n, of the standard representation,
and their highest weights are nontrivial on CSU(n + 1).
If log(c) =
∑
a λaa
∨, then ̟a(c) = exp(2π
√−1λa). Thus, (2) follows from (1) and the
fact, again easily verified by direct inspection, that, for a proper subgroup C of the center
of SU(n), there is a fundamental weight which kills C.
Finally, (3) follows by examining a generator for the center of SU(n+ 1).
The proof actually establishes the following:
Addendum 3.2.3 Let Φ be a not necessarily reduced root system with irreducible factors
Φi. Let ∆ be a set of simple roots for Φ. Suppose that ζ =
∑
a∈∆ λaa
∨ ∈ P∨(Φ), where
λa ∈ Q. Then no λa is integral if and only if every Φi is of type Ani for some integer ni,
and, for every i, the projection of ζ ∈ P∨(Φ)/Q∨(Φ) ∼= ⊕i P∨(Φi)/Q∨(Φi) to the factor
P∨(Φi)/Q
∨(Φi) generates this factor.
3.3 Subgroups associated with elements of the center
Let c ∈ CG and let λ ∈ t be such that exp(λ) = c. Write
λ =
∑
a∈∆
λaa
∨. (5)
Then the λα are rational numbers. Let ∆(c) = {a ∈ ∆|λa 6∈ Z}. The set ∆(c) depends only
on c and not on the choice of a lift λ. In the notation of Lemma 2.1.1, we set tc = t∆(c),
Sc ⊂ T equal to the subtorus with Lie(Sc) = tc, and Lc = L∆(c) = DZ(Sc).
Lemma 3.3.1 With the previous notation we have
1. ̟a(c) = 1 if and only if a 6∈ ∆(c).
2. c ∈ Lc.
3. If I ⊆ ∆ has the property that c ∈ LI , then ∆(c) ⊆ I, and hence Lc ⊆ LI .
Proof. Recall that̟a(c) = exp(2π
√−1λa) and that a∨ ∈ t∩LieLI if and only if a ∈ ∆(c).
From these facts (1) and (2) are clear.
If c ∈ LI , then c = exp(λ′) for some element λ′ in the real linear span of the coroots a∨
for a ∈ ∆I . Since the element λ′ differs by an element of the coroot lattice from λ, we see
that λa ∈ Z for all a /∈ I. That is to say ∆(c) ⊆ I.
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3.4 A further characterization of products of groups of type An
Proposition 3.4.1 Let G =
∏s
i=1Gi, with the Gi simple. Let c ∈ CG. The following
conditions are equivalent.
1. The fixed point set Twc of the wc-action on T is finite.
2. For each i, 1 ≤ i ≤ s, the group Gi = SU(ni) and the projection ci of c into Gi
generates CGi.
3. ∆(c) = ∆, i.e. in Equation 5, no coefficient λa is integral.
Proof. We have c = c1 · · · cs with ci ∈ CGi, wc = wc1 · · ·wcs , and A = A1 × · · · × As
where Ai is an alcove for Gi. The condition that T
wc be finite implies that for each i the
action of ci on the alcove Ai permutes transitively the vertices of Ai. Hence, every vertex
of the alcove Ai is an element of the center of Gi. This means that the highest root is the
sum of the simple roots. The only groups with this property are groups of type An. This
shows that (1) implies (2).
It is clear that (2) implies (1) and (3). The fact that (3) implies (2) follows from
Proposition 3.2.2 and Lemma 3.3.1.
Corollary 3.4.2 Let c ∈ CG, and let L be a subgroup of G of the form LI . Then L = Lc
if and only if
1. c ∈ L;
2. L is a product of simple factors Li ∼= SU(ni) for some ni;
3. The projection of c to Li generates the center of Li.
Proof. First suppose that L = Lc. By Subsection 3.3, ∆(c) is a set of simple roots for
Lc and c ∈ Lc. Of course, in the expression c =
∑
a∈∆(c) λaa
∨ all the coefficients λa are
non-integral. Hence by Proposition 3.4.1 Lc is a product of groups
∏s
i=1 Li where Li is
isomorphic to SU(ni) for some integer ni ≥ 2 and c = c1 · · · cs where ci generates the center
of Li.
Conversely, suppose that L = LI for some I, that c ∈ L and that L is a product of
groups
∏s
i=1 Li where Li is isomorphic to SU(ni) for some integer ni ≥ 2 and c = c1 · · · cs
where ci generates the center of Li. By Lemma 3.3.1, ∆(c) ⊆ I. On the other hand, by
Part (3) of Proposition 3.2.2, no coefficient of c, expressed as a linear combination of the
a∨, a ∈ I, is integral, and hence I ⊆ ∆(c). Thus I = ∆(c) and so L = Lc.
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Definition 3.4.3 Fix an element c ∈ CG. Let wc be the Weyl part of the action of c on
the alcove A. Let Twc be the fixed points of the action of wc on T . Let S
wc be the identity
component of Twc , and let twc be the fixed subspace for the action of wc on t. Clearly,
Lie(Swc) = twc .
Proposition 3.4.4 The torus Swc is conjugate to Sc.
Proof. Let tLc = t ∩ Lie(Lc). It is the Lie algebra of a maximal torus for Lc. Let A′ be
the alcove in tLc associated with the set of simple roots Ic ⊆ ∆ for Lc with respect to tLc .
Let ϕ′c be the element of Waff(Lc) whose restriction to A
′ induces the action of c on A′.
By Proposition 3.4.1 ϕ′c fixes a unique point, say pˆ, of A
′. Let ϕ˜c be the extension of ϕ
′
c to
t = tLc ⊕ tc by the identity on tc. Thus ϕ˜c is the image of ϕ′c in Waff(G).
A root of G which is integral on the affine space tc + pˆ must vanish on tc and hence be
a root of Lc. But since pˆ is a regular element for Lc, it follows that there are no roots of G
taking integral values on tc + pˆ. Thus there is an open dense subset of tc + pˆ consisting of
regular elements for G. In particular, there is v ∈ t with the following three properties:
1. exp v is a regular element for G;
2. v is fixed by ϕ˜c;
3. the unique alcove A for the affine Weyl group of G containing v also contains pˆ.
The point pˆ lies in the alcove A′ ⊂ tLc , and A′ contains the origin. Condition 3 above
implies that A contains the origin. It follows from Conditions 1 and 2 that ϕ˜c sends A to
itself. By Lemma 3.1.4 we see that ϕ˜c is the action of c on A. Thus, the fixed point set
of the Weyl part w′c of ϕc is exactly tc and exponentiates onto Sc. The proposition now
follows since the Weyl part wc of the action of c on A is conjugate to w
′
c, and hence S
wc is
conjugate to Sc.
3.5 A consequence of Proposition 3.4.1
Theorem 3.5.1 With notation as above, fix an integer k > 1 dividing at least one of the
ga for a ∈ ∆˜. Let I˜(k) = { a ∈ ∆˜ : k 6 |ga }. Let H(k) be the closed, connected subgroup of G
whose complexified Lie algebra is generated by {(ga ⊕ g−a)}a∈I˜(k). Then H(k) is isomorphic
to (
r∏
i=1
Hi
)
/〈c〉
where:
1. c has order k;
2. for each i, 1 ≤ i ≤ r, the group Hi is isomorphic to SU(ni) for some ni|k;
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3. for at least one i between 1 and r we have ni = k;
4. c =
∏r
i=1 ci and ci ∈ Hi generates the center of Hi.
Proof. The group H(k) is a semi-simple subgroup of G for which I˜(k) is a set of simple
roots. Let tH(k) ⊆ t be the subspace spanned by the coroots a∨ for a ∈ I˜(k). Then tH(k) is
the Lie algebra of a maximal torus of H(k). The element
λ =
1
k
∑
a∈I˜(k)
gaa
∨ (6)
is contained in tH(k) and is also in Q
∨ since it is equal to
−1
k
∑
a∈∆˜−I˜(k)
gaa
∨
and by definition k|ga for every a ∈ ∆˜ − I˜(k). This means that every root of H(k) takes
integral values on λ, and hence that λ exponentiates to an element c contained in the center
of the simply connected form H˜(k) of H(k). By Equation 6, ck = 1.
The definition of λ implies that, when λ is expressed as a linear combination of the basis
a∨, a ∈ I˜(k), all the coefficients of the simple coroots for H(k) are non-integral. Hence, by
Proposition 3.2.2, H˜(k) is a product
∏r
i=1Hi, where for each i the group Hi is isomorphic
to SU(ni) for some ni ≥ 2, and c is of the form c1 · · · cr where for each i the element ci
generates the center of Hi. Since c
k = 1, each of the ci has order dividing k. Since ci
generates the center of Hi, its order is ni. We conclude that ni|k for each i.
Consider now the component of D˜(k) that contains a˜ = −d˜. (Since ga˜ = 1, we have
a˜ ∈ D˜(k).) We index theHi so that this component corresponds toH1. Since the expression
for λ as a linear combination of coroots has 1/k as the coefficient of a˜, it follows that the
order of c1 in H1 is divisible by k, i.e., that k|n1. Since we have already shown the opposite
divisibility, it must be the case that n1 = k, showing that H1 is isomorphic to SU(k).
Moreover, the order of c is divisible by k and hence is equal to k, and k is the least common
multiple of the ni.
The fundamental group of H(k) is cyclic, by Lemma 3.1.2, and contains the element c,
which is of order k. Thus k divides the order of π1(H(k)). On the other hand, π1(H(k)) is
identified with a cyclic subgroup of
∏
i CSU(ni) =
∏
iZ/niZ, and hence its order divides
the least common multiple of the ni, namely k. Since c has order k, it generates the
fundamental group of H(k).
Corollary 3.5.2 If N is the maximal value for ga for a ∈ ∆, then for each k, 1 ≤ k ≤ N ,
there is at least one a ∈ ∆˜ for which ga = k. In fact there is a simply laced chain of length
N in D˜(G) containing a˜ as one end so that the ga, in order, along this chain are 1, 2, . . . , N .
Corollary 3.5.3 If Φ is an irreducible root system and k is a positive integer dividing at
least one of the coroot integers ga, then gcd{ ga : k|ga } = k.
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3.6 Application to generalized Cartan matrices and affine diagrams
In this subsection, we apply the above results on groups of type An to establish numerol-
ogy concerning coroot integers, root integers, and more generally integers which are the
coefficients of linear relations for nodes of diagrams of affine type. This numerology will be
crucial for the proof of the Clockwise Symmetry result.
Let Ψ be an irreducible, but not necessarily reduced, root system and suppose that Υ is
a set of simple roots for Ψ. As in the case of reduced root systems, there is the extended set
of simple roots Υ˜, obtained by adding minus the highest root to Υ. There is an extended
Dynkin diagram D˜(Ψ) whose nodes are the extended set of simple roots Υ˜, and whose
bonds, with their multiplicities and arrows are determined by the Cartan integers n(a, b)
for a, b ∈ Υ˜ exactly as in the case of the ordinary diagram. Dually, there is the extended
diagram D˜∨(Ψ) associated with the coroots inverse to the extended roots; it is obtained
from D˜(Ψ) by reversing the direction of every arrow.
More generally, suppose that we are given a finite set Υ˜ and an integral matrix N =
(n(a, b)), where a, b ∈ Υ˜. The matrix N is called a generalized Cartan matrix if:
1. n(a, a) = 2 for all a ∈ S.
2. n(a, b) ≤ 0 for all a 6= b ∈ S.
3. n(a, b) = 0 implies n(b, a) = 0.
If in addition the set Υ˜ cannot be divided into two disjoint non-empty subsets S1 and S2
such that n(a, b) = 0 for all (a, b) ∈ S1 × S2, then we call N indecomposable. We will
assume throughout that N is indecomposable.
We can form a diagram associated with a generalized Cartan matrix whose nodes are
indexed by Υ˜. It has bonds with multiplicities and arrows determined by the same rules as
in the case of Dynkin diagrams. Because of indecomposability, the diagram associated with
a generalized Cartan matrix is connected. Notice that one can reconstruct the generalized
Cartan matrix from its diagram.
Given a real vector space V˜ of dimension d+1 and a positive semidefinite bilinear form
〈·, ·〉, suppose that Υ˜ is a basis of V˜ such that 〈v, v〉 6= 0 for all v ∈ Υ˜. Then we can define
n(v,w) by the usual formula
n(v,w) =
2〈v,w〉
〈w,w〉 . (7)
If N = (n(v,w)) is a generalized Cartan matrix and there is a vector u =
∑
v∈Υ˜ nvv in V˜
such that nv > 0 for all v and such that 〈u, x〉 = 0 for all x ∈ V , then the generalized Cartan
matrix is said to be of affine type. In this case the associated diagram is called an affine
diagram, and, according to a theorem of Kac [10], the diagram is either the extended root
or the extended coroot diagram of a possibly non-reduced root system, and the coefficients
of the vector u are a fixed positive integral multiple of the (root or coroot) integers on the
extended diagram. Moreover, every proper subdiagram is the Dynkin diagram of a root
system. Let t(Υ˜) be the quotient of V˜ by the one-dimensional radical of the semidefinite
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form and let Q(Υ˜) be the lattice in t(Υ˜) spanned by the image of Υ˜. Note that t(Υ˜) is
a d-dimensional vector space with a positive definite inner product. Projection induces a
bijection from Υ˜ to a spanning set of t(Υ˜) of cardinality d, and the Cartan integers are
determined by inner products of their images in t(Υ˜) by Equation 7. It follows from the
theorem of Kac that the reflections in the v ∈ Υ˜ generate a Weyl group acting by isometries
on t(Υ˜) and that the lattice Q(Υ˜) spanned by Υ˜ is invariant under this group. It also follows
that there is one linear relation between the vectors of Υ˜ and that the coefficients of this
relation can be chosen to be positive integers.
This construction can be reversed: suppose that V is a vector space of dimension d
with a positive definite inner product and let Υ˜ be a subset of cardinality d + 1 spanning
V such that the Cartan numbers defined by Equation 1 are integers and determine an
indecomposable generalized Cartan matrix. Then this matrix is of affine type.
For example, if G is simple of rank r, then ∆˜∨ is a subset of t of cardinality r + 1.
This embedding induces an identification of t(∆˜∨) with t, and further identifies the coroot
lattice Q∨ with the lattice Q(∆˜∨) and the Weyl group of G with the group generated by
the reflections in ∆˜∨.
In this general context of affine diagrams, we have the following generalization of Corol-
lary 3.5.2.
Proposition 3.6.1 Let D(Υ˜) be a connected affine diagram whose nodes are indexed by
v ∈ Υ˜. Let n: Υ˜→ N be a function such that ∑n(v)v = 0 in t(Υ˜).We denote n(v) by nv.
Let k be a positive integer which divides at least one of the nv. Let I˜(n, k) = { v : k 6 |nv } ⊆
Υ˜. Then there exist cyclic subgroups Ci ⊆ Z/kZ, not necessarily distinct, and a bijection
φk: I˜(n, k)→
∐
i
(Ci − {0})
such that nv ≡ φk(v) mod k for all v ∈ I˜(n, k).
Proof. Let
ζ = −1
k
∑
v∈I˜(n,k)
nvv.
Then ζ lies in the R-span t(I˜(n, k)) of I˜(n, k) in t(Υ˜) as well as in Q(Υ˜). Since I˜(n, k) is
a proper subset of Υ˜, it is a set of simple roots for a root system on t(I˜(n, k))∗ with the
property that the given inner product on t(Υ˜) restricts to a Weyl invariant inner product
on t(I˜(n, k)). Let Ψ be the inverse root system on t(I˜(n, k)), so that I˜(n, k) is a set of
simple coroots for Ψ. Since ζ ∈ Q(Υ˜), ζ has integral inner product with the lattice spanned
by I˜(n, k) and hence ζ ∈ P∨(Ψ). Moreover, all of the coefficients of ζ are non-integral with
respect to the set of simple coroots given by I˜(n, k). Thus, by Addendum 3.2.3, Ψ is a
product of irreducible root systems Ψi of type ANi for some integers Ni and ζ projects into
each factor P∨(Ψi)/Q
∨(Ψi) as a generator. Since kζ ∈ Q∨(Ψ), it follows that (Ni + 1)|k.
Let Ci be the cyclic subgroup of Z/kZ of order Ni+1. The result now follows immediately
from Part 3 of Proposition 3.2.2.
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3.7 Numerical consequences of Proposition 3.6.1
Let Υ˜ be a finite set and let n: Υ˜ → N be a function. We denote n(v) by nv. For every
positive integer k which divides at least one of the nv, let I˜(n, k) = { v : k 6 |nv } ⊆ Υ˜. We
suppose throughout that the pair (Υ˜,n) satisfies the conclusions of Proposition 3.6.1:
Assumption 3.7.1 For every positive integer k which divides at least one of the nv, there
exist cyclic subgroups Ci ⊆ Z/kZ, not necessarily distinct, and a bijection
φk: I˜(n, k)→
∐
i
(Ci − {0})
such that nv ≡ φk(v) mod k.
Let n0 = gcd{nv : v ∈ Υ˜}. We call the pair (Υ˜,n) reduced if n0 = 1. In general, if we
define n′v = nv/n0, the pair (Υ˜, n
′) also satisfies the conclusions of Assumption 3.7.1 and is
reduced.
Let us introduce the following notation:
i(x) = #{v ∈ Υ˜ : nv = x};
i(x, k) = #{v ∈ Υ˜ : nv ≡ x mod k} =
∑
ℓ∈Z
i(x+ ℓk);
N = max{nv : v ∈ Υ˜} :
g =
∑
v∈Υ˜
nv =
∑
x≥1
xi(x).
Note for example that i(x,N) = i(x) for all x such that 1 ≤ x ≤ N .
The following is a consequence of Assumption 3.7.1:
Lemma 3.7.2 Suppose r, s ∈ Z are not divisible by k. If 〈s〉 ⊆ 〈r〉 as subgroups of Z/kZ,
i(r, k) ≤ i(s, k). Hence, if 〈s〉 = 〈r〉, then i(r, k) = i(s, k).
Lemma 3.7.3 The x such that i(x) 6= 0, in other words the integers of the form nv, are
exactly the positive multiples of n0 less than or equal to N .
Proof. It suffices to consider the case where (Υ˜,n) is reduced and to show that the x such
that i(x) 6= 0 are exactly the integers x such that 1 ≤ x ≤ N . Let ℓ be the smallest positive
integer such that i(ℓ) 6= 0. Thus i(t) = 0 for t < ℓ, and hence, by Lemma 3.7.2, i(t) = 0 for
N − ℓ < t < N . If ℓ 6= 1, since (Υ˜,n) is reduced, there exists an x with i(x) 6= 0 and with x
not divisible by ℓ. Choose x to be the smallest such positive integer. In particular, x > ℓ,
and, by Lemma 3.7.2, i(N − x) = i(x) 6= 0. Since
−(x− ℓ) = ℓ− x ≡ N − x mod (N − ℓ),
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it follows that i(x− ℓ,N − ℓ) 6= 0. For d ≥ 1,
d(N − ℓ) + x− ℓ ≥ N − ℓ+ x− ℓ > N − ℓ,
and so if t ≡ x − ℓ mod (N − ℓ) and i(t) 6= 0, then t = x − ℓ. This says that i(x − ℓ) =
i(x− ℓ,N − ℓ) 6= 0. But x− ℓ < x and ℓ 6 |x− ℓ, contradicting the choice of x. Hence ℓ = 1.
Applying Lemma 3.7.2 with k = N and r = 1, we see that i(s) ≥ i(1) ≥ 1 for all s with
1 ≤ s ≤ N .
Lemma 3.7.4 Suppose that (Υ˜,n) is reduced. Then ϕ(N) ≤ 2, where ϕ is the Euler
ϕ-function, and hence N ∈ {1, 2, 3, 4, 6}.
Proof. Suppose that 1 ≤ x ≤ N − 1 and that x is relatively prime to N . Then by
Lemma 3.7.2 and Lemma 3.7.3, i(x) = i(1) ≥ 1. Assume that x 6= 1, N − 1. Then
i(1) + 1 ≤ i(1) + i(N) ≤ i(1, N − 1) ≤ i(x,N − 1) = i(x) = i(1),
a contradiction. Thus x = 1 or x = N − 1, and so ϕ(N) ≤ 2.
Lemma 3.7.5 Let ℓ > 1 be a positive integer such that i(ℓ) 6= 0. Then either i(tℓ) = 0 for
t > 1 or i(ℓ) ≥ 2.
Proof. We may assume that (Υ˜,n) is reduced and that 2ℓ ≤ N . Since ℓ+ 2 ≤ 2ℓ ≤ N ,
i(1, ℓ + 1) ≥ 2. First suppose that ℓ ≥ 3. By Lemma 3.7.2, i(1, ℓ + 1) = i(ℓ, ℓ + 1). Since
2ℓ + 1 > 6 ≥ N , by Lemma 3.7.4, it follows that i(ℓ) = i(ℓ, ℓ + 1) = i(1, ℓ + 1), which as
we have just seen is at least 2. Now suppose that ℓ = 2. Then N = 4 or 6. If N = 4,
then as before 2ℓ + 1 > N and so i(2) = i(2, 3) ≥ 2. If N = 6, then i(1, 5) ≥ 2. But
i(1, 5) = i(2, 5) = i(2) and so again i(2) ≥ 2.
In case (Υ˜,n) is reduced, it is easy to check that necessary and sufficient conditions on
the integers i(x) for the pair (Υ˜,n) to satisfy Assumption 3.7.1 are as follows:
• For N = 1 or 2 there is no condition on the i(x). In this case g = i(1), resp.
g = i(1) + 2i(2).
• For N = 3, a necessary and sufficient condition is i(1) = i(2). In this case g =
3(i(1) + i(3)).
• For N = 4, necessary and sufficient conditions are: i(1) = i(3); i(1) + i(4) = i(2). In
this case g = 6(i(1) + i(4)).
• For N = 6, necessary and sufficient conditions are: i(1) = i(5) = i(6), i(2) = i(3) =
i(4) = 2i(1). In this case g = 30i(1).
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Next we define
dx = dx(Υ˜,n) = #{v ∈ Υ˜ : x|nv} =
∑
ℓ≥1
i(ℓx).
Note that dx 6= 0 if and only if x|nv for some v.
Lemma 3.7.6 ∑
x≤N
ϕ(x)dx = g.
Proof. Using the identity
∑
d|n ϕ(d) = n, we have∑
x≤N
ϕ(x)dx =
∑
v∈Υ˜
∑
d|nv
ϕ(d) =
∑
v∈Υ˜
nv = g.
We come now to one form of the statement of clockwise symmetry:
Theorem 3.7.7 Suppose that the pair (Υ˜,n) satisfies Assumption 3.7.1. For each x ≤ N
such that dx 6= 0, x|2g. For each such x ≤ N , and for each r ≤ x and relatively prime to
x, consider the subset of the integers mod 2g given by
J(x, r) =
{
2gr
x
− dx + 1, 2gr
x
− dx + 3, . . . , 2gr
x
+ dx − 3, 2gr
x
+ dx − 1
}
.
Thus J(x, r) consists of dx integers, centered at 2gr/x and with spacing 2. Then for distinct
pairs (x, r) 6= (y, s), the sets J(x, r) and J(y, s) are disjoint, and ⋃x,r J(x, r) ⊂ Z/2gZ is
either {0, 2, . . . , 2g − 2} or {1, 3, . . . , 2g − 1}.
Proof. Let us first show that it suffices to consider the the case where (Υ˜,n) is reduced.
For a general pair (Υ˜,n), let (Υ˜,n′) be the associated reduced pair. Thus g = n0g
′. For each
x, write x = ℓm, where ℓ = gcd(x, n0). Then dx = d
′
m, where d
′
m = dm(Υ˜, n
′). Moreover,
it is easy to see that dx = 0 for all other x. An elementary argument shows that the set of
rational numbers of the form 2g′r/m+ a, with 1 ≤ r ≤ m and r relatively prime to m, and
0 ≤ a < n0, is exactly the set of rational numbers of the form 2n0g′s/x, with 1 ≤ s ≤ x and
s relatively prime to x and with x = ℓm, where ℓ = gcd(x, n0). Thus,
⋃
x,r J(x, r) ⊂ Z/2gZ
for (Υ˜,n) is invariant under translation by 2g′ and the image of
⋃
x,r J(x, r) in Z/2g
′Z is
the corresponding subset for the pair (Υ˜,n′). Hence it suffices to consider the reduced case.
Let FN = {0/1, 1/N, 1/(N −1), . . .} be the Farey sequence of rational numbers between
0 and 1 whose denominator is at most N , written in increasing order. We call integers x
and y adjacent with respect to N if there exist r, s with (r, x) = (s, y) = 1 such that r/x
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and s/y are consecutive terms in FN . If r/x and s/y are consecutive terms in FN , then it
is a standard fact that sx− ry = 1. The conclusions of Theorem 3.7.7 are easily seen to be
equivalent to the following statement:
For all consecutive terms r/x and s/y in FN ,
2gs
y
=
2gr
x
+ dx + dy.
Using the fact that sx− ry = 1, this condition is equivalent to:
For all integers x and y which are adjacent with respect to N ,
g =
xy
2
(dx + dy).
Another way to write the conclusions of Theorem 3.7.7 is as follows: for all x ≤ N and
r ≤ x with (r, x) = 1,
2gr
x
= d1 +
∑
(y,t)=1
2gt/y<2gr/x
2dy + dx.
By the symmetry r 7→ −r it is sufficient to check these conditions for r/x ≤ 1/2. The case
r/x = 1/2 follows from
∑
x≤N ϕ(x)dx = g. Thus, for N ≤ 4, it is enough to check the first
two conditions:
2g
N
= d1 + dN ;
2g
N − 1 = d1 + 2dN + dN−1.
Let us consider the first condition. By Assumption 3.7.1,
d1 + dN =
N−1∑
t=1
i(t) + 2i(N) =
∑
t|N
t<N
ϕ(N/t)i(t) + 2i(N).
Since g =
∑N
t=1 ti(t) =
∑N−1
t=1 ti(t) +Ni(N), we see that it suffices to show that
N−1∑
t=1
ti(t) =
∑
t|N
t<N
N
2
ϕ(N/t)i(t).
On the other hand, by Assumption 3.7.1,
N−1∑
t=1
ti(t) =
∑
t|N
t<N
 ∑
s<N
〈s〉=〈t〉
s
 i(t).
The condition then follows from the elementary lemma:
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Lemma 3.7.8 For every positive integer N , and every positive divisor t of N ,∑
s<N
〈s〉=〈t〉
s =
N
2
ϕ(N/t).
Proof. Fix t|N . Then that∑
s<N
〈s〉=〈t〉
s = t
∑
u<N/t
(u,N/t)=1
u = t
N
2t
ϕ(N/t) =
N
2
ϕ(N/t),
where the second equality follows from
Mϕ(M) =
∑
u<M
(u,M)=1
M =
∑
u<M
(u,M)=1
(u+ (M − u)) = 2
∑
u<M
(u,M)=1
u.
This proves that the first condition holds under under Assumption 3.7.1. A very similar
argument handles the second condition. The result follows for N ≤ 4. The case N = 6 can
be checked directly.
Remark 3.7.9 One can ask if, given a positive integer N there are collections of (not
necessarily positive) integers i(x), not satisfying Assumption 3.7.1, but such that the cor-
responding integers dx satisfy the conclusions of Theorem 3.7.7. It is easy to see by the
proof of Theorem 3.7.7 that, for N ∈ {1, 2, 3, 4, 6}, Theorem 3.7.7 is equivalent to Assump-
tion 3.7.1. For N = 5, fixing a positive integer d and setting i(1) = 2d, i(2) = 3d, i(3) =
3d, i(4) = 2d, i(5) = d, the corresponding integers dx satisfy Theorem 3.7.7 but of course the
i(x) cannot satisfy Assumption 3.7.1, by Lemma 3.7.4. These are in fact the only nonzero
examples.
4 c-pairs
Let C be an antisymmetric 2×2-matrix with entries in CG. Then C is completely specified
by c = c12 = c
−1
21 . We consider ordered pairs of elements (x, y) in G satisfying [x, y] = c
and call such pairs c-pairs.
4.1 The rank zero case
Following our discussion of the structure of the moduli space of almost commuting N -tuples
in G, our first task is to determine the set of rank zero c-pairs in G.
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Proposition 4.1.1 Suppose that c ∈ CG is an element of order k > 1. Let (x, y) be a
c-pair of rank zero in G. Then:
1. Both x and y are regular elements of G which are conjugate;
2. The group G is a product of r simple factors Gi, where each Gi is isomorphic to
SU(ni) for some i ≥ 2;
3. c = c1 · · · cr where ci generates the center of Gi;
4. the subgroup of G/〈c〉 generated by x, y is isomorphic to (Z/kZ)2 where k is the order
of c;
5. All c-pairs in G are conjugate;
6. Z(x, y) = CG.
Conversely, if G is as in (2) and c ∈ CG is as in (3), then there is a rank zero c-pair in
G.
Proof. Let (x, y) be a c-pair in G. Conjugation by the element y normalizes the connected
group Z(x). Thus, by [17] II §2, since Z(x, y) is finite, Z(x) is a torus. Hence x is a regular
element of G. By symmetry, y is also regular.
Recall that A ⊆ t is the alcove containing the origin associated to the set of simple roots
∆ for Φ. By conjugation we can assume that x ∈ T , so that T = Z(x). Conjugation by y
normalizes Z(x) = T , and hence y ∈ NG(T ). Finally, conjugation by an element of NG(T )
makes x the image under the exponential mapping of a point x˜ ∈ A. Since x is regular, x˜
is an interior point of A. Let w ∈W (T,G) be the Weyl element defined by conjugation by
y. The relation yxy−1 = xc−1 yields w · x˜ − ξ = x˜ for some ξ ∈ t such that exp ξ = c−1.
We denote by ϕ the affine linear map v 7→ w · v − ξ. The map ϕ normalizes the alcove
structure for Waff(Φ) and ϕ(x˜) = x˜, where x˜ is an interior point of A. Thus, ϕ(A) = A. It
follows that ξ ∈ A and, by Lemma 3.1.4, that ϕ is the action of c on A. This means that
w = wc. Since T
wc ⊆ Z(x, y), the fact that (x, y) is of rank zero implies that twc is a single
point. Thus, Proposition 3.4.1 implies that G is a product of groups
∏r
i=1Gi, where, for
each i, the group Gi is isomorphic to SU(ni) for some ni > 1, and c projects to a generator
of CGi. The alcove A is a product of alcoves Ai for the simple factors Gi of G. The unique
fixed point of the c-action on A is the product of the barycenters of the Ai. Thus, x is the
image under the exponential mapping of the product of the barycenters of the Ai.
Let 〈x, y〉 be the subgroup of G generated by x, y. In fact, it is a subgroup of NG(T )
and 〈x, y〉/(〈x, y〉 ∩ T ) is the cyclic group generated by [y] = wc ∈ W . This element is of
order k, the order of c ∈ CG. Also, x ∈ T is a product of barycenters in the Ai, and so by
inspection x has order k modulo 〈c〉. From this it is clear that 〈x, y〉 ⊆ G/〈c〉 is isomorphic
to (Z/kZ)2.
Lastly, reversing the roles of x and y and replacing c by c−1 we see that y is also
conjugate to the product of the barycenters of the Ai. Hence, x and y are conjugate in G.
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Let (x′, y′) be any c-pair in G and let S be a maximal torus of Z(x′, y′). By conju-
gation we can assume that S = SI for some subset I ⊆ ∆. Then c ∈ LI , and hence, by
Lemma 3.3.1, ∆(c) ⊆ I. Since G is a product of simple factors of type An and c projects to
a generator of every factor, it follows from Proposition 3.4.1 that ∆(c) = ∆. Thus, I = ∆
and consequently, S is trivial, which means that (x′, y′) is of rank zero. By what we proved
above, we see that (x′, y′) is conjugate to a pair (x, y′′) where x is the image under the
exponential mapping of the product of the barycenters of the Ai and y
′′ ∈ wcT . But T
operating by inner automorphism on wcT is transitive since the component of the identity
of Twc is trivial. [Proof: Consider the map µ defined by t 7→ twct−1. The isotropy group of
wc is {t|w−1c twc = t}, which is finite.] Thus, all such pairs are conjugate by elements of T .
Suppose that z ∈ Z(x, y). Since x is a regular element of T , z ∈ T and z = yzy−1 = wcz.
Since G is a product of groups of type An and the image of c in each factor generates the
center of that factor, it follows by inspection that z ∈ CG.
Conversely, suppose that G is a product of simple groups isomorphic to SU(ni) and c
projects to a generator of the center of each factor. Set x equal to the image under the
exponential mapping of the product of the barycenters of the alcoves for the simple factors
of G and take y ∈ wcT . Then (x, y) is a c-pair of rank zero.
Corollary 4.1.2 If (x, y) is a rank zero c-pair in SU(n), then (x, y) is conjugate to a pair
of the form (x0, y0) where x0 is the image under the exponential mapping of the barycenter
of A and y0 normalizes T and projects to wc in W (T,G). In particular, both x and y are
regular elements and are conjugate in SU(n). If n is odd, each of x and y has order n,
which is the order of c. If n is even, then each of x and y has order 2n, whereas the order
of c is n. In fact, in this case xn = yn = cn/2.
Proof. All of these statements were established in the course of the proof of the previous
proposition, except the statements about the orders of x and y. This statement follows by
inspection of the order of the image under the exponential mapping of the barycenter in a
group of type An.
4.2 The general case
The next step is to determine the maximal torus for the centralizer of a c-pair (x, y).
Proposition 4.2.1 Let G be simple, let c ∈ CG, and let x = (x, y) be a c-pair. We write
c = exp
(∑
a∈∆
raa
∨
)
.
Then I(x) ⊆ ∆ is equal to
Ic = {a ∈ ∆|ra /∈ Z}.
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Thus any maximal torus of Z(x, y) is conjugate in G to Sc. Finally, there is a unique rank
zero c-pair up to conjugation in Lc = DZ(Sc).
Proof. Set I = I(x). According to Corollary 2.3.3, c ∈ LI and there is a rank zero
c-pair in LI . Since LI is simply connected, it follows from Proposition 4.1.1 that there are
integers n1, . . . , nr such that LI is isomorphic to
∏r
i=1 SU(ni) and under this isomorphism
c =
∏r
i=1 ci where ci generates the center of SU(ni). According to Proposition 3.4.1, writing
c = exp(
∑
a∈I
raa
∨)
no ra is an integer. It then follows from Lemma 3.3.1 that I = Ic, and hence that any
maximal torus of Z(x, y) is conjugate to Sc. It also follows from Proposition 4.1.1 that the
c-pair in Lc is unique up to conjugation.
Corollary 4.2.2 Let c ∈ CG be given. Fix a c-pair (x0, y0) in Lc, and define a map Sc×Sc
to the space of c-pairs in G by sending (s1, s2) to (s1x0, s2y0). This map factors to induce
a homeomorphism from (Sc × Sc)/W (Sc, G) to the moduli space of conjugacy classes of
c-pairs in G.
Proof. According to Proposition 4.1.1, the moduli space M0LI (c) of c-pairs of rank zero
in LI is empty unless I = Ic and the moduli space M0LIc (c) is a single point. Thus, the
actions of (F (Sc))
2 and of W (Sc, G) on M0LIc (c) are trivial. The result is now immediate
from Corollary 2.3.3.
Proof of Theorem 1.3.1. Theorem 1.3.1 is an immediate consequence of Proposition 3.4.4
and Corollary 4.2.2.
Prior to Lemma 3.3.1, given c, we have defined a torus Sc and the group DZ(Sc) = Lc.
There is also a description of the abstract group Lc in terms of the action of wc:
Proposition 4.2.3 The group Lc is isomorphic to∏
a∈∆˜/〈wc〉
SU(na),
where the a are the orbits of wc acting on ∆˜ and na is the number of elements in a.
Proof. We know by Proposition 4.1.1 that Lc is isomorphic to a product of groups of
the form SU(ni) and that, if ci is the component of c in the i
th factor, then ci generates
the center of SU(ni). The vector space t is a quotient of the vector space
⊕
a∈∆˜
R · a∨ by
the one-dimensional space spanned by
∑
a gaa
∨. The element wc acts on
⊕
a∈∆˜
R · a∨ by
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permuting the a∨ and is the identity on
∑
a gaa
∨. For each orbit a, the subspace
⊕
b∈aR·a∨
is wc-invariant, and the eigenvalues of wc on this subspace are ζ
i
na, i = 0, . . . , na − 1, where
ζna is a primitive n
th
a root of unity. On the other hand, wc is conjugate to the product of
the wcj , and the eigenvalues of wcj on the subspace of t corresponding to the simple factor
SU(nj) are ζ
i
nj , i = 0, . . . , nj − 1. The proposition follows by comparing the two forms for
the set of eigenvalues.
We conclude with a preliminary normal form for a c-pair; we shall give a more precise
form in Section 6.
Definition 4.2.4 A c-pair (x, y) is said to be in weak normal form (with respect to the
maximal torus T and the alcove A) if x ∈ T , x is the image under the exponential mapping
of a point x˜ ∈ tc and y ∈ NG(T ) projects to wc in W (T,G).
Corollary 4.2.5 Every c-pair in G is conjugate to one in weak normal form.
Proof. By Corollary 4.2.2, after conjugation, we can assume that the maximal torus of
Z(x, y) is Sc. There is a rank zero c-pair (x0, y0) in Lc = DZ(Sc) and elements (s1, s2) ∈
Sc × Sc such that (x, y) = (s1x0, s2y0) . The intersection T ∩ Lc is the maximal torus of
Lc. According to Corollary 4.1.2 we can assume that x0 is the barycenter of an alcove A
′
of T ∩Lc and that y0 normalizes this torus and has image in W (Lc) equal to the Weyl part
w of the action of c on the alcove A′ for Lc. Thus, x ∈ T and y normalizes T and projects
to the image of w ∈ W (Lc) in W (G). Since this image is the Weyl part of the action of c
with respect to any alcove A for G containing A′, the result now follows by conjugating x
and y by an element of W (T,G) which sends A′ to A.
5 Commuting triples
In this section G is simple and cij = 1 for 1 ≤ i < j ≤ 3. In other words, we consider
conjugacy classes of commuting triples (x, y, z) in G. We denote the moduli space of
conjugacy classes of such triples by TG.
5.1 Commuting triples of rank zero
As usual, let A be the alcove T containing the origin coresponding to the set of simple roots
∆.
Lemma 5.1.1 Let (x, y, z) be a commuting triple in G of rank zero. Then x is conjugate
in G to the image under the exponential mapping of a vertex v of the alcove A. Let a ∈ ∆
be the root with the property that {a = 0} defines the wall of A opposite v. Then ga = ha
and the order of x in G is ga. For every b ∈ ∆˜ − {a} we have that ga 6 |gb. Each of y and
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z is conjugate in G to x and each has order equal to ga. Conversely, let k be a positive
integer such that k|ga for exactly one a. Then k = ga and there exists a commuting triple
(x, y, z) in G of rank zero such that the order of x is k.
Proof. Let (x, y, z) have rank zero. By Lemma 2.2.3, Z(x) is semi-simple and x is
conjugate to the image under the exponential mapping of a vertex v ∈ A. Letting a be the
simple root such that {a = 0} defines the wall of A opposite v, we see that the order of x
modulo CG is ha. In particular, ha divides the order of x.
The pair (y, z) is a commuting pair in Z(x) of rank zero. Lift y, z to elements y˜, z˜ in the
universal covering Z˜(x) of Z(x). Then (y˜, z˜) is a rank zero c-pair for some c ∈ π1(Z(x)) ⊆
CZ˜(x). According to Lemma 3.1.2, the group π1(Z(x)) is cyclic of order ga and is generated
by c0 = exp(ζ), where
ζ = − 1
ga
∑
b∈∆˜−{a}
gbb
∨.
By Proposition 4.1.1, the existence of a rank zero c-pair implies that c generates π1(Z(x))
and that, if exp(ζ ′) = c, then, in the expression of ζ ′ as a linear combination of the simple
coroots, all coefficients are non-integral. Since c is a power of c0, the same is true for ζ.
This implies that, for each b ∈ ∆˜− {a}, the integer gb is not divisible by ga.
By Proposition 4.1.1, the elements y˜ and z˜ are conjugate in Z˜(x), and hence y and z
are conjugate in Z(x). It follows from the same proposition that the subgroup of Z(x)
generated by y, z is isomorphic to (Z/gaZ)
2. In particular, y and z have the same order ga
in G.
Interchanging the roles of x and y in this construction, we see that x and z are conjugate.
Thus, x, y, z are all conjugate in G and hence all have the same order, ga. Since we have
already shown that the order of x is divisible by ha and since ga|ha, it follows that ga = ha.
To see the converse, suppose that k|ga for exactly one a. Then, by Lemma 3.7.5, k = ga.
Let x be the image under the exponential map of the vertex of the alcove opposite the face
{a = 0}. By Theorem 3.5.1, the universal cover Z˜(x) is a product of groups of type An,
and Z(x) = Z˜(x)/〈ζ〉, where ζ has order k and projects to a generator of every factor. By
Proposition 4.1.1, there is a rank zero ζ-pair (y˜, z˜) in Z˜(x). It suffices to take (y, z) to be
the image in Z(x) of (y˜, z˜).
We define the order of a commuting triple of rank zero to be the common order of each
of its elements.
Corollary 5.1.2 Suppose that (x, y, z) is a rank zero commuting triple in G of order k.
Then π1(Z(x)) is a cyclic group of order k. If the image of
∑
a∈∆ raa
∨ under the exponential
mapping lies in π1(Z(x)) ⊆ CZ˜(x) and generates this group, then ra /∈ Z for every a ∈ ∆.
Remark 5.1.3 If G = SU(n+ 1), then there does not exist a rank zero commuting triple
in G. This follows by Lemma 5.1.1, since all of the ga are one in this case. Of course, it is
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elementary that every commuting N -tuple in SU(n + 1) is contained in a maximal torus,
and hence can never be of rank zero.
Remark 5.1.4 Suppose that (x, y, z) has rank zero and order k > 1. The lifts y˜, z˜ in the
universal covering Z˜(x) form a c-pair for some c ∈ π1(Z(x)) ⊆ CG. It is easy to see directly
that they generate a subgroup of Z˜(x) which modulo the center of Z˜(x) is isomorphic to
(Z/kZ)2 and which meets the center in a subgroup of π1(Z(x)). Thus, the elements y, z
generate a subgroup of Z(x) which is isomorphic to (Z/kZ)2 and has trivial intersection
with the center of Z(x). Since x lies in the center of Z(x) and has order k, it follows that
the group generated by x, y, z is isomorphic to (Z/kZ)3.
Proposition 5.1.5 There is a rank zero commuting triple of order k in G if and only if
k = ga for exactly one a. In this case, there are exactly ϕ(k) conjugacy classes of rank zero
commuting triples of order k in G. If (x, y, z) has rank zero and order k, then the other
conjugacy classes of such triples are represented by (x, y, zℓ) for 1 ≤ ℓ < k and ℓ relatively
prime to k.
Proof. The first statement follows from Lemma 5.1.1. Suppose that (x, y, z) is rank
zero commuting triple of order k. According to Lemma 5.1.1, x is conjugate to the image
under the exponential mapping of the vertex of the alcove opposite the face of A defined
by {a = 0} where a is the unique element of ∆˜ such that k = ga. Then (y, z) is a rank
zero commuting pair in Z(x). Let (y˜, z˜) be a lift of (y, z) to the universal covering Z˜(x) of
Z(x). This is a rank zero c-pair for some c generating π1(Z(x)) ⊆ CZ˜(x). It follows that
Z˜(x) is
∏r
i=1Gi with Gi isomorphic to SU(ni) for an integer ni|k and c = c1 · · · cr where ci
generates the center of Gi. The element c ∈ π1(Z(x)) dependes only on the conjugacy class
of (y, z) in Z(x). By Proposition 4.1.1, c determines the conjugacy class of (y˜, z˜) in Z˜(x) and
hence the conjugacy class of (y, z) in Z(x). On the other hand, again by Proposition 4.1.1,
for each c′ ∈ π1(Z(x)) ⊆ CZ˜(x) there is a c′-pair (y˜′, z˜′) in Z˜(x). Moreover, the c′-pair
(y˜′, z˜′) is of rank zero if and only if c′ generates π1(Z(x)), and in this case (y˜
′, z˜′) is unique
up to conjugation in Z˜(x). The image (y′, z′) is a rank zero commuting pair in Z(x). The
group π1(Z(x)) is cyclic of order k and hence has ϕ(k) generators. This shows that there
are exactly ϕ(k) conjugacy classes of commuting pairs of rank zero in Z(x), and hence ϕ(k)
conjugacy classes of rank zero commuting triples in G.
Clearly, if [y˜, z˜] = c then [y˜, z˜ℓ] = cℓ. This proves the last statement.
5.2 A list of all simple groups with rank zero commuting triples
Suppose that G is simple and contains a rank zero commuting triple of order k. Then
by Lemma 5.1.1, there is exactly one coroot integer ga which is divisible by k, and in fact
ga = k. Conversely, if there is exactly one coroot integer ga equal to k, then by Lemma 3.7.5,
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none of the other coroot integers is divisible by k and G contains a rank zero commuting
triple of order k. Examining the coroot integers on the Dynkin diagrams of the simple
groups, one sees that the following are the only possibilities:
1. k = 1: G is the trivial group.
2. k = 2: G is of type D4, of type B3, or of type G2.
3. k = 3: G is of type E6 or F4.
4. k = 4: G is of type E7.
5. k = 5 or k = 6: G is of type E8.
5.3 Action of the outer automorphism group of G
Proposition 5.3.1 Let T 0G be the space of conjugacy classes of commuting triples of rank
zero in G. Then the action of every automorphism σ of G on T 0G is trivial.
Proof. Let (x, y, z) be a rank zero commuting triple in G. Let k be the order of (x, y, z).
There is a unique a ∈ ∆˜ such that k|ga. After conjugation we can assume that x is the
exponential of the vertex x˜ of the alcove A opposite the face {a = 0}. After composing σ
with a suitable inner automorphism, we can assume that σ normalizes ∆. The action of
σ on the set of simple roots preserves the integers {gb}b∈∆˜. Hence σ(a) = a and therefore
σ(x˜) = x˜ and σ(x) = x. Thus σ acts on π1(Z(x)), and by Corollary 3.1.3, since σ preserves
the coroot integers gb, the action is trivial. Hence σ acts trivially on the conjugacy class
of (y, z) in Z(x), by Proposition 4.1.1, and therefore on the conjugacy class of (x, y, z) in
G.
5.4 Action of the center of G
There is an action of (CG)3 on the space of conjugacy classes of commuting triples defined
by (γ1, γ2, γ3) · (x, y, z) = (γ1x, γ2y, γ3z). Clearly, Z(x, y, z) = Z(γ1x, γ2y, γ3z) so that this
action preserves the subspace of conjugacy classes of commuting triples of rank zero.
Proposition 5.4.1 The induced action of (CG)3 on T 0G is trivial.
Proof. Let (x, y, z) be a rank zero commuting triple of order k > 1. First consider the
action of CG on x. We can assume that x is the image under the exponential mapping of
the vertex of the alcove A opposite the face {a = 0} where a ∈ ∆˜ is the unique element
with k = ga. For any γ ∈ CG let wγ be the Weyl element which is the linear part of the
action of c on A. The Weyl element wγ normalizes ∆˜ and, according to Subsection 3.1,
preserves the gb in the sense that gwγ ·b = gb. This implies that wγ · a = a. Thus, the affine
automorphism ϕγ of A fixes x. By Equation 4, this means that if h ∈ NG(T ) projects to
wγ ∈W , then hxh−1 = xγ−1. Thus the triples (xγ, y, z) and (x, hy, hz) are conjugate.
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Claim 5.4.2 Conjugation by h normalizes Z(x) and induces the identity automorphism of
its fundamental group.
Proof. Since Z(x) = Z(xγ) the first statement is clear. By Lemma 3.1.3, the exponential
map identifies the subgroup of (Q∨⊗Q)/Q∨ generated by ζ = (−1/ga)
∑
b∈∆˜−{a}
gbb
∨ with
the fundamental group of Z(x). The element wγ normalizes the set ∆˜ − {a} ⊂ t∗ and the
subset ∆˜∨ − {a∨} ⊂ t. Since gwγb = gb, for b ∈ ∆˜, it is clear that wγ fixes ζ ∈ t, and hence
acts trivially on π1(Z(x)).
It follows immediately from the claim that (hy, hz) lifts to a c-pair in Z˜(x), where
c = [y˜, z˜] for any two lifts of y, z to Z˜(x). By Proposition 4.1.1, (hy, hz) is conjugate in
Z(x) to (y, z). Hence (xγ, y, z) is conjugate to (x, y, z), and so the action of CG on the
first factor of commuting triples induces the trivial action on the space of conjugacy classes
of commuting triples of rank zero. The situation is completely symmetric in x, y, z and it
then follows that the action of CG on the space of conjugacy classes of commuting triples
of rank zero is trivial.
5.5 The general case
If k ≥ 1 divides at least one of the ga, we set I˜(k) ⊆ ∆˜ = { a ∈ ∆˜ : k 6 |ga}. Let f(k) be the
face of A which is the intersection of all the walls of A defined by the a ∈ I˜(k) and let
t(k) =
⋂
a∈I˜(k)
Ker a.
Of course t(k) is the linear space parallel to f(k). By convention, if k = 1 then we let
t(k) = t. In all other cases t(k) is a proper subspace of t. Let S(k) be the subtorus of T
whose Lie algebra is t(k) and let L(k) be the derived group of Z(S(k)).
Proposition 5.5.1 Let (x, y, z) be a commuting triple. Then there is a unique positive
integer k ≥ 1 dividing at least one of the ga with the following properties:
1. S(k) is conjugate to a maximal torus of Z(x, y, z).
2. After conjugation, we can find a decomposition (x, y, z) = (s1x0, s2y0, s3z0) where
si ∈ S(k) and (x0, y0, z0) is a commuting triple of rank zero and of order k in L(k).
3. The element x is conjugate to the exponential of an element of f(k).
We call k the order of the commuting triple (x, y, z).
Proof. Let (x, y, z) be a commuting triple, let S be a maximal torus of Z(x, y, z) and
let s = Lie(S). By Theorem 2.3.1, there is a commuting triple (x0, y0, z0) of rank zero in
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L = DZ(S) such that x ∈ S · x0. Let k be the order of (x0, y0, z0). If k = 1, then L is
trivial. In this case, x, y, z ∈ S and hence they are all contained in a maximal torus. Thus
S itself is a maximal torus for G. Conversely, if x, y, z are contained in a maximal torus T ,
then T is a maximal torus for Z(x, y, z) and hence L is trivial. For the rest of the proof,
we assume that L is not trivial, or equivalently that S is not a maximal torus.
Claim 5.5.2 L is a simply connected, simple group, not of type An for any n. If G is not
simply laced, then L is not simply laced.
Proof. Let L =
∏
i Li be the decomposition of L into its simple factors. Since L = DZ(S),
L is simply connected and the Dynkin diagram of L is identified with a subdiagram of the
Dynkin diagram of G. Thus, at most one of the components Li is not of type An. Since
L has a commuting triple of rank zero, it follows that each of the Li has such a triple. By
Remark 5.1.3 this implies that no Li is of type An. Thus, L is simple. The last statement
is clear since, if G is not simply laced, then D(G) is a chain, and hence every simply laced
subdiagram is of type An for some n.
Claim 5.5.3 For a generic x′ ∈ S · x0, DZ(x′) = ZL(x0). In particular, ZL(x0) is semi-
simple.
Proof. Suppose that x′ is generic in S · x0. The roots in DZ(x′) are the roots that
annihilate x′. Since x′ is generic, a root annihilates x′ if and only if it annihilates S and
annihilates x0. This shows that the roots of G annihilating x
′ are exactly the roots of
L annihilating x0 and hence that DZ(x
′) = DZL(x0). Since (x0, y0, z0) is a rank zero
commuting triple in L, the center of ZL(x0) is finite. Since ZL(x0) is connected, it is semi-
simple and equal to its own derived group. Thus DZ(x′) = DZL(x0) = ZL(x0).
Let x′ ∈ S · x0 be generic. After conjugation, we can assume that x′ is the the image
under the exponential mapping of a point in A. We let I˜(x′) ⊆ ∆˜ be the subset consisting
of all the roots vanishing on x′. The subset I˜(x′) forms a set of simple roots for the root
system of DZ(x′) with respect to the maximal torus T ∩DZ(x′).
It now follows from Corollary 5.1.2 that π1(ZL(x0)) is a cyclic group of order k, and
hence π1(DZ(x
′)) is cyclic of order k. By Corollary 3.1.3, this means that k divides ga for
every a ∈ ∆˜−I˜(x′). That is to say I˜(k) ⊆ I˜(x′). Hence x′ is the image under the exponential
of a point of f(k). Since x′ is generic, the same conclusion holds up to conjugation for x.
Since (x0, y0, z0) is a rank zero triple in L, it follows from Corollary 5.1.2 that if I is
any set of simple roots for the root system ZL(x0) and if c =
∑
a∈I raa
∨ has the property
that its image under the exponential mapping is a central element in Z˜L(x0) generating
π1(ZL(x0)), then no ra is an integer. But according to Corollary 3.1.3, I˜(x
′) is a set of
simple roots for the root system DZ(x′) = ZL(x0) and the exponential of
−1
k
∑
a∈I˜(x′)
gaa
∨
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generates the fundamental group of DZ(x′) = ZL(x0). It follows that k 6 |ga for every
a ∈ I˜(x′). This implies that I˜(x′) ⊆ I˜(k), and hence that I˜(x′) = I˜(k).
Hence x′ is contained in the interior of the face f(k) of A and DZ(x′) has I˜(k) as a set
of simple roots. Consequently, ZL(x0) has I˜(k) as a set of simple roots. Since ZL(x0) is
semi-simple, Lie(ZL(x0)) ∩ t = Lie(L) ∩ t. Thus, s = Lie(S) is the perpendicular space to
{a∨}
a∈I˜(k)
. It follows that s = t(k) and L = L(k).
We now establish a converse to Proposition 5.5.1:
Proposition 5.5.4 Suppose that k ≥ 1 is a positive integer dividing at least one of the ga.
Then there exists a commuting triple of order k in G.
Proof. We begin with the following result about root systems:
Proposition 5.5.5 Let Φ be a reduced and irreducible root system on a vector space t, and
suppose that k > 1 is an integer such that k|ga for some a. Define I˜(k) and t(k) as before,
and let Φ(k) be the set of all roots which annihilate t(k). Then Φ(k) is an irreducible root
system. Moreover, if the coroot integers for Φ(k) are of the form mb, b ∈ ∆˜(Φ(k)), then
k|mb for exactly one b, and in this case k = mb.
Proof. We may assume that Φ is the root system of a simple and simply connected group
G. Thus there is a torus S(k) corresponding to t(k). Let L(k) = Z(S(k)). Then Φ(k) is
the set of roots for L(k), and in particular it is a root system. Let Q∨L(k) be the sublattice
of Q∨ generated by the coroots of L(k). Then Q∨L(k) is a primitive sublattice of Q
∨, by
Lemma 2.1.1. Let Q∨
I˜(k)
be the lattice spanned by I˜(k). Then Q∨
I˜(k)
is a sublattice of Q∨L(k).
By Lemma 3.1.2, Tor(Q∨/Q∨
I˜(k)
) is a cyclic group of order equal to the gcd of the ga such
that k|ga, and by Corollary 3.5.3, this gcd is k. Since Q∨L(k) is a primitive sublattice of Q∨,
it follows that Q∨L(k)/Q
∨
I˜(k)
is also cyclic of order k.
Next, we have the following description of the root system Φ(k):
Claim 5.5.6 Let Φ+ be the set of positive roots for Φ corresponding to ∆ and let I(k) =
I˜(k) ∩ ∆. Then Φ+(k) = Φ+ ∩ Φ(k) is a set of positive roots for Φ(k). Let ∆(k) be the
corresponding set of simple roots. Then ∆(k) = I(k) ∪ {b} for some root b ∈ Φ(k). The
root system Φ(k) is irreducible and the highest root d for Φ is also a highest root for Φ(k).
Proof. Choose any p˜ contained in the interior of A. Then the roots of Φ(k) which are
positive on p˜ are exactly those in Φ+(k). Thus, Φ+(k) is a set of positive roots with respect
to some set of simple roots of Φ(k). Clearly, the elements of I(k) ⊆ Φ(k) are positive roots.
Since none of these can be written as a non-trivial linear combination of positive roots of Φ,
a fortiori none of these can be written as a non-trivial linear combination of positive roots
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of Φ(k). Thus I(k) is a subset of the set of simple roots ∆(k) determined by Φ+(k). Since
ga˜ = 1, a˜ ∈ I˜(k) implying that the cardinality of I(k) is one less than the dimension of the
span of Φ(k). Thus, there is a root b ∈ Φ+(k) with the property that ∆(k) = I(k) ∪ {b}.
Let d be the highest root of Φ with respect to the positive roots Φ+. Since a˜ ∈ I˜(k),
d = −a˜ ∈ Φ+(k). Write d∨ =∑a∈I(k)maa∨ +mbb∨. Since {a∨, a ∈ I(k)} ∪ {b∨} is a basis
for Q∨L(k) and {a∨, a ∈ I(k)} ∪ {d∨} is a basis for Q∨I˜(k), it follows that Q
∨
L(k)/Q
∨
I˜(k)
is cyclic
of order mb. Thus mb = k. Since k 6 |ga for all a ∈ I(k), it follows that ma 6= 0 for all
a ∈ I(k). This proves that all the coefficients is this expression are non-trivial, and hence
Φ(k) is irreducible. Since the sum of d and any positive root in Φ is not a root of Φ, it
follows that d is the highest root of Φ(k) with respect to the set of simple roots ∆(k).
Returning to the proof of Proposition 5.5.5, we see that we have proved that Φ(k) is
irreducible and that k = mb and k 6 |ma for a 6= b. This completes the proof of Proposi-
tion 5.5.5.
Finally, let us finish the proof of Proposition 5.5.4. Since L(k) is a simple group and k
is equal to exactly one of the coroot integers of L(k), it follows by Proposition 5.1.5 that
L(k) contains a commuting rank zero triple of order k. Of course, such a triple will also be
a commuting triple of order k in G.
Theorem 5.5.7 Let G be simple. Let k ≥ 1 be an integer.
1. If (x, y, z) is a commuting triple of order k in G, then k divides at least one of the
coroot integers ga and S(k) is conjugate to a maximal torus for Z(x, y, z).
2. The order is a conjugacy class invariant and defines a locally constant function on
TG.
3. If k divides at least one of the ga, there are exactly ϕ(k) components of TG consisting
of conjugacy classes of commuting triples of order k, where ϕ is the Euler ϕ-function.
Given a component X of TG, let dX = 13 dimX + 1. Then∑
X
dX = g.
4. Each component consisting of commuting triples of order k in G is homeomorphic to(
S(k)× S(k)× S(k)) /W (S(k), G).
Proof. The first statement follows from Proposition 5.5.1. Clearly, the order is a conjugacy
class invariant, and it is locally constant on TG by Corollary 2.3.2. Now suppose that k
divides at least one of the ga. By Proposition 5.5.4, there is a commuting triple x of order
k in G. By Part (1), we can assume after conjugation that S(k) is a maximal torus of Z(x).
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By Part (2) of Proposition 5.5.1, there is a rank zero commuting triple of order k in L(k).
It then follows from Lemma 5.1.5 there are exactly ϕ(k) conjugacy classes of commuting
triples of rank zero in L(k). By Proposition 5.4.1, the center of L(k) acts trivially on the
space of conjugacy classes of commuting triples in L(k) or, in the notation of Corollary 2.3.3,
the group F 3 acts trivially on the space of conjugacy classes of commuting triples in L(k).
By Proposition 5.3.1, the Weyl group of W (S(k), G) acts trivially on the set of conjugacy
classes of rank zero commuting triples in L(k). Corollary 2.3.3 now implies that there
are exactly ϕ(k) components of TG of triples of order k, and each of these components is
homeomorphic to
(S(k)× S(k)× S(k))/W (S(k), G),
proving the first sentence in Part (3) and Part (4) of the theorem. Let X be a component
of TG of order k. By Part (4),
1
3
dimX + 1 = dimS(k) + 1.
It follows directly from the definition of S(k) that dimS(k) + 1 is equal to the number of a
such that k|ga. The second statement of Part (3) then follows from the first statement of
Part (3) and Lemma 3.7.6.
The first four parts of Theorem 1.4.1 are contained in the statement of Theorem 5.5.7.
We shall prove the last item of Theorem 1.4.1 in Section 10.
Remark 5.5.8 Assume thatG 6= L(k), in other words that the c-triple (x, y, z) has positive
rank. We have defined S(k) to be S(k)/(S(k) ∩ L(k)). Here S(k) ∩ L(k) ⊆ CL(k), and
is easily checked to be πk(Q
∨)/Q∨L(k), where Q
∨
L(k) is the coroot lattice of L(k) and πk is
orthogonal projection onto the real vector space spanned by Q∨L(k). Using this remark, it is
not difficult to check that S(k) ∩ L(k) = CL(k) except for the case where G is of type Dn
for n > 4 and k = 2, so that L(2) is of type D4. In this case, S(2) ∩ L(2) has order 2.
6 Some results on diagram automorphisms and associated
root systems
Let Φ be a reduced but not necessarily irreducible root system on the vector space t with
a basis ∆ a set of simple roots. Let A be the decomposition of t into alcoves determined
by the set of affine walls W associated to Φ. Suppose that τ is a group of affine isometries
of t normalizing the alcove decomposition A. Suppose that A0 is an an alcove such that
τ(A0) = A0. After conjugating by an element of the affine Weyl group group, we can
assume that A0 = A is the alcove associated to ∆. If Φ is irreducible, then A is a simplex
and every group τ of affine isometries of A fixes the barycenter of A, which is an interior
point of A. In general, the group τ fixes the product of the barycenters of the factors of A.
Let ℓ be the associated group of linear isomorphisms of t and let tℓ be the fixed subspace
49
of ℓ. Clearly, the group ℓ normalizes ∆˜ and defines a group of diagram automorphisms of
D˜(Φ). Conversely, every such group of diagram automorphisms leads to a group of affine
automorphisms τ as above. We denote by ∆˜/ℓ the quotient set. Note that ℓ acts on the
set Φ of all roots as well.
The purpose of this section is to study the set of nonzero restrictions of elements of Φ
to tℓ. We show that this set forms a root system Φres(ℓ) whose Weyl group is the Weyl
group of tℓ in W , and explicitly identify the inverse coroots. There are two other closely
related root systems with the same Weyl group which we also study. Related results, in a
more general context, have been given in [7] and [6].
6.1 A chamber structure and a Coxeter group on the fixed subspace
Lemma 6.1.1 1. No wall W of W contains the fixed subspace tτ of τ .
2. If W is a wall of W meeting tτ , then the intersection W τ =W ∩ tτ is a codimension-
one affine subspace of tτ .
3. The walls W τ divide tτ into compact convex subsets with nonempty interior. We
denote this collection of subsets by Aτ .
4. The elements of Aτ are exactly the subsets tτ ∩ A′, where A′ is an alcove of A such
that τ(A′) = A′.
Proof. Since tτ contains an interior point of an alcove, no wall of W can contain tτ . The
second and third statements are now clear. As to the last, if A′ is an alcove of A normalized
by τ , then A′ ∩ tτ contains an interior point of A′, and hence A′ ∩ tτ is the closure of its
interior in tτ . Clearly, A′ ∩ tτ ∈ Aτ . Conversely, let B ∈ Aτ . Since B contains a non-empty
open subset of tτ , it contains a element of t −⋃W∈W W . This shows that B is contained
in a unique alcove A′ of A. Clearly, B = tτ ∩A′ and τ(A′) = A′.
Lemma 6.1.2 Two elements of ∆˜ have the same restriction to tℓ if and only if they lie in
the same ℓ-orbit. If a ∈ ∆˜, then a|tℓ 6= 0.
Proof. Clearly, it suffices to establish this result in the case that Φ is irreducible, so that
A is a simplex. Suppose that a, a′ ∈ ∆˜ are in the same ℓ-orbit. Then their restrictions to
tℓ are equal. Furthermore, the walls Wa and Wa′ of A determined by a and a
′ are in the
same τ -orbit. This means that Wa ∩ tτ =Wa′ ∩ tτ .
Since the restrictions of the walls of A to tτ cut out a compact convex body, there must
be at least dim(tτ ) + 1 distinct and non-parallel walls. But this is exactly the cardinality
of ∆˜/ℓ. Hence, it follows that distinct ℓ-orbits in ∆˜ cut out distinct and non-parallel walls
in tτ , and hence have distinct, nonempty restrictions to tℓ.
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Note: it is not in general true that a general a ∈ Φ has nonzero restriction to tℓ, or that,
if two elements of Φ have the same (nonzero) restriction to tℓ, then they lie in the same
ℓ-orbit. See for example Lemma 7.2.1 below.
Lemma 6.1.3 1. The group τ normalizes the affine Weyl group Waff(Φ).
2. The centralizer ZWaff (Φ)(τ) is equal to the normalizer NWaff (Φ)(t
τ ) of tτ in Waff(Φ)
and acts simply transitively on Aτ .
Proof. Since τ normalizes A, it normalizes the group generated by reflections in the
walls of W, i.e., the affine Weyl group Waff(Φ). To establish (2), clearly ZWaff (Φ)(τ) ⊆
NWaff (Φ)(t
τ ). Conversely, suppose that g ∈ NWaff (Φ)(tτ ). Then B = gA is an element of
A meeting tτ in an interior point. Thus for all f ∈ τ , f−1gfA = B = gA. By Part 1,
f−1gf ∈ Waff(Φ) and hence f−1gf = g. Since this is true for all f ∈ τ , g ∈ ZWaff (Φ)(τ).
The final statement is now clear since Waff(Φ) acts simply transitively on the set of all
alcoves.
Lemma 6.1.4 For each wall W ∩ tτ there is an element of ZWaff(Φ)(τ) which is a geometric
reflection in this wall. The group ZWaff (Φ)(τ) is generated by the reflections in the walls of
any given element of Aτ . Thus, ZWaff (Φ)(τ) is an affine Coxeter group with fundamental
domain B = A ∩ tτ .
Proof. The wallW ∩tτ is a common wall between two alcoves B1, B2 of Aτ . Let A1, A2 be
the τ -invariant alcoves of A containing B1, B2. Let g ∈ ZWaff (Φ)(τ) be the unique element
carrying A1 to A2. Then g is a product of reflections about walls separating A1 and A2,
and hence it is the identity on A1 ∩A2 and a fortiori on B1 ∩B2. Since B1 ∩B2 contains a
nonempty open subset of W ∩ tτ , g|tτ is an isometry fixing W ∩ tτ and sending B1 to B2.
It is then the reflection in W ∩ tτ .
Proposition 6.1.5 Let Φ be a reduced root system on t and let τ be a group of affine isome-
tries of t normalizing the alcove decomposition associated to Φ. Suppose that τ normalizes
the alcove A. Then there is a point v ∈ B = A∩ tτ which is a vertex of the alcove decompo-
sition Aτ so that, using v to identify tτ with tℓ, there is a uniquely determined reduced root
system Φτ on tℓ whose alcove structure is Aτ . The affine Weyl group of Φτ is ZWaff(Φ)(τ).
The root system Φτ is irreducible if Φ is irreducible. There is a set of extended simple roots
∆˜τ for Φτ and a bijection ι: ∆˜/ℓ→ ∆˜τ such that the restriction mapping ∆˜/ℓ→ (tℓ)∗ sends
a ∈ ∆˜/ℓ to a positive multiple of ι(a) ∈ ∆˜τ .
Proof. We may assume that Φ is irreducible. By Lemma 6.1.4, there is a Coxeter group
with A ∩ tτ as fundamental domain. By the general classification result for such Coxeter
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groups [4], it follows that this Coxeter group is isomorphic to the affine Weyl group of a
(reduced) root system Φτ . That is to say there is a linear structure on tτ compatible with
its given affine structure, such that under this identification the Coxeter group becomes the
affine Weyl group of a root system. Of course this linear structure is determined by choosing
a point v ∈ tτ to identify tτ with tℓ. The point v must be a vertex of an alcove. In fact,
we can choose it to be a vertex of the alcove A ∩ tτ . When we do this, the restricted roots
defining the walls of A∩ tτ become the set of extended simple roots. By Lemma 6.1.2 these
roots are exactly the walls of the restrictions of the orbits ∆˜/ℓ. The proof of Lemma 6.1.2
shows that A∩ tτ has dim tτ +1 walls. Hence A∩ tτ is a simplex, so that Φτ is irreducible.
The last statement follows since a root is determined up to a multiple by the wall it defines,
and it is easy to see in this case that the multiple must be positive.
Corollary 6.1.6 The Weyl group W (Φτ ) is the group of isometries of tℓ generated by the
reflections in {a}
a∈∆˜/ℓ
.
As a first application to the study of c-pairs we have the following:
Lemma 6.1.7 Let (x, y) be a c-pair in G. Then up to conjugation we can assume that
x = exp x˜, where x˜ lies in the fixed set Ac of the alcove A, and y ∈ NG(T ) is an element
projecting to wc ∈W (T,G) =W .
Proof. By Corollary 4.2.5, we may assume that x is the image under the exponential
mapping of a point x˜ ∈ tc and that y ∈ NG(T ) projects to wc in W . By Proposition 6.1.5
applied to the affine automorphism ϕc of Section 3.1, there is a γ ∈ Waff(G), commuting
with ϕc, such that γ · x˜ ∈ Ac. Let h ∈ NG(T ) project to the element of W which is the
linear part of γ. Then hxh−1, hyh−1 satisfy the conclusions of the lemma.
Definition 6.1.8 A c-pair (x, y) is said to be in normal form (with respect to the maximal
torus T and the alcove A) if x ∈ T , x is the image under the exponential mapping of a
point x˜ ∈ Ac and y ∈ NG(T ) projects to wc in W (T,G). By the above lemma, every c-pair
is conjugate to one in normal form.
6.2 The restricted root system and the projection root system
In this subsection we keep the notation of Subsection 6.1. Let D˜(Φ) be the extended diagram
of Φ. The action of τ permutes the connected components of D˜(Φ). If D is a connected
component of D˜(Φ), then the stabilizer τD acts as a group of diagram automorphisms of
D. Moreover, given a ∈ D, the τ -orbit of a is a disjoint union of mutually perpendicular
copies of the τD-orbit of a. Likewise, t is an orthogonal direct sum of subspaces tD indexed
by the components of D˜(Φ), and tℓ is an orthogonal direct sum over the τ -orbits of the set
of components of D˜(Φ), of the fixed spaces tℓDD , where ℓD is the linear group corresponding
to τD. Thus, in the proofs that follow, we will be able to reduce to the case where Φ is
irreducible.
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Lemma 6.2.1 Let O be an orbit of ℓ acting on ∆˜. Then exactly one of the following holds:
1. O is a union of components D of D˜(Φ) of type An and the stabilizer τD of a component
D of O acts transitively on D. In this case, if tD is the subspace of t corresponding
to a component D of O and ℓD is the linear group corresponding to the stabilizer τD
of D in τ , then tD
ℓD = {0}.
2. For all a, b ∈ O with a 6= b, a and b are orthogonal. In this case we say that O is a
ordinary orbit.
3. O =∐iOi, where each Oi is of cardinality 2, say Oi = {ai,1, ai,2}. Furthermore, ai,1
and ai,2 have the same lengths and n(ai,1, ai,2) = −1. Lastly, elements from distinct
Oi are orthogonal. We say that O is an exceptional orbit and that each of the Oi is
an exceptional pair. If moreover Φ is irreducible, not of type An and τ is cyclic, then
there is at most one exceptional orbit and, if it exists, it has exactly two elements.
Proof. By the remarks before the statement of the lemma, it suffices to consider the
case where Φ is irreducible. If Φ is of type An, then the corresponding group of diagram
automorphisms is a cyclic group or a dihedral group and the lemma follows by inspection.
Otherwise, D˜(Φ) is a connected, contractible diagram which is not a single orbit. Let
D be the proper subdiagram of D˜(Φ) defined by O and suppose that D is a union of k
connected subdiagrams Di. Then the Di are all isomorphic and the stabilizer of Di in ℓ
acts transitively on the nodes of Di. It follows that each Di is of type A1 or to A2. The
first case corresponds to an ordinary orbit, the second to an exceptional orbit. The final
statement of Case 3 follows easily from the Lefschetz fixed point formula.
We remark that Case 1 above occurs if and only if τD contains a rotation of order n+1,
or n + 1 = 2k is even, τD contains a rotation of order k, and an involution with no fixed
points.
Lemma 6.2.2 Let B = A ∩ tτ . Let W be the wall of B corresponding to the orbit O ⊆ ∆˜.
Suppose that a ∈ Φ and that the wall Wa ∩ tτ is equal to W . Then either ±a ∈ O or O is
exceptional and ±a = a1 + a2 for an exceptional pair {a1, a2} in O.
Proof. Choose a point x˜ ∈ B ∩W which is contained in no other wall. By Lemma 6.1.2,
the set of roots in ∆˜ which take integral values on x˜ is exactly O. By Lemma 3.1.1, since
x˜ ∈ A, the set of roots a in Φ such that a is integral on x˜ is a root system with simple roots
equal to O. If O is ordinary, then this root system exactly is a product of root systems
of type A1 and one of a,−a is contained in O. Otherwise O is exceptional and this root
system is a product of root systems of type A2. Every root of this system, up to sign, is
either in O or is the sum of an exceptional pair in O.
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Using the previous lemma and Weyl invariance, we can extend the description of the
possible orbit types from the set of orbits of extended roots to all orbits.
Corollary 6.2.3 Let a ∈ Φ and suppose that a|tℓ 6= 0. Let O be the orbit of a. Then either
the elements of O are mutually orthogonal or O is a disjoint union of mutually orthogonal
subsets Oi where each Oi = {ai,1, ai,2} and where ai,1 and ai,2 have the same length and
n(a1, a2) = −1.
Proof. Since a|tℓ 6= 0, the wall Wa corresponding to a meets tτ in a hyperplane. Thus
there is g ∈ ZWaff (Φ)(τ) such that g ·Wa defines a wall of B. Suppose that g ·Wa corresponds
to the orbit O′ of simple roots. If w is the linear part of g, then w commutes with ℓ and
hence sends ℓ-orbits to ℓ-orbits. Then result now follows from Lemma 6.2.2.
In the first case of the corollary, we call O ordinary and in the second case we call O
exceptional and the subsets Oi exceptional pairs.
For a ∈ Φ, let a be the ℓ-orbit of a. For a ∈ Φ, a|tℓ is a linear form, depending only on
the orbit a. Given an orbit a, let na be the number of elements of a. Define the restricted
roots Φres(ℓ) ⊆ (tℓ)∗ to be the set of nonzero linear maps of the form a|tℓ for a ∈ Φ. Note
that distinct orbits may define the same restricted root, although this does not happen for
orbits contained in ∆˜.
For an orbit a in Φ/ℓ we define ǫ(a) = 1 if a is ordinary and ǫ(a) = 2 if a is exceptional.
Now we define the coroots inverse to the elements of Φres(ℓ) as follows: For each u ∈ Φres(ℓ)
we choose a ∈ Φ such that a|tℓ = u and define the inverse coroot
u∨ = ǫ(a)
∑
a′∈a
(a′)∨. (8)
Claim 6.2.4 u∨ is independent of the choice of a ∈ Φ restricting to give u and u∨ =
ǫ(a)naπ(a
∨), where π is orthogonal projection t→ tℓ.
Proof. Elements a, b ∈ Φ restrict to give the same root in Φres(ℓ) if and only if π(a∨) =
π(b∨). Clearly, ǫ(a)
∑
a′∈a(a
′)∨ is a positive real multiple of π(a∨) and by Corollary 6.2.3
〈π(a∨), ǫ(a)∑a′∈a(a′)∨〉 = 2. The proves the first statement. The second follows from the
fact that π(a∨) = (1/na)
∑
a′∈a(a
′)∨.
Proposition 6.2.5 The set Φres(ℓ) is a possibly nonreduced root system in tℓ. It is ir-
reducible if Φ is irreducible. For u ∈ Φres(ℓ), the coroot inverse to u is u∨ as given in
Equation 8. The Weyl group of Φres(ℓ) is equal to W (Φτ ).
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We call Φres(ℓ) the restricted root system.
Proof. Clearly the {a : a ∈ Φ} span the dual space to tℓ and hence the roots of Φres(ℓ)
span this space. As we saw in the above claim, for any u ∈ Φres(ℓ) the inner product 〈u, u∨〉
is 2. It is clear from the definitions that for u, v ∈ Φres(ℓ) we have 〈u, v∨〉 ∈ Z. Thus it
suffices to show that, for all u, v ∈ Φres(ℓ), we have
ru(v) = v − 〈v, u∨〉u ∈ Φres(ℓ).
We fix a ∈ Φ, resp. b ∈ Φ, such that restriction of a, resp. b to tℓ is u, resp. v. Then
ru(v) = v − 〈v, u∨〉u = v − 〈v, ǫ(a)
∑
a′∈a
(a′)∨〉u
= v − 〈b, ǫ(a)
∑
a′∈a
(a′)∨〉u
=
(
b− 〈b, ǫ(a)
∑
a′∈a
(a′)∨〉a
)
|tℓ
First assume that a is an ordinary orbit. Since a′|tℓ = a|tℓ for all a′ ∈ a and since
ǫ(a) = 1, we have
ru(v) =
(
b−
∑
a′∈a
〈b, (a′)∨〉a′
)
|tℓ.
Suppose that a = {a1, . . . , an} where the ai are pairwise distinct. Since the ai ∈ a are
mutually orthogonal, this last equation can be rewritten as
ru(v) = ra1 ◦ ra2 ◦ · · · ◦ ran(b)|tℓ.
(Notice that the rai commute, so that the composition is independent of the ordering.)
Clearly, then, ru(v) ∈ Φres(ℓ).
In case a is an exceptional orbit O =∐ti=1Oi with the Oi = {ai,1, ai,2} being exceptional
pairs we have
ru(v) = (b− 2〈b,
∑
i
a∨i,1 + a
∨
i,2〉ai,1)|tℓ = (b− 〈b,
∑
i
a∨i,1 + a
∨
i,2〉(ai,1 + ai,2))|tℓ,
since ai,1 and ai,2 have the same restriction to ℓ. In this case, ci = ai,1 + ai,2 is a root and
c∨i = a
∨
i,1 + a
∨
i,2 since ai,1, ai,2, and ci have the same length. Thus
ru(v) = rc1 ◦ · · · ◦ rct(b)|tℓ.
(Here, the ci are orthogonal, so that the order of the reflections is again irrevelant.) This
proves that ru(v) ∈ Φres(ℓ) in this case also.
The walls in tℓ defined by the elements of Φres(ℓ) are the same as the walls of Φτ , viewed
as linear hyperplanes. Thus, the Weyl groups are the same. Finally, if Φτ is irreducible,
we cannot divide the set of walls for Φτ into two nonempty, mutually orthogonal subsets.
Thus the same is true for Φres(ℓ), and hence Φres(ℓ) is irreducible.
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For a ∈ Φ such that a|tℓ 6= 0, the element π(a∨) is given by the formula
π(a∨) =
1
na
∑
b∈a
b∨.
Define Φproj(ℓ)∨ ⊆ tℓ by
Φproj(ℓ)∨ = {π(a∨) : a ∈ Φ } − {0}.
Clearly, π(a∨) = 0 if and only if a = 0 as a linear form.
We now define a second root system in tℓ as follows. Its coroots will be the set Φproj(ℓ)∨.
Given a ∈ Φ such that π(a∨) 6= 0, we define the root inverse to π(a∨) ∈ Φproj(ℓ)∨ to be
ǫ(a)naa|tℓ. As before, this is independent of the choice of a lift of π(a∨) to a ∈ Φ∨. Let
Φproj(ℓ) ⊆ tℓ be the set of all such elements.
Dually to the above results, we have:
Proposition 6.2.6 Φproj(ℓ) is a possibly nonreduced root system in tℓ. It is irreducible if
Φ is irreducible. The coroot inverse to ǫ(a)naa|tℓ is π(a∨). The coroot lattice of Φproj(ℓ) is
π(Q∨). The Weyl group of Φproj(ℓ) is the same as that of Φres(ℓ) and hence as that of Φτ .
We call Φproj(ℓ) the projection root system.
The set of walls defined by Φproj(ℓ) is equal to the set of walls defined by Φres(ℓ), and
thus the two systems have the same Weyl groups. In general, however, there is no one-
to-one correspondence between Φproj(ℓ) and Φres(ℓ). Of course, if τ = Id, then Φproj(ℓ) =
Φres(ℓ) = Φ. On the other hand, there are examples where one of the systems is reduced
and the other is non-reduced. Note however that the set ∆˜/ℓ injects into both Φres(ℓ) and
Φproj(ℓ). Moreover, if Φ is simply laced, we can say the following:
Lemma 6.2.7 Suppose that Φ is simply laced. Then, using the Weyl invariant inner prod-
uct to identify t and t∗, Φproj(ℓ) is the inverse system to Φres(ℓ).
Proof. In case Φ is simply laced, the inner product identifies a with a∨ and a|tℓ with
π(a∨) ∈ tℓ. Thus the roots of Φres(ℓ) are identified with the coroots in Φproj(ℓ).
6.3 Generalized Cartan matrices for Φres(ℓ) and Φproj(ℓ)∨
In this section we suppose that Φ is irreducible and reduced. We identify ∆˜/ℓ with its
image in tℓ and hence for a ∈ ∆˜ we write a both for an orbit in ∆˜ and for an element of
Φres(ℓ). We denote by π(a∨) the element of Φproj(ℓ)∨ corresponding to a∨, but continue to
denote the corresponding orbit of ∆˜ by a.
Since ∆˜/ℓ ⊆ tℓ are elements of the root system Φres(ℓ), and since from Equation 8,
n(a, b) ≤ 0 for a 6= b, a, b ∈ ∆˜/ℓ, the numbers n(a, b) form a generalized Cartan matrix.
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Two elements a and b are orthogonal if and only if their orbits span orthogonal subspaces of
t. Since Φ is irreducible, it follows that this generalized Cartan matrix is indecomposable.
Let d = dim tℓ. Then the cardinalities of ∆˜/ℓ and of ∆˜∨/ℓ are both d + 1. Since
∆˜/ℓ, resp. ∆˜∨/ℓ, spans (tℓ)∗, resp. tℓ, there is a single linear relation among its elements.
We claim that the one relation has positive integral coefficients. The root integers ha only
depend on the orbit a. Define ha = naha for any choice of a ∈ a. The relation
∑
a∈∆˜
haa = 0
leads to a relation ∑
a∈∆˜/ℓ
haa = 0,
Similarly, the relation for the projection coroots is:∑
a
gaπ(a
∨) = 0, (9)
where ga = naga. Thus, the generalized Cartan matrices determined by n(a, b) and by
n(π(a∨), π(b∨)) are of affine type. It is not in general true that ∆˜/ℓ, resp. ∆˜∨/ℓ is an
extended set of simple roots resp. coroots for Φres(ℓ) resp. Φproj(ℓ), cf. Proposition 7.2.4.
There are then a corresponding affine diagrams, which we denote by D˜(∆˜/ℓ) and
D˜(∆∨/ℓ). While these affine Dynkins diagrams will be different in general, the associ-
ated Coxeter graphs will be the same. (Here the Coxeter graph of a generalized Dynkin
diagram is obtained by keeping bonds and their multiplicities but forgetting the arrows.)
Our goal now will be to work out explicitly the Cartan integers for the coroots Φproj(ℓ)∨
inverse to the projection root system. We begin with a graph-theoretic lemma:
Lemma 6.3.1 Let D be a finite tree, and let ℓ be a group of automorphisms of D. If v1 and
v2 are two vertices of D which are connected by an edge, then either Stab(v1) ⊆ Stab(v2)
or Stab(v2) ⊆ Stab(v1).
Proof. First we claim that there is fixed point for the action of ℓ on the topological space
|D| associated to D. The proof is by induction on the number of vertices. Clearly ℓ has a
fixed point if there are 1 or 2 vertices. Otherwise, let D′ ⊂ D be the subgraph obtained by
deleting the leaves. Then D′ is a nonempty contractible proper subgraph on which ℓ acts,
so by induction there is a fixed point of the action of ℓ on D′ and hence on D.
Choose a point p fixed by ℓ. If p is an interior point of an edge e whose boundary
is {v1, v2}, then it is easy to see that Stab(v1) = Stab(v2) is the set of g ∈ ℓ such that
g|e = Id. Assume that we are not in this case. There is a unique path Γ in D joining p
to v1. Possibly after switching v1 and v2, we can assume that v2 does not lie on this path.
Hence the unique path Γ′ from p to v2 is the union of Γ with the edge connecting v1 and
v2. If g ∈ ℓ fixes v2, then g(Γ′) = Γ′. Since g(p) = p, g|Γ′ = Id. Thus g(v1) = v1. It follows
that Stab(v2) ⊆ Stab(v1).
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Proposition 6.3.2 Suppose that Φ is not of type An. Let π(a
∨), π(b∨) ∈ Φproj(ℓ)∨, and
let n(π(a∨), π(b∨)) be the corresponding Cartan integer. Then:
1. If every element of a is orthogonal to every element of b, then n(π(a∨), π(b∨)) = 0.
2. If there exist a ∈ a and b ∈ b such that a∨ and b∨ are not orthogonal, then either
Stab(a∨) ⊆ Stab(b∨) or Stab(b∨) ⊆ Stab(a∨). If Stab(a∨) ⊆ Stab(b∨), then
n(π(a∨), π(b∨)) = ǫ(b)n(a∨, b∨).
3. If there exist a ∈ a and b ∈ b such that a∨ and b∨ are not orthogonal and Stab(b∨) ⊆
Stab(a∨), then
n(π(a∨), π(b∨)) = ǫ(b)
nb
na
n(a∨, b∨).
Proof. Let a∨, b∨ ∈ ∆˜∨ have the property that n(a∨i , b∨j ) = 0 for all ai ∈ a and all bj ∈ b.
The two subspaces of t spanned by the a∨i such that ai ∈ a, resp. the b∨j such that bj ∈ b, are
orthogonal, and hence π(a∨) and π(b∨) in tℓ are also orthogonal. Thus n(π(a∨), π(b∨)) = 0
and there is no bond between π(a∨) and π(b∨) in the affine diagram associated with the
generalized Cartan matrix of these elements.
Suppose that there exist a ∈ a and b ∈ b such that n(a∨, b∨) 6= 0. By the previous
lemma, either Stab(a∨) ⊆ Stab(b∨) or Stab(b∨) ⊆ Stab(a∨). Since the root inverse to π(b∨)
is ǫ(b)nbb|tℓ we have
n(π(a∨), π(b∨)) = 〈π(a∨), ǫ(b)nbb〉
= ǫ(b)〈π(a∨),
∑
b′∈b
b′〉 = ǫ(b)〈a∨,
∑
b′∈b
b′〉
= ǫ(b)
∑
b′∈b
〈a∨, b′〉 = ǫ(b)
∑
b′∈b
n(a∨, (b′)∨).
If Stab(a∨) ⊆ Stab(b∨), we see that∑
b′∈b
n(a∨, (b′)∨) = n(a∨, b∨),
and n(π(a∨), π(b∨)) = ǫ(b)n(a∨, b∨) in this case. On the other hand if Stab(b∨) ⊆ Stab(a∨),
then ∑
b′∈b
n(a∨, (b′)∨) =
nb
na
n(a∨, b∨),
and thus
n(π(a∨), π(b∨)) = ǫ(b)
nb
na
n(a∨, b∨).
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Similar results handle the case where Φ is of type An:
Proposition 6.3.3 Suppose that Φ is of type An, and that t
ℓ 6= 0. Then the Cartan integers
are given by the same formula as Proposition 6.3.2 except in the case where Φ is of type
A2k−1, ℓ contains a rotation of order k and an involution fixing two vertices. In this case,
the quotient coroot diagram is of type A˜1.
Proof. Since ℓ is dihedral, the stabilizer of an element has either one or two elements. The
only case not covered by Proposition 6.3.2 is the case where there exist two non-orthogonal
coroots a∨ and b∨ such that Stab(a∨) and Stab(b∨) are both nontrivial. In this case, the
product of the two nontrivial elements is a rotation which either has order n + 1, if n is
even, or k = (n + 1)/2, if n is odd. In the first case, tℓ = {0}, and in the second case
either tℓ = {0} or Φ is of type A2k−1, the rotation subgroup ℓ′ of ℓ has order exactly k, and
there is an involution in ℓ fixing two vertices. In this case, tℓ = tℓ
′
, and the quotient coroot
diagram is of type A˜1.
Note that the affine diagrams associated to the Cartan integers we have calculated here
agree with the diagrams given in Definition 1.6.1 in the introduction.
Next we relate the Weyl groups of these roots systems to W (tℓ, G).
Proposition 6.3.4 Let Φ be a reduced root system with τ and ℓ as above. Suppose that,
for every component D of D˜(Φ) which is of type An, the stabilizer ℓD in ℓ of D is either
trivial or is not a cyclic group of rotations of D. Then the Weyl group W (tℓ, G) is identified
with the Weyl group of Φres(ℓ) or equivalently with the Weyl group of Φproj(ℓ).
Proof. It suffices to consider the case when Φ is irreducible. Clearly, the result holds if
ℓ is the trivial group. Thus, we assume that ℓ 6= Id. We have seen that we can realize the
elements of the Weyl group of Φres(ℓ) or of Φproj(ℓ) as elements of the Weyl group W (Φ)
normalizing tℓ. Thus there is a homomorphism from the Weyl group of Φres(ℓ) to W (tℓ, G),
and since the Weyl group of Φres(ℓ) acts faithfully on tℓ, this homomorphism is injective.
We must show that its image is all of W (tℓ, G).
Given w ∈ W (tℓ, G), represent w by an element of W (Φ) which normalizes tℓ. Since w
permutes the set {a} of restricted roots and preserves the inner product on tℓ, it defines
an automorphism of the root system Φproj(ℓ). We claim that Φproj(ℓ) is either non-simply
laced or A1. Assuming this, since every automorphism of a root system which is either
non-simply laced or A1 is given by a Weyl element, it follows that w is given by an element
of the Weyl group of Φproj(ℓ), or equivalently of Φres(ℓ).
Note that that Φproj(ℓ) is non-simply laced if there is an exceptional orbit. Thus we
may assume that there are no exceptional orbits. First assume that Φ is not of An type. In
particular, the numbers na cannot all be equal since the diagram D˜(Φ) is contractible. In
particular there must exist two coroots a∨, b∨ ∈ D˜∨(Φ) which are not orthogonal and such
that na 6= nb. If Φ is simply laced, it follows from Proposition 6.3.2 that n(π(a∨), π(b∨)) 6=
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n(π(b∨), π(a∨)), and hence that Φproj(ℓ) is not simply laced. If Φ is not simply laced, a∨
is a short coroot, and b∨ is a long coroot, it is easy to see that Stab(a∨) ⊆ Stab(b∨), and
thus that na ≥ nb. Thus n(π(a∨), π(b∨)) = n(a∨, b∨), and
n(π(b∨), π(a∨)) ≥ n(b∨, a∨) > n(a∨, b∨).
Thus Φproj(ℓ) is non-simply laced in this case also.
Direct inspection then handles the case where Φ is of An type and ℓ is not cyclic.
In the next section we will prove a related result (Proposition 6.3.4) which also covers
the remaining case when Φ has a component of type An whose stabilizer is a group of
rotations.
6.4 The case of an outer automorphism
For future reference, we want to work out the results of Subsections 6.1 and 6.2 in the
case where τ = ℓ. In this case, τ is induced from a group of diagram automorphisms of the
Dynkin diagram of G. Hence τ acts on the extended diagram, fixing the extended root.
The results described here are due, for the most part, to deSiebenthal [17]. Notice that if
τ 6= Id and Φ is irreducible, there are very few possibilities: Φ is simply laced and is of type
An, Dn, E6 if τ has order 2, and is of type D4 if τ has order 3 or 6.
Lemma 6.4.1 In the above notation, assuming that τ is a group of linear transformations
of t,
1. For every a ∈ Φ, a = a|tτ is nonzero.
2. There is a one-to-one correspondence between Φres(τ) and the set of orbits Φ/τ .
3. The subset ∆/τ of Φres(τ) is a set of simple roots.
4. The highest root for the irreducible factors of Φres(τ) corresponding to the above set
of simple roots are the images d, where d is the highest root of an irreducible factor
of Φ.
5. The root integer for Φres(τ) corresponding to a, for a ∈ ∆˜, is the integer naha.
6. Φres(τ) is reduced if and only if there are no exceptional orbits. In this case Φres(τ) =
Φτ .
7. Φres(τ) is not reduced if and only if Φ has an irreducible factor of type A2k and the
stabilizer of this component in τ is non-trivial. In this case, Φτ is the subsystem of
Φres(τ) consisting of the roots a such that 2a is not a root. The set of indivisible roots
in Φres(τ) is also a root system, and ∆/τ is also a set of simple roots for this root
system.
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Proof. (1) follows since tτ contains a regular element.
To see (2), note that, if a and a′ ∈ Φ are such that a|tτ = a′|tτ , then Wa∩ tτ =Wa′ ∩ tτ .
By Lemma 6.2.2, this can only happen if a and ±a′ lie in the same orbit or a lies in an
exceptional orbit and ±a′ = a+ τ(a). In this case a′|tτ = ±2a|tτ . Thus, if a|tτ = a′|tτ and
a and a′ do not lie in the same orbit, then ka|tτ = 0 for some k > 0. This contradicts (1).
Moreover, it follows that Φres(τ) is reduced if and only if there are no exceptional orbits.
It suffices to prove (3), (4), (5), (6), and (7) under the assumption that Φ is irreducible.
To see (3), (4), and (5), note that every positive root b can be written as a positive integral
linear combination
∑
a∈∆ raa. Thus b =
∑
a ranaa, and similarly for negative roots. Since
the cardinality of ∆/τ is the dimension of tτ , it follows that the a are linearly independent
and hence a set of simple roots for Φres(τ). Taking b = d, we see that the coefficients of
b, in terms of the simple roots, are at most those of d, and hence d is a highest root for
Φres(τ). Hence the root integers are as claimed. To see (6), since d is the highest root
for Φres(τ), it follows that the alcove for Φτ is the alcove for Φres(τ). Thus if Φres(τ) is
reduced we must have Φres(τ) = Φτ . If Φres(τ) is not reduced, it is easy to see that the root
system associated to the alcove is exactly the set of roots a such that 2a is not a root. The
remaining statement in (7) follows by a direct inspection.
Next we determine the Weyl group and the coroot lattice.
Lemma 6.4.2 If τ is a group of linear transformations of t,
1. W (tτ , G) = W (Φproj(τ)) = W (Φτ ) = ZW (τ), the subgroup of elements of W which
commute with τ .
2. The coroot lattice for Φτ = Φres(τ) is (Q∨)τ = Q∨ ∩ tτ .
3. The coroot lattice for Φproj(τ) is π(Q∨).
Proof. Clearly ZW (τ) normalizes t
τ , and since tτ contains a regular element, the action
of ZW (τ) on t
τ is faithful. Thus ZW (τ) ⊆W (tτ , G). Conversely, if w ∈W (tτ , G), choose a
regular element x ∈ tτ . Then, for all g ∈ τ , w(x) = g(w(x)) = g(w(g−1(x))). Thus since x
is regular w = g ◦ w ◦ g−1 for all g ∈ τ , so that w ∈ ZW (τ).
To see (2), the coroot lattice for Φτ = Φres(τ) is spanned by elements of the form
ǫ(a)
∑
b∈a b
∨. If a is ordinary, this is just
∑
b∈a b
∨, and if a is exceptional, corresponding to
the pair
∏
i{ai,1, ai,2}, then a∨i,1 + a∨i,2 is again in the coroot lattice and the corresponding
orbit sum is
∑
i a
∨
i,1 + a
∨
i,2. Thus the coroot lattice is generated by orbit sums. Since τ
permutes an integral basis for Q∨, the coroot orbits generate (Q∨)τ .
Finally, it follows from the definition that the coroot lattice for Φproj(τ) is π(Q∨).
Using Proposition 6.3.2 and Lemma 6.2.7, we see that, in case Φ is irreducible and τ is
nontrivial, Φres(τ) is given as follows:
• If Φ is of type A2n−2, n > 1, then Φres(τ) is of type BCn.
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• If Φ is of type A2n−1, n > 1, then Φres(τ) is of type Cn.
• If Φ is of type Dn+1, n ≥ 3, and τ has order 2 then Φres(τ) is of type Bn.
• If Φ is of type D4, and τ has order 3, then Φres(τ) is of type G2.
• If Φ is of type E6, then Φres(τ) is of type F4.
7 The torus S
wC
and the Weyl group W (SwC , G)
We apply the results of the previous section to describe the quotient torus S
wC and the
Weyl group W (SwC , G) in terms of the original root system Φ(G) on T and the group C.
7.1 Further results under an additional hypothesis
In this subsection, we keep the conventions of the previous section, so that Φ is reduced
but not necessarily irreducible and we make one further assumption on the group τ :
Assumption 7.1.1 The fixed subspace tℓ of the linearization ℓ of τ is written as the in-
tersection of the kernels of a subset of the roots of Φ.
Let Φ⊥ be the subset of Φ consisting of roots vanishing on tℓ. Let u be the subspace
spanned by the coroots inverse to the roots in Φ⊥. Then Φ⊥ is a root system on u. The
above assumption on tℓ implies that u⊕ tℓ = t. Let π: t→ tℓ denote orthogonal projection.
Lemma 7.1.2 The intersection tτ ∩ u is the barycenter of an alcove for Φ⊥.
Proof. Let x˜0 = t
τ ∩ u. We claim that no root of Φ⊥ is integral on x˜0 and hence x˜0 is
in the interior of an alcove B ⊂ u of the root system Φ⊥. In fact, if a ∈ Φ⊥ is integral on
x˜0, then a is a root of Φ which vanishes on t
ℓ and hence is integral on {x˜0}+ tℓ = tτ . But
this contradicts our assumption that tτ contains an interior point of an alcove for Φ. The
group τ normalizes u and the alcove structure for the root system Φ⊥. The point x˜0 is the
unique fixed point for τ |u and is in the interior of B. Thus x˜0 is the barycenter of B.
Proposition 7.1.3 The Weyl group W (tℓ, G) is identified with the Weyl group of Φτ .
Proof. Let g ∈ ZWaff (Φ)(τ). Then its differential is an element of the Weyl group of Φ
which normalizes tℓ. The elements of the Weyl group of Φτ are exactly the restrictions to
tℓ of the differentials of elements g ∈ ZWaff (Φ)(τ). This proves that the Weyl group of Φτ is
identified with a subgroup of W (tℓ, G).
Let g ∈ NW (Φ)(tℓ). Then g normalizes u and the alcove decomposition of u for Φ⊥.
As such, setting x˜0 = t
τ ∩ u, the point g · x˜0 is the barycenter of some alcove for this
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alcove decomposition. Thus, there is an element h of the affine Weyl group Waff(Φ
⊥)
with h · x˜0 = g · x˜0. Then h−1g(x˜0) = x˜0. Let w ∈ W (Φ⊥) be the Weyl part of h. Since
w|tℓ = Id, the element w−1g normalizes tℓ. Hence, h−1g normalizes {x˜0}+tℓ = tτ , and hence
by Lemma 6.1.3 is an element of ZWaff (Φ)(τ). Thus, the restriction to t
ℓ of its differential is
an element of the Weyl group of Φτ . The element h, and consequently also its differential,
centralize tℓ. Thus, the restriction to tℓ of the differential of h−1g agrees with that of g.
This proves that the Weyl group of Φτ is all of W (tℓ, G).
Remark 7.1.4 Unlike the case of a group of linear automorphisms, it is not in general
true that W (tℓ, G) is equal to ZW (ℓ), the set of w ∈ W which commute with ℓ. However,
there is a surjection from ZW (ℓ) to W (t
ℓ, G), and in fact ZW (ℓ) ∼= I ⋊ W (tℓ, G) for an
appropriate subgroup I of ZW (ℓ).
Proposition 7.1.3 gives an extension of Proposition 6.3.4 to the case of an arbitrary
group τ :
Proposition 7.1.5 Let Φ be a reduced but not necessarily irreducible root system on t.
Suppose that τ is a group of affine isometries normalizing an alcove of Φ. Then the Weyl
group of W (tℓ) is identified with the Weyl group of Φres(ℓ) or equivalently with the Weyl
group of Φproj(ℓ).
Proof. Clearly, we may assume that Φ is irreducible. The only irreducible case not covered
by Proposition 6.3.4 is when Φ is of type An and ℓ is a group of rotations of the extended
Dynkin diagram. We choose a representation of Φ on the subspace {(x1, . . . , xn+1)|
∑
xi =
0} in Rn+1 such that the set of simple roots is {ei − ei+1}. Suppose that ℓ is a group of
order m and let k = (n + 1)/m. Then tℓ is the intersection of the kernels of the roots
ei − ei+k. Hence, this case is covered by Proposition 7.1.3.
Next we describe the coroot lattice of Φτ .
Proposition 7.1.6 The coroot lattice of the affine Weyl group associated to Φτ is identified
with π(Q∨(Φ)).
Proof. We decompose t = u ⊕ tℓ and let x˜0 = u ∩ tτ . Suppose that g ∈ ZWaff (Φ)(τ) and
that g|tτ is translation by an element γ2 ∈ tℓ. We write
g(a1, a2) = (wa1 + γ1, b+ γ2)
for w in the Weyl group of Φ⊥. Since g ∈ Waff(Φ), γ1 + γ2 ∈ Q∨(Φ), and hence γ2 ∈
π(Q∨(Φ)).
Conversely, if γ2 ∈ π(Q∨(Φ), write γ = γ1 + γ2 for some γ ∈ Q∨(Φ), with γ1 ∈ u.
Clearly, γ1 is contained in the center of the root system Φ
⊥, and hence x˜0 + γ1 is the
barycenter of an alcove for Φ⊥. This means that there is an element h ∈ Waff(Φ⊥) such
that h(x˜0 + γ1) = x˜0. The composition of translation by γ followed by h is an element of
ZWaff (Φ)(τ) whose restriction to t
τ is translation by γ2.
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7.2 The case of a subgroup of CG
We return now to the case where Φ = Φ(T,G) is the root system associated to a simply
connected group G.
Lemma 7.2.1 Let C ⊆ CG be a subgroup, and let τ be the group of affine automorphisms of
t normalizing A determined by the action of C on the alcove. Then τ satisfies the hypothesis
of Assumption 7.1.1.
Proof. By Proposition 3.4.4, for each c ∈ C, the fixed point subspace twc is conjugate
under the Weyl group to tc. Since tc satisfies the hypothesis of Assumption 7.1.1, so does
twc . Since wC is the linearization of τ , and t
wC =
⋂
c∈C t
wc , the lemma follows.
Proposition 7.2.2 The root system Φτ is identified with the subroot system of Φproj(wC)
consisting of all roots whose inverse coroots are indivisible elements of Φproj(wC)
∨.
Proof. By Proposition 7.1.6 and Proposition 6.2.6, Φτ and Φproj(wC) have the same
coroot lattices. By Proposition 6.2.6, their Weyl groups are the same. Now there is the
following general lemma on two root systems with the same coroot lattice:
Lemma 7.2.3 Let Φ1 and Φ2 be two root systems on a vector space V , and suppose that Φ1
is reduced. Suppose that the coroot lattice Q∨(Φ1) is equal to the coroot lattice Q
∨(Φ2) and
that W (Φ1) =W (Φ2). Then Φ1 is the set of all non-multipliable roots in Φ2. In particular,
if Φ2 is reduced, then Φ1 = Φ2.
Proof. Let Φ′2 be the subroot system of Φ2 consisting of the non-multipliable roots.
Then (Φ′2)
∨ is the sub-coroot system of Φ∨2 consisting of all indivisible coroots in Φ
∨
2 . In
particular, the coroot lattice of Φ′2 is equal to that of Φ2. Of course, Φ2 and Φ
′
2 have the
same Weyl group. Thus, it suffices to assume that Φ2 is reduced.
Let Q∨ = Q∨(Φ1) = Q
∨(Φ2). For each a ∈ Φ1, a∨ is an indivisible element of Q∨. Since
reflection in the wall defined by a is an element of W (Φ1) = W (Φ2), there exists a b ∈ Φ2
such that a∨ = rb∨ for some real number r. But b∨ ∈ Q∨ is also indivisible, so that r = ±1.
Thus Φ∨1 ⊆ Φ∨2 . By symmetry Φ∨2 ⊆ Φ∨1 , and hence Φ∨1 = Φ∨2 .
Applying the lemma to Φ1 = Φ
τ and Φ2 = Φ
proj(wC) completes the proof of Proposi-
tion 7.2.2.
Proposition 7.2.4 Suppose that Φ is irreducible. Orthogonal projection induces an em-
bedding ∆˜∨C in t
wC . Its image is a set of coroots inverse to an extended set of simple roots
either for Φproj(wC) or for the subroot system consisting of all non-multipliable roots of
Φproj(wC).
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Proof. We have an identification of Φτ with the non-multipliable roots of Φproj(wC). We
also know by Proposition 6.1.5 that, up to positive multiples, the image under orthogonal
projection of ∆˜∨C forms the set of coroots inverse to an extended set of simple coroots for
Φτ . If Φproj(wC) is reduced, then it is equal to Φ
τ and its coroots are indivisible elements
in the coroot lattice. Thus, as before, the multiples are all +1 and the image of ∆˜∨C under
orthogonal projection forms the set of coroots inverse to an extended set of simple roots
for Φproj(wC).
If Φproj(wC) is not reduced, then it is of typeBCn for some n ≥ 1 and Φτ is the subsystem
of type Cn. In the extended set of simple coroots for Φ
τ all but two are neither divisible
nor multipliable in Φproj(wC) and the last two are multipliable by 2 in Φ
proj(wC). Thus, the
image of ∆˜∨C contains all the former coroots and, for each of the latter two, contains either
the coroot in Φτ or twice it. A priori there are three possibilities: (i) ∆˜∨C is equal to the
extended set of coroots for Φτ (i.e. consists of indivisible coroots); (ii) ∆˜∨C is equal to the
extended set of coroots for Φproj(wC) (i.e., contains one indivisible but multipliable coroot
and one non-multipliable but divisible coroot); or (iii) contains two non-multipliable but
divisible coroots. In case (iii) the lattice spanned by ∆˜∨C is of index two in the coroot lattice
of Φproj(wC) and hence this case is ruled out by Proposition 7.1.6. Since by Proposition 7.2.2
Φτ is the subroot system of Φproj(wC) consisting of the non-multipliable roots, cases (i) and
(ii) are exactly the two cases listed in the statement of the proposition.
Definition 7.2.5 We define Φ(wC) to be the subroot system of Φ
proj(wC) such that the
image of ∆˜∨C in t
wC is an extended set of simple coroots. By the previous proposition,
Φ(wC) is either Φ
proj(wC) or the subroot system consisting of all non-multipliable roots of
Φproj(wC).
Corollary 7.2.6 There is a positive integer n0 such that, for all a ∈ ∆˜C, ga is equal to n0
times the coroot integer ma for the extended simple root of Φ(wC) corresponding to a.
Proof. By Equation 9 in Section 6.3,
∑
a∈∆˜C
gaπ(a
∨) = 0. On the other hand, by
definition
∑
a∈∆˜C
maπ(a
∨) = 0, and thema are relatively prime integers. Thus the corollary
is clear.
7.3 Proof of Theorem 1.6.2
Let C be a subgroup of CG and let τ be the corresponding group of affine isometries. By
Lemma 7.2.1, τ satisfies Assumption 7.1.1. Thus, the results of this section apply to τ . By
Proposition 7.2.4, π embeds ∆˜∨C as an extended set of simple coroots for either the root
system Φproj(wC) or for the subroot system of nonmultipliable roots in Φ
proj(wC). In either
case, we let Φ(wC) be the corresponding root system. The Weyl group of Φ(wC) is the
same as the Weyl group of Φproj(wC), and by Proposition 7.1.3, this is W (S
wC , G). The
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coroot lattice of Φ(wC) is the lattice generated by the indivisible coroots in Φ
proj(wC)
∨,
which is is the coroot lattice of Φproj(wC). By Proposition 6.2.6, the coroot lattice of
Φproj(wC) is π(Q
∨). By Proposition 6.3.2, the Cartan matrix associated to ∆˜∨C agrees with
the Cartan matrix associated to D˜∨C as given in Definition 1.6.1. This completes the proof
of Theorem 1.6.2.
8 The fixed subgroup of an automorphism
Our main goal in this section is to describe the centralizer of a c-pair in G, and in partic-
ular its Lie algebra and group of components. In order to do so, it will be convenient to
study more generally the fixed subgroups of certain automorphisms of compact, connected
groups. In particular, we shall see how the fixed subgroup changes as we vary the given au-
tomorphism by composing with an inner automorphism. The fixed subgroup is completely
described by its Lie algebra, its component group, and the fundamental group of the iden-
tity component. We shall give a complete description of the Lie algebra and component
group of the fixed subgroup. It is also straightforward to describe the fundamental group of
its identity component, or of the derived subgroup of the identity component, but we shall
not do this here. Many of the results of the first part of this section, stated in a somewhar
different language, can be found in [17].
In this section H will always denote a compact, connected group with maximal torus
T and Lie algebra h. For h ∈ H we denote by ih the inner automorphism of H given by
conjugating by h. Let ΦH be the set of roots of H with respect to T . We denote by t the
Lie algebra of T and by d the subspace spanned by the coroots inverse to the roots in ΦH .
Then ΦH is a root system on d. Furthermore, there is a direct sum decomposition of t into
d⊕ z where z is the center of h. Let ∆H be a set of simple roots for ΦH , and let A ⊆ d be
the alcove determined by ∆H . We denote by ∆
∨
H ⊆ t the coroots inverse to the roots ∆H .
Let Λ ⊆ t be the fundamental group of T and let Q∨H ⊆ Λ be the coroot lattice of ΦH , i.e.,
the lattice with basis ∆∨H . The fundamental group of H is Λ/Q
∨
H .
The following lemma is straightforward and its proof is omitted.
Lemma 8.0.1 Suppose that σ:H → H is an automorphism. Then there exists an inner
automorphism ih such that, setting σ
′ = ih ◦ σ, we have:
1. The fixed subgroup of σ′ is conjugate to the fixed subgroup of σ.
2. The automorphism σ′ normalizes T and the automorphism induced by σ on d normal-
izes A. In particular, dσ contains an interior point of A. Such a point exponentiates
to a regular element of T .
3. If σ′′ is another automorphism normalizing T and A which has the same image in the
outer automorphism group of H as σ, then there is an inner automorphism it with
t ∈ T such that σ′′ = it ◦ σ′.
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4. For t ∈ T , the fixed subgroup of σ′′ = it ◦ σ′ only depends on the image of t in
T/(Id− σ)(T ).
Definition 8.0.2 An automorphism σ which normalizes T and the alcove A is said to be
in normal form with respect to T and A.
By the previous lemma, it suffices to study automorphisms in normal form.
Let σ be an automorphism in normal form such that the restriction of σ to the center
of H has finite order. We shall always make this assumption in what follows. Since σ
normalizes A, it normalizes ∆H and ∆
∨
H . It follows that the restriction of σ to t preserves
the decomposition t = d ⊕ z and that this restriction is of finite order. Hence, we can fix
an inner product on t which is invariant both under the Weyl group of H and under σ and
such that d and z are orthogonal.
We let ∆H/〈σ〉, resp. ∆∨H/〈σ〉, denote the set of σ-orbits of ∆H , resp. ∆∨H . The orbit
of a ∈ ∆H is denoted a. All ai in a have the same restriction to tσ. Thus, we can view a
as an element of (tσ)∗. For each a ∈ ∆H/〈σ〉 we denote by na the cardinality of the orbit
a ⊆ ∆H .
8.1 Some general facts about group cohomology
If J is an abelian group, let Tor J be the torsion subgroup of J . Let σ be an automorphism
of J . Denote by Jσ the subgroup of invariants
Jσ = { a ∈ J : σ(a) = a },
and by Jσ be the group of coinvariants
Jσ = J/Im(Id− σ)J.
It is the largest quotient of J on which σ acts trivially. Suppose that J = t is a vector space
with a σ-invariant inner product, and that Λ is a sublattice of t such that σ(Λ) = Λ. The
inner product on t identifies tσ with t
σ via orthogonal projection π: t→ tσ. The projection
π induces a map from Λ to tσ and hence factors through Λσ. By comparing ranks, one
checks that this sets up an isomorphism from Λσ/Tor(Λσ) to π(Λ). In particular, suppose
that σ acts as a permutation representation on a Z-basis of Λ. In this case Tor(Λσ) = 0
and π induces an isomorphism from Λσ to π(Λ).
Suppose that we have an exact sequence of groups
0→ J ′ → J → J ′′ → 0,
such that σ acts on all of the groups J ′, J, J ′′ and the homomorphisms are σ-equivariant.
Then there is an associated long exact sequence
0→ (J ′)σ → Jσ → (J ′′)σ → (J ′)σ → Jσ → (J ′′)σ → 0.
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Here the homomorphism (J ′′)σ → (J ′)σ is defined as follows: given ξ ∈ (J ′′)σ, lift α to an
element ξ˜ ∈ J . Since σ(ξ˜) − ξ projects to 0 in J ′′, σ(ξ˜) − ξ ∈ J ′, and its image in (J ′)σ is
independent of the choice of the lift of ξ. This defines the connecting homomorphism. We
note that, if J and J ′′ are not assumed to be abelian but J ′ is central in J , then there is
still an exact sequence
0→ (J ′)σ → Jσ → (J ′′)σ → (J ′)σ → H1(J, 〈σ〉)→ H1(J ′′, 〈σ〉),
where H1(J, 〈σ〉) and H1(J ′′, 〈σ〉) are no longer groups in general but only pointed sets,
and the connecting homomorphism is similarly defined.
As a first application, we have the following:
Lemma 8.1.1 Suppose that σ is an automorphism of H in normal form. Then the com-
ponent group π0(T
σ) is naturally isomorphic to Tor(Λσ). In particular, if H is simply con-
nected, then T σ is connected. The fundamental group of the identity component (T σ)0 = Sσ
is Λσ. Finally, the coinvariant torus Tσ is connected, and in fact Tσ = t
σ/π(Λ), where
π: t→ tσ is orthogonal projection.
Proof. Consider the exact sequence
0→ Λ→ t→ T → 0.
Taking the associated long exact cohomology sequence gives
0→ Λσ → tσ → T σ → Λσ → tσ → Tσ → 0.
By the remarks above, tσ ∼= tσ and under this identification the image of Λσ is identified
with π(Λ). Thus the kernel of the map Λσ → tσ is exactly the torsion subgroup. Since
tσ/Λσ is connected, it follows that π0(T
σ) ∼= Tor(Λσ). If H is simply connected, then
Λ = Q∨H and σ acts as a permutation of the set of simple roots {a∨}. Thus Tor(Λσ) = 0.
The remaining statements are clear.
8.2 The root system ΦprojH (σ) on t
σ
Let σ be an automorphism of H in normal form. Orthogonal projection π: t→ tσ induces a
map Λσ → tσ. Since ∆∨H is a σ-invariant basis of d it follows that ∆∨H/〈σ〉 is a basis for dσ.
Since σ permutes a basis for Q∨H , it follows that (Q
∨
H)σ is torsion free and that π induces
an isomorphism from (Q∨H)σ to a lattice of maximal rank in d
σ .
The automorphism σ generates a cyclic subgroup of linear automorphisms of d which
satisfies the hypotheses of Section 6.1 and contains no rotation in case ΦH has a factor
of type An. There are the corresponding resticted and projection root systems, which we
shall just denote in this context by ΦresH (σ) and Φ
proj
H (σ). In particular, ∆
∨
H/〈σ〉 is a set
of simple coroots for ΦprojH (σ)
∨, and the coroot lattice for ΦprojH (σ) is the lattice (Q
∨
H)σ
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spanned by {π(a∨)}a∈∆H/〈σ〉. The root inverse to π(a∨) is ǫ(a)naa|tσ. Let B ⊆ dσ be the
alcove determined by this set of simple roots. We denote by CΦprojH (σ) the quotient of the
dual of the root lattice of ΦprojH (σ) by the coroot lattice (Q
∨
H)σ . It is identified with a finite
subgroup of dσ/(Q∨H)σ.
Applying Subsection 3.1, there is an affine action of CΦprojH (σ) on dσ normalizing B ⊆ dσ.
We extend this action to one on all of tσ by letting CΦprojH (σ) act trivially on zσ.
8.3 The action of π0(H
σ) on tσ
We continue to assume that σ is an automorphism of H in normal form. Let Sσ = (T σ)0
be the image under the exponential mapping of tσ.
Lemma 8.3.1 The torus Sσ is a maximal torus for Hσ. The set of roots of Hσ with respect
to Sσ is a sub-root system of ΦresH (σ).
Proof. First we claim that, if X ∈ Lie(Hσ)⊗RC is fixed by the action of Sσ, then X ∈ tσ.
Since Lie(Hσ) ⊆ h, it clearly suffices to show that, if X ∈ h ⊗R C is fixed by Sσ, then
X ∈ t⊗RC. The action of Sσ on h⊗RC normalizes the root spaces of h. The action of Sσ
on a root space ha is given by the character a|Sσ. By Lemma 8.0.1, Sσ contains a regular
element of H. Thus, none of these characters is trivial. Hence, if X is fixed by Sσ, then
X ∈ t⊗RC. It follows that the fixed subspace of the action of Sσ on h is t, and hence that
the fixed subspace of the action of Sσ on hσ is tσ . Thus Sσ is a maximal torus of Hσ. Also,
the roots for the Sσ-action on Lie(Hσ)⊗RC are given by restrictions of roots of ΦH to Sσ
and so are elements of ΦresH (σ). Hence the roots for H
σ with respect to Sσ form a subset
of ΦresH (σ). To see that they are a sub-root system, in other words that the corresponding
coroots are the same, it is enough to show that the inner product on dσ induced by the
Weyl invariant inner product on t is invariant under the Weyl group of (Hσ)0. Since Sσ
contains a regular element of T , every element in the Weyl group of (Hσ)0 is the restriction
of a Weyl element of H, and thus the last statement is clear.
There is a natural map from (NH(T ))
σ to the Weyl group W (T,H). The kernel of this
map is (NH(T ))
σ ∩ T = T σ. We denote its image by N(σ). This group is contained in the
subgroup ZW (σ) of W (T,H) =W consisting of elements commuting with σ. Note further
that N(Hσ)0(S
σ)∩T = Sσ, since conjugation by T acts trivially on Sσ and the Weyl group
W (Sσ, (Hσ)0) acts faithfully on Sσ. Likewise, N(σ) acts faithfully on Sσ since Sσ contains
a regular element.
Lemma 8.3.2 Every component of Hσ contains an element normalizing tσ . If g and g′
are in the same component of Hσ and normalize tσ, then there exists a w ∈W (Sσ, (Hσ)0)
such that g′|tσ = w ◦ (g|tσ).
Proof. Let g ∈ Hσ. Then gSσg−1 is a maximal torus of Hσ and hence there is h ∈ (Hσ)0
such that (gh)Sσ(gh)−1 = Sσ. Clearly, gh ∈ NH(Sσ) and gh and g lie in the same
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component of Hσ. If g and g′ are in the same component of Hσ and both normalize tσ,
then g′g−1 ∈ (Hσ)0 and normalizes tσ. Thus g′g−1|tσ = w for some w ∈W (Sσ, (Hσ)0).
Lemma 8.3.3 The map NH(T )
σ → π0(Hσ) induced by the inclusion NH(T )σ ⊆ Hσ fac-
tors to give an isomorphism
NH(T )
σ/N(Hσ)0(S
σ) ∼= π0(Hσ).
Proof. The induced map NH(T )
σ to π0(H
σ) is surjective by Lemma 8.3.2. Its kernel
is NH(T )
σ ∩ (Hσ)0. Any element in this intersection normalizes T and its action on T
commutes with σ. Thus, it also normalizes Sσ. Conversely, since Sσ contains a regular
element of T , any element of (Hσ)0 normalizing Sσ normalizes T .
Lemma 8.3.4 There is an exact sequence
{1} → π0(T σ)→ NH(T )σ/N(Hσ)0(Sσ)→ N(σ)/W (Sσ , (Hσ)0)→ {1}.
Proof. By definition, there is an exact sequence
{1} → T σ → NH(T )σ → N(σ)→ {1}.
Now N(Hσ)0(S
σ) is a normal subgroup of NH(T )
σ, and the image of N(Hσ)0(S
σ) inW (T,H)
is W (Sσ, (Hσ)0). Thus N(σ) contains W (Sσ, (Hσ)0) as a normal subgroup, and there is a
surjection
NH(T )
σ/N(Hσ)0(S
σ)→ N(σ)/W (Sσ , (Hσ)0).
By a diagram chase, the kernel of this map is then
T σ/N(Hσ)0(S
σ) ∩ T = T σ/Sσ = π0(T σ).
This establishes the exact sequence of the statement.
Corollary 8.3.5 There is an exact sequence
{1} → π0(T σ)→ π0(Hσ)→ N(σ)/W (Sσ , (Hσ)0)→ {1}.
In the case of an inner automorphism, this result is due to Steinberg [18].
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8.4 Special automorphisms
Lemma 8.4.1 Let σ:H → H be an automorphism in normal form. There is an element
s ∈ Sσ such that setting σ1 = is ◦ σ, the set ∆H/〈σ〉 is a set of simple roots for Hσ1 with
respect to the maximal torus Sσ = Sσ1 .
Proof. Since ∆H is an linearly independent subset of t
∗ invariant under σ, the quotient
set ∆H/〈σ〉 is a linearly independent subset of (tσ)∗. For each a ∈ ∆∨H/〈σ〉, order a =
{a1, . . . , ana} so that σ · ai = ai+1, 1 ≤ i ≤ na (by convention ana+1 = a1). Then the action
of σ on h⊗RC sends the root space hai to hai+1 . Hence, σna sends hai to itself for every i.
This means that there is qai ∈ U(1) such that σna |hai is multiplication by qai on each root
space hai . By equivariance under σ, we see that qai = qaj for all 1 ≤ i, j ≤ na. We denote
this common value by qa. Choose an element µa ∈ U(1) such that µnaa = qa. Since the
elements of ∆H/〈σ〉 are linearly independent in (tσ)∗, it follows that there is an element
s ∈ Sσ such that sa = µ−1a for every a ∈ I.
We set σ1 = sσ. By construction, if a = {a1, . . . , ana}, then σna1 |
⊕
i h
ai is the identity.
Choose a non-zero element Xa ∈ ha. Set
Xa = Xa + σ1Xa + · · ·+ σna−11 Xa.
ThenXa is a non-zero element of h⊗RC invariant under σ1, and henceXa ∈ Lie(Hσ1)⊗RC.
Moreover, for all s ∈ Sσ, Ad(s)Xa = a(s)Xa. Thus, each a ∈ ∆H/〈σ〉 is a root of Hσ1 with
respect to Sσ. Since every root of Hσ1 is the restriction of a root of H to Sσ and since ∆H
is a set of simple roots for H, it follows that every root of Hσ1 can be written uniquely as a
linear combination of the elements in ∆H/〈σ〉 and the coefficients of this linear combination
are either all positive integers or all negative integers. Consequently, ∆H/〈σ〉 is a set of
simple roots of Hσ1 with respect to Sσ.
Definition 8.4.2 An automorphism σ1 in normal form which satisfies the conclusions of
the previous lemma is called a special automorphism.
Proposition 8.4.3 Let σ1 be a special automorphism. Then the roots of H
σ1 are the
indivisible roots in ΦresH (σ1). In particular, the Weyl group of H
σ1 with respect to Sσ1 is
equal to the Weyl group of ΦresH (σ1), namely ZW (σ1).
Proof. According to Lemma 6.4.1, the indivisible roots of ΦresH (σ1) form a reduced root
system with ∆H/〈σ1〉 a set of simple roots. By Lemma 8.4.1, ∆H/〈σ1〉 is also a set of
simple roots for Φ(Sσ1 , (Hσ1)0). Since the latter is also a reduced root system, the two root
systems agree. By Lemma 6.4.2 and Proposition 6.3.4, W (Sσ1 , (Hσ1)0) is then ZW (σ1).
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Corollary 8.4.4 If σ1 is a special automorphism, then π0(H
σ1) = π0(T
σ1).
Proof. By Lemma 8.3.4, π0(H
σ1)/π0(T
σ) ∼= N(σ1)/W (Sσ1 , (Hσ1)0). By the pre-
vious lemma, W (Sσ1 , (Hσ1)0) = ZW (σ1), and N(σ1) ⊆ ZW (σ1). Thus the quotient
N(σ1)/W (S
σ1 , (Hσ1)0) is trivial, so that π0(H
σ1) = π0(T
σ1).
The following relates the roots of Hσ1 , which are restricted roots, to the projection root
system.
Corollary 8.4.5 There is a natural one-to-one correspondence between the roots of Hσ1
and the subroot system of the non-multipliable roots in ΦprojH (σ1). The corresponding roots
in these two systems are positive multiples of each other.
Proof. According to Proposition 7.1.5, these root systems have the same Weyl group,
which implies that they have the same set of walls. Since each of these root systems is
reduced, the result follows.
For example, if Φ is simply laced, which is always the case if σ1 is nontrivial and Φ is
irreducible, and if there are no exceptional orbits, then Hσ1 = ΦresH (σ1) and Φ
proj
H (σ1) is the
inverse system, and the bijection of the corollary simply associates to each element of Hσ1
its inverse coroot.
8.5 The roots of Hσ
Suppose that σ1 is a special automorphism, and let B be an alcove of d
σ1 containing the
origin for ΦprojH (σ1). Let σ = is ◦ σ1 for some s ∈ Sσ1 . Let s˜ be a lift of s whose projection
to dσ1 lies in some alcove containing the origin. By Part 1 of Lemma 6.4.2, the group
ZW (σ1) acts transitively on the set of all such alcoves, and hence there is a w ∈ ZW (σ)
such that w(s˜) ∈ B. Moreover, by Proposition 8.4.3, we may lift w to g ∈ NH(T )σ1 . Then
ig ◦ is ◦σ1 ◦ i−1g = iw(s) ◦σ1, and the fixed subgroups of is ◦σ1 and ig ◦ is ◦σ1 ◦ i−1g = iw(s) ◦σ1
are conjugate in H. Thus, to analyze the fixed subgroups, we can always assume that the
projection sˆ of s˜ to dσ lies in the alcove B. Denote by S
σ
the quotient of tσ by the image
under orthogonal projection of Λ. Note that this terminology is consistent with that of the
introduction. By Lemma 8.0.1, the component group of Hσ only depends on the image of
s in S
σ
.
Lemma 8.5.1 Let σ1 be a special automorphism and suppose that the action of σ1 on ∆H
has no exceptional orbits. Let s˜ ∈ dσ1 , and set s = exp(s˜). Let σ = is ◦ σ1. Then the roots
of Hσ with respect to the maximal torus Sσ are
{a ∈ ΦresH (σ)| na〈a, s˜〉 ∈ Z〉}.
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Proof. Since σ|T = σ1|T , it follows that Sσ = Sσ1 and that σ and σ1 have the same
action on ΦH so that Φ
proj
H (σ) = Φ
proj
H (σ1). Since σ1 has no exceptional orbits, it follows
from Lemma 6.4.1 that ΦresH (σ) is a reduced root system. Thus, by Lemma 8.4.3 each a in
ΦresH (σ1) is a root of of H
σ1 with respect to tσ1 .
The roots of Hσ with respect to tσ are a subset of ΦresH (σ1). Let a ∈ ΦresH (σ1) be an orbit
of order na. Let {a1, . . . , ana} be this orbit, ordered so that σ1 · ai = ai+1 (by convention
ana+1 = a1). For each i let h
ai ⊆ h⊗C be the root space for ai. Since a is a root of Hσ1 , it
follows that the action of σ1 identifies the root space h
ai with hai+1 in such a way that the
action of σna1 is the identity on each of these root spaces. Since s ∈ Sσ, we have sai = sai+1
for all i ≤ na. Thus, snaa1 = 1 if and only if the action of (sσ1)na is trivial on all these root
spaces if and only if a is a root of Hσ. Of course snaa1 = 1 if and only if na〈a, s˜〉 ∈ Z.
Corollary 8.5.2 With σ1, s˜ and σ as in the previous lemma, the roots of H
σ are exactly
those of ΦresH (σ1) that correspond under the bijection given in Corollary 8.4.5 to the roots
of ΦprojH (σ1) which take integral values on s˜.
Proof. Since σ has no exceptional orbits, ΦprojH (σ) is a reduced root system and the root
of this system corresponding to a ∈ ΦresH (σ) is naa. Given this the result is immediate from
the previous lemma.
Suppose that σ1 is nontrivial, that Φ is irreducible, and that there are no exceptional
orbits. It follows that Φ is simply laced. By Lemma 6.2.7 the systems ΦresH (σ1) and Φ
proj
H (σ1)
are inverse to each other. The roots of Hσ are then the elements of ΦresH (σ1) such that the
corresponding inverse coroot is integral on s˜, or equivalently on sˆ. Since sˆ lies in the alcove
B, a set of simple roots for Hσ is obtained as follows: take the extended coroot diagram
for ΦresH (σ1), in other words the extended root diagram for Φ
proj
H (σ1). Let Φ
proj
H (σ1)(sˆ) be
the set of elements of ΦprojH (σ1) such that the corresponding wall of B contains sˆ. Then the
set of elements of ΦresH (σ1) which are inverse to an element of Φ
proj
H (σ1)(sˆ) is a set of simple
roots for Hσ. The possible diagrams obtained in this way will describe all of the possible
root systems for Hσ. A similar result holds if there are exceptional orbits, with a slightly
more involved proof. In this case, the root and coroot systems are both of type BCn, and
thus are abstractly isomorphic, and the procedure for finding the possible root systems of
the Hσ is again to take the extended coroot diagram, choose a proper subdiagram, and
then pass to the inverse system. Taken together, these results generalize a theorem of Kac
[9] which dealt with the case of finite order automorphisms σ.
8.6 The component group of Hσ
Let σ be an automorphism in normal form. We keep the notation above, and for simplicity
assume that there are no exceptional orbits of σ (a minor modification handles the gen-
eral case). We now use the results developed above to give an explicit description of the
component group of the fixed subgroup Hσ.
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8.6.1 The homomorphism δ
Let H˜ be the universal covering group of H. Then there is an exact sequence
{0} → Λ/Q∨H → H˜ → H → {1},
where Λ/Q∨H is a central subgroup of H˜. The automorphism σ acts on this sequence. Thus,
there is an exact sequence
{0} → (Λ/Q∨H)σ → H˜σ → Hσ → (Λ/Q∨H)σ .
Since H˜ is the product of a vector space and a compact, simply connected group, it follows
from [1] that H˜σ is connected. (In fact, we shall give another proof of this fact shortly.)
Thus we have:
Lemma 8.6.1 Let g ∈ H and let g˜ be a lift of g to H˜. Then the element σ(g˜)g˜−1 is
contained in Λ/Q∨H and its image in (Λ/Q
∨
H)σ depends only on g. This function induces
an injection δ from π0(H
σ) to Tor (Λ/Q∨H)σ.
Proof. From the long exact cohomology sequence we see that δ is an injective homomor-
phism from π0(H
σ) to (Λ/Q∨H)σ. Since H
σ is a compact group, the image of δ is finite, and
hence is contained in Tor (Λ/Q∨H)σ.
Applying the above to the case H = T , there is also a homomorphism from π0(T
σ) to
Tor(Λσ). Of course, this is just the isomorphism of Lemma 8.1.1. By the functoriality of
the connecting homomorphism δ, we have:
Lemma 8.6.2 There is a commutative diagram with exact columns:
0 0y y
π0(T
σ)
∼=−−−→ Tor(Λσ)y y
π0(H
σ)
δ−−−→ Tor ((Λ/Q∨H)σ) .
8.6.2 The homomorphism from Tor ((Λ/Q∨H)σ) to CΦprojH (σ)
Lemma 8.6.3 The natural map Λσ → tσ induced by the orthogonal projection from Λ to
tσ has kernel equal to Tor (Λσ) and image contained in the dual lattice to the root lattice of
ΦprojH (σ).
Proof. The only thing that needs to be established is that if r is a root of ΦprojH (σ) and
λ ∈ Λσ then 〈r, λ〉 ∈ Z. The root lattice ΦH has as a basis the roots {ǫ(a)naa}a∈∆H/〈σ〉. It
suffices to show that these take integral values on λ. Let {a1, . . . , ana} be the orbit a and
lift λ to λ˜ ∈ Λ. Then 〈r, λ〉 = ǫ(a)∑nai=1〈ai, λ˜〉 ∈ Z.
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Recall that CΦprojH (σ) is the quotient of the coweight lattice of the root system ΦprojH (σ)
by its coroot lattice. The exact sequence
0→ Q∨H → Λ→ Λ/Q∨H → 0
yields an exact sequence
(Q∨H)σ → Λσ →
(
Λ/Q∨H
)
σ
→ 0.
The image in tσ of any µ ∈ Λσ which maps to a torsion element in (Λ/Q∨H)σ is contained
in dσ . Thus, we have constructed a homomorphism from Tor ((Λ/Q∨H)σ) to the quotient
dσ/(Q∨H)σ . The kernel of this homomorphism is the image of Tor(Λσ) in Tor ((Λ/Q
∨
H )σ)
and the image is contained in CΦprojH (σ). Finally, the map from Tor(Λσ) in Tor ((Λ/Q∨H )σ)
is injective by Lemma 8.6.2. We summarize this picture in the following lemma:
Lemma 8.6.4 Orthogonal projection from Λσ to tσ induces an exact sequence
0→ Tor(Λσ)→ Tor
(
(Λ/Q∨H)σ
)→ CΦprojH (σ).
Recall from Section 3.1 that is an affine action of CΦprojH (σ) on dσ normalizing B.
This induces an action of Tor ((Λ/Q∨H)σ), by affine isometries, on d
σ normalizing B. The
linearization of the action of CΦprojH (σ) is denoted νB.
We have identified Λσ/Tor(Λσ) with π(Λ). Moreover π(Q
∨
H)
∼= (Q∨H)σ . Thus
π(Λ)/π(Q∨H)
∼= (Λ/Q∨H)σ/Tor(Λσ).
The following lemma, which will be needed in the next section, is then clear.
Lemma 8.6.5 There is an exact sequence
0→ π(Q∨H)→ (π(Q∨H)⊗Q) ∩ π(Λ)→ Tor
(
(Λ/Q∨H)σ
)
/Tor(Λσ)→ 0.
8.6.3 The basic equation and its consequences
Proposition 8.6.6 Suppose that σ1 is special, and let σ = is ◦σ1 with s = exp(s˜) for some
s˜ ∈ tσ1 . Let w ∈ ZW (σ) and let g be a lift of w to N(Hσ1 )0(Sσ). Let t ∈ T with t = exp(t˜)
for some t˜ ∈ t. Then the element tg lies in Hσ if and only if
(Id− w)s˜ + (σ − Id)t˜ ∈ Λ,
if and only if (Id− w)s˜ ∈ π(Λ). Thus, if s is the image of s in Tσ = Sσ, w ∈ N(σ) if and
only if w(s) = s in the induced action of w on Tσ.
Proof. Since σ1(g) = g, we see that is ◦ σ1(tg) = tg if and only if
sσ1(t)σ1(g)s
−1 = sσ1(t)gs
−1 = tg,
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or equivalently
1 = t−1sσ1(t)gs
−1g−1 = (t−1σ1(t))(s(w · s)−1.
Equivalently, in additive notation,
(Id− w)s˜ + (σ − Id)t˜ ∈ Λ.
Since every lift of w to an element of NH(T ) is of the form tg for some t ∈ T , we see that
w lifts to an element of (NH(T ))
σ if and only if s ≡ ws mod (Id − σ)(T ), or equivalently
w(s) = s.
Proposition 8.6.7 Suppose that σ = is ◦ σ1 with s = exp(s˜) for some s˜ ∈ tσ1 and that the
projection sˆ of s˜ to dσ lies in the alcove B. Then the group π0(H
σ)/π0(T
σ) is isomorphic
to the stabilizer of sˆ in CΦprojH (σ).
Proof. By Proposition 8.6.6, N(σ) = StabZW (σ1)(s) is the stabilizer in the Weyl group
of ΦprojH (σ) of the point s. By Corollary 8.5.2, the Weyl group W (S
σ, (Hσ)0) is the group
ZW (σ1)(s) generated by reflections in walls defined by the roots in Φ
proj
H (σ) which are
integral on sˆ. By Lemma 3.1.5 (and the remarks immediately following it in case ΦprojH (σ)
is not reduced), the quotient StabZW (σ1)(s)/ZW (σ1)(s) is isomorphic to the stabilizer of sˆ
under the action of CΦprojH (σ) on B, and this is the statement of the proposition.
We can now sketch a proof of the theorem of the first author in [1]:
Corollary 8.6.8 If H is simply connected, then Hσ is connected.
Proof. Since H is simply connected, Λ/Q∨H is trivial, and hence π0(H
σ)/π0(T
σ) is trivial.
By Lemma 8.1.1, π0(T
σ) is also trivial. Thus π0(H
σ) is trivial, so that Hσ is connected.
Proposition 8.6.9 With notation as above, let p:π0(H
σ) → N(σ)/W (Sσ , (Hσ)0) be the
map defined by the exact sequence of Lemma 8.3.5, let δ:π0(H
σ) → Tor ((Λ/Q∨H)σ) be the
homomorphism of Lemma 8.6.1, and let νB be the linearization of the action of CΦprojH (σ) on
B, viewed as a homomorphism from Tor ((Λ/Q∨H)σ) to ZW (σ1). Then the image of νB ◦δ is
contained in N(σ), and p = νB ◦δ as homomorphisms from π0(Hσ) to N(σ)/W (Sσ , (Hσ)0).
Proof. Fix a component of Hσ, and find, by Lemma 8.3.2, an element g0 ∈ NH(T )σ lying
in this component. Let w ∈ ZW (σ) be the image of g0. Then by definition w ∈ N(σ) and
p([g0]) = w modW (S
σ, (Hσ)0). By Proposition 8.4.3, there is a g ∈ NH(T )σ1 whose image
in ZW (σ1) is also w. Thus g0 = tg for some t ∈ T . Let g˜ be a lift of g to the covering t⋊W
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of NH(T ) and let t˜ be a lift of t to t. Then the element t˜g˜ is a lift of tg to t ⋊W . The
calculation of Proposition 8.6.6 shows that
λ = (Id− w)s˜+ (σ − Id)t˜ ∈ Λ
and identifies σ(t˜ · g˜)(t˜ · g˜)−1 (additively) with λ, up to an element in (Id− σ)(Λ). It then
follows from the definition of δ that δ([g0]) = δ([tg]) is the image of λ in (Λ/Q
∨
H)σ. Thus,
letting π denote the orthogonal projection onto tσ, by Lemma 8.6.4, the image ξ of δ([tg]) in
CΦprojH (σ) is represented by π(λ) modulo π(Q∨H). Of course, π(λ) = π(Id−w)s˜ = (Id−w)(sˆ).
Thus ξ = sˆ − w(sˆ) ∈ tσ lifts ξ. In other words, w(sˆ) + ξ = sˆ. Let B′ = w(B) + ξ; it is an
alcove in dσ for ΦprojH (σ). Now there is a unique γ ∈Waff(ΦprojH (σ)) such that γ(B′) = B and
γ(sˆ) = sˆ. Let w′ be the Weyl part of γ. It is a product of reflections in walls defined by roots
in ΦprojH (σ) which are integral on sˆ. By Corollary 8.5.2, such walls are walls of roots of H
σ.
Hence w′ ∈W (Sσ, (Hσ)0). Let ϕ be the affine transformation γw+ξ = w′w+ξ′, where ξ′ ≡
ξ mod the coroot lattice of ΦprojH (σ). Then by construction ϕ normalizes the alcove B, and
so by definition w′w = νB(ξ
′) = νB(ξ) = νB(δ([g0])). Since w ≡ w′w modW (Sσ, (Hσ)0),
we see that νB(δ([g0])) ∈ N(σ) and that p([g0]) = w′w = νB(δ([g0])). This completes the
proof.
Corollary 8.6.10 Let σ = is ◦ σ1, let sˆ be the image of s˜ in dσ, and assume that sˆ lies
in the alcove B. Then the group π0(H
σ) is isomorphic to the stabilizer of sˆ in the group
Tor ((Λ/Q∨H)σ). Moreover, for every element µ ∈ Tor ((Λ/Q∨H)σ), there exists an s such
that, if σ = is ◦ σ1, then µ = δ([z]) for some z ∈ Hσ.
Proof. Let δ be the homomorphism π0(H
σ) → Tor ((Λ/Q∨H)σ) → CΦprojH (σ). By Propo-
sition 8.6.9, the image of δ is exactly the stabilizer of sˆ in CΦprojH (σ). Since the image of δ
contains the kernel of the map from Tor ((Λ/Q∨H)σ) to CΦprojH (σ), it follows that the image
of δ is the stabilizer of sˆ in Tor ((Λ/Q∨H)σ).
The second statement follows immediately from the fact that every affine automorphism
of a simplex has a fixed point.
8.7 The case of c-pairs
We return to the notation of the previous sections, so that G is a simple and simply
connected group with maximal torus T , and A is a fixed alcove in t. Let c ∈ CG, and
suppose that (x, y) is a c-pair. After conjugation we can assume that (x, y) is in normal
form, so that x = exp(x˜) for some x˜ ∈ Ac. We will apply the results above to the compact
group H = Z(x) and the automorphism of Z(x) defined by conjugation by y. For future
reference, let us record the following definition:
Definition 8.7.1 A c-pair (x, y1) in normal form such that conjugation by y1 is a special
automorphism of Z(x) is called a special c-pair.
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Note that T is a maximal torus for Z(x) and that a set of simple roots I˜(x) for Z(x)
is given by the subset of ∆˜ taking integral values on x˜. Let Q∨(x) be the lattice generated
by I˜(x). It is the coroot lattice for the derived subgroup of Z(x), and thus is the lattice
denoted Q∨H above. Conjugation by y induces an automorphism of Z(x) normalizing t and
A ⊆ t. Its action on t is given by the Weyl element wc. This Weyl element normalizes ∆˜
and I˜c(x). Let ∆˜c and I˜(x) be the respective quotients of these sets by the action of wc.
The elements of ∆˜c ⊆ twc satisfy one relation
∑
a∈∆˜c
gaπ(a
∨) = 0.
8.7.1 Description of Tor ((Q∨/Q∨(x))wc)
Lemma 8.7.2 Tor ((Q∨/Q∨(x))wc) is a cyclic group of order n = gcd{ ga : a ∈ ∆˜c−I˜c(x) },
generated by
ζ =
1
n
∑
a∈∆˜c−I˜c(x)
gaπ(a
∨) = −
∑
a∈I˜c(x)
ga
n
π(a∨) ∈ Q∨.
Proof. We have an exact sequence
0→ Z
∑
a∈∆˜
gaa
∨
→⊕
a∈∆˜
Z(a∨)→ Q∨ → 0.
Since Q∨(x) =
⊕
a∈I˜(x)
Z(a∨), we see that there is an exact sequence
0→ Z
 ∑
a∈∆˜−I˜(x)
gaa
∨
→ ⊕
a∈∆˜−I˜(x)
Z(a∨)→ Q∨/Q∨(x)→ 0.
Conjugation by y induces an action on this sequence. On the second term it is the
action induced by the permutation action of ∆˜ − I˜(x) with quotient ∆˜c − I˜c(x). Hence,
taking coinvariants yields an exact sequence
Z
 ∑
a∈∆˜c−I˜c(x)
gaπ(a
∨)
→ ⊕
a∈∆c−I˜c(x)
Z(π(a∨))→ (Q∨/Q∨(x))
wc
→ 0.
Clearly, then, the torsion subgroup of (Q∨/Q∨(x))wc is as claimed. Since n|ga for all
a ∈ ∆˜c − I˜c(x), we see that ζ ∈ Q∨. The two expressions for ζ are equal since, in Q∨,we
have the relation
∑
a∈∆˜
gaπ(a
∨) = 0.
Corollary 8.7.3 The order of π0(T
wc) is n0 = gcd{ga : a ∈ ∆˜c} and, for every c-pair
(x, y) in normal form, the map from π0(T
wc) to π0(Z(x, y)) is an injection onto the cyclic
subgroup of π0(Z(x, y)) of elements whose order divides n0.
Corollary 8.7.4 If (x, y) is a c-pair in normal form, then π0(Z(x, y)) is a cyclic group of
order dividing gcd{ ga : a ∈ ∆˜c − I˜c(x) }.
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8.7.2 The case when all the ga are equal
There is one case we need to single out for special consideration.
Proposition 8.7.5 Suppose that all the ga are equal, say to n. Then for every c-pair
(x, y) in normal form the group Z(x, y) has n components. Let Twc be the fixed points
of the wc-action on T . The inclusion T
wc → Z(x, y) induces a bijection on the group of
components.
Proof. Fix a c-pair (x, y) in normal form. Suppose that x˜′ ∈ Ac exponentiates to a
regular element x′ ∈ T . Then Z(x′) = T , Q∨(x′) = {0}, and Z(x′, y) = Twc . According to
Lemma 8.7.2, since ga = n for every a ∈ ∆˜, Tor(Q∨/Q∨(x))wc is a cyclic group of order n.
Applying this to x′ instead of x, we see that Tor(Q∨)wc , which is the group of components of
Twc , is a cyclic group of order n. Furthermore, the natural map Q∨ → Q∨/Q∨(x) induces an
isomorphism on the torsion subgroups of the wc-coinvariants. It follows from Corollary 8.6.1
that the inclusion Twc = Z(x′, y) → Z(x, y) induces a bijection on components, and in
particular that Z(x, y) has n components.
8.8 Variation of π0(Z(x, y)) as x varies
Proposition 8.8.1 Suppose that x˜, x˜′ are points of Ac. Let x, resp. x′, be the image
of x˜, resp. x˜′, under the exponential mapping. Suppose Z(x′) ⊆ Z(x). Then the map
on fundamental groups Q∨/Q∨(x′) → Q∨/Q∨(x) induced by the inclusion Z(x′) ⊆ Z(x)
descends to a map on coinvariants which gives an injection
Tor
(
(Q∨/Q∨(x′))wc
) ⊆ Tor ((Q∨/Q∨(x))wc) .
Proof. The groups Z(x) and Z(x′) are connected and both have T as a maximal torus.
Since Z(x′) ⊆ Z(x), I˜(x′) ⊆ I˜(x), and hence Q∨(x′) ⊆ Q∨(x). The natural surjection
p:Q∨/Q∨(x′) → Q∨/Q∨(x) is the map on fundamental groups induced by the inclusion
Z(x′) ⊆ Z(x). It follows immediately from the description of the torsion subgroup and
its generator given in Lemma 8.7.2 that, if Tor((Q∨/Q∨(x))wc) is cyclic of order n and
Tor((Q∨/Q∨(x′))wc) is cyclic of order n
′, then n′|n and that the map pwc: (Q∨/Q∨(x′))wc →
(Q∨/Q∨(x))wc induced by p on coinvariants sends a generator of Tor((Q
∨/Q∨(x′))wc) to
n/n′ times a generator of Tor((Q∨/Q∨(x))wc). Thus it is injective on the torsion subgroup.
Corollary 8.8.2 Suppose that (x, y) and (x′, y′) are c-pairs in normal form. Suppose
Z(x′) ⊆ Z(x) and that Z(x′, y′) ⊆ Z(x, y). Then the inclusion Z(x′, y′) → Z(x, y) in-
duces an injective homomorphism π0(Z(x
′, y′))→ π0(Z(x, y)).
Proof. This is immediate from Proposition 8.8.1 and Corollary 8.6.1.
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9 C-triples
Let C = (cij)1≤i,j≤3 be an antisymmetric matrix of elements of CG. Let 〈C〉 ⊆ CG be
the subgroup generated by all the entries cij of C. We wish to study the moduli space of
conjugacy classes of ordered C-triples in G. Quite generally, suppose that x = (x1, x2, x3)
is an ordered triple in G3. For an integral 3× 3 matrix M , we set xM = (x′1, x′2, x′3), where
x′i = x
m1i
1 x
m2i
2 x
m3i
3 . We have the following straightforward lemma:
Lemma 9.0.3 Suppose that M is unimodular. The map x 7→ xM defines an home-
omorphism from the moduli space of C-triples to the moduli space of C ′-triples, where
C ′ = (c′ij)1≤i,j≤3 and c
′
ij =
∏
r,s c
mri·msj
rs . Moreover, for an appropriate choice of a unimod-
ular M , either 〈C〉 = 〈C ′〉 is cyclic and we can assume that c′13 = c′23 = 1 or G = Spin(4n)
and 〈C〉 = 〈C ′〉 is not cyclic, and we can assume that c′12, c′23, c′13 are the three nontrivial
elements of 〈C〉.
In case 〈C〉 is cyclic, we assume that c′13 = c′23 = 1 and set c′12 = c. In other words,
(x, y) is a c-pair and z ∈ Z(x, y). We shall call such a triple a c-triple. For the rest of this
section, we shall study c-triples, postponing the remaining case until later. We let TG(c)
denote the moduli space of conjugacy classes of c-triples in G.
9.1 c-triples of rank zero
9.1.1 The order of a c-triple
Definition 9.1.1 We define the order of a c-triple x = (x, y, z) to be the order of [z] in
π0(Z(x, y)). Clearly, the order is a conjugacy class invariant.
It is easy to check, using the results of this section, that this definition coincides with
the previous definition given in Section 5 in case c = 1. It follows from Corollary 9.2.5 below
that the order is constant on connected components of TG(c). Thus we define the order of
a component X of TG(c) to be the order of x, where x is any c-triple whose conjugacy class
lies in X.
9.1.2 The wc-action on ∆˜
Lemma 9.1.2 Suppose that (x, y, z) is a c-triple of order k and rank zero such that the
c-pair (x, y) is in normal form. Then:
1. Z0(x, y) is the torus Swc and the action of z on this torus has isolated fixed points.
2. If k = 1, then (x, y) is a rank zero c-pair in G, which is of type An for some n, and
c generates the center of G.
3. A c-triple (x, y, z′) is conjugate to (x, y, z) if and only if z and z′ lie in the same
component of Z(x, y).
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Proof. The fact that (x, y, z) is of rank zero means that Z(x, y)z is finite. If Z0(x, y)
is not a torus, then, by [17] II §2, (Z0(x, y))z ⊆ Z(x, y, z) is of positive dimension. Thus
Z0(x, y) is a torus, and since Swc is a maximal torus of Z0(x, y) they are equal.
If k = 1, then z ∈ Z0(x, y) which by Part 1 is a torus. Thus, the action of z on Z0(x, y)
is trivial. By Part 1 this implies that Z0(x, y) is a point, which means that (x, y) is a c-pair
of rank zero. The statements about G and c now follow from Proposition 4.1.1.
By Part 1 and Corollary 8.7.4, Z(x, y) is an extension of a cyclic group by a torus. Thus
(x, y, z′) is conjugate to (x, y, z) only if z′ is in the same component as z. The converse
follows easily from the fact that z acts on Swc = Z0(x, y) with isolated fixed points.
Now let us eliminate one exceptional case.
Lemma 9.1.3 If there is a c-triple of rank zero in G, then the action of wc on ∆˜ has no
exceptional orbits as defined in Section 7.3.
Proof. Suppose that wc acts on ∆˜ interchanging two roots a
∨
1 , a
∨
2 which are not orthog-
onal. The extended Dynkin diagram D˜∨(G) is thus symmetric about the bond connecting
the nodes corresponding to a1 and a2. This symmetry implies that there are three possible
types of diagrams to consider: (i) D˜ is simply laced and has no trivalent vertices; (ii) D˜
is simply laced and has two trivalent vertices; and (iii) D˜ has two double bonds. In the
first case G is isomorphic to SU(2n + 1) for some n ≥ 1. This case is ruled out since the
center of SU(2n + 1) acts freely on the extended Dynkin diagram. In the second case, the
subdiagram of D˜ which contains the chain connecting the trivalent vertices together with
all nodes adjacent to the trivalent vertices is the extended Dynkin diagram for D2n+1, and
hence there is a non-trivial linear relation between the elements of ∆˜ corresponding to the
nodes of this subdiagram. Since any proper subset of ∆˜ is linearly independent, it follows
that this is the entire extended diagram for G. Thus, G is of type D2n+1 for some n ≥ 2.
Direct examination of the action of the center in this case shows that c is a generator of the
center and that the integers {ga} are all equal to 4. In the third case, D˜ has no trivalent
vertices and hence is a chain. Since the highest root is a long root and since according to
Lemma 3.2.1 it must be at one end of the chain, it follows that the a1 and a2 are short
roots. The subchain that contains a1 and a2 and contains one long root on each side of a1
is the extended diagram for C2n+1 for some n ≥ 1. As before, since there is a nontrivial
linear relation between these roots, it follows that G is of type C2n+1. Direct inspection
shows that the {ga} are all equal to 2 in this case.
What we have seen is that if wc acts on ∆˜ with an exceptional orbit, then the integers
{ga} are all equal and the number of orbits is at least 2.
Now suppose that (x, y, z) is a c-triple of rank zero in G. Then we know that Z0(x, y) =
Swc . Since all the ga are equal, by Proposition 8.7.5 Z(x, y) = T
wc . Consequently, the
action of any z ∈ Z(x, y) on Swc is trivial. That is to say the rank of Z(x, y, z) is equal to
that of Z(x, y). But the rank of Z(x, y) is one less than the number of orbits and hence is
positive. This contradicts the fact that (x, y, z) is of rank zero.
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9.1.3 The divisibility of the ga
Suppose that (x, y, z) is a c-triple of order k and rank zero and that the c-pair (x, y) is in
normal form. Recall that, by Lemma 8.7.2, Tor ((Q∨/Q∨(x))wc) is a cyclic group of order
n = gcd{ ga : a ∈ ∆˜c − I˜c(x) }, and is generated by
ζ =
1
n
∑
a∈∆˜c−I˜c(x)
gaπ(a
∨) = −
∑
a∈I˜c(x)
ga
n
π(a∨) ∈ π(Q∨).
Let Φ(x) ⊆ Φ be the set of roots annihilating x and let d be the subspace of t spanned by
the coroots inverse to Φ(x). Then wc acts on d and on Φ(x). Let Φc(x) be the root system
ΦprojZ(x)(wc) as defined in the previous section. Recall that the coroots inverse to the simple
roots of Φc(x) are given by {π(a∨) : a ∈ I˜c(x) }. Fix an alcove B containing the origin in
dwc for the root system Φc(x).
We can write y = sy1 where y1 is special and s ∈ Swc . Let s = exp s˜, where s˜ ∈ twc .
After a further conjugation, we can assume that s˜ ∈ twc projects to sˆ ∈ dwc lying in the
alcove B. The element z defines a class [z] ∈ π0(Z(x, y)). Let µz be the image of δ([z]) in
Tor ((Q∨/Q∨(x))wc) /Tor(Q
∨
wc) ⊆ CΦc(x), where δ is the homomorphism of Lemma 8.6.1.
By Lemma 8.6.5, we may lift µz to an element µ˜z of (Q
∨(x)wc) ⊗Q, well-defined modulo
Q∨(x)wc . Write
µ˜z =
∑
a∈I˜c(x)
raπ(a
∨). (10)
Proposition 9.1.4 Let (x, y, z) be a c-triple of order k and rank zero, and suppose that
the c-pair (x, y) is in normal form. With assumptions and notation as in the previous
paragraph,
1. The group Z0(x, y1) is semisimple and hence d
wc = twc.
2. The element s˜ = sˆ is a barycenter of the alcove B.
3. In Equation 10 no coefficient ra is integral.
4. For every set of simple roots of Φc(x), the coefficients of µ˜z, written as a linear
combination of the inverse coroots, are all non-integral.
5. The element x is the image under the exponential map of a vertex of Ac opposite to
a face {a = 0} for some a ∈ I˜c(x).
6. The order k divides ga.
Proof. Since (x, y, z) is of rank zero, it follows from Lemma 9.1.2 that Z0(x, y) = Swc
and that conjugation by z normalizes Swc and its action on this torus has isolated fixed
points. Since Z0(x, y) is abelian, its Weyl group is trivial. Thus, by Lemma 8.3.4 there
82
is a well-defined action of the element [z] ∈ π0(Z(x, y)) on tσ, and, by Proposition 8.6.9,
it is given as the Weyl element w = νB(µz). The element w preserves t
wc and fixes only
the origin there. By Proposition 8.4.3, w is an element of the Weyl group of Z0(x, y1). It
follows that Z0(x, y1) has finite center and thus is semisimple. This proves (1).
Since w = νB(µz), the affine action of µz ∈ CΦc(x) on the alcove B has isolated fixed
points, and hence fixes only the barycenter of B. Since µz fixes s˜ = sˆ, by Proposition 8.6.7,
it follows that s˜ is the barycenter of B, proving Part (2). Moreover, by Proposition 3.4.1,
no coefficient ra of µ˜z ∈ (Q∨(x)wc)⊗Q is integral, proving (3).
Any two sets of simple roots of Φc(x) are related by an element of the Weyl group of
Φc(x). Since the Weyl group acts trivially on the center, and since µ˜z projects to an element
of the center, Part (4) follows.
Since Z0(x, y1) is semisimple, I˜c(x) has cardinality equal to the dimension of t
wc . Thus
x is the image under the exponential map of a vertex x˜ of Ac, opposite the face {a = 0}, say.
By Lemma 8.7.2, Tor((Q∨/Q∨(x))wc) is cyclic of order ga. Since the class of z is an element
of order k in π0(Z(x, y)), and since δ is injective by Lemma 8.6.1, δ([z]) is an element of
order k in Tor((Q∨/Q∨(x))wc). Consequently, k|ga.
To see the relationship between k and the remaining gb, we use the following lemma:
Lemma 9.1.5 Let x ∈ Ac. Suppose that µ ∈ (Q∨/Q∨(x))wc has order k. Let µ˜ ∈
(Q∨(x)wc) ⊗Q be an element lifting the image µ of µ in Tor((Q∨/Q∨(x))wc)/Tor(Q∨wc) ⊆
CΦc(x). Then no coefficient of µ˜ is integral if and only if, for all b ∈ I˜c(x), k 6 |gb.
Proof. By Lemma 8.7.2, a generator for (Q∨/Q∨(x))wc is ζ = −
∑
b∈I˜c(x)
(gb/n)π(b
∨),
where n = gcd{ ga : a ∈ ∆˜c − I˜c(x) }. Thus k|n and we can write µ = ℓζ for some integer ℓ
of the form tn/k, where t and k are relatively prime. A representative for µ˜ is then given
by
ℓζ = −
∑
b∈I˜c(x)
tgb
k
π(b∨).
Clearly, then, no coefficient of µ˜ is integral if and only if, for all b ∈ I˜c(x), k 6 |gb.
Corollary 9.1.6 Let (x, y, z) be a rank zero c-triple of order k. Then there is a unique
a ∈ ∆˜c such that k|ga.
Proof. This is immediate from the previous lemma and Parts (3) and (6) of the previous
proposition.
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9.1.4 Classification of rank zero c-triples
We can now give the classification of rank zero c-triples.
Proposition 9.1.7 Let G be simple.
1. There is a c-triple of rank zero and order k in G if and only if k divides exactly one
of the ga.
2. Suppose that ga does not divide gb for b 6= a. Let (x, y, z) be a c-triple of rank zero
and order ga and let (x
′, y′, z′) be a rank zero c-triple whose order k divides ga. Then
(x′, y′, z′) is conjugate to (x, y, zℓ) for a unique ℓ such that 1 ≤ ℓ < ga and moreover
k = ga/ gcd(ℓ, ga).
Proof. The only if part of the first statement is Corollary 9.1.6.
Conversely, suppose that exactly one of the ga is divisible by k. Choose x˜ ∈ Ac so that,
for x = exp x˜, we have I˜c(x) = ∆˜c−{a}. By Lemma 8.7.2, the order of Tor ((Q∨/Q∨(x))wc)
is divisible by ga and hence is divisible by k. Let y1 be such that (x, y1) is a special c-pair in
normal form. Let s˜ ∈ twc be the barycenter of the alcove B ⊆ twc for the root system Φc(x)
and let s = exp(s˜). We set y = sy1. Fix an element µ ∈ Tor ((Q∨/Q∨(x))wc) of order k.
Since s˜ is the barycenter of B, µ fixes s˜. Hence by Corollary 8.6.10, there is a z ∈ Z(x, y)
whose image in Tor ((Q∨/Q∨(x))wc) under the map π0(Z(x, y)) → Tor ((Q∨/Q∨(x))wc) is
µ. Since s˜ is a regular element for Φc(x), it follows that Z
0(x, y) = Swc . Lifting the image
of µ in Tor ((Q∨/Q∨(x))wc) /Tor(Q
∨)wc to an element µ˜ ∈ (Q∨(x)) ⊗Q, µ˜ =
∑
saπ(a
∨).
It follows by construction that no coefficient sa of a π(a
∨) ∈ I˜c(x) is integral. Hence, by
Proposition 3.4.1, µ acts with isolated fixed points on Swc. It follows that the conjugation
action of z on Swc also has isolated fixed points, and hence (x, y, z) is of rank zero. Clearly,
it is of order k.
Now suppose that ga does not divide gb for b 6= a. Let (x, y, z) be a c-triple of rank
zero and order ga and let (x
′, y′, z′) be a rank zero c-triple whose order k divides ga. After
conjugation we can assume that (x, y) and (x′, y′) are c-pairs in normal form. Then y′ ∈
Swc · y. Each of x and x′ is the image under the exponential mapping of the vertex of Ac
opposite the face {a = 0} for the unique a ∈ ∆˜c for which k|ga. Thus, x = x′.
By Lemma 8.4.1 there is y1 ∈ Swc · y such that (x, y1) is a special c-pair in normal
form. We write y = sy1 and y
′ = s′y1 for elements s, s
′ ∈ Swc which are the images of s˜
and s˜′ in twc . It follows from Proposition 9.1.4 that s˜ and s˜′ are barycenters for the alcove
decomposition of twc associated with the root system Φc(x).
Thus, there is an element in the Weyl group of Φc(x) on t
wc which conjugates s˜ to s˜′.
By Proposition 8.4.3, the Weyl group of Φc(x) is the Weyl group of Z(x, y1). Thus, there
exists a g ∈ NT (Z(x, y1)) conjugating s˜ to s˜′, and hence (x, sy1) and (x, s′y1) are conjugate
c-pairs in G.
This allows us to assume further that y = y′. By Proposition 9.1.2, Z0(x, y) = Swc . By
Corollary 8.7.4, the group π0(Z(x, y)) is cyclic of order dividing ga, and [z] is an element
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of this group of order exactly ga. Hence [z] generates π0(Z(x, y)). Thus there is a unique
integer ℓ with 1 ≤ ℓ < ga such that zℓ and z′ are in the same component of Z(x, y). Since
z′ acts on Swc with isolated fixed points, this implies that zℓ and z′ are conjugate in Z(x, y)
and hence that (x, y, zℓ) and (x, y, z′) are conjugate in G.
9.1.5 Simple groups containing c-triples of rank zero
It follows from the above that a simple group G has a c-triple of rank zero and order k if
and only if exactly one of the integers ga is divisible by k. Examining the quotient diagrams
gives the following list of all the possibilites for c 6= 1:
1. G = An, c a generator of CG and k|n+ 1.
2. G = C2, c the non-trivial element of CG and k = 2.
3. G = D6, c an exotic element of the center and k = 4.
4. G = E6, c a generator of CG and k = 2 or 6.
5. G = E7, c the non-trivial element of CG and k = 3 or 6.
9.1.6 Action of the automorphism group of G on rank zero c-triples
Lemma 9.1.8 Let (x, y) be a c-pair in normal form in G. Let g ∈ G, let ig denote
conjugation by g, and suppose that ig(x) = ζx for some ζ ∈ CG. Let σ:G → G be an
automorphism normalizing Swc such that σ(x) = ζ1x and σ(y) = ζ2y, where ζ1, ζ2 ∈ CG.
Then both ig and σ induce the identity on Tor ((Q
∨/Q∨(x))wc). Moreover, σ induces the
identity on π0(Z(x, y)).
Proof. Since T is a maximal torus for Z(x), there is an inner automorphism ih, h ∈ Z(x),
such that ih ◦ ig normalizes T . Since Z(x) is connected, the inner automorphism ih of
Z(x) induces the identity on its fundamental group. Thus, without loss of generality, we
can assume that g normalizes T . Let x˜ ∈ t be the lift of x lying in the alcove A. Then
gx˜g−1 = x˜ + ζ˜ for some element ζ˜ ∈ t lifting ζ. Since ζ ∈ CG, the affine automorphism
t 7→ ϕ(t) = gtg−1 + ζ˜ of t normalizes the alcove decomposition associated with the root
system of G. Since ϕ(x˜) = x˜, ϕ(A) = A′ is an alcove containing x˜. Hence there is an element
µ of the affine Weyl group of G which fixes x˜ and sends A′ to A. The composition µ ◦ ϕ
then normalizes A. Since the translational part of this affine transformation is congruent
to ζ˜ modulo the coroot lattice Q∨, we see by Lemma 3.1.4 that this composition is νA(ζ),
which we denote by wζ . On the other hand, since µ fixes x˜, the Weyl part w of µ is an
element of the Weyl group of Z(x). Since w ◦ ig|t = wζ , multiplying g by an element of
NZ(x)(T ) allows us to assume, without loss of generality that ig|t = wζ .
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As noted in Section 3.1, we have gwζ(a) = ga for all a ∈ ∆˜. Since wζ and wc commute, we
also have gwζ(a) = ga for all a ∈ ∆˜c. Now we see directly from the expression for a generator
of Tor ((Q∨/Q∨(x))wc) given in Lemma 8.7.2, that wζ acts trivially on Tor ((Q
∨/Q∨(x))wc).
This completes the proof of the first part of the lemma.
Since Swc · x contains a generic element of G, σ normalizes T . The equation σ(y) = ζ2y
says that σ|t commutes with iy = wc. Let x˜ ∈ Ac be the lift of x. There is a Weyl element
w ∈ W (G) commuting with wc such that w(x) = ζ−11 x and such that w ◦ σ(A) = A.
Since w ◦ σ(A) = A, it follows that gw◦σ(a) = ga for all a ∈ ∆˜. Since w ◦ σ commutes
with wc, it is also the case that gw◦σ(a) = ga for all a ∈ ∆˜c. Thus, w ◦ σ acts trivially on
Tor ((Q∨/Q∨(x))wc). The first part of the lemma implies that w acts trivially on this group.
Thus, it follows that σ acts trivially on Tor ((Q∨/Q∨(x))wc). The final statement follows
since the inclusion π0(Z(x, y)) → Tor ((Q∨/Q∨(x))wc) of Lemma 8.6.1 is equivariant with
respect to the automorphism σ.
Lemma 9.1.9 If (x, y, z) is a c-triple of rank zero in G and if σ:G → G is an automor-
phism of G fixing c, then σ(x, y, z) is conjugate to (x, y, z).
Proof. We can assume that (x, y) is a c-pair in normal form. Since σ(c) = c, the triple
(σ(x), σ(y), σ(z)) is also a c-triple, clearly of rank zero. By Proposition 9.1.7, composing σ
with an inner automorphism allows us to assume that σ(x, y, z) = (x, y, zℓ) for some integer
ℓ. Since (x, y, z) is of rank zero, by Lemma 9.1.2, Z0(x, y) = Swc . Hence, σ(Swc) = Swc .
Applying Lemma 9.1.8 we see that σ acts trivially on Tor ((Q∨/Q∨(x))wc). Hence, by
Lemma 8.8.2, it follows that z′ = σ(z) and z are in the same component of Z(x, y), and
hence that σ(x, y, z) is conjugate to (x, y, z).
9.1.7 Action of CG on the space of rank zero c-triples
We shall first consider the action on the first component.
Lemma 9.1.10 Let γ ∈ CG. Then γ · (x, y, z) = (γx, y, z) is the trivial action on the set
of conjugacy classes of c-triples of rank zero in G.
Proof. Note that Z(γx, y) = Z(x, y). It follows that the order of (γx, y, z) is equal
to that of (x, y, z), and it clearly has rank zero. We can assume that (x, y) is in normal
form with respect to A. By Proposition 9.1.7 there is g ∈ G which conjugates (γx, y) to
(x, y). Since ig(x) = γ
−1x and ig(y) = y, ig induces an automorphism of Z(x, y). By
Lemma 9.1.8, the induced action of ig on π0(Z(x, y)) is trivial. In particular, ig(z) and z
lie in the same connected component of Z(x, y). Hence they are conjugate in Z(x, y). It
follows that (γx, y, z) and (x, y, z) are conjugate in G.
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Lemma 9.1.11 For any γ ∈ CG the action γ · (x, y, z) = (x, γy, z) is trivial on the space
of conjugacy classes of c-triples of rank zero in G.
Proof. By symmetry between x and y (at the expense of replacing c by c−1), the result
in this case follows from the previous one.
Lastly, we must consider the action γ · (x, y, z) = (x, y, γz).
Lemma 9.1.12 For γ ∈ C the action of CG defined by γ · (x, y, z) = (x, y, γz) induces an
action of CG on the set of conjugacy classes of rank zero c-triples in G. The stabilizer K
of a conjugacy class of a c-triple of rank zero is K = CG∩Swc. The order of each orbit, or
equivalently, the index of K in CG is gcd(ga) = n0.
Proof. Let (x, y, z) be a c-triple of rank zero such that (x, y) is a c-pair in normal form.
Then Z0(x, y) = Swc . For any γ ∈ CG, γz and z are in the same component of Z(x, y) if
and only if γ ∈ Swc . This proves that K = CG ∩ Swc.
Lastly, we show that the order of CG/ (Swc ∩ CG) is equal to n0. By Corollary 8.7.3,
n0 is the number of components of T
wc. Since CG ⊆ Twc and since Swc is the component
of the identity of Twc, this shows that the order of CG/ (Swc ∩ CG) divides n0.
To complete the proof, we need to show that the inclusion CG → Twc is onto on the
level of components. We state this as a separate lemma:
Lemma 9.1.13 Let G be a simple group and let c ∈ CG. The inclusion CG→ Twc induces
a surjection CG→ π0(Twc).
Proof. Applying cohomology to the wc-actions on the exact sequence
0→ Q∨ → P∨ → CG→ 0
and considering the torsion subgroups, we have an exact sequence
CG→ Tor(Q∨wc)→ Tor(P∨wc)→ CG.
Thus, it suffices to show that Tor(P∨wc)→ CG is injective.
Set ha = naha. There is the exact sequence
0→ Z(
∑
a∈∆˜
haa)→
⊕
a∈∆˜
Z(a)→ Q→ 0,
where Q = Q(Φ) is the root lattice of G. Dualizing gives
0→ P∨ →
⊕
a∈∆˜
Za∗ → Z→ 0,
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where the second map is obtained by sending
∑
a raa
∗ to
∑
a raha. (Here the a
∗ are the
dual basis to the basis {a : a ∈ ∆˜} of the free Z-module ⊕a∈∆˜ Z(a).) Hence, the group
Tor(P∨wc) is a cyclic group of order gcd(ha). Clearly, if a contains the extended root, na
is the order of c and ha˜ = 1 so that ha is the order of c. Thus the order of Tor(P
∨
wc)
divides the order of c. On the other hand, a generator for Tor(P∨wc) is represented by
a∗ − wc(a∗) ∈ CG for any a ∈ ∆˜ for which ha = 1. Choose a to be the root mapped by
wc to a˜. Then the corresponding element of Tor(P
∨
wc) is represented by ̟
∨
a ∈ P∨, and its
image in CG is therefore equal to c−1. Since the order of Tor(P∨wc) is at most that of c, the
map Tor(P∨wc)→ CG is injective, and in fact an isomorphism. This proves the lemma.
9.2 The maximal torus of a c-triple of order k
Fix a non-trivial element c ∈ CG. Let (x, y, z) be a c-triple in G of order k. We let S
be a maximal torus for Z(x, y, z) and let s be its Lie algebra. As usual, L = DZ(S). By
Theorem 2.3.1 there is a c-triple (x0, y0, z0) ∈ L of rank zero and s1, s2, s3 ∈ S such that
(x, y, z) = (s1x0, s2y0, s3z0).
9.2.1 Determination of s
Our goal is to describe the torus S, or equivalently s. We begin with the following definition.
Definition 9.2.1 Let g: ∆˜c → N be the function defined by g(a) = ga. For each integer
k ≥ 1 dividing at least one of the integers ga, for a ∈ ∆˜c, we define f c(k) to be the maximal
face of Ac with the property that every root a ∈ ∆˜c for which k 6 |ga takes an integral value
on f c(k). Let twc(g, k) be the linear subspace of twc parallel to f c(k) and let Swc(g, k) be
the torus whose Lie algebra is twc(g, k).
We can then state the main result as follows:
Proposition 9.2.2 Let (x, y, z) be a c-triple of order k and let S be a maximal torus of
Z(x, y, z). Then k divides at least one of the integers ga and S is conjugate to S
wc(g, k).
The element x is conjugate to a point of f c(k). In particular, the dimension of S is equal
to one less than the number of a ∈ ∆˜ for which k divides ga.
First let us show that s is conjugate to a linear subspace parallel to some face of Ac:
Lemma 9.2.3 Suppose that (x, y, z) is a c-triple and that (x, y) is a c-pair in normal form.
Supoose that x′ ∈ S · x is generic in the sense that any root of G vanishing on x′ vanishes
on S · x and suppose that x′ = exp(x˜′) for some x˜′ contained in Ac. Let f be the face of
Ac containing x˜′ in its interior. Then, up to conjugation by an element in Z(x, y), s is the
linear subspace of twc parallel to f .
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Proof. Since x′ ∈ S · x is generic, it follows that dim s ≤ dim f . On the other hand, for
every x˜′′ in the interior of f , the triple (exp(x˜′′), y, z) is a c-triple with the same centralizer
as the triple (x, y, z). This means that f − x˜′ is contained in s. Comparing this with the
dimension estimate shows that s is the linear subspace parallel to f .
Lemma 9.2.4 Let (x, y, z) be a c-triple of order k. Then k divides at least one of the ga
and x is conjugate to the exponential of an element of f c(k). Moreover, the Lie algebra s
of S is conjugate to the linear subspace of twc parallel to a face of Ac contained in f c(k).
Proof. After conjugation, we may assume that (x, y) is a c-pair in normal form. Since
(x, y, z) is of order k, the order of π0(Z(x, y)) is divisible by k, and hence (Q
∨/Q∨(x))wc
has order divisible by k. By Lemma 8.7.2, this means n = gcd
a∈∆˜−I˜(x)
{ga} is divisible by
k, and in particular k|ga for some a. Moreover {a : k 6 |ga} ⊆ I˜(x). Thus, x is the image
under the exponential mapping of a point x˜ contained in f c(k).
Take x′ ∈ S · x to be a generic element with the property that x = exp(x˜′) for some
x˜′ ∈ Ac. Let f be the face of Ac containing x˜ in its interior. By the first part of this lemma,
f is a face of f c(k). According to the previous lemma s is parallel to f .
We turn now to the proof of Proposition 9.2.2. As usual, let L = DZ(S) and let
(x0, y0, z0) be a rank zero c-triple in L such that (x, y, z) = (s1x0, s2y0, s3z0) for ele-
ments s1, s2, s3 ∈ S. Let tL = Lie(L) ∩ t; it is the Lie algebra of a maximal torus for
L. Let Q∨L = Q
∨ ∩ tL. Of course, c ∈ L and the action of wc on t normalizes tL. The
group L is simply connected and semi-simple, but may not be simple. Let
∏
i Li be its
decomposition into simple factors and let ΦLi be the corresponding root system with re-
spect to Lie(Li) ∩ t. We decompose c ∈ L as
∏
i ci. Write x0 =
∏
i x0,i, and similarly
for y0 and z0. Then (x0,i, y0,i, z0,i) is a rank zero ci-triple in Li for every i. Of course,
Tor ((Q∨L/Q
∨
L(x0))wc) =
⊕
i Tor
(
(Q∨Li/Q
∨
Li
(x0,i))wci
)
. By Lemma 8.7.2 applied to the
(x0,i, y0,i), the groups Tor
(
(Q∨Li/Q
∨
Li
(x0,i))wci
)
are cyclic. Let µi ∈ Tor
(
(Q∨Li/Q
∨
Li
(x0,i))wci
)
be the element δ([z0,i]), where [z0,i] ∈ π0(Z(x0,i, y0,i)) is the class of z0,i and δ is the homo-
morphism of Lemma 8.6.1. By Lemma 8.6.5, there is is an element µ˜i ∈ (Q∨Li(x0,i)wci ) ⊗
Q whose image in Tor
(
(Q∨Li/Q
∨
Li
(x0,i))wci
)
/Tor((Q∨Li)wci ) is the image of µi under the
quotient map. According to Proposition 9.1.4, the coefficients of µ˜i are all non-integral
when written as a linear combination of any set of simple coroots for the root system
ΦprojZLi(x0,i)
(wc). Clearly
δ([z0]) =
∑
i
µi ∈
⊕
i
(
(Q∨Li/Q
∨
Li(x0,i))wc
)
=
(
(Q∨L/Q
∨
L(x0))wc
)
.
Let µ =
∑
i µi and let µ˜ =
∑
i µ˜i ∈ (Q∨L(x0)wc) ⊗Q. Then µ˜ projects to the image of µ
in Tor ((Q∨L/Q
∨
L(x0))wc) /Tor((Q
∨
L)wc). For every set of simple roots for Φ
proj
ZL(x0)
(wc), if we
write µ˜ as a linear combination of the corresponding coroots, then no coefficient is integral.
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Fix a generic element x′ ∈ S · x0. Then ZG(x′) = S · ZL(x0) ⊆ ZG(x) and so Φ(x′) =
ΦL(x0). Hence Q
∨
L(x0) = Q
∨(x′). Moreover Z(x′, y) ⊆ Z(x, y). Furthermore, ZG(x′, y0) =
ZG(x
′, y) = S ·ZL(x0, y0). Clearly, z ∈ Z(x′, y). Since the order of [z] ∈ π0(Z(x, y)) is k, it
follows from Lemma 8.8.2 that the order of [z] ∈ π0(Z(x′, y)) is also k. Thus the element
µ ∈ (Q∨/Q∨(x′))wc is of order k. Since Φ(x′) = ΦL(x0), Φc(x′) = ΦprojZ(x′)(wc) = ΦprojZL(x0)(wc).
Thus, expressing µ˜ as a linear combination of π(a∨) for a ∈ I˜c(x′), no coefficient of µ˜ is
integral. It follows by Lemma 9.1.5 that k 6 |ga for any a ∈ I˜c(x′). Hence, for a generic
element x′ ∈ S · x0 the subset I˜c(x′) is contained in the subset of a ∈ ∆˜c for which k 6 |ga.
This together with Lemma 9.2.4 shows that the generic x′ ∈ S ·x0 is conjugate to a point in
the interior of the face f c(k) and hence that s is exactly the linear space parallel to f c(k).
This completes the proof of Proposition 9.2.2.
The following is a corollary of the proof:
Corollary 9.2.5 Let (x, y, z) be a c-triple and let (x0, y0, z0) be any rank zero c-triple in
L such that (x, y, z) = (s1x0, s2y0, s3z0), where the si ∈ S. Then the order of (x, y, z) is
the order of [z0] ∈ π0(ZL(x0, y0))/π0(S ∩ ZL(x0, y0)), and hence the order is constant on
connected components of TG(c). Finally, the order of the c-triple (x, y, z) of G divides the
order of the c-triple (x0, y0, z0) in L.
The order of (x, y, z) in G is not always the order of (x0, y0, z0) in L.
By Proposition 9.2.2, if G has a c-triple of order k, then k divides at least one of the
ga. Just as in the case of commuting triples, there is a converse to this statement:
Proposition 9.2.6 Let k be a positive integer. There is a c-triple of order k in G if and
only if k divides at least one of the ga.
Proof. The “only if” direction follows from Proposition 9.2.2. Conversely, suppose that
k divides at least one of the ga. Choose x to be any element in the face f
c(k). Then k
divides the order of Tor ((Q∨/Q∨(x))wc). It then follows by Corollary 8.6.10 that there is
a choice of y such that (x, y) is a c-pair and such that k divides the order of π0(Z(x, y)).
Choose a z ∈ Z(x, y) mapping to an element of order k in π0(Z(x, y)). Then (x, y, z) is a
c-triple in G of order k.
9.2.2 A normal form for c-triples of order k
Suppose that x is a c-triple and that S, L are as above. Write x = (s1x0, s2y0, s3z0) where
the si ∈ S and (x0, y0, z0) ∈ L. Let L =
∏
i Li be the decomposition of L as a product of
simple groups and let c = c1 · · · cr be the corresponding decomposition of c. We can write
x0 as a product of elements x0,i, and similarly for y0, z0. An alcove for L is a product
of alcoves for the Li. Likewise, the root system Φc(x0) on (tL)
wc is a product of the root
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systems Φci(x0,i) on (tLi)
wci . If (x0, y0) is a c-pair in L, we say that (x0, y0) is in normal
form for the product of the Bi if each ci-pair (x0,i, y0,i) is in normal form for Bi.
With this notation, we have the following:
Proposition 9.2.7 Suppose that k divides at least one of the ga for a ∈ ∆˜c. Let S ⊆ Twc
be the torus whose Lie algebra s is parallel to the face f c(k) of Ac. Let L = DZ(S), and
let tL = t ∩ Lie(L) = s⊥. Let x˜0 be the unique point such that (s+ f c(k)) ∩ tL = {x˜0}, and
let x0 = exp(x˜0) ∈ L. Finally let y0 = sy1, where y1 is such that (x0, y1) is a special c-pair
in normal form and s is the exponential of the products of the barycenters of the alcoves Bi
for the root systems Φci(x0,i) in the simple factors of L. If x is a c-triple of order k in G,
then there are elements s1, s2, s3 in S and z0 ∈ L such that (s1x0, s2y0, s3z0) is a c-triple
conjugate to x.
Proof. Write x = (x, y, z). Let S be a maximal torus for Z(x). By Proposition 9.2.2,
possibly after conjugating x, we can assume that S is the torus whose Lie algebra is parallel
to f c(k) and that x is the exponential of an element of f c(k). Thus x = s1x0 for some
s1 ∈ S. There are s2, s3 ∈ S such that y = s2y0 and z = s3z0, where y0, z0 ∈ L. After
a further conjugation in L, we can assume that (x0, y0) is a c-pair in normal form for L.
Note that (x0, y0, z0) has rank zero in L. It then follows from Proposition 9.1.4, applied to
the simple factors of L, that y0 is as described in the statement of the proposition.
9.2.3 More on the group L
Let x be a c-triple in G, let S be a maximal torus for Z(x), and let L = DZ(S).
Proposition 9.2.8 Let n0 = gcd{ga}. The following are equivalent:
1. The order k of the c-triple (x, y, z) divides n0.
2. S is conjugate to Swc.
3. L is conjugate to Lc = DZ(S
wc).
4. Every simple factor of L is of type An for some n.
Finally, there is at most one simple factor of L which is not of type An.
Proof. As in the case of commuting triples, since the Dynkin diagram of L is a proper
subdiagram of the Dynkin diagram of G, L can have at most one simple factor which is not
of An-type. This proves the last statement.
To prove the equivalences of the proposition, first note that, by Proposition 9.2.2, S =
Swc if and only if k divides ga for every a. Thus (1) is equivalent to (2). If S = S
wc , then
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by definition L = DZ(Swc) = Lc. Thus (2) implies (3). Conversely, if L = Lc, then S is
the torus associated to the intersections of the kernels of the roots of Lc, and thus S = S
wc .
Since, by Proposition 3.4.1, all simple factors of Lc are of type An, (3) implies (4).
Finally, we show that (4) implies (3). Let (x0, y0, z0) be a c-triple of rank zero in L such
that (x, y, z) = (s1x0, s2y0, s3z0), where the si ∈ S. Write x0 =
∏
i x0,i, where the x0,i lie
in the simple factors Li of L, and similarly for y0, z0. Since Li is of type An for some n,
(x0,i, y0,i) is a rank zero ci-pair in Li. It follows that L contains the rank zero c-pair (x0, y0).
Since c ∈ L, it follows by Lemma 3.3.1 that Lc ⊆ L. Since L contains a rank zero c-pair, it
follows that L ⊆ Lc. Thus L = Lc.
We can say more about L in case there is a simple factor not of type An:
Proposition 9.2.9 Suppose that L contains a simple factor, not of type An, and write
L = L0 ×
∏s
i=1 Li, where L0 is simple and not of type An, and the Li are simple and of
type An for i ≥ 1. Let c =
∏s
i=0 ci be the corresponding decomposition of c. Finally let
L0,c0 be the subgroup of L0 associated to the element c0 ∈ CL0 as in Section 3.3. Then
Lc = L0,c0 ×
∏s
i=1 Li.
Proof. Since c0 ∈ L0,c0 , we have c ∈ L0,c0 ×
∏s
i=1 Li. Moreover, L0,c0 ×
∏s
i=1 Li is a
product of groups of An-type, and c projects to a generator of the center of each factor.
The result now follows from Lemma 3.4.2.
9.3 The number of components
Our goal here is to describe the number of components of TG(c) of order k and to identify
each such component explicitly. We will postpone the explicit determination of the Weyl
group W (S,G) to Section 10, however.
Suppose that k divides at least one of the ga for a ∈ ∆˜c. We keep the notation of
Proposition 9.2.7. In particular, let x˜0 be the unique point such that (s+f
c(k))∩tL = {x˜0},
and let x0 = exp(x˜0) ∈ L, and let y0 = sy1, where y1 is such that (x0, y1) is a special c-pair
in normal form and s is the exponential of the products of the barycenters of the alcoves
Bi for the root systems Φci(x0,i) in the simple factors of L. Then (x0, y0) is a c-pair in L.
Proposition 9.3.1 Let x be a c-triple of order k in G. Then x is conjugate to a c-triple
of the form (s1x0, s2y0, s3z0) where x0, y0 are as above, z0 ∈ L and s1, s2, s3 ∈ S. Denote
by ψ(x) the class [z0] ∈ π0(ZG(x0, y0)).
1. ψ(x) is well-defined and depends only on the conjugacy class of x.
2. ψ is constant on the components of TG(c) of order k in G.
3. ψ(x) is of order k.
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4. ψ induces a bijection from the set of components of TG(c) of order k in G to the set
of elements of order k in π0(ZG(x0, y0)).
Proof. By Proposition 9.2.7, x is conjugate to (s1x0, s2y0, s3z0) as claimed. To prove
Part (1), it is clearly sufficient to show the following: suppose that (s1x0, s2y0, s3z0)
and (t1x0, t2y0, t3z
′
0) are two c-triples which are conjugate in G. Then [z0] = [z
′
0] in
π0(ZG(x0, y0)). By Theorem 2.3.1, there is a g ∈ NG(S) such that
ig(x0, y0, z0) = (u1x0, u1y0, u3z
′
0),
where ui ∈ S ∩ L. Moreover we can assume that g ∈ NG(T ). Clearly [z′0] = [ig(z0)], and
we must show that [z0] = [ig(z0)].
First note that, since [g, y0] ∈ CL ⊆ T , ig commutes with wc, and thus ig acts on Twc
and hence on π0(T
wc). In particular ig acts on Lc. By Lemma 9.1.13, the center CG surjects
onto π0(T
wc), and so the induced action of ig on π0(T
wc) is trivial.
Since S ∩ L ⊆ CL, the inner automorphism ig defines an automorphism of ZL(x0, y0).
Moreover, [z0] is the image of the corresponding element of π0(ZL(x0, y0)) under the natural
homomorphism ρ:π0(ZL(x0, y0))→ π0(ZG(x0, y0)). We must show that ρ◦ ig = ρ. We may
write L ∼= L0 ×
∏
i≥1 Li, where the Li are simple groups of An type and L0 is either trivial
or a simple group not of type An. Clearly ig preserves the factors L0 and
∏
i≥1 Li. There
is a corresponding direct sum decomposition
π0(ZL(x0, y0)) = π0(ZL0(x0,0, y0,0))⊕
⊕
i≥1
π0(ZLi(x0,i, y0,i)),
where the x0,i, y0,i are the projections of x0, y0 to the factor Li. We analyze the action on
each of these factors separately.
The group
∏
i≥1 Li is a subgroup of Lc. Thus the map
⊕
i≥1 π0(ZLi(x0,i, y0,i)) →
π0(ZG(x0, y0)) factors through π0(ZLc(x0, y0)). On the other hand, π0(ZLc(x0, y0)) =
ZLc(x0, y0) = CLc. Since CLc ⊆ Twc , the map π0(ZLc(x0, y0)) → π0(ZG(x0, y0)) factors
through π0(T
wc). But as we have seen, ig acts trivially on π0(T
wc). Thus, for any element
ξ′ ∈⊕i≥1 π0(ZLi(x0,i, y0,i)), we have ρ(ig(ξ′)) = ρ(ξ′).
Now consider the action of ig on π0(ZL0(x0,0, y0,0)). Since ig defines an automorphism of
ZL0 which sends (x0,0, y0,0) to an element of the form (v1x0,0, v2y0,0), where the vi ∈ CL0,
it follows from Lemma 9.1.8 that the action of ig on π0(ZL0(x0,0, y0,0)) is trivial. Thus,
for ξ0 ∈ π0(ZL0(x0,0, y0,0)), ρ(ig(ξ0)) = ρ(ξ0). It follows that ρ ◦ ig = ρ, and finally that
[z0] = [ig(z0)] as claimed.
To see (2), if the conjugacy class of x′ = (x′, y′, z′) is in the same component of TG(c)
as that of x, then after conjugation we can assume that (x′, y′, z′) = (t1x0, t2y0, t3z0) for
ti ∈ S. Then by the definition of ψ and the fact that it is well-defined, we see that
ψ(x′) = [z0] = ψ(x).
To see (3), set x0 = (x0, y0, z0). Then ψ(x) = ψ(x0) = [z0]. On the other hand, x0 is
a c-triple in the same component of TG(c) as x, so by Corollary 9.2.5, the order of x0 is k.
By definition, this is the order of [z0] = ψ(x0) = ψ(x) in π0(ZG(x0, y0)).
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Finally, we prove (4). Suppose that ψ(x1) = ψ(x2). Then the conjugacy class of x1 is
in the same connected component of TG(c) as that of (x0, y0, z1), say, and the conjugacy
class of x2 is in the same connected component of TG(c) as that of (x0, y0, z2), where z1
and z2 lie in L and differ by an element of Z
0
G(x0, y0). Hence the classes of (x0, y0, z1) and
(x0, y0, z2) are in the same connected component of TG(c), as are those x1 and x2. Thus
ψ is injective on the set of components, and its image is contained in the set of elements
in π0(ZG(x0, y0)) of order k. To see that it is surjective, choose any element of order k in
π0(ZG(x0, y0)), represented by [z0], say. Then (x0, y0, z0) is a c-triple of order k, and by
construction ψ(x0, y0, z0) = [z0].
Corollary 9.3.2 If k divides at least one of the ga for a ∈ ∆˜c, then there are exactly ϕ(k)
components of TG(c) of order k in G.
9.4 Proof of Parts 1,2,3 of Theorem 1.5.1 for 〈C〉 cyclic
We assume that 〈C〉 is cyclic. Part 1 of Theorem 1.5.1 is contained in Proposition 9.2.2.
Part 2 of Theorem 1.5.1 is contained in Proposition 9.2.5. The first statement of Part
3 of Theorem 1.5.1 is Corollary 9.3.2. Let X be a component of TG(c) of order k. Let
S = Swc(g, k). Since X is the quotient of S3 by a finite group, Part (1) implies that
dX =
1
3 dimX + 1 is equal to the number of a such that k|ga. By the first statement of
Part (3) and Lemma 3.7.6, ∑
X
dX =
∑
a∈∆˜c
ga =
∑
a∈∆˜c
naga = g.
9.5 Proof of Part 4 of Theorem 1.5.1 for 〈C〉 cyclic
Theorem 9.5.1 Let X be a component of TG(c). Associated to X is the torus S and the
group L = DZ(S). Decompose L = L0 × L′ where L0 is either trivial or is a simple group
not of An-type for any n ≥ 1. If L0 is trivial, the map p of Theorem 2.3.1 induces a
homeomorphism from
(S × S × S)/W (S,G)
to X. If L0 is not trivial, then the map p of Theorem 2.3.1 induces a homeomorphism from
(S × S × (S/K))/W (S,G)
to X where K is a subgroup of order at most 2 in CL0.
Proof. Let F = S ∩L. There is an action of F ×F ×F on the set of all conjugacy classes
of rank zero c-triples in L. By Lemma 9.1.10 and Lemma 9.1.11, the action of F on the first
two factors is trivial. We analyze the action of F on the last factor. Write c = c0c
′ with
c0 ∈ CL0 and c′ ∈ CL′. There is an inclusion S∩L ⊆ CL. Since L′ decomposes as a product
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of groups of An-type. It is easy to see that CL′ acts freely on the moduli space of c′-triples
in L′. According to Lemma 9.1.12 the stabilizer of a conjugacy class of c0-triples in L0 is
the intersection CL0 ∩Swc0 , which is a subgroup K0 ⊆ CL0 of index given by the gcd of the
quotient coroot integers for L0. The two possibilities for L0 when dim(S
wc) > 0 are L0 of
type C2 or D6. In both these cases, K0 is of order 2 and may be described explicitly. We
let K be the intersection S ∩ K0 ⊆ S ∩ L. Clearly, K has order at most 2, and is trivial if
L0 is trivial.
Thus, the stabilizer in F 3 of any c-triple of rank zero in L is equal to F ×F ×K where
K is trivial if L0 is trivial, and K has order at most 2 if L0 is non-trivial. Finally, it follows
from Lemma 9.1.9 that the Weyl group of S acts trivially on the set of conjugacy classes
of rank zero c-triples in L. The theorem now follows from Theorem 2.3.1.
The possibilities for K and the component X in case L0 is not trivial are as follows:
• If G is of type Bn, and hence L0 = L is of type C2, then K = CL = S ∩ L has order
2, and X = (S × S × S)/W (S,G).
• If G is of type C2n, and hence L0 is of type C2, then K is trivial and X = (S × S ×
S)/W (S,G).
• If G is of type D2n, and hence L0 is of type D6, then K is trivial and X = (S × S ×
S)/W (S,G).
• If G is of type E7, and hence L0 = L is of type D6, then K = S ∩ L has order 2 and
X = (S × S × S)/W (S,G).
This explicit list completes the proof of Theorem 1.5.1 in case 〈C〉 is cyclic.
10 The tori S(k) and S
wC
(g, k) and their Weyl groups
Let Φ be an irreducible but possibly non-reduced root system on a vector space t with set
of simple roots ∆. Let A ⊂ t be the alcove associated with ∆, and let d be the highest root.
Definition 10.0.1 Fix a positive integer n0 and let n: ∆˜ → N be the function n0g. Fix
an integer k > 1 dividing at least one of the integers {n(a)}a∈∆˜. Let I˜(n, k) = {a ∈ ∆˜ :
k 6 |n(a)}. Note that I˜(g, k) = I˜(k) as previously defined. More generally, if we factor k as
dk′ where d = gcd(k, n0), then I˜(n, k) = I˜(k
′). Let f(n, k) ⊂ A be defined by
f(n, k) = { x˜ ∈ A : a(x˜) ∈ Z for all a ∈ I˜(n, k) }.
Let fˆ(n, k) be the affine space generated by f(n, k) and let t(n, k) be the linear space
parallel to fˆ(n, k). Notice that if n0 = 1, then f(n, k) = f(k) and t(n, k) = t(k) as
defined in Theorem 1.4.1. More generally, if we factor k as dk′ where d = gcd(k, n0), then
f(n, k) = f(k′) and t(n, k) = t(k′).
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10.1 A root system on fˆ(k)
Let k ≥ 1 be an integer dividing at least one of the ga. We denote by Φ(k) the subroot
system of Φ consisting of all roots which annihilate t(k). Suppose that Φ is reduced and
let Φ+ be the set of positive roots for Φ. Recall from Proposition 5.5.5 and Claim 5.5.6
that Φ+(k) = Φ+ ∩Φ(k) is a set of positive roots for Φ(k) and that ∆(k), the set of simple
roots determining this set of positive roots, is given by ∆(k) = I(k) ∪ {b} for some root
b ∈ Φ(k), where I(k) = I˜(k) ∩∆. Furthermore, the root system Φ(k) is irreducible and d
is its highest root. Writing d∨ =
∑
a∈I(k) g
′
aa
∨ + g′bb
∨, we have that g′b = k. Furthermore,
for every a ∈ I(k) the coroot integer g′a is not divisible by k.
We let u denote the subspace of t spanned by the coroots inverse to the roots in Φ(k).
Then u = t(k)⊥.
Lemma 10.1.1 Let x˜0 = fˆ(k) ∩ u and let A(k) be the alcove in u determined by the set of
simple roots ∆(k) for Φ(k). Then x˜0 is the vertex of the alcove A(k) for Φ(k) opposite the
face defined by {b = 0}.
Proof. Each a ∈ I(k) vanishes on fˆ(k) and hence on x˜0. Similarly, d(x˜0) = 1. This
proves that x˜0 is the vertex of A(k) opposite the face {b = 0}.
Lemma 10.1.2 Suppose that g ∈Waff(Φ) and the differential w of g normalizes t(k). Then
there is an element w′ ∈W (Φ(k)) such that w′w normalizes fˆ(k).
Proof. Suppose first that Φ is reduced. Since w normalizes t(k), it normalizes u and hence
it also normalizes the root system Φ(k) on u. Thus, w(x˜0) is the vertex of an alcove A
′(k) for
Φ(k) containing the origin. There is an element w′ ∈W (Φ(k)) such that w′(A′(k)) = A(k).
Then w′w is an automorphism of A(k). Since b is the unique element of ∆˜(k) for which the
coroot integer g′b is divisible by k, the root b is fixed by any automorphism of ∆˜(k). Thus,
x˜0 is fixed by w
′w. Since w′w fixes x˜0 and normalizes t(k) it normalizes fˆ(k).
If Φ is not reduced, then Φ is of type BCn for some n. The fundamental relation among
the coroots in this case is of the form
2a˜∨ + 2a∨1 + · · · + 2a∨n−1 + a∨n
where a˜ = −d. Thus, I(2) = I˜(2) = {an}. (The difference here is that the coefficient of a˜∨
is not one, as it is for reduced root systems.) This implies that f(2) is the face of A given
by the equation {an = 0}, and so fˆ(2) is a linear subspace. Hence fˆ(2) = t(2), and the
statement of the lemma is obvious.
Corollary 10.1.3 Every element w ∈W (t(k),Φ) has a representative w ∈ NW (Φ)(fˆ(k)).
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Lemma 10.1.4 Suppose that Φ is reduced. Any x˜′ ∈ fˆ(k) is equivalent under the action
of Waff(Φ) to a point in f(k).
Proof. We may assume that Φ = Φ(T,G) for some simple group G with maximal torus
T . We set S(k) = exp(t(k)) and let L(k) = DZ(S(k)). Let x0 = exp(x˜0) ∈ L(k) and let
(x0, y0, z0) be a commuting triple of order k and rank zero in L(k). Then ZG(x0, y0, z0)
has S(k) as a maximal torus. Let x˜′ ∈ fˆ(k) and let x′ = exp(x˜′). Then (x′, y0, z0) is a
commuting triple of order k in G. Then according to Part 3 of Proposition 5.5.1, the point
x′ is conjugate in G and hence in W (Φ) to a point which is the exponential of a point in
f(k). Hence, x˜′ is conjugate under Waff(Φ) to a point of f(k).
Corollary 10.1.5 Suppose that Φ is irreducible but not necessarily reduced. The alcove
decomposition of t induces a decomposition of fˆ(k) into compact convex regions with disjoint
interiors. Let A(k) be this decomposition. Then f(k) ∈ A(k). Moreover, the action of
NWaff (Φ)(fˆ(k)) on fˆ(k) preserves the decomposition A(k) and is transitive on A(k).
Proof. First let us consider the case when Φ is reduced. Clearly, NWaff (Φ)(fˆ(k)) acts on
fˆ(k) normalizing A(k) and f(k) is one of the elements of this decomposition. Suppose that
A1 is an element of this decomposition. Let x˜
′ be an interior point of A1. According to the
previous lemma, there is an element g ∈ Waff(Φ) which conjugates x˜′ to a point of f(k).
Since there are only finitely many elements of Waff(Φ) which conjugate A1 so as to meet
f(k), it follows that there is some element g ∈Waff(Φ) which conjugates an open subset of
A1 into f(k). This element normalizes fˆ(k) and hence sends A1 onto f(k). This proves the
transitivity statement in the reduced case.
If Φ is not reduced, then it is of type BCn for some n, k = 2 and fˆ(2) is the linear sub-
space spanned by the coroots of the subsystem BCn−1. The induced alcove decomposition
of fˆ(2) is exactly the alcove decomposition for BCn−1. Since NWaff (Φ)(fˆ(2)) contains the
affine Weyl group of BCn−1, the lemma is clear in this case.
Lemma 10.1.6 If g ∈Waff(Φ) has the property that there is an element of the decomposi-
tion A(k) normalized by g, then g|fˆ(k) is the identity.
Proof. Let A1 be an element of A(k) such that g(A1) = A1. Let A be an alcove for
Φ containing A1 in its closure, and let B = g(A). Then B also contains A1, and hence
A ∩ B contains A1. But the unique element of Waff(Φ) taking A to B fixes pointwise the
intersection A ∩B. Thus, g|A1 is the identity, and consequently g|fˆ(k) is the identity.
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Corollary 10.1.7 Define Waff(fˆ(k)) be NWaff (Φ)(fˆ(k))/ZWaff (Φ)(fˆ(k)). Then Waff(fˆ(k))
acts on fˆ(k) as a group of affine isometries. It acts simply transitively on the elements of
the decomposition A(k).
Proposition 10.1.8 The reflections of fˆ(k) in the walls of f(k) are realized by elements
in Waff(fˆ(k)). These reflections generate Waff(fˆ(k)) which is thus a Coxeter group with
fundamental domain f(k).
Proof. Consider an element A1 for the decomposition A(k) which shares a codimension-
one wall with f(k). Let g be an element of NWaff (Φ)(fˆ(k)) which sends f(k) to A1. This
affine isometry of fˆ(k) fixes the intersection of f(k) and A1, which is a codimension-one
affine subspace. Thus, it is a reflection in this subspace. This shows that the reflections in
the walls of f(k) are elements ofWaff(fˆ(k)). SinceWaff(fˆ(k)) acts simply transitively on the
elements in the decomposition A(k), it follows that these reflections generateWaff(fˆ(k)).
Corollary 10.1.9 There is a reduced root system Φ(t(k)) on t(k) and a vertex v of f(k)
such that, using v to identify fˆ(k) with t(k), the affine Weyl group of Φ(t(k)) is identified
with Waff(fˆ(k)).
Proof. The follows immediately from the fact, established in the previous proposition,
that Waff(Φ(fˆ(k)) is a Coxeter group.
Corollary 10.1.10 We define an embedding of ∆˜∨ − I˜∨(k) into t(k) by sending a∨ to
πk(a
∨), where πk is the orthogonal projection. Up to positive multiples ∆˜
∨ − I∨(k) ⊂ t(k)
is the set of extended coroots for the root system Φ(t(k)). In particular, the Weyl group of
t(k) in Φ is the group generated by reflections in the ∆˜∨ − I˜∨(k).
Proof. Since the walls of the alcove f(k) ⊂ fˆ(k) are the subspaces of fˆ(k) orthogonal to
the πk(a
∨) for a∨ ∈ ∆˜∨ − I˜(k), the first statement is clear. Clearly, the image under the
differential of Waff(fˆ(k)) = NWaff (Φ)(fˆ(k))/ZWaff (Φ)(fˆ(k)) is contained in the Weyl group of
t(k). By Corollary 10.1.3 this map is onto. By Proposition 10.1.8, Waff(fˆ(k)) is generated
by the reflections in the walls of f(k). The image under the differential of these reflections
is the set of reflections of t(k) in the πk(a
∨) for a ∈ ∆˜− I˜(k).
Lemma 10.1.11 The lattice generated by πk(a
∨) for a ∈ ∆˜− I˜(k) is the image under the
orthogonal projection of the coroot lattice Q∨.
Proof. Since ∆˜ spans Q∨ and since πk(a
∨) = 0 if a ∈ I˜(k), this is clear.
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Proposition 10.1.12 The coroot lattice of Φ(t(k)) is πk(Q
∨).
Proof. The coroot lattice of Φ(t(k)) is identified with the group of translations of fˆ(k)
which occur as restrictions of elements of Waff(Φ) normalizing fˆ(k).
Let λ ∈ Q∨. Translation by λ carries fˆ(k) to an affine subspace fˆ1 of t which meets u
in a point of the form x˜0 + ζ where ζ is an element in the dual to the root lattice of Φ(k).
In particular, [ζ] ∈ u/Q∨(Φ(k)) is an element of CΦ(k) = P∨(Φ(k))/Q∨(Φ(k)). But since
x˜0 is the vertex of A(k) opposite the wall {b = 0}, and b is the unique element in ∆˜(Φ(k))
whose coroot integer is divisible by k, it follows that the action of CΦ(k) on A(k) fixes x˜0.
Thus there is an element w ∈ Waff(Φ(k)) such that w(x˜0 + ζ) = x˜0. The composition of
translation by λ followed by w is an element of Waff(Φ) normalizing fˆ(k) and acting on
it by translation by πk(wλ) = πk(λ). This shows that πk(Q
∨) is contained in the coroot
lattice of Φ(t(k)).
Conversely, suppose that w ∈ Waff(Φ) normalizes fˆ(k) and acts on it by a pure trans-
lation. We write w(x) = w0(x) + λ where λ ∈ Q∨ and w0 is in the Weyl group of Φ. The
element w0 normalizes t(k) and hence u so that w0(x˜0) = x˜0 − ζ for some ζ ∈ u. Thus,
w(x˜0) = x˜0+(λ−ζ). Since this element restricts to fˆ(k) to give a translation, its restriction
is translation by πk(λ−ζ). Since ζ ∈ u = Ker(πk), we have πk(λ−ζ) = πk(λ) ∈ πk(Q∨).
Theorem 10.1.13 The reduced root system Φ(t(k)) on t(k) has Weyl group equal to the
Weyl group of t(k) in Φ. It has coroot lattice equal to πk(Q
∨). If dim t(k) ≥ 1, then
{πk(a∨)}a∈∆˜−I˜(k) as an extended set of coroots for Φ(t(k)).
Proof. Everything except the last statement is contained in Corollary 10.1.10 and Propo-
sition 10.1.12. Since πk(a
∨) ∈ πk(Q∨) and since these form, up to positive multiples, a set
of extended coroots, to complete the proof we need only see that the πk(a
∨) are indivisible
elements of πk(Q
∨). This will follow from the next lemma.
Lemma 10.1.14 Writing b∨ =
∑
a∈∆−I(k)maa
∨ +
∑
a∈I(k) naa
∨, one of the following
holds:
1. The cardinality of ∆− I(k) is one and the unique ma is one;
2. There are at least two a ∈ ∆− I(k) for which ma = 1.
Proof. We have
d =
∑
a∈I(k)
g′aa
∨ + k
 ∑
a∈∆−I(k)
maa
∨ +
∑
a∈I(k)
naa
∨
 =∑
a∈∆
gaa
∨.
Thus, for a ∈ ∆ − I(k), ga = kma, and the remaining ga are not divisble by k. The result
then follows from Lemma 3.7.5.
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Now let us return to the proof of the theorem. Since I(k) ∪ {b} is a set of simple roots
for Φ(k), we have an exact sequence
0→
∑
a∈I(k)
Z(a∨)⊕ Z(b∨)→
∑
a∈∆
Z(a∨)→ πk(Q∨)→ 0.
We can rewrite this sequence as
0→ Z(b∨)→
∑
a∈∆−I(k)
Z(a∨)→ πk(Q∨)→ 0.
According to Lemma 10.1.14, the image of b∨ in πk(Q
∨ is
∑
a∈∆−I(k)maa
∨ where either
the cardinality of ∆− I(k) is one or there are at least two a ∈ ∆− I(k) for which ma = 1.
In the first case t(k) is a point. In the second case, it is easy to see that the image of each
a∨ ∈ ∆− I(k) is indivisible in πk(Q∨).
Let us return to the case of a general function n = n0g. Then I˜(n, k) = I˜(k
′) and
t(n, k) = t(k′) where k′ = k/gcd(n0, k), and thus Φ(t(n, k)) = Φ(t(k
′)). The following is
then an immediate corollary of Theorem 10.1.13.
Corollary 10.1.15 The Weyl group of t(n, k) in Φ is the Weyl group of the reduced root
system Φ(t(n, k)). The coroot lattice of Φ(t(n, k)) is πk(Q
∨). If dim t(n, k) ≥ 1, then
{πk(a∨)}a∈∆˜−I˜(n,k) is an extended set of simple coroots of Φ(t(n, k)).
10.2 Completion of the proof of Theorem 1.4.1
To complete the proof of Theorem 1.4.1 we must show that the torus S(k) and the Weyl
group W (S(k), G) are as described in Part 5 of the statement of that theorem. This is
immediate by applying Theorem 10.1.13 to the root system Φ = Φ(G).
10.3 Completion of the proof of Theorem 1.5.1 in case 〈C〉 is cyclic
Let us assume that 〈C〉 is cyclic and generated by c. It remains to establish that Swc(g, k)
and W (Swc(g, k), G) are as given in Part 5 of the statement of that theorem.
Lemma 10.3.1 Every element in W (Swc(g, k), G) has a representative in the Weyl group
of G which normalizes Swc.
Proof. Set S = Swc(g, k) and set L = DZ(S). According to Theorem 2.3.1, there is
a c-triple (x0, y0, z0) of rank zero in L, and S is a maximal torus of ZG(x0, y0, z0). By
Corollary 6.1.8 we can assume that (x0, y0) is a c-pair in L in weak normal form with
respect to T ∩ L.
Let g ∈ NG(T ) normalize S. Then g also normalizes L and g(x0, y0, z0)g−1 is another
c-triple of rank zero and order k in L. Thus, by Proposition 9.1.7 this triple is conjugate
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by an element h ∈ L to a triple of the form (x0, y0, zℓ0) for some ℓ ∈ Z. In particular,
hg(x0, y0)g
−1h−1 = (x0, y0). Since (x0, y0, z0) is a triple of rank zero in L, the centralizer
Z0L(x0, y0) is a torus. Suppose that a root of G with respect to T annihilates S ·x0 and S ·y0.
This root then annihilates S, and hence is a root of L with respect to T ∩L annihilating x0
and y0. But we have just seen that there are no such roots. Thus, Z
0
G(S · x0, S · y0) is also
a torus. Since (x0, y0) is a c-pair in weak normal form, Lemma 8.3.1 implies that S
wc ⊆
Z0G(x0, y0) is a maximal torus. Because hg fixes (x0, y0) and normalizes S, it normalizes
Z0G(S · x0, S · y0) = Swc. Clearly, the image in W (S,G) of hg is equal to that of g.
Let us consider the root system Φproj(wc) on t
wc . According to Proposition 6.2.6 it is
irreducible, but possibly not reduced. Let g: ∆˜c → N be the function defined by g(a) = ga.
Applying Definition 10.0.1 to twc and the function g produces the subspace twc(g, k) as
given in Definition 9.2.1.
We know by Proposition 7.2.4 that the elements ∆˜∨c are the extended set of coroots for
the root system Φ(wc) of Definition 7.2.5. Of course, Φ(wc) has the same Weyl group and
coroot lattice as Φproj(wc). In particular, its coroot lattice is the orthogonal projection Q
∨
into twc . Corollary 10.1.15 applied to Φ(wc) and ∆˜c then implies that the lattice generated
by the images under orthogonal projection to twc(g, k) of ∆˜c − I˜c(k) is exactly the image
under orthogonal projection of Q∨, and that the Weyl group of twc(g, k) with respect to the
root system Φproj(wc), or equivalently with respect to the root system Φ(wc), is the group
generated by reflections in the images under orthogonal projection of the a∨ ∈ ∆˜c − I˜c(k).
By Proposition 7.1.5, the Weyl group of Φproj(wc) is equal to the Weyl group of t
wc in G.
Thus, we see that the group generated by the reflections in the images under orthogonal
projection of the a∨ ∈ ∆˜c − I˜c(k) is equal to the subgroup of the Weyl group of twc(g, k)
realized by elements normalizing both twc(g, k) and twc . By the previous lemma, this is the
entire Weyl group of twc(g, k) in G.
10.4 The generalized Cartan matrix associated to ∆˜∨ − I˜∨(n, k) ⊂ t(n, k)
Let Φ be an irreducible, but possibly non-reduced, root system on t with extended set of
simple coroots ∆˜. Let D˜ be the extended coroot diagram of Φ. Fix a function n: ∆˜ → N
of the form n0g for some positive integer n0 and fix k ≥ 1 dividing at least one of the
integers n0ga. Let ℓ: ∆˜
∨ → R+ be the length function determined by the inner product on
t. Fix k ≥ 1 dividing one of the integers n0ga. Let πk denote orthogonal projection from
t to t(n, k). Consider the image under orthogonal projection of ∆˜∨ − I˜∨(n, k). According
to Theorem 10.1.13, πk embeds ∆˜
∨ − I˜∨(n, k) ⊂ t(n, k) as a set of extended coroots for
a reduced root system Φ(t(n, k)). In Definition 1.7.2 we defined a diagram D˜(n, k) with
nodes ∆˜∨ − I˜∨(n, k). On the other hand, by Corollary 10.1.15, the set {πk(a∨) : a∨ ∈
∆˜∨ − I˜∨(n, k)} ⊂ Φ∨(t(n, k)) is an extended set of simple coroots for the root system
Φ(t(n, k)), whose Cartan integers are given by
n(πk(a
∨), πk(b
∨)) = 2
〈πk(a∨), πk(b∨)〉
〈πk(b∨), πk(b∨)〉 .
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Let D˜0(n, k) be the corresponding extended coroot diagram. Orthogonal projection iden-
tifies the nodes of D˜(n, k) with those of D˜0(n, k).
Theorem 10.4.1 Under the above identification of the nodes, the diagrams D˜(n, k) and
D˜0(n, k) coincide.
Proposition 1.7.3 is an immediate corollary of Theorem 10.4.1. We will prove Proposi-
tion 1.7.1 in the course of proving Theorem 10.4.1.
Since I˜(n, k) = I˜(k′) where k′ = k/gcd(k, n0), without loss of generality, for the rest of
this subsection, we assume that n = g and drop it from the notation. In particular, we
denote D˜(g, k) and D˜0(g, k) by D˜(k) and D˜0(k).
If k = 1, then I˜(k) = ∅, πk is the identity and there is nothing to prove. Thus, from now
on we assume that k > 1. This implies that Φ is not of type An and hence D˜ is contractible.
Let D˜′(k) be the sub-diagram of D˜(Φ) = D˜ spanned by the nodes of I˜(k).
Lemma 10.4.2 Let a∨, b∨ ∈ ∆˜∨ − I˜∨(k).
1. The node of D˜ corresponding to a∨ is not connected in D˜ to any node of D˜′(k) if and
only if a∨ ∈ t(k).
2. If a∨ ∈ t(k), then 〈a∨, b∨〉 = 〈πk(a∨), πk(b∨)〉.
3. Suppose that a∨, b∨ are adjacent nodes of D˜. Then 〈πk(a∨), πk(b∨)〉 = 〈a∨, b∨〉.
4. If a∨ and b∨ are not adjacent nodes of D˜ and if they are not connected to a common
component of D˜′(k), then 〈πk(a∨), πk(b∨)〉 = 0.
5. If a∨ and b∨ are not adjacent in D˜ , but a∨ and b∨ are connected to a common
component of D˜′(k), then 〈πk(a∨), πk(b∨)〉 < 0.
Proof. The subspace u is the span of the coroots inverse to the roots represented by
nodes of D˜′(k). As such it decomposes as an orthogonal sum of the subspaces ui indexed
by the connected components of D˜′(k). The factor ui corresponding to a component is the
subspace of u spanned by the coroots inverse to the roots represented by the nodes of that
component.
The coroot a∨ is contained in t(k) if and only if it is orthogonal to all the coroots
inverse to the roots corresponding to nodes of D˜′(k). This is equivalent to the node of D˜
corresponding to a∨ not being connected in D˜ to any node of D˜′(k).
The second item is clear. If a∨ ∈ t(k), then πk(a∨) = a∨ and 〈πk(a∨), πk(b∨)〉 = 〈a∨, b∨〉.
If a∨ and b∨ are adjacent nodes of D˜, then since D˜ is contractible, a∨ and b∨ are not
connected to a common component of D˜′(k). This means that the projections πu(a
∨) and
πu(b
∨) are orthogonal, where πu denotes orthogonal projection to u. The third item follows.
Suppose that a∨ and b∨ are not adjacent and are not connected in D˜ to a common com-
ponent of D˜′(k). Then there is no factor ui of u with the property that the orthogonal projec-
tions of both a∨ and b∨ into ui are both non-trivial. Thus, 〈πk(a∨), πk(b∨)〉 = 〈a∨, b∨〉 = 0.
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Lastly, if a∨ and b∨ are not adjacent in D˜ then 〈a∨, b∨〉 = 0 and hence 〈πk(a∨), πk(b∨)〉 =
−〈πu(a∨), πu(b∨)〉. Thus, we complete the proof by showing that, under the hypothesis of
Part 5, the inner product 〈πu(a∨), πu(b∨)〉 > 0. Let ui be the subspace spanned by the
coroots inverse to the roots corresponding to the nodes of the component of D˜′(k) connected
to both a∨ and b∨. By Theorem 3.5.1, the component of D˜′(k) connected to both a∨ and
b∨ is of type An for some n ≥ 1. Furthermore, if {a∨1 , . . . , a∨n} is the set of simple coroots for
this component given by the nodes of D˜′(k), then a∨ is connected to a unique a∨i and b
∨ is
connected to a unique a∨j . Thus, πui(a
∨) is a negative multiple of the fundamental coweight
̟∨ai for the root system corresponding to D˜
′(k), and likewise πui(b
∨) is a negative multiple
of ̟∨aj . The following computation in An shows then that these vectors have positive inner
product.
Lemma 10.4.3 Let a1, . . . , an be the simple roots in An, ordered so that 〈ai, ai+1〉 = −1
for 1 ≤ i ≤ n− 1, where 〈·, ·〉 is the standard Weyl invariant inner product. Let ̟ai be the
fundamental weight corresponding to ai. Then for i ≤ j,
〈̟ai ,̟aj 〉 =
i(n + 1− j)
n+ 1
.
Proof. This is a straightforward computation.
Corollary 10.4.4 Let a∨, b∨ ∈ ∆˜∨− I˜∨(k). Then 〈πk(a∨), πk(b∨)〉 < 0 if and only if either
a∨ and b∨ correspond to nodes of D˜ which are adjacent in D˜, or correspond to nodes of D˜
which are connected in D˜ to a common component of D˜′(k).
In particular, the corollary tells us which nodes in D˜0(k) are connected by a bond in
the diagram. This agrees with the recipe given in Part 1 of Definition 1.7.2 for D˜(k). To
determine the multiplicities and directions of the bonds in D˜0(k), we compute the lengths of
the πk(a
∨). Suppose that a∨ ∈ ∆˜∨− I˜∨(k). Let {a∨1 , . . . , a∨r } ⊂ I˜∨(k) be the nodes of D˜′(k)
that a meets. Since by hypothesis D˜ is contractible, the a∨i are simple coroots of distinct
irreducible factors of Φ(k), and hence are mutually orthogonal. We have
∑
b gbb
∨ = 0 and
gb ≡ 0 (mod k) for all b∨ /∈ I˜∨(k). Since n(a∨, b∨) = 0 for all b∨ ∈ I˜∨(k) − {a∨1 , . . . , a∨r },
we have
r∑
i=1
n(a∨i , a
∨)gai ≡ 0 (mod k). (11)
Of course, in the above congruence, each gai is not divisible by k.
If ∆˜∨ − I˜∨(k) is a single node, then clearly this node is of Type ∞ in the terminology
of Proposition 1.7.1. Thus, we can assume that the cardinality of ∆˜∨ − I˜∨(k) is at least 2,
and hence that πk(a
∨) 6= 0 for every a∨ ∈ ∆˜∨ − I˜∨(k). This rules out the root systems G2
and BC1. Thus, from now on we assume that D˜ has only single and double bonds.
We shall now complete the proof of Proposition 1.7.1 and the proof that D˜0(k) = D˜(k)
by examining the various possibilities for k. The projection of a∨ ∈ ∆˜∨− I˜∨(k) is a sum of
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coweights of the form ̟∨ai , where ai is a simple root in a root system of type A)n, and we
shall tacitly use Lemma 10.4.3 in the calculations below in the case i = j.
The case k = 2.
By Theorem 3.5.1, or direct inspection in the case of BCn, all the components of D˜
′(2)
are of A1-type. Number the nodes a
∨
1 , . . . , a
∨
r of D˜
′(2) connected to a∨ in such a way that
the nodes a∨1 , . . . , a
∨
s are of different length from a
∨ and a∨s+1, . . . , a
∨
r are of same length as
a∨. We set t = r − s. The a∨i are mutually orthogonal. Thus, the length squared of the
orthogonal projection of a∨ into u is (
t
4
+
s
2
)
|a∨|2.
Since the projection of a∨ into u has length less than that of a∨, it follows that
t+ 2s < 4. (12)
If s = 0, then ℓ(a∨) = ℓ(a∨i ) for all i, and hence n(a
∨
i , a
∨) = −1 for all i. From
Equation 11 we see that t is even, and, by Inequality 12, that t is either 0 or 2. If s = t = 0,
then a∨ is of Type 1 in the terminology of Proposition 1.7.1 and a∨ = πk(a
∨) so that
|πk(a∨)| = |a∨| = ℓ2(a∨). If s = 0 and t = 2, then a∨ is of Type 2(i) and |πk(a∨|2 =
|a∨|2/2 = ℓ22(a∨).
If s = 1 and a∨ is long, then n(a∨i , a
∨) = −1 for all i and by Equation 11 we see
that s + t is even. Thus by Inequality 12, s = t = 1. Thus, a∨ is of Type 4(i) In this
case the length squared of the orthgonal projection of a∨ into u is (3/4)|a∨|2 and thus
|πk(a∨)|2 = |a∨|2/4 = ℓ24(a∨).
If s = 1 and a∨ is short then n(a∨1 , a
∨) = −2 and n(a∨i , a∨) = −1 for i > 1 and hence
by Equation 11 it follows that t is even. Inequality 12 implies that t = 0. Thus, a∨ is
of Type 2(ii) and the length squared of the projection of a∨ into u is (1/2)|a∨|2 and thus
πk(a
∨)|2 = |a∨|2/2 = ℓ22(a∨).
This shows that all a∨ ∈ ∆˜∨ − I˜∨(2) are of Type 1, Type 2, Type 4 or Type ∞, and
that D˜0(2) = D˜(2).
The case k = 3.
In this case, again by Theorem 3.5.1, all the components of D˜′(3) are of A2-type. Sup-
pose that a∨ ∈ ∆˜∨− I˜∨(3) and that it is connected to nodes {a∨1 , . . . , a∨r } of D˜′(3). Number
the nodes a∨1 , . . . , a
∨
r of D˜
′(3) connected to a∨ in such a way that the nodes a∨1 , . . . , a
∨
s are of
different length from a∨ and a∨s+1, . . . , a
∨
r are of same length as a
∨. We set t = r− s. Since
the a∨i are roots of distinct irreducible components of D˜
′(3) and hence mutually orthogonal.
The length squared of the orthogonal projection of a∨ into u is(
2s+ t
3
)
|a∨|2.
Since this length squared is less than |a∨|2, the possibilities are s = 1, t = 0 or s = 0, t ≤ 2.
By Equation 11, we see that s = 0 and that t is either 0 or 2. When s = t = 0 a∨ is of
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Type 1 and πk(a
∨) = a∨ so that ℓ3(a
∨) = |πk(a∨)|. If s = 0 and t = 2, then a∨ is of Type
3 and |πk(a∨)|2 = |a∨|2/3 = ℓ23(a∨).
This shows that all a∨ ∈ ∆˜∨ − I˜∨(3) are of Type 1, Type 3, or Type ∞, and that
D˜0(3) = D˜(3).
The case k = 4. Of course, the same kind of general arguments as above can be made,
using the fact that the components of D˜′(4) are all of type A1 or A3. However, the only
case where there is a node not of Type ∞ is when Φ is of type E8. It can be checked
directly in this case that all nodes are of Type 1 or Type 4(ii) or (iii) and that the lengths
are as stated.
The case k > 4. In this case only nodes of Type ∞ arise.
This completes the proof that D˜0(k) = D˜(k), and hence of Theorem 10.4.1. In the
course of the proof we showed that every node of ∆˜∨ − I˜∨(k) is of one of the types listed
in Proposition 1.7.1, thus proving that result.
10.5 Proof of Theorem 1.7.4
According to Theorem 1.6.2 there is a root system Φ(wC) on t
wC such that the image
under orthogonal projection of ∆˜∨C is an extended set of simple coroots, and such that the
extended coroot diagram is D˜∨/〈C〉. By Corollary 7.2.6, g is a positive integral multiple
of the coroot integer function on ∆˜C . Let Φ(wC , k) = Φ(t
wC (g, k)). Theorem 1.7.4 now
follows by applying Corollary 10.1.15 and Theorem 10.4.1 to the root system Φ(wC), the
function g, and the integer k.
11 The Chern-Simons invariant
11.1 An algebraic invariant of c-triples
We introduce an invariant CSG(x) of a c-triple x, which is a refinement of the order, and
which we will relate to the Chern-Simons invariant of the corresponding flat bundle over
the three-torus later in this section.
First let us record the following useful lemma concerning simple, non-simply laced
groups.
Lemma 11.1.1 Let G be simple and non-simply laced. Then the order of CG is at most 2.
If the order of CG is 2, then D˜(G) is either a chain with two multiple bonds at the ends or
has one multiple bond meeting one leaf and one trivalent vertex which meets the remaining
two leaves.
Proof. The Dynkin diagram D(G) of a simple, non-simply laced group is a chain with a
single multiple bond. Therefore, D˜(G) is either a chain with at most two multiple bonds or
has one multiple bond and one trivalent vertex. The proof is then an elementary argument
involving the possible diagram automorphisms of D˜(G).
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Let G be simple and let IG0 be the unique Weyl invariant positive definite inner product
on t with the property that IG0 (a
∨, a∨) = 2 for every short coroot a. It is easy to check
that, for all roots a and all t ∈ t,
IG0 (a
∨, t) =
ha
ga
a(t).
In particular, if a is a long root, then IG0 (a
∨, t) = a(t). There is an induced inner product
on the Lie algebra of any maximal torus of G, which we also denote by IG0 . Now suppose
that G =
∏r
i=1Gi, where the Gi are simple. Set ti = t ∩ Lie(Gi) and define IG0 =
∑
i I
Gi
0 .
Lemma 11.1.2 Suppose that G is simple and that ∆˜ is an extended set of simple roots
for G. Suppose that I˜ ⊂ ∆˜ is a proper subset. Let H ⊆ G be the semi-simple subgroup
whose complexified Lie algebra is generated by the root spaces ga for ±a ∈ I˜, and let H˜
be the universal covering of H. Suppose that H˜ =
∏
iHi is the decomposition into simple
factors, and let I˜ =
∐
i Ii be the corresponding decomposition. Let tH = t ∩ Lie(H) and
ti = t ∩ Lie(Hi). Then tH =
⊕
i ti and I
G
0 |tH =
∑
i ǫiI
Hi
0 , where di is the highest root of
Hi with respect to Ii and ǫi = I
G
0 (d
∨
i , d
∨
i )/2. In particular, if G is simply laced or if Hi
contains a root which is a long root of G, then ǫi = 1.
Proof. The inner product IG0 |ti is invariant under the Weyl group of Hi, and thus is a
multiple of IHi0 . Clearly, this multiple is I
G
0 (d
∨
i , d
∨
i )/2.
Suppose that x = (x, y, z) is a c-triple and that the c-pair (x, y) is in normal form. Let
Z˜(z) be the universal covering of Z(z). Choose a maximal torus T (z) for Z(z). Of course,
T (z) is a maximal torus of G. Let t(z) be its Lie algebra. Let x˜, resp. y˜, be a lift of x,
resp. y to Z˜(z), and let c˜ = [x˜, y˜] ∈ Z˜(z). In fact, c˜ ∈ CZ˜(z), and hence there is a ζ ∈ t(z)
which projects under the exponential mapping to c˜ ∈ Z˜(z). Since z ∈ CZ(z), there is an
element zˆ ∈ t(z) whose image under the exponential mapping is z.
Definition 11.1.3 We define CSG(x) = [I
G
0 (ζ, zˆ)] ∈ R/Z. The order of CSG(x) is its
order as an element of R/Z.
Lemma 11.1.4 The value of CSG(x) depends only on the conjugacy class of x.
Proof. We begin by showing that CSG(x) only depends on x and not any of the choices
made above. First fix the maximal torus T (z). Then the choice of zˆ ∈ t(z) is determined
up to an element λ∨ in the coroot lattice of G. Since ζ projects to an element of the center
of G, we see that IG0 (λ
∨, ζ) ∈ Z. Thus [IG0 (ζ, zˆ)] is independent of the choice of zˆ. Now
fix zˆ and vary ζ. If ζ ′ is another lift of c˜, then ζ ′ − ζ is an element of the coroot lattice of
Z˜(z). Since zˆ projects under the exponential mapping to a central element of Z(x), we see
that IG0 (ζ
′ − ζ, zˆ) ∈ Z.
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Finally consider another maximal torus T ′(z) in Z(z). There is an element g ∈ Z˜(z)
conjugating T ′(z) to T (z). Since c and z are central in Z(z), conjugation by g fixes c˜
and z. This establishes that CSG(x) is well-defined. Clearly, then, it is a conjugacy class
invariant.
Lemma 11.1.5 Suppose that x = (x, y, z) and x′ = (x′, y′, z′) are c-triples in G which lie
in the same component of the moduli space. Then CSG(x) = CSG(x
′).
Proof. Choose a maximal torus S ⊆ T of Z0(x, y, z). Choose a maximal torus T (z)
for Z(z) with S ⊆ T (z). Let L = DZ(S). Then c ∈ L and there is a rank zero c-triple
(x0, y0, z0) = x0 in L and elements (s, t, u) ∈ S × S × S such that (x, y, z) = (sx0, ty0, uz0).
It suffices by Theorem 2.3.1 to show that CSG(x) = CSG(x0). We fix a maximal torus TL
for L such that z0 ∈ TL. Clearly ZL(z0) ⊆ ZG(z). Let x˜0, y˜0 ∈ Z˜L(z0) be lifts of x0, y0, let
c˜0 = [x˜0, y˜0], and let ζ0 ∈ tL(z0) project under the exponential mapping to c˜0. If zˆ0 ∈ t(z0)
exponentiates to z0, then CSG(x0, y0, z0) = [I
G
0 (ζ0, zˆ0)]. We can lift x to x˜ ∈ S˜ · x˜0, where
S˜ is the identity component of the inverse image of S in Z˜(z), and similarly for y˜. Thus
[x˜, y˜] = [x˜0, y˜0] = c˜0 and hence CSG(x, y, z0) = [I
G
0 (ζ0, z˜0)] = CSG(x0, y0, z0).
Lastly, replace z0 by uz0 ∈ Sz0. Clearly, a lift of uz0 to t(z) is given by uˆ + zˆ0 where
uˆ ∈ s = Lie(S) exponentiates to u. Thus, CSG(x) = [IG0 (ζ0, uˆ+ zˆ0)]. But s = t⊥L under the
pairing IG0 , so that I
G
0 (ζ0, uˆ) = 0. Hence CSG(x) = CSG(x, y, z0) = CSG(x0, y0, z0). This
completes the proof.
Given a component X of the moduli space TG(c) of c-triples in G, we define CSG(X)
to be CSG(x), where x is any c-triple whose conjugacy class lies in X.
Proposition 11.1.6 Let (x, y) be a c-pair. Then the function Z(x, y) → R/Z defined
by z 7→ CSG(x, y, z) induces a homomorphism π0(Z(x, y)) → R/Z. Hence the order of
CSG(x) divides the order of x.
Proof. The fact that z 7→ CSG(x, y, z) descends to a function π0(Z(x, y)) → R/Z is
immediate from Lemma 11.1.5. To see that it is a homomorphism, since π0(Z(x, y)) is cyclic
by Corollary 8.7.4, it suffices to show that CSG(x, y, z
ℓ) = ℓCSG(x, y, z) for all z ∈ Z(x, y).
Let x˜, y˜ ∈ Z˜(z) be lifts of x, y, let c˜ = [x˜, y˜], and let ζ ∈ t(z) project to c˜. Finally, let z˜
be a lift of z to tz. Then CSG(x, y, z) = I
G
0 (ζ, z˜) mod Z. Since Z(z) ⊆ Z(zℓ), the element
ℓzˆ ∈ t(z) = t(zℓ) is a lift of zℓ. Clearly, then, CSG(x, y, zℓ) = [IG0 (ζ, ℓz˜)] = ℓCSG(x, y, z).
We determine the order of CSG in case G = SU(n+ 1):
Lemma 11.1.7 Suppose that (x, y, z) is a c-triple in SU(n + 1), where c generates the
center of SU(n+ 1). Then the order of CSG(x, y, z) is the order of z ∈ CSU(n + 1).
Proof. This follows easily from Lemma 10.4.3.
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11.1.1 More on the structure of Lc
The existence of the invariant CSG leads to more detailed, classification-free information
on the structure of Lc:
Proposition 11.1.8 Suppose that G is simple and let c ∈ CG be of order o(c) > 1. Let
n0 = gcd{ga}. Then:
1. Lc =
∏r
i=1 Li where each Li is a simply connected, simple group of type Ani for some
ni ≥ 1;
2. lcm {ni + 1 : i = 1, . . . , r} = o(c), and there is an i for which ni + 1 = o(c).
3. If G is simply laced, then o(c) = n0.
4. If G is not simply laced, then either n0 = 1, in which case each Li is of type A1 and
the roots of Li are short roots of G, or n0 = 2, in which case each Li is of type A1,
and exactly one of the Li has a simple root which is a long root of G.
5. If G is not simply laced and n0 = 1, then ∆(c) contains the unique short simple root
which is not perpendicular to at least one long simple root.
6. If G is not simply laced and n0 = 2, then ∆(c) contains a long simple root a,
exp(̟∨a ) = c and all other simple roots of G are short.
7. There is a c-triple (x, y, t) in G of order n0, where (x, y) is a c-pair in normal form
and t ∈ Twc, such that the order of CSG(x, y, t) is also n0.
Proof. By Theorem 3.5.1, we know that Lc =
∏
i Li is isomorphic to a product of simply
connected groups of type Ani and that c is a product of elements ci ∈ CLi generating the
center of Li. It follows immediately that o(c) = lcm{ni + 1 : i = 1, . . . , r}. If G is of type
AN for some N ≥ 1, then Lc is a product of simple groups of type An−1 where n = o(c),
and so Parts 1 and 2 hold in this case. Assume that G is not of type AN for any N . Then
D˜(G) is contractible and has at most two vertices of order > 2. Furthermore, if it has a
vertex of order > 3, then it is D˜4. Any diagram automorphism of such a diagram has order
1, 2, 3, or 4. Since the center acts faithfully on D˜(G), o(c) is divisible by at most one prime.
It follows that ni + 1 = o(c) for some i. This proves Parts 1 and 2.
We number the Li so that n1+1 = o(c), and we let ti = t∩Lie(Li). Suppose G is simply
laced. Let t ∈ CH1 be an element of order o(c) and let (x, y) be a c-pair in Lc. Clearly,
CLc ⊆ Twc and hence t ∈ Twc . Let t˜ ∈ t1 lift t and let ζ1 ∈ t1 lift c1. Since G is simply
laced, it follows from Lemma 11.1.2 that CSG(x, y, t) = CSLc(x, y, t) = [I
H1
0 (t˜, ζ1)]. Since t
and c1 each generate CH1, Lemma 11.1.7 shows that [IH10 (t˜, ζ1)] is of order n1 + 1 = o(c).
By Lemma 11.1.6, o(c) divides the order of (x, y, t) in G. Since t ∈ Twc , the order of (x, y, t)
in G divides n0 by Proposition 9.2.8. If a is the orbit containing the extended root, then
n0 divides ga = o(c). It follows that all of the above divisibilities are in fact equalities. In
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particular o(c) = n0 and the order of CSG(x, y, t) is n0. Thus we have proved Part 3, as
well as Part 7 in the simply laced case.
To treat the non-simply laced case, we need the following.
Claim 11.1.9 Suppose that G is non-simply laced and that c ∈ CG, c 6= 1. Let IG0 (c, c) ∈
R/Z be defined as follows: Choose ζ, µ ∈ t with exp(ζ) = exp(µ) = c, and set IG0 (c, c) =
[IG0 (ζ, µ)]. Then I
G
0 (c, c) is well-defined. Finally, CSG(x) = 0 for every c-triple x in Lc if
and only if I
G
0 (c, c) = 0 if and only if c ∈ Swc if and only if Twc is connected.
Proof. Since ζ, µ ∈ P∨, it follows immediately that varying ζ and µ by elements in Q∨
changes IG0 (ζ, µ) by an integer, showing that I
G
0 (c, c) is well-defined.
By Lemma 11.1.1 o(c) = 2. Hence, by Part 2, all the Li are of type A1. Let {a1, . . . , at}
be the simple roots of Lc. Then a representative for log(c) is ζ0 =
∑
i(1/2)a
∨
i . Another
representative for c is µ0 = ̟
∨
a for some simple root a of G. Since ̟
∨
a represents an element
of CG, ha = 1, and thus ga = ha and a is a long root of G.
Let x0 = (x, y, c) be a c-triple in Lc. By definition, for any lifts ζ and µ of c to t, we
have CSG(x0) = [I
G
0 (ζ, µ)]. Thus I
G
0 (c, c) = CSG(x0). Hence, if CSG(x) = 0 for every
c-triple x in Lc, then I
G
0 (c, c) = 0. By Lemma 11.1.2,
IG0 (ζ0, µ0) = I
G
0 (
∑
i
(1/2)a∨i ,̟
∨
a ) = (1/2)
∑
i
ǫiδa,ai .
Thus IG0 (ζ0, µ0) is zero if a is distinct from all the ai. Using the fact that a is a long root
and hence ǫi = 1 if a = ai, it follows that I
G
0 (ζ0, µ0) is equal to 1/2 if a is equal to one of the
ai. In particular, if I
G
0 (c, c) = 0, then ̟
∨
a is orthogonal to all the a
∨
i and thus is orthogonal
to tLc . In this case, ̟
∨
a ∈ twc and hence c ∈ Swc . Thus, IG0 (c, c) = 0 implies that c ∈ Swc .
By Lemma 11.1.1, CG = 〈c〉. On the other hand, by Lemma 9.1.13, the map CG →
π0(T
wc) is surjective. If c ∈ Swc, then π0(Twc) = 0 and hence Twc is connected.
Finally suppose that Twc is connected. Then, by Corollary 8.7.3, n0 = 1. Let x be a
c-triple in Lc. Then by Proposition 9.2.8, the order of x divides n0 and hence is 1. Since the
order of CSG(x) divides the order of x, by Proposition 11.1.6, it follows that CSG(x) = 0.
Returning to the proof of the proposition, let us suppose that G is non-simply laced
and that o(c) = 2, so that each Li is of type A1. Let ai ∈ ∆ be the simple root of Li. Let
a ∈ ∆ be the unique simple root such that c = exp̟∨a . Since ha = 1, the root a is long.
Let ζ ∈ tLc be any lift of c ∈ Lc and let zi = exp((1/2)a∨i ). Then
CSG(x, y, zi) = [I
G
0 ((1/2)a
∨
i , ζ)] = [ǫiai(ζ)/2].
Since ζ projects to a generator of the center of Li, we see that
CSG(x, y, zi) = [ǫi/2].
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On the other hand, using the lift ̟∨a for c shows that
CSG(x, y, zi) = [I
G
0 ((1/2)a
∨
i ,̟
∨
a )] = [ǫiδai,a/2].
Since a is long, ǫiδai,a = δai,a. It follows that ǫi ≡ δai,a mod 2. In other words, every ai
distinct from a is short. Hence either no root of Lc is a long root of G, in which case
I
G
0 (c, c) = 0, or exactly one simple root of Lc is a long root of G and I
G
0 (c, c) 6= 0. In
the first case, Twc is connected, and hence n0 = 1, and in the second case T
wc has two
components and so n0 = 2. The argument also shows that, if ai = a, then the order of
CSG(x, y, zi) is exactly 2 = n0. Of course, if n0 = 1, then the order of CSG(x, y, zi) is also
1. This proves Part 4, as well as Part 7 in the non-simply laced case.
The proofs of Parts 5 and 6 are very similar, and we shall just prove Part 6. Suppose
that G is not simply laced and that one of the ai, say a1, is a long root of G. Since the
Dynkin diagram for G has a unique multiple bond, the long roots form a connected chain.
Thus, if there is another long simple root b 6= a1 of G, there is a long simple root b of G
with IG0 (a
∨
1 , b
∨) = −1. Since the ai are short roots for i > 1, and hence ǫi = 2, we have
that IG0 (a
∨
i , b
∨) = ǫiai(b
∨) ≡ 0 (mod 2) for all i > 1. It follows that b(∑i(1/2)a∨i ) =
IG0 (b
∨,
∑
i(1/2)a
∨
i ) ≡ (1/2) mod Z. This is impossible since exp(
∑
i(1/2)a
∨
i ) = c ∈ CG.
Thus a is the unique long simple root in G.
The proof of Parts 5 and 6 actually shows the following: The simple roots in ∆(c) are
given as follows. The Dynkin diagram of G is a chain, and the node at one end is a short
root. Begin with this node, and then take every other node in the diagram until you reach
the node of the double bond. Thus, for G of type Bn, ∆(c) is a single node corresponding
to the short simple root, and for G of type Cn, ∆(c) consists of n/2 short simple roots if n
is even and consists of (n− 1)/2 short simple roots plus the long simple root if n is odd.
11.1.2 Order of CSG(x) in the rank zero case
Proposition 11.1.10 Let G be simple and suppose that x is a c-triple of rank zero in
G. Then the order of CSG(x) equals that of x. For every k dividing exactly one of the
{ga : a ∈ ∆˜c}, the function CSG defines a bijection between the set of conjugacy classes of
c-triples of rank zero and order k in G and the points of order k in R/Z.
Proof. Fix k dividing exactly one of the integers ga. By Proposition 9.1.7 and Proposi-
tion 11.1.6 it suffices to exhibit a single c-triple x such that CSG(x) has order ga.
Let (x, y, z) be a c-triple of rank zero and order ga. By Lemma 2.2.3, z is conjugate to
the exponential of a vertex of the alcove A. Moreover, Z(z) is semi-simple and contains the
rank zero c-pair (x, y). Thus by Proposition 4.1.1, the universal cover Z˜(z) is a product of
groups Hi of type Ani and there is a lift c˜ of c to Z˜(z) such that the image of c˜ generates the
center of every simple factor. Let t(z) =
⊕
i ti be the orthogonal direct sum decomposition
induced by the decomposition of Z˜(z) =
∏r
i=1Hi. We write ζ =
∑
i ζi where ζi ∈ ti
exponentiates to a generator of CHi.
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Let z˜ be a lift of z to Z˜(z). Then z˜ lies in the center of Z˜(z). Hence, if m is the least
common multiple of the integers ni + 1, then z˜
m = 1. Since the image of z in the group
π0(Z(x, y)) has order ga, it follows that ga|m. For every z′ ∈ CZ(z) the triple (x, y, z′) is a
c-triple. We shall find a z′ ∈ CZ(z) such that CSG(x, y, z′) has order m. Supposing this,
by Corollary 11.1.6, it follows that m divides the order of (x, y, z′). Thus, ga divides the
order of (x, y, z′), which in turn divides at least one of the gb. It follows that gb = ga = m
and that the order of (x, y, z′) is ga. Thus, the order of CSG(x, y, z
′) is equal to ga.
It remains to construct the required element z′ ∈ CZ(z). For any z′ in CZ(z), let
zˆ′ ∈ t(z) be a lift of z′. We write zˆ′ =∑i zˆ′i with zˆ′i ∈ ti. Clearly,
CSG(x, y, z
′) = [IG0 (ζ, zˆ
′)] =
∑
i
ǫi[I
Hi
0 (ζi, zˆ
′
i)],
Since ζi projects to a generator of the center of Hi and Hi is isomorphic to SU(ni + 1),
it follows from Lemma 11.1.7 that, for every ri ∈ R/Z of order dividing ni + 1, there is
an element zˆ′i ∈ ti, exponentiating to an element contained in the center of Hi, such that
[IHi0 (ζi, zˆ
′
i)[= ri mod Z. For appropriate choices of elements ri of order dividing ni + 1, the
element
∑
i ri has order m = lcm {ni + 1 : i = 1, . . . , r}. Consequently, there is an element
zˆ′ =
∑
i zˆ
′
i such that
∑
i I
Hi
0 (ζizˆ
′
i) is of order m modulo Z.
If G is simply laced, then all the roots of Hi are long roots of G, and hence the fac-
tors ǫi are all one. In this case, the element zˆ
′ ∈ t(z) constructed in the last paragraph
exponentiates to an element z′ in the center of Z(z) and IG0 (ζ, zˆ
′) is of order m modulo Z.
Now suppose that G is non-simply laced and c = 1, so that ga = ga. We write Z(z) =∏
Hi/〈ζ〉 where H1 is the factor containing the highest root of G. Then, by Corollary 3.5.2,
the factor H1 is of type Aga−1 and the image of π1(Z(z)) in this factor is the center of Aga−1.
Since one of the roots of this factor is the highest root of G, the roots of this factor are long
roots of G. Choose a generator c of π1(Z(z)), and let ci ∈ Hi be the image of c under the
projection Z˜(z)→ Hi. Since H1 is of type Aga−1 and c1 generates the center of H1, there is
a c1-triple x1 in H1 of order ga. By Lemma 11.1.7, CSH1(x1) is also of order ga. For each
i > 1 there is a ci-triple xi in Hi of order one. Clearly, the product
∏
i xi is a
∏
ci-triple in
Z˜(z), automatically of rank zero. It projects to a commuting triple x of rank zero in Z(z).
Clearly, CSG(x) =
∑
i ǫiCSHi(xi). Since the order of xi is one for all i > 1, and since the
roots of H1 are long roots of G we see that CSG(x) = CSH1(x1) and hence has order ga.
This proves the proposition in case c = 1 or G is simply laced.
There remains the possibility that G is not simply laced and c 6= 1. However, as the
next lemma shows, there is just one possible G in this case:
Lemma 11.1.11 Suppose that G is not simply laced and c 6= 1. If there is a rank zero
c-triple (x, y, z) in G, then G is of type C2.
Proof. By Lemma 11.1.1, o(c) = 2. Since Z˜(z) is a product of groups of type An,
z 6= 1, and hence z is the exponential of a vertex of the alcove A contained in a wall of A
corresponding to the highest root. Let b be the simple root of G so that the face {b = 0} of
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A is opposite to the vertex exponentiating to z. By Lemma 11.1.1, D˜(G) is either a chain
with two multiple bonds at the ends or has one multiple bond meeting one leaf and one
trivalent vertex, two of whose ears are the remaining two leaves. Moreover, the complement
of the node corresponding to b is a diagram which is a union of diagrams of type An. It
is easy to see that the only possibilities for such extended diagrams D˜(G) are C˜2, B˜3, or
B˜4. The three possibilities for the quotient coroot integers are 1, 2 in the case of C˜2, 1, 2, 2
in the case of B˜3, and 1, 2, 2, 2 in the case of B˜4. Thus, by Proposition 9.1.7, only in case
G = C2 does G contain a rank zero c-triple.
Returning to the proof of Proposition 11.1.10 in the case where G is of type C2, let
x = (x, y, z) be any rank zero c-triple. Up to conjugation, it follows that z is the exponential
of the vertex opposite the wall defined by {b = 0}, where b is the unique short simple root
of C2. Hence Z(z) = Z˜(z) ∼= H1 × H2, where each Hi is of type A1 and the extended
root −d is a simple root for one of the Hi, say H1. Moreover c = c1c2, where the ci is
the nontrivial central element of Hi, and (x, y) is a product of rank zero ci-pairs (xi, yi) in
Hi. Furthermore z is the exponential of (1/2)d
∨. By Lemma 11.1.7, CSH1(x1, y1, z) = 1/2.
Since z ∈ H1, CSG(x, y, z) = CSH1(x1, y1, z) = 1/2.
11.1.3 The order of CSG(x)
Proposition 11.1.12 Let k be a positive integer dividing at least one of the ga and suppose
that k 6 |n0. Let S = Swc(k) and let L = DZ(S). Then there exists a rank zero c-triple x in
L of order k in G such that CSG(x) has order k.
Proof. We begin with the following lemma on the structure of L:
Lemma 11.1.13 Suppose that c 6= 1. With L as above, Lc is properly contained in L and
L has a unique component L0 which is not of An-type for some n. Write L = L0×L′. If G
is not simply laced, then L0 is of type C2 and all simple factors of L
′ are of type A1 whose
roots are short roots of G.
Proof. By Proposition 9.2.8, since k does not divide n0, Lc is properly contained in L
and L has a unique simple factor L0 not of An-type. Clearly if G is not simply laced, then
L0 is also not simply laced. In particular the two nodes of the double bond for G are simple
roots for L0. According to Proposition 11.1.8, one of these nodes lies in ∆(c). It follows
that the projection c0 of c to L0 is nontrivial. Since L0 contains a rank zero c0-pair, it
follows from Lemma 11.1.11 that L0 is of type C2. By Proposition 11.1.8, Lc is a product
of groups of type A1 and has at most one simple root which is a long root of G. If there
is a long simple root in Lc, the corresponding node is a node of the double bond of D(G).
Hence it is a root of L0. It follows that all of the simple factors of L
′ are of type A1 whose
roots are short roots of G.
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Returning to the proof of Proposition 11.1.12, first assume that G is simply laced. Let
L =
∏r
i=0 Li be the product decomposition of L in simple factors, where L0 is the factor
which is not of type An. Let c =
∏
i ci be the corresponding decomposition of c. For each
i, suppose that we are given a ci-triple of rank zero xi in Li of order ki. Then
∏
i xi is a
c-triple in L. Moreover, since G is simply laced, CSG(x) =
∑
iCSLi(xi).
Let x be a c-triple in L whose order in G is k. Let xi be the image of x in Li and let ki be
its order as a ci-triple in Li. Note that xi has rank zero in Li. Thus by Proposition 11.1.10,
the order of CSLi(xi) is the order of xi as a ci-triple in Li, and hence CSLi(xi) = [ri/ki]
for some integer ri relatively prime to ki. The order of x, as a c-triple in L, is the least
common multiple ℓ of the ki. By Corollary 9.2.5, k|ℓ. It is an elementary number-theoretic
argument that there exist ai such that [r0/k0 +
∑
i≥1 ai/ki] ∈ R/Z has order ℓ. For i ≥ 1,
Li is of type Ani , and thus, given the integer ai mod ki, there exists a rank zero ci-triple
x′i in Li such that CSLi(x
′
i) = [ai/ki]. Note that, by Proposition 11.1.10, the order of x
′
i in
Li divides ki. Replace x by the c-triple x
′ = x0 ·
∏
i≥1 x
′
i. Then CSG(x
′) =
∑
i≥0CSLi(x
′
i)
is of order ℓ. On the other hand, the order of x′ in L, which is the least common multiple
of the orders of the x′i, divides ℓ. By Proposition 11.1.6, the order of CSG(x
′) divides the
order of x′ as a c-triple in G, which in turn by Corollary 9.2.5 divides the order of x′ as a
c-triple in L which divides ℓ which is the order of CSG(x
′). Therefore, the order of x′ in G
is the order of CSG(x
′), namely ℓ. We write x′ = (x′, y′, z′). Then x′′ = (x′, y′, (z′)ℓ/k) is a
c-triple of order k in G such that the order of CSG(x
′′) is also k.
Next suppose that c = 1. In this case L = L0 is simple. By Claim 5.5.2, there is a
simple root for L which is a long root of G. Choose a rank zero commuting triple x in L of
order k in G. By Lemma 11.1.2 and Proposition 11.1.10, the order of CSG(x) = CSL(x) is
k.
We may thus assume that G is not simply laced and that c 6= 1. By Lemma 11.1.13,
L0 is of type C2 and all simple factors of L
′ are of type A1 whose roots are short roots of
G. Thus k = 2. Let x = x0 · x′ be a c-triple in L. By Lemma 11.1.2, CSG(x) = CSL0(x0).
Choose a rank zero c0-triple x0 in L0. Then its order is 2 and by Proposition 11.1.10, the
order of CSL0(x0) is also 2. Choose any rank zero c
′-triple x′ in L′. Its order divides 2.
Thus the order of x = x0 · x′ in L is 2. Since the order of CSG(x) is 2, it follows that the
order of x in G is also 2. This concludes the proof.
Theorem 11.1.14 Let G be simple, let c ∈ CG, and let x be a c-triple. Then the order
of x is equal to the order of CSG(x). For any k ≥ 1 dividing at least one of the ga, the
function CSG induces a bijection between the components of TG(c) of order k and the points
in R/Z of order k.
Proof. Fix a k dividing at least one of the ga. There is the corresponding group L
containing a rank zero c-triple of order k in G. It follows from Proposition 9.3.1 that there
exists a rank zero c-triple (x0, y0, z0) in L, such that every component X of TG(c) of order
k in G contains the conjugacy class of (x0, y0, z
ℓ
0) for exactly one ℓ where 1 ≤ ℓ ≤ k and ℓ
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is relatively prime to k. By Proposition 11.1.6, CSG(x0, y0, z
ℓ
0) = ℓCSG(x0, y0, z0). Since
CSG is constant on connected components, it clearly suffices to find, for every k, a c-triple
x of order k in G such that the order of CSG(x) is also k. This follows from Part 7 of
Proposition 11.1.8 and Proposition 11.1.12.
11.2 Flat connections and the Chern-Simons Invariant
11.2.1 Relation of C-triples and flat G/〈C〉-connections
Let Γ be a flat connection on a principal G-bundle ξ over the three-torus T 3 = S1×S1×S1.
Since G is connected and simply connected, ξ is trivial. Choosing a trivialization of ξ, the
holonomy of Γ around the three coordinate circles is a commuting triple (x, y, z) in G.
Varying the trivialization conjugates (x, y, z). Thus, the isomorphism class of the G-bundle
and flat connection determines the conjugacy class of the commuting triple. This sets up an
isomorphism between TG and the moduli space of isomorphism classes of flat connections
on principal G-bundles over the three-torus.
If C is not the identity, then a C-triple (x, y, z) in G does not determine a flat connection
on a principal G-bundle over the three-torus. It does determine a flat connection on a
principal K-bundle over the three-torus, where K = G/〈C〉, but the isomorphism class
of this flat connection determines and is determined by the conjugacy class of the image
commutative triple (x, y, z) in K, which is not the same as the conjugacy class in G of
(x, y, z). To deal with this incompatibility, we shall consider an enhanced notion of flat
connections up to isomorphism.
Fix a compact connected group K. Denote its universal cover by K˜. Let M be a
manifold, let ξ be a principal K-bundle over M and let X ⊂ M be a subspace with the
homotopy type of a connected one-complex and which carries the fundamental group. A
lifting of ξ over X is a pair (ξ˜, f), where
1. ξ˜ is a principal K˜-bundle over X;
2. f : ξ˜ ×
K˜
K → ξ|X is an isomorphism of principal K-bundles.
An enhanced K-bundle (ξ, ξ˜, f) over (M,X) consists of an underlying K-bundle ξ together
with a lifting (ξ˜, f) over X. An isomorphism between two enhanced K-bundles (ξ, ξ˜, f) and
(ξ′, ξ˜′, f ′) consists of an underlying K-bundle isomorphism σ: ξ → ξ′ and an isomorphism
σ˜: ξ˜ → ξ˜′ of K˜-bundles such that (σ|X) ◦ f = f ′ ◦ (σ˜ ×
K˜
IdK).
Lemma 11.2.1 Given a principal K-bundle ξ over M and a trivialization τ :X × K →
ξ|K, there is an enhanced K-bundle Ξτ = (ξ,X × K˜, fτ ), where fτ is the composition
(X × K˜)×
K˜
K = X ×K τ−→ ξ|K.
1. Given an enhanced K-bundle Ξ = (ξ, ξ˜, f) over (M,X) there is a trivialization τ of
ξ|X such that Ξτ is isomorphic to Ξ by an isomorphism whose underlying K-bundle
isomorphism is the identity.
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2. Given two trivializations τ and τ ′ of ξ|X, the enhanced K-bundles Ξτ and Ξτ ′ are
isomorphic if and only if the function κ:X → K corresponding to the automorphism
τ−1 ◦ τ ′ of the trivial bundle lifts to a function from X to K˜.
Proof. Since K˜ is connected, every principal K˜-bundle over X is isomorphic to the trivial
bundle. Part 1 follows. A lifting of the K-bundle isomorphism τ−1 ◦τ ′ to an automorphism
of the trivial K˜-bundle X × K˜ is the same as a lifting of κ to K˜. This proves Part 2.
Suppose that ξ →M is K-bundle, that τ :X ×K → ξ|K is a trivialization, and that Γ
is a flat conection on ξ. Then the flat connection τ∗(Γ|X) lifts uniquely to a flat connection
Γ˜ on X × K˜. The holonomy of Γ˜ is a homomorphism ρ(Γ,τ):π1(X) → K˜, called the K˜-
holonomy of (Γ, τ).
Lemma 11.2.2 Let ξ, resp. ξ′ be a K-bundle overM with a flat connection Γ, resp. Γ′, and
let τ , resp. τ ′, be a trivialization of ξ|X, resp. ξ′|X. Suppose that there is an isomorphism
(σ, σ˜) from Ξτ to Ξ
′
τ ′ with σ
∗Γ′ = Γ. Then the K˜-holomonies ρ(Γ,τ) and ρ(Γ′,τ ′) are conjugate
by an element of K˜.
Proof. Let σ̂:X ×K → X ×K be the K-bundle map obtained from σ˜ by dividing out by
π1(K) ⊆ CK˜. The connection σ˜∗Γ˜′ on X × K˜ lifts the connection σ̂∗f∗τ ′Γ on X ×K. Since
fτ ′ ◦ σ˜ = σ ◦ fτ and since σ∗Γ′ = Γ, it follows that σ̂∗f∗τ ′Γ′ = f∗τ Γ. Thus, σ˜∗Γ˜′ lifts f∗τ Γ.
But Γ˜ is the unique lifting of f∗τ Γ. It follows that Γ˜ = σ˜
∗Γ˜′, and hence the holonomies of Γ˜
and Γ˜′ are conjugate in K˜.
Let (Ξ,Γ) be a pair consisting of an enhanced K-bundle over (M,X) and a flat connec-
tion on the underlying K-bundle. We define the K˜-holonomy of (Ξ,Γ) to be the conjugacy
class of the homomorphism ρ(Γ,τ):π1(X)→ K˜ where τ :X ×K → ξ|K is any trivialization
with the property that there is an isomorphism from Ξτ to Ξ which is the identity on the
underlying K-bundles. According to Lemmas 11.2.1 and 11.2.2 the K˜-holonomy of (Ξ,Γ)
is well-defined. Two pairs (Ξ,Γ) and (Ξ′,Γ′) are isomorphic if there exists an isomorphism
(σ, σ˜) from Ξ to Ξ′ such that σ∗Γ′ = Γ. We have established the following.
Proposition 11.2.3 Let M be a manifold and X ⊂ M a subset with the homotopy type
of a one-complex carrying the fundamental group of M . The K˜-holonomy of a pair (Ξ,Γ)
consisting of an enhanced K-bundle over (M,X) and a flat connection Γ on the underlying
K-bundle is a conjugacy class of homomorphisms from π1(X) to K˜. This K˜-holomony
depends only on the isomorphism class of the pair.
In case whenM is the N -torus TN = (S1)N and X ⊂ TN deformation retracts onto the
union
∨
N S
1 of the coordinate circles, the K˜-holonomy of a pair (Ξ,Γ) is a conjugacy class
of homomorphisms from π1(X) to K˜. We identify this conjugacy class with a conjugacy
class of N -tuples (x1, . . . , xN ) ∈ (K˜)N , where xi is the image of the element in π1(X)
represented by the ith coordinate circle.
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Proposition 11.2.4 Suppose that G is the universal cover of K. Let TN = (S1)N be
the N -torus and let X ⊂ TN deformation retract onto the union ∨N S1 of the coordinate
circles. Suppose that Ξ is an enhanced K-bundle on (TN ,X) with underlying bundle ξ, and
suppose that Γ is a flat connection on ξ. Then the G-holonomy of (Ξ,Γ) is a conjugacy class
of almost commuting N -tuples (x1, . . . , xN ) ∈ GN . If cij = [xi, xj ], then cij ∈ π1(K) ⊆ CG
and is equal to the 2-dimensional characteristic class of ξ evaluated on the (ij)th-coordinate
two-torus. The map which associates to the pair (Ξ,Γ), consisting of an enhanced K-
bundle over (TN ,X) and a flat connection on the underlying K-bundle, its G-holonomy is
a bijection from the set of isomorphism classes of such pairs (Ξ,Γ) to the space of conjugacy
classes of almost commuting N -tuples in G.
Proof. Given a flat K-connection on the two-torus with holonomy x, y around the
coordinate circles, let x, y ∈ G be lifts of these elements. Then the commutator [x, y] ∈ G
lies in π1(K) ⊆ CG and is equal to the characteristic class w(ξ) ∈ H2(T 2;π1(K)). Applying
this to the various coordinate two-tori inside theN -torus, shows that theN -tuple associated
to (Ξ,Γ) proves the first statement. The rest of the proposition is a straightforward exercise.
Next we show that two enhanced K-bundles over (T 3,X) whose underlying K-bundles
are isomorphic are isomorphic as enhanced K-bundles.
Lemma 11.2.5 Let ξ be a K-bundle over T 3. Suppose that τ1 and τ2 are two trivializations
of ξ|X. Then there is a bundle automorphism σ of ξ such that σ∗τ1 = τ2.
Proof. Since the question only involves the homotopy type of the pair (M,X), we may
assume that X =
∨
3 S
1. Over X, we can take σ = τ1 ◦ τ−12 . Let κ:X → K be the
corresponding map. Since ξ|X is trivial, so is Aut(ξ)|X, and hence the fundamental group
of T 3 acts trivially on the fundamental group of the fiber of Aut(ξ), which is isomorphic
to K. Thus the obstructions to extending σ to T 3 lie in H i(T 3,X;πi−1(K)). The only
nonzero such group is H2(T 3,X;π1(K)). The value of the obstruction on a relative 2-cell
e is κ∗[∂e] ∈ π1(K). For the standard relative cell decomposition of (T 3,X) for which the
2-skeleton is the union of the Tij and the corresponding cells are eij, the elements [∂eij ] are
commutators in π1(X). Since π1(K) is abelian, κ∗[∂eij ] is trivial. Hence the automorphism
extends.
Corollary 11.2.6 Let C be an anti-symmetric 3 × 3 matrix with values in π1(K) ⊆ CG.
Let Ξ be an enhanced K-bundle over (T 3,X) with C(Ξ) = C. Then there is a bijection
from the set of flat connections modulo automorphism of Ξ to TG(C).
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11.2.2 The Chern-Simons invariant
Let G be simple and let Iˆ0(t) = I
G
0 (t, t).
Lemma 11.2.7 For all t ∈ t,
1
2
Iˆ0(t) =
1
2
IG0 (t, t) = −
1
16π2g
Tr(ad(t)2),
where g is the dual Coxeter number of G. Equivalently,
Iˆ0(s, t) = − 1
16π2g
Tr(2ad(s) · ad(t)).
Proof. By a result of Looijenga [14] Lemma (1.2),∑
a∈Φ
a(t)2 = 2gI0(t, t).
On the other hand, the action of ad t on g has eigenvalue 2π
√−1a(t) on the root space ga.
The result is then a direct computation.
The Weyl invariant quadratic form Iˆ0 on t has a unique extension to an adG-invariant
quadratic form on g, also denoted by Iˆ0. It follows from Chern-Weil theory that the
quadratic form 12 Iˆ0 defines a cohomology class c˜2 ∈ H4(BG;R). By [15], VI §6 Theorem
6.23 (see also [3]), H4(BG;Z) ∼= Z and c˜2 is an integral generator for H4(BG;Z). LetM be
a manifold and let ξ be a principal G-bundle over M . There is a corresponding classifying
map p M → BG, and we set c2(ξ) = p∗c˜2. Given a connection A on ξ, the image of c2(ξ)
in H4(M ;R) is represented by the closed 4-form 12 Iˆ0(FA).
There is a secondary characteristic class associated to c2, the Chern-Simons invariant.
Let M be a three-manifold and ξ →M a principal G-bundle. Let Γ and A be connections
on ξ. Then
CSΓ(A) = − 1
16π2g
∫
M
Tr
(
2a ∧ FΓ + a ∧ dΓ(a) + 2
3
a ∧ (a ∧ a)
)
, (13)
where a = A − Γ ∈ Ω1(M ; ad ξ). Defined in this manner, CSΓ is a real-valued function on
the space of connections on a given bundle. The flat connections are the critical points of
CSΓ, and hence CSΓ is constant on continuous path of flat connections.
Since CSΓ is a secondary class associated to the primitive integral class c2, if Γ and
Γ′ are gauge equivalent connections then CSΓ(A) − CSΓ′(A) is an integer. As we vary
over all connections Γ′ gauge equivalent to Γ, we can vary the Chern-Simons invariant
by an arbitrary integer. Similarly, if A and A1 are gauge equivalent connections then
CSΓ(A)−CSΓ(A1) is an integer, and as we vary A1 over all connections gauge equivalent to
A we can vary CSΓ by an arbitrary integer. In other words, CSΓ is a well-defined function
from the space of gauge equivalence classes of connections into R/Z.
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More generally, suppose that K is a compact group whose universal cover is G and
that ξ → M is a principal K-bundle with connection A. The form 12 Iˆ0(FA) is a closed
4-form representing a characteristic class of ξ, which we will also denote by c2(ξ). The only
difference is that this class need not be integral. In fact, it lies in (1/n)Z, where the image
of H4(BK;Z) in H4(BG;Z) is generated by nc˜2. Given K-connections Γ and Γ
′ on ξ, we
can still define CSΓ(Γ
′) ∈ R by Equation 13. As before, this is a secondary characteristic
class associated to the four-dimension class c2 of K-bundles. The difference is that, in
general, if Γ′′ is a K-connection gauge equivalent to Γ′, then
CSΓ(Γ
′)− CSΓ(Γ′′) ∈ 1
n
Z,
and hence CSΓ is only well-defined modulo
1
nZ for isomorphism classes of K-connections.
As the next lemma shows, CSΓ is well-defined modulo Z on enhanced isomorphism classes
of flat K-connections.
Lemma 11.2.8 Let Ξ be an enhanced K-bundle over (M,X), whereM is a closed, oriented
three-manifold, and suppose that there is an automorphism of Ξ such that the induced
automorphism of the underlying K-bundle ξ is σ. Then
CSΓ(Γ
′)− CSΓ(σ∗Γ′) ∈ Z.
Proof. Let ξˆ →M×S1 be the K-bundle obtained from ξ×I →M×I by gluing the ends
together by σ. The difference CSΓ(Γ
′) − CSΓ(σ∗Γ′) is equal to
∫
M×S1 c2(ξˆ). We choose a
trivialization τ of ξ|X such that there is an isomorphism Ξτ to Ξ whose underlyingK-bundle
isomorphism is the identity. Then in this trivialization σ|X is given by a continuous map
κ:X → K. The fact that σ comes from an automorphism of the enhanced bundle means
that κ lifts to a map X → G. This means that ξˆ|X × S1 lifts to a G-bundle, and hence,
since G is connected and simply connected, ξˆ|X × S1 is trivial. A standard obstruction
theory argument then shows that ξˆ is isomorphic as a K-bundle to the connected sum of the
product bundle ξ × S1 →M × S1 and a K-bundle η → S4. Thus, ∫M×S1 c2(ξˆ) = ∫S4 c2(η).
But since S4 is simply connected, η → S4 lifts to a G-bundle η˜ and thus c2(η) = c2(η˜) takes
an integral value on S4.
Corollary 11.2.9 Fix an enhanced K-bundle Ξ over (M,X), where M is a closed, oriented
three-manifold, and a flat connection Γ1 on Ξ. Then the function CSΓ1 induces a well-
defined function from the set of isomorphism classes of pairs (Ξ,Γ), where Γ is a flat
connection on Ξ, to R/Z.
One important property of the Chern-Simons invariant is the following additivity prop-
erty:
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Lemma 11.2.10 Let Γ0, Γ1 and A be connections on a K-bundle ξ over a three-manifold.
Then
CSΓ0(A) = CSΓ1(A) + CSΓ0(Γ1).
Corollary 11.2.11 Let {Γt}t∈[0,1] and {At}t∈[0,1] be two continuous paths of flat connec-
tions. Then CSΓ0(A0) = CSΓ1(A1).
Proof. Since the critical points of the functional A 7→ CSΓ0(A) are the flat connections,
CSΓ0(A0) = CSΓ0(A1). In particular, CSΓ0(Γ1) = 0. The corollary now follows from the
additivity formula of the previous lemma.
11.3 The basic computation
Let (x, y, z) be a c-triple in a simply connected group G. Then Z(z) is a connected group
containing x, y and c. We denote by Z(z) the quotient Z(z)/〈c〉 and we denote by Z˜(z)
the universal covering of Z(z). Let x˜, y˜ be lifts of x, y to the universal covering Z˜(z). Let
ζ = [x˜, y˜] and let ζ˜ ∈ z(z) be an element whose exponential is ζ. Let T 2 be the torus R2/Z2.
Let D ⊆ T 2 be a closed disk and let T0 be the closure of T 2 −D. Let ∂ be the boundary
of T0, with coordinate θ.
Lemma 11.3.1 With notation as above, there is a flat connection A˜0 on the trivial Z˜(z)-
bundle over T0 such that the holonomy of A˜0 along the two coordinate circles in T0 is given
by (x˜, y˜), and A˜0|∂ = ζ˜ dθ.
Proof. Clearly, there exists a flat connection A′0 with the required holonomy on the
bundle T0 × Z˜(z). The connections A′0|∂ and ζ˜ dθ have the same holonomy. It is then easy
to see that there is an automorphism σ of the trivial bundle, supported near ∂, such that
A˜0 = σ
∗A′0 satisfies the conclusions of the lemma.
There is an induced flat Z(z)-connection A0 on ξ0 = T0 × Z(z), whose holonomy along
∂ is the identity. Thus there is a trivialization τ∂ of ξ0|∂ for which A0|∂ is the product
connection, and hence we can extend ξ0 and the flat connection A0 to a Z(z)-bundle ξ
′
with a flat connection A0 over T
2. By construction, there is a trivialization τD of ξ
′|D
extending τ∂ and with respect to which A0|D is a trivial connection. We denote by τ0 the
given trivialization of ξ′|T0 = ξ0.
Lemma 11.3.2 The composition (τ0|∂) ◦ (τ−1D |∂) is the map S1×Z(z)→ S1×Z(z) given
by (θ, g) 7→ (θ, ζθ · g) = (θ, exp(θζ˜) · g).
Proof. The composition (τ0|∂) ◦ (τ−1D |∂) pulls back the trivial connection to ζ˜dθ. The
composition is given by left multiplication by γ:S1 → Z(z), and moreover γ−1dγ = ζ˜dθ. By
changing the trivialization τD by a constant change of gauge, we can arrange that γ(0) = 1.
It follows that γ(θ) = exp(θζ˜) = ζθ.
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Now consider T 3 = T 2 × S1 where S1 = R/Z has coordinate u. The trivialization
τ0 × S1 restricts to a trivialization τ of ξ × S1 over X = T0
∨
S1 ⊂ T0 × S1.
There is a maximal torus T of Z(z), and hence of G, whose Lie algebra contains ζ˜. Of
course, T also contains the central element z of Z(z). Let zˆ be an element of t = Lie(T )
such that exp zˆ = z. For u ∈ R, define zu = exp(uzˆ). For all u, θ ∈ R, the elements zu and
ζθ lie in T and hence commute.
Define a connection A on ξ′×S1 over T 2×S1 as follows. Over D×S1, A has connection
1-form zˆ du with respect to the trivialization τD × IdS1 . Over T0 × S1, A has connection
1-form z−uτ∗0A0z
u + zˆdu with respect to the trivialization τ0 × S1. Direct computation
shows that the connections given on D × S1 and on T0 × S1 are flat. Since zu and ζθ
commute for all u and θ, it follows that these two partial connections glue together to
define a connection A on ξ′ × S1. Clearly, A is flat, the restriction of A to ξ′ × {0} is
isomorphic to A0, and the Z˜(z) holonomy of (A, τ) around the three circle factors gives the
commuting triple (x˜, y˜, exp zˆ) in Z˜(z).
Let us define the K-bundle ξ = ξ′ ×Z(z) K over T 2. The connection A induces a flat
connection on ξ × S1, which we continue to denote by A. The trivialization τ of ξ′ × S1|X
induces a trivialization of ξ × S1|X which we will also denote by τ . The G-holonomy of
(A, τ) around the three coordinate circles is (x, y, z).
Lemma 11.3.3 Fix a connection Γ on ξ′ × S1 with the following properties:
1. If p: ξ′ × S1 → ξ′ is the natural projection, then Γ = p∗Γ0 for some connection Γ0 on
ξ′.
2. The restriction of Γ0 to ξ0 = ξ
′|T0 is trivial in the trivialization τ0.
3. The restriction of Γ0 to ξ
′|D is a T -connection in the trivialization τD.
Also denote by Γ the resulting K-connection on ξ × S1. Then
CSΓ(A) = I
G
0 (zˆ, ζ˜).
Proof. Let A′ be the connection on ξ×S1 which is trivial over D×S1 in the trivialization
τD × S1 and which is given by the one-form z−uA0zu over T0 × S1 in the trivialization
τ0 × S1. As before, one sees easily that these two descriptions match over ∂D × S1.
Let us compute CSA′(A). First notice that a = A − A′ = zˆdu over both D × S1 and
T0 × S1. Clearly, then a ∧ a = 0. Over D × S1 the connection A′ is trivial. Thus, on this
patch dA′(a) = FA′ = 0, and consequently the Chern-Simons integrand vanishes on this
patch. Over T0 × S1 we have dA′(a) = [z−uA0zu, zˆdu] so that a ∧ dA′(a) = 0. Lastly, on
this patch FA′ = du ∧ [z−uA0zu, zˆ] so that a ∧ FA′ = 0. This shows that CSA′(A) = 0 and
hence by Lemma 11.2.10 CSΓ(A) = CSΓ(A
′).
Now we compute CSΓ(A
′) First let us show that the Chern-Simons integrand for this
invariant is zero over D × S1. Over D × S1, and with the trivialization τD × S1, Γ is the
pullback of a connection B on ξ|D and A′ is trivial. Thus a = A′−Γ = −B, FB and dB(a)
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are all pulled back from forms on D. Thus, we see that over D × S1 the Chern-Simons
integrand vanishes identically.
Now we compute the Chern-Simons integral over T0×S1 using the trivialization τ0×S1.
The connection Γ is trivial on this patch and the one-form a is z−uτ∗0A0z
u. It follows that
dΓ(a) = du ∧ [z−uτ∗0A0zu, zˆ] + z−uτ∗0 dA0zu. Thus,
CSΓ(A
′) = − 1
16π2g
∫
T0×S1
Tr
(
z−uτ∗0A0z
u ∧ (du ∧ [z−uτ∗0A0zu, zˆ] + z−uτ∗0dA0zu)
)
= − 1
16π2g
∫
T0×S1
Tr
(
z−uτ∗0A0z
u ∧ (du ∧ [z−uτ∗0A0zu, zˆ])
)
= − 1
16π2g
∫
T0×S1
Tr
(−2(z−uτ∗0A0zu) ∧ (z−uτ∗0A0zu) ∧ zˆdu)
Since z−uzˆzu = zˆ, we can rewrite this as
CSΓ(A
′) = − 1
16π2g
∫
T0×S1
Tr (−2τ∗0A0 ∧ τ∗0A0 ∧ zˆdu) .
Doing the u-integration and using the fact that dA0 +A0 ∧A0 = 0 yields
CSΓ(A
′) = − 1
16π2g
∫
T0
Tr (−2(τ∗0A0 ∧ τ∗0A0) · zˆ)
= − 1
16π2g
∫
T0
Tr (2τ∗0 dA0 · zˆ)
= − 1
16π2g
∫
∂T0
Tr (2τ∗0A0 · zˆ) .
Since τ∗0A0|∂T0 = ζ˜dθ, and using Lemma 11.2.7, we have
CSΓ(A) = CSΓ(A
′) = − 1
16π2g
Tr(2ζ˜ · zˆ) = [I0(zˆ, ζ˜)] = CSG(x, y, z).
Proposition 11.3.4 Let Θ be a connection on ξ×S1 which is pulled back from a connection
on ξ via the natural projection mapping. Then
CSΘ(A) = I
G
0 (zˆ, ζ˜).
Proof. By Lemma 11.2.10 it suffices to show that if Θ and Θ′ are connections on
(ξ×Z(z)K)×S1 pulled back from connections on (ξ×Z(z)K) then CSΘ(Θ′) = 0. But this is
clear – under this hypothesis the Chern-Simons integrand (which is a three-form) is pulled
back from a form on the two-torus T 2 and hence vanishes identically.
121
Corollary 11.3.5 Let T 3 = T 2 × S1 and let X ⊂ T 3 be T0 ∨ S1. Given c ∈ CG let
K = G/〈c〉. Fix a K-bundle ξc → T 2 with w(ξc) = c ∈ H2(T 2;π1(K)) ⊆ CG. Fix a
trivialization τ0 of ξc|T0 and let τc be the trivialization of (ξc×S1)|X obtained from τ0 and
the given product structure on the last S1-direction. Let Ξc be the corresponding enhanced
K-bundle over (T 3,X).
1. For every c-triple x, there is a flat connection A0(x) on ξc × S1 such that the G-
holonomy of (A0(x), τc) is the conjugacy class of x.
2. For every flat connection A on ξc × S1 such that the G-holonomy of (A, τc) is the
conjugacy class of x, and for every connection Θ on ξc × S1 which is pulled back by
the natural projection from a connection Θ0 on ξc,
CSΘ(A) ≡ CSG(x, y, z) mod Z.
Proof. The above construction shows that, given a c-triple x, there is a K-bundle ξ → T 2,
a trivialization τ ′0 of ξ|T0 and a flat connection A′(x) on ξ × S1 such that the G-holonomy
of A′(x) measured using the trivialization τ ′, which is the union of the trivialization τ ′0 on
T0 with the product trivialization around the third coordinate circle, is x. Since (x, y) is a
c-pair, there is an isomorphism ψ: ξc → ξ. By Lemma 11.2.5, there is a bundle isomorphism
from ξc × S1 to ξ × S1 which carries the trivialization τ ′ to τ .
Let A0(x) be the pullback of the connection A
′(x). Then A0(x) is a flat connection
on ξc × S1 whose G-holonomy is the conjugacy class of x, and hence the G-holonomy of
(Ξc, A0(x)) is the conjugacy class of x.
By Proposition 11.3.4 CSΘ(A0(x, y, z)) ≡ CSG(x, y, z) mod Z. More generally, suppose
that A is a flat connection on ξc × S1 such that the G-holonomy of (Ξc, A(x, y, z)) is the
conjugacy class of x. Then by Lemma 11.2.4 there is an enhanced automorphism of Ξc
carrying A to A0(x, y, z). By Lemma 11.2.8 this implies that
CSΓ(A)− CSΓ(A0(x, y, z)) ∈ Z,
and the result follows.
Notice that the enhancement over T0 ⊂ T 2 is irrelevant – it is only the enhancement
in the last S1-direction that is important. This is the connection analogue of the fact that
if x = (x, y, z) is a c-triple, then multiplying x and y by powers of c does not change the
G-conjugacy class of x and hence does not change its CSG-invariant, but multiplying z
an a power of c will change the conjugacy class of x in general, and will even change the
connected component of TG(c) containing the conjugacy class of x, or equivalently will
change CSG(x).
The case of commuting triples is worth stating separately.
Proposition 11.3.6 Suppose that (x, y, z) is a commuting triple. Let A(x, y, z) be a flat
connection on a principal G-bundle ξ over T 3 with holonomy around the three coordinate
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circles equal to the conjugacy class of (x, y, z). Then ξ is a trivial bundle. Let Θ be a
connection on this bundle isomorphic to the trivial connection. Then
CSΘ(A) ∼= CSG(x, y, z) (mod Z)
.
Proof. Since c = 1, the G-bundle ξc given in the statement of Corollary 11.3.5 is trivial.
Furthermore, an enhancement of a G-bundle is no extra information. The result is now
immediate from this corollary and Lemma 11.2.8.
Let c ∈ CG be given and let K = G/〈c〉. We are now ready to define the Chern-Simons
invariant of an isomorphism class of a pair (Ξ, A) consisting of an enhanced K-bundle over
(T 3,X) whose underlying K-bundle is isomorphic to ξc×S1 and a flat connection. The G-
holonomy of such a pair is the conjugacy class of a c-triple, and thus by Corollary 11.3.5 there
is an enhanced isomorphism from Ξc to Ξ. Let σ be the underlying K-bundle isomorphism.
Then we define
CS(Ξ, A) = [CSΘ(σ
∗A)] (mod Z),
where Θ is any flat connection on ξc × S1 pulled back from a flat connection on ξc. Note
that, if Θ is such a connection, then its G-holonomy is the conjugacy class of (x, y, 1), where
(x, y) is a c-pair, and, in particular, the G-holonomy lies in the component X1 of c-triples
of order 1. If c = 1, then we can take Θ to be the trivial connection and are computing the
usual Chern-Simons invariant.
11.4 Proof of Theorem 1.8.1 and Theorem 1.8.2 in the case where 〈C〉 is
cyclic
By Lemma 11.2.11, the value of CS(Ξ, A) only depends on the component X of TG(c)
containing the G-holonomy of (Ξ, A). Given this, the proof of Theorem 1.8.1 for c-triples
is immediate from Corollary 11.3.5 and Theorem 11.1.14. The proof of Theorem 1.8.2 in
the cyclic case follows from the dimension statement in Theorem 1.5.1, the computation
of the Chern-Simons invariant contained in Theorem 11.1.14 and Corollary 11.3.5, and the
numerology of Theorem 3.7.7, via the natural identification of Z/2gZ with
1
2g
Z/Z.
12 The case when 〈C〉 is not cyclic
In this section we assume that G = Spin(4n) for some n ≥ 2. Then CG ∼= Z/2Z × Z/2Z.
Choose an identification of a maximal torus T for G with the quotient of R2n with basis
{ei} by the even integral lattice so that the roots for G are {±ei ± ej}. A set of simple
roots for G is then ∆ = {a1, . . . , a2n−2, a−, a+}, where ai = ei − ei+1 for 1 ≤ i ≤ 2n − 2,
a− = e2n−1 − e2n, and a+ = e2n−1 + e2n. Label the non-trivial elements of CG as c0, c1, c2
so that c0 is represented by e2n, c1 is represented by (
∑
i ei)/2, and c2 is represented by
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(e1 + · · · + e2n−1 − e2n)/2. In terms of the simple roots, c0 ≡ 12a+ + 12a− mod Q∨, c1 ≡∑n−1
i=1
1
2a2i−1+
1
2a+ mod Q
∨, and c2 ≡
∑n−1
i=1
1
2a2i−1+
1
2a− mod Q
∨. Thus ∆(c0) = {a+, a−}
and Lc0 = L+×L−, where L± is a group of type A1 whose simple root is a±. Let ∆(C) be
the subset of ∆ consisting of all roots a ∈ ∆ such that ̟a does not annihilate CG. Thus
∆(C) = ∆(c0) ∪∆(c1) ∪∆(c2) = {a1, a3, . . . , a2n−3, a−, a+}.
Then LC = L∆(C) =
∏n−1
i=1 Li × L+ × L− is a product of n + 1 groups of type A1, where
a2i−1 is the simple root of Li. We also let SC = S∆(C).
We have the following analogue of Corollary 3.4.2, whose proof is left to the reader:
Lemma 12.0.1 Let I ⊆ ∆ and let L = LI . Then LC ⊆ L if and only if C ⊂ L, and L = LC
if and only if
1. C ⊂ L;
2. L is a product of simple factors Li ∼= SU(ni) for some ni;
3. The projection of C to Li generates CLi.
With our choice of T and ∆, the action of wc0 on t is given by:
wc0(t1, t2, . . . , t2n−1, t2n) = (−t1, t2, . . . , t2n−1,−t2n),
so that twc0 = {(t1, t2, . . . , t2n−1, t2n) ∈ t : t1 = t2n = 0}. Of course, twc0 is conjugate to
tc0 = Ker(a+) ∩Ker(a−) = {(t1, t2, . . . , t2n−1, t2n) ∈ t : t2n−1 = t2n = 0}.
Note that c0 ∈ Swc0 but that c1, c2 /∈ Swc0 .
We shall consider triples (x, y, z) in G with [x, y] = c0, [x, z] = c1, and [y, z] = c2, and
let C be the corresponding antisymmetric matrix.
12.1 Rank zero C-triples
Lemma 12.1.1 There is a rank zero C-triple in G if and only if G = Spin(8). For
G = Spin(8) there are exactly two conjugacy classes of rank zero C-triples. If (x, y, z) is
a rank zero C-triple in Spin(8), then (x, y, z−1) is a rank zero C-triple not conjugate to
(x, y, z).
Proof. Suppose that (x, y, z) is a rank zero C-triple in G. After conjugation, we may
assume that (x, y) is a c0-pair in normal form. Thus S
wc0 is a maximal torus of Z0(x, y).
The element z commutes with x and y up to an element of the center. Since the fixed
subgroup of conjugation by z on Z(x, y) has rank zero, it follows from [17] II §2 that
Z0(x, y) is a torus and hence Z0(x, y) = Swc0 . By inspection, all of the integers ga, for the
action of wc0 on the coroot diagram of G are 2. Hence by Proposition 8.7.5, Z(x, y) = T
wc0 .
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The triple (x, y, z2) is a c0-triple in G. By Proposition 9.2.8, S
wc0 is a maximal torus of
Z(x, y, z2). This implies that z2 acts trivially on Swc0 . Since z acts on this torus without
fixed points, it follows that z acts by −1 on twc0 , and hence zsz−1 = s−1 for all s ∈ Swc0 .
By Proposition 3.4.4, the torus Swc0 is conjugate to Sc0 . It will be convenient to
conjugate x, y, z so that Z0(x, y) = Sc0 . Of course, in this case zsz
−1 = s−1 for all s ∈
Sc0 . Write x = s · x0 and y = s′ · y0 for elements s, s′ ∈ Sc0 and x0, y0 ∈ Lc0 . Since
c1sx0 =
z(sx0) = (s
−1)zx0, it follows that s
2 = c1(
zx0x
−1
0 ) = c1 · u for some u ∈ Sc0 ∩ Lc0 .
This implies that s2 is the exponential of an element of the form (12 ,
1
2 , . . . ,
1
2 , 0, 0) mod Z
n.
The same computation for y shows that (s′)2 is also the exponential of such an element.
Thus, both s and s′ are the images under the exponential mapping of elements of the
form (±14 ,±14 , . . . ,±14 , 0, 0) mod Zn. It follows easily that, for 4n > 8, there is a root of
Spin(4n) annihilating Lc0 and annihilating s and s
′. This root then annnihilates both x
and y, contradicting the fact that Z0(x, y) is a torus. Hence G = Spin(8).
Now let us describe all conjugacy classes of rank zero C-triples in Spin(8). Let (x, y, z)
be a rank zero C-triple in Spin(8). As above, we arrange that (x, y) = (s1x0, s2y0) with
si ∈ Sc0 and (x0, y0) ∈ Lc0 . Then Z0(x, y) = Sc0 . According to Corollary 4.2.2, the
conjugacy class of (x, y) depends only on the the pair (s1, s2) ∈ Sc0 = Sc0/Sc0 ∩ Lc0 . It is
easy to see that Sc0 is the quotient of R
2×{0} × {0} by Z2. The image in the Weyl group
of Sc0 of elements in NG(Sc0) which act trivially on Lc0 is Z/2Z× Z/2Z, where one of the
factors acts by −1 on tc0 and the other acts by switching the coordinates. The argument
above shows that si is the exponential of an element of the form (±14 ,±14 , 0, 0) mod Z2.
Let s˜i be a lift of si to tc0 .
The element z normalizes Sc0 and acts by −1 on tc0 .Thus z sends Sc0 ·x to Sc0 ·c1x. Since
Sc0 · x contains a regular element of T , the element z normalizes T and hence normalizes
the unique maximal torus of Lc0 containing x0. Since x0 is the exponential of
1
2(a++a−) =
(0, 0, 12 , 0), it follows that zx0z
−1 is the exponential of one of ±12a+ + ±12a− and hence
of one of (0, 0,±12 , 0) or (0, 0, 0,±12 ). The fact that zxz−1 = xc1 implies that zx0z−1 is
the exponential of (0, 0, 0,±12 ). By conjugation by an element commuting with x we can
arrange that zx0z
−1 is the exponential of (0, 0, 0,−12 ). A computation shows that s˜1 must
be congruent to ±(14 , 14 , 0, 0) mod Z2. After conjugating by an element of the normalizer
of Sc0 , we may assume that s˜1 is congruent to (
1
4 ,
1
4 , 0, 0) mod Z
2. Since there is no root of
Spin(8) annihilating both s1 and s2, this means that s˜2 is either (
1
4 ,−14 , 0, 0) or (−14 , 14 , 0, 0)
mod Z2. After conjugation by an element of the normalizer of Sc0 which interchanges the
two coordinates, and hence fixes s˜1, we may assume that s˜2 is congruent to (
1
4 ,−14 , 0, 0)
mod Z2. This proves that, given a rank zero C-triple (x, y, z) in Spin(8), the c0-pair (x, y)
is determined up to conjugation in Spin(8). The representatives that we have chosen are:
x = exp(14 ,
1
4 ,
1
2 , 0) and y = exp(
1
4 ,−14 , 0, 0) · w where w is an element of Lc0 normalizing
the unique maximal torus of Lc0 containing x0 = exp(0, 0,
1
2 , 0), and the image of w in the
Weyl group of Lc0 is the product of the non-trivial elements in each factor of Lc0 .
Next we show that there is z ∈ G such that (x, y, z) is a rank zero C-triple. Write
x0 = x
+
0 x
−
0 as a product, where x
±
0 ∈ L±. Similarly write y0 = y+0 y−0 . Let z = ǫ · x+0 y+0
where ǫ ∈ NSpin(8)(Sc0) commutes with Lc0 and represents the Weyl element which is
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multiplication by −1 on tc0 . Direct computation shows that (x, y, z) is a rank zero C-triple.
Suppose that (x, y, z) is a rank zero C-triple in Spin(8). Any other rank zero C-triple
is conjugate to (x, y, z′), where z′ = zg for some g ∈ Z(x, y). Since π0(Z(x, y)) is cyclic
of order two and since iz = −Id on Z0(x, y), there are exactly two conjugacy classes of
rank zero C-triples in Spin(8), one of which is represented by (x, y, z) and the other by
(x, y, zt), where t ∈ Z(x, y) but t /∈ Z0(x, y). Direct computation shows that z is of order 4
and that z2 is in the non-trivial component of Z0(x, y). Thus, (x, y, z±1) represent the two
conjugacy classes of rank zero C-triples.
12.2 Action of the center and of the outer automorphism group
The following lemma is easy and its proof is left to the reader.
Lemma 12.2.1 An automorphism of Spin(8) which acts trivially on CSpin(8) is an inner
automorphism and hence acts trivially on the space of of conjugacy classes of rank zero
C-triples in Spin(8).
Let us consider the action of (CSpin(8))3 on the space of rank zero C-triples.
Lemma 12.2.2 The action of CSpin(8) on the moduli space of conjugacy classes of rank
zero C-triples in Spin(8) defined by µ · (x, y, z) = (x, y, µ · z) is transitive. The isotropy
subgroup of this action is 〈c0〉. Likewise, the action defined by µ · (x, y, z) = (µ · x, y, z) is
transitive, and its isotropy is 〈c2〉, and the action defined by µ · (x, y, z) = (x, µ · y, z) is
transitive, with isotropy 〈c1〉.
Proof. This is immediate from the explicit description given above.
12.3 The general case
Following the general pattern, we begin by determining the possibilities for the maximal
torus of Z(x, y, z). Recall from Theorem 2.3.1 that, for every CG-triple (x, y, z) = x, there
is a subset I(x) ⊂ ∆ such that SI is conjugate in G to a maximal torus of Z(x, y, z).
Lemma 12.3.1 Let I ′ = ∆(C) ∪ {a2n−2}. If (x, y, z) = x is a CG triple, then either
I(x) = ∆(C) or I(x) = I ′.
Proof. Let L = LI(x). Then by Lemma 12.0.1, since CG ⊂ L, ∆(C) ⊆ I(x). We may write
L = L0×
∏r
i=1 Li, where each Li is of type An and L0 is either trivial or of type D2k for some
k ≥ 2. For 0 ≤ i ≤ r, let πi denote projection to the ith factor. The projection of x to Li is
a rank zero πi(C)-triple. Thus, if i ≥ 1, then Li is of type A1. If L0 is not trivial, then π0(C)
is the full center of L0. By Lemma 12.1.1, k = 2. Since ∆(C) = {a1, a3, . . . , a2n−1, a−, a+},
it is clear that the only possibilities for I(x) which satisfy the above conditions are either
I(x) = IC or I(x) = I
′.
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The tori SC and SI′ corresponding to the sets ∆(C) and I ′ have the following Lie algebras:
tC =
n−1⋂
i=1
Ker(a2i−1) ∩Ker(a+) ∩Ker(a−) = {(t1, t1, t3, t3, . . . , t2n−3, t2n−3, 0, 0)};
tI′ =
n−1⋂
i=1
Ker(a2i−1) ∩Ker(a+) ∩Ker(a−) ∩Ker(a2n−2)
= {(t1, t1, t3, t3, . . . , t2n−5, t2n−5, 0, 0, 0, 0)}.
In the quotient diagram D˜∨(G)/CG, one of the quotient coroot integers ga is 2 and all
the others are 4. Thus, in terms of the quotient diagram and the quotient coroot integers,
we have:
twC = {(0, s2, . . . , sn−1, sn,−sn,−sn−1, . . . ,−s2, 0)}; (14)
twC (g, 4) = {(0, s2, . . . , sn−1, 0, 0,−sn−1, . . . ,−s2, 0)}. (15)
From this, it is easy to establish the following:
Lemma 12.3.2 The torus SC is conjugate to S
wC = SwC (g, 1) = SwC (g, 2). The torus SI′
is conjugate to SwC (g, 4).
Having described the possible maximal tori, we need to determine how many compo-
nents of the moduli space correspond to a given maximal torus. We begin with the following
elementary computation.
Lemma 12.3.3 Let γ be the non-trivial central element in SU(2). Consider triples (p, q, r)
in SU(2) with [p, q] = 1 and [p, r] = [q, r] = γ. Then, up to conjugation, there are exactly
two such triples. We have p2 = q2 = r2 = γ. The element pq−1 lies in CSU(2) and is
a complete invariant of the conjugacy class of (p, q, r). The action of (CSU(2))3 on the
conjugacy classes of such triples given by (a, b, c) · (p, q, r) = (ap, bq, cr) is transitive and the
stabilizer of any conjugacy class is {(a, b, c) : a = b}.
Proof. The pair (p, r) is a γ-pair in SU(2). Also, pq−1 ∈ Z(p, r) and hence lies in CSU(2).
The result follows from Proposition 4.1.1 and Corollary 4.1.2.
Suppose that x is a C-triple in LC = LC =
∏n−1
i=1 Li×L+×L−. The triple x is a product
of triples
∏
i xi · x+ · x− in the factors. We write xi = (xi, yi, zi) and x± = (x±, y±, z±).
Let ǫi: CLi → {±1}, ǫ±: CL± → {±1} be the unique isomorphisms. Then define ǫ(x) =∏n−1
i=1 ǫi(xiy
−1
i )ǫ+(x+z
−1
+ )ǫ−(y−z
−1
− ).
Lemma 12.3.4 There are exactly two components of TG(C) with maximal torus conjugate
to SC. Two C-triples x and x
′ in LC lie in the same component of TG(C) if and only if
ǫ(x) = ǫ(x′).
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Proof. By Theorem 2.3.1, the number of components of TG(C) with maximal torus
conjugate to SC is given by the number of conjugacy classes of rank zero C-triples in LC
modulo the action of F 3C and of W (SC , G), where FC = SC ∩ LCI ⊆ CLC ∼= (Z/2Z)n+1. Let
us first consider the action of F 3C . It is easy to see that
FC = {(µ1, . . . , µn−1, µ+, µ−) : µ1 · · ·µn−1 = µ+ = µ−}. (16)
Straightforward computation shows that the action of F 3C on the space of conjugacy classes
of rank zero C-triples in LC preserves the invariant ǫ and acts transitively on the set of
conjugacy classes with a given ǫ.
The image of W (SC , G) in the outer automorphism group of LC =
∏
i Li × L+ × L− is
easily checked to be the subgroup of all permutations of the Li factors. Thus the action of
W (SC , G) fixes ǫ. This completes the proof of the lemma.
Lemma 12.3.5 Under the action of F 3C on the space of conjugacy classes of rank zero C-
triples in LC the stabilizer of any class is the set of (µ = (µ1, . . . ,µn−1,µ+,µ−) ∈ F 3C such
that
µ
(1)
j = µ
(2)
j , 1 ≤ j ≤ n− 1, µ(2)− = µ(3)− , µ(1)+ = µ(3)+ , (17)
where µj = (µ
(1)
j , µ
(2)
j , µ
(3)
j ) and similarly for µ±.
Proof. This is immediate from Lemma 12.3.3.
Corollary 12.3.6 There are two components of TG(C) associated with the torus SC, and
each is homeomorphic to
((SC × SC × SC)/F ) /W (SC , G),
where F ⊂ (CLC)3 is the set of µ satisfying Equations 16 and 17.
Now let us consider the case when I = I ′. Recall that LI′ =
∏n−2
i=0 Li, where Li is of
type A1 for i > 0 and L0 ∼= Spin(8). If x is a rank zero C-triple in LI′ , then we write
x =
∏n−2
i=0 xi. The group Li has two rank zero πi(C)-triples, up to conjugation, where
πi is the projection from L to Li. It follows that LI′ has 2
n−1 rank zero C-triples up
to conjugation. If xi and x
′
i are two rank zero πi(C)-triples in Li, define δi(xi,x
′
i) = 1
if xi is conjugate in Li to x
′
i and −1 otherwise. If i > 0, then it is easy to see that
δi(xi,x
′
i) = ǫi(xiy
−1
i )ǫi(x
′
i(y
′
i)
−1), in the notation introduced prior to Lemma 12.3.4. Define
δ(x,x′) =
n−2∏
i=0
δi(xi,x
′
i).
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Lemma 12.3.7 Two rank zero C-triples x and x′ in LI′ lie in the same component of
TG(C) if and only if δ(x,x′) = 1. Hence there are exactly two components of TG(C) with
maximal torus conjugate to SI′.
Proof. By Theorem 2.3.1, the number of components of TG(C) with maximal torus
conjugate to SI′ is given by the number of conjugacy classes of rank zero C-triples in LI′
modulo the action of F 3I′ and ofW (SI′, G), where FI′ = SI′∩LI′ ⊆ CLI′ ∼= (Z/2Z)n−2×CL0.
Let us first consider the action of F 3I′ . Let ν: {±1} → CL0 be the emdedding which sends
−1 to π0(c0). Then it is easy to check that
FI′ =
{
(µ0, . . . , µn−2) : µ0 = ν
(
n−2∏
i=1
ǫi(µi)
)}
⊆
n−2∏
i=0
CLi. (18)
Note that, by Lemma 12.2.2, if µ is an element of F 3I′ and x is a rank zero C-triple in
LI′ , then δ(x,µ · x) = 1. Conversely, it is clear that, if δ(x,x′) = 1, then x and x′ are
in the same F 3I′-orbit. Finally, the image of W (SI′ , G) in the outer automorphism group
of LI′ is the permutation group of the factors Li for i ≥ 1. Hence δ(x, w · x) = 1 for all
w ∈W (SI′ , G). The lemma follows.
Lemma 12.3.8 Under the action of F 3I′ on the space of conjugacy classes of rank zero
C-triples in LI′ the stabilizer of any class is the set of µ = (µ0, . . . ,µn−0) ∈ F 3I′ such that
µ
(1)
j = µ
(2)
j , 1 ≤ j ≤ n− 2, (19)
where µj = (µ
(1)
j , µ
(2)
j , µ
(3)
j ).
Proof. This is immediate from Lemma 12.3.3 and Lemma 12.2.2.
Corollary 12.3.9 There are two components of TG(C) associated with the torus SI′, and
each is homeomorphic to (
(SI′ × SI′ × SI′)/F ′
)
/W (SI′ , G),
where F ′ ⊂ (CLI′)3 is the subgroup of elements satisfying Equations 18 and 19.
To each component X of TG(C), we assign a positive integer which we shall call the
order of X, in the following way. Suppose that X is a component containing the conjugacy
class of x, where x is a rank zero C-triple in LC. Then the order of X is 1 if ǫ(x) = 1 and
the order of X is 2 otherwise. Each of the remaining components is associated to SI′ , and
we define each of them to have order 4. Thus, for every positive integer k dividing 4, the
number of components of TG(C) is ϕ(k).
129
Parts 1,2,3,4 of Theorem 1.5.1, in the case where 〈C〉 is not cyclic, are now contained
in the statements of Lemma 12.3.1, Corollaries 12.3.6 and 12.3.9, and the definition of the
order.
Lastly we prove Part 5 of Theorem 1.5.1 in the non-cyclic case. The explicit coordinates
on the Lie algebras twC and twC (g, 4) given in Equations 14 and 15 identify these vector
spaces with Rn−1 and Rn−2, respectively. Via these identifications, the projections of Q∨
are the full integral lattices. In each case, the Weyl group is the full isometry group of
the lattice. The images under projection of the extended simple coroots of G are a set
of extended simple coroots for a root system of type BCn−1, resp. BCn−2. Part 5 of
Theorem 1.5.1 is then clear.
12.4 Chern-Simons invariants
Let G = Spin(4n) and let G = G/CG. Fix a G-bundle ξ over the three-torus whose second
Stiefel-Whitney class w(ξ) evaluates over the three coordinate two-tori T12, T13, T23 to give
c0, c1, c2 ∈ π1(G) = CG and let Ξ be an enhanced G-bundle whose underlying bundle is ξ.
If x = (x, y, z) is a C-triple, then, by Corollary 11.2.6, there is a flat connection on Ξ whose
G-holonomy around the coordinate circles is the conjugacy class of (x, y, z). Let Γ1 be a
flat connection on Ξ whose G-holonomy is the conjugacy class of a C-triple x = (x, y, z) in
LC with ǫ(x) = 1, i.e. a C-triple whose conjugacy class lies in the component X1 of TG(C)
of order one. Write x =
∏
i xi · x+ · x−, where xi = (xi, yi, zi) lies in Li, and similarly for
x±. Given a flat connection A on Ξ, CSΓ1(A) is independent mod Z of the choice of Γ1, by
Lemma 11.2.8 and Corollary 11.2.11. We will denote its class in R/Z by CS(A).
Lemma 12.4.1 Let Γ be a flat connection on Ξ. If the G-holonomy of Γ is contained in
X1, then CS(Γ) = 0 mod Z. If the G-holonomy of Γ is contained in the component of order
2, then CS(Γ) = 1/2 mod Z.
Proof. Since CS is constant on components of TG(C), the first statement is clear. To
prove the second it suffices to compute CS(Γ) for one flat connection Γ whose G-holonomy
is of order 2. By Lemma 12.3.4, a C-triple x′ of order 2 is given by replacing x1 in x by
γ1x1 where γ1 is the non-trivial element in CL1. Since the inclusion of each of the A1-
factors of LC into G induces an isomorphism on π3, to compute the Chern-Simons invariant
CS(Γ), it suffices to compute the relative Chern-Simons of the A1-connections obtained
taking the images of Γ1 and Γ under projection the first A1-factor of LC. Lemma 11.1.7
and Corollary 11.3.5 applied to SU(2) show that this relative Chern-Simons invariant is
1/2 mod Z. This shows that CS(Γ) = 1/2 mod Z.
Lemma 12.4.2 Let Γ be a flat connection on Ξ whose G-holonomy has order 4. Then
CS(Γ) = ±1/4 modulo Z. If Γ′ represents a point in the other component of TG(C) of order
4, then CS(Γ′) = −CS(Γ).
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Proof. Let u = (u, v, w) ∈ LI′ be a rank zero C-triple. Write u =
∏n−2
i=0 ui, where
ui = (ui, vi, wi) is a rank zero πi(C)-triple in Li. Let Γ be a flat connection on Ξ whose
G-holonomy is the conjugacy class of u. The C-triple u′ obtained by replacing ui by
u′i = (ui, vi, w
−1
i ) is also of rank zero. Clearly, for i > 0, δi(ui,u
′
i) = 1. By Lemma 12.1.1,
δ0(u0,u
′
0) = −1, and hence, by Lemma 12.3.7, the conjugacy classes of u′ and u lie in
different components of order 4 of TG(C). On the other hand, given the C-triple x defined
above, let x′ =
∏
i x
′
i · x′+ · x′−, where x′i = (xi, yi, z−1i ), and similarly for x′±. Clearly
ǫ(x) = ǫ+(γ+)ǫ−(γ−)ǫ(x
′) = ǫ(x′).
(Here γ± are the nontrivial elements of CL±.) Thus by Lemma 12.3.4, x and x′ represent
points in the component X1.
Let r be the diffeomorphism of the three-torus which is the identity on the first two
factors and is inversion on the third. Note that r(X) = X so that r∗Ξ is an enhanced
bundle over (T 3,X). Then x′ is the G-holonomy of r∗Γ1 on r
∗Ξ, and hence by the above
computations r∗Γ1 represents a point in X1. Likewise r
∗(Γ) represents a point in a different
component from Γ. Since r is an orientation-reversing diffeomorphism, we have
CS(Γ) ≡ CSΓ1(Γ) = −CSr∗Γ1(r∗(Γ)) ≡ −CS(r∗(Γ)) mod Z.
Thus, CS takes opposite values modulo Z on the two components of order 4 of TG(C).
With u as above, let uˆ be the triple (u, v, w2). Then uˆ is a c0-triple. Likewise, let xˆ be
the c0-triple (x, y, z
2).
Claim 12.4.3 The c0-triple uˆ is in the non-trivial component of the modulo space of c0-
triples in G. The c0-triple xˆ is in the trivial component of the modulo space of c0-triples in
G.
Proof. It follows from the proof of Lemma 12.1.1 that the square of w0 in L0 is γ+
which is in the non-trivial component of T
wc0
L0
. Direct computation shows that Swc0 ∩ L0
is connected, and hence is equal to (T
wc0
L0
)0. Thus w2 lies in the non-trivial component of
Twc0 . Since π0(T
wc0 ) ∼= π0(Z(u, v)), by Proposition 8.7.5, the c0-triple uˆ represents a point
in the non-trivial component of the moduli space of c0-triples in G.
By Lemma 12.3.3, z2 = γ1 · · · γn−1 · γ+ · γ−. Since the γi, 1 ≤ i ≤ n − 1 lie in Swc0 , it
follows that z2 is congruent modulo Swc0 to γ+ ·γ− = c0 which lies in Swc0 . Hence z2 ∈ Swc0 ,
and so the c0-triple xˆ lies in the trivial component of the moduli space of c0-triples in G.
Let t be the map on the three-torus which double covers the last coordinate. Note
that t induces a map from the pair (T 3,X) to itself. Thus t∗Ξ is an enhanced G-bundle.
The c0-triple xˆ is the G-holonomy of t
∗Γ1 while uˆ is the G-holonomy of t
∗Γ. Since the
Chern-Simons invariant is given by integrating a local expression involving connections and
curvature,
CSt∗(Γ1)(t
∗Γ) = 2CSΓ1(Γ) ≡ 2CS(Γ) mod Z.
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Since the conjugacy classes of uˆ and xˆ lie in opposite components of the moduli space of
c0-triples, by Theorem 1.8.1 applied to the case of c0-triples,
CSt∗(Γ1)(t
∗Γ) ≡ 1/2 mod Z.
It follows that
CS(Γ) = ±1/4 mod Z.
From the fact that the value of this invariant on one component of order 4 is the negative
of its value on the other such component, it now follows that on one of these components
the value is 1/4 modulo Z and on the other it is −1/4 modulo Z.
Corollary 12.4.4 For every positive integer k dividing 4, the function CS defines a bijec-
tion between the components of order k of TG(C) and the points of order k in R/Z.
12.5 Proof of Theorem 1.8.1 and Theorem 1.8.2 when 〈C〉 is not cyclic
Theorem 1.8.1 in the case where 〈C〉 is not cyclic is contained in Corollary 12.4.4. The
number of components of TG(C) and their dimensions are given by Lemma 12.3.1 and Corol-
laries 12.3.6 and 12.3.9. These together with Corollary 12.4.4 now give all the necessary
computations in order to apply Theorem 3.7.7 to establish Witten’s clockwise symmetry,
Theorem 1.8.2, in the case when 〈C〉 is non-cyclic.
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Diagrams and tables
Extended coroot diagrams and extended coroot integers
In the diagrams, ◦ represents the extended coroot.
1 ◦ • 1
A˜∨1 = A˜1
1 1
◦ · · · •
1 •

11
11
1 •
11111



1
• · · · •
1 1
A˜∨n = A˜n, n ≥ 2
1
◦
2 2 2 2 1
•
========
{{
{{
{{
{
• • · · · • < •
•
1
B˜∨n , n ≥ 3
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1 1 1 1 1 1
◦ < • • · · · • • > •
C˜∨n , n ≥ 2
1 1
◦ •
2 2 2 2
•
========
{{
{{
{{
{
• · · · • •

CC
CC
CC
C
• •
1 1
D˜∨n = D˜n, n ≥ 4
1 2 3 2 1
• • • • •
2 •
1 ◦
E˜∨6 = E˜6
1 2 3 4 3 2 1
◦ • • • • • •
2 •
E˜∨7 = E˜7
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1 2 3 4 5 6 4 2
◦ • • • • • • •
3 •
E˜∨8 = E˜8
1 2 3 2 1
• • > • • ◦
F˜∨4
1 2 1
• > • ◦
G˜∨2
1 2
• > ◦
B˜C
∨
1
1 2 2 2 2 2
• > • • · · · • • > ◦
B˜C
∨
n , n ≥ 2
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Quotient extended coroot diagrams and quotient coroot integers
In the diagrams below, c denotes an element of the center and o(c) is its order. Except in
the case of A˜n, c will always denote a generator of the center. cSO is the non-trivial element
in π1(SO(2n)) ⊂ CSpin(2n) and cexotic is any other non-trivial element in CSpin(4n).
o(c)
•
A˜∨n/c when o(c) = n+ 1
o(c) • • o(c)
A˜∨n/c when o(c) = (n+ 1)/2
o(c) o(c)
• · · · •
o(c) •

77
77
77
•
777777



o(c)
• · · · •
o(c) o(c)
A˜∨n/c when o(c) < (n+ 1)/2
2 2 2 2 2 1
• < • • · · · • • < •
B˜∨n/c
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1 2
• > ◦
C∨2 /c
1 2 2 2 2 2
• > • • · · · • • > •
C˜∨2n/c, n ≥ 2
2 • • 2
C˜∨3 /c
2 2 2 2 2 2
• < • • · · · • • > •
C˜∨2n+1/c, n ≥ 2
2 2 2 2 2 2
• < • • · · · • • > •
D˜∨n/cSO
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2 2 2
• < • > •
D∨4 /cexotic
2
•
4 4 4 4 2
•
========
{{
{{
{{
{
• • · · · • < •
•
2
D˜∨2n/cexotic, n ≥ 3
4 4 4 4 4 4
• < • • · · · • • > •
D˜∨2n+1/c
2 4
• > •
D4/CD4
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2 4 4 4 4 4
• > • • · · · • • > •
D˜∨2n/CD2n, n ≥ 3
3 6 3
• > • •
E˜∨6 /c
2 4 6 4 2
• • > • • •
E˜∨7 /c
Root systems on twC
G C LC ΦwC Φres Φproj Φ(wC) ga
Bn CBn A1 (short root) Cn−1 Bn−1 BCn−1 BCn−1 1, 2, . . . , 2
C2n+1 CC2n+1
∏n+1
i=1 A1 Cn BCn BCn Cn 2, 2, . . . , 2
C2n CC2n
∏n
i=1A1 Cn Cn BCn BCn 1, 2, . . . , 2
Dn π1(SO(2n)) A1 ×A1 Cn−2 Bn−2 Cn−2 Cn−2 2, 2, . . . , 2
D2n 〈cexotic〉
∏n
i=1A1 Bn Cn Bn Bn 2, 4, . . . , 4, 2, 2
D2n+1 CD2n+1
∏n−1
i=1 A1 ×A3 Cn−1 BCn−1 BCn−1 Cn−1 4, 4, . . . , 4
D2n CD2n
∏n+1
i=1 A1 Cn−1 BCn−1 BCn−1 BCn−1 2, 4, . . . , 4
E6 CE6 A2 ×A2 G2 G2 G2 G2 3, 6, 3
E7 CE7 A1 ×A1 ×A1 F4 F4 F4 F4 2, 4, 6, 4, 2
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Root systems on t(k) for k > 1
G k L Φ(t(k)) ga divisible by k
Bn 2 B3 Cn−3 2, 2, . . . , 2
Dn 2 D4 Cn−4 2, 2, . . . , 2
E6 2 D4 A2 2, 2, 2
E6 3 E6 trivial 3
E7 2 D4 B3 2, 4, 2, 2
E7 3 E6 A1 3, 3
E7 4 E7 trivial 4
E8 2 D4 F4 2, 4, 6, 4, 2
E8 3 E6 G2 3, 6, 3
E8 4 E7 A1 4, 4
E8 5 E8 trivial 5
E8 6 E8 trivial 6
F4 2 B3 A1 2, 2
F4 3 F4 trivial 3
G2 2 G2 trivial 2
Root systems on twC (g, k) for 〈C〉 6= 1 and k 6 |n0
G 〈C〉 k L Φ(twC (g, k)) ga divisible by k
Bn CBn 2 C2 Cn−2 2, 2, . . . , 2
C2n CC2n 2
∏n−1
i=1 A1 ×C2 Cn−1 2, 2, . . . , 2
D2n, n ≥ 3 〈cexotic〉 4
∏n−3
i=1 A1 ×D6 Cn−3 4, 4, . . . , 4
D2n CD2n 4
∏n−2
i=1 A1 ×D4 Cn−2 4, 4 . . . , 4
E6 CE6 2 E6 trivial 6
E6 CE6 6 E6 trivial 6
E7 CE7 4 D6 A1 4, 4
E7 CE7 3 E7 trivial 6
E7 CE7 6 E7 trivial 6
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