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Starting with a procedure for dealing with general asymptotic behaviors, we construct a quantum
theory for asymptotically anti-de Sitter wormholes. We follow both the path integral formalism and
the algebraic quantization program proposed by Ashtekar. By adding suitable surface terms, the
Euclidean action of the asymptoically anti-de Sitter wormholes can be seen to be nite and gauge
invariant. This action determines an appropriate variational problem for wormholes. We also obtain
the wormhole wave functions of the gravitational model and show that all the physical states of the
quantum theory are superpositions of wormhole states.
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I. INTRODUCTION
Wormholes are topology changes that connect dier-
ent regions of spacetime which may be far apart [1,2]. In
the dilute wormhole approximation [1,3], these regions
are regarded as asymptotically large. Wormholes can
be represented by quantum states, i.e. solutions of the
Wheeler-DeWitt equation (and the quantum momentum
constraints), which satisfy some suitable boundary con-
ditions on the asymptotic regions [4,5]. They can also be
considered as instantons, solutions of the Euclidean Ein-
stein equations, which join the two asymptotic regions
of spacetime by a throat [2,6,7]. As saddle points of the
Euclidean action, these instantons would allow the Eu-
clidean path integral to be approximated semiclassically,
thus representing quantum tunnelling eects between the
asymptotic regions.
Asymptotically flat wormholes have been extensively
studied in the literature [8]. There exist however other
asymptotic behaviors [7,9{11] that are worth consider-
ing. For instance, wormholes whose asymptotic regions
are Kantowski-Sachs spacetimes [9], with the topology of
IR3  S1, may provide a link between black hole physics
and the issue of topology change. Asymptotically anti-
de Sitter wormholes are also of particular interest. In
this case, the asymptotic regions expand exponentially
(in proper time) due to the presence of an eective neg-
ative cosmological constant. These wormholes could be
regarded as excited states in the sense that the cosmo-
logical constant could be interpreted as a non-vanishing
asymptotic energy of the matter elds. On the other
hand, one should expect that these wormholes could give
a non-vanishing contribution to the path integral and,
consequently, they should be taken into account in cal-
culations such as those leading to Coleman’s mechanism
for the vanishing of the eective cosmological constant
[3].
It has been argued that wormholes might aect the
constants of nature through low energy eective inter-
actions [2,3,12]. The existence of a Hilbert structure in
the space of wormhole wave functions is essential to turn
the apparent non-local interaction introduced by worm-
holes into a local one, as seen from one of the asymptotic
regions [2,3,12,13]. Such Hilbert space structure is there-
fore necessary in the explicit calculation of these eective
interactions.
In this work, we construct the Hilbert space of asymp-
totically anti-de Sitter wormholes, suggesting a proce-
dure for dealing with other possible asymptotic behav-
iors. We employ the path integral approach to obtain the
quantum states and Ashtekar’s algebraic program [14] to
complete the quantization of these wormholes, including
the determination of the physical inner product. Find-
ing a well-dened set of wormhole boundary conditions
becomes a central issue in both approaches.
Hawking and Page [4] have proposed that the bound-
ary conditions for the quantum wormhole states should
guarantee that their corresponding wave functions are
exponentially damped for large three-geometries, so that
one recovers the semiclassical behavior expected in the
asymptotic limit of large Euclidean congurations. Be-
sides, the wormhole wave functions should be regular for
all regular matter elds and three-geometries, including
those geometries that degenerate to zero because of an
ill-dened slicing of spacetime. From the path integral
point of view, these conditions can be accomplished if
the wormhole wave functions are dened by the sum over
all possible spacetimes with the prescribed asymptotic
behavior and over all matter elds that are compatible
with the given asymptotic spacetime via the vanishing of
the rst class constraints in the asymptotic regions. For
instance, if we are dealing with asymptotically flat space-
times, the energy-momentum tensor of the matter elds
will have to vanish at innite proper time [4,5], or if an
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asymptotically anti-de Sitter behavior is considered, then
the matter content will have to induce an eective nega-
tive cosmological constant in the asymptotic region. As
a previous step, we implement the wormhole boundary
conditions canonically and nd an appropriate gauge in-
variant action, which is nite for classical wormhole solu-
tions. This amounts to include the surface terms that are
characteristic of asymptotic spacetimes (see Ref. [5,15])
and that remove the innite contribution of the asymp-
totic regions.
In order to determine the Hilbert structure of the space
of wormholes, and thus reach a consistent quantum the-
ory to describe these states, we follow the algebraic quan-
tization program put forward by Ashtekar [14]. In the
following, we briefly summarize the main steps of this
program. One must rst choose a complete set of clas-
sical variables that is closed under Poisson brackets and
complex conjugation. To each of these elementary vari-
ables one associates an abstract operator and constructs
the algebra generated by them, imposing on it the canon-
ical commutation relations. One must next nd a linear
representation of this algebra on a complex vector space
and choose explicit operators to represent the rst-class
constraints of the system. The subspace annihilated by
these constraints supplies the space of quantum states,
and the quantum observables are the operators that leave
this space invariant [14]. The physical inner product on
quantum states can then be determined by requiring that
the complex conjugation relations between elementary
variables (usually called reality conditions) are realized
as Hermitian adjoint relations between quantum observ-
ables on the resulting Hilbert space [16]. Actually, if an
inner product satisfying this condition exists, it is unique
under very general assumptions [17]. The elements in the
Hilbert space obtained in this way are the physical states
of the theory.
For gravitational systems which exhibit quantum
wormhole solutions, if one chooses properly the repre-
sentation space, it is possible to show that the space
of quantum states coincides with that spanned by the
wormhole wave functions, provided that the latter is in-
variant under the action of the quantum observables [18].
Therefore, the inner product of wormholes can in fact be
determined by imposing an adequate set of reality condi-
tions, and the corresponding Hilbert space of wormholes
can be identied with that of physical states of the quan-
tum theory.
In section II, we present a model which illustrates the
general features discussed above. It consists of a scalar
eld conformally coupled to a homogeneous and isotropic
spacetime with a negative cosmological constant. In sec-
tion III, we show that such a model possesses asymptot-
ically anti-de Sitter wormhole solutions. In section IV,
an appropriate action for asymptotically large spacetimes
is constructed in the general context of superspace and
particularized then to our minisuperspace model. The
path integral quantization is discussed in section V. Us-
ing the results of this section, we carry out the full alge-
braic quantization of the model in section VI. We nally
summarize and conclude in section VII.
II. THE MODEL
We shall discuss in detail a homogeneous and isotropic
gravitational minisuperspace model provided with a con-
formally coupled scalar eld and a negative cosmological
constant. As we shall see in Sec. III, this model possesses
instanton solutions which are asymptotically anti-de Sit-
ter.
We start by performing the standard 3+1 splitting of
the Euclidean spacetime metric




where N and N i are the lapse and shift functions and
gij is the metric on the closed three-surfaces of constant






d3x[ij _gij +  _−NH−N
iHi]; (2.2)
in which ij and  are the canonical momenta conju-
gate to the three-metric gij and the conformal scalar eld
, and the dot denotes the derivative with respect to
the time coordinate  . In the above expression, H and
Hi are the standard ADM Hamiltonian and momentum
constraints for Euclidean gravity conformally coupled to
a scalar eld in the presence of a negative cosmological
constant .
The requirements of homogeneity and isotropy, i.e. the
restriction to the minisuperspace under consideration,







being Ωij the metric on the unit three-sphere andG New-
ton’s constant; likewise, the scalar eld will depend only
on the time coordinate,  = (). It is convenient to in-
troduce a new variable  to describe the conformal scalar












d [a _a+  _−NH]: (2.5)
Here, (a,) are the momenta canonically conjugate to
the variables (a,), and are related to the superspace


















with Ω = det Ωij. On the other hand, H denotes the





2 + a4 + 2 − 
2); (2.8)
where  = −2G9 > 0.
III. CLASSICAL SOLUTIONS
The classical Euclidean solutions of this model can be
easily obtained by introducing the conformal time d =
d=a. If we denote the derivative with respect to this
time by a prime, the dynamical equations read
a0 = −a; 
0
a = −a − 2a
3; (3.1)
0 = ; 
0
 = ; (3.2)









In the above expressions, we have set the lapse function
equal to one.
The general solution to Eqs. (3.2) is given by
 = A cosh  +B sinh ; (3.4)
with A and B being two arbitrary real constants. Sub-
stituting this solution in the Hamiltonian constraint and
using the rst equation in (3.1), we get
(a0)2 = a2 + a4 − 2E; (3.5)
where E = 12(A
2 − B2). This constraint will have solu-
tions of the wormhole type only if the polynomial that
appears on its right hand side has at least a positive root.
This implies that E must be positive. We will restrict to
this case hereafter.




2E cosh 0; B = −
p
2E sinh 0; (3.6)
with 0 an arbitrary real parameter. The conformal eld
 can then be rewritten
 =
p
2E cosh( − 0): (3.7)
Besides, integration of Eq. (3.5) leads to
a() = aM nc(D
1=4( − ~0) jm); (3.8)
where nc(ujm) is the Jacobian elliptic function with pa-
rameter m [19], ~0 is a real constant, and










One can check that Eqs. (3.1) are then straightforwardly
satised.
The classical wormhole solutions of the model are
therefore parametrized by three independent real con-
stants: 0, ~0 and E > 0. Notice that D > 1 and that
aM is the size of the wormhole throat, which coincides
with the only positive root of the right hand side of the
constraint (3.5).
It is also possible to obtain the solution to that con-
straint in terms of the proper time  . One arrives at the















where the new real constant ~0 appears instead of ~0.
Some comments are in order at this point. Firstly, the
conformal time  tends to a nite value M as the proper
time  goes to innity. This is due to the fact that,
being the scale factor exponentially large at  !1, the
integral
R1
d=a() converges. This feature is actually
reflected by the elliptic function nc(ujm) that describes
the scale factor solutions in conformal time, for such a
function diverges at the nite point u = K(m), with
K(m) being the complete elliptic integral of the rst kind
[19]. Secondly, all the solutions that we have obtained are
asymptotically anti-de Sitter, as can be easily seen by
considering the limit  !1 in Eq. (3.11). The globally
anti-de Sitter solution corresponds to the limit D ! 1
in that equation. Finally, note that the flat solutions
( = 0) cannot be recovered by taking the limit  ! 0.
This is not surprising, because the -term in Eq. (3.5) is
dominant in the asymptotic region a!1 and therefore
provides a singular perturbation to the  = 0 equations
of motion.
IV. SURFACE TERMS
Action (2.5) is not adequate for studying spacetimes
that join onto an asymptotically anti-de Sitter region.
Actually, it diverges for classical solutions [10] and can be
shown not to be invariant under time reparametrizations
that map the initial three-surface onto itself. Moreover,
it is not quite clear that this action could correspond
then to a variational problem which guaranteed the anti-
de Sitter asymptotic behavior of the classical spacetimes.
These diculties can be none the less overcome by adding
appropriate surface terms to the action. In order to ob-
tain these terms, it appears most convenient to begin
by considering the general superspace framework, with-
out specialising to any particular asymptotic behavior.
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We shall then reduce to the homogeneous and isotropic
model conformally coupled to a scalar eld, discussing
rst the flat case  = 0 to circumvent the subtleties that
arise when introducing a negative cosmological constant.
A. Superspace
The gravitational systems under consideration join an
initial three-surface onto an asymptotic region. The
boundary conditions for the associated variational prob-
lem must reflect this fact. The geometry of the initial
three-surface and its matter content will be chosen as
one of the boundary conditions. The nal time bound-
ary conditions must guarantee the prescribed asymptotic
behavior (at least for classical solutions). Besides, we
would like our system to be invariant under gauge trans-
formations that are not xed at the nal time, so that
one can reach a semiclassical picture in which the nal
surface is not xed, but asymptotically embedded in a
classical spacetime.
Let us assume that the nal boundary conditions can
be imposed by xing certain variables Q at the nal




= Qf . Notice that the proper
time goes to innity when  ! f for the models studied
so far [2,5{7]. In terms of these new variables Q and























where F = F [gij; jQ] is a generating functional for
the canonical transformation from the geometrodynami-
cal variables to (Q; P). Then, it can be seen that the
action






is appropriate for xing the initial three-geometry, the
initial scalar eld and the asymptotic variables Q.
As mentioned above, this action should be invariant
under spatial dieomorphisms and time reparametriza-
tions that are restricted only to map the initial surface
( = 0) onto itself. These transformations are generated









; with  vanishing at  = 0.











where we have used the standard gauge variation for the
lapse and shift functions [20]. Since the gauge transfor-
mations are arbitrary at the nal time, the vanishing of
the rst two terms in the right hand side of this expres-
sion is only ensured by choosing the variables Q so that











The values Qf cannot therefore be xed in a fully arbi-
trary way. For the vanishing of the third term in (4.3),
on the other hand, we need our canonical coordinates
Q to be locally observable in the asymptotic region,









vanish, so that their asymptotic values are
left invariant under the gauge transformations of the sys-
tem.
The resulting action I turns out to be nite for classical
solutions under suciently general conditions. To see






















ij _gij +  _− _F

; (4.5)
where 1 is a nite intermediate time. Since the classi-
cal solutions should be regular along the entire interval
[0; 1] but might blow up asymptotically as  approaches
f , any possible divergence in (4.5) must appear in the
last integral. Taking into account the canonical trans-
formation generated by F [gij; jQ], we rewrite this last






If the variables Q are actually observables, i.e. if their
Poisson brackets with the constraints vanish weakly, in-
tegral (4.6) vanishes, because these variables are then
constant on the classical trajectories. In the more gen-
eral case in which they are only locally observable at their
asymptotic values, _Q ! 0 as we approach f , and the




enough in the limit  ! f . This further restricts the
kind of variables that are allowed to be xed asymptoti-
cally.
To summarize, the asymptotic boundary conditions
can be canonically implemented by choosing a suitable
set of compatible variables and xing their nal values in
such a way that they become locally observable. These
values must imply, in particular, the asymptotic vanish-
ing of the generators of spatial dieomorphisms and time
reparametrizations. This procedure ensures that the ac-
tion for the system is gauge invariant, nite and gives
rise to a well-dened variational problem for the bound-
ary conditions under consideration.
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B. Asymptotically flat wormholes
We rst consider the case of asymptotically flat space-








where  is again the conformal time, f = 1, and the
Hamiltonian constraint H is the dierence of the Hamil-
tonians of two harmonic oscillators, one describing the
scale factor and the other the conformal eld.
We expect the wormholes solutions of this model to be
stationary trajectories of the variational problem with
xed initial values of a and  and suitable nal values
for a complete set of compatible variables which are left
invariant under time reparametrizations. These condi-
tions on the variables xed in the asymptotic region will
be clearly satised if they are compatible observables of
the system.





(a2 − 2a); E =
1
2
(2 − 2) (4.8)






(x = a; ) (4.9)
are the momenta canonically conjugate to these observ-
ables. The canonical transformation from (x; x) to



















In terms of the new variables, action (4.2) reduces to















with f = 1. On the other hand, the Hamiltonian con-
straint H = Ea−E generates, via Poisson brackets, the
time reparametrizations:
Ex = fEx; Hg; x = fx; Hg; N = 
0; (4.12)
where the parameter  depends only on the conformal
time. It is then easy to check that the action (4.11),
supplemented with the wormhole boundary conditions
Ea(f ) = E(f) = E; with E > 0; (4.13)
is invariant under time reparametrizations that map the
initial surface onto itself (namely with (0) = 0). The
stationary points of this action are the classical trajecto-
ries that join an initial three-surface characterized by the
scale factor a(0) = ai and the conformal eld (0) = i
with an asymptotic region in which condition (4.13) is
satised. This asymptotic condition actually implies that
the solutions of the model are asymptotically flat, as
can be straightforwardly seen by solving the equation
2E = a2− (a0)2. Finally, given the constraint H = 0 and
the dynamical equations E0a = E
0
 = 0, the action (4.11)
reduces to
Iclass = −Fa(aijE)− F(ijE) (4.14)
on classical solutions. From Eq. (4.10), it then follows
that the classical action is always nite provided that
E (i.e. the asymptotic energy of the conformal eld) is
positive.
C. Asymptotically anti-de Sitter wormholes
Let us now extend the above analysis to the asymptot-
icaly anti-de Sitter case. The situation remains in fact
unchanged except in what refers to the scale factor. In
the anti-de Sitter case, the part of the Hamiltonian cos-
traint which depends on a and a incorporates a cosmo-
logical term, namely Ea =
1
2(a
2 + a4 − 2a). The gener-
ating function Fa(ajEa) has to be subsequently modied





dz(z2 + z4 − 2Ea)
1=2; (4.15)
where aM is the root of the polynomial a
2 + a4 − 2Ea
which can be obtained from Eq. (3.9) by substituting Ea
for E.
Expressions (4.11) and (4.13) still provide the gauge in-
variant action and the boundary conditions for the anti-
de Sitter wormholes, respectively. Note however that,
from our remarks at the end of Sec. III, the nal confor-
mal time f will now be nite for all the wormhole solu-
tions of the model. We shall therefore x f to coincide
with the time M (ai; E) at which the solution (3.8{10),
verifying a(0) = ai, tends to +1. Finally, one can check
that the action on classical solutions again takes the form
(4.14), but with Fa(ajEa) supplied now by Eq. (4.15).
V. PATH INTEGRAL
The path integral which provides the anti-de Sitter
quantum wormholes parametrized by the asymptotic
value of the conformal eld energy E > 0 is given by
ΨE [ai; i] =
Z
DND(a; a; ; )FP (N − 1)
 exp[−I(a; a; ; ; N)]: (5.1)
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Here, we sum over histories satisfying a(0) = ai, (0) =
i and Ea(M) = E(M) = E. We recall that M
is a constant that depends on the values of ai and E.
The Faddeev-Popov determinant FP can be set equal
to the unity, because it does not depend on any of the
integration elds for our gauge xing condition N = 1.
Integration over N leads then to
ΨE [ai; i] =
Z





















The part of this path integral which depends on the con-
formal eld provides the propagator U(E; M ji; 0) of a
harmonic oscillator between a xed initial eld i and a
constant energy E = E at the nal time M . With a
proper choice of the integration measure, this propagator
would be a linear combination of the normalized eigen-
states ’n(i) (n = 0; 1 : : :) of the harmonic oscillator,
namely






in which !n(E) are some coecients which depend on E
and we have set h = 1. On the other hand, the result of
the path integral should satisfy the quantum version of
the constraint
−2 + 
2 − 2E = 0 (5.5)
which, since E is preserved by the dynamics of the sys-
tem and we have imposed E = E at M , holds on all
classical trajectories. Therefore using Eq. (5.4), we con-
clude that E can only take the values n+ 12 , if the path





; M ji; 0) = e
−M (n+ 12 )’n(i): (5.6)
Hence, the path integral reduces to
























In this expression, we sum over histories with a(0) = ai
and Ea(M) = n +
1
2 . The functions n(a) must be
solutions to the Wheeler-DeWitt equation which follows
from the constraint
−2a + a
2 + a4 − (2n+ 1) = 0: (5.9)
The factor ordering in this Wheeler-DeWitt equation will
depend on the integration measure employed in the path




















where the function f(a) will be supposed to be analytic






the prime denoting here the rst derivative.
If we now restrict our attention to the region a 2 IR+,
so that each dierent geometry of the type (2.3) is consid-
ered only once, it is possible to prove that there actually
exists a solution n(a) to Eq. (5.10) such that it is reg-
ular in the positive semiaxis and decreases exponentially
for large scale factor. In order to see this, let us consider
H^a−(n+
1
2 ) as a second order dierential operator which
annihilates n(a). The coecient of @
2
a in this operator
is constant. The coecient of @a, given by f
0(a)=f(a), is
analytic in a  0, because f(a) is positive and analytic in
this semiaxis. Finally, the non-derivative term is also an-
alytic, as it is a polynomial in a. It then follows [21] that,
for each xed n, the dierential equation (5.10) possesses
two linearly independent solutions which are analytic at
least for all a  0. Moreover, provided that condition
(5.11) is satised, an asymptotic analysis of this dier-
ential equation shows that one of these solutions must
be exponentially damped in the limit a ! 1, while the
other increases exponentially.
We want to show now that n(a) should be the ex-
ponentially damped solution. For ai  1, we expect
the semiclassical aproximation to become valid in the
path integral, i.e. n(ai)  e−Iclass being Iclass the ac-
tion of the classical solution to the constraint (5.9) with
a(0) = ai. For this solution, a( ! M) ! 1 and,
















z2 + z4 − (2n+ 1)
1=2
; (5.12)
where we have substituted Eq. (4.15), and aM is given
by Eq. (3.9) with E = n + 1
2
. The integral in the above
expresion is positive and diverges in the limit ai ! 1.
As a consequence, the function n(ai) is exponentially
damped in that limit.
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We thus conclude that the functions n(a), solutions
to (5.10) with n = 0; 1 : : :, satisfy the wormhole boundary
conditions if a is restricted to run over the positive axis.
Actually, we have shown that these functions are not only
regular, but analytic in a  0.
It is worth remarking that, even though the solutions
n(a) could be analytically extended to the whole real
axis, their asymptotic behavior at a! −1 would not be
damped unless in exceptional situations, and never for
all the functions n(a) (n = 0; 1 : : :), because that would
imply that the operator H^a has exactly the eigenvalue
spectrum which characterizes the Hamiltonian of the har-
monic oscillator. Therefore, the restriction to a 2 IR+ is
essential if we want that the wave functions n(a) repre-
sent quantum wormhole states.
VI. ALGEBRAIC QUANTIZATION
Our minisuperspace model possesses only one con-
straint, namely the Hamiltonian contraint (3.3). To carry
out the algebraic quantization, it is convenient to intro-
duce the Lorentzian momenta (a;) canonically con-
jugate to the scale factor and the conformal eld. Then,









2) = 0: (6.1)
The symplectic structure on phase space is supplied
by the Poisson brackets fa;ag = 1 and f;g = 1.
For Lorentzian geometries and real conformal elds, we
have ;a; 2 IR. Besides, we shall restrict the scale
factor to be positive, a 2 IR+, so that each dierent four-
geometry is considered only once.
A. Elementary variables
As pointed out in the introduction, our rst task will
consist in choosing a suitable complete set of elementary
variables in the phase space of the model. Since the part
of the Hamiltonian constraint which depends on the con-
formal eld can be interpreted as the Hamiltonian of a
harmonic oscillator, we will describe the degrees of free-












( − i): (6.2)
For ; 2 IR, both A and Ay take on all complex









2 + a4); (6.3)
can be regarded as the Hamiltonian of a point particle
moving on the a axis under the influence of the potential
a2 +a4. A canonical set of variables in the correponding








−1(a−1h aj ~mh); (6.4)
where cn−1(uj ~mh) is the inverse Jacobian elliptic func-
tion with parameter ~mh [19], and Dh, ah and mh =
1 − ~mh are the values taken by the parameters D, aM
and m [dened in Eqs. (3.9,10)] when E = h. It is not
dicult to check that h is the momentum canonically
conjugate to .
From the above equations, it follows that h 2 IR+, and
that ah is the maximum value permitted clasically for a
when the energy of the point particle is h. On the other
hand, taking into account that nc(iujm) = cn(uj1−m),
Eq. (6.4) can be seen to provide the analytic continua-
tion to the Lorentzian regime of the Euclidean classical
solution (3.8), with h and  substituting for E and the
Lorentzian conformal time, respectively.
Had we neglected the restriction a 2 IR+, Eq. (6.4)
would have implied that, for h xed, the scale factor
should describe orbits in phase space which are periodic




dz(2h− z2 − z4)−1=2 = 4D
−1=4
h K( ~mh); (6.5)
K( ~mh) denoting again the complete elliptic integral of
the rst kind. However, the restriction to positive scale
factors breaks this periodicity, limiting the classical mo-
tion in the (a;a) plane to only half of each periodic
orbit. Since the dynamics is invariant under a flip of sign
in a, and we have chosen the origin of  at the turning
point ah of the scale factor, we conlude that all allowed
trajectories on phase space can actually be described by
letting h 2 IR+ and
 2 (−Ih; Ih); with Ih = D
−1=4
h K( ~mh): (6.6)







These variables verify fAa; Ayag = −i and Aa = A
y
a.
However, given restriction (6.6), their range is not the
whole complex plane. None the less, this will not lead
to any problem in the quantization of the system, be-
cause the only physically relevant conditions on quantum
operators reflecting restrictions on the range of classical
variables are those which refer to the observables of the
quantum theory.
The quotient Aya=Aa = e
2i distinguishes all points
 2 (−Ih ; Ih) for xed h, because Ih can be shown to
7
be within the interval (0; 2 ) for positive h. As a conse-
quence, expressions (6.7) admit the inversion









The change of variables from (; h) to (Aa; A
y
a) is there-
fore analytic in the whole phase space of the model.





our complete set of elementary variables. Notice that
this set is indeed closed both under Poisson brackets and
complex conjugation.
Let us dene now
N = A
y













The Hamiltonian constraint (6.1) can then be rewritten
as H = Na−N = 0. Moreover, taking into account that
fAx; A
y
xg = −i; fAx; Nxg = −iAx; fA
y




with x = ; a, one can check that the variables (6.9,10)
are actually observables of the model, because their Pois-
son brackets with H vanish. Since N and Na coincide
modulo the constraint H = 0, we will restrict all fur-
ther considerations to the set (J+; J−; N). This set of
observables can be easily proved to be (over-)complete.
Given that A and A
y
 can take on any complex value,
the range of J+ and J− is the whole complex plane. Be-
sides, recalling that Ax = A
y
x (x = ; a), we get the
reality conditions
J+ = J−; N = N 2 IR
+: (6.12)
Finally, we also have




(Na +N)  iN; (6.14)
the last identity holding weakly. Therefore, the observ-
ables (J+; J−; N) generate the Lie algebra of SO(2; 1)
under Poisson brackets.
B. Representation space
In order to quantize the system, we should represent
the elementary classical variables of the model via linear
operators acting on a certain vector space. The space
that we shall choose for this task will be that of complex
functions on IR+  IR spanned by the basis
 nm(a; ) = n(a)’m() (a 2 IR
+;  2 IR); (6.15)
with n and m two arbitrary non-negative integers and
’m() the normalized wave functions of the harmonic
oscillator. Here, the functions n(a) are the solutions to
Eq. (5.10) which decrease exponentially at innity. We
have shown in Sec. V that these functions are analytic
in the semiaxis a  0. This and the damped asymptotic




converge. We shall assume hereafter that the functions
n(a) have been normalized so that the above integrals
are equal to the unity.
Our representation space contains all the wormhole so-
lutions constructed in Sec. V, namely  nn(a; ). We -
nally want to show that the basis  nm(a; ) is linearly
independent. Since the wave functions ’m() are known
to possess this property, it will suce to prove the linear
independence of the functions n(a), with a 2 IR+. Let
us then suppose that
pX
s=1
cnsns(a) = 0; (6.16)
where fnsg is an ordered set of non-negative integers,
p > 1 is another integer, and the cns’s are complex con-










in which H^a is dened in Eq. (5.10), we get
cnp(np − np−1)::    (np − n1)np(a) = 0: (6.18)
We thus conclude that cnp must vanish, since np(a) 6= 0
and np > ns for s = 1; : : : ; p − 1. Substituting now
cnp = 0 in Eq. (6.16) and iterating the above procedure,
we arrive at cn = 0 for all n 2 fnsg. Therefore, the
functions n(a) on IR
+ are linearly independent, and so
is then the basis  nn(a; ) of our representation space.
C. Quantization




a) will now be
represented as linear operators on the complex vector
space spanned by the functions  nm(a; ), where n;m =
0; 1 : : : The action of the correponding operators on this

























x) (x = ; a); (6.21)
to represent the derived classical variables (6.9). From




x] = 1^; [A^x; N^x] = A^x; [A^
y
x; N^x] = −A^
y
x; (6.22)
which reproduce the Poisson bracket algebra (6.11) up to
the usual factor i. Here, 1^ is the identity operator.
We shall next represent the Hamiltonian constraint by
H^ = N^a − N^. Recalling that the functions  nm(a; )
are linearly independent, it is then straightforward to see





cn nn(a; ); (6.23)
where the cn’s are arbitrary complex numbers. The vec-
tor space of quantum states, Vp, is thus spanned by the
























N^ nn = (n+
1
2
) nn = N^a nn: (6.27)
The above operators are hence quantum observables, for
they leave the space Vp of quantum states invariant.
Notice that N^ and N^a coincide on Vp due to the
Hamiltonian constraint. On the other hand, comparison
of Eqs. (6.10) and (6.24) shows that J^+ and J^− represent
the classical observables J+ and J−. We also have on Vp
[J^+; J^−] = −N^; [J^+; N^] = −J^+; [J^−; N^] = J^−;
(6.28)
which is the algebra of commutators that follows from
the corresponding Poisson brackets. The vector space
Vp carries then a linear representation of the algebra of
physical observables of the model, namely the Lie algebra
of SO(2; 1). This representation is actually irreducible,
because all the elements in the basis  nn(a; ) of Vp can
be reached from each other through the repeated action
of the observables J^+ and J^−.
To determine the inner product on Vp, we must impose
the reality conditions (6.12) as adjointness relations be-
tween quantum observables, i.e. J^ ?+ = J^− and N^
?
 = N^
(the star denoting the Hermitian adjoint). In addition,
since N 2 IR+, the operator N^ should be positive on
the resulting Hilbert space of physical states. In fact,
the relation J^ ?+ = J^− suces to x the following inner











where we have made use of expression (6.23), valid for
all quantum states.
The completion of the vector space Vp with respect
to the above product supplies then the physical Hilbert
space Hp of the quantum theory. It is clear from Eq.
(6.29) that Hp is isomorphic to l2, the space of square
summable sequences. One can also easily check that the
observable N^ is indeed a positive operator on Hp. So,
all the reality conditions on the observables of the system
have been satisfactorily dealt with.
It is worth pointing out that, being Vp spanned by
the wormhole wave functions  nn(a; ), every physical
state in the Hilbert space Hp can be interpreted as a
superposition of quantum wormholes. The inner product
(6.29) can then be regarded as the one picked out on the
space of wormholes by the reality conditions.
To close this section, we shall prove that the product







dΓ(a; )Ψ(a; ): (6.30)
Given that the eigenstates ’n() of the harmonic oscil-
lator form an orthonormal basis of L2(IR; d) and that
the functions n(a) have been chosen to have unit norm

















from what it follows that the right hand sides of Eqs.
(6.29) and (6.30) actually coincide on Vp.
VII. CONCLUSIONS
Among the topology changes that may take place in
asymptotically large regions, it is of particular interest
in cosmology the study of tunnelling eects mediated
by wormholes in asymptotically anti-de Sitter regions of
the universe, in which the eective cosmological constant
is negative. It did not seem quite clear whether these
tunnellings could be consistently described quantum me-
chanically or, at least, semiclassically. In this work, we
have shown that it is actually possible to construct a
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quantum theory for this kind of topology changes, at least
at the level of a minisuperspace model.
We have considered a homogeneous and isotropic min-
isuperspace model with a negative cosmological constant
and a conformally coupled massless scalar eld. The
classical solutions to the Euclidean equations of motion
and the Hamiltonian constraint are asymptotically anti-
de Sitter wormholes. Such solutions are parametrized by
three arbitrary constants that account for the initial scale
factor and conformal eld as well as for the energy of the
conformal eld, which must be positive.
Starting with a general analysis in superspace, we have
seen that adding suitable surface terms renders the Eu-
clidean action nite on classical solutions, while ensuring
its gauge invariance and determining a well-dened vari-
ational problem consistent with appropriate wormhole
boundary conditions. For our minisuperspace model,
these boundary conditions essentially amount to identi-
fying the gravitational and conformal eld energies with
an equal xed value in the asymptotically anti-de Sitter
region. Since the obtained action is nite on classical
solutions, it could be used to reach a consistent semi-
classical treatment for the asymptotically anti-de Sitter
wormholes.
Two procedures have been employed in order to quan-
tize our minisuperspace model. We have rst written the
path integral in terms of our Euclidean action. We have
argued that wormhole wave functions can be obtained
from this path integral as the product of an eigenfunc-
tion of the harmonic oscillator for the conformal eld and
a wave function for a scale factor restricted to be positive.
To carry out a thorough and complete quantization of
the system we have then followed Ashtekar’s program.
Thus, we have represented an appropriately chosen set
of elementary variables as quantum operators acting on
a vector space of functions which contains the wormhole
solutions of the model. The Lorentzian reality condi-
tions have then enabled us to determine the physical in-
ner product. This can be understood as an inner product
in the space of quantum wormholes. All the wormhole
wave functions turn out to have nite norm and, more-
over, provide an orthonormal basis of the space of phys-
ical states.
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