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Research on imbalanced data classification problem is a hot topic in the field of 
machine learning and data mining. In the application of various disciplines, class 
imbalance phenomenon is very common. However, the traditional classifiers behaved 
badly when they were used to solve imbalanced data classification problems. From 
the beginning of the twenty-first century, more and more researchers, both at home 
and abroad, pay attention to the study of imbalanced data classification problem. 
International scholars continuously explore this topic at the relevant meetings. Despite 
the imbalanced data classification problem has made many achievements, there are 
still many problems worth studying. 
In this paper we do research on the imbalanced data classification problem. We 
analyze the main factors of affecting the imbalanced data classification performance, 
summarize the current main methods to solve the imbalanced data classification 
problems, and then try to enhance the performance of classification based on the 
sampling method and ensemble classification method. Based on the sampling method, 
we employ two sampling methods for the imbalanced data classification. One is 
under-sampling by FarthestFirst clustering; the other is weighted random sampling. 
Both of them obtain better performance. Based on ensemble classification method, we 
propose several improved classification methods, which based on single base 
classifier or based on a number of base classifiers. Experiments verify the ensemble 
classification algorithm proposed by this paper can effectively improve the 
performance of classifier, show the combination preprocessing and ensemble 
classification method can more effectively improve the performance of classifier. In 
the same time, we can summarize the conclusion of the different improved 
classification methods for different types of data sets. Using the conclusion in 
bioinformatics applications, according to the characteristics of different 















Experiments show that the improved classification methods can effectively improve 
the performance of classifier in the biological information. With the help of reducing 
the experiment cost, these improved classification methods have great practical 
application value. 
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特征对不同的分类方法影响程度有差异[10]。Batista G E 和 Prati R C 等人通过多
组对比实验，研究类间和类内不平衡性在影响分类器性能方面的程度差异，发现
分类器性能下降有时不完全是不平衡数据引起，还可能是受多类之间重叠样本的
影响[11]。Zhou Z H 和 Zhang M L 通过实验证明了训练集不平衡程度、学习任务
的复杂程度、训练集规模和分类算法是影响分类器性能的主要因素[12]。 
针对训练集样本规模对不平衡数据分类器性能影响，国内外学者提出了重构
数据集的思想，进而提出了多种改进的采样算法。Chawla N V 和 Bowyer K W 提
出了虚拟少数类过采样算法 SMOTE(synthetic minority over-sampling technique)，












比如 1999 年 Shawe-Taylor和Grigoris Karakoulas John提出了 AdaUBoost算法[16]、 
2001 年 Joshi M V 和 Agarwal R C 等人提出了 RareBoost 算法[17]、Viola P 和 Jones 
M 提出了 AsymBoost 算法[18]、2003 年 Chawla N V 和 Lazarevic A 等人提出了
SMOTEBoost 算法[19]、2004 年 Guo H 和 Viktor H L 提出了 DataBoost 算法[20]、



















平衡数据分类问题的算法，比如 1999 年 Fan W 等提出了 AdaCost[23] 、2002 年
Ting 等提出了样本加权方法[24]、2003 年 Zadrozny B 等提出了 Costing[25]等。可
以通过代价信息补偿类别间的分布差异，使得小类的样本有更高的错分代价。 
3、此外还可以通过单类学习（one class learning）技术仅对小类样本进行学
习，此类方法主要包括 Manevitz L M 等提出的使用单类支持向量机进行文件分
类[26]、方景龙和王万良等人提出的用于不平衡数据分类的FE-SVDD 算法[27]等。
另外还有通过应用特征选择方法解决不平衡分类问题，Wang J 和 You J 等人就提
出了通过特征选择达到不平衡数据分类的效果[28]。 
目前已有很多不平衡分类算法应用于实际问题中。1998 年 Kubat M 和 Holte 
R C 等人就对卫星图像进行分析，应用改进的分类方法对石油喷井进行自动监测
[5]。2003 年 Cohen G 和 Hilario M 等人分析了药物治疗检测中不平衡数据的分类
问题，并将改进分类方法应用于生物信息学方面[29]。2004 年 Phua C 和 Alahakoon 
D等人在金融欺诈的模式识别中讨论了不平衡数据分类问题[30]，Zheng Z和Wu X
等人分析了文本分类的特点，并提出针对不平衡数据分类的新方法[31]。2005 年
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