Quantum metrology is a general term for methods to precisely estimate the value of an unknown parameter by actively using quantum resources. In particular, some classes of entangled states can be used to significantly suppress the estimation error. Here, we derive a formula for rigorously evaluating an upper bound for the estimation error in a general setting of quantum metrology with finite data sets. Unlike in the standard approach, where lower bounds for the error are evaluated in an ideal setting with almost infinite data, our method rigorously guarantees the estimation precision in realistic settings with finite data. We also prove that our upper bound shows the Heisenberg limit scaling whenever the linearized uncertainty, which is a popular benchmark in the standard approach, shows it. As an example, we apply our result to a Ramsey interferometer, and numerically show that the upper bound can exhibit the quantum enhancement of precision for finite data. High-precision measurement is one of the most important techniques for developing science and technology. Quantum metrology is a general term for methods to precisely estimate the value of an unknown parameter by actively using quantum resources like entanglement and squeezing [1] [2] [3] . For example, when we use a separable state on an N -partite system in a Ramsey interferometer, an estimation error of phase, δφ, scales as O(1/ √ N ) (the standard quantum limit, SQL). On the other hand, when we use an entangled state like a Greenberger-Horne-Zeilinger (GHZ) state with the same number of particles, δφ scales as O(1/N ) (the Heisenberg limit, HL). Such quantum enhancement of precision has been experimentally achieved in several quantum systems like quantum optics [4], ions [5] , and atoms [6] .
Quantum metrology is a general term for methods to precisely estimate the value of an unknown parameter by actively using quantum resources. In particular, some classes of entangled states can be used to significantly suppress the estimation error. Here, we derive a formula for rigorously evaluating an upper bound for the estimation error in a general setting of quantum metrology with finite data sets. Unlike in the standard approach, where lower bounds for the error are evaluated in an ideal setting with almost infinite data, our method rigorously guarantees the estimation precision in realistic settings with finite data. We also prove that our upper bound shows the Heisenberg limit scaling whenever the linearized uncertainty, which is a popular benchmark in the standard approach, shows it. As an example, we apply our result to a Ramsey interferometer, and numerically show that the upper bound can exhibit the quantum enhancement of precision for finite data. High-precision measurement is one of the most important techniques for developing science and technology. Quantum metrology is a general term for methods to precisely estimate the value of an unknown parameter by actively using quantum resources like entanglement and squeezing [1] [2] [3] . For example, when we use a separable state on an N -partite system in a Ramsey interferometer, an estimation error of phase, δφ, scales as O(1/ √ N ) (the standard quantum limit, SQL). On the other hand, when we use an entangled state like a Greenberger-Horne-Zeilinger (GHZ) state with the same number of particles, δφ scales as O(1/N ) (the Heisenberg limit, HL). Such quantum enhancement of precision has been experimentally achieved in several quantum systems like quantum optics [4] , ions [5] , and atoms [6] .
One of the main goal of quantum metrology theory is to derive a fundamental lower bound on the estimation error. So far many different benchmarks for the estimation error have been proposed and analyzed [3] . The most popular benchmark is the root mean squared error (RMSE), and there are two standard approaches for analyzing RMSE. One is to apply a linear approximation of an estimation method to RMSE. The approximated RMSE is called a linearized uncertainty (LU) . The other is to analyze the classical and quantum Cramér-Rao bounds (CRBs), which are lower bounds on RMSE for a class of estimation methods. LU and CRB show the SQL scaling for separable states and the HL scaling for some entangled states.
From a theoretical viewpoint, LU and CRBs both are interesting and important quantities. From an experimental viewpoint, however, there are two problems with the use of these quantities. First problem is about their φ-dependency. LU and CRB are functions of the parameter to be estimated. The true value of the parameter is unknown in experiments, which is the reason why we try * sugiyama@itp.phys.ethz.ch to estimate it. This means that we cannot calculate the values of LU and CRB in experiments. Second problem is about their invalidity for finite data. In experiments an amount of available data is finite. A linear approximation is used in the derivation of LU, while many estimation methods used in quantum metrology like a maximumlikelihood estimator are nonlinear functions of data, and the nonlinearity is not negligible for finite data. CRBs are lower bounds of RMSE, and they are not attainable when the amount of data is finite [7] . Unattainable lower bounds on an estimation error cannot be used to guarantee an estimation precision. Because the final goal of quantum metrology experiments is a highly precise estimation of an unknown parameter, it is best to rigorously guarantee an estimation precision, if possible. In order to do that, we need an upper bound on an estimation error satisfying two conditions: (1) be independent of the unknown parameter φ, and (2) be valid for finite data.
In this paper, we derive an upper bound satisfying these two conditions for a general setting in quantum metrology. Our result makes it possible to rigorously guarantee the estimation precision in experiments, which is not possible by the standard approach of quantum metrology theory. We also prove that the upper bound shows the scaling the same as the LU, which means that the upper bound shows the HL scaling whenever the LU shows it. As an example, we apply our method to a Ramsey interferometer with N atoms, and perform Monte Carlo simulations for N = 1 ∼ 100. The numerical results indicate that the upper bound can exhibit the quan- tum enhancement of precision for finite data.
Preliminaries.-We consider the following procedure of quantum metrology ( Fig. 1): Step 1. Prepare a known quantum state ρ on a probe system. Step 2. The state undergoes a dynamical process κ φ with an unknown parameter φ. Our aim is to estimate φ ∈ Φ := [φ min , φ max ], where φ min and φ max are assumed to be known. Step 3. After the dynamical process, the state changes to a state ρ φ = κ φ (ρ), which is dependent of φ. We perform a known measurement on the state and obtain a measurement outcome.
Step 4. Repeat steps 1 to 3 a number n of times [8] . Then we have data consisting of n outcomes, x n = {x 1 , . . . , x n }.
Step 5. Calculate an estimate of the parameter, φ est n (x n ), from the data by a data processing method φ est . This function from data to a real value is called an estimator.
The measurement performed in step 3 is described by a positive operator-valued measure (POVM) Π = {Π x } x∈X , which is not necessarily a projective measurement. We assume that the measurement outcomes are bounded, i.e., −∞ < a ≤ x ≤ b < +∞, ∀x ∈ X . The probability distribution is given by p(x|ρ φ , Π) = Tr[ρ φ Π x ], ∀x ∈ X . Let [Π|ρ φ ] and Î[Π|ρ φ ] denote the expectation and variance of measurement outcome of Π, respectively. The expectation is a function of φ, and let f denote the function, i.e., f (φ) := [Π|ρ φ ]. We assume that f is injective, and df dφ = 0 holds for φ ∈ Φ. Let R f denote the range of f , i.e., R f := {f (φ)|φ ∈ Φ}. Then g := f −1 exists for R f , and we have φ = g ( [Π|ρ φ ]). So, if we known the value of the expectation, we can calculate the value of φ.
For given data, we define a sample mean S n := 1 n n i=1 x i , where x i is the i-th outcome in n outcomes. The sample mean converges to the expectation [Π|ρ φ ] in the limit of n going to infinity (the law of large numbers). It might seem natural to consider a direct inversion estimator, φ DI n (x n ) := g(S n ). In general, however, the direct inversion estimator does not work well, because the sample mean is a random variable and can be out of R f , which is caused by a statistical fluctuation originated from the finiteness of n. The inverse function g = f −1 may not exist outside R f , and we may not able to calculate φ
One solution to avoid the problem of φ DI mentioned above is a maximum-likelihood estimator (MLE), φ
n , an estimate of the MLE always exists and takes a value in Φ. MLE has good statistical properties, for example, it attains the Cramér-Rao bound in the limit of n going to infinity [9] . The asymptotic (n ∼ ∞) behavior of MLE is well known in classical statistics [10] , but a rigorous analysis for finite n is an open problem. Instead of MLE, we consider a different estimator relatively easier to be analyzed.
Results.-We consider a least squares (LS) estimator,
Same as MLE, φ LS n (x n ) always exists and takes a value in Φ. Let us define
Note that V n is the sample variance of the data x n and
Using the quantities introduced above, we define three functions of data x n and an user-specified constant ǫ.
δ(x n , ǫ) := min {δ 1 (x n , ǫ), δ 2 (x n , ǫ)} .
The following theorem guarantees that the deviation of the LS estimates from the true parameter is upper bounded by δ with high probability.
Theorem 1 For any number of measurement trials n ≥ 2, user-specified constant ǫ ∈ (0, 1) , and true parameter φ ∈ Φ,
holds with probability at least 1 − ǫ.
We sketch the proof, with the details shown in the Supplemental Material. The LS estimator is a nonlinear function of the sample mean, which is the origin of the main difficulty for the analysis. We use the Taylor expansion up to the second order with the reminder, and reduce the problem to an analysis on the deviation of the sample mean from the true expectation, |S n − f (φ)|. In the reduction, we use the contractivity of the LS estimator,
The contractivity is one of the two main keys in this proof, and this is the reason why we choose the LS estimator. After the reduction, we use two inequalities for evaluating |S n −f (φ)|. One is Hoeffding's inequality [11] , which is well known in classical statistics. The other is the empirical Bernstein inequality [12] , which is a new mathematical tool developed for finite data analysis in machine learning. The empirical Bernstein inequality is the second key in this proof. It enables us to show a relation to the linearized uncertainty explained later. By combining these inequalities, contractivity, and Taylor expansion, we obtain Theorem 1.
It is important that δ(x n , ǫ) is dependent of only data x n and user-specified constant ǫ, and that it is independent of the true parameter φ. (The probability distribution of δ(x n , ǫ) depends on φ.) Let us introduce a data-dependent interval,
Theorem 1 guarantees that, with probability at least 1−ǫ, we obtain I ǫ (x n ) including φ. Such an interval is called a confidence interval with (1 − ǫ)-confidence level. For example, when we choose ǫ = 0.01, we obtain a confidence interval I ǫ=0.01 (x n ) that includes φ with probability at least 99%. The upper bound δ becomes larger as we choose smaller ǫ. This means that, if we require a higher confidence level for a size-fixed upper bound, we need a larger number of measurement trials.
Confidence interval and confidence level are well known concepts in classical statistics, and there are many statistical techniques to calculate them for finite data [13] . Most of these techniques are, however, based on the normal distribution approximation (NDA), and a confidence interval calculated with NDA is called an approximate confidence interval. NDA is valid when the number of measurement trials, n, is sufficiently large (the central limit theorem), but it is not clear which n can be considered as sufficiently large. Therefore, it is not rigorous to apply approximate confidence intervals for finite data in experiments. In contrast to an approximate confidence interval, a confidence interval calculated without any assumption on probability distribution is called an exact confidence interval. To the best of our knowledge, our result is the first exact confidence interval for quantum metrology.
Analysis.-We explain a relation between δ and the linearized uncertainty (LU), (δφ) LU := B LU / √ n, where
By definition, δ 2 decreases as O(1/ √ n), and the coefficient of the dominant term is given by
This coefficient converges to
ǫ in the limit of n going to infinity because V n and φ LS n converge to Î[Π|ρ φ ] and φ, respectively. So, we would expect that δ have the scaling same as the LU with respect to n and N . Actually we can prove the following inequality:
where denotes the expectation with respect to data x n . The proof is shown in the Supplemental Material. The logic mentioned above and Eq. (13) guarantee that, on average, δ(x n , ǫ) scales the same as the LU. The upper bound δ shows the HL scaling, whenever the LU shows it. This is important especially in noisy cases. The quantum enhancement of precision can be suppressed when the dynamical process κ φ is noisy [14] , and recently there are many proposals for recovering the quantum enhancement with respect to LU [15] and CRB [16] [17] [18] . Eq. (13) indicates that the recovery method with respect to LU also works well for δ.
Example.-We apply our result to a Ramsey interferometer with N atoms. For a separable probe state of N atoms, the LU scales as the SQL scaling, O(1/ √ N ). On the other hand, for an entangled state like a GHZ state, the LU can scale as the HL scaling, O(1/N ). We consider two combinations of initial state and measurement. One is a combination of a separable state
and the measurement of the total energy, and the other is that of a GHZ state
(|ee · · · e + |gg · · · g ) and the measurement of the parity, where |e and |g are excited and ground states of an atom, respectively. In the cases, we have B LU = 1/ √ N for the separable state and B LU = 1/N for the GHZ state.
We performed Monte Carlo simulations for the cases with N = 1 ∼ 100, n = 1 ∼ 10000, φ min = 0, φ max = π/400, φ = π/4000, and ǫ = 0.1 (90%-confidence level). The details are given in the Supplemental Material. In order to analyze typical behaviors of δ, we calculated expectations of δ and compared them to expectations of |φ LS n −φ|. n (x n ) − φ|] for the GHZ state, respectively. The expectations were calculated by a Monte Carlo sampling with 5000 repetitions. In panel (a), the horizontal axis is the number of atoms, N . Plots in the panel express the scaling of the expected deviations with respect to N with a fixed number of measurement trials, n = 3000. The expectations of δ are larger than those of |φ LS n − φ|, which is consistent with Theorem 1. Panel (a) also indicates that, up to N = 100, the expectation of δ for the GHZ state scales as the HL scaling, although that for the separable state scales as the SQL scaling. In panel (b), the horizontal axis is the number of measurement trials, n. Plots in the panel express the scaling of the expected deviations with respect to n with a fixed number of atoms, N = 100. The expectations of δ for both states scale as O(1/ √ n), and δ for the GHZ state is, on average, 10(= √ N in the panel) times smaller than δ for the separable state. In conclusion of the numerical simulations, the expectations of δ with 90%-confidence level are larger than the expectations of the actual deviations for both separable and entangled states, which is consistent with Theorem 1. Furthermore, Fig. 2 indicates that, compared to the separable state, the entangled state gives smaller deviation of estimates and smaller error bar δ. Eq. (13) guarantees that δ shows the HL scaling for asymptotically large n whenever the LU shows the scaling, and Fig. 2 indicates that δ can also show the quantum enhancement of precision for finite n. Note that the Ramsey interferometer is mathematically equivalent to a Mach-Zehnder interferometer [19] , which means that δ can show the quantum enhancement of precision in an optical interferometer with a N 00N states.
Discussion.-In Theorem 1, it is assumed that we perfectly know ρ, Π, and the functional form of κ φ . This assumption may not be valid when there exists a systematic error in experiments. In the standard approach of quantum metrology theory, a model for the systematic error is introduced, and it is assumed that the model correctly characterizes the error and that we know the value of a noise parameter in the model [20, 21] . Theorem 1 is applicable for such a perfectly known systematic error. Even if the model is correct, however, the value that we think as the noise parameter may be different from the true value in an experiment. Theorem 1 and the standard approach are not directly applicable for such a partially unknown systematic error, but we can obtain an exact confidence interval for quantum metrology with a partially unknown systematic error, by modifying Theorem 1 based on the worst case of the noise parameter. The explicit form of the exact confidence interval is given in the Supplemental Material.
Summary.-We considered a general setting of quantum metrology, proposing a least squares estimator and deriving an explicit formula of an exact confidence interval for the estimator with arbitrary finite number of measurement trials larger than 2. We showed that the size of the interval, δ, scales the same as the linearized uncertainty, which is a popular benchmark in the standard approach of quantum metrology, for asymptotically large number n of measurement trials. This means that δ asymptotically shows the Heisenberg limit scaling whenever the linearized uncertainty shows the scaling. As an example, we applied our results to a Ramsey interferometer with N atoms and performed Monte Carlo simulations for N = 1 ∼ 100 and n = 1 ∼ 10000. The numerical result indicates that, when a GHZ state is used as an initial state, δ shows the Heisenberg limit scaling for finite n. It means that δ can also exhibit the quantum entrancement of precision for finite n. To the best of our knowledge, this is the first result that makes it possible to rigorously guarantee an estimation precision in quantum metrology with finite data, and we hope it finds application in the analysis of experimental data. ⊗N , but Theorem 1 holds for arbitrary dimensional Hilbert space, which can be infinite dimensional.
• ρ: the density matrix/operator on H characterizing an initial state of the probe system.
• φ: the unknown parameter to be estimated, which takes a value in Φ := [φ min , φ max ].
• κ φ : a trace-preserving and completely positive map characterizing the dynamics in step 2, which is parametrized by φ.
• ρ φ := κ φ (ρ): the density matrix/operator characterizing the state after the dynamical process.
• Π = {Π x } x∈X : a POVM characterizing the measurement, which is not necessarily a projective measurement. For simplicity, we consider a discrete and finite X , but Theorem 1 holds for a continuous X as well.
• a := min x∈X x: the minimal value in the possible measurement outcomes.
• b := max x∈X x: the maximal value in the possible measurement outcomes.
On measurement statistics
• p(x|ρ φ , Π) := Tr[ρ φ Π x ]: the probability that we obtain an outcome x.
• [Π|ρ φ ] := x∈X x · p(x|ρ φ , Π): the expectation of a measurement outcome of Π.
• f : the functional form of
• R f : the range of f , i.e., R f := {f (φ)|φ ∈ Φ}.
• g := f −1 : the inverse of f on Φ. g( [Π|ρ φ ]) = φ holds.
•
the variance of a measurement outcome of Π.
• n: the number of measurement trials.
• x i : an outcome of the i-th measurement trial
(1 ≤ i ≤ n).
• x n := {x 1 , . . . , x n }: data obtained, which is a set of n outcomes.
• S LS n := argmin r ′ ∈R f |r ′ − S n |: the projection of S n on R f . The contractivity, |S LS n −f (φ)| ≤ |S n − f (φ)|, holds for any φ ∈ Φ and data.
: the sample variance of the data.
holds for any n ≥ 2.
2 : the maximal variance.
: the linearized uncertainty (LU) normalized by √ n. The statistical meaning is explained in Sec. A 3.
3. On estimator
• φ DI n (x n ): a direct inversion estimate of data x n . It does not necessarily exist for any data. Even if it exists, it can be out of Φ.
• φ LS : a least squares (LS) estimator defined by φ
• φ LS n (x n ): a least squared estimate of data x n . It exists for any data, and it is always in Φ.
On error bars
• ǫ: a user-specified parameter taking a value in (0, 1), which determines the confidence level of δ.
an error bar derived with Hoeffding's inequality (Lemma 1).
: an error bar derived wtih the empirical Bernstein inequality (Lemma 2).
• δ(x n , ǫ) := min{δ 1 (x n , ǫ), δ 2 (x n , ǫ)}: an error bar with (1 − ǫ)-confidence level.
• I ǫ : an exact confidence interval with (1 − ǫ)-confidence level, defined by
We give a sketch of a procedure for calculating a confidence interval I ǫ in Figure S1 .
FIG. S1
. Sketch of a procedure for calculating an exact confidence interval from data.
List of Assumptions
Theorem 1 holds under the following four assumptions.
A1. We know ρ, Π, and the functional form of κ φ , i.e., we know f .
A2. The measurement outcomes are bounded, i.e., −∞ < a ≤ x ≤ b < +∞, ∀x ∈ X .
A3. f is injective for φ ∈ Φ.
A4. The derivative of f is always non-zero on Φ, i.e.,
Assumption A1 is the standard assumption not only in quantum metrology, but also in statistical parameter estimation. Assumption A2 is necessary for the use of Hoeffding's inequality (Lemma 1) and empirical Bernstein inequality (Lemma 2) in the proof of Theorem 1. Unbounded outcomes can exist theoretically, but outcomes are always bounded in experiments. So, assumption A2 is natural in experiments. Assumption A3 is necessary for the uniqueness of the least squares estimates for any data, and assumption A4 is necessary for avoiding the divergence of δ 1 and δ 2 . In Sec. A 3, we explain that assumptions A3 and A4 are required in the use of the linearized uncertainty, which means that A3 and A4 are implicitly assumed in the standard approach using LU.
Linearized uncertainty and Assumptions
We explain a relation between the root mean squared error (RMSE) and LU (Eq. (A8)), which clarifies the role of assumptions A3 and A4 for the LU. The root mean squared error of an estimator φ est is defined by
. (A1) Let us choose the DI estimator, φ DI as the estimator. The DI estimates do not necessarily exist for any data. Assumption A3 guarantees the existence of the DI estimates only for S n ∈ R f . When S n is out of R f , the DI estimate may not exist. A3 is a necessary condition for the existence, but it is not a sufficient condition. However, let us ignore this fact, i.e., we assume that DI estimates exist for any data. By definition,
holds. We have
We apply the Taylor expansion to f ,
and suppose that n is sufficiently large that the nonlinear terms in the Taylor expansion, O(|φ
holds. Since df dφ = 0 holds from assumption A4, and we obtain
Eq. (A8) means that the linearized uncertainty is an approximated RMSE of the DI estimator, which is derived by ignoring the existence problem of the estimator and the nonlinearity of f . This is the reason why we call (δφ) LU a linearized uncertainty. In the derivation of Eq. (A8), the following two conditions are required in addition to assumptions A3 and A4.
C1. DI estimates exist for
C2. The number of measurement trials n is sufficiently large that the nonlinearity of f around φ is negligible.
In the standard approach using LU, A1, A3, A4, C1, and C2 are implicitly assumed. On the other hand, Theorem 1 does not require C1 and C2. Especially the disuse of C2 is important to analyze finite data, because it is unclear which n can be considered as "sufficiently" large in C2.
In this section we show the proof of Theorem 1. We
It is difficult to directly analyze this quantity, because φ LS n is a nonlinear function of S n and is a biased estimator. On the other hand, the following two lemmas hold for S n .
Lemma 1 (Hoeffding's inequality [11] ) Let X be a random variable with X ∈ [a, b] and X 1 , X 2 , . . . , X n be a sequence of i.i.d. random variables satisfying X i = X(i = 1, . . . , n), respectively. Then for any 0 < ǫ < 1 and n ≥ 1,
holds.
Lemma 2 (Empirical Bernstein inequality [12])
Let X be a random variable with a ≤ X ≤ b and X 1 , X 2 , . . . , X n be a sequence of i.i.d. random variables satisfying X i = X(i = 1, . . . , n), respectively. Then for any 0 < ǫ < 1 and n ≥ 2,
holds [23] , where
Note that V max in Hoeffding's inequality is independent of data, and that V n (X n ) in the empirical Bernstein inequality is dependent of data.
First, we reduce the analysis of φ LS n (x n ) − φ to that of |S n − [Π|ρ φ ]|. Let r denote the argument of g. Using the Taylor expansion of g(r) around S LS n up to the 2nd order with the remainder in the Lagrange form, we obtain the following inequality.
where r ′ is some real number between r and S LS n .
By combining Eq. (B6) with
≤ L and the contractivity (Eq.
(10)), we obtain
By solving this quadratic inequality with δ > 0, we can show that Eq. (B8) is equivalent to
By substituting δ = δ 1 and δ = δ 2 into Eq. (B9), we obtain
where we used the equalities 
Appendix C: Proof of Eq. (13) Here we show the proof of Eq. (13) .
where we used the Cauchy-Schwarz inequality and the
At the limit of n to infinity, |S LS n − r| converges to 0 because of the contractivity, |S LS n − r| ≤ |S n − r|, and the law of large numbers. Then
holds, and we obtain
Appendix D: Example: Ramsey interferometer
In this section, we explain the details of the Ramsey interferometer analyzed in the main text. When we use a separable state of N atoms for the initial state, the LU scales as the SQL scaling, O(1/ √ N ). On the other hand, when we use an entangled state, the LU can scale as the HL scaling, O(1/N ). The procedure of the Ramsey interferometer is as follows.
1. Prepare an initial state |φ of N atoms. Each atom is a two-level system.
2. Each atom independently undergoes a free evolution, exp i φ 2 σ 3 .
3. After the evolution, we perform a π 2 -pulse along an axis, cos φ 0 · σ 1 + sin φ 0 · σ 2 , where φ 0 is a reference phase to be user-tuned.
Perform a projective measurement of an observable,
A.
5. Repeat 1 to 4 a number n of times.
We consider the following two combinations of the initial state |ψ and measured observable A.
(1) A product state and energy measurement Let us choose a product state,
as the initial state, where |e and |g are the excited and ground states, respectively. We observe the total energy,
where σ (j) 3
. The set of possible measurement outcomes is X = {−N, − (N − 1) , . . . , N − 1, N }. In this combination, the probability distribution is given by
and we obtain the following equalities:
df dφ
From Eq. (D4), f is a periodic function with period 2π. In order to satisfy assumptions A3 and A4, the size of Φ must be at most smaller than π.
(2) A GHZ state and parity measurement Let us choose a GHZ state,
as the initial state. We observe the parity,
where N g and N e are the particle number operators for |g and |e , respectively. The set of possible measurement outcomes is X = {−1, +1}. In this combination, the probability distribution is given by In this case, we have the following equalities:
From Eq. (D13), f is a periodic function with period 2π/N . In order to satisfy assumptions A3 and A4, the size of Φ must be at most smaller than π/N .
Note that J 3 and P are commuting, and that these are reduced from the measurement of particle numbers for each energy level in an experiment [24] . Mathematically these are different observables, but the same measurement apparatus is used for both of two in the experiment. So, in cases (1) and (2), their initial states are different, their observables are different, and their POVMs are same. In general, the LU is larger than or equivalent to the CRB, but in cases (1) and (2) their LUs coincide with their CRBs, respectiely. This is the reason why we choose different observables.
We performed a Monte Carlo simulation for cases (1) and (2) for any data,
holds with probability 1. So, φ max − φ min gives a trivial 100%-confidence interval. In panel (a) of Fig. S2 , [δ] for the separable state (solid black line) is larger than φ max − φ min (the solid green line) for all N between 1 to 100. This means that, on average, n = 3000 is not enough for obtaining a nontrivial 90%-confidence interval in case (1) , while the number is enough in case (2) 
The scaling of dashed black line is between O(1/ √ N ) and O(1), which means that n = 3000 is not small and is not sufficiently large. In panel (b), the horizontal axis is the number of measurement trials, n. Plots in the panel express the scaling of the expected δ 1 and δ 2 with respect to n with a fixed number of atoms, N = 100. Plots for the separable and GHZ states have a same behavior, i.e., ǫ , in δ 2 is not negligible, and δ 1 < δ 2 holds. For large n, the correction term becomes negligible, and δ 1 > δ 2 becomes true because V n ≤ V max holds.
Appendix E: Partially unknown noises
In the standard analysis of noisy quantum metrology, it is assumed that a model of the noise is correct, and that a value of a parameter characterizing the noise is known [14-18, 20, 21, 25, 26] . This is the case that the noise is perfectly known. In experiments, however, it is unusual that the noise is perfectly known.
Here let us consider the case that the noise is partially unknown, i.e., the noise model is correct, but we do not know the value of a noise parameter in the model. Suppose that there is an imperfection of the preparation of initial state and that it is characterized by a noise model with a parameter η 1 , The time evolution is characterized by the true parameter of interest φ and noise parameter η 2 , There is an imperfection in the measurement apparatus, and it is characterized by a noise model with a parameter η 3 (η 1 , η 2 , and η 3 can be multi-parameters.) Suppose that the noise parameters,η := (η 1 , η 2 , η 3 ), are unknown, but that we know a region E including the true noise parameters, i.e., η ∈ E. In this case, the probability distribution of the measurement outcome is given by p(x|φ, η) = Tr [κ φ,η2 (ρ η1 )Π x,η3 ] .
We know the function form of the probability distribution, but we do not know the true values of φ and η.
Then the functional forms of f and g depends on the values of η, and the value of δ depends on η as well. To clarify this noise-dependency of φ LS n and δ, let us use new notations, φ LS n (x n , η) and δ(x n , ǫ, η).
denote the values that we think as the true values of η. In general, η ′ and η are different. We want to evaluate the difference between φ LS n (x n , η ′ ), which is a LS estimate calculated from data and incorrect noise parameter, and φ. We have
where Eq. (E3) holds with probability at least 1 − ǫ. Let us definẽ
We obtain the following theorem.
Lemma 3 For any number of measurement trials n ≥ 2 and user-specified constant 0 < ǫ < 1,
Lemma 3 provides an exact confidence interval for quantum metrology with partially unknown noise. The first term in the R.H.S. of Eq. (E5) is the effect of the partially unknown noise. This is a systematic error. The second term in the R.H.S. of Eq. (E5) corresponds to the statistical error. When a noise is partially unknown and we choose an incorrect value for the noise parameter, any estimator φ est cannot converge to the true parameter φ. So, when n goes to infinity, δ converges to 0 butδ does not. To avoid this problem in the case that the noise is partially unknown, we need to estimate the parameter of interest φ and noise parameters η both. This simultaneous estimation of φ and η is a theoretically interesting and practically important problem, but it is out of the main topic of this paper.
