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В настоящее время системы управления базами данных широко используются во многих 
областях деятельности человека. Наиболее распространённой остается реляционная мо-
дель данных, впервые предложенная Коддом в 1970 г. [1]. Табличные алгебры, введённые 
В.Н. Редько и Д.Б. Буем [2], построены на основе реляционных алгебр Кодда и существен-
но их развивают. Они составляют теоретический фундамент языков запросов современных 
табличных баз данных. Элементы носителя табличной алгебры уточняют реляционные 
структуры данных, а сигнатурные операции построены на базе основных табличных мани-
пуляций в реляционных алгебрах и SQL-подобных языках.
Одной из наиболее важных задач в современных базах данных является задача опти-
мизации запросов [3]. В ряде работ рассмотрены различные алгоритмы эффективного вы-
полнения операции соединения, что в некоторых случаях позволяет оптимизировать запро-
сы [4–7]. В настоящей работе рассмотрены алгоритмы выполнения операций пересечения, 
объединения, разности и найдена сложность этих алгоритмов. Эти алгоритмы используют 
как теоретико-множественную природу таблиц, так и их специфику — структуру строк. 
Найденные оценки сложности алгоритмов могут быть применены для вычисления “стоимо-
сти” запросов и эквивалентных преобразований выражений, а также выбора оптимального 
плана их выполнения.
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Исследованы алгоритмы реализации пересечения, объединения и разности таблиц в табличных 
алгебрах: сначала рассматриваются наиболее естественные алгоритмы, а затем предлагают-
ся их модификации, позволяющие уменьшить количество вычислений. Для всех предложенных 
алгоритмов найдены точные оценки сложности в худшем случае и в среднем, на основе которых 
были найдены наиболее быстрые алгоритмы для каждой операции. Проведены численные экс-
перименты, которые подтверждают теоретические оценки.
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Основные определения. Зафиксируем некоторое непустое множество атрибутов  = 
{A1,…, An}. Произвольное конечное подмножество множества  назовем схемой, причем 
схема может быть пустым множеством. Строкой 1 1{( , ), ,( , )}k ks A d A d= …′ ′  схемы R называ-
ется множество пар, проекция которого по первой компоненте равна R, причем атрибуты 
1, , kA A…′ ′  попарно различны, т.е. строка является функциональным бинарным отношени-
ем. Таблицей схемы R называется конечное множество строк схемы R, количество строк 
в таблице T обозначаем |T |. Далее, если не оговорено противное, в работе рассматриваются 
таблицы схемы R с количеством атрибутов n. На множестве всех таких таблиц введены опе-
рации пересечения ∩
R
, объединения ∪
R
 и разности —
R
 таблиц как ограничения одноименных 
тео ре тико-множественных операций.
Табличной алгеброй называется частичная алгебра с носителем — множеством всех 
таблиц произвольной схемы — и девятью, вообще говоря, параметрическими операциями: 
пересечением, объединением, разностью, проекцией, селекцией, активным дополнением, 
соединением, делением и переименованием; определения шести из этих операций, не рас-
сматриваемых в данной работе, приведены в [2, 8, 9].
Вычислительной сложностью алгоритма называется функция зависимости объёма ра-
боты, которая выполняется им, от размера входных данных. Рассматривают два вида вы-
числительной сложности: временную, которая оценивает время выполнения алгоритма 
(количество выполняемых вычислений), и емкостную, которая оценивает количество ячеек 
памяти, необходимое для работы алгоритма. Известны два подхода к определению времен-
ной сложности — использование равномерного (все элементарные операции имеют одина-
ковый вес) либо логарифмического (элементарные операции могут иметь различные веса) 
весов [10]; в настоящей работе используется равномерный вес. Выделяют три типа времен-
ной сложности алгоритма: сложность в худшем случае, сложность для почти всех входов 
и сложность в среднем. Исследование временной сложности алгоритма в худшем случае 
существенно проще, чем исследование других двух типов его сложности, хотя при анализе 
временной сложности обработки запросов наиболее приемлемым является использование 
сложности в среднем, поскольку именно она дает возможность оценить эффективность об-
работки запросов.
В работе [8] выделены основные преобразования таблиц: добавление A D D (T, s), уда-
ление D E L (T, s) строки s и замена C H (T, s, s1) строки s строкой s1 в таблице T; в алгорит-
мах, рассматриваемых в данной работе, будут использованы первые два преобразования, 
их сложность в худшем случае и в среднем принимаем равной n. Далее будем рассматри-
вать алгоритмы реализации пересечения, объединения и разности в табличных алгебрах: 
для каждой операции сначала рассматривается наиболее естественный, на наш взгляд, ал-
горитм, после этого предлагаются его модификации, позволяющие уменьшить количество 
вычислений. Затем будем находить временную сложность в худшем случае и в среднем для 
каждого из этих алгоритмов.
Описание предложенных алгоритмов. Рассмотрим четыре алгоритма реализации опера-
ции пересечения таблиц. Сначала рассмотрим алгоритм, являющийся, на наш взгляд, наиболее 
естественным; этот алгоритм выдает результат пересечения таблиц T1 и T2 в новую таблицу T.
Алгоритм А 1.1. С каждой строкой s1 ∈ T1 сравниваем все строки таблицы T2: если су-
ществует такая строка s2 ∈ T2, что s1 = s2, то строку s1 добавляем в таблицу T и переходим к 
следующей строке таблицы T1.
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Далее рассмотрим модификацию алгоритма А 1.1, которая заключается в том, что, вви-
ду уникальности строк в таблицах, при нахождении в таблице T2 строки, совпадающей с 
рассматриваемой строкой таблицы T1, строку из таблицы T2 можно удалить.
Алгоритм А 1.2. С каждой строкой s1 ∈ T1 сравниваем все строки таблицы T2, и если 
существует такая строка s2 ∈ T2, что s1 = s2, то строку s1 добавляем в таблицу T, строку s2 
удаляем из таблицы T2 и переходим к следующей строке таблицы T1.
Далее рассмотрим модификацию алгоритма А 1.1, которая выдает результат пересече-
ния таблиц T1 и T2 в ту из исходных таблиц, у которой количество строк не больше, чем у 
другой таблицы.
Алгоритм А 1.3. Если |T1|  |T2| то с каждой строкой s1 ∈ T1 сравниваем все строки табли-
цы T2 и если не существует такой строки s2 ∈ T2, что s1 = s2, то строку s1 удаляем из таблицы 
T1, а если такая строка существует, то при ее обнаружении переходим к следующей строке 
таблицы T1; результат содержится в таблице T1. Если же |T1| > |T2| то таблицы T1 и T2 меня-
ются ролями.
Теперь рассмотрим компиляцию алгоритмов А 1.2 и А 1.3.
Алгоритм А 1.4. Если |T1|  |T2| то с каждой строкой s1 ∈ T1 сравниваем все строки та-
блицы T2, и если не существует такой строки s2 ∈ T2, что s1 = s2, то строку s1 удаляем из та-
блицы T1, а если такая строка существует, то строку s2 удаляем из таблицы T2 и переходим 
к следующей строке таблицы T1; результат содержится в таблице T1. Если же |T1| > |T2|, то 
таблицы T1 и T2 меняются ролями.
Рассмотрим три алгоритма реализации операции объединения таблиц. Сначала рас-
смот рим наиболее естественный, на наш взгляд, алгоритм, который выдает результат объе-
ди нения таблиц T1, и T2, в новую таблицу T.
Алгоритм А 2.1. Добавляем все строки s1 ∈ T1 в новую таблицу T, а затем все строки s2 
таблицы T2 сравниваем со строками таблицы T1, и если не существует такой строки s1, что 
s2 = s1, то строку s2 добавляем в таблицу T, а если такая строка существует, то при ее обнару-
жении переходим к следующей строке таблицы T1.
Далее рассмотрим модификацию (алгоритм А 2.2) алгоритма А 2.1, которая заключает-
ся в том, что после добавления всех строк таблицы T1 в таблицу T мы сравниваем все строки 
таблицы T со строками таблицы T2 (а не строки таблицы T2 со строками таблицы T1, как в 
алгоритме А 2.1).
Алгоритм А 2.2. Добавляем все строки s1 ∈ T1 в новую таблицу T, а затем все строки s 
таблицы T сравниваем со строками таблицы T2, и если существует такая s2 ∈ T2, что s = s2, то 
удаляем строку s2 из таблицы T2 и переходим к следующей строке таблицы T. После этого 
добавляем все оставшиеся строки таблицы T2 в таблицу T.
Теперь рассмотрим алгоритм, который выдает результат объединения таблиц T1 и T2 в 
одну из исходных таблиц с большим количеством строк.
Алгоритм А 2.3. Если |T1|  |T2|, то с каждой строкой s2 ∈ T2 сравниваем все строки табли-
цы T1, и если существует такая строка s1 ∈ T1, что s2 = s1, то удаляем строку s1 из таблицы T1 
и переходим к следующей строке таблицы T2; после этого добавляем все оставшиеся строки 
из таблицы T1 в таблицу T2, в которой содержится результат. Если же |T1| > |T2|, то таблицы 
T1 и T2 меняются ролями.
Рассмотрим пять алгоритмов реализации операции разности таблиц. Сначала рассмо-
трим наиболее естественный, на наш взгляд, алгоритм, который выдает результат разности 
таблиц T1 и T2 в новую таблицу T.
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Алгоритм А 3.1. С каждой строкой s1 ∈ T1 сравниваем все строки таблицы T2: если не 
существует такой строки s2 ∈ T2, что s1 = s2, то строку s1 добавляем в новую таблицу T, а если 
такая строка существует, то при ее обнаружении переходим к следующей строке таблицы T1.
Далее рассмотрим модификацию алгоритма А 3.1, которая заключается в том, что, вви-
ду уникальности строк в таблицах, при нахождении в таблице T2 строки, совпадающей с 
рассматриваемой строкой таблицы T1, строку из таблицы T2 можно удалить.
Алгоритм А 3.2. С каждой строкой s1 ∈ T1 сравниваем все строки таблицы T2: если су-
ществует такая строка s2 ∈ T2, что s1 = s2, то строку s2 удаляем из таблицы T2 и переходим к 
следующей строке таблицы T1, если же такой строки не существует, то строку s1 добавляем 
в новую таблицу T.
Далее рассмотрим модификацию алгоритма А 3.1, который выдает результат разности 
таблиц T1 и T2 в исходную таблицу T1.
Алгоритм А 3.3. С каждой строкой s1 ∈ T1 сравниваем все строки таблицы T2: если суще-
ствует такая строка s2 ∈ T2, что s1 = s2, то строку s1 удаляем из таблицы T1.
Далее рассмотрим модификацию алгоритма А 3.3, которая заключается в том, что ввиду 
уникальности строк в таблицах, при нахождении в таблице T2 строки, совпадающей с рас-
сматриваемой строкой таблицы T1, строку из таблицы T2 можно удалить.
Алгоритм А 3.4. С каждой строкой s1 ∈ T1 сравниваем все строки таблицы T2: если суще-
ствует такая строка s2 ∈ T2, что s1 = s2, то строку s1 удаляем из таблицы T1, а строку s2 удаляем 
из таблицы T2.
Теперь рассмотрим модификацию алгоритма А 3.3, которая заключается в изменении 
порядка сравнения строк в исходных таблицах: в этом алгоритме строки таблицы T2 сравни-
ваются со строками таблицы T1.
Алгоритм А 3.5. С каждой строкой s2 ∈ T2 сравниваем все строки таблицы T1: если су-
ществует такая строка s1 ∈ T1, что s2 = s1, то строку s1 удаляем из таблицы T1 и переходим к 
следующей строке таблицы T2.
Вычисление сложности предложенных алгоритмов. Была найдена сложность в худ-
шем случае для всех предложенных алгоритмов, в которых полагали |T1| = m1 и |T2| = m2. 
Поскольку в каждом из предложенных алгоритмов количество вычислительных действий 
зависит от количества строк, одновременно принадлежащих обеим исходным таблицам (т.е. 
строк таблицы 1 2
R
T T∩ ), в процессе нахождения сложности каждого алгоритма сначала была 
найдена ее функциональная зависимость от числа строк таблицы 1 2
R
T T∩ , а затем, в качестве 
сложности в худшем случае — максимум найденной функции. Заметим, что для каждой 
строки s1 ∈ T1 при поиске равной ей строки s2 наибольшее количество вычислений проис-
ходит в случае, когда было перебрано максимально возможное количество строк таблицы 
T2(m2), а при сравнении с s1 других (отличных от s2) строк таблицы T2 было выполнено мак-
симально возможное количество сравнений значений атрибутов (n). Также заметим, что в 
случае сравнения строк таблицы T1 со всеми строками таблицы T2, если заранее известно, что
1 2
R
T T j∩ = , то необходимо сделать не более, чем ⋅ −− + + − + ⋅ −…2 2 2 2 ( 1)( 1) ( 1) 2
j j
m m m j j m+ =  
операций сравнения строк.
Сложностные характеристики для каждого из предложенных алгоритмов приведены в 
соответствующей табл. 1. Сложность в среднем алгоритмов А 1.1 — А 3.5 зависит от многих 
параметров исход ных таблиц. Пусть |T1| = m1, |T2| = m2, т = min {m1, m2}, T1, T2 — таблицы 
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схемы R = {A1, …, An} мощности доменов атрибутов A1, …, An равны соответственно 1, ... , nq q , 
1 nq q Q⋅ ⋅… = . Таким образом, существует ровно Q фиксированных строк, каждая из кото-
рых независимо от остальных может входить или не входить в каждую из исходных таблиц. 
Будем считать, что распределение значений по каждому атрибуту в обеих таблицах равно-
мерное. Несложно видеть, что если m1 + m2  Q, то минимальное количество строк таблицы 
1 2
R
T T∩  равно 0, в противном случае минимальное количество строк таблицы 1 2
R
T T∩  равно 
(m1 + m) — Q, это минимальное количество строк обозначим z; из определения пересечения 
таблиц очевидно вытекает, что максимально возможное количество строк таблицы 1 2
R
T T∩  
равно m. Поскольку все предложенные алгоритмы используют сравнение строк в таблицах T1 
и T2 на предмет их равенства и сложность всех этих алгоритмов зависит от количества строк 
Алго-
ритм
Сложность 
в худшем случае Значение W (j) для алгоритма
A 1.1 m1 · m2 · n + n ⎛ ⎞
⋅ − ⋅ + ⋅ + ⋅ ⋅⎜ ⎟⎝ ⎠1 2 2( 1) 22
j
m m m W j n’
 
A 1.2 m1 · m2 · n + 3 · n
1 2 1 2
1
3
2 2 2
j j
m m m m W j n
⎛ ⎞⎛ ⎞
⋅ − ⋅ + + − ⋅ + ⋅ ⋅⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠ ’
A 1.3 m1 · m2 · n + min{m1, m2} · n + 
+ m1 + m2 + 1
⎛ ⎞
⋅ − ⋅ + ⋅ + ⋅ + + +⎜ ⎟⎝ ⎠1 2 1 2 1 2 1 2(max{ , } 1) min{ , } 12
j
m m m m W m m n m m’
 
A 1.4 m1 · m2 · n + min{m1, m2} · n + 
+ m1 + m2 + 1
⎛ ⎞⎛ ⎞
⋅ − ⋅ + + − ⋅ + ⋅ + ⋅ + + +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠1 2 1 2 1 2 1 2
1
min{ , } 1
2 2 2
j j
m m m m W m m n j n m m’
A 2.1 m1 · m2 · n + m1 · n + m2 · n ⎛ ⎞
⋅ − ⋅ + ⋅ + ⋅ + ⋅⎜ ⎟⎝ ⎠1 2 2 1 2( 1)2
j
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Таблица 1. Сложностные характеристики предложенных алгоритмов
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таблицы 1 2
R
T T∩ , были найдены вероятности P(j) того, что таких строк будет в точности j 
(j ∈ {z, …, m}):
( ) ( ) ( )( ) ( ) ( )
1 2
1
1 1
1 2 1 2
2
1 2 1 2
! ! ! !
! ! ! ! !
m j m jj
Q Q j Q m
m m
Q Q
C C C m m Q m Q m
P j
j m j m j Q m m j QC C
− −
−
−
⋅ ⋅
⋅ ⋅ − ⋅ −
⋅ − ⋅ − ⋅ − − + ⋅
⋅
= = .
Далее, для каждого из предложенных алгоритмов было определено значение W (j) сред-
него количества вычислительных действий при условии 1 2
R
T T j∩ = . Сложностью в среднем 
считаем величину ( ) ( )m
j z
P j W j⋅∑
=
.
Для нахождения W(j) было найдено среднее количество вычислительных действий W', 
необходимое для сравнения строк s1 ∈ T1 и s2 ∈ T2 в случае, когда s1 ≠ s2:
1 2
1 1 2
11 1
1 2
1
nqq qQW n
Q q q q Q
⎛ ⎞
−− −
⋅ ⋅ + ⋅ + + ⋅′ ⎜ ⎟
− ⋅⎝ ⎠…= .
Для сложности в среднем в табл. 1 указаны только значения W (j), поскольку значения 
P (j) во всех алгоритмах одинаковы и зависят только от параметров исходных таблиц.
Из предложенных алгоритмов для операции пересечения наименьшую сложность в 
худшем случае имеет алгоритм А 1.1, а в среднем — у алгоритма А 1.4; для объединения 
наименьшая сложность в худшем случае и в среднем у алгоритма А 2.3; для разности 
наименьшая сложность в худшем случае у алгоритмов А 3.3 и А 3.5, а в среднем — у ал-
горитма А 3.5.
Для экспериментального подтверждения результатов была разработана программа в 
среде Lazarus, которая вычисляет фактическое количество выполненных вычислений для 
каждого из предложенных алгоритмов и сравнивает их с предложенными теоретическими 
оценками; также программа может вычислять среднее значение фактического количества 
выполненных вычислений для любой серии опытов, в каждом из которых исходные табли-
цы формируются случайным образом. Проведенные эксперименты показали, что уже для 
относительно небольшого количества опытов (от 100) средние значения фактического ко-
личества выполненных вычислений отличаются от расчетных на величину, не превосходя-
щую 0,1 %, а при увеличении количества опытов различие между фактическим количеством 
выполненных вычислений и расчетным уменьшается.
В дальнейшем предполагается аналогичным образом исследовать алгоритмы реализа-
ции остальных сигнатурных операций табличных алгебр, а также алгоритмы реализаций 
операций над таблицами в виде мультимножеств, у которых строки могут повторяться.
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ОЦІНКИ СКЛАДНОСТІ АЛГОРИТМІВ РЕАЛІЗАЦІЇ 
ТЕОРЕТИКО-МНОЖИННИХ ОПЕРАЦІЙ В ТАБЛИЧНИХ АЛГЕБРАХ
Досліджено алгоритми реалізації перетину, об’єднання та різниць таблиць в табличних алгебрах: спочатку 
розглядаються найбільш природні алгоритми, а потім пропонуютъся їх модифікації, які дозволяють змен-
шити кількість обчислень. Для ycix запропонованих алгоритмів знайдено точні оцінки складності в найгір-
шому випадку та у середньому, на основі яких було знайдено найбільш швидкі алгоритми для кожної опера-
ції. Проведені обчислювальні експерименти, які підтверджують теоретичні оцінки.
Ключові слова: складність алгоритму, табличні алгебри, бази даних.
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ESTIMATES OF THE COMPLEXITY OF ALGORITHMS 
OF IMPLEMENTATION OF SET-THEORETIC OPERATIONS IN TABLE ALGEBRAS
The algorithms of implementation of the intersection, union, and difference of tables in the table algebras are inves-
tigated. A modification of the most common algorithms reducing the amount of computation is proposed. Based on 
the evaluated complexities in the worst case and on the average for the modified algorithms, the fastest algorithms for 
each operation are found. The experiments, which confirm the theoretical estimates, are executed.
Keywords: complexity of algorithms, table algebra, database.
