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Abstract
Mathematical Analysis of the
Indistinguishability Obfuscations
Jiseung Kim
Department of Mathematical Sciences
The Graduate School
Seoul National University
Indistinguishability obfuscation (iO) is a weak notion of the program
obfuscation which requires that if two functionally equivalent circuits are
given, their obfuscated programs are indistinguishable. The existence of
iO implies numerous cryptographic primitives such as multilinear map,
functional encryption, non interactive multi-party key exchange. In gen-
eral, many iO schemes are based on branching programs, and candidates
of multilinear maps represented by GGH13, CLT13 and GGH15.
In this thesis, we present cryptanalyses of branching program based iO
over multilinear maps GGH13 and GGH15. First, we propose cryptanaly-
ses of all existing branching program based iO schemes over GGH13 for all
recommended parameter settings. To achieve this, we introduce two novel
techniques, ‘program converting’ using NTRU-solver and ‘matrix zeroiz-
ing’, which can be applied to a wide range of obfuscation constructions.
We then show that there exists polynomial time reduction from the NTRU
problem to all known branching program based iO over GGH13.
i
ii
Moreover, we propose a new attack on iO based on GGH15 which
exploits statistical properties rather than algebraic approaches. We apply
our attack to recent two obfuscations called CVW and BGMZ obfuscations.
Thus, we break the CVW obfuscation under the current parameter setup,
and show that algebraic security model of BGMZ obfuscation is not enough
to achieve ideal security. We show that our attack is lying outside of the
algebraic security model by presenting some parameters not captured by
the proof of the model.
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Intuitively, the program obfuscation is similar to an encryption scheme
which takes as input a program, not a message. Informally, the security of
the program obfuscation is to hide all information excepts for inputs and
outputs of the program. Constructing a general-purpose program obfus-
cation has been a long standing coveted open problem because of fruitful
applications and implications, but the impossibility of the general-purpose
program obfuscation was proved [BGI`01, BGI`12]. Instead, authors of
the seminal paper proposed a weak notion of program obfuscation, called
the indistinguishability obfuscation. Currently, a cryptographic obfusca-
tion means the indistinguishability obfuscation.
1.1 Indistinguishability Obfuscation
Indistinguishability Obfuscation (iO) is a weak notion of program obfusca-
tion. It takes as input a program, and outputs a obfuscated program while
preserving the functionality. The purpose of iO is to hide one bit informa-
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tion which one of program is obfuscated when two functionally equivalent
programs and an obfuscated program of one of them are given. Although
it provides one bit indistinguishability, it has numerous applications such
as a functional encryption [GGH`13b], a witness encryption [GGSW13],
a deniable encryption [SW14], graded encoding schemes [FHHL18], and a
traitor tracing [BZ17].
Garg et al. [GGH`13b] first proposed a plausible candidate of the
general-purpose iO exploiting a cryptographic multilinear map. This con-
struction consists of three steps; transforms a circuit into a (matrix) branch-
ing program (BP), randomize a branching program while preserving func-
tionalities to blow-up the security, and encode an randomized branching
program using a cryptographic multilinear map. This first candidate of
iO has ignited the various subsequent studies [BR14, PST14, AGIS14,
BGK`14, MSW14, Zim15, AB15, BMSZ16, GMM`16, DGG`18, CVW18,
BGMZ18] by changing steps of a transformation and a randomization pro-
cesses, all of which stand on the cryptographic multilinear maps.
To date, there are three plausible candidates of multilinear map; the
first is due to Garg, Gentry, and Halevi [GGH13a] (GGH13), the second is
due to Coron, Lepoint, and Tibouchi [CLT13] and the last is due to Gentry,
Gorbunov, and Halevi [GGH15]. These constructions are not known to have
the desired security of the multilinear map due to the specialized attack,
typed zeroizing attacks [CHL`15, HJ16, CLLT16]; these attacks commonly
use several encodings of zero to show the insecurity of the multi-party key
exchange protocol instantiated by candidates of the multilinear map.
However, zeroizing attacks do not damage the security of current iO
constructions from the candidate multilinear maps since all iO candi-
dates do not publish ‘low-level encodings of zero’ which are key ingredi-
2
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ents to break cryptographic multilinear maps. On the other hand, some
iO candidates [BR14, BGK`14, AGIS14, Zim15, MSW14] claimed the
provable security under the idealized multilinear map model, so-called
the generic multilinear map model. In addition, some works have been
tried to overcome this gap between idealized model and concrete instan-
tiation of multilinear maps by presenting a concept of weak multilinear
map [GMM`16, MZ18, BGMZ18].
Despite the provable security under these models, the security of con-
crete instantiation of indistinguishability obfuscations based on GGH13,
CLT13 and GGH15 is still in dubious nature. Indeed, there have been
numerous attacks to indistinguishability obfuscations which employ rela-
tions between the top level encodings of zero [CGH`15, MSZ16, ADGM17,
CGH17, CLLT17, Pel18, CHKL18a, CHKL18b, CVW18, KL19, CCH`19].
However, the security of a few branching programs iO still remains as
an open problem. For example, CVW and BGMZ obfuscations proposed by
Chen et al. [CVW18] and Bartusek et al. [BGMZ18], which are branching
program iO based on GGH15, are robust against all known (quantum)
attacks. Moreover, the security of FRS obfuscation proposed by Fernando
et al. [FRS17] when it is instantiated by CLT13 is still open. In case of
branching program iO over GGH13, the GGHRSW iO [GGH`13b], the first
candidate, and the GMMSSZ iO [GMM`16], a provably secure under weak





In this thesis, we propose new polynomial cryptanalyses of branching pro-
gram obfuscations based on cryptographic multilinear maps, GGH13 and
GGH15.
1.2.1 Mathematical Analysis of iO based on GGH13
We present distinguishing attacks on candidates BP iO over GGH13 mul-
tilinear map based on the algorithm to solve the NTRU problem. With the
novel two techniques, program converting and matrix zeroizing attack, we
show that existing general-purpose BP obfuscations cannot achieve the de-
sired security when the obfuscations use GGH13 with proposed parameters
in [GGH13a, LSS14, ACLL15]. In other words, there are two functionally
equivalent BPs with same length such that their obfuscations obtained by
an existing BP obfuscations over GGH13 can be distinguished in polyno-
mial time for the suggested parameters.
Our attack is applicable to wide range of obfuscations and BPs com-
pared to the previous attacks. In particular, we show that multi-input BP
obfuscations including GMMSSZ construction are insecure in the NTRU-
solvable parameter regime. Further, we show that the first candidate in-
distinguishability obfuscation GGHRSW based on GGH13 with current
parameters also does not have the desired security even if it only obfus-
cates input-unpartitionable BPs including branching programs generated
by Barrington’s theorem. Although a new property of BPs called linear
relationally inequivalence is exploited in our attack, we show that various
pairs of BPs satisfy this property.
As a result, we show that the BP obfuscations based on GGH13 mul-
4
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tilinear map with suggested parameters are broken using the algorithm
for NTRU solely. Therefore the underlying lattice dimension n of GGH13
should be set to n “ Θ̃pκ2λq to maintain 2λ security of obfuscation schemes.
This implies the iO based on GGH13 is even much inefficient than the pre-
vious results [LMA`16, ABD16].
1.2.2 Mathematical Analysis of iO based on GGH15
We give a new polynomial time cryptanalysis, statistical zeroizing attack,
on the candidates of iO based on the GGH15 multilinear map. This attack
directly distinguishes the distributions from zeros of obfuscated programs
instead of finding algebraic relations of evaluations. We particularly exploit
the sample variance as a distinguisher of the distributions, while this attack
introduces wide class of distinguishing methods. In particular, under an
assumption on lattice preimage sampling algorithm with a trapdoor, our
attack breaks the security of
‚ CVW obfuscation for the optimal parameter choice. Further, our
attack still works for the relatively small variance σ2 of Gaussian
distribution such as σ “ polypλq for the security parameter λ, and
‚ BGMZ obfuscation for large variance of Gaussian distribution, e.g.
σ “ 2λ, which still enables the security proof in the weak GGH15
multilinear map model.∗
This result refutes the open problem posed in [CVW18] in a certain
parameter regime: the CVW obfuscation is not secure even when the ad-
versary gets oracle access to the honest evaluations as matrix products
instead of obfuscated program.
∗That is, our attack is lying outside the considered attack class in [BGMZ18].
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Our attack leads a new perspective to the study of iO: we should fo-
cus on the statistical properties such as shapes of distributions as well to
achieve indistinguishability obfuscation. In particular, the distributions of
evaluations should be (almost) the same regardless of the choice of tar-
get branching program. Previously, most attacks and constructions only
focused on the algebraic structure of evaluations.
1.3 List of Papers
This thesis contains the results of the following papers.
• [CHKL18a] Jung Hee Cheon, Minki Hhan, Jiseung Kim, Changmin
Lee. Cryptanalyses of Branching Program Obfuscations over GGH13
Multilinear Map from the NTRU Problem. In Advances in Cryptol-
ogy - CRYPTO 2018 - 38th Annual International Cryptology Con-
ference, Santa Barbara, CA, USA, August 19-23, 2018, Proceedings,
Part III, pages 184–210, 2018.
• [CCH`19] Jung Hee Cheon, Wonhee Cho, Minki Hhan, Jiseung Kim,
Statistical Zeroizing Attack: Cryptanalysis of Candidates of BP Ob-
fuscation over GGH15 Multilinear Map. In Advances in Cryptology -
CRYPTO 2019 - 39th Annual International Cryptology Conference,





In this chapter, we introduce some information related to the thesis. In
particular, we recall a concept of cryptographic multilinear map, branching
program and indistinguishability obfuscation commonly used in the thesis.
2.1 Basic Notations
Throughout this thesis, let N,Z and R, respectively, be sets of natural
numbers, integers, and real numbers.
Lower bold letters usually indicate row vectors or ring elements, and
capital bold letters denote matrices. In addition, capital italic letters de-
note random matrices or random variables. The notation pa||bq means a
concatenation of vectors a and b. The disjoint union and intersection of









pq1{p. Similarly, we let }A}8 be the infinity norm of a matrix A,
}A}8 “ maxi,j ai,j with A “ pai,jq. Similarly, we can define a size of
7
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polynomial ring element as a `2 norm of the coefficient vector.
For sampling algorithms, we usually use the ‘left-arrow’ notation. A
notation x Ð χ indicates denote the operation of sampling element x from
the distribution χ. In particular, if χ is the uniform distribution on a finite
set X, we denote x Ð UpXq.
2.2 Indistinguishability Obfuscation
We review the formal definition of indistinguishability obfuscation (iO).
Definition 2.2.1 (Indistinguishability Obfuscation). A probabilistic poly-
nomial time machine O is an indistinguishability obfuscation for a circuit
class C “ tCλu if the following conditions are satisfied:
• For all security parameters λ P N, for all circuits C P Cλ, for all
inputs x, the following probability holds:
Pr rC 1pxq “ Cpxq : C 1 Ð Opλ,Cqs “ 1.
• For any p.p.t distinguisher D, there exists a negligible function α
satisfying the following statement: For all security parameters λ P N
and all pairs of circuits C0, C1 P Cλ, C0pxq “ C1pxq for all inputs x
implies
|Pr rDpOpλ,C0qq “ 1s ´ Pr rDpOpλ,C1qq “ 1s | ď αpλq.
8
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2.3 Cryptographic Multilinear Map
Boneh and Silverberg [BS03] proposed a concept which is a natural gener-
alization of cryptographic bilinear map∗, named cryptographic multilinear
map. The new primitive implies numerous applications such as a multi
party key exchange and a broadcast encryption. We first recall its formal
definition
Definition 2.3.1 (Cryptographic Multilinear Map). Let G1, ¨ ¨ ¨ , Gκ and
GT be multiplicative groups of the same same order. A cryptographic κ-
multilinear map is function e : G1 ˆG2 ˆ ¨ ¨ ¨ ˆGκ Ñ GT such that
1. For any a1, ¨ ¨ ¨ , aκ P Z and pg1, ¨ ¨ ¨ , gκq P G1 ˆ ¨ ¨ ¨ ˆGκ, we have
epga11 , ¨ ¨ ¨ , g
aκ
κ q “ epg1, ¨ ¨ ¨ , gκq
śκ
i“1 ai
2. If gi is a generator of a group Gi for each i P rκs, then epg1, ¨ ¨ ¨ , gκq
is also a generator of a group GT .
Moreover, for such groups Gi’s, a discrete logarithm problem must be hard
because of the security issue.
However, constructing a secure cryptographic multilinear map with
κ ą 2 has been a challenge problem. There exist only three main candi-
dates called GGH13, CLT13 and GGH15, respectively [GGH13a, CLT13,
GGH15], but their security is still unclear. Actually, such candidates have
different structures, called graded encoding systems which is slight gener-
alizations of a cryptographic multilinear maps. However, in this thesis, we




The three main candidates are based on different structures: GGH13
is based on ideals of polynomial rings, CLT13 is based on integers, and
GGH15 is based on graphs, respectively. We will defer descriptions of these
candidates in the each chapter.
2.4 Matrix Branching Program
A matrix branching program (BP) is the set which consists of an index-
to-input function and several matrix chains.
Definition 2.4.1. A width w, length h, and a s-ary matrix branching
program P over a `-bit input is a set which consists of index-to-input maps
tinpµ : rhs Ñ r`suµPrss, sequences of matrices, and two disjoint sets of target
matrices
P “ tpinpµqµPrss, tPi,b P t0, 1u
wˆw
uiPrhs,bPt0,1us ,P0,P1 Ă Zwˆwu.
The evaluation of P on input x “ pxiqiPr`s P t0, 1u







i“1 Pi,pxinpµpiqqµPrss P P0
1 if
śh
i“1 Pi,pxinpµpiqqµPrss P P1
.
When s “ 1 (s “ 2), the BP is called a single-input (dual-input) BP.
If s ě 3, the BP is called a multi-input BP. In this paper, we usually set
P0 “ 0wˆw or I and P1 “ ZwˆwzP0. Also, we call tPi,bubPt0,1us the i-th layer
of the BP. Moreover, some branching programs have a additional structure,
called a bookend vector, to change evaluations of branching programs into
a constant or a vector. If it requires to describe obfuscations, we introduce
it later. Remark that each obfuscation targeted in the thesis take as input
10
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different BP type (e.g. single and dual BP) and the required properties of
BP are slightly different. Therefore, we will mention the required properties
used to construct an obfuscation again before describing each obfuscation.
2.5 Tensor product and vectorization
For any two matrices A “ paijqi,j P Zmˆn and B P Zpˆq, a tensor product
















Consider a matrix C P Znˆm whose i-th column is denoted by ci. Then,





















Then, for appropriate matrices A,B and C, the identity holds [Lau05,
CLLT17] that
vecpA ¨B ¨ Cq “ pCT b Aq ¨ vecpBq.




A lattice L of dimension n is a discrete additive subgroup of Rn. If L
is generated by the set tb1, ¨ ¨ ¨ ,bnu, all elements in L are of the form
řn
i“1 xi ¨ bi for some integers xi’s. In this case, the lattice L is called the
full rank lattice. Now we give several definitions and lemmas used in this
paper.
For any σ ą 0, the Gaussian function on Rn centered at c with param-
eter σ is defined as
ρσ,cpxq “ e
´π}x´c}{σ2 for all x P Rn.
Definition 2.6.1 (Discrete Gaussian Distribution on Lattices). For any
element c P Rn, σ ą 0 and any full rank lattice L of Rn, the discrete








Lemma 2.6.1 ([MP12]). For integers n ě 1, q ě 2 and m ě 2n log q, there
is a p.p.t algorithm TrapSamp1n, 1m, qq that outputs a matrix A P Znˆmq and
a trapdoor τ such that A is statistically indistinguishable from UpZnˆmq q
with a trapdoor τ .
Lemma 2.6.2 ([GPV08]). There is a p.p.t. algorithm SamplepA, τ,y, σq
that outputs a vector d from a distribution DZm,σ. Moreover, if σ ě 2
?
n log q,
then with all but negligible probability, we have





Obfuscation based on the
GGH13 Multilinear Map
In this chapter, we propose cryptanalyses of all existing indistinguisha-
bility obfuscation candidates based on branching programs over GGH13
multilinear map for all recommended parameter settings.
To achieve this, we introduce two novel techniques, program convert-
ing using NTRU-solver and matrix zeroizing, which can be applied to a
wide range of obfuscation constructions and BPs compared to previous
attacks. We then prove that, for the suggested parameters, the existing
general-purpose BP obfuscations over GGH13 do not have the desired se-
curity. Especially, the first candidate indistinguishability obfuscation with
input-unpartitionable branching programs (FOCS’13) and the recent BP
13
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obfuscation (TCC’16) are not secure against our attack when they use
the GGH13 with recommended parameters. Previously, there has been no
known polynomial time attack for these cases.
Our attack shows that the lattice dimension of GGH13 must be set
much larger than previous thought in order to maintain security. More
precisely, the underlying lattice dimension of GGH13 should be set to
n “ Θ̃pκ2λq to rule out attacks from the subfield algorithm for NTRU
where κ is the multilinearity level and λ the security parameter.
3.1 Preliminaries
3.1.1 Notations
Throughout this chapter, we use the bold letters to denote matrices, vectors
and elements of ring. For a “ a0`¨ ¨ ¨`an´1 ¨X
n´1 P R “ ZrXs{xXn` 1y,
where n is a power of 2, the size of a means the Euclidean norm of the
coefficient vector pa0, ¨ ¨ ¨ , an´1q. We denote pj, kq-th entry of matrix M by
Mrj, ks.
3.1.2 GGH13 Multilinear Map
Garg et al. suggested a candidate of multilinear map over ideal lattice [GGH13a]
which is used to realize the first plausible candidate of indistinguishable
obfuscation [GGH`13b]. In this section, we briefly describe the GGH13
multilinear map. For more details, we recommend readers to refer the orig-
inal paper [GGH13a]. Any parameters of multilinear maps are induced by
the multilinearity parameter κ and the security parameters λ. For the sake
of simplicity, we denote the multilinear maps which has the previous men-
14
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tioned parameter as pκ, λq-GGH multilinear map.
The multilinear map is sometimes called the graded encoding scheme.
i.e., All encodings of message have corresponding levels. Let g be a secret
element in R “ ZrXs{xXn ` 1y and q a large integer. Then, the message
space and encoding space are set byM “ R{xgy and Rq “ R{xqy, respec-
tively. In order to represent a level of encodings, the set of secret invertible
elements L “ tziu1ďiďκ Ă Rq is chosen. We call a subset of L level set and
elements in L level parameters.
For a small message m PM, level-LpĂ Lq encoding of m is:
encLpmq “
„






where r P R is a small random element. We call encLpmq, enctziupmq a top-
level and level 1 encoding of m, respectively. In addition, for a matrix M,
we denote a matrix whose entries are level-L encodings of corresponding
entries of M by encLpMq.
The arithmetic operations between encodings are defined as follows:
encLpm1q ` encLpm2q “ encLpm1 `m2q,
encL1pm1q ¨ encL2pm2q “ encL1\L2pm1 ¨m2q.
Additionally, the pκ, λq-GGH scheme provides a zerotesting parameter
which can be used to determine whether a hidden message of a top-level
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where h is an Op
?
qq-size element of R. Given a top-level encoding of zero
encLp0q “ rr ¨ g{
ś
iPL zisq, a zerotesting value is:












“ rh ¨ rsq “ h ¨ r P R.
We remark that a zerotesting value for a top-level encoding of nonzero
gives an element of the form rh ¨ pr ` m ¨ g´1qsq, which is not small by
Lemma 4 in [GGH13a]. Thus one can decide whether a message is zero or
not by the zerotesting value.
Several papers [GGH13a, LSS14, ACLL15] proposed the parameters of
pκ, λq-GGH13 multilinear map. Here we introduce the minimum conditions
that satisfy the three works.
• log q “ Θ̃pκ ¨ log nq
• n “ Θ̃pκε ¨ λδq for constants δ, ε
• M “ ÕpnΘp1qq
Here M is the size bound of numerators r ¨ g `m of level 1 encodings.∗
We note that the suggested parameters in [LSS14, ACLL15] choose δ “
ε “ 1, which enables the subexponential attack with respect to λ for small
κ [ABD16, BEF`17]. When δ ě 2, all known direct attacks on GGH13
multilinear map require exponential time for classical adversary.
∗The coefficients of random values are usually sampled from the Gaussian distribu-
tion. This do not hurt the result of this paper because the coefficients are bounded with
overwhelming probability.
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3.2 Main Theorem
In this section, we present the results from our attacks. We denote the
obfuscation within our attack range as the attackable obfuscation, which is
formally defined by the attackable model in the next section. The attackable
obfuscation model encompasses all suggested BP obfuscations based on
GGH13 multilinear map.
Proposition 3.2.1 (Universality of the Attackable Model). BP obfusca-
tions
[GGH`13b, AGIS14, BGK`14, PST14, MSW14, GMM`16, BMSZ16] sat-
isfy all the constraints of the attackable model.†
As a result, we obtain the following main theorem.
Theorem 3.2.1. Let O be an attackable obfuscator, κ, λ be the multilinear-
ity level and the security parameter of underlying GGH13 multilinear map.
Suppose that the modulus q, dimension n, size bound M of numerators of
level 1 encoding of underlying GGH13 satisfy log q “ Θ̃pκ ¨ log nq,M “
ÕpnΘp1qq. Then the following propositions hold:
1. For n “ Θ̃pκ ¨λδq for a constant δ as in [GGH13a, LSS14, ACLL15],
there exist two functionally equivalent branching programs with Ωpλδq-
length such that their obfuscated programs by O can be distinguished
with high probability in polynomial time with respect to λ.
2. Moreover, for new parameter constraints n “ Θ̃pκε ¨λδq for constants
ε ă 2, δ, there exist two functionally equivalent branching programs
with Ωpλδ{p2´eqq-length such that their obfuscated programs by O can
†We deal with easier model in the main body for simplicity. We can extend the model
to capture the construction in [BR14]. This extended model is placed in Appendix 6.1.1.
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be distinguished with high probability in polynomial time with respect
to λ.
The main theorem is proven by combining converting program technique
and matrix zeroizing attack which are described in Section 3.4, 3.5. The
bottleneck of the attack is the algorithm for NTRU, which is exploited in
the middle step of converting technique; the other process can be done in
polynomial time, while the time complexity to solve the NTRU problem
relies on the parameters. The detailed analysis for the time complexity will
be discussed in Section 3.4.3.
3.3 Attackable BP Obfuscations
In this section, we present a new BP obfuscation model which is attackable
by our attack, the attackable model. We call a BP obfuscation captured by
our model an attackable BP obfuscation.
The attackable model is composed of two steps; for a given BP, ran-
domize BP, and encode randomized BPs by GGH13 multilinear map. More







we randomize P by several methods satisfying Definition 3.3.1 which will
be described later. And then we encode each entries of randomized matrices
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and outputs the obfuscated program as the set
OpP q “
!










rT, rT1 P Rpd``1`e``1qˆd``2q
)
and the public parameters of GGH13 multilinear map. S,T denote book-
end matrices, and matrices with apostrophe mean the matrices of dummy
program. In the attackable model, we specify the following property in-
stead of establishing how to evaluate the program exactly. To evaluate the
input value, a new function Eval
ĂM : t0, 1u












rT1 P Rd0ˆd``2q .
Proposition 3.3.1 (Evaluation of Obfuscation). For a program P and
program OpP q obfuscated by the attackable model, the evaluation of OpP q
at a root x of P yields a top-level GGH13 encoding of zero in specific entry
of the matrix Eval
ĂMpxq. In other words, there are two integers u, v such
that Eval
ĂMpxqru, vs is an encoding of zero at level L for every input x
satisfying P pxq “ 0.
In the rest of this section, we explain specified descriptions of the at-
tackable model in Section 4.1 and 4.2, and present a constraint of BPs to
execute our attack in Section 4.3.
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3.3.1 Randomization for Attackable Obfuscation Model
We introduce the conditions for BP randomization of attackable obfus-
cation model. These conditions for randomization covers all of the BP
randomization methods suggested in the first candidate iO [GGH`13b]
and its subsequent works [AGIS14, BGK`14, PST14, MSW14, GMM`16,
BMSZ16]. In other words, higher dimension embedding, scalar bundling,
Kilian randomization, bookend matrices (vectors), and dummy programs
are captured by the attackable conditions.
Definition 3.3.1 (Attackable Conditions for Randomization). For a branch-





, the attackable randomized



















satisfying the following properties, where d0, d``2, ei’s are integers.
1. There exist matrices S0,S
1







i,buiPr`s,bPt0,1uw such that the following equations hold





Ri,bi ¨RT “ αS ¨
ź̀
i“1






























2. The evaluation of randomized program is done by checking whether the
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fixed entries of RP pxq :“ RS ¨
ś`








are zero or not. Especially, there are two integers u, v such that P pxq “
0 ñ RP pxqru, vs “ 0.





bookend matrices (vectors), and α’s bundling scalars. When some elements
of RandpP q (or bundling scalars) are trivial elements, we say that there is
no such element.
3.3.2 Encoding by Multilinear Map
After the randomization, we encode the randomized matrix branching
program by GGH13 multilinear map. We stress that we do not encode
dummy/bookend matrices if there are no dummy/bookends, respectively.
For each randomized matrices, Ri,b,R
1





T, we obtain the encoded matrices encLi,bpRi,bq whose
entries are encoding of corresponding entries of randomized matrix Ri,b.
For brevity we write ĂMi,b to denote encLi,bpRi,bq, and the other matrices
ĂM1i,b,
rS, rS1, rT, rT1 are defined in similar manner.
Two conditions should hold in the attackable model





Y LS Y LT “ L where L denotes top-level set,
2. the sizes of set L’s are all similar, that is, there is a constant C such
that |Li,b|{|Lj,b1 | ď C for all i, j,b,b
1 and similar inequalities hold
for LS, LT.
In practice, the level L’s is determined by the straddling set system intro-
duced in [BGK`14, MSW14], and these constructions satisfy our condi-
tions. Using the condition 1 and Definition 3.3.1, Proposition 3.3.1 can be
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easily verified. We also note that the condition 2 implies ` “ Θpκq, where
κ is the level of underlying multilinear map.
3.3.3 Linear Relationally Inequivalent Branching Pro-
grams
At last, we explain the condition, linear relationally inequivalence, for
branching programs of attackable BP obfuscation. This condition is used
at the last section, but we note that there are several linear relationally
inequivalence BPs as stated in Proposition 3.3.2.
To define the linear relationally inequivalence, we consider evaluations
of invalid inputs of branching program and denote
ś`
i“1 Mi,bi by Mpbq
for b “ pb1, ¨ ¨ ¨ ,b`q. We define linear relations of two BPs and the linear
relationally inequivalence of BPs as





















Definition 3.3.3 (Linear Relationally Inequivalence). We say that two
branching programs PM and PN with the same length are linear relationally
inequivalent if LM ‰ LN.
The set of linear relations of a given BP is easily computed by comput-
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ing the kernel, considering BP matrices as vectors. It is clear that LM is a
lattice. We note that the set of linear relations of BP is not determined by
the functionality of BP, and indeed it seems that they are irrelevant.
Further, one can observe that if PM, PN are linear relationally inequiv-
alent BPs, then so do two extended BPs P 1M, P
1
N which are obtained by
concatenating some other (functionally equivalent) BPs on the right (or
left) of PM, PN. Therefore we can show that there exist arbitrary large two
functionally equivalent BPs which are linear relationally inequivalent.
We conclude this section by presenting a proposition that shows con-
crete examples of linear relationally inequivalent BPs, which are placed in
Appendix 6.1.3.
Proposition 3.3.2. There are two functionally equivalent, but linear re-
lationally inequivalent branching programs. Especially, there are examples
satisfying the linear relationally inequivalence which are
1) generated by Barrington’s theorem and input-unpartitionable or
2) from non-deterministic finite automata and read-once, in other words,
inp is a bijection.
3.4 Program Converting Technique
In this section, we describe the program converting technique, which re-
move the hindrance of modulus q and g. We first define new notion Y
program (of P ) if all entries of branching program matrices correspond-
ing a program P are in a space Y while preserving many properties. For
example, the obfuscated program OpP q is Rq program. Suppose that the
obfuscated program OpP q of program P is given.
We will convert given obfuscated program OpP q into R and R{xgy pro-
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gram using the algorithm to solve the NTRU problem, especially subfield
attacks [ABD16, CJL16] which solves the problem with large modulus q.
Proposition 3.4.1 ([ABD16, CJL16, CHL17, KF17]). Let q be a large
integer, n a power of two, M a constant much smaller than q, R “
ZrXs{xXn ` 1y and Rq “ R{qR. For a given rf1{f2sq P Rq for f1, f2 P R
with size smaller than M , there is an algorithm to compute pc¨f2, c¨f1q P R2
such that sizes of c, c ¨ f1 and c ¨ f2 are much smaller than q in time
2Opβq ¨ polypnq for a constant β satisfying β{ log β “ Θpn logM{ log2 qq.
We note that the similar results hold for other non-cyclotomic ring [KF17,
CHL17] or for f1, f2 from certain distribution [ABD16]. Throughout in this
paper, we only consider the bounded coefficient f1f2 in cyclotomic ring for
brevity.
For given obfuscated program in Rq, we first make the NTRU instances
and solve the problem, and then convert to R program by some computa-
tions on obfuscated matrices. This procedure replaces the level parameter
zi with a small element ci. The R program preserves same functionality
with the Rq program. Subsequently, we convert this R program to R{xgy
program by recovering the ideal xgy.
3.4.1 Converting to R Program
In order to remove the modulus q, we employ the algorithm for solving
NTRU problem. Let ĂMi,b be the obfuscated matrix of Ri,b. Then, each
pj, kq-th entries of obfuscated matrix ĂMi,b is of the form
dj,k,b “
„
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where aj,k,b is the pj, kq-th entry of the matrix Ri,b and rj,k,b P R are
random small elements. Consider an element v “ rd1,1,0{d1,2,0sq “ rpr1,1,0 ¨
g`a1,1,0q{pr1,2,0 ¨g`a1,2,0qsq. Then, v is the instance of the NTRU problem
since the size of denominator and numerator of v is much smaller than q
in the parameter setup of GGH13 multilinear map.
Applying Proposition 3.4.1 to an instance v, one can find a pair pci ¨
pr1,1,0 ¨ g` a1,1,0q, ci ¨ pr1,2,0 ¨ g` a1,2,0qq P R2 with relatively small ci P R.
Further, for any element dj,k,b P ĂMi,b, we can remove the modulus q by
computing
ci ¨ pr1,1,0 ¨ g ` a1,1,0q ¨ rdj,k,b{d1,1,0sq “ ci ¨ prj,k,0 ¨ g ` aj,k,0q P R
because of the small size of ci. Consequently, one can obtain a new matrix
Di,b over R whose pj, kq-th entry is ci ¨ prj,k,0 ¨ g ` aj,k,0q.
Similarly, a new dummy matrix D1i,b over R can be obtained because
ĂM1i,b shares the level parameter zi with





j,k,b is a pj, kq-th entry of
rS1i,b. We easily
observe that 2 ¨ 2w matrices Di,b and D
1
i,b share the parameter ci.
For all matrices ĂMi,b and ĂM
1
i,b with i P r`s and b P t0, 1u
w, we can
obtain new matrices Di,b and D
1
i,b over R. In the case of bookend matrices
rS and rT, they are converted into matrices over R with small constants cS
and cT, respectively. Note that this step runs in polynomial time if κ is
large [ABD16, CJL16, CHL17, KF17]. Detailed analysis of this part is
discussed in Section 3.4.3.
Therefore, we can convert Rq-program OpP q into a new program, R-
program of P :
RpP q “ tDS,DT,D1S,D1T, tDi,b,D1i,buiPr`s,bPt0,1uwu.
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Note that the matrix Di,b of RpP q is of the form ci ¨ Ri,b pmod xgyq in
R{xgy.
Dummy and bookend matrices satisfies similar relations. We denote ci ¨
αi,b and ci¨α
1
i,b by ρi,b, ρ
1
i,b for simplicity. The properties of Definition 3.3.1
is naturally extended to the following. The proposition 3.4.2 means an
evaluation of RpP q preserves the functionality up to constant on the valid
input x.
Proposition 3.4.2 (Evaluation ofR andR{xgy Branching Program). For
a R program given in this section, the following propositions holds:
1. The higher dimension embedding matrices U’s are eliminated in the
product of randomized matrix branching program, that is, there are matrices
S0,S
1
0 P Zd0ˆd1 ,T0,T10 P Zd``1ˆd``2 such that the following equations hold




Di,bi ¨DT “ ρS ¨
ź̀
i“1






























2. The evaluation of R program is done by checking whether the fixed en-
tries of EvalDpxq :“ DS ¨
ś`









is multiple of g or not. Especially, there are two integers u, v such that
P pxq “ 0 ñ EvalDpxqru, vs “ 0 pmod xgyq
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3.4.2 Recovering xgy and Converting to R{xgy Pro-
gram
Next, we will compute a basis of the plaintext space xgy to transform R
program into R{xgy-program. Unlike other attacks, we do not use the as-
sumption ‘input partitionability’. We exploits the fact that R program
which comes from Rq program has the same functionality up to constant.
However, existing attacks with input partitionable assumption and our
cryptanalysis cannot be applied to a BP program for an ‘evasive function’
since it does not output multiples of g. It consists of following two steps:
Finding a multiple of g. This step is done by computing EvalD at the
zeros of program P . We compute EvalDpxq for R program RpP q at x
satisfying P pxq “ 0. Then, Proposition 3.4.2 implies that EvalDpxqru, vs
is a multiple of g. More precisely, EvalDpxqru, vs is of the form
cS ¨ cT ¨
ź̀
i“1
ci ¨ a ¨ g
when pzt ¨EvalĂMpxqru, vs “ a ¨h pmod qq for some a P R such that }a ¨h}2
is less than q3{4.
This procedure outputs the value which is not only multiple of g but
also ci’s. However, we can generate several different R program from OpP q
for different solutions of Proposition 3.4.1. We assume that the multiples
of g from different R program are independent multiples of g, with the
randomized lattice reduction algorithm as in [GN08].
Computing Hermite Normal Form of xgy. For given several random
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multiples fi ¨ g of g, we can recover a basis of xgy by computing sum of
sufficiently many ideal xf ¨ gy represented by a lattice with basis tf ¨ g, f ¨
g ¨ X, ¨ ¨ ¨ , f ¨ g ¨ Xn´1u or computing the Hermite Normal Form of union
of their generating sets by applying the lemma [ABD16, Lemma 1].
Both computations are done in polynomial time in λ and κ, since the
evaluations and computing the Hermite normal form has a polynomial time
complexity. Eventually, we recover the basis of ideal lattice xgy and we can
efficiently compute the arithmetic computations in R{xgy. In other words,
we get a R{xgy program corresponding to OpP q (or P ), whose properties
are characterized by Proposition 3.4.2. For convenience, we abuse the no-
tation; from now, RpP q is the R{xgy program and DS,DT and Di,b for
all i P r`s,b P t0, 1uw are matrices over R{xgy.
3.4.3 Analysis of the Converting Technique
We discuss the time complexity of our program converting technique. The
program converting consists of converting to R program, evaluating of
R program, computing a Hermite Normal Form of an ideal lattice xgy.
The last two steps take polynomial time complexity, so the total cost is
dominated by the first step. More precisely, solving the NTRU problem for
each encoded matrix is the dominant part of the program converting.
To estimate the cost of solving the NTRU problem, we assume that
each component of branching program is encoded by GGH13 multilinear
map in level-1. The general cases are similar but a bit more complex when
we assume that the size of level sets are not too different so that ` “ Θpκq.
Suppose that an obfuscated branching programOpP q over pκ, λq-GGH13
multilinear map is given. For constants δ, e and security parameter λ, mul-
tilinearity level κ, n, M , and log q are set to be Θ̃pκe ¨ λδq, nΘp1q, and
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Θ̃pκ ¨ log nq, respectively. Proposition 3.4.1 implies that one can convert










Therefore, the program converting technique is done in polynomial time
for κ “ Ω̃pλδ{p2´eqq. Alternatively, the program converting technique is done
in polynomial time for obfuscated programs with length ` “ Ω̃pλδ{p2´eqq.
We note that choosing large n to make the subfield attack work in ex-
ponential time rules out our attack as well. More concretely, if one chooses
n “ Θ̃pκ2λq then the underlying NTRU problem is hard enough to block
known subexponential time attacks.
3.5 Matrix Zeroizing Attack
In this section, we present a distinguishing attack on R programs to com-
plete our cryptanalysis of attackable BP obfuscation model. We note that
we can evaluate the R program at invalid inputs, or mixed input, since
the multilinearity level which was the obstacle of mixed inputs is re-
moved in the previous step. We recall that Mpbq denotes
ś`
i“1 Mi,bi for













which was defined in Section 3.3.3. We also recall that the two program
M and N are linear relationally inequivalent if LM ‰ LN.
For two functionally equivalent but linear relationally inequivalent BPs
PM and PN, we will zeroize the R program corresponding to PM by ex-
ploiting the linear relation, whereas R program corresponding to PN would
not be a zero matrix. The result of the matrix zeroizing attack is as follows.
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Proposition 3.5.1 (Matrix Zeroizing Attack). For functionally equivalent
but linear relationally inequivalent branching programs PM, PN, there is a
PPT algorithm which can distinguish between two R programs RpPMq and
RpPNq obtained by the method in Section 3.4 with non-negligible probabil-
ity.
Now we explain how to distinguish two R programs using linear rela-
tionally inequivalence. Despite the absence of multilinearity level, we still
have obstacles to directly exploit linear relationally inequivalence: scalar
bundlings. To explain the main idea of the attack, we assume that, for
the time being, all scalar bundling are trivial in the obtained program in
Section 5. We later explain how to deal the scalar bundlings.
Suppose that two BPs PM, PN and an R program
RpPXq “ tDS,DT,DS1 ,DT1 , tDi,b,D1i,buiPr`s,bPt0,1uwu
are given. Our goal is to determine X “ N or X “ M. We can compute a
linear relation pqbq which is an element of LMzLN in polynomial time
‡ by
computing a basis of kernel, and solve the membership problems of lattice



























¨T0 “S0 ¨ 0
d1ˆd``1 ¨T0 “ 0
d0ˆd``2 pmod xgyq
‡The dimension of pqbqbPt0,1uwˆ` is 2
wˆ`, which is exponentially large. However, we
can reduce this exponential part by considering a polynomial number of b so that there
are linear relations.
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when X “ M whereas this is not hold when X “ N. Therefore, the matrix
zeroizing attack works when the scalar bundlings are all trivial.
When the scalar bundlings are not trivial, we can do the similar com-
putation after recovering ratios of bundling scalars. Assume that we know
ρi,u{ρi,v for every 1 ď i ď ` and u,v P t0, 1u
w. Consequently, for rpbq :“
ś
iPr`s ρi,bi where b “ pb1, ¨ ¨ ¨ ,b`q, we can compute rpbq{rpcq for b, c P































which is a zero matrix if and only if X “ M.
Accordingly, we should remove the scalar bundlings or recover ratios
of scalar bundlings to execute the matrix zeroizing attack. In the rest of
this section, we show how to recover or remove (ratios of) scalar bundlings
in several cases. In Section 3.5.2, we explain how to recover all ratios in
general cases by complex techniques.
3.5.1 Existing BP Obfuscations
In this section, we show how to apply the matrix zeroizing attack on two
remarkable obfuscations, GGHRSW and GMMSSZ. The other examples
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on obfuscations [PST14, BMSZ16] are placed in Appendix 6.1.2.
GGHRSW.
As the first case, we consider the first BP obfuscation, GGHRSW, which
has the identity dummy program. We note that the attack for this case
works for the attackable BP obfuscations with fixed dummy program as
well. For this case, a constraint on the bundling scalars αx “ α
1
x for every
input x is given where αx “ αS¨
ś`










Suppose R program of P is given by
RpP q “ tDS,DT,DS1 ,DT1 , tDi,b,D1i,buiPr`s,bPt0,1uwu.




Di,xinppiq ¨DT “ ρS ¨
ź̀
i“1






























Here we assume that each M1i,xinppiq are identity matrices. Now we consider
the two quantity of evaluations PlainDpxq :“ DS ¨
ś`










According to the condition of scalar bundlings, ρS ¨
ś`






¨ ρ1T since the value c’s are shared for plain and dummy
program. It is possible to remove scalar bundlings by dividing PlainDpxq
by DummyDpxq. In other words, we can get d ¨ S0 ¨
ś`
i“1 Mi,xinppiq ¨T0 for
some fixed d from the above division. Since we know all M’s, the matrix
zeroizing attack works well for the computed quantities.
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We remark that the previous analysis [CGH17] analyzed the first can-
didate iO [GGH`13b]. Whereas the work in [CGH17] heavily relies on the
input partitionable property of the single input branching program, our
algorithm do not need this property. Moreover, our algorithm can be ap-
plied to dual input branching program, so this attack can be applied to
wider range of branching programs.
GMMSSZ.
Most notable result for BP obfuscation, GMMSSZ, is suggested by Garg
et al. in TCC 2016 [GMM`16]. The authors claim the security of their
construction against all known attack. Nevertheless, the matrix zeroizing
attack can be applied to their obfuscation.
GMMSSZ obfuscates low-rank matrix branching program, which is
evaluated by checking whether the product M0 ¨
ś
iPr`sMi,bi ¨M``1 is zero
or not. There are two distinctive property of the obfuscation; the uniform
random higher dimension embedding and given bookend vectors as inputs.
Let M0 “ pβ1, ¨ ¨ ¨ , βd1q,M``1 “ pγ1, ¨ ¨ ¨ , γd``1q
T are the given bookend
vectors. The bookend vectors are also extended as H0 “ pM0||0q,H``1 “
pM``1||U``1q
T for randomly chosen U``1 in the higher dimension embed-
ding step to remove the higher dimension embedding matrices. Note that
the branching programs of this obfuscation are square, we do not restrict
the shape of matrices in this section.
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inR program by Proposition 3.4.2. Since we know all M’s, we can compute












for b,b1 which are same at all but j-th bit. Therefore, the matrix zeroiz-
ing attack well works for the construction of [GMM`16]. We remark that
this method works for unknown bookend matrices with more complicated
technique, see Section 3.5.2.
3.5.2 Attackable BP Obfuscation, General Case
Now we consider the attackable BP obfuscations in general. We note that
an attackable obfuscation without bookends can be considered as the ob-
fuscation with bookends by re-naming the matrices. For example, if we
name DS :“ D1,0 “ ρ1,0 ¨D1, then we can regard that DS is a left bookend
matrix and ρ1,0 the corresponding scalar bundling.
The case of obfuscation with bookend matrices is most complex, and
requires complicated technique. We will recover the bookend matrices up
to constant multiplication, and proceed the algorithm similar to the case
of [GMM`16].
Recovering the Bookends
For the sake of simplicity, we only consider the case of bookend vectors.
To tackle constructions using bookend matrices, it is suffice to consider a
fixed pu, vq-entry of output matrix given in Proposition 3.3.1.
If the obfuscation has bookend vectors, then the evaluation of R pro-
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Di,bi ¨DT “ ρS ¨
ź̀
i“1








for some vectors S0 P pR{xgyq1ˆd1 and T0 P pR{xgyqd``1ˆ1. Let S0 “
pβ1, ¨ ¨ ¨ , βd1q, T0 “ pγ1, ¨ ¨ ¨ , γd``1q and the evaluation DS ¨
ś`
i“1 Di,bi ¨DT
is denoted by EvalDpb1, ¨ ¨ ¨ ,b`q.
Our idea is removing ρ’s to make equations over S0,T0. Let bi,t P
t0, 1uw for 1 ď i ď ` and t P t0, 1u and t “ pt1, ¨ ¨ ¨ , t`q P t0, 1u
w. Then the




EvalDpb1,0, ¨ ¨ ¨ ,b`,0q¨EvalDpb1,1, ¨ ¨ ¨ ,b`,1q,
EvalDpb1,t1 , ¨ ¨ ¨ ,b`,t`q¨EvalDpb1,1´t1 , ¨ ¨ ¨ ,b`,1´t`q.
We denote S0 ¨
ś`
i“1 Mi,bi ¨T0 by EqnMpb1, ¨ ¨ ¨ ,b`q. Then, by the above
relations, we get a equation for β1, ¨ ¨ ¨ , βd1 , γ1, ¨ ¨ ¨ , γd``1 :
EqnMpb1,0, ¨ ¨ ¨ ,b`,0q ¨ EqnMpb1,1, ¨ ¨ ¨ ,b`,1q
EvalDpb1,0, ¨ ¨ ¨ ,b`,0q ¨ EvalDpb1,1, ¨ ¨ ¨ ,b`,1q
“
EqnMpb1,t1 , ¨ ¨ ¨ ,b`,t`q ¨ EqnMpb1,1´t1 , ¨ ¨ ¨ ,b`,1´t`q
EvalDpb1,t1 , ¨ ¨ ¨ ,b`,t`q ¨ EvalDpb1,1´t1 , ¨ ¨ ¨ ,b`,1´t`q
.
Both side of the equation is homogeneous polynomial of degree 4. If we
substitute each degree 4 monomials by another variables, this equation
become a homogeneous linear equation of new variables. The number of
new variable is Opd21d
2
``1q.
Now we assume that we can obtain sufficient number of linearly inde-
pendent equations generated by the explained way. Then, since the system
of linear equations can be solved in OpM3q time by Gaussian elimination
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for the number of variable M , we can find all ratios of degree 4 monomials.
§ In other words, we can compute δβ1, ¨ ¨ ¨ , δβd1 , δγ1, ¨ ¨ ¨ , δγd``1 for some
constant δ.
Matrix Zeroizing Attack
The remaining part of the attack is exactly same with the attack on













for b,b1 which are same at all but j-th bits. We note that we do not know
exact values of S0,T0, but we recovered δS0, δT0 in the above step. Thus












Therefore the matrix zeroizing attack can be applied to the attackable BP
obfuscations, which include all existing BP obfuscations over GGH13.
§Here we assume that g is hard to factorize. If g is factorized in the Gaussian





Obfuscation based on the
GGH15 Multilinear Map
In this chapter, we present a new cryptanalytic algorithm on obfuscations
based on GGH15 multilinear map. Our algorithm, statistical zeroizing at-
tack, directly distinguishes two distributions from obfuscation while it fol-
lows the zeroizing attack paradigm, that is, it uses evaluations of zeros of
obfuscated programs.
Our attack breaks the recent indistinguishability obfuscation candidate
suggested by Chen et al. (CRYPTO’18) for the optimal parameter settings.
More precisely, we show that there are two functionally equivalent branch-
ing programs whose CVW obfuscations can be efficiently distinguished by
computing the sample variance of evaluations.
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This statistical attack gives a new perspective on the security of the
indistinguishability obfuscations: we should consider the shape of the dis-
tributions of evaluation of obfuscation to ensure security.
In other words, while most of the previous (weak) security proofs have
been studied with respect to algebraic attack model or ideal model, our
attack shows that this algebraic security is not enough to achieve indis-
tinguishability obfuscation. In particular, we show that the obfuscation
scheme suggested by Bartusek et al. (TCC’18) does not achieve the desired
security in a certain parameter regime, in which their algebraic security
proof still holds.
The correctness of statistical zeroizing attacks holds under a mild as-
sumption on the preimage sampling algorithm with a lattice trapdoor.
We experimentally verify this assumption for implemented obfuscation by
Halevi et al. (ACM CCS’17).
4.1 Preliminaries
4.1.1 Notations
Throughout this chapter, lower bold letters means row vectors and capital
bold letters denote matrices. In addition, capital italic letters denote ran-
dom matrices or random variables. For a random variable X , we let EpX q
be the expected value of X , V arpX q the variance of X .
The n-dimensional identity matrix is denoted by Inˆn. For a row vector
v, a i-th component of v is denoted by vi, and for a matrix A, a pi, jq-th
entry of a matrix A is denoted by ai,j, respectively. A notation 1
aˆb means
a aˆ b matrix such that all entries are 1. The `p norm of a vector v “ pviq
is denoted by }v}p “ p
ř
i |vi|
pq1{p. We denote }A}8 by the infinity norm of
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a matrix A, }A}8 “ maxi,j ai,j with A “ pai,jq.
4.2 Statistical Zeroizing Attack
In this section, we introduce a new cryptanalysis, statistical zeroizing at-
tack. We give an abstract model for branching program obfuscation and
the attack description in this model. In this attack, we are given two func-
tionally equivalent branching programs M and N, which will be specified
later, and an obfuscated program OpPq for P “ M or N. Our purpose is to
distinguish whether P “ M or P “ N. The targeted branching programs
of the obfuscation output 0 when the product corresponding to input is
zero. The obfuscated program OpPq consists of
 
S, tDi,bu1ďiďh,bPt0,1us ,T, inp “ pinp1, ¨ ¨ ¨ , inpsq : rhs Ñ r`s
s, B
(
where every element is a matrix over Zq (possibly identity) except the input
function inp. The output of the obfuscated program at x “ px1, ¨ ¨ ¨ , x`q P
t0, 1u` is computed by considering the value





where xinppiq “ pxinp1piq, ¨ ¨ ¨ , xinpspiqq. Note that OpPqpxq can be a matrix,
vector or an element (over Zq). Regard it as matrix/vector/integer over Z
and check the value: if }OpPqpxq}8 ă B ă q then it outputs 0, otherwise
outputs 1. We call OpPqpxq the evaluation of the obfuscated program (at
x). We also call OpPqpxq evaluation of zero if Ppxq “ 0 in the plain pro-
gram. We stress that the output and evaluation of the obfuscated program
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is different; the output of the obfuscated program is the same to output
of original program, and the evaluation is the value OpPqpxq, which is
computed right before determining the output.
To distinguish two different obfuscated programs, we see the distribu-
tion of valid evaluations of zero of OpMq and OpNq. For the evaluation
of zero, the size of these products is far smaller than q (or B), thus we
can obtain the integer value rather than the element in Zq. Now, if the
evaluation is of the matrix or vector form, we consider only the first entry,
namely p1, 1q entry of the matrix or the first entry of the vector, in the
whole procedure of the attack. We call all of these entries by the first entry
of the evaluation, including the case of the evaluation is just a real value.
Our strategy is to compute the sample variance of the first entries of
many independent evaluations which follow the same distribution. The
key of the attack is that this variance heavily depends on the plain pro-
gram of the obfuscated program and the variance is sufficiently different
to distinguish for two certain programs. Therefore, from the variance of
the several evaluations, we can decide that the obfuscated program is from
which program.
Note that one can sample an element following the distribution of ob-
fuscation or its evaluation at fixed point x “ x0 in polynomial time when
the corresponding program is given, since there is no private key in the
obfuscation procedure. In this regard, we consider a more general problem
which is easier to analyze: Given two polynomial-time constructible distri-
bution DM and DN and x sampled from one of them, determine that the
sample is from which distribution. In our scenario, DM and DN are the
distribution of OpMqpxq and OpNqpxq, respectively where the distribution
is over all randomness to construct obfuscations.
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Since the adversary has one sample in our setting, the actual algorithm
proceeds by sampling multiple evaluations itself as follows.
Data: DM,DN, x, κ




M “ V arpDMq and σ2N “
V arpDNq
2. iÐ rκs and let si “ x
3. sample tsjujPri´1s from DM and tsjui`1ďjďκ from DN
4. compute the sample variance S2 of tsjujPrκs
5. if S2 ă B, decides DM, otherwise DN.
The choice of κ is specified later in Proposition 4.2.1. We also remark
that the overall time complexity of algorithm is Opκ ¨ Tsampleq plus small
computation for sample variance, where Tsample is the time complexity for
sampling algorithms. The advantage of this algorithm is, by the standard
hybrid arguemnt, advmult{κ where advmult “ 0.98 is the advantage of distin-
guishing algorithm by sample variance when κ samples are given as inputs
instead of one sample as in Proposition 4.2.1.
In the next subsection, we analyze the distinguishing algorithm using
sample variance for general distributions instead of iO when the multiple
samples are given. Then we go back to the actual attack for iO for the con-
crete obfuscations in Section 4.3 and 4.4 by showing the attack conditions
hold well.
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4.2.1 Distinguishing Distributions using Sample Vari-
ance
Now we give the detailed analysis of distinguishing by sample variance. In
this algorithm, we compute the variance of the samples, and check whether
the distance between the sample variance and the expected variance of DM
and DN. If the distance from the sample variance to the variance of DM is
less than the distance to the variance of DN, we decide the given samples
are from DM. Otherwise we decide the samples are from DN. The result
of this method is stated in the following proposition.
Proposition 4.2.1. Suppose that two random variables XM and XN that
follow polynomial time constructible distributions DN and DM and have




M, respectively. For the
security parameter λ and polynomials p, q, r “ polypλq, there is a poly-
nomial time algorithm that distinguishes DM and DN with non-negligible




rqq “ polypλq independent samples from DP








































In other words, if two known distributions satisfy the conditions, we can
solve the distinguishing problem of two distribution with multiple samples.
Thus to cryptanalyze the concrete obfuscation schemes, it suffice to show
the conditions in Proposition 4.2.1. We conclude this section by giving the
proof of this proposition.
Proposition 4.2.1. We call a definition and useful lemmas first.
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Lemma 4.2.1 (Chebyshev’s inequality). Let X be a random variable with
a finite expected value µ and a finite variance σ2 ą 0. Then, it holds that
Prr|X ´ µ| ě kσs ď 1{k2
for any real number k ą 0.
Definition 4.2.1 (Sample variance). Given random n samples x1, x2, ¨ ¨ ¨ , xn









where x̄ “ 1
n
řn
i“1 xi is the sample mean.
Definition 4.2.2 (Kurtosis). Let X be a random variable with a finite









Lemma 4.2.2. Let S2 be the sample variance of size κ samples of a dis-
tribution D. Let X be a random variable following D and µn “ ErpX ´











Now we return to the proof. Suppose that all of the conditions hold for
polynomials p, q, r P polypλq and σ2M ă σ
2
N. By Lemma 4.2.1 and 4.2.2, we
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compute the 99% confidence interval of variance of S2 as follows
Pr
«















with κ number of samples. If κ is sufficiently large, the two intervals of
sample variance for M and N are disjoint. So we can distinguish two
distributions by checking the size of sample variance.
More precisely, if κ ě 100 ¨ pp ¨
?
q ` p ¨
?





























Thus the algorithm decides the answer by checking if the sample vari-
ance is included in which interval; we do not care the case that it is not
included both. This algorithm succeeds with probability at least 0.99 for
each input, i.e. the advantage of algorithm is at least 0.98. Note that this
algorithm only does the polynomial number of sampling and computing
the variance, thus the running time is polynomial.
4.3 Cryptanalysis of CVW Obfuscation
In this section, we briefly describe the construction of CVW obfuscation
scheme and show that the statistical zeroizing attack works well for CVW
obfuscation.
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4.3.1 Construction of CVW Obfuscation
Chen, Vaikuntanathan and Wee proposed a new candidate of iO which is
robust against all existing attacks. We here give a brief description of the
candidate scheme. For more details, we refer to original paper [CVW18].
First, we start with the description of BPs they used. The authors use
single-input binary BPs, i.e., inp “ inp1. They employ a new function,
called an input-to-index map ω̄: t0, 1u` Ñ t0, 1uh such that ω̄pxqi “ xinppiq
for all i P rhs, x P t0, 1u`. As used in the paper [CVW18], we denote the
śh
i“1 Mi,ω̄pxqi by Mω̄pxq or simply Mx. We sometimes abuse the notion
Mi,xi to denote Mi,ω̄pxqi .
A target BP P “ tinp, tPi,buiPrhs,bPt0,1u,P0,P1u, which is called Type I
BP in the original paper, satisfies the following conditions.
1. All the matrices Pi,b are w ˆ w matrices.
2. For a vector v “ 11ˆw, the target sets P0,P1 satisfies v ¨P0 “ t01ˆwu,
v ¨ P1 ‰ t01ˆwu.∗
3. An index length h is set to pλ` 1q ¨ ` with the security parameter λ.
4. An index-to-input function satisfies inppiq “ pi mod `q. Thus, index-
to-input function iterates λ` 1 times.
Construction. CVW obfuscation is a probabilistic polynomial time algo-
rithm which takes as input a BP P with an input length `, and outputs
an obfuscated program preserving the functionality. The algorithm process
consists of the following steps. Here we use new parameters n,m, q, t :“
∗As noted in the remark of introduction, it is assumed implicitly that v “ 11ˆw for
the targeted BP, while the definition of Type I BP uses v P t0, 1u1ˆw.
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pw`2n`q ¨n, σ for the construction. We will specify the parameter settings
later.
‚ Sample bundling matrices tRi,b P Z2n`ˆ2n`uiPrhs,bPt0,1u such that p11ˆ2`b
Inˆnq ¨Rx1 ¨ p1
2`ˆ1bInˆnq “ 0 ðñ x1 P ω̄pt0, 1u`q for all x1 P t0, 1uh.




































































if inppiq “ k and i ą λ`
‚ Sample matrices tSi,b Ð DnˆnZ,σ uiPrhs,bPt0,1u and compute







L :“ p1pw`2n`qˆ1 b Inˆnq P Ztˆn
‚ Sample pAi, τiq Ð TrapSamp1
t, 1m, qq for 0 ď i ď h ´ 1, Ah Ð
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‚ Run Sample algorithms to obtain
Di,b P Zmˆm Ð SamplepAi´1, τi´1, Ŝi,b ¨Ai ` Ei,b, σq for 1 ď i ď h´ 1,
Dh,b P Zmˆn Ð SamplepAh´1, τh´1, Ŝh,b ¨ L ¨Ah ` Eh,b, σq.





Evaluation. Evaluation process consists of two steps. The first step is to
compute a matrix AJ ¨ Dω̄pxq mod q. The last step is size comparison: If
}AJ ¨Dω̄pxq mod q}8 ď B, output 0 for some fixed B. Otherwise, output 1.
Parameters. Let λ and λLWE for the security parameters of obfuscation
itself and underlying LWE problem satisfying λLWE “ polypλ) and the
following constraints. Set n “ ΩpλLWE log qq and χ “ DZ,2
?
λLWE . More-
over, for the trapdoor functionality, m “ Ωpt log qq and σ “ Ωp
?
t log qq
for t “ pw ` 2n`q ¨ n. B ě pw ` 2n`q ¨ h ¨ pm ¨ σ2
a
npw ` 2n`qσqh and
q “ B ¨ ωppolypλqq for correctness, and q ď pσ{λLWEq ¨ 2
λ1´εLWE for a fixed
ε P p0, 1q for security. For more details, we refer readers to the original
paper [CVW18].
Remark 4.3.1. The original paper [CVW18] only uses one security pa-
rameter λ, but the correctness does not hold in that setting. Instead, the
trick that uses two security parameters λ and λLWE resolves this problem
as in [BGMZ18].
Zerotest Functionality. From the construction of the obfuscation, the
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The honest evaluation with Px “ 0
wˆw gives Ŝx “ 0
tˆt due to the

































































}Ŝi,b} ¨ σ ¨m
˙h
ď B
for all but negligible probability due to the choice of B. If Px is not the
zero matrix, then Ŝx is also not the zero matrix with overwhelming proba-
bility. It implies that }rAJ ¨Dω̄pxqsq}8 is larger than B with overwhelming
probability because of Ah Ð UpZnˆnq q.
4.3.2 Cryptanalysis of CVW Obfuscation
We apply the statistical zeroizing attack to the CVW obfuscation. As
stated in Section 4.2, it is enough to show that the conditions of Propo-
sition 4.2.1 hold. We only consider small variance σ2 so that σ “ polypλq,
and sufficiently large `.† This includes the optimal parameter choice as
†Indeed, the attack requires the condition σ4 ă m`{n``1.
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well.
Our targeted two functionally equivalent BPs M “ tMi,buiPrhs,bPt0,1u
and N “ tNi,buiPrhs,bPt0,1u are of the form
Mi,b “ 0




1wˆw if i “ 1
0wˆw otherwise
.
Suppose that we have an obfuscated program OpPq for P “ M or P “ N.
Our goal is to determine whether the program OpPq is an obfuscation of
M or N.
By the standard hybrid argument, it suffices to distinguish the distri-
butions DM or DN where DM and DN is the distributions of the (1,1)
entry of evaluation at a fixed vector x of the obfuscated program of M
or N, respectively. To exploit Proposition 4.2.1, we transform the CVW
construction into the language of random variables. We denote the random
matrix by the capital italic words whose entry follows a distribution that
corresponds to the distribution of entry of the bold matrix. For example,
the entry of random matrix Ei,b follows the distribution DZ,σ since the ma-
trix Ei,b is chosen from DtˆmZ,σ in the CVW construction. More precisely, we




Z,σ , Si,b following D
nˆn
Z,σ and Ai









i,b as in the construction of CVW obfuscation for





depend on the choice of branching program, but we put P in some other
random variables for convenience of distinction.
Under this setting, it suffices to show the following proposition.
Proposition 4.3.1. For a security parameter λ, fix the Gaussian variance
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parameter σ “ polypλq. Then, there are two functionally equivalent branch-
ing programs M and N with sufficiently large input length ` satisfying the





















where every random matrix is defined as the above. Let µM and µN, σ
2
M
and σ2N be mean and variance of the random variables of ZM and ZN,








































for some p, q “ polypλq under Assumption 1.
We remark that since the random matrices D’s are dependent each
other, we need to assume the statistical property for verifying conditions
of Proposition 4.3.1 as follows.
Assumption 1. For an integer 0 ď k ď h´ 2 and P “ M or N, let D̂
pPq
k






i , where D
pPq
i is the ran-
dom matrix which follows a distribution corresponding preimage-sampled
matrix D
pPq
i . Then, the following equations hold
1. the variance is approximated by the same one assumed that D ’s are
independent Gaussian, that is, it holds that
V arrD̂
pPq
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We experimentally verify this assumption using the implementation
of GGH15 BP obfuscation by Halevi et al. [HHSSD17a]. More detailed
experimental results are presented in Appendix 6.2.5. We remark that if
we assume that D ’s are independent matrices that have discrete Gaussian
entry with the variance σ2, the following computations hold:
• the variance of D̂ pPqk is exactly mh´k´2 ¨ pσ2qh´k´1, and
• the kurtosis of D̂ pPqk is 3 ¨ p1` 2{mqh´k “ Θp1q.
The honest evaluation of the CVW obfuscation rAJ ¨ D
pPq
ω̄pxqsq is the




















which does not contain the term including the trapdoor matrices Ai for
i “ 0, ¨ ¨ ¨ , h ´ 1. Thus, to establish the statistical properties including
variance in Proposition 4.3.1, it suffices to analyze the statistical properties






i,b and their products.
By the definition of ZP with P “ M or P “ N, it is rewritten as



















Now we give the lemmas to prove Proposition 4.3.1. The proofs of
lemmas are placed in Appendix 6.2.7 and sub-lemmas in Appendix 6.2.6.
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The proof of Proposition 4.3.1 using the lemmas is placed in the concluding
part of this section.
For the convenience of the statement, let pZ
pMq
1,1 qj be random variables
















for j “ 0, 1, ¨ ¨ ¨ , h ´ 1. In this notation, ZM is the summation of pZ
pMq
1,1 qj
for j P t0, 1, ¨ ¨ ¨ , h´1u. Similarly, we define pZ
pNq
1,1 qj for all j “ 0, ¨ ¨ ¨ , h´1.
We employ additional notations constants c, d and (possibly polynomial)












We remark that variances of many terms for M and N are exactly
the same since the only D1, Ŝ1 are different and the different terms in
products of Ŝ are canceled for j ě 2. Note that most of lemmas hold under




1,1 qjs “ ErpZ
pNq
1,1 qjs “ 0 for all j “ 0, ¨ ¨ ¨ , h´ 1.
Lemma 4.3.2. ErpZ
pMq
1,1 qµ1 ¨ pZ
pMq
1,1 qµ2s “ ErpZ
pNq
1,1 qµ1 ¨ pZ
pNq
1,1 qµ2s “ 0 for
µ1 ‰ µ2.
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Lemma 4.3.3 (j “ 0). It holds that
V arrpZ
pMq
1,1 q0s “ V arrpZ
pNq
1,1 q0s “ Θ
`


















































Lemma 4.3.4 (j “ 1). It holds that
V arrpZ
pMq
1,1 q1s “ Θ
´´







1,1 q1s “ Θ
`



















































Lemma 4.3.5 (1 ă j ď λ¨`). Let j be a fixed integer with j “ `¨j1`j2 ą 1
for 0 ď j2 ă ` and 2 ď j ď λ ¨ `. Then, it holds that
V arrpZ
pMq






























































Lemma 4.3.6 (j ą λ ¨ `q). Let j be a fixed integer with j “ ` ¨ j1 ` j2 ą 1
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for 0 ď j2 ă ` and j ą λ ¨ `. Then, it holds that
V arrpZ
pMq





p`` j2q ¨ n
λ`j`1

























































Now we give a proof of the proposition 4.3.1 using above lemmas.
of Proposition 4.3.1. Fix ` be a sufficiently large so that σ4 ă m`{n``1 and
choose BP M and N as the given in the first page of this section. These
two branching programs have the same functionality and length.
Using the results of lemmas, we can prove the proposition by analyzing
the summation of random matrices. We first verify the results for ZM. The
similar result holds for ZN since the bounds of lemmas are almost same.
From Lemma 4.3.1, 4.3.2 and the definition of ZM, we have
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When dividing both sides by V arrZMs





























































































































ď polypλq “: qpλq
The same holds for N as well.
Moreover, V arrZNs´V arrZMs “ Θ
`
w3 ¨ n ¨mh´2pσ2qh
˘
holds by Lemma











by polypλq for every j since σ4 ă m`{n``1. This implies the first condition
also holds.
Remark 4.3.2. In the original paper [CVW18], the authors give two dif-
ferent choice of the distributions of Ei,b; DZ,σ with corresponding dimension
in Section 11, and χ “ DZ,2?λLWE with appropriate dimension in Section
5. This paper focus on DZ,σ but the result still holds for χ “ DZ,2?λLWE
with slight modification.
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4.4 Cryptanalysis of BGMZ Obfuscation
In this section, we briefly review the BGMZ obfuscation and apply the sta-
tistical zeroizing attack on BGMZ obfuscation for exponentially large vari-
ance σ. Note that the security proof of BGMZ obfuscation under GGH15
zeroizing model (and underlying BPUA assumption) is independent of the
parameter σ, so our attack implies that the algebraic security proof is not
enough to achieve the ideal security of iO.
4.4.1 Construction of BGMZ Obfuscation
Bartusek et al. proposed a new candidate of iO which is provably secure
in the GGH15 zeroizing model. We briefly review the construction of this
scheme. For more detail, we refer to the original paper [BGMZ18].
We start with the conditions of BP they used. The authors use a dual-
input binary BP’s. i.e., inppiq “ pinp1piq, inp2piqq. For simplicity, they use
the notation xpiq “ pxinp1piq, xinp2piqq. Moreover, they employ the new pa-
rameter η “ polyp`, λq with η ě `4 which decides the minimum number of
the BP layer for the security parameter λ and input length `.
The targeted BP P also satisfies the following conditions.
1. All the matrices tPi,buiPrhs,bPt0,1u2 are w ˆ w matrices.
2.
śh
i“1 Pi,xpiq “ 0
wˆw.
3. Each pair of input bits pj, kq is read in at least 4`2 different layers of
branching program.
4. There exist layers i1 ă i2 ă ¨ ¨ ¨ ă iη such that inp1pi1q, ¨ ¨ ¨ , inp1piηq
cycles η{` times through r`s.
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To obfuscate a branching program that does not satisfy the condition 3 or
4, one pads the identity matrices to satisfy the conditions while preserving
the functionality.
Remark 4.4.1. The original construction consider the straddling set and
asymmetric level structures to prohibit invalid evaluations. The description
below omitted them because our attack only exploits the valid evaluations
whose results are the same regardless of them.
Construction. BGMZ obfuscation is a probabilistic polynomial time al-
gorithm which takes as input a BP P with a length h, and outputs an
obfuscated program with the same functionality. We use several param-
eter such as n,m, q, t :“ pw ` 1q ¨ n, σ, ν, g in the construction. We will
describe the setting for new parameters such as g, ν later.
The obfuscation procedure consists of the following steps.
‚ Sample pAi, τiq Ð TrapSamp1
t, 1m, qq for 0 ď i ď h ´ 1, Ah Ð
UpZtˆmq q, tEi,b Ð χtˆmuiPrh´1s,bPt0,1u2 and Eh Ð χtˆm where t :“
pw ` 1q ¨ n.




‚ Sample matrices tSi,b Ð DnˆnZ,σ uiPrh´1s,bPt0,1u2 and a final encoding Dh
as





¨Ah ` Eh, σq,
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and compute bookend vectors v and w as













where v1 Ð DnZ,σ, w1 Ð DmZ,σ, bv,bw Ð UpZkνq and J :“ rJ1|Inˆns
with a randomly chosen matrix J1 Ð t0, 1unˆwn.
‚ Compute matrices
Di, P Zmˆm Ð SamplepAi´1, τi´1, Ŝi,b ¨Ai ` Ei,b, σq with 1 ď i ď h´ 1,







¨Ri`1 with i “ 1, ¨ ¨ ¨ , h´ 1.
Evaluation. Outputs 0 if |v ¨
śh´1
i“1 Ci,xpiq ¨w
T | ď B. Otherwise, outputs
1.
Parameters. We first consider several security parameters. Let λ and
λLWE “ polypλq be security parameters depending on the obfuscation itself
and the hardness of LWE satisfying following constraints, respectively. Set
n “ ΩpλLWE log qq, χ “ DZ,s with s “ Ωp
?
nq. Moreover, for the trapdoor
functionality, we set m “ Ωpt log qq and σ “ Ωp
?
t log qq. In addition, they
use parameters g “ 5 and ν “ 2λ. For correctness we set zerotest bound
B “ pm ¨β ¨σ ¨
?
tqh`1`pk ¨νqh`1 and B ¨ωppolypλqq ď q ď pσ{λLWEq¨2
λ1´εLWE
for some fixed ε P p0, 1q. For more detail we refer readers to the original
paper [BGMZ18].
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Zerotest Functionality. From the construction of obfuscation, the fol-
lowing equality always holds if C :“
śh´1
i“1 Ci,xpiq is an encoding of zero
computed by honest evaluation.








































































ď σ2 ¨m2 ¨ pm ¨ β ¨ σ ¨
?
tqh´1 ` pk ¨ νqh`1




for all but negligible probability. Moreover, if
śh
i“1 Pi,xpiq is a nonzero
matrix, then
śh
i“1 Ŝi,xpiq is also nonzero matrix. Thus, }rv ¨C ¨w
T sq}8 is
larger than B with overwhelming probability because of Ah Ð UpZtˆmq q.
4.4.2 Cryptanalysis of BGMZ Obfuscation
In this section, we analyze the conditions for the statistical zeroizing attack
on the BGMZ obfuscation when we assume σ ě ν “ 2λ. (More precisely,
the same result holds when σ2 ě ν2g{12m.q. As in Section 4.3.2, the nota-
tion written in the capital italic words are regarded as the random matrix
whose entry follows a distribution that corresponds to the distribution of
entry of the bold-written matrix.
The targeted BPs are M “ tMi,buiPrhs,bPt0,1u2 and N “ tNi,buiPrhs,bPt0,1u2
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Iwˆw if i “ 1
0wˆw otherwise
.
Note that two branching programs always output zero. Now we suppose
that we have polynomially many samples from the one of two distributions
DM and DN, where DM and DN are the distributions of the evaluations
of obfuscations of M and N.
Then our purpose is to distinguish whether the samples come from







i,b as in the construction of BGMZ obfuscation for branching
programs P “ M or N. Thus, it suffices to prove the following proposition.
Proposition 4.4.1. Let λ be a security parameter and σ the Gaussian
variance parameter satisfying σ2 ě ν2g{12m for parameters m, ν and g of
BGMZ obfuscation. Then, there are two functionally equivalent branching



























where every random matrix is defined as the above. Let µM and µN, σ
2
M
and σ2N be mean and variance of the random variables of ZM and ZN,
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for some p, q “ polypλq under Assumption 1.
Note that Assumption 1 (for BGMZ obfuscation) is also needed to






























which does not contain the term including trapdoor matrices Ai’s. Thus,
similarly to the CVW obfuscation case, we need to analyze the statistical











i,b and their products to prove the statistical properties
including the variance in Proposition 4.4.1.
The proof of Proposition 4.4.1 is based on the following lemmas and
placed in the concluding part of this section. All proofs of these lemmas are
in Appendix 6.2.8. Note that most lemmas in this section also hold under
Assumption 1 as the section 4.3.2, so we omit repeated under Assumption 1
in statements. Notations c0, c, and d are similarly defined as Section 4.3.
For j “ 0, 1, ¨ ¨ ¨ , h´ 1, let pZ pMqqj be a random variable of the form
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P “ M and N.
Lemma 4.4.1. ErpZ pMqqjs “ ErpZ
pNqqjs “ 0 for all j “ 0, 1, ¨ ¨ ¨ , h.
Lemma 4.4.2. ErpZ pMqqµ1 ¨ pZ
pMqqµ2s “ ErpZ
pNqqµ1 ¨ pZ
pNqqµ2s “ 0 for
µ1 ‰ µ2.
Lemma 4.4.3 (j “ 0). It holds that




































Lemma 4.4.4 (j “ 1). It holds that
V arrpZ pMqq1s “ Θ
`
n2mh´1 ¨ pσ2qh`1 ¨ s2
˘
,
V arrpZ pNqq1s “ Θ
`
wn3mh´1 ¨ pσ2qh`1 ¨ s2
˘
` V arrpZ pMqq1s




































Lemma 4.4.5 (2 ď j ď h´ 1). It holds that
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Lemma 4.4.6 (j “ h). It holds that








¨ νpν ` 2q
*h`1
.













¨ νpν ` 2q
*2ph`1q
.
Now we give a proof of the proposition 4.4.1 using the above lemmas.
of Proposition 4.4.1. Choose BPs M and N as given in the first page of
this section. They have the same functionality and length.
Note that elements pZ pMqqj in the above Lemmas are of the form
pZ pMqqj “ v
1pMq















1pMqT for j ă h











Let ZM be the summation of pZ
pMqqj for j P t0, 1, ¨ ¨ ¨ , hu. From Lemma
4.4.2, we have
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After dividing both sides by V arrZMs

































































































polypλq for all i “ 0, 1, ¨ ¨ ¨ , h ´ 1 regardless of P “ M or P “ N. Since




































Thus the kurtosis is bounded by polynomial of security parameter λ.
Moreover, by the definition of ZN and ZM and lemmas, we obtain the

























In this paper, we proposed mathematical analyses of branching program
iO based on GGH13 and GGH15 multilinear maps.
First, in case of indistinguishability obfuscation candidates based on
GGH13, we showed that if NTRU-solver exists, then the all known iO
candidates over GGH13 do not obtain the desired security. In other words,
there exists two functionally equivalent branching programs such that their
obfuscated programs are distinguishable in polynomial time.
Second, we proposed a new cryptanalysis of iO based on GGH15, called
the statistical zeroizing attack. Unlike the previous works, we proposed the
first statistical attack to iO schemes based on GGH15. As the results, we
broke the CVW obfuscation for suggested parameters, and showed that
algebraic security model assumed by BGMZ obfuscation is insufficient to
achieve ultimate security model of iO. Indeed, we showed that the statis-
tical zeroizing attack is lying outside of the algebraic security model by
suggesting some parameters that holds the algebraic security model, but




6.1 Appendix of Chapter 3
6.1.1 Extended Attackable Model
In this section we introduce an extended model of attackable BP obfusca-
tion by our attack. The extended attackable BP obfuscation is modified in
the randomization step to embraces the obfuscation in [BR14]. The def-
inition of extended attackable conditions for randomization is as follows,
which is similar to Definition 3.3.1:
Definition 6.1.1 (Extended Attackable Conditions for Randomization).





























satisfying the following properties, where d0, d``2, ei’s are integers.
1. There exist matrices S0,S
1







i,buiPr`s,bPt0,1uw such that the following equations hold





Ri,bi ¨RT “ αS ¨
ź̀
i“1

















































is zero or not. Especially, there are two integers u, v such that P pxq “ 0 ñ
RP pxqru, vs “ 0.
After randomizing matrices, we encode every entries and scalars of
RandpP q separately by GGH13 multilinear map with respect to the level
corresponding to the first index of elements. We denote encpauxJ,aq by
ĂauxJ,a for each J Ă rN s and a P t0, 1u
wˆ|J |.
We note that aux’s were not discussed in the main body of our paper.
However, our program converting technique is applied with small modifi-
cation for auxiliary scalars as well. More precisely, for each ĂauxJ,a, ĂauxJ,b,
we compute h “ ĂauxJ,a{ĂauxJ,b and solve the NTRU problem for the in-
stance h. Then we obtain cJ ¨ pauxJ,a ` ra ¨ gq for small cJ . For an auxil-
iary scalar ĂauxJ,c corresponding to J , we compute cJ ¨ pauxJ,c ` rc ¨ gq “
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cJ ¨ pauxJ,a ` ra ¨ gq ¨ ĂauxJ,c{ĂauxJ,a. We can recover dummy auxiliaries as
well.
From this calculation, R program is obtained for extended model. the
other step such as recovering the ideal xgy and the matrix zeroizing attack
work correctly as well.
6.1.2 Examples of Matrix Zeroizing Attack
Obfuscation in [PST14].
In this section, we prove that obfuscation in [PST14] cannot be iO for
general-purpose. This scheme is characterized by several special random-
izations; converting to merged branching program which consists of per-
mutation matrices, and choose the right bookend vector T “ e1 and no
left bookend vector, and then choose identity Kilian matrix K0 “ I at the
first left position. It implies that, by Proposition 3.4.2, the evaluation of
the program is of the form:
ź̀
i“1






Mi,bi ¨ e1 “ ρT ¨
ź̀
i“1
ρi,bi ¨ ek pmodxgyq,
where k is an integer computed by M’s. Therefore, we can compute ρT ¨
ś`
i“1 ρi,bi from the computed value. As a next step, we recover ratios of
scalar bundlings ρj,bj{ρj,b1j for b,b
1 which satisfies bi “ b
1
i for all i P r`s




i“1 ρi,b1i . Finally, we




Badrinarayanan et al. suggest a construction for obfuscation based on
branching program, especially for evasive functions [BMSZ16].∗. In this
section, we prove that obfuscation of Badrinarayanan et al. cannot be a
general-purpose iO. This construction is for low-rank branching program,
thus it do not have dummy matrices and also does not apply higher di-
mension embeddings.
The original method for their construction is in the bookend; the au-
thors use no bookend matrices and use special form of Kilian randomization
at the first and last matrices. The first and last Kilian matrices are given
as follows:
K0 “ diagpβ1, ¨ ¨ ¨ , βd1q,K
´1
``1 “ diagpγ1, ¨ ¨ ¨ , γd``1q,
where βu, γv are randomly chosen scalars.






ru, vs for some


















‚ru, vs pmod xgyq
since S0,T0 are exactly K0,K
´1





iPr`sDi,b1iru, vs for b,b
1 which
satisfies bi “ b
1
i for all i P r`s except j. Since we computed ratios of scalar
∗We remark that the construction of [BMSZ16] is similar to the construction
of [SZ14], which is used as a foundation of recent implementation 5Gen [LMA`16]
and our attack is also applied to [SZ14] in the same manner.
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bundlings ρj,bj{ρj,b1j , we can run the matrix zeroizing attack.
6.1.3 Examples of Linear Relationally Inequivalent
BPs
We exhibit two examples of two functionally equivalent but linear rela-
tionally inequivalent branching programs here. This examples also certify
Proposition 3.3.2. The first simple example from nondeterministic finite
automata is read-once BPs, and the second example comes from Barring-
ton’s theorem and thus input-unpartitionable.
6.1.4 Read-once BPs from NFA
Two read-once BPs in Table 3.1 are from non-deterministic finite automata
and linear relationally inequivalent.
These two BPs are the point function which output 1 only for input
01, but they are linear relationally inequivalent. For example,
M0,1 ¨M1,0 ´M0,1 ¨M1,1 ‰ 0,
N0,1 ¨N1,0 ´N0,1 ¨N1,1 “ 0.
We note that the matrix Mi,b is the adjacent matrix between tAi,cucPt0,1u





































































Table 6.1: BPs from NFA
6.1.5 Input-unpartitionable BPs from Barrington’s
Theorem
In the case of Barrington’s theorem, the linear relationally inequivalent
matrix BPs are more complex. We consider the following two functionally
equivalent circuits:
C0 “ pX1 ^X2q ^ p X1 ^X3q,
C1 “ p X1 ^X2q ^ pX1 ^X3q.
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We transform two circuits into the following BPs by Barrington theorem
as follow†:




ρ e βδ e β
´1
δ ¨ ¨ ¨
1: e e e e αδ e α
´1
δ e ¨ ¨ ¨
PC1 “ 0: e βρ e β
´1




δ ¨ ¨ ¨
1: αρ e α
´1
ρ e e e e e ¨ ¨ ¨
input bits 1 2 1 2 1 3 1 3 ¨ ¨ ¨
where τσ denotes στσ
´1 for permutations τ, σ P S5. In the matrix repre-











0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1




















0 0 1 0 0
1 0 0 0 0
0 0 0 0 1
0 1 0 0 0




















0 0 1 0 0
0 0 0 0 1
0 1 0 0 0
1 0 0 0 0





















1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
0 0 0 0 1




















1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 0 1











We note that two functionally equivalent branching programs PC0 and
PC1 are clearly input-unpartitionable. Now if we consider two (invalid)
inputs x “ 0110110111111111 and y “ 1111101011111111. These yield,
for example, PC0pxq “ αρ ¨ e ¨ e ¨ β
´1
ρ ¨ αδ ¨ e ¨ e ¨ e ¨ ¨ ¨ ¨ “ αρ ¨ β
´1
ρ ¨ αδ “ β.
†Barrington theorem can be implemented in various ways, but we only consider the
first description in [Bar86]. This description also can be found in [ADGM17].
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The terms in the right ¨ ¨ ¨ are canceled. Then the equation
PC0pxq ´ PC0pyq “ 0,
PC1pxq ´ PC1pyq ‰ 0
hold. Thus two branching programs PC0 and PC1 are functionally equivalent
but linear relationally inequivalent.
6.2 Appendix of Chapter 5
6.2.1 Simple GGH15 obfuscation
We briefly describe the construction of single input BP obfuscation based
GGH15 without safeguard.
For an index to input function inp : rhs Ñ r`s, let
P “
 
inp, tPi,b P t0, 1u
wˆw
uiPrhs,bPt0,1u,P0 “ 0wˆw,P1 “ ZwˆwzP0
(
be a single input BP.
For parameters w,m, q, B P N and σ P R`, the BP obfuscation based
GGH15 consists of the matrices and input function, namely
OpPq “
 
inp,A0, tDi,b P ZmˆmuiPrhs,bPt0,1u
(
.
In this case, the matrix T in the abstract model is the identity matrix
and S “ A0. The output of the obfuscation at x is computed as follows:
compute the matrix A0 ¨
śh
i“1 Di,xinppiq mod q and compare its } ¨ }8 to a
zerotest bound B. If it is less than B, outputs zero. Otherwise, outputs 1.
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The algorithm to construct an obfuscated program OpPq proceeds as
follows:
‚ Sample matrices pAi, τiq Ð TrapSamp1
w, 1m, qq for i “ 0, 1, ¨ ¨ ¨ , h´1,
Ah Ð UpZwˆmq q and Ei,b Ð χwˆm where χ is a distribution related
to the hardness of LWE problem.
‚ By using the trapdoor τi, sample matrices
Di,b P Zmˆm Ð SamplepAi´1, τi´1,Pi,b ¨Ai ` Ei,b, σq with 1 ď i ď h.
‚ Output matrices tA0, tDi,b P ZmˆmuiPrhs,bPt0,1uu.
Then, we observe the product OpPqpxq “ rA0 ¨
śh























i“1 Pi,xinppiq “ 0
wˆw, then OpPqpxq can be regarded as a
summation of matrices over integers instead of Zq under the certain choice


























since the infinity norm of the above matrix is less than B ! q. Note that
the evaluation values only rely on the matrices Pi,b, Ei,b and Di,b. Thus,
the evaluation result depends on the message matrices Pi,b.
Suppose that we have two functionally equivalent BPs M “ tMi,buiPrhs,bPt0,1u
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and N “ tNi,buiPrhs,bPt0,1u satisfies
Mi,b “ 0




Iwˆw if i “ 1
0wˆw otherwise
,
and an obfuscated program OpPq. The goal of adversary is to determine
whether P is M or not. For all x P t0, 1u`, the evaluation of the obfuscation
is of the form














Note that they correspond to the distributions DM and DN for a fixed
vector x. These equations show the difference of two distributions in this
case.
6.2.2 Modified CVW Obfuscation
We give a modification of CVW obfuscation, which can obfuscate the per-
mutation matrix branching programs. This modification is, as far as we
know, robust against all existing attacks. We first describe the transforma-




6.2.3 Transformation of Branching Programs
We first introduce the transformation from single-input permutation ma-
trix branching programs to Type I BP. This transformation is applicable
to BPs which outputs 0 when the product of BP matrices is the identity
matrix. The output of transformation is a new branching program that
outputs 0 when the product of BP matrices is the zero matrix. Through
this transformation, the width of branching program is doubled. Note that
this is adapted version of [CVW18, Claim 6.2].
We are given a branching program with input size `
P “
 
tPi,b P t0, 1u
wˆw
uiPrhs,bPt0,1u, inp : rhs Ñ r`s
(







i“1 Pi,pxinppiqq “ Iw
1 otherwise



















and the evaluation is similar but uses new vectors v1 “ pv| ´ vq and














We will choose v and w as random Gaussian vectors. Note that the result-
ing branching program is also a permutation BP.
6.2.4 Modification of CVW Obfuscation
We give here how to modify the CVW obfuscation to be applicable to the
resulting permutation BPs of the above transform. We also assume that
the index length h “ pλ ` 1q ¨ ` and the index-to-input function satisfies
inppiq “ pi mod `q as in the CVW obfuscation. We also assume that the
BP is pλ ` 1q-input repetition BP as in the original construction. The
changed parts are written in red. Note that the targeted BPs have width
2w. Thus we set t :“ p2w ` 2n`q ¨ n.
‚ Sample bundling matrices tRi,b P Z2n`ˆ2n`uiPrhs,bPt0,1u such that p11ˆ2`b
Inˆnq ¨Rx1 ¨ p1
2`ˆ1bInˆnq “ 0 ðñ x1 P ω̄pt0, 1u`q for all x1 P t0, 1uh.




































































if inppiq “ k and i ą λ`
‚ Sample matrices tSi,b Ð DnˆnZ,σ uiPrhs,bPt0,1u, bookend vectors v Ð DwZ,σ
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and w Ð DwZ,σ and compute







L :“ ppw|w|11ˆ2n`qT b Inˆnq P Ztˆn
‚ Sample pAi, τiq Ð TrapSamp1
t, 1m, qq for 0 ď i ď h ´ 1, Ah Ð
UpZnˆnq q, tEi,b Ð DtˆmZ,σ uiPrh´1s,bPt0,1u and tEh,b Ð D
tˆn
Z,σ ubPt0,1u.
‚ Run Sample algorithms to obtain
Di,b P Zmˆm Ð SamplepAi´1, τi´1, Ŝi,b ¨Ai ` Ei,b, σq for 1 ď i ď h´ 1,
Dh,b P Zmˆn Ð SamplepAh´1, τh´1, Ŝh,b ¨ L ¨Ah ` Eh,b, σq.





We omit the procedure and correctness of evaluation that are almost the
same as the original one.
6.2.5 Assumptions of lattice preimage sampling
In this section we provide the experimental results of Assumption 1. Our
experiments are built upon the preimage sampling algorithm in the [HHSSD17b],
an implementation of BP obfuscation [HHSSD17a].‡ The results imply that
‡We also verify the correctness of the attack itself for [HHSSD17a], but with large




#products m log2 σ
2
x log2 S
2 ErX4s{σ4 log2 σ
2
2 2191 34.9 80.8 2.937 80.8
2 2771 35.2 81.4 2.702 81.7
2 3352 35.4 82.4 2.677 82.5
3 2771 35.2 128.7 3.025 128.4
4 3352 35.4 177.0 2.900 176.8
5 3932 35.6 225.9 3.068 225.9
7 5621 36.1 328.1 3.210 327.5
Table 6.2: Experiment results on statistical value of preimage sampling.
#products stands for the number of producted preimage matrices, σ2x the
variance of preimage sampling, S2 the sample variance, ErX4s{σ4 the sam-
ple kurtosis and σ2 the expected variance. Every experiment is done using
100 samples. The expected variance is computed under the assumption on
independency of D’s. Every expected kurtosis assuming independency of
D’s is about 3.
the variance and kurtosis move almost the same as one assumed indepen-
dency, the correctness of attack only requires much relaxed assumption.
6.2.6 Useful Tools for Computing the Variances
We introduce useful lemmas to help our computation. We note that we
consider the random matrix A whose entries are independent.
Lemma 6.2.1. Let A “ pAi,jq be a n ˆ n random matrix where Ai,t and
Aj,t are independent for every 1 ď i ă j ď n and 1 ď t ď n. and X “
rX1, X2, ¨ ¨ ¨ , Xns a n-dimensional random vector which is independent to
to verify the attack with binary entry BPs, which is not easy to experiment because the




A. Assume that the following conditions for all distinct i, j, k, l P rns:
ErXis “ 0, ErXi ¨Xjs “ 0, ErX
3
i ¨Xjs “ 0,
ErX2i ¨Xj ¨Xks “ 0, and ErXi ¨Xj ¨Xk ¨Xls “ 0.
Then, a n-dimensional random vector Y “ rY1, Y2, ¨ ¨ ¨ , Yns “ A ¨ X also
satisfies the similar constraints
ErYis “ 0, ErYi ¨ Yjs “ 0, ErY
3
i ¨ Yjs “ 0,
ErY 2i ¨ Yj ¨ Yks “ 0, and ErYi ¨ Yj ¨ Yk ¨ Yls “ 0.
for all distinct i, j, k, l P rns.
Proof.

























ErAi,ts ¨ ErAj,ts ¨ ErXt ¨Xts
“ 0
Lemma 6.2.2. Let tAi “ pA
j,k
i qu1ďiďt be nˆ n random matrices where




‚ Aj,si and A
k,s
i are independent for every 1 ď j ă k ď n, 1 ď s ď n
and 1 ď i ď t,
‚ Ai1,j11 , ¨ ¨ ¨ , A
it,jt
t are mutually (entrywise) independent for every 1 ď
ik, jk ď n for all k
and X “ pXi,jq “
śt
k“1 Ak n ˆ n random matrix. For all i, j, k P rns, it
holds that
ErXi,js “ 0, V arrXi,js “ n
t´1
¨ pσ2qt,





k,js “ pnpn` 2qq
t´1
¨ pσ2q2t
Proof. We apply mathematical induction on t. For t “ 1, it is clear because
of the property of Gaussian distribution.
We assume that the equations hold when t “ s and will show that




Ai and Y “ As`1 ¨ X
1.
Note that all entries of Ai follow Gaussian distribution DZ,σ satisfy the





Ai,k ¨Xk,j. Note that the results of Lemma 6.2.1 holds for every
column of X, which can be shown in the inductively applying Lemma 6.2.1.
1. ErYi,js “ 0 is clear.
2. Since ErYi,js “ 0, V arrYi,js is the same to ErY
2
i,js. Note that we
can obtain ErXk,j ¨Xl,js “ 0 and for k ‰ l by applying Lemma 6.2.1
inductively, thus ErAi,k¨Xk,j¨Ai,l¨Xl,js “ ErAi,k¨Ai,ls¨ErXk,j¨Xl,js “ 0
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also holds. Now we obtain



























“ n ¨ σ2 ¨ ns´1 ¨ pσ2qs “ ns ¨ pσ2qs`1
The last equality holds by the inductive hypothesis.
3. Note that ErY 4i,js “ Erp
řn
k“1Ai,k ¨Xk,jq
4s. It holds that, for k ‰ l,
ErpAi,k ¨Xk,jq
3
¨ pAi,l ¨Xl,jqs “ ErA
3
i,k ¨ Ai,ls ¨ ErX
3
k,j ¨Xl,js “ 0
ErpAi,k ¨Xk,jq
2
¨ pAi,l ¨Xl,jq ¨ pAi,m ¨Xm,jqs “ 0
ErpAi,k ¨Xk,jq ¨ pAi,l ¨Xl,jq ¨ pAi,m ¨Xm,jq ¨ pAi,u ¨Xu,jqs “ 0
for all for all distinct k, l,m, u P t1, ¨ ¨ ¨ , nu. By the induction hypoth-









¨ 3pnpn` 2qqs´1 ¨ pσ2q2s.







s “ 3pnpn` 2qqs ¨ pσ2q2ps`1q.






















































u,js “ pnpn` 2qq
s
¨ pσ2q2ps`1q.
Lemma 6.2.3. Let A “ pAi,jq be a n ˆm random matrix whose entries








1 for all i P rns, j P rms
with some constant C, where the entries of A need not to be indepen-
dent. Let v “ rv1, ¨ ¨ ¨ , vns and w “ rw1, ¨ ¨ ¨ , wms be n-dimensional random
vectors whose entries are mutually independent and follow the Gaussian
distribution DZ,σ2. If the entries of A are independent to the entries of v
and w, then Y “ v ¨ A ¨ wT satisfies the following condition:















vi ¨ Ai,j ¨ wj.















2. For all i, k P rns, j, l P rms satisfy pi, jq ‰ pk, lq, Erpvi ¨Ai,j ¨wjq ¨ pvk ¨
Ak,l ¨wlqs “ Ervi ¨ vksErAi,j ¨Ak,lsErwj ¨wls “ 0 since one of Ervi ¨ vks
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or Erwj ¨ wls is zero. Then it holds that





































3. By the Cauchy-Schwarz Inequality, it holds







vi ¨ Ai,j ¨ wjq
4























j s ď pnmq
4




6.2.7 Analysis of CVW Obfuscation
In this section, we describe how to prove the Lemmas in Section 4.3.2.
We use the same notation as in Section 4.3. We re-use or abuse the some
notations for the different proof for the convenience of the writing. Fix a
x satisfying OpPqpxq “ 0.
Note that the appeared random matrices are of the form
pZ
pPq


















where all random matrices included in pZ
pPq
1,1 qj for each j are mutually in-
dependent except the matrices D’s. Thus, we are only need to carefully
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deal with the product of preimage sampled matrices D ’s to compute sam-
ple variances for each j. This issue is resolved assuming the variance of
products of D ’s and bounds of their kurtosises.







i has the variance Θpm
h´j´2pσ2qh´j´1q and its kurto-
sis is bounded by Oppolypλqq. We denote (possibly polynomial) c0 by the
bound of kurtosises in Assumption 1, and c and d the lower and upper
bound of V arrD̂
pPq













We also remark that all distributions corresponding to random vari-







are the same as regardless of
the choice of P “ M or N, because the matrices of branching programs
are all zero except the first matrix. Thus we consider the choice of the









of Lemma 4.3.1 and 4.3.2. We assume that µ1 ă µ2 and it is enough to
show the result for M. Note that the random matrix E
pMq
j is only (possibly)
dependent to D
pMq
j and the random variables pZ
pMq
1,1 qµ1 and pZ
pMq
1,1 qµ2 do not





1,1 qµ2 both contain the random matrix E
pMq
µ1`1
whose expectation of each
entry is zero. Thus, we obtain the desired result.
Similarly, when we express pZ
pMq
1,1 qµ1 ¨ pZ
pMq
1,1 qµ2 into the polynomials of






does not include the entries of D
pMq
µ1`1




is zero, it completes proof.































Then, for all u P rts, v P rns, all random variables X
pMq
u,v have the vari-












ď c0 by Assumption 1.
Let E
pMq























u,i s ¨ ErX
pMq
i,v s “ 0,
ErY pMqu,v ¨ Y
pMq
































j,v s “ 0,






































































































“ Θppw ` 2n`q ¨mh´1pσ2qhq.
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ď pw ` 2n`q4 ¨m2 ¨ 3c0 ¨ d
2
¨m2h´2 ¨ pσ2q2h.




























All arguments with respect to N also hold well.
of Lemma 4.3.4. Only for this lemma, we give the proof of the two cases;
P “ M and P “ N.











. Then, this case is a special case of Lemma 4.3.5. Readers refer
to the proof of Lemma 4.3.5. Therefore, we can obtain that
V arrpZ
pMq
1,1 q1s “ Θppn
3








pw ` 2n`q4 ¨ 9n8 ¨ 3c0 ¨m
2h´4
¨ pσ2q2ph`1q ¨ d2.
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is equal to summation of variances of two above two random
matrices.













; the variance of the latter term
is a special case of the Lemma 4.3.5 as the above case.
Let S
pNq










u,v q1 be random variables of
























































































“ Θpwn ¨ pσ2q ¨mh´2 ¨ pσ2qh´1q
“ Θpwn ¨mh´2 ¨ pσ2qhq.
Moreover, we can calculate an upper bound of ErY
pNq4
1,1 s as follows:
ErY
pNq4









































ď pwnq4 ¨ 3pσ2q2 ¨m4 ¨ 3co ¨m
2h´6
¨ pσ2q2ph´1q ¨ d2
“ 9c0 ¨ pwnq
4m2 ¨m2h´4 ¨ pσ2q2h ¨ d2.
Similarly, we can compute Y
pNq
i,1 for i “ 2, ¨ ¨ ¨ , wn in the exactly same way.
The equations and inequalities are all equal to the Y
pNq
1,1 case. For i ą wn,
Y
pNq
i,1 is computed as in Case 1. In other words, it is the special case j “ 1
of Lemma 4.3.5 and the result is equal to Case 1 as well. Thus, we omit





i`pk´1qn,1 for all k “ 1, ¨ ¨ ¨ , wn. Thus, we obtain the
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desired results as follows:
V arrpZ
pNq









































ď pw ` 2n`q4 ¨ 27n8m2 ¨ c0 ¨m
2h´4
¨ pσ2q2ph`1q ¨ d2




























of Lemma 4.3.5. We remark that, as noted in the above proof, this proof
works for j “ 1 as well and this case is used in the above proof. It suffice
to prove the case P “ M. Let 1 ď j ă λ ¨ ` be an integer that j “ ` ¨ j1` j2
and X
pMq








. Then, all random variables Xu,v have the variance
Θpmh´j´1 ¨ pσ2qh´jq, and we have ErX
pMq




u1,v s “ 0 for
distinct u, u1 and ErX
pMq4












. Then, V arrS
pMq




u1,v s “ 0 for distinct
u, u1 and ErS
pMq4
u,v s “ 3tnpn` 2quj´1 ¨ pσ2q2j hold.































































‚ if k “ j2 ` 1, ¨ ¨ ¨ , `
Let R
pMq
u,v be the random variables of the pu, vq-th entry of the ran-





. Then V arrR
pMq2





u1,v s “ 0 and ErR
pMq4
u,v s “ 3pnpn` 2qqj1 ¨ pσ2q2pj1`1q.















































“ Θpn2 ¨ nj1 ¨ pσ2qj1`1 ¨ nj´1 ¨ pσ2qj ¨mh´j´1 ¨ pσ2qh´jq
“ Θpnj1`j`1 ¨ pσ2qj1`j`1 ¨mh´j´1 ¨ pσ2qh´jq
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“ 27n8m2 ¨ pnpn` 2qqj1`j´1 ¨ c0 ¨m
2h´2j´2
¨ pσ2q2ph`j1`1q ¨ d2.


































































0 if i P rwns
Θpnj1`j`1 ¨ pσ2qj1`j`1 ¨mh´j´1 ¨ pσ2qh´jq
if i “ a ¨ n2 ` b`w ¨ n
with a{2 P t0u Y rj2 ´
1s, b P rn2s
Θpnj1`j ¨ pσ2qj1`j ¨mh´j´1 ¨ pσ2qh´jq
if i “ a ¨ n2 ` b `
w ¨ n with a{2 P
tj2, ¨ ¨ ¨ , `u, b P rn
2s
Θpnj ¨ pσ2qj ¨mh´j´1 ¨ pσ2qh´jq otherwise.
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Thus, we can derive upper bounds of ErY
pMq4




















27n8m2 ¨ tnpn` 2quj1`j´1 ¨ c0 ¨m
2h´2j´2 ¨ pσ2q2ph`j1`1q ¨ d2
27n8m2 ¨ tnpn` 2quj1`j´2 ¨ c0 ¨m
2h´2j´2 ¨ pσ2q2ph`j1q ¨ d2
9n4m2 ¨ tnpn` 2quj´1 ¨ c0 ¨m
2h´2j´2 ¨ pσ2q2h ¨ d2
Let pZ
pMq










































v,1 s “ 0 holds for all u, v.
With the similar method, we compute V arrpZ
pMq























“ Θpj2n ¨ n
j1`j`1 ¨ pσ2qj1`j`1 ¨mh´j´1 ¨ pσ2qh´j
` p`´ j2qn ¨ n
j1`j ¨ pσ2qj1`j ¨mh´j´1 ¨ pσ2qh´j


































` p`´ j2qn ¨ 27n
8m2 ¨ pnpn` 2qqj1`j´2 ¨ c0 ¨m
2h´2j´2
¨ pσ2q2ph`j1q ¨ d2
` `n ¨ 9n4m2 ¨ pnpn` 2qqj´1 ¨ c0 ¨m
2h´2j´2
¨ pσ2q2h ¨ d2u
ď pw ` 2n`q4 ¨ 27n8m2 ¨ pnpn` 2qqj1`j´1c0m
2h´2j´2



































All arguments for N hold as well.
of Lemma 4.3.6. Similarly, we also focus on the case P “ M. Let j be
an integer that j ą λ ¨ ` and j “ ` ¨ λ ` j2. This proof is very similar






. Thus, in this proof, we focus on the form of the matrix.
Note that, because of the functionality, the matrices R
pMq
i,b are completely



















































































































































































































The arguments for N hold as well.
6.2.8 Analysis of BGMZ Obfuscation
In this section, we describe how to proof lemmas in Section 4.4.2. We
modify the notation as in the CVW obfuscation case. We replace n1, n
with n, t. We re-use or abuse the some notations for the different proof for
the convenience of the writing. For example, we omit the index j in the
main body of the paper. Fix a x P t0, 1u` satisfying OpPqpxq “ 0.





has the variance Θpmh´j´2pσ2qh´j´1q and Oppolypλqq upper bound of its
kurtosises.
More precisely, We denote (possibly polynomial) c0 by the bound of
kurtosises in Assumption 1, and c and d the lower and upper bound of
V arrD̂
pPq












We omit the proof of Lemma 4.4.1, 4.4.2 since it is almost the same to
the proof of Lemma 4.3.1 and Lemma 4.3.2.
of Lemma 4.4.3. Let pX
pMq
u,v q be random variables of the pu, vq-th entry of











u,v have the variance Θpmh´1pσ2qh´1 ¨ s2q. Moreover,
it holds that ErX
pMq








u,v s ď 3c0 ¨m
2 ¨m2h´2 ¨ pσ2q2ph´1q ¨ ps2q2 ¨ d2 by Assumption 1.
Similarly, the random variables of the pu, vq-th entry of the random






k,xpkq are denoted by Y
pMq
u,v . J is defined by
rJ 1pMq|Inˆns and J 1pMq Ð t0, 1unˆwn. Let the random variables of the pu, vq-
th entry of the random matrix J 1pMq be denoted by J
1pMq































































` 1q ¨mh´1 ¨ pσ2qh´1 ¨ s2q.
In addition, the upper bound of ErY
pMq4
1,1 s can be computed
ErY
pMq4
























ď pw ` 1q4 ¨ 3c0 ¨m
2
¨m2h´2 ¨ pσ2q2ph´1q ¨ ps2q2 ¨ d2.
Similarly, we can derive the same results for Yu,v for all u, v. The vari-
ance of pZ pMqq0 “ v











V arrpZ pMqq0s “ Θpnm ¨ p
w
2
` 1q ¨mh´1 ¨ pσ2qh´1 ¨ s2 ¨ σ4q
“ Θpnm ¨ p
w
2
` 1q ¨mh´1 ¨ pσ2qh`1 ¨ s2q
We also have




¨m2h´2 ¨ pσ2q2ph´1q ¨ ps2q2 ¨ p3σ4q2 ¨ d2
“ 27c0 ¨ pnmq
4
¨ pw ` 1q4 ¨m2 ¨m2h´2 ¨ pσ2q2ph`1q ¨ ps2q2 ¨ d2











ď 108c0 ¨ pnmq
2






For N, all arguments are exactly same.
of Lemma 4.4.4. In this proof we consider the two cases; P “ M and
P “ N.









1pMqT . This is the special case j “ 1 of Lemma 4.4.5. Readers




V arrpZ pMqq1s “ Θpnm ¨ n ¨m
h´2
¨ pσ2qh`1 ¨ s2q
ErpZ pMqq41s ď 81c0 ¨ pnmq
4











ď 81c0 ¨ pnmq
2















1pNqT . Let S
pNq
u,v be random variables of pu, vq-th entry of
the random matrix S
pNq





















pNq is defined by
rJ 1pNq|Inˆns and J 1pNq Ð t0, 1unˆwn. The random variables of the pu, vq-th
















































































































¨ n ¨mh´2 ¨ pσ2qh´1 ¨ s2q
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In addition, the upper bound of ErY
pNq4













































































































ď 9c0 ¨ tpw ` 1qnu
4
¨ n4 ¨m2 ¨ pσ2q2ph´1q ¨ ps2q2 ¨ d2
The same results for Y
pNq
u,v for all u, v can be shown in the same way.
The variance of pZ pNqq1 “ v








is computed as follows:
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¨ n ¨mh´2 ¨ pσ2qh`1 ¨ s2q.
Similarly, we have

















ď 324c0 ¨ pnmq
2






of Lemma 4.4.5. Let 2 ď j ď h´1 be an integer and Xu,v the random vari-







All random variables X
pMq
u,v have the variance Θpmh´j´1 ¨pσ2qh´j´1 ¨s2q, and
ErX
pMq



































. Then, it hold that V arrS
pMq2




u1,v s “ 0
for distinct u, u1 and ErS
pMq4
u,v s “ 3tnpn` 2quj´1 ¨ pσ2q2j.
















, we denote it by Y
pMq
u,v . Then
a variance of Y
pMq
u,v can be computed using Lemma 6.2.1.

























“ Θpn ¨ nj´1 ¨ pσ2qj ¨mh´j´1 ¨ pσ2qh´j´1 ¨ s2q
“ Θpnj ¨mh´j´1 ¨ pσ2qh´1 ¨ s2q
Moreover, it holds that
ErY pMq
4































By Lemma 6.2.3, we can compute


















which is denoted by pZ pMqqj. Then it hold that
V arrpZ pMqqjs “ Θpnm ¨ n
j
¨mh´j´1 ¨ pσ2qh´1 ¨ s2 ¨ σ4q
“ Θpnm ¨ njmh´j´1pσ2qh`1s2q






























All arguments hold as well for N.
of Lemma 4.4.6. Let X
pMq
u,v be the random variables of the pu, vq-th entry




i,xpiq. All random variables of entries of B
pMq
i,xpiq










s. The complete proof is done by considering the statistical indistin-
guishability of two uniform random distributions.
We note that the similar computations as in Lemma 6.2.2 hold as well
for the uniform distributions. More precisely, for the random variable U1,









¨ νpν ` 2q, ErU41 s “
1
80





Thus, the variance of X
pMq
u,v is


















¨ νpν ` 2q
*2ph´1q
.









w which is denoted by pZ pMqqh.


















¨ νpν ` 2q
*h`1
,
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램들을 구분할 수 없다면 구분불가능한 난독화라고 한다. 구분불가능한 난독화가
존재한다면, 다중선형함수, 함수암호, 다자간 키교환 등 많은 암호학적인 응용들이
존재하기 때문에, 구분불가능한 난독화를 설계하는 것은 매우 중요한 문제 중 하나
이다. 일반적으로, 많은 구분불가능한 난독화들은 다중선형함수 GGH13, CLT13,
GGH15를 기반으로 하여 설계되었다.
본 학위 논문에서는, 다중선형함수를 기반으로 하는 난독화 기술들에 대한 안
전성 분석을 진행한다. 먼저, GGH13 다중선형함수를 기반으로 하는 모든 난독화
기술들은 현재 파라미터 하에 안전하지 않음을 보인다. 프로그램 변환(program
converting), 행렬 제로화 공격(matrix zeroizing attack)이라는 두 가지 새로운 방
법을제안하여안전성을분석하였고,그결과,현존하는모든 GGH13다중선형함수
기반 난독화 기술이 다항식 시간 내에 NTRU 문제로 환원됨을 보인다.
또한, GGH15 다중선형함수를 기반으로 하는 난독화 기술에 대한 통계적인
공격방법을 제안한다. 통계적 공격방법을 최신 기술인 CVW 난독화, BGMZ 난독
화에 적용하여, CVW 난독화가 현재 파라미터에서 안전하지 않음을 보인다. 또한
BGMZ 난독화에서 제안한 대수적 안전성 모델이 이상적인 난독화 기술을 설계하
는데충분하지않다는것을보인다.실제로, BGMZ난독화가안전하지않은특이한
파라미터를 제안하여, 우리 공격이 BGMZ에서 제안한 안전성 모델에 해당하지 않
음을 보인다.
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