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This paper proposes a novel method of discovering a set of image
contents sharing a specific context (attributes or implicit meaning)
with the help of image collections obtained from social curation
platforms. Socially curated contents are promising to analyze var-
ious kinds of multimedia information, since they are manually fil-
tered and organized based on specific individual preferences, in-
terests or perspectives. Our proposed method fully exploits the
process of social curation: (1) How image contents are manually
grouped together by users, and (2) how image contents are dis-
tributed in the platform. Our method reveals the fact that image
contents with a specific context are naturally grouped together and
every image content includes really various contexts that cannot
necessarily be verbalized by texts.
Categories and Subject Descriptors
J.3.1 [Human-centered computing]: Collaborative and social com-
puting—Collaborative and social computing theory, concept and
paradigms
Keywords
Social curation, contexts, graph clustering, classification
1. INTRODUCTION
One of the ultimate goals in the field of computer vision and pat-
tern recognition is to learn the structure of our visual world with
the help of large amount of real data such as images, videos and
texts. This problem is known to be challenging but fundamentally
important. High performance comparable with humans seems to
be extremely difficult to achieve due to variations in appearances,
especially when dealing with contexts that are often difficult to ver-
balize.
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Figure 1: Image context mapping on 2D graph structures ob-
tained by our proposed method (See Sec. 4 for the detail).
This background would direct researchers to the use of social
network services (SNSs) as a promising resource, since they con-
tain huge amount of side information useful for understanding con-
texts of image contents. Such side information includes user pro-
files, geo locations and user networks. The major interest of the
current SNS developers and users are rapidly shifting from con-
ventional text-based (micro)blogs such as Twitter and Facebook to
multimedia contents such as Flickr, Snapchat, MySpace and Tum-
blr. However, the ability to analyze and exploit these unorganized
multimedia data still remain inadequate, even with state-of-the-art
media processing techniques.
This paper focuses on another emerging trend called social cu-
ration, a human-in-the-loop alternative to automatic algorithms for
social media analysis [15]. Social curation can be defined as a spon-
taneous human process of remixing social media contents for the
purpose of further consumption. What characterizes social cura-
tion is definitely the manual efforts involved in organizing social
media contents, which indicates that curated contents are informa-
tion sources potentially richer than automatic summaries generated
by algorithms. Also, curated contents would provide latent per-
spectives and contexts that are not explicitly presented in the orig-
inal resources. Following this trend, several studies have tried to
examine and exploit social curation data [7, 9].
The main claim in this paper is that social curation data has a
great potential as corpora to discover, visualize and retrieve con-
texts of image contents. In particular, this paper focuses on Pin-
terest, one of the most emerging social curation platforms dealing
with image contentsPinterest has favorable and unique characteris-
tics for mining image contexts.
(1) Focused contexts: There are so many groups (called “boards”
in Pinterest) of image contents that are all manually collected, se-
lected and maintained, so that board contributors and consumers
can easily and quickly find images they want [10]. Therefore, most
of the images on a specific board share the same context board con-
tributors keep in mind.
(2) Content-centric networks: Contents and boards form net-
works in Pinterest, whereas users and user groups are the basis in
conventional SNSs. Users may have several boards, follow boards
of other users, collect contents from these following boards, and
put them on their own boards. As a result, contents are distributed
from boards to boards, which constitutes a diffusion network. This
is very different from other SNSs that constitute user-centric net-
works in nature.
The above two characteristics readily imply that two boards shar-
ing a lot of image contents often share some specific context. Our
method makes the full use of this insight, which enables us to re-
veal various kinds of contexts engraved in every image content.
When doing this, content diffusion takes an important role: Groups
of boards sharing specific contexts can be discovered from content
diffusion as shown in Figure 1, even though we know nothing about
visual contents of images (See Sec. 4 in detail). With the additional
use of image content information, we can further augment the bene-
fits to unseen images, which enables us to visualize image contexts
more clearly and to build a simple context-aware image-to-image
retrieval [12].
2. RELATEDWORK
Finding and understanding image contexts is quite a difficult task
since it has not been well formulated yet, although several stimulat-
ing attempts have been executed so far (collaborative filtering with
graphical models [5, 6], indexing representative images [19] and
predicting importance of images [3]).
Meanwhile, image content analysis powered by social network
information has become a hot topic in recent years, since a huge
amount of side information such as associated texts, geo-tags and
underlying user networks is freely available. A typical resource
for this purpose is Flickr, the most famous image sharing platform.
Images taken from Flickr have been broadly utilized in various re-
searches such as preference recommendation [22, 18], community
detection [13] and learning to rank for images [17]. In particular,
Qi et al. [14] presented a method of embedding both content sim-







Figure 2: Example of pinned image
(See http://pinterest.com/pin/22166223139059126/).
SNSs have also been utilized for content recommendation with the
help of content diffusion [1] and image annotation [20].
Our major contribution against the above researches is to focus
on the utilization of social curation data for image context discov-
ery, rather than usual social networks.
Social curation services have grown in popularity in recent years
[15], however, few academic researches have been performed so far
(see [11]). Hall and Zarro [8, 21] investigated the potential of Pin-
terest as a social curation platform from a sociological aspect. Duh
et al. [7] first analyzed several characteristics of data collections
taken from social curation services. Ishiguro et al. [9] estimated
view counts of image contents as an indicator of their interesting-
ness with the help of socially curated collections of microblogs.
To the best of our knowledge, our work is the first trial to explore
image contexts from social curation data.
3. DEPICTING CONTENT DIFFUSION
3.1 Corpus Analysis
First we briefly describe the structure of Pinterest. An example
of a pinned image is depicted in Figure 2. Every user has several
boards and can “pin” (verb, meaning link and publish) an image
to a specific “board” (a group of pinned images). Two major ways
to pin an image are served in Pinterest: (1) Pin an image, namely
upload a link to the image and publish it on her own board, and (2)
“repin” an image, namely create a new link to an existing pin to her
own board, quite similar to a retweet in Twitter. Typical users try
to associate every board to a specific context comprising objects,
scenes, feelings, events etc., so that they and their followers can
easily find images they want [10]. The process of pinning shown
above is indeed a sort of social curation.
We collected pinned images from Pinterest. The list of collected
pins can be seen in the supplemental material (pinIdList.txt). The
number of pins is 1063832, including 142385 original pins and
921447 repins, the number of unique images is 776860, and the
total number of boards is 188818. As shown in Figure 2, every pin





























Figure 4: A simple example of board diffusion graph
name (red), (2) the board name and holder from which the image is
repinned (blue), the original pinner and pinned board (green), and
(4) the name of boards to which the pin is repinned (purple).
3.2 Building a Board Diffusion Network
This section describes a procedure for building image content
diffusion graphs from the collected data. We illustrate one simple
example in Figures 3 and 4. This structure takes an important role
in revealing image contexts.
Let us focus on Pin 1 shown in Figure 3. From the collected data,
Pin 2 can be identified as the parent of (the pin that was repinned
to) Pin 1. Here, we create two nodes (pin nodes) of Pins 1 & 2
and one directed edge (a pin edge) from Pin 2 to Pin 1. The pin
edge represents a route of content diffusion. In a similar manner,
the route of diffusion related to Pin 1 can be identified. This results
in yielding a tree-structured directed graph as shown in Figure 3,
which we call a pin diffusion graph. Investigating all the pins in
this way, a lot of pin diffusion graphs can be obtained.
Note that every board can be expressed as a disjoint set of pins.
Thus, an induced graph can be created from those pin diffusion
graphs by integrating all the pin nodes in the same board into a new
single node (a board node), as shown in Figure 4. Through this
procedure, pin edges are also integrated into a new single edge (a
board edge) with weight the same as the number of pin edges. We
call this induced graph a board diffusion graph.
Table 1: Board names in major 10 clusters
1 christmas-cookies-and-desserts, coooooookies, natural-
christmas, salads-salads, recipes, christmas-cuisine
2 holidays-christmas-decor-new-year, christmas-joy, cards-and-
printables, vintage-illustrations, crafting-christmas
3 christmas-trees, christmas-decor, interior-exterior-design,
holiday-seasonal-decorating-ideas, white-christmas
4 favorite-crafts, gift-wrap, christmas-ideas, gifts-to-go,
christmas-quilts-crafts, snowmen-and-santa-claus
5 fashion-style, leggings-tights-and-socks, red-black, colored-
redwinesspectrum, the-clothes-i-wish-i-owned
6 dresses-let-s-play-dress-up, classy-and-elegant, gorgeous-
fashion, fall-winder-2012-trends, 2012-2013-high-fashion
7 silver-black-glitter-sparkles, sparkle-and-shine, silver-chrome-
and-shine, bling, my-imaginary-closet
8 book-covers, just-kids-other-books, covers-we-love, book-
cover-inspirations, judge-books-by-their-covers
9 type-i-like, packaging-and-identity, logos-and-icons, maga-
zines, packaging, books-worth-reading, typography
10 preschool, homeschool-ideas, auntie-jenna-s-board-of-kid-
crafts, creative-spaces, fun-for-kids, toy-lust-wish-list
We created a board diffusion graph from the collection and de-
rive a 2-D node allocation with a standard spring model for visual-
ization. The number of board nodes is 188818, and the number of
board edges is 319591. The obtained graph with GML format can
be seen in the supplemental material (boardDiffusionGraph.gml).
4. DISCOVERING IMAGE CONTEXTS
Once a board diffusion graph is obtained, groups of image con-
tents sharing a specific context can be discovered without any help
of image content information. Let us remember that boards shar-
ing a lot of pinned image contents would share some specific con-
text, as described in Sec. 1. From this viewpoint, finding board
groups sharing similar contexts can be formulated by a problem
of finding an optimal set of clusters that maximizes modularity.
We adopt Louvain method [4, 16], one of the standard and scal-
able techniques for modularity-based graph clustering. However,
its direct application to a board diffusion graph often yields several
huge clusters due to the nature of board diffusion graphs, which
makes it difficult to analyze the results. To mitigate the problem,
our method performs adaptive hierarchical clustering: clusters with
a number of nodes larger than a threshold are separated again into
sub-clusters. This produces clusters with moderate sizes.
A part of the clustering result is shown in Table 1 that contains
major 10 clusters and several board names as their members. The
entire clustering result can be seen in the supplemental material
(clusteringResultsHierarchical.csv). The result indicates that board
names of every cluster implicitly describe a specific context of the
cluster. It also indicates that hierarchical clustering effectively pro-
duces a layered structure of contexts. For example, abstract con-
texts related to Christmas (clusters 1-4) are separated into more
specific contexts such as Christmas dinners (cluster 1), decorations
(cluster 2), Christmas trees (cluster 3) and gifts (cluster 4).
A visualization of a board diffusion graph according to the clus-
tering result with Gephi [2] can be seen in Figure 1 (Page 1), where
the size of each node reflects its degree and nodes sharing the same
color belong to the same cluster. The colored graph with GML
format is in the supplemental material (clusteredBoardDiffusion-
Graph.gml). For simplicity, we selected only the clusters with more
than 1000 nodes and more than 2 degrees in this visualization. This
visualization implies that (1) every cluster has a specific context,
(2) similar contexts (ex. cakes and foods, gardens and exterior) are
Table 2: Classification accuracy (in %) averaged over 10 runs.
Column: Type of features. Row: Type of classifiers.
User Board Cluster
Linear regression 87.09 98.94 97.36
kNN
k = 1 85.46 98.70 97.13
k = 5 88.08 98.88 97.64
k = 10 88.78 98.84 97.62
close to each other and (3) contexts that tend to appear together (ex.
holiday DIY, cakes and Xmas) are also close to each other.
5. PRELIMINARY VALIDATIONS
This section validates our hypothesis that every board in a spe-
cific board cluster share a similar context, which would indicate
the utility of image contexts founded by our method as a corpus of
context-aware image retrieval.
The task in the validation is image classification according to the
following setup: We selected about 380, 000 pins and associated
200, 000 unique images with 10 classes (architecture, fashion, cup-
cake, animals, chocolate, flowers, blue, sea, Christmas and green)
from the whole collection shown in Sec. 3. Class label for each
image was determined by the names of boards the image belongs
to.
We utilized three types of features for classification: user, board
and cluster features. (1) User feature xui (192 dim.): If user j
pinned or repinned image i, then the j-th element is set to 1, oth-
erwise 0. (2) Board feature xbi (963 dim.): If image i was pinned
to board l, then the l-th element is set to 1, otherwise 0. (3) Board
cluster featurexci (570 dim.): Them-th element is given by ni,m/ni,
where ni,m is the number of times image i is (re)pinned to a board
contained in clusterm, and ni is the sum of ni,m over allm. Note
that single image might be pinned or repinned to multiple boards by
multiple users. From the above setup, board features should yield
the highest classification performance (but not necessarily 100%).
The classification was performed with linear regression and k-
NNs. The features were compared based on the classification ac-
curacy averaged over 10 runs, where each run randomly selected
150, 000 images for learning and 50, 000 images for testing.
Table 2 summarizes the classification performance for three fea-
ture types (user, board and board cluster) and four classifiers (linear
regression and k-NNs with k = 1, 5, 10). The table indicates that
cluster features achieved performance comparable to board features
and significantly higher than naive user features for all the classi-
fiers. We observe that board clusters discovered by our method
appropriately captured image contexts.
6. CONCLUDING REMARKS
This paper presented that social curation data has a great poten-
tial as corpora to discover, visualize and retrieve various kinds of
contexts engraved in image contents. Especially, we revealed im-
age contexts from a million image collection with the full use of the
nature of a social curation platform and a content-centric network.
Although we have exploited Pinterest as corpora in this paper, our
method does not rely on any specific platforms if they have a struc-
ture with content diffusion and context-specific grouping.
Until then, we did not matter image contents. We have enjoyed
the benefits of content diffusion on a social curation platform to
reveal image contexts. However, our method shown in this paper
considered only pinned images, which implies that any other im-
ages have been still out of focus. With the use of another method
we have developed [12], we take the content into account to aug-
ment the benefits to much broader areas.
Since the image collection we have utilized was clean and well-
organized and it had several favorable characteristics, fundamental
techniques with well-designed features were sufficient for our pur-
pose. However, we should develop more sophisticated techniques
for further improvements.
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