Abstract| At the present time block-transform coding is probably the most popular approach for image compression. For this approach the compressed images are decoded using only the transmitted transform data. In this paper, we formulate image decoding as an image recovery problem. According to this approach, the decoded image is reconstructed using not only the transmitted data, but in addition, the prior knowledge that images before compression do not display between-blocks discontinuities. A spatially-adaptive image recovery algorithm is proposed which is based on the theory of projections onto convex sets. This algorithm apart from the data constraint set, uses another new constraint set that enforces between-block smoothness. The novelty of this set is that it captures both the local statistical properties of the image and the human perceptual characteristics. A simpli ed spatially-adaptive recovery algorithm is also proposed and the analysis of its computational complexity is also presented. Numerical experiments are shown that demonstrate that the proposed algorithms work better than both the JPEG deblocking recommendation and our previous projection-based image decoding approach.
I. Introduction
Block-transform coding is by far the most popular approach for image compression. Evidence of this fact is that JPEG the still image compression standard recommends the use of the block discrete cosine transform (BDCT) 1], 2]. According to this approach the image in the decoder is reconstructed by taking the inverse transform of the transmitted transform data. In order to reduce the bit-rate and achieve compression before transmission the transform data is quantized. Thus, at high compression ratios the compressed images display coding artifacts. More specically, when block-transforms are used the most noticeable artifact is the \blocking artifact". This artifact manifests itself as an arti cial discontinuity between adjacent blocks and is a direct result of the independent processing of the blocks which does not take into account the between-block pixel correlations.
Decoding the compressed image by taking the inverse transform of the transmitted quantized data is a very simplistic approach which has been dictated by decoder com-Y. Yang plexity constraints. However, due to new advances in VLSI technology and the increasing demands for bandwidth these constraints are gradually being relaxed. Therefore, given the current trends of technology, the pursuit of more sophisticated approaches that can the improve the current state-of-art in image compression is a very important problem.
In the past, various algorithms have been proposed to improve quality of block-transform compressed images in the decoder without increasing the bit-rate. In 3] the decoded image is processed using space-invariant lters. In 4], 5], the decoded image is processed using space-variant lters. For these approaches the reconstructed blocky image is ltered only. Thus, there is no guarantee that the resulting image will satisfy the transmitted data. In 6] , an image recovery approach is essentially proposed to reconstruct images from the transmitted data. However, the proposed processing is spatially-invariant and the theory of Projections Onto Convex Sets (POCS) 7], 8] was used loosely to justify the convergence of this algorithm. As pointed out in 9], the convergence of this algorithm can not be justi ed rigorously by the theory of POCS but by the theory of constrained optimization. In the JPEG standard 1], 2] a technique for predicting the AC coe cients is recommended in Annex-K.8.2, as an option at the decoder in order to suppress the between block discontinuities of the decoded images. For this approach, the image is assumed to be a quadratic surface and the missing low frequency coe cients are predicted to t this surface. However, in areas with sharp intensity transitions, this model is no longer valid and the proposed prediction scheme fails. In 10], a probabilistic model is assumed and the compressed image is reconstructed using a maximum a posteriori probability (MAP) approach. However, the prior distribution model used for the original image is not spatially-varying. In 11], 12], two recovery approaches were proposed to reconstruct the compressed images in the decoder. First, a set theoretic approach based on the theory of POCS, and second, a constrained least-squares approach based on regularization were proposed. However, in both approaches in 11], 12] spatially-invariant prior knowledge was used to reconstruct the compressed image along with the transmitted data. In 13] another MAP approach based on a compound Gauss Markov image model and mean eld annealing was proposed. However, the spatial adaptivity of this image model is binary and thus somewhat limited.
In this paper, a new POCS based recovery algorithm is proposed to reconstruct in the decoder the compressed image. The novelty of this algorithm is that it uses a spatiallyadaptive smoothness constraint set which captures both the local statistics of the image and the human perceptual characteristics. More speci cally, the rest of this paper is organized as follows: In section II the mathematical background required for the rest of this paper is established and previous relevant work is reviewed. In section III the new spatially-adaptive smoothness convex constraint set is dened, its projector is found, the mathematical properties of the projector are rigorously established, and nally the recovery algorithm is presented. In section IV, in an e ort to make this approach more attractive for practical applications, a simpli ed spatially-adaptive recovery algorithm is proposed. This algorithm is based on a quantized version of the previously de ned smoothness constraint sets. In section V the computational complexity of this algorithm is examined and is compared to the complexity of a traditional JPEG decoder. In section VI numerical experiments are presented which test the proposed algorithms and compare them to previous ones. Finally, in section VII, we present our conclusions.
II. Mathematical Background and Our Related Previous Work
Throughout this paper a digital N N image is treated as an N 2 1 vector in the space R N 2 by lexicographic ordering either by rows or columns and as distance measure the l 2 norm is used. The BDCT is viewed as a linear transformation from R N 2 to R N 2 . Then, for an image f we can write F = B f ; (1) where F is the BDCT of f and B is the BDCT matrix. Due to the unitary property of the DCT matrices, the BDCT matrix is also unitary and the inverse transform can be simply expressed by B t where t denotes the transpose of a matrix. Then, the inverse BDCT can be written as f = B t F:
(2) The elements of F in Eq. (1) are the transform domain coe cients of the image. In a BDCT based coder, each of them is quantized in order to achieve bit-rate reduction for transmission. This quantization operation can be described mathematically by a mapping or an operator from R N 2 to R N 2 . Let Q denote this operator, we have F 0 = Q F:
Note that Q satis es the idempotent property Q 2 = Q:
(4) The input output relation of the coder can be modeled by F 0 = Q B f : (5) In the receiver only the quantized BDCT coe cients F 0 are available and the output of a conventional decoder is f 0 = B t F 0 :
The quantization operator Q in Eq. (5) is nonlinear. Let T denote the concatenation of B and Q. Then, the operator T is also nonlinear, and it is a many-to-one mapping from R N 2 to R N 2 . Therefore, Eq. (5) with f unknown may has in general many solutions. Let C 0 T denote the set of all such solutions. That is, C 0 T 4 = f f : T f = F 0 g: (7) From Eq. (5) we know that the original image at the coder (which is not known at the decoder) is an element of the set C 0 T . It is not di cult to see that the blocky image f 0 given in Eq. (6) is also an element of the set C 0 T , due to the idempotent property of Q in Eq. (4) . The set C 0 T is not closed because in general the quantization intervals are not closed. However, in 14], 6], 10], its closure i.e., C T 4 = C 0 t , was implicitly used. This subtle di erence was rst noticed in 11].
Let C s denote the set of images which do not exhibit blocking artifacts. That is, C s 4 = f f : f is smooth in the block boundariesg (8) Then, the set C 0 = C T T C s contains all the images that satisfy both the received data and also are smooth between blocks. It is therefore clear, that an element from C 0 is a better choice than f 0 as the recovered image. The main result from POCS theory that we shall use in the rest of this paper is the following: Given m closed convex sets C i ; i = 1; 2; :::;m, and C 0 4 = T m i=1 C i nonempty the iteration f k+1 = P m P m?1 P 1 f k ; k = 0; 1; 2; ::: (9) where P i the projector or projection operator onto C i dened by
where g is called the projection of f will converge to a point of C 0 for any initial f 0 
It is worth pointing out that if the set C 0 contains more than one point, as it usually does, then the solution is not unique and is in uenced by the order of the projections, and the starting point f 0 of the algorithm. The key to applying this theory to image recovery problems lies in expressing every known property of the unknown image by a closed convex set. Then, the POCS theory yields automatically a recovery algorithm. This approach is very exible in incorporating prior knowledge into the recovery process, provided that it can be described in the form of convex constraint sets.
The de nition of the set C s in Eq. (8) 
The norm of Q f
is a measure of the total intensity variation between the boundary columns of adjacent blocks. The projection onto C s was computed in 11]. For an image f = 2 C s in column form f f 1 ; f 2 ; :::; f N g, its projectioñ f = P s f onto set C s is represented in column form also by ff 1 ;f 2 ; :::;f N g. For a 512 512 image and 8 8 blocks (15) for i = 8 k and k = 1; 2; :::;63; otherwise;f i = f i , where = 1 2 h E kQ f k + 1 i . In a similar fashion, a set C 0 s which captures the intensity variations between the rows of the block boundaries was also de ned. When the quantizer Q is known the projector P T onto the data set in Eq. (7) is easy to nd 11], 16]. Using these convex sets a POCS based recovery algorithm can be de ned to reconstruct in the decoder the compressed images. The experimental results showed that the this approach worked well 11]. The recovered images are, both visually and objectively using a distance metric, better than the images obtained by traditional decoders. However, according to this approach an entire block boundary column/row vector f i is treated uniformly. Thus, the local properties of the image along this column/row are not explicitly used during the recovery process. In what follows we present a spatially-adaptive recovery approach that explicitly uses the local image properties to impose smoothness constraints along the columns/rows of the reconstructed image.
III. Projection-Based Spatially-Adaptive Image Recovery
In most images between-pixel correlation varies spatially. More speci cally, in smooth areas , strong correlations exist among the local neighboring pixels, whereas in texture or edge areas the local correlations are weaker. A number of image models have been proposed to capture these properties for image recovery problems, see for example 18], 19], 20].
The set de ned in Eq. (13) treats the block variations of the entire image equally, and consequently the processing in Eq. (15) does not adapt to the local statistics of the image. In addition, it is also well known that the noise visibility in images is not space-invariant and depends on the characteristics of the region under observation. For example, noise in smooth regions is more visible than that in texture or edge areas 21]. The blocking artifacts can be viewed as noise with a regular pattern. Therefore, from both points of view, delity to the true statistical nature of real images, and human perceptual characteristics, a spatially-adaptive smoothness constraint set would be very helpful in recovering high-quality images. It is straightforward to show that the set C W is both convex and closed. Before describing how the weights w 0 i s are obtained we will examine in detail the projection operation onto the set C w .
For an image f = 2 C w represented in column vector form as in Eq. (12), the projection onto C w will be also given in column form. Let P w be the projector onto C w . Then, we can writef = P w f = ff 1 ;f 2 ; :::;f 512 g: (18) 
f i = f i : for i 6 = 8 k or 8 k + 1; k = 1; 2; ; 63, where the scalar in Eq. (21) is the positive root of the nonlinear equation
In order to better understand the nature of the projector P w , we rewrite W in a block form as 2 6 6 6 6 6 6 6 4 
Note that the factors in w k are related to those in W by the relation w k j = w 512 k+j ; (25) for j = 1; 2; ; 512.
Using the notation in Eqs. (23) and (24) 
From Eq. (24), matrix (I + 2 w t k w k ) ?1 can be written as 2 6 6 6 6 6 6 6 6 4 : (29) From Eqs. (28) and (29) it is clear that in areas where the weighting factors w i 's (i.e. w k j 's) are large, the di erence between the neighboring pixels of the projected image is reduced more than in areas where w 0 i s are small. It is informative to investigate the following two extreme cases: when w i = 1, the projected pixels are simply the average of the two neighboring pixels; when w i = 0, the projected pixels remain unchanged.
Comparing the projector onto C w in Eq. (28) with the projector onto C s in Eq. (15), the spatially-adaptive nature of the new constraint set becomes clear. All pixels along a column in the projector P s in Eq. (15) are processed uniformly without taking into account the local properties of the image. However, the penalty for the more sophisticated model used in C w is that the projection can not be expressed in closed form. The parameter must be found by solving numerically the nonlinear equation in Eq. (22) . Finally, we like to point out that a similar in form spatiallyadaptive smoothness constraint has also been used in regularized image restoration 22], 23], 24]. B. On the properties of the constant in the projector P w
The de nition of the projector in Eq. (27) (27) . The proof of Theorem 1 is given in Appendix II.
The above theorem establishes the existence of a positive root for the projector in Eq. (27) . In order though to nd this root numerical methods have to be used. For example, Newton's method can be used. Since there are more than one solutions to Eq. (36), a legitimate question is: How can we guarantee that the numerical iterations will converge to the correct root? This question is answered by the following theorem:
Theorem 2: Let
Then, the iterations generated by Newton's method:
with 0 = 0 will always converge to the positive root of Eq.
(36); Furthermore, k+1 > k and j k+1 ? j < j k ? j where is the true solution. The proof of Theorem 2 is given in Appendix III. A similar equation has been previously studied in 25] in the context of image restoration. However, the properties of its roots were not rigorously established.
C. On the Choice of the Weights in W From the previous discussion, it is clear that the weights w i 's should be chosen based on the local statistics of the image and the human perceptual properties. The pixel intensity at location (i; j) can be treated as a random variable with mean i;j and variance i;j . The mean serves as a measure of the local brightness, and the variance is a measure of the local detail at the pixel location (i; j).
From the nature of both P w and the visibility of the blocking artifacts, the weights w i 's should be a decreasing function of i;j . An example of such a function is
where 1 is added in the denominator to avoid mathematical di culties when i;j = 0. A range compressed form of this function is given by
In our experiments, we noticed that the blocking artifact is more visible in bright rather than in dark areas of the image. A function which captures this property is w (i;j) = ln 1 +
Several forms of the weighting function were previously suggested 22], 23], 24]. Since all of them were based on the human perceptual characteristics, we shall refer to them as the visibility functions of the blocking artifact (VFBA). The above de nitions are only examples of VFBA's and illustrate how the human perceptual characteristics can be incorporated in a spatially-adaptive smoothness constraint set. A study of the exact form of VFBA's is beyond the scope of this paper. The appropriate form of VFBA depends also on the medium through which the images are presented to the users, e.g., hard copy or CRT monitor.
D. The Recovery Algorithm
The constraint set de ned in Eq. (17) captures the weighted variations between the columns at the block boundaries. From the projection in Eq. (27) we see that this constraint set results only in the direct processing of the columns at the block boundaries. This processing will yield new intensity discontinuities between the columns at the block boundaries and their neighboring columns inside the blocks. To avoid this undesired e ect, constraint sets that capture the variations between the columns at block boundaries and their neighboring columns inside the blocks can be introduced in a similar fashion. This type of sets can be de ned also for the columns inside the blocks.
The set C w captures only the image smoothness (horizontally) between block columns only. The smoothness constraint set C 0 w captures the between block row smoothness. Similarly, constraint sets capturing also o -block boundary between row smoothness can also be de ned.
Besides the sets de ned previously, the set C T in Eq. (7), is also used. Another valuable set is the set that captures the information about the range of the pixel intensity of an image. This set is de ned by C p 4 = ff : 0 f i;j 255; 1 i; j N; g: (42) The projectors of sets C T and C p , P T and P p , respectively, are well known, see for example 16], 11], and they are not discussed in this paper.
Using the previous sets the POCS theory yields the following recovery algorithm:
Set f 0 = f 0 . For k = 1; 2; , compute f k from f k = P w P 0 w P T P p f k?1 ; (43) where P w ; P w 0; P T and P p denote the projections onto the sets C w ; C 0 w ; C T and C p respectively.
Continue this iteration until kf k ? f k?1 k is less than some prescribed bound.
IV. A Simplified Spatially-Adaptive Algorithm
The algorithm in Eq. (43) requires the projections P w and P w 0 which are not given in closed forms. As mentioned previously they require the numerical solution of Eq. (22) to nd the projection constant . From an application point of view, a simpler algorithm would be preferable. Therefore, a valid question is: can we avoid the numerical computations to nd the projection in Eq. (27) and still maintain the adaptive nature of the recovery algorithm?
The weighting factors w i 's in W have a continuous range of values. A natural simpli cation is to quantize the continuous range of the values of these weights to a xed number of values. Assuming that W has only M quantized levels for its weighting factors which are denoted by q 1 ; q 2 ; ; q M . Then, for each i, i = 1; 2; ; M, de ne a set I i using the following two rules:
1. Assign all the pixels in block boundary pixels whose corresponding weighting have values equal to q i to set I i .
2. Assign all pixels o the block boundaries to the same set to which its closest boundary pixel belongs to. For this segmentation rule we can write 
where E i ; i = 1; 2; ; M are constants.
Consequently, we have the following constraint sets
. . .
Note that for each i, I i f is only a segment of the entire image and the set C wi constrains this segment of the image only. The projection P i onto the set C wi is given by Eq. (15) with I i f as the image.
From Eq. (46), we see that in essence the image is partitioned into di erent segments based on the value of the VFBA. The image pixels within a segment are treated uniformly since they have nearly the same local statistical properties. Therefore, the spatially-adaptive nature of the algorithm is preserved and the computational complexity in the new approach is almost the same as that in 11] that uses the projection of Eq. (15).
The previously de ned sets capture only the smoothness between the columns at block boundaries. It is straightforward to de ne sets C 0 wi that capture the smoothness between the rows of the block boundaries and sets that capture column/row o -block-boundary smoothness. Based on these sets a POCS recovery algorithm can be de ned in a similar fashion to Eq. (43).
V. Computational Cost of the Simplified Algorithm
In this section the computational cost of the simpli ed algorithm presented in section IV is compared to the cost of a traditional decoder. The complexity cost is measured in terms of numbers of real additions and multiplications. The computational cost of the segmentation process is not included in the following calculations.
Since the analyzed algorithm is iterative the cost of each iteration will be rst examined. Each iteration of the simpli ed algorithm in section IV is a concatenation of projection operators. Thus, the computational cost per-iteration is obtained by adding the computational cost of each projector.
1. The projectors (P 1 P M ) for each of the constraint sets in Eq. (51) are only de ned for one segment of the entire image. Thus, the total cost for in (P 1 P M ) is the same as for the projection in Eq. (15) . Hence, we will count the operations required in Eq. (15) . This equation can be rewritten as K ] real additions. For example, when N = 512, K = 8 and for the worst case m = K, the computations required for each iteration are: 10 real multiplications per pixel (6 out of which is for BDCT) and 26 real additions per pixel (16 out of which is for BDCT). As we will see in section VI, it only takes 3 5 iterations for this algorithm converge. Therefore, the total cost of this recovery algorithm is: (3 5) 10 real multiplications per pixel and (3 5) 26 real additions per pixel. For a traditional decoder, an inverse BDCT is required, this takes about 3 real multiplications and 8 real additions. Therefore, the proposed algorithm requires 10 17 times the computations of a conventional decoder without any postprocessing.
The computations in this algorithm are dominated by the BDCT transforms. Therefore, a hardware implementation for the BDCT could speed up this algorithm significantly. Furthermore, the multiplication operation in Eq. (50) is only a scaling operation of a vector which is very amenable to parallel implementation. Finally, the total cost of the proposed recovery process is approximately the same as that of a 2-D 512 512 Fast Fourier Transform (FFT).
VI. Experiments
In this section experiments are presented in order to test the proposed recovery algorithms and compare them to previous approaches. The 512 512 \Lena" image is used as a test image. This image was compressed using a JPEG based coder-decoder with quantization table shown in Fig. 1 which yields a bit- Fig. 2 . The same section of the processed images will be also shown in what follows.
As an objective measure of the distance between a reconstructed image g and its original image f , we used the peak-signal-to-noise-ratio (PSNR). (53)
The PSNR of the blocky image in Fig. 2 is 29 :579 dB. The weights in Eq. (16) are computed based on Eq. (41) using the transmitted transform data. The weight matrices for the column and row smoothness constraint sets are W and W 0 , respectively. Thus, both means and 0 corresponding to W and W 0 , respectively, and both variances and 0 must be estimated. The weights w ij and w 0 ij used for the implementation of our algorithm were constant within a 8 8 region surrounding a vertical or horizontal block boundary, respectively.
Since the DC coe cient in each block is the average (to a constant) of the pixel intensity within this block the mean was estimated as follows: Consider the vertical boundary l and let DC L ; DC R denote the DC coe cients of its left and right blocks, respectively. Then, the estimate of the mean l used for the computation of the weights in W is given by^ l = DC L + DC R 2 8 2 :
A similar equation is used to estimate the mean 0 l 0 used for the computation of the weights in W 0 . However, in this case the DC coe cients of the blocks above and below this vertical boundary l 0 are used. The variance l at the vertical block boundary l is estimated by^
where V AC L and V AC R are the sums of the squared AC coe cients in the rst column of the blocks left and right to the boundary l, respectively. In a similar fashion 0 l 0 is estimated using the sums of the squared AC coe cients in the rst row of the blocks above and below the horizontal boundary l 0 . This choice of estimators for the variances captures the local properties of the image in the direction that smoothing is performed. After proper scaling, the weight map for the \Lena" image corresponding to W and W 0 are shown in Fig.s 3 (a) and (b), respectively. In the bright areas of these maps the blocking artifact is more visible than in the dark areas.
For the implementation of the algorithm in Eq. (43), the upper bound E in Eq. (17) has to be determined. It was estimated from the received data as follows: Write the blocky image f 0 in Eq. (6) 
where w k is de ned in Eq. (24) . Note that S 0 = kW Q f 0 k.
In our experiments, we found that S 0 is about 10 100 times larger than the rest of the S k 's. We determined E by
A simpler approach is to chose E = S0 10 100
. The bound E 0 can be determined similarly. The algorithm in Eq. (43) is implemented and the center part of the reconstructed image is shown in Fig. 4 . The corresponding PSNR is 30:426 dB.
To implement the algorithm in section IV, the image pixels are classi ed according to their corresponding weighting factors. In this experiment, we found that M = 3 levels yields satisfactory results. The image is segmented into 3 areas: one with high, one with medium and one with low values of the weights. The segmentation scheme used is given bellow: Figs. 3 (a) and (b) , respectively. After the image is segmented, the upper bounds E i 's in Eq. (51) have to be determined. This is accomplished by computing S k in Eq. (57) with w k = I for the pixels of a single segment. Then Eq. (58) is used to compute the bounds E i for that segment. This can be done by the scheme used to determine E. Then, the recovery algorithm can be applied and the reconstructed image is shown in Fig. 6 . The corresponding PSNR is 30:385 dB.
For comparison purposes, we show results from the previously proposed algorithms. In Fig. 7 we show the reconstructed image using the POCS algorithm in 11]. The corresponding PSNR is 30.300 dB. In Fig. 8 we show the reconstructed image using the JPEG AC prediction recommendation in Annex-K.8.2. The corresponding PSNR is 29.525 dB.
All the previously shown images were obtained after 5 iterations of the respective algorithms. To illustrate the convergence properties of the proposed algorithms, the average di erence per-pixel between-iterates given by k fk?fk?1 k N 2 and the PSNR of the recovered images are plotted versus the number of iterations in Figs. 10 and 9 , respectively. The proposed algorithms were tested in a number of other experiments using both higher and lower compression ratios. In all cases the proposed approaches outperformed the approaches in 1], 11] using both the PSNR metric and subjective visual quality. However, due to space constraints we can not include images of our other experiments in this paper. Instead, in Table 1 we furnish the PSNR results using the quantization tables in 6]. For completeness, the results obtained using the quantization table in Fig. 1 are also included in this table.
VII. Summary and Conclusions
A new spatially-adaptive image recovery algorithm was proposed to decode block-transform compressed images. The main advantage of this approach is that the decoded image is reconstructed using both the transmitted data and the prior knowledge that prior to compression it does not have discontinuities between-blocks. This prior knowledge complements the information conveyed by the transmitted data. Thus, at the same bit-rate, the reconstructed images by this approach are of higher quality than those of traditional decoders which use the transmitted data only. The new spatially-adaptive smoothness constraint set that we proposed is based both on the perceptual properties of humans and on the local image statistics. Therefore, it resulted in better images, both visually and objectively using a distance metric, than the previous POCS space-invariant algorithm in 11]. The penalty for the improvement in image quality is an increase in the complexity of the decoder.
In a forth-coming paper we propose a new improved POCS based recovery algorithm that explicitly incorporates in the smoothness constraints the image edge structure 28], 27]. This algorithm can correct both ringing and blocking artifacts, therefore, can be used to decode both BDCT and subband/wavelet transform compressed images. Furthermore, POCS image recovery can be extended to the video decoding problem also. In this case convex constraints that capture the between-frame image relations are also included is an increasing function of and g 0 ( ) < 0 for all 0. If k 0 is such that g ( k) > 0, then from the Newton's iteration k+1 = k ?
we have k+1 > k . On the other hand,
It follows that
(III-1) Therefore, g ( k+1) > 0 also. Hence, for 0 = 0, the Newton's iteration
will generate a sequence 0 = 0 < 1 < 2 < which will converge to the positive root + , since g ( k) > 0 = g ( +) guarantees that k < + for all k = 0; 1; 2; . The proof to theorem 2 is completed. 
