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ABSTRACT 
We state a necessa~ and sufficient condition for equaliW of decomposable 
symmetrized tensors when the syminetrizer is assocmted to an irreducible character of 
Sp corresponding to the partition a of p and the tensors are the images by this 
swnmetrizer of the tensor product of a family of vectors of rank partition c~'. We make 
an application of this result to the representation f flags by projective points. 
1. INT I tODUCTION 
Let V be a finite d imensional  vector space over the field K of characteris- 
tic zero. We denote by ®'"V the ruth tensor power of V, and by A "~V the 
ruth exterior power of V. If  st  . . . . .  c,,, and Ul . . . . .  u,,, are l inearly indepen-  
dent  families that span the same snbspaee of V and v~ = E}'2 la~/uj, i = 
1 . . . . .  m, the matrix (aij) is denoted by 
= . . . . .  . . . . .  
*This work was supported by Funda(2fio Calouste (;ulbenkian and was done within th(" 
activities of (hmtro tie Algebra da Universidade de Lisboa. 
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It is well known that there is a one to one correspondence between the 
subspaces of the vector space V of dimension p and the projective points of 
the form (% A "" A vp)where  v 1 . . . . .  vp are linearly independent vectors 
of V. This correspondence omes from the following theorem: 
THEOREM 1.1. Let x 1 . . . . .  xp 
independent vectors o f  V. Then 
(x  1 A "" A xp 
if  and only i f  
Moreover 
and Y l . . . . .  yp be families of  linearly 
) = (y j  A""  Ayp)  
( x 1 . . . . .  xp)  = ( Yl . . . . .  Yp)" 
COROLLARY 1.1. 
families, then 
Yl A "" A yp = det (M[y l  . . . . .  yplxl . . . . .  xp l ) (x  1 A ... AXp) .  
From this theorem we get 
I f  x 1 . . . . .  xp and Yl . . . . .  yp are linearly independent 
x 1 A "" A Xp = Yl A "" A yp 
if  and only i f  
(a) ( x 1 . . . . .  xp)  = ( Yl . . . . .  Yp); 
(b) det M[y  1 . . . . .  yplX 1 . . . . .  Xp] = 1. 
A sequence of integers A = (A 1 . . . . .  A t) is called a partition if 
A 1 >_ A 2 >_ "" >_ A t _> 0. 
The length of a partition is the number of its nonzero terms. We denote the 
length of a by l(A). We say that A is a partition of  p if 
t 
p= EA i .  
i=1  
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If  (c~ I, c~a . . . . .  a t) is a partition of p, the al-tuple a '  = (a '  I . . . . .  a,'~), 
defined bv 
=l{J :  >- 01, l . . . . .  
is a partition of p called the con jugate  part i t im~ o f  a .  
It is well known (el. [3]) that the partitions of degree p correspond in a 
one to one way to the absolutely irreducible characters of Sp (the symmetric 
group of degree p). We will denote b~ ~:A the absolutely irreducible haracter 
that corresponds to A. 
A flag inV  is a chain of subspaces of V, F = [V= V~ D ... DV~ D0]. 
It is obvious that the sequenee of the dimensions of the terms of a flag F is a 
partition, which is called the f l ag  par t i t ion  of F (see Section 2). 
Define Pr(Xl  . . . . .  Xp) as the maximum of tile cardinalities of the unions 
of r independent subfamilies of x I . . . .  , x~, (see Section 2). It was proven in 
[1] that if x 1 . . . . .  x~, are nonzero vectors, then ( Pl - P0, 02 - P~ . . . . .  P,, - 
Pt, ~) is a partition of p, which is called the rank partition of .r I . . . . .  ,v. It is 
well knox~ql that if x I . . . .  , x/, are xectors of V, then 
1 
t(])) X I A " ' "  A Xt,  E sgn(dr)x , ,  i(1 ) ® --- ® .r~ pT 
• 0"~ Sy  
can he considered as tile exterior product of the vectors x~ . . . . .  xp. 
Let s c be an absolutely irreducihle character of St,. Bearing in mind (3), 
we consider a generalization of the exterior product, defining as the svm- 
metrized product of the vectors x~,. . . ,  x/,, the tensor 
~(id) 
Assume that s c corresponds to tile partition c~ of p. We are going to prove 
that if x I . . . . .  xp and Yl . . . . .  yp are t:amilies of nonzero vectors of rank 
partition c~' = (cV I. . . . .  c~), then 
if" and only if for each bijection i --~ ji such that 
(x;,, . . . .  x;,~,) ~_ ... ~_ (xj,,,+ ... . . .  1 ,.1" . . . .  x;,,. .... ,)  
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is a flag with flag partition c~', 
(Y J I '  . . . .  YJa t , } DD_. ' ' '  ~ (y j , [ .  . . . . .  ~ 1 + 1 '  . . . .  YJ¢~'I . . . . . .  ~) 
is the same flag, and 
k 
]Xjarl+. *a l  I 141  . . . .  , Xjatl+ 1-I det M y~_,< . . . . . .  ', ,+,' . . . .  y~_~o; . . . .  . 
i=1  
.... I] = 1. 
Bearing in mind that o- --+ sgn(o') is an absolutely irreducible character of 
S~, corresponding to the partition [( 1 . . . . .  1 ),] we can recover Corollary 1.1 
p times 
using the necessary and suffleient conditions above. 
2. COMBINATORIAL BACKGROUND 
We have already defined partition in the preceding section. Usually, to 
each partition A = (A~ . . . . .  At), of p is associated a Young tableau [A], which 
consists of p boxes placed in t rows, each one of them starting in the same 
column, where the ith row has A~ boxes, 1 < i < t. For instance, the Young 
tableau associated with the partition (5, 3, 1) is 
The box which lies in row i and column j of X is called the (i, j) box of 
[a]. 
It is easy to see that c~;, the ith term of the conjugate of a, is the number 
of boxes of the ith column of the Young tableau [~ ]. 
DEFINITION 2.1. Let a be a partition of p and t r¢  $t,. The pair 
([ a ], o-) is called a Young diagram. 
Let [a ]  be a Young tableau. Consider the boxes of [c el numbered from 
the left to the right and from the top to the bottom. As before, given a Young 
diagram ([ a ], ~r), we build a Young tableau [a ], filling each box with the 
image by ~ of its number. 
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EXAMPLE. If  p = 5 and o" = (12345), we get 
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2 :3  
4 5 
1 
From now on we call this filled tableau a Young diagram, and we denote 
it, following [4], by D,, ~, or briefly by D if there is no confilsion to avoid. 
A standard diagram associated with the Young tableau [a ]  is one in 
which the integers appear in each row and column in increasing order. For 
the Young tableau [(2, 2, 1)] the standard diagrams are 
12 12  13  13  14  
3 4 , 3 5 , 2 4 , 2 5 , 2 5  
5 4 5 4 3 
If D~. ,~ is a Yonng diagram and q~ is a pernmtation of Sp, we denote by 
~I9 the Young diagram D,. ¢~. 
DEFINITION 2.2. Let D be a Young diagram. Tile subgroup of S, of the 
permutations cr of St, such that o-D has the same rows as D is called the 
~roup (f  the rows of D and denoted by R(D). Similarly, the group of the 
columns, C(D), is the set of the permutations r such that rD and has the 
same columns as O. 
REMAIIK. It is well kno~la [4, p. 491] that 
R(D)  n c(o )  = {~d}. (1) 
A flag inV is a chain of subspaces of V, F = [V= V l D ... DV k _~0]. 
It is obvious that the sequence of tile dimensions of the terms of a flag F is a 
partition, which is called the flag partition of F. 
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REMARKS. 
(1) The difference between this concept and the usual one is that we 
allow repetitions [2]. 
(2) Observe that, in general, the flag partition of a flag in V is not an 
integer partition of the dimension of the space V. This would be the case if 
instead of considering the dimension of the subspaces V/ we had considered 
the dimension of the factor spaces Vi /V i+ 1. 
In the sequel a fami ly  (x i )  ~ ~ l of vectors of V (indexed by the index set 
I )  is a mapping from I into V. We are going to handle these mappings from 
the set theoretical point of view, i.e. as subsets of the Cartesian product 
I × V. I f  s¢" is a family of vectors of V, then a subfami ly  of ~¢ is a subset 
of 3¢ which is still a mapping from J c I into V (J  is the set of the first 
coordinates of the elements of ~') .  
Given a family ~¢ of elements of V, the range of J is its range when 
looked as a mapping, i.e. the set of the second coordinates of ~¢. 
NOTATION. Usually, when we mean the family (xi)i~(1 ....... } we write 
(x 1 . . . . .  x,), or simply x 1 . . . . .  x n. When we mean the set of the second 
coordinates of this family we write {x l . . . . .  x,}. 
A family (x i ) i~  i of vectors of V is r- independent if it is the union of r of 
its subfamilies, linearly independent, i.e. if there exist subsets of I, 11 . . . . .  I s, 
such that 
(1) I=  I~ U. - -  U ls; 
(2) (x i )  i ~ (, is a linearly independent family, i = 1 . . . . . .  ~. 
Let ~ be the set of the r-independent subfamilies of x 1 . . . . .  Xp. The 
r-dimension of x 1 . . . . .  xp, denoted by Or(X1 . . . . .  Xp), or briefly by Or, is the 
nonnegative integer 
0r(x, . . . . .  x~) = max{IA l :  A ~J'~}. 
EXAMPLE. Let et, e 2 be linearly independent vectors of V. Let p = 5, 
and x I =e l ,  x 2 =e 2, x 3 =e 1 +e 2, x 4 =e 2, x5 =e 2. The set of the 
2-independent subfamilies of xl, x 2 . . . . .  x5 is 
= {Q} U {(xi) ,~,  : I G {1 . . . . .  5} and [I[ = i} 
U{(x i ) i~ / :  I _c {1,2 . . . . .  5} and III= 2} 
U{(xi) i~1 : I • {2,4,5} and I _c {1,2 . . . . .  5} and III = 3} 
u {( ( ( 
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Then 
P2(Xl . . . . .  x5) = 4. 
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As we have already ment ioned  in the introduction, it was shown in [1] that 
if x i, • • •, x,  are nonzero vectors then 
( Pl - Po,  P2 - P~ . . . .  , P ,  - P ,  ~ )
is a partit ion of p. This partit ion, called the rank partition of the family 
x~ . . . . .  x , ,  is denoted by p(x~ . . . . .  x,) .  
EXAMPLE. Using the family x 1 , x 2 . . . . .  x 5 of the preceding example, it 
is easy to see that pl(xl . . . . .  x 5) = d im(x  t . . . . .  x 5) = 2 and p3(xl . . . . .  .%) 
= 5. Then the rank partit ion of x~ . . . . .  .% is 
o(x ,  . . . . .  = ( ' ) ,2 .1 ) .  
The next result was stated in [1] and ensures that eve D" family of p 
nonzero vectors can be split into l inearly independent  sets according to the 
nonzero terms of the rank partit ion of x 1 . . . .  , x /)" 
TIIEOItEM "2.]. Let k = l (p (x  I . . . . .  xv)). There exist B 1 . . . . .  Bk, pair- 
wise disjoint independent subfamilies of xj . . . . .  xl), such that: 
(i) ]B I U -" t3 Bt] = pt (x l  . . . . .  Xt)), t = 1 . . . . .  k, and 
( i i )  B I U "'" U B k = {x 1 . . . . .  xl,}. 
The collection of families (B~ . . . . .  B k) will be called a factorization of 
Xl ,  . . . ~ Xp. 
In [1] it was proved that 
(B1)  D_ (B2)  2 "'" 2 (Bk) .  (2)  
The chain referred to in (2) is the flag of the factorization (B 1 . . . . .  Bt). i f  
B, = {xj : j  ~ A~}, then the k-tuple A = (A 1 . . . . .  21 k) is the support of the 
faetorization (B1 . . . . .  Bk)- 
Let p = Y',~ 1 dim V~. Let A be a family of vectors of V. We denote bv d~ 
the range of the family A. 
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DEFINITION 2.3. The family (X 1 . . . . .  Xp), of vectors of V is a basis o f  
the f lag  F = [V= V 1 D_ ... D_V k D_O] if there exists a factorization 
(B  1 . . . . .  B k) of (x  1 . . . . .  xt,) satisfying: 
(1) B i i sabas iso f  V i, i=  1 . . . . .  k; 
(2)  & _ . . .  _z 
We are going to state a sufficient condition for the equality of all the flags 
of the factorizations of x l . . . . .  xp. 
PROPOSIT ION 2.1. Let  ( D l . . . . .  D~ ) be a fac tor i za t ion  { (  x 1 . . . . .  x p. I f  
15, 3_15 ~ ~_ ... ~_15 ~ , 
then fo r  every fac tor i za t ion  (B ,  . . . . .  B k) o f  x~ . . . . .  xp one has 
/~ i  = B i ,  i = 1 . . . . .  k .  
Pro@ Assume that D i = {e, . . . . .  et,}, i = 1 . . . . .  k. Suppose without 
loss of generality, that xl = 6'1 . . . . .  Xpi = e l )  I ' Xp l+]  = 6'1 . . . . .  Xp,+p2 = 
ep~ . . . . .  xp~+ ... +pk_,+i = e~, , Let B~ . . . . .  B k be a factorization 
of x 1 . . . . .  xp. Then, since B( xp =epk. ), we have /~, = is a basis of (x  1 . . . . .  xp 
{e I . . . . .  el,,}. We can now replace in B e . . . . .  B k the elements of the family 
x 1 . . . . .  xt, ~ by the elements of B 1 corresponding to the same vector. We 
obtain subfamilies B'2 , . . . ,  B'  k of x l , . . . ,  xl,. The collection of these subfami- 
lies together with B{ = (x  l . . . . .  xt, ,) is a factorization of x 1 . . . . .  xp. By 
construction, the range of the factor B~ is equal to the range of the factor B~, 
i = 1 . . . . .  k. On the other hand it is easy to see that B~ . . . . .  B~ is a 
factorization of xl, 1 + 1 . . . . .  xl,. Then, since xp, + l, "- •, xj, belong to ( D z ) and 
contain a basis of (De) ,  we conclude that B~= Be= {e I . . . . .  et,~}. Proceed- 
ing in the same way, we get that B i = {e l ,  . . . ,  el,,} , i = 1 , . . . ,  k. • 
3. SYMMETRY CLASSES OF  TENSORS ASSOCIATED TO IRRE- 
DUCIBLE  CHARACTERS OF  S e 
Let o- ~ $f,, and ~@(~r) be the unique linear operator on ® ~'V satisfying 
® .-- ® = ® ..- ® x,, (3 )  
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Let G be a subgroup of S,,  and h an absolutely irreducible K-character of  
G. VVe define T(G, 3.) as the linear operator 
aOd) 
<rC G 
It is known that T(G, h) is a projection from ® PV onto the symmeh) 
class of tensors ~~(G) = T(G, h)(® ~'V). I [ 'G  = S and a is the alternating 
V " / 'V;  character e, we obtain a(St,) = A if G = S, and h is its principal 
character, then ~(S , )= v 'V ,  the space of the completely symmetric 
tensors. 
Let p. be a partition of p. We denote bv T(/x) the linear operator 
T(S,,  ~) .  Let D = D,,,~ be a Young diagram. We define P(D)= 
E,, ~ .~ mJ (~r )  and N(D)  = E~ ~ ~:<1))e(z)3'°(r). We denote by E(D)  the 
linear operator E(D)  = P (D)N(D) .  The linear operator E(D)  is essentially 
idempotent. This means that there is a nonzero element t) of K such that 
E(D)  2 = bE(D) .  On the other hand, if cr ~ S, theu 
X(o-D)  = J (c r )X(D)¢~(cr  ' ) ,  (4) 
P(o-D) '), (,5) 
I(" (r, ~- are permutations of S/,, we say that cr > ~- if(~r(1) . . . . .  ~r(p)) > 
(~'(1) . . . . .  r (p ) )  bv the lexieographie order. 
L~:MMA 3.1 [5, p. 78]. Let tx be a partition o fp .  Let id = o- I, (r e . . . . .  ~r 1 
be permutations of  S1, sati.sfijin(z: 
(1) ¢, < % /f i  < j ;  
(2) 1)u, ,~, . . . . .  D~, '~t are the standard diagrams associated with the Youn¢~ 
tableau [ Ix]. 
Let P, = P(D,,,~ ) and N' i = N(D~ ,~,), i = 1 . . . . .  f .  Let 
 .0d) 
e . -  - - M  iPiN~, i = 1 . . . . .  f ,  
p! 
where M i =(1 -e l l  - e2~ . . . . .  ei =l i i), i = 1 . . . . .  f .  1"hen 
T( /x )  = e~l + "- +Q/ .  
Moreover, ell . . . . .  e/f are orthoFonal idempotents. 
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REMARK 3.0.1. Note that the e~ are defined recursively. 
Using the above lemma and (4), (5), and (6), we get the following: 
COROLLARY 3.1. In the conditions of  the preceding lernma let D = uD~. ~a 
be a diagram associated with the Young tableau [/z]. Define, as before, 
P; = P(v l )~,~ ), N; = N(uD~.~ ), i = 1 , . . .  , f ,  and 
~,,( id)  
e;~ - -M;P ;N~' ,  i = 1, . . . , f ,  
p~ 
where M[ = (1 - e'l~ - e,~2 . . . . .  e'~_~,~ ~), i = 1 . . . . .  f .  Then 
= e'11 + " ' "  
Moreover, e'11 . . . . .  e'ff are orthogonal idempotents. 
Proof. It is easy to see, by induction and using (4)-(6), that M; = 
9(u)Mig(u - l ) .  We obtain the result using the conjugation isomorphism by 
9(u) .  Note that since ~ is a class function, T(/x) = 9(e)T ( /x )~(u-  ~ ). • 
4. EQUALITY OF SYMMETRIZED TENSORS 
Probably the best-known results on equality of decomposable t nsors are 
Theorem 1.1 and the following result. 
PROPOSITION 4.1. Let V l . . . . .  V r be vector spaces over the same f ield K. 
Let xi, Yi ~ Vi, i = 1 . . . . .  r. Assume that x I ® ... ® x r # O. Then 
xl ®""  ®xr  =Yl  ®' ' "  ®Y, 
i f  and only i f  there are c i ~ K*, i = 1 . . . . .  r, such that 
(i) Yi = cixi, i = 1 . . . . .  r ;  
(i i) 1-I• lc i  = 1. 
We are going to use this result to generalize Theorem 1.1, stating 
conditions for equality of decomposable symmetrized tensors, with the sym- 
metrization yielded by a symmetrizer associated to an absolutely irreducible 
character of Sp. 
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Let x I . . . . .  xt, and Yl . . . . .  y~, be families of vectors of V. Let 
{i, . . . . .  i,} =A_  {1 . . . . .  p}. 
If (x~)~ a is linearly independent and (x~: i ~ A} = (y~: i e A}, then we 
denote by M[y  1 . . . . .  yp]x 1 . . . . .  x~,][A] the s × s matrix 
. . . . .  ,j,,Ix, . . . . .  x , , l [A ]  = v i i i , ,  . . . .  y, lx,, . . . . .  x J .  
Let IX = ( /x~, . . . ,  Ixk) be a partition of p. The set of the set partitions, A, 
of { 1 . . . . .  f)}, 
{1 . . . . .  p} = A~ U A~ U. - .  U A k, 
sat is~ng ]Ai]= Ixi, i = 1 . . . . .  k, x~411 be denoted by U "u. 
As usual, S±, is the subset of the permutations of Sp that fix the 
complement of A i. With this notation S a will be the subgroup of $/, given by 
S~ = S~I × "'" X S±. 
Let /3 be a function from {1 . . . . .  p} into {1 . . . . .  %}. We denote by e~ 
the decomposable t nsor 
® e/~ = e¢~(1 ) ® "" ® e/3 (1,). 
LEMMA 4.1. Let  p (x  1 . . . . .  xp) = IX and A ~,Y~*. Then, i f  T(Sa,  e)(x~ 
® "" ® x~,) =/= 0, there exist a basis @1 . . . . .  e~),  (if (x  l . . . . .  xt,}, a sequence 
of  integers., ( i ,  . . . . .  ip), ~ {1 . . . . .  IXl}, and an elenwnt c ~ K* ,such that 
r ( s~.  ~) (x ,  ® -.. ® x,,) = er (S~,  ~) (e , ,  ® - ® %) .  
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Procf. First observe that if T(Sa, e)(x 1 ® ". ® x~) :~ 0, then 
(Ai)i=l ..... k is the support of a factorization (B 1 . . . . .  Bk), of X l , . . . ,  x;, 
Moreover, that fhmily satisfies the condition 
A x~O,  i=1  . . . . .  k. 
xcB i 
Thus, by Theorem 1.1 and (2), there exists a basis of x 1 . . . . .  xp > 
el . . . . .  G, such that (B  i) = (e 1 . . . . .  eu) ,  i = 1 . . . . .  k. Moreover, still using 
Theorem 1.1, there exists c ~ K* and a map j ~ i 2 from {1 . . . . .  p} into 
{1 . . . . .  /x 1} such that 
=c(jA eij) ® "" ® (jakeij) 
=cT(Sa ,  e)(ei l  ®""  ®eip).  • 
Let a be a partition of p. Assume that ~: corresponds to the partition oz 
of p. Let 
= ® . . .  ®x, , )  
{(id) 
E ~(O')X~3r 1(1) ~ ' '" @ XO- 1(}9)" 
THEOI~EM 4.1. Let x 1 . . . . .  Xp and Yl . . . . .  yp be families of  nonzero 
vectors with rank partition a'. Then 
x~O "'" ~xp = yl ~ ' ' "  ~yp 
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if and only if the following conditions hold: 
(1) ((x,:  i ~ A l) . . . . .  (x, :  i ~ dH}) is afactorization ofx  l . . . . .  :% if and 
only if ({,/j : j  ~ A,} . . . . .  {yj : j  ~ Ak}) is afactorization ~(y,  . . . . .  yp. 
(9) I f  ({x, i ~ A1},.. {x,: i ~ Ak}) is a factorization of x, . . . . .  x,,, 
then 
x,lt ~ A~} = ( y,[t ~ A~}. i=1  . . . . .  k, 
and 
k 
H det  M[y  I . . . . .  ~,, Ix, . . . . .  'cp][Ai] = 1. (7) 
i=1 
Pro(~. " I f '  part: By Lemma 3.1 
XI~"*~X P = (e l l -{ - . . . -~C j j ) (X  I ® ... ~ XF). 
Since e ,e t  j = 0 if i * j ,  i , j  ~ {1 . . . . .  f}, we conclude that 
Uii(X 1 ® "'" ® Xp)  = eli ( Yl  ® ''" ® !]p)" i 1 . . . . .  f ,  (S )  
if and only if xlO "" ~xl,  = yl+ "" ~y~,. We are going to prove that (8) 
tlolds. 
If tim family of columns of the Young diagram ~i D is not the support of 
any factorization of x l . . . .  , xt,, then 
, , , ,(. ,~, ® - . .  ® x , , )  = M,P ,N , (~, ,  ® . . .  ® . , , , )  = o ,  i = 1 . . . . .  f .  
Then, by part (1), the family of cohlrnns of o-/D is not the support of a 
factorization of  Yl . . . . .  y . .  and e . ( ! / l  ® "'" ® Yp) = O. 
Assume now that the family of tile colunms of (riD, zX = (A 1 . . . . .  Ak) is 
tile support of a faetorization of x I . . . . .  xf,. Then, by part (1), the same holds 
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for the family Yl . . . . .  yp. Using Theorem 1.1, we get 
N,(y,  ®-- .  ® yp) 
= r ( s~,  , ) (y~ ® ... ® yp)  
=(detM[y l  . . . . .  yplx l  . . . . .  xp] [A l ]  / \  x i )  ® "" 
®(dotM[yl  . . . . .  YplXl . . . . .  xp][Ak] A xi)j 
i~A k 
. . . . .  . . . . .  t 
o(~ ~,) 
From the above equalities and (7) we obtain 
= N,(y~ ® -.- ® y~). 
Then, for all i ~ {1 . . . . .  f), 
Ci i (X  1 ® "'" ® Xp)  = MiPiNi(xl ® "'" ® Xp) 
= i iP iN~(y  , ® ... ® yp) 
= e i i (Y l  ® "'" ® Yp) .  
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We have proved (8), concluding the "iF' part. 
"Only iF' part: Let (B 1 . . . .  B k) be a faetorization of x 1 . . . . .  x,, and 
A I . . . . .  A~ its support. Let (e i . . . . .  G',) be a basis of (x  1 . . . . .  x , )  and 
c E K*, chosen aeeording to Lemma 4.1. Let i l , . . . , i ,  be integers in 
{1 . . . . .  ce' I} such that 
r ( s~,  ~)(x,  ® .-- ® x,,) : o r (s~,  ~)(,~, ® ... ® %) .  (0t 
Let Y be the map j ~ 7( j )  = i i from {1 . . . . .  p} into {1 . . . . .  ex'~}, and l) 
the diagram (associated with ce) 
I 
qll ql2 q~s[ "'" qJk 
q21 q22 
such that 
(i) {q~j . . . . .  q~k)  = A], j = 1 . . . .  k; 
(ii) "Y(;:lil) = "Y(qi2) . . . . .  T (q , . " )  = i, i = 1 . . . . .  c~' I. 
It is easy to see that 
{~:T,r= T} = B(D). 
Let P=P(D)  and N=N(D) .  
(~LAIM I. With the above conditions we have 
(io) 
P~T(e~) ~ 0. 
Pro@ Let (f~ . . . . .  f<)  be the dual basis ,,f the basis (e, . . . . .  %, [so 
fi(ej) = 8ij]. Then 
¢r~B(l)) re(?(/)) 
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Since f®(e ®) . . . .  ' j~ -  o,- = ~,o, for all the maps Y,a~ from {1, ., p} into {1, .,~1}, 
we g4t, by (10), 
f$ (y~r  -1) 4 = 0 ¢* r-'~r 1 ~ R(D). 
I f  r 1or- 1 = rr ~ R(D),  then r 1 = fro" ~ R(D) n C(D). Therefore, using 
(1), we get r - l  = id. From ( l l ) ,  we obtain now 
f¢(PN(e~))  =IR(D)  I # O. • 
CLAIM 2.  With the above conditions there exists an integer 1 such that 
NPN(e~ ) = 1N(e~ ). 
Proof. Firstly observe that by Proposition 2.1, the flag of every factoriza- 
tion of 
e7(1) , . . . ,  e~,(p) 
is 
(e 1 . . . . .  G,I) D (e 1 . . . . .  e~i )_D ... D(e  l . . . . .  e~i ). 
Then, using Theorem 1.1, we conclude that N(e~) = ___N(e~), where ~o is a 
function of {1 . . . . .  p} into {1, . . . ,  a'l}, p(eo,(1 ) . . . . .  eo,(p )) = a ' ,  and N(e~) 
v~ O. Therefore 
O'TER(D)C(D) 
o-r~R(D)C(D) 
= tN(q ), 
where 1 is the difference between the number  of summands of the right hand 
side of the second equality equal to N(a~) and the nmnber  of summands 
equal to - N(e~). • 
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Using this claim and (9), we get 
NeN(~,  ® - .  ® ~;,) = aN(~,~) .  (12) 
\,Vith similar arguments we can show that there exist a basis (u 1 . . . . .  u(<), a 
map /3 from {1 . . . . .  p} into {1 . . . . .  c~'l}, and an integer 11 such that 
NeN(  ,j, ® -.. ® ,j,,) = c,;, N( , ,~ ). (~3) 
Since PN is essentially idempotent and PN(e~) 4= 0 and PN(u~) ¢ 0. we 
obtain NPN(e~) v~ 0 and NPN(u~) 4= 0. Therefore l and l, are nonzero 
integers. 
From xl<~ -.. Oxp = fll G "- C>tj;,, and using Corolla9 3.1, we get 
ex(~,  ® . . -® x,,)  = ex( ! ; ,  ® ... ® !;,,). 
and then 
~XTeN(x, ® ... ® ~,-,,)= NPN(! j ,  ® ... ® y,,). 
The former equality and the equalities (12) and (1:3) imply 
cl( jA e~,(/)) ®"" ® ( jA  e~,~/)) =c,ll(jA,u/so)) ®"" ® ( /A  u~!./,). 
Using Proposition 4.1, we conclude that 
1 k. 
• , yEA 
Theorem 1.1 gives now 
(%(j):j ~ A~ = (ul~f.j): j E Ai), i = 1 ..... k (14) 
By construction, the flag of the factorization of Xl, . . . ,  xt, with support k 
coincides with the flags of the factorizations e~(1) ..... %(p), and the flag of 
the factorization of tjl . . . . .  Yt, of support A coincides with the flags of the 
fiactorizations of u~(u,.. . ,  u~(;,). Then by (14) we have 
(x j : jEA i )=( . t j / : jEA i )  , i=1  . . . . .  k. (15) 
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Using Theorem 1.1 again, we obtain 
N(y l  ® -'- ® yp) 
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=(dotMIy, ..... Y,~'~I ..... ~,,l~",!,Ax, )~  
JeAk 
i=1  j I 
= l - IdetM[y l  . . . . .  yplx, . . . . .  xp][Ai] N(x 1 ®'"®xp) .  
i=1  
Consider the decomposition of T(c~) according to Corollary 3.1: 
r (o~)  = ~ i ,  + "'" +e'ii, 
where e'll = PN. The equality 
xl~ "" ~xp = yl~ "" ~y ,  
implies 
PN(x 1 ®'"®xp)=PN(y  1 ®" '®yp) .  
eN(x, ® ... ® xp) = ( FI  det M[y ,  . . . . .  y, lx~ . . . . .  xp][a , ]  
i= l  
Then 
×/:'N(x, ®--. ® x o). (16) 
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Since, by Claim 1, PN(x  1 ® "" ® xp) 4~ 0, we have 
k 
H act M[ y, . . . . .  y,,Ix, . . . . .  x , , ] [a , ]  = 1. 
i=1  
COROLI,ARY 4.1. Let ( x j . . . . .  x ~)) and (Yl . . . . .  tip) be bases' ,!f the fla~s 
F and G with as'sociated partition ~' = (a '  1 . . . . .  c~£). Assunw that 
Xi = Xcx~l+i . . . . .  Xa ' ,+  . . . . .  " i  '+~'  i = 1 . . . . .  o~'~, (17)  
all([ 
!/i = YO~rl+i . . . . .  YO"1+'''~ ~;i l+i" i = 1 . . . . .  a'~. (18) 
77~en 
<XlO "'' OXl l  > = <yl  @ "'" <~!]t, > 
i f  and only if F = G. 
Proof. "If" part: Let (A I . . . . .  5 k) be the support of a fhetorization of 
x 1 . . . . .  xp and so bv the hvt)othesis of a faetorization of u I u, Invoking ' J ^ . ,1  ' .¢ ~ ' ' '~  J ] "  
(17) and (18), we have A i = (1 . . . . .  c~;), i = 1 . . . . .  k. Let (A 1 . . . . . .  ~_~) be 
the support of another faetorization of x l . . . . .  xp and Yl . . . .  ' Y/,' with 
A~ = (11 . . . . .  l~7). Then, there exist o'~ ~ S<, i = 1 . . . . .  k, such that 
(o-,(l,) . . . . .  o -~( l~; ) )  = ( i  . . . . .  ce : ) ,  i 1 . . . . .  k .  
Let 
k 
I - [  det M[ y, . . . . .  yplx, . . . . .  x,,][.~i] = a 4= 0. 
i= |  
Denote by A i the matrix M[y  t . . . . .  yplx 1 . . . . .  Xt,][Ai], and by Q; the 
permutation matrix corresponding to o- r Then 
k k 
r-[  det M[y ,  . . . . .  y,,lx, . . . . .  x , , ] [A , ]  = H det((c)i IA i ( r ) i )=( ' "  
i= l  i=1 
Let A 1 . . . . .  Akbe  the support of a factorization (B I . . . . .  B~) such that 
/~l 2 B2 2 "'" 2 B k. We denote by /~ the ~mlily of indices of the elements 
of B I whose second coordinates belong to B~, i = 1 . . . . .  k. 
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Therefore, if Y'I = a- lY l  and Y'r = Y~, r = 2 . . . . .  p, the flags of the factor- 
! izations of Y'I . . . . .  yp coincide with F and G. Moreover, if A is the support 
of these factorizations, 
k 
H det M [ Y'I . . . . .  Y'p[xl . . . . .  Xp] [mi ]  
i=1 
k 
=a 11-I det M[Yl . . . . .  yplXl . . . .  , x , ] [A i ]  = 1. 
i=1 
Thus 
x~O ... £>xp = y'~O ... Oy'p. 
Finally we have 
xl~ "" ~x , )  = < y~ "" ~y , ) .  
"Only if' part: This is an immediate consequence ofTheorem 4.1 and the 
multilinearity of ~. • 
5. CONCLUSIONS 
The preceding section and, in particular, Theorem 4.1, enables us to 
define a natural injective correspondence b tween the flags F = [V = V 1 2 
V z _D ... _D V k D 0] with flag partition ce' and the one dimensional subspaees 
generated by the tensors r(  oe)(x 1 ® ... ® x.~) where x l . . . . .  xp is a basis of 
F. In fact, Corollary 4.1 allows us to ident@ the flag F with the projective 
point which has, as its systems of coordinates, the O-product of the bases of 
F satisfying (17). We denote this projective point by "~F" 
THEOREM 5.1. Let V be a vector space over K. Let a be a partition of 
p. There is a bijective map F ~ ~F from the set of the flags with flag 
partition ~' onto the set of the projective points whose coordinate systems are 
the images by T(~)  of the tensor product of families of vectors with rank 
partition ~' satisfying (17). 
I want to thank Professor Wasin So for his careful reading of the 
manuscript of this article. I am also grateful to the referee for his comments 
that improved the readability of this article. 
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