Splitting Rule Dan Penerapan Bagging Pada Pohon Klasifikasi.
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• Bagaimana konsep splitting rule 
dalam pembentukan pohon 
klasifikasi. 
• Bagaimana perbandingan hasil 
pemodelan pohon klasifikasi 
menggunakan kriteria indeks Gini 
dan indeks Twoing pada kasus 
pekerja anak di provinsi Sulawesi 
Tengah. 
• Bagaimana penerapan bagging 
pada pohon klasifikasi dalam kasus 
pekerja anak di provinsi Sulawesi 
Tengah. 
Tujuan 
• Membahas konsep splitting rule 
dalam pembentukan pohon 
klasifikasi. 
• Mendapatkan dan 
membandingkan model pohon 
klasifikasi dengan menggunakan 
kriteria indeks Gini dan indeks 
Twoing pada kasus pekerja anak di 
provinsi Sulawesi Tengah. 
• Mendapatkan pengaruh 
penerapan bagging pada pohon 
klasifikasi dalam kasus pekerja anak 
di provinsi Sulawesi Tengah. 
Pendahuluan 
Manfaat 
• Bagi pihak-pihak yang terkait 
dengan pekerja anak, penelitian 
ini dapat digunakan sebagai 
bahan masukan pengambilan 
kebijakan untuk mengatasi kasus 
pekerja anak. 
• Bagi ruang keilmuan statistika, 
penelitian ini dapat meningkatkan 
wawasan keilmuan yang 
bersinggungan dengan pohon 
klasifikasi khususnya splitting rule 
dalam pembentukan pohon 
klasifikasinya dan penerapan 
bagging di dalamnya. 
• Bagi penulis, sebagai penerapan 
metode-metode statistik ke dalam 
masalah nyata. 
Batasan Masalah 
• Data yang digunakan dalam 
penelitian ini adalah data dari 
Survey Sosial Ekonomi Nasional 
(Susenas) 2013. 
• Unit penelitian ini adalah rumah 




• Analisis Diskriminan 


















• Indeks Gini: 
𝑖 𝑡 =  𝑝 𝑗 𝑡 𝑝 𝑖 𝑡
𝑖≠𝑗
 









Simpul terminal dan label kelas 
Pemangkasan pohon 
klasifikasi (pruning) 
• Kriteria cost complexity dan 
resubtiton cost 
𝑅𝛼 𝑇 = 𝑅 𝑇 + 𝛼 𝑇  
Pemilihan pohon 
optimal 




 𝑋 𝑑 𝑥𝑛 ≠ 𝑗𝑛
𝑥𝑛,𝑗𝑛∈𝐿2
 
• Cross validation V-fold estimate 
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Y = Status bekerja anak(0 = tidak bekerja, 1 = bekerja) 
X1 = Umur anak 
X2 =Jenis kelamin anak 
X3 = Partisipasi sekolah anak 
X4 = Umur kepala rumah tangga 
X5 = Tingkat pendidikan kepala rumah tangga 
X6 = Jenis kelamin kepala rumah tangga 
X7 = Sektor pekerjaan kepala rumah tangga 
X8 = Pendapatan perkapita 
X9 = Jumlah anggota rumah tangga 
Metode Penelitian 
Metode analisis 
• Membahas konsep splitting rule dalam 
pembentukan pohon klasifikasi. 
• Mendapatkan model pohon klasifikasi pada 
kasus pekerja anak di provinsi Sulawesi 
Tengah. 
– Membentuk pohon klasifikasi dengan 
menggunakan indeks Gini dan indeks 
Twoing. 
– Menentukan simpul terminal. 
– Menentukan penandaan label kelas. 
– Menghentikan pembentukan pohon 
klasifikasi. 
– Menghitung skor variabel penting pada 
model pohon klasifikasi yang terbentuk. 
– Memangkas pohon klasifikasi. 
– Memilih pohon klasifikasi optimal. 
– Memilih model pohon terbaik. 
– Menguji keakuratan model pohon 
klasifikasi. 
• Menerapkan teknik bagging pada pohon 
klasifikasi. 
Konsep Splitting Rule 
1. Probabilitas Dalam pohon klasifikasi 
Dalam sampel learning L dengan banyaknya kelas adalah j, 





Probabilitas prior merupakan informasi awal mengenai 
proporsi atau perbandingan banyaknya objek pada tiap-tiap 
kelas dalam L. nilai probabilitas prior ini diestimasi dari proporsi 
𝑁𝑗
𝑁
 yang diperoleh dari data. Ada dua jenis dari probabilitas 
prior dalam pohon klasifikasi yaitu 
 Priors data, mengasumsikan bahwa proporsi banyaknya 
objek dalam suatu kelas yang terdapat dalam sampel 
sama dengan yang terdapat dalam populasinya. Prior 




 Priors equal, mengasumsikan bahwa proporsi banyaknya 
objek tiap-tiap kelas adalah sama. Diestimasikan P(kelas 1) 






Hasil & Pembahasan 
2. Splitting Rule 
Diberikan fungsi impurity, maka impurity measure 𝑖 𝑡  
dari beberapa simpul t adalah 
𝑖 𝑡 = 𝜙 𝑃 1 𝑡 , 𝑃 2 𝑡 , … , 𝑃 𝑗 𝑡  
Dan nilai ∆𝑖 𝑠, 𝑡  digunakan sebagai uji kriteria 
goodness of split. 
∆𝑖 𝑠, 𝑡 = 𝑖 𝑡 − 𝑃𝑅𝑖 𝑡𝑅 − 𝑃𝐿𝑖 𝑡𝐿  
Suatu split s akan digunakan untuk memecah simpul 
t menjadi dua buah simpul yaitu simpul 𝑡𝑅 dan 𝑡𝐿 jika 
s memaksimalkan nilai 
∆𝑖 𝑠∗, 𝑡 = max
𝑠
∆𝑖 𝑠, 𝑡  
∆𝑖 𝑠, 𝑡  akan maksimum apabila diperoleh 𝑃𝑅𝑖 𝑡𝑅  
dan 𝑃𝐿𝑖 𝑡𝐿  minimum. Hal ini berarti splitting 
dilakukan untuk membuat dua buah simpul baru 
yang keragamannya lebih kecil (homogen) apabila 
dibandingkan dengan simpul awalnya (simpul 
induk). 
Hasil & Pembahasan 
 Indeks Gini 
Diberikan impurity measure 𝑖 𝑡 , maka Gini Diversity Index 
(Indeks Keragaman Gini) adalah 
𝑖 𝑡 =  𝑝 𝑗 𝑡 𝑝 𝑖 𝑡
𝑗≠𝑖
 
Untuk i= 1 dan jadalah kelas-kelas lainnya 
 𝑝 𝑗 𝑡 𝑝 𝑖 𝑡 =
𝑗≠𝑖
𝑃 1 𝑡 𝑃 2 𝑡 + 𝑃 3 𝑡 + ⋯+ 𝑃 𝑖 𝑡  
Karena  𝑝 𝑗 𝑡 =𝑗 1, maka 
𝑃 1 𝑡 𝑃 2 𝑡 + 𝑃 3 𝑡 + ⋯+ 𝑃 𝑖 𝑡 = 𝑃 1 𝑡 − 𝑃2 1 𝑡  
Untuk i= 2 dan j adalah kelas-kelas lainnya 
 𝑝 𝑗 𝑡 𝑝 𝑖 𝑡 =
𝑗≠𝑖




Untuk i= 3 dan j adalah kelas-kelas lainnya 
 𝑝 𝑗 𝑡 𝑝 𝑖 𝑡 =
𝑗≠𝑖




Hasil & Pembahasan 
Secara umum 
 𝑝 𝑗 𝑡 𝑝 𝑖 𝑡 =  𝑃 𝑗 𝑡 − 𝑃2 𝑗 𝑡
𝑗𝑗≠𝑖
 
=  𝑃 𝑗 𝑡 −  𝑃2 𝑗 𝑡
𝑗𝑗
 
= 1 −  𝑃2 𝑗 𝑡
𝑗
 
Sehingga, indeks keragaman Gini (Gini 
diversity Index) dapat dituliskan 
𝑖 𝑡 = 1 −  𝑃2 𝑗 𝑡
𝑗
 
Hasil & Pembahasan 
 Indeks Twoing 
Ide dari indeks Twoing adalah membagi 
kelas menjadi dua kelas besar 
𝐶1 = 𝑗1, 𝑗2, … , 𝑗𝑛  , 𝐶2 = 𝐶 − 𝐶1 









Hasil & Pembahasan 
3. Ilustrasi Pembentukan Pohon Klasifikasi 
 
Hasil & Pembahasan 
Analisis Jumlah Kasus Pekerja Anak di Sulawesi 
Tengah 
 
Hasil & Pembahasan 
Hasil & Pembahasan 
Hasil & Pembahasan 
Sektor Pekerjaan 
Kepala Rumah Tangga 
Pekerja Anak (%) 
Total 
Bekerja Tidak Bekerja 
Pertanian 17,07 82,93 1963 
Industri 17,20 82,80 186 
Perdagangan 13,52 86,48 651 
Jasa 8,48 91,52 814 
Lainnya 18,07 81,93 166 
Jumlah 14,66 85,34 3780 
 
Tingkat Pendidikan 
Kepala Rumah Tangga 
Pekerja Anak (%) 
Total 
Bekerja Tidak Bekerja 
Tidak Berijazah 21,37 78,63 875 
SD 13,90 86,10 1583 
SMP 13,35 86,65 644 
SMA 9,00 91,00 678 
Jumlah 14,66 85,34 3780 
 
Kelompok Umur 
Kepala Rumah Tangga 
Pekerja Anak (%) 
Total 
Bekerja Tidak Bekerja 
≤ 30 tahun 12,73 87,27 55 
31-55 tahun 14,04 85,96 3376 
> 55 tahun 20,92 79,08 349 
Jumlah 15,90 84,10 3780 
Hasil & Pembahasan 
Pendapatan Perkapita 
Rumah Tangga 
Pekerja Anak (%) 
Total 
Bekerja Tidak Bekerja 
< Rp. 250000 15,89 84,11 2026 
Rp. 250000 – Rp. 500000 13,49 86,51 919 
Rp. 500001 – Rp. 1 juta 14,62 85,38 513 
> 1 juta 10,25 89,75 322 
Jumlah 14,25 85,75 3780 
Jumlah Anggota 
Rumah Tangga 
Pekerja Anak (%) 
Total 
Bekerja Tidak Bekerja 
2-5 orang 14,32 85,68 2381 
6-9 orang 15,00 85,00 1327 
10-14 orang 19,44 80,56 72 
Jumlah 16,25 83,75 3780 
Hubungan Antara Variabel Prediktor dan 
Variabel Respon 
 
Hasil & Pembahasan 
Variabel Prediktor 𝜒2 Hitung p-value Kesimpulan 
Jenis Kelamin Anak 132,761 0,000 Tolak H0 
Partisipasi Sekolah Anak 761,718 0,000 Tolak H0 
Tingkat Pendidikan Kepala Rumah Tangga 50,507 0,000 Tolak H0 
Jenis Kelamin Kepala Rumah Tangga 9,798 0,002 Tolak H0 
Sektor Pekerjaan Kepala Rumah Tangga 37,152 0,000 Tolak H0 
 
Variabel Prediktor F Hitung p-value 𝑡 Hitung p-value 
Umur Anak 7,696 0,006 -21,579 0,000 
Umur Kepala Rumah Tangga 1,256 0,263 -5,281 0,000 
Pendapatan Perkapita Rumah Tangga 9,309 0,002 2,344 0,019 
Jumlah Anggota Rumah Tangga 5,836 0,016 -0,985 0,325 
 
Model Pohon Klasifikasi 
















Gini 239 0,537 ± 0,045 0,130 0,000 







X1 Umur anak 100 100 
X3 partispasi sekolah anak 86,98 86,95 
X4 umur kepala rumah tangga 63,72 63,44 
X8 pendapatan perkapita 56,76 57,52 
X9 jumlah anggota rumah tangga 38,79 40,3 
X5 tingkat pendidikan kepala rumah tangga 30,76 30,94 
X7 sektor pekerjaan kepala rumah tangga 27,73 27,84 
X2 jenis kelamin anak 17,68 17,56 
X6 jenis kelamin kepala rumah tangga 6,05 6,57 
 















Ketepatan 0 1 
Gini 
0 2280 299 
88,4% 98,6% 89,9% 
1 6 423 
Twoing 
0 2278 301 
80,3% 98,8% 89,8% 






Ketepatan 0 1 
Gini 
0 522 125 
80,7% 65,6% 78,2% 
1 43 82 
Twoing 
0 520 127 
80,4% 65,6% 78% 
1 43 82 
 
 Pemangkasan Pohon Klasifikasi 
 
Hasil & Pembahasan 
Hasil & Pembahasan 
 Pohon Optimal 
 
Hasil & Pembahasan 
Variabel Deskripsi Variabel Score 
X3 Partisipasi sekolah anak 100,000 
X1 Umur anak 82,334 
X2 Jenis kelamin anak 7,558 
X9 Jumlah anggota rumah tangga 5,631 
X8 Pendapatan perkapita 5,244 
X5 Tingkat pendidikan kepala rumah tangga 1,825 
 
















Klasifikasi 0 1 
0 2066 513 
80,1% 76,0% 79,5% 






Klasifikasi 0 1 
0 501 146 
77,4% 76,0% 77,2% 
1 30 95 
 
 Hasil Klasifikasi Pekerja Anak Dengan Menerapkan 










Hasil & Pembahasan 
Replikasi Sampel Bootstrap Sensitivity Specitivity Total Akurasi 
25 kali 93,9% 50% 86,4% 
50 kali 94,4% 48,6% 86,7% 
75 kali 94,2% 47,1% 86,2% 
100 kali 94,4% 48,6% 86,7% 
150 kali 94,7% 50% 87,1% 
200 kali 95% 50% 87,4% 
 
Uraian Sensitivity (%) Specitivity (%) Accuracy (%) 
Pohon Klasifikasi Tanpa 
Bagging 
77,4 76 77,2 
Pohon Klasifikasi Dengan 
Bagging (Replikasi 200 kali) 
95 50 87,4 
Perbedaan (%) 17,6 26 10,2 
 
Kesimpulan 
1. Indeks Gini dan indeks Twoing digunakan sebagai kriteria untuk 
membentuk pohon klasifikasi serta memiliki konsep dan bentuk 
fungsi yang berbeda. Dalam penggunaannya, kedua metode ini 
memiliki keuntungan masing-masing. 
2. Pohon klasifikasi optimal yang dihasilkan dengan 
menggunakan indeks Gini dan indeks Twoing menghasilkan 
pohon yang identik. Pohon ini dibentuk oleh variabel partisipasi 
sekolah anak, umur anak, jenis kelamin anak, jumlah anggota 
rumah tangga, pendapatan perkapita dan tingkat pendidikan 
kepala rumah tangga. Berdasarkan pohon klasifikasi optimal 
tersebut dihasilkan enam kelompok yang teridentifikasi sebagai 
anak yang tidak bekerja dan lima kelompok yang diprediksi 
sebagai anak yang bekerja. Ke lima kelompok tersebut 
mempunyai karakteristik yang berbeda-beda, yaitu: 
Penutup 
 Kelompok 1 terdiri dari 160 amatan yang diprediksi sebagai anak yang 
bekerja dengan probabilitas sebesar 0,076. Dengan karakteristik anak 
laki-laki bersekolah usia 13,5 sampai 15,5 tahun dengan pendapatan 
perkapita tidak lebih dari Rp. 279.583,313 dan memiliki anggota rumah 
tangga tidak lebih dari 6 orang. 
 Kelompok 2 beranggotakan anak laki-laki bersekolah usia 13,5 sampai 
15,5 tahun dengan pendapatan perkapita tidak lebih dari Rp. 
279.583,313 dan memiliki anggota rumah tangga tidak lebih dari 6 
orang serta pendidikan kepala rumah tangganya selain sekolah dasar. 
Simpul ini memiliki amatan sebanyak 59 dan diprediksi sebagai anak 
yang bekerja. 
 Kelompok 3 merupakan simpul dengan jumlah amatan sebanyak 40 
dan diprediksi sebagai anak yang bekerja. Menurut struktur 
sekuensialnya, amatan-amatan dalam simpul ini adalah anak laki-laki 
bersekolah usia 13,5 sampai 15,5 tahun dengan pendapatan perkapita 
antara Rp. 364.000 sampai Rp. 687.500 dan jumlah anggota rumah 
tangga paling banyak 5 orang. 
 Kelompok 4 terdiri atas 81 amatan dan diprediksi sebagai anak yang 
bekerja. Menurut struktur sekuensialnya, simpul ini mengindikasikan anak 
laki-laki bersekolah usia di atas 15,5 tahun dengan pendapatan 
perkapita antara Rp. 279.583,313 sampai Rp. 687.500 dan jumlah 
anggota rumah tangga paling banyak 5 orang. 
 Kelompok 5 terdiri atas 499 amatan dan diprediksi sebagai anak yang 
bekerja. Struktur sekuensialnya menggambarkan anak yang tidak 
bersekolah. 
3. Penerapan teknik bagging pada pohon klasifikasi meningkatkan 
ketepatan klasifikasi dari 77,2% menjadi 87,4%. Dengan kata lain, pada 
klasifikasi pekerja anak di provinsi Sulawesi Tengah penerapan bagging 





Penelitian ini membahas konsep splitting rule 
dalam pembentukan pohon klasifikasi serta 
aplikasinya pada data kasus pekerja anak di 
Sulawesi Tengah, sehingga direkomendasikan 
pada penelitian selanjutnya dapat mengkaji 
bagian-bagian lain pada langkah-langkah 
pohon klasifikasi, seperti pemangkasan pohon 
klasifikasi (pruning), pemilihan pohon klasifikasi 
optimal, maupun bagian-bagian lainnya. 
Metode ini juga dapat diaplikasikan pada kasus 
yang sama maupun kasus-kasus lainnya yang 
masih masuk dalam ruang lingkup klasifikasi. 
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