We describe the tangent space to the parameter variety of all artin level quotients of a polynomial ring in n variables having specified socle degree and type. When n = 2, we relate this variety to the family of secants of the rational normal curve. With additional numerical hypotheses, we prove a projective normality theorem for the parameter variety in its natural Plücker embedding.
Let R = k[x 1 , . . . , x n ] denote a polynomial ring and let h : N −→ N be a numerical function. Consider the set of all graded artin level quotients A = R/I having Hilbert function h. This set (if nonempty) is naturally in bijection with the closed points of a quasiprojective scheme L
• (h). The object of this note is to prove some specific geometric properties of these schemes, especially for n = 2. The case of Gorenstein Hilbert functions (i.e., where A has type 1) has been extensively studied, and several qualitative and quantitative results are known (see [16] ). Our results should be seen as generalizing some of them to the non-Gorenstein case.
After establishing notation, we summarize the results in the next section. See [12, 16] as general references for most of the constructions made here.
Notation and Preliminaries
The base field k will be algebraically closed of characteristic zero (but see Remark 4.11) . Let V be an n-dimensional k-vector space, and let
Let {x 1 , . . . , x n }, {y 1 , . . . , y n } be dual bases of V * and V respectively, leading to identifications R = k[x 1 , . . . , x n ], S = k[y 1 , . . . , y n ]. There are internal products (see [11, p. 476 
making S into a graded R-module. This action may be seen in terms of partial differentiation; indeed if u(x) ∈ R and F (y) ∈ S, then u.F = u(∂/∂y 0 , . . . , ∂/∂y n ) F.
If I < R is a homogeneous ideal, then I −1 is the R-submodule of S defined as {F ∈ S : u.F = 0 for all u ∈ I}. This module (called Macaulay's inverse system for I) inherits a grading from S, thus I 
ann(M) ←− M
Moreover, I −1 is a finitely generated R-module iff R/I is artin.
Let R/I = A be artin with graded decomposition
Recall that socle(A) = {u ∈ A : u x i = 0 for every i}.
Then A d ⊆ socle(A), and A is said to be level if equality holds. This is true iff I −1 is generated as an R-module by exactly t := dim A d elements in S d . When A is level, the number t is called the type of A, and it coincides with its Cohen-Macaulay type. Thus A is Gorenstein iff t = 1. The number d is the socle degree of A. Altogether we have a bijection {A : A = R/I artin level of type t and socle degree d} ⇋ G(t, S d );
A −→ (I −1 ) d , R/ann(Λ) ←− Λ.
Here G(t, S d ) denotes the Grassmannian of t-dimensional vector subspaces of S d . Notice the canonical isomorphism
taking Λ to I d . We sometimes write Λ i for (I −1 ) i and Λ for Λ d = (I −1 ) d .
Remark 1.2.
The algebra A is level iff Λ d generates I −1 as an Rmodule, that is to say iff the internal product map
is surjective for all i ≤ d. This is so iff the dual map
is injective for all i. This map is concretely given as
the sum quantified over all monomials x M of degree d − i. Consequently, if R/I is level then the graded piece I d determines I, by the following recipe:
In the terminology of [12] (a related terminology was originally introduced by A. Iarrobino), I is the ancestor ideal of the vector space I d . Remark 1.3. The property of being level can be read off from the last syzygy module in the minimal resolution of A = R/I. Indeed, let
be the minimal free resolution of R/I, and
the Koszul resolution of k. We will calculate the graded R-module N = Tor R n (R/I, k) in two ways. If we tensor ( †) with k, then all differentials are zero, hence N = P n ⊗ k. When we tensor ( † †) with R/I, the kernel in the leftmost place is socle(A)(−n). Hence A is level of socle degree d and type t iff socle(A)
Henceforth A = R/I always denotes a level algebra of type t and socle degree d, loosely said to be of type (t, d). Let B ⊆ S d ⊗ O G denote the tautological bundle on G(t, S d ), thus its fibre over a point Λ ∈ G is the subspace Λ. The internal products give vector bundle maps
Dually, there are maps 
This motivates the following definition.
For integers i, r; let L(i, r) be the closed subscheme of G defined by the condition {rank(ϕ i ) ≤ r}. (Locally it is defined by the vanishing of (r +1)-minors of the matrix representing
These are respectively closed and locally closed subschemes of G(t, S d ). Via the identification in (1), we will occasionally think of them as subschemes of
Of course either of the schemes may be empty, and it is in general an open problem to characterise those h for which they are not. For n = 2, such a characterisation is given in Theorem 3.1. If L
• (h) is nonempty, then we will say that h is a level Hilbert function.
1.2.
The structure of L(h) for t = 1, n = 2. The structure of the parameter spaces for Gorenstein quotients of R = k[x 1 , x 2 ] is rather well understood and provides a useful paradigm for our study of artin level quotients of R having type > 1.
It is well known (and easy to prove) that A = R/I (R = k[x 1 , x 2 ]) is a graded Gorenstein artin algebra iff I = (u 1 , u 2 ), where u 1 , u 2 are homogeneous and deg u 1 = a ≤ b = deg u 2 . In this case d = a + b − 2, and the Hilbert function of A is
We denote this function by h a . It follows that for socle degree d, there are precisely
possible Hilbert functions for Gorenstein artin quotients of R. The collection {h a } is totally ordered, i.e.,
As mentioned above, the ideals I ⊂ R for which A = R/I is Gorenstein with socle degree d are in 1-1 correspondence with the points of
The ordering on the Hilbert functions implies that
It is known that L a is also a closed subvariety of PS d which is defined by the ideal of (a + 1) × (a + 1) minors (i.e., maximal minors) of the catalecticant matrix (also known, in this case, as the Hankel matrix)
then it is a theorem of Gruson and Peskine (see [13] 
The locus L 1 is simply the rational normal curve in PS d , and then L a is nothing more than the closure of the set of points which lie on a secant (a−1)-plane to L 1 . Thus, the variety of Gorenstein artin algebras with socle degree d and embedding dimension ≤ 2 whose Hilbert function is bounded by h a is a very familiar and much studied object -the (a − 1)-th secant variety to the rational normal curve.
1.3. Summary of results. In the next section, we derive an expression for the tangent space to a point of L
• (h). This is a direct generalization of [16, Theorem 3.9 ] to the non-Gorenstein case. For sections 3 and 4, we assume n = 2. In section 3, we give a geometric description of a point of L
• (h) in terms of secant planes to the rational normal curve. We relate this description to Waring's problem for systems of algebraic forms and solve the problem for n = 2. In the last section we prove a projective normality theorem for a class of schemes L(i, r) using spectral sequence techniques. The results in the following three sections are largely independent of each other, and as such may be read separately.
We thank the referee for a careful reading of the manuscript and several helpful suggestions. The result in Corollary 3.2 is due to the referee.
Tangent spaces to level subschemes
Let R = k[x 1 , . . . , x n ] and let A = R/I be an artin level quotient of type (t, d). Given a morphism ψ : I −→ R/I of R-modules, we have induced maps of k-vector spaces ψ i :
Consequently we have an inclusion
We also have a parallel inclusion
Recall that if U is a vector space and W an m-dimensional subspace, then the tangent space to G(m, U) at W (denoted T G,W ) is canonically isomorphic to Hom(W, U/W ). Thus
Theorem 2.1. Let A = R/I be as above with Hilbert function h. Then
proof. We begin by recalling the relevant result about the tangent space to a generic determinantal variety (see [1, Ch. 2] ).
Let M = M(p, q) denote the space of all p × q matrices over C, or equivalently the space of vector space maps C p → C q . Since M is an affine space, for any X ∈ M, the tangent space T M,X can be canonically identified with M. Fix an integer r ≤ min{p, q} and let M r be the subvariety of matrices with rank ≤ r. If X ∈ M r \ M r−1 , then X is a smooth point of M r and
, whose entries are regular functions on U. Writing M = M(t(d − i + 1), i + 1), these functions define a morphism f : U −→ M. Thus the following is a fibre square
(Here df denotes the induced map on tangent spaces.) This translates into the statement that T L • (i,r),Λ consists of all τ ∈ Hom k (Λ, S d /Λ) such that the broken arrow in the following diagram is zero.
The map µ comes from the internal product in an obvious way. This
,Λ iff it defines a sequence (τ i ) as above which glues to give an R-module map I −1 −→ S/I −1 . This proves (1). For (2), a parallel argument leads to the following: an element
d iff in the diagram below the broken arrow can be filled in.
Here both vertical maps are given by expression (2), in particular they are injective. Hence the broken arrow is unique if it exists, which we then denote by ω i . Thus ω ∈ T L • (h),I d iff it defines a sequence (ω i ) as above, which glues to give an R-module map I −→ R/I. This proves the theorem. 2
Remark 2.2. The scheme GradAlg(h) (as defined by J. Kleppe [17] ) parametrises graded quotients of R (level or not) with Hilbert function h. Its tangent space at the point R/I is also canonically isomorphic to Hom(I, R/I) 0 . See Remarks 3.10 and 4.3 in [16] for a more detailed comparison of these two spaces.
Level algebras in codimension two
In this section (and the next) we consider quotients of
3.1. Preliminaries. Let A = R/I be an artin level algebra with Hilbert function H, type t and socle degree d. By Remark 1.3, we have a resolution
Here e ℓ is the number of minimal generators of I in degree ℓ, and e ℓ = t + 1. Hence
With a little manipulation, this implies
Hence the sequence (e i ) can be recovered from the Hilbert function. Applying the functor Hom R (−, R/I) to the resolution of I, we have an exact sequence 
proof. The 'only if' part follows from (8) . Assume that h satisfies the hypotheses. For 1 ≤ i ≤ d, define e i by formula (8) , and set e i = 0 elsewhere. Then necessarily e i = h d + 1 = t + 1. Define a sequence of integers
such that for 1 ≤ i ≤ d + 1, the integer i occurs e i times. Summing over (8), we have
Let M be the t × (t + 1) matrix whose only nonzero entries are
for 1 ≤ i ≤ t, and let I be the ideal of its maximal minors. Since I is (x 1 , x 2 )-primary, it has depth 2. The t + 1 maximal minors of M are nonzero, and they have degrees q 1 , . . . , q t+1 . By the Hilbert-Burch theorem, R/I has a resolution with Betti numbers as in (6) . Then by Remark 1.3, the point A = R/I lies in L
• (h). 2 We owe the following observation to the referee. 
is a partition as above. Conversely, given such a partition we append zeros to make its length equal to d, and then determine h i recursively.
2
is an irreducible and smooth variety. Indeed, the scheme GradAlg(h) is irreducible and smooth by a result of Iarrobino ([14, Theorem 2.9]), and
3.2. Geometric description of points in L • (h). We start with an example to illustrate the description we have in mind. We need the following classical lemma (see [16, p. 23 
ff]).
Lemma 3.4 (Jordan). Let u ∈ R m be a form factoring as
n (the subspace of forms in S n which are apolar to u) equals
In particular, this is an m-dimensional vector space. 
Then Λ ∈ L
• (h) defines a line PΛ in P 6 (= PS 6 ). We identify the subset C 6 = {[L 6 ] ∈ PS 6 : L ∈ S 1 } as the rational normal sextic in PS 6 .
By formula (8)
(Of course, Π 7 = PS 6 .) Thus (the line corresponding to) every element Λ ∈ L • (h) is representable as an intersection of secant planes to the rational normal curve, in a way which depends only on the combinatorics of h. If say u 4 has multiple roots, then Π 4 is tangent to the curve at one or more points, so must be counted as a degenerate secant plane. • (h). Define a sequence q 1 ≤ · · · ≤ q t+1 as in the proof of Theorem 3.1. Then there exist secant (q i − 1)-planes Π q i such that
proof. The essential point already occurs in the example above. Let q be one of the q i and u ∈ I q a generator. Write (11) is in general not unique, simply because a generator in degree q is well-defined only modulo the images of elements in the previous degree. However, fix j ≤ d and consider the truncated sequence q 1 ≤ · · · ≤ q s j of those q i ≤ j. Then the partial intersection Π q 1 ∩ · · · ∩ Π qs j is the set of forms apolar to I 1 ⊕ · · · ⊕ I j , hence it is an invariant of Λ.
The preceding proposition admits a converse. Consider the following example.
Example 3.9. Let PΛ ⊆ PS 11 (= P 11 ) be a line appearing as an intersection
where each Π q is a secant (q − 1)-plane to C 11 . Note that the planes intersect properly, i.e., in the expected codimension. We claim that Λ belongs to L Since by construction, R/I is a level algebra of type two, I has three minimal generators. Hence their degrees must be (8, 8, 10) and then the Hilbert function of R/I is determined by formula (8) . This completes the argument. Proposition 3.10. Let PΛ ⊆ PS d be a (t − 1)-dimensional subspace which is expressible as an intersection
• the intersection is proper, i.e.,
Then R/ann(Λ) ∈ L • (h) where h 0 = 1 and
Here e i are obtained by arranging the q i as in Theorem 3.1.
proof. Left to the reader. Using this formulation, the so-called Waring's problem can be solved completely for binary forms.
3.3.
Waring's problem for systems of binary forms. We will start with an informal account. Given binary forms F 1 , . . . , F t of degree d, we would like to find linear forms L 1 , . . . , L s such that
for some c ij ∈ k. This is always possible for
The 'simultaneous' Waring's problem, in one of its versions, is to find the smallest s which suffices for a general choice of F i . (Bronowski [3] considers the problem for n-ary forms.) Here we consider a more general version, i.e., we fix s and consider the locus Σ of forms {F 1 , . . . , F t } which admit such a representation. In practice, we allow not only We recover the expression (12) by taking all α i = 0. Now let
where by convention,
Lemma 3.14 ([16], §1.3). With notation as above,
This is merely a rephrasing of Jordan's lemma. Thus the subspaces W (α, L) exactly correspond to secant (ℓ α − 1)-planes to C d . Now let (d, t) be as above and fix an integer s such that d + 1 > s ≥ t. Define
Algebraically, Λ ∈ Σ s iff there exists an admissible collection {L i } such that each F ∈ Λ has a GAD of length ≤ s with respect to {L i }. There is no loss of generality in assuming that {L i } has cardinality s. Now Waring's problem can be interpreted as one of calculating dim Σ s . Evidently, it is bounded by dim G(t,
be the open subset of admissible collections L = {L 1 , . . . , L s }, and consider the incidence correspondence 
hence it is a subspace of one of the W . Now use the fact that dim G(t, W ) equals t(dim W − t). 2 Thus we have a naïve estimate
Theorem 3.16. In (14), we have an equality.
proof. Assume N 1 < N 2 . We will produce a level Hilbert function h of type (t, d) such that h s ≤ s and dim L
• (h) = min{N 1 , N 2 }. By construction, there is a nonzero form in R s which is apolar to each Λ ∈ L
• (h). This form defines a secant (s − 1)-plane to C d which contains PΛ. Hence L
• (h) ⊆ Σ s , which forces dim Σ s = min{N 1 , N 2 }. Let m be the unique integer such that (m + 1)t > s ≥ mt. Define a sequence h by 2 3 4 5 6 7 7 7 7 6 2 The theorem implies that, given general binary forms F 1 , . . . , F t , a reduction to the expression (12) is always possible, as long as we have sufficient number of constants implicitly available on the right hand side of (12) . This is no longer so for n ≥ 3, and the corresponding reduction problem is open. See [4] for an approach, where Theorem 3.16 is proved using a different method.
It is an immediate verification that h is level and dim L
An admissible collection L is called a polar s-hedron of Λ, if each F ∈ Λ admits a GAD of length ≤ s with respect to L. The preceding analysis shows that the variety of polar s-hedra of Λ is the projective space P(R s /ann(Λ) s ). For n ≥ 3, the geometry of this variety is rather more mysterious-see [7, 20] . 
The latter is given as the zero scheme of a global section of the bundle
Hence its fundamental class equals (d − s + 1) c 1 (B * ) ∈ H 2 (G, Z). The rank condition above can be written as a determinant. For instance, let t = 2, d = 7, s = 5, and let
be linearly independent forms. Then the pencil PΛ = P(span(F 1 , F 2 )) lies on a secant 4-plane to C 7 iff a 0 a 1 a 2 a 3 a 4 a 5  a 1 a 2 a 3 a 4 a 5 a 6  a 2 a 3 a 4 a 5 a 6 a 
This is the analogue of the catalecticant for systems of binary forms. 
, which is settheoretically equal to any of the schemes L(i, 2), i = 2, 3, 4 (as defined in §1.1). Similarly Σ 3 = L(h 2 ) which is set- theoretically L(3, 3) . It is clear that we can write the condition for Λ ∈ G to lie in Σ 2 (or Σ 3 ) as the vanishing of certain minors. Indeed, in general this can be done in more than one way.
We can calculate the classes of these varieties in G(t, S d ) by the Porteous formula. We explain this briefly, see [10, §14.4 ] for the details.
Let E α −→ F be a morphism of vector bundles on a smooth projective variety. Assume that E, F have ranks e, f respectively, and that the locus X r = {rank α ≤ r} is of pure codimension (e − r)(f − r) in the ambient variety. Then the fundamental class of X r (which we denote by [X r ]) equals the (e − r) × (e − r) determinant whose (i, j)-th entry equals the (f − r + j − i)-th Chern class of the virtual bundle F − E. By the Whitney product formula, the total Chern class c t (F − E) = c t (F )/c t (E).
We will follow the conventions of [10, §14.7] for Schubert calculus. Thus the i-th Chern class of the tautological bundle B is (−1) i {1, . . . , 1}, where 1 occurs i times. For G(2, S 5 ), we have c t (B) = 1−{1}+{1, 1}. A straightforward calculation (done using the Maple package 'SF') shows that
The formula does not apply to L(3, 2), since it fails to satisfy the codimension hypothesis. By a similar calculation, L(3, 3) = 8{2, 1}.
For any I 5 ∈ L(h 1 ), a map in Hom R (I, R/I) is entirely determined by the image of the unique generator in I 2 . Now the proof of Theorem 2.1 shows that the space T L(2,2),I 5 must be 2-dimensional, which implies L(2, i.e., there are six secant lines to C 5 touching a general 2-plane Ψ. This can be seen differently: the projection from Ψ maps C 5 onto a rational nodal quintic in P 2 , and the six secants give rise to the six nodes of the image.
Free resolutions of level subschemes
We continue to assume n = 2. Since the scheme L(i, r) is a degeneracy locus in the sense of [1, Ch. 2], we can describe its minimal resolution following Lascoux [18] , provided it has the 'correct' codimension in G(t, S d ).
This granted, in the presence of an additional numerical hypothesis (explained below), we can deduce that it is arithmetically CohenMacaulay in the Plücker embedding. In particular we get another proof of the known fact that L(i, r) is always ACM in the Gorenstein case. In the sequel, we need the Borel-Weil-Bott theorem for calculating the cohomology of homogeneous vector bundles on Grassmannians. We refer to [5] for an explanation of the combinatorics involved, but also see [19, p. 687] .
Recall the definition of L(i, r) given in §1.1. To avoid trivialities, we assume r < i + 1 throughout the section. From [1, Ch. 2], we have the following estimate: if c is the codimension of any component of
Consider the following conditions:
(C1) the scheme L(i, r) is equidimensional and equality holds in (15) for each component.
We will impose conditions C1,C2 on the data (t, d, i, r). The next result shows the scope of validity of C2. proof. Given the existence of A, we have
where the first inequality follows from Theorem 3.1. Conversely, assume C2 and define
Then h satisfies the hypotheses of Theorem 3.1, hence it is the Hilbert function of a level algebra A. Evidently, h i−1 = i and h i ≤ r. 2 Now assume that L = L(i, r) satisfies C1 (but not necessarily C2) and let c = codim L. Then by the central result of [18] , we have a free resolution:
where
This is to be read as follows: G ′ denotes the Grassmannian G(r, S i ), and Q G ′ its universal quotient bundle. The λ denote partitions, and S λ the corresponding Schur functors (where we follow the indexing conventions of [11, Ch. 6] ).
Given a partition λ, the Borel-Weil-Bott theorem implies that the bundle S λ ′ Q * G ′ (resident on G ′ ) has nonzero cohomology in at most one dimension. This number (if it exists) is labelled ν(λ ′ ). The direct sum is quantified over all λ such that ν(λ ′ ) is defined. Since λ has at most t(d − i + 1) rows and i − r + 1 columns, the sum is finite. 
The ranks of E 0 , . . . , E −4 are 1, 36, 70, 36, 1, hence L is a Gorenstein scheme. This resolution is equivariant with respect to the action of SL 2 on the embedding L ⊆ G.
quantified over all partitions ρ, µ of |λ|. The coefficients C λρµ come from the Kronecker product of characters of the symmetric group. We explain this briefly, see [11, p. 61] for details. Also see [6] for a tabulation of C λρµ for small values of |λ|. Let λ, ρ, µ be partitions of an integer a, and let R λ , R ρ , R µ denote the corresponding irreducible representations of the symmetric group on a letters (in characteristic zero). Then C λρµ is the number of trivial representations in the tensor product R λ ⊗ R ρ ⊗ R µ . Consequently this number is symmetric in the three partitions involved. The main combinatorial result that we need is a direct corollary of [8, Theorem 1.6]. Now we come to the main theorem of this section. Let X ⊆ P N be an equidimensional closed subscheme. Recall that X is said to be projectively normal if the map
We will regard L(i, r) as a closed subscheme of P( t S d ) via the Plücker embedding of G(t, S d ). proof. We will use the following criterion (see [9, p. 467] ): an equidimensional closed subscheme X ⊆ P N (of dim > 0) is arithmetically Cohen-Macaulay (ACM) iff it is projectively normal and H j (X, O X (m)) = 0 for all m ∈ Z and 0 < j < dim X.
Since the Grassmannian is projectively normal in the Plücker embedding (see e.g. [1] ), part (a) will follow if the map
) is shown to be surjective for m ≥ 0.
For m ∈ Z, we have a hypercohomology spectral sequence coming from the resolution (16) .
The terms live in the second quadrant, specifically in the range
Now the theorem will follow from the following lemma: Let us show that the lemma implies the theorem. Firstly assume m ≥ 0 and C2 holds. Then the only nonzero term on the diagonal p + q = 0 is at p = q = 0. Hence E 0,0
, which proves (a). Now assume m arbitrary, and that either C2 is strict or t = 1. Let (p, q) be such that 0
Proof of Lemma 4.5. Let p, q be such that E p,q 1 = 0. By hypothesis, E p has a summand
• S µ R d−i = 0 implies that µ has at most d − i + 1 rows.
• S λ ′ Q * G ′ = 0 implies that λ ′ has at most i − r + 1 rows, i.e., λ has at most i − r + 1 columns.
But then by Dvir's theorem, C λρµ = 0 implies ρ 1 ≤ (d −i+ 1)(i−r + 1). The next step is to use the Borel-Weil-Bott theorem on S ρ B ⊗ O G (m). • The data (t, d, i, r) = (3, 16, 13, 11) satisfy C1 and strict C2. Set-theoretically L(13, 11) = L(h) for h = 1 2 . . . 11 12 13 11 9 6 3 0 Thus L(13, 11) ⊆ P( 3 S 16 ) is ACM. 
