Dielectric properties of nano-confined water: a canonical
  thermopotentiostat approach by Deißenbeck, F. et al.
A stochastic thermopotentiostat for molecular dynamics simulations
F. Deißenbeck,1 C. Freysoldt,1 M. Todorova,1 J. Neugebauer,1 and S. Wippermann1, ∗
1Max-Planck-Institut fu¨r Eisenforschung GmbH, Max-Planck-Straße 1, 40237 Du¨sseldorf, Germany
(Dated: March 19, 2020)
We derive a stochastic approach to sample the canonical ensemble at constant temperature and
applied electric potential. Our proposed thermopotentiostat is the electrical analog to the Langevin
thermostat. It is free of simulation artefacts, avoiding any spurious energy transfer between kinetic
and electric degrees of freedom. Our approach can be straightforwardly applied in the context of ab
initio molecular dynamics calculations. Using thermopotentiostat molecular dynamics simulations,
we explore the interfacial dielectric properties of nano-confined water.
Molecular dynamics (MD) has become an indispens-
able tool to efficiently simulate the behaviour of macro-
scopic systems, using models with finite size and reduced
complexity. At finite size, however, intensive quantities,
that are controlled at the macroscale, are no longer con-
stant but fluctuating. These local fluctuations impact
kinetics significantly and must be explicitly taken into
account in finite simulation cells. Temperature fluctua-
tions are widely recognized as one of the most important
examples of this kind. Consequently, significant effort
has been directed at developing thermostats [1–12] with
the dual purpose of (i) efficiently sampling the canonical
ensemble and (ii) enabling direct control of the temper-
ature.
Fluctuations, however, are inherent to any thermody-
namic degree of freedom, including the pressure [13] and
the electric potential. Electrically triggered processes in-
volving electron transfer reactions, such as electrochem-
ical reactions, field desorption, and quantum transport,
depend on localized mechanisms and are strongly affected
by the local fluctuating charge density and electric field.
Accurately describing these processes requires a level of
theory beyond MD with fast, but simple interatomic po-
tentials. With the advent of robust techniques to apply
electric fields in density-functional calculations [14–25],
it is now possible, in principle, to study such systems
using ab initio molecular dynamics (AIMD). Compared
to classical MD, however, system sizes are much more
restricted. Therefore, it is of particular importance to
incorporate charge and electric field fluctuations explic-
itly and actively control the applied potential by a po-
tentiostat. The first approach of this kind was suggested
by Bonnet et al. [19], introducing an empirically moti-
vated potentiostat with a fictitious momentum of the in-
stantaneously applied potential coupled to Nose-Hoover
dynamics. It relies, however, on a continuum descrip-
tion of the counter charge. In analogy to thermostats,
multiple valid approaches towards potential control are
conceivable, each featuring distinct advantages and dis-
advantages. For different temperature control schemes,
these are revealed by the general theory of thermostats
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[6, 9, 12]. A corresponding general theory for poten-
tiostats has not yet been devised.
In this Letter, we introduce a general theory of ther-
mopotentiostats and derive a new stochastic approach
to potential control that is the electric equivalent of the
Langevin thermostat. Our approach samples the canon-
ical NVTΦ or NpTΦ ensemble at constant temperature
and applied potential. It is free of simulation artefacts,
avoiding any spurious energy transfer between kinetic
and electric degrees of freedom. It can be fully integrated
with Langevin dynamics [8] for the kinetic degrees of free-
dom or the BDP thermostat [9, 10]. The necessity for an
explicit energy functional, that is differentiable with re-
spect to the total charge, is completely avoided. The ap-
proach is straightforward to implement in any standard
density functional code, and it is fully consistent with
the modern theory of polarization [14, 15], the general-
ized dipole correction [23] and the computational counter
electrode [24].
To derive the approach we consider a dielectric placed
between two electrodes, which are connected to a volt-
age source with potential difference Φ0 and an internal
resistance R, cf. Fig. 1a. Φ is the instantaneous volt-
age measured directly across the electrodes and C0 is
the bare capacitance of the electrodes in vacuum with-
out the dielectric. The system is described by momenta
pi, coordinates qi and the electrode charge n. We define
a Hamiltonian H(pi, qi, n) = K(pi) + V (qi) + E(qi, n),
where K(pi) is the kinetic energy and V (qi) is the po-
tential energy. E(qi, n) denotes the total electrostatic
potential energy, stored in the capacitance. For the ki-
netic degrees of freedom, the canonical distribution can
be sampled by equations of motion in the form
dpi =
(
∂V
∂qi
+
∂E
∂qi
)
dt+ gidt, (1)
dqi =
1
mi
pidt. (2)
Eqs. 1, 2 are Hamiltonian with an added correction force
gi, cf., for example, Ref. [10]. We define E(qi, n) =
(n+ ρp)
2/(2C0) so that
dΦ
dt
=
1
C0
[
dn
dt
+
dρp
dt
]
, (3)
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2where ρp is the polarization bound charge at the elec-
trode surface due to the polarization of the dielectric
[26]. Previous studies, using, e. g., the modern theory
of polarization, introduced either (i) a constant electric
field [15, 20] or (ii) a constant dielectric displacement
[16, 20, 21, 24] as electrostatic boundary condition. This
means that either (i) dΦ/dt or (ii) dn/dt is set to zero
(cf. Eq. 3). The former is equivalent to a short circuit
with zero impedance, implying an instantaneous fluctu-
ating counter charge dn = −dρp on the electrodes that
cancels out any macroscopic electric field fluctuations ex-
actly. The latter represents an open circuit, where the
charge is constant, but the potential is fluctuating with
dΦ = dρp/C0. Note that boundary conditions (i) and (ii)
both represent constant-energy Hamiltonian dynamics.
In order to obtain an equation of motion for the full po-
tential dynamics, we equate the current flowing through
the capacitance dn/dt to the current −(Φ−Φ0)/R flow-
ing in reverse through the voltage source and its internal
resistivity R (Kirchhoff’s 2nd law):
dΦ =
1
C0
dρp + fdt (4)
fdt = − 1
RC0
(Φ− Φ0)dt+ Φ˜dWt (5)
Φ˜ and dWt are a fluctuation term and a Wiener noise,
respectively. Note that the role of gi and f is conceptu-
ally similar. In Hamiltonian dynamics, the total energy
H is conserved, so that in Eqs. 1, 2 the term gi alone
is responsible for energy exchange with the surroundings
and the system’s thermalization. Similarly, in Eq. 4 the
term f is responsible for energy exchange with the volt-
age source Φ0.
Since the first term in Eq. 5 is dissipative, the
fluctuation-dissipation theorem (FDT) [27] requires an
associated fluctuation. Johnson [28] and Nyquist [29]
recognized that a resistor on a transmission line creates
electric fluctuations at its leads. In conjunction with the
capacitance C0, the resistance R in our system forms an
RC low pass. Thereby, the variance of Φ is
σ2Φ =
kBT
C0
. (6)
It is now straightforward to construct a suitable fluc-
tuation term Φ˜. The energy loss in Eq. 5 due to the
dissipation by the resistance R must be exactly equal, on
average, to the energy gained through the fluctuations in
Φ˜, while the variance, and also the frequency spectrum
of the fluctuations, are determined by the FDT. Thereby,
the applied electric field itself is fluctuating and has a fi-
nite temperature. In analogy to the Langevin [7, 8] and
BDP [9, 10] thermostats, we recognize that Eq. 5 for-
mally represents a stochastic differential equation known
as the Ornstein-Uhlenbeck process
dx = −kxdt+
√
DdWt. (7)
Figure 1. a) Schematic representation of a dielectric sand-
wiched between two electrodes, connected to a voltage source
Φ0 with internal resistance R. b) Time evolution of the
temperature for an NVE ensemble with 1558 TIP3P water
molecules, an electrode separation of d = 8 nm and poten-
tiostatted to Φ0 = 0 V. The electrode charge is adjusted either
naively with a relaxation time or using the full Eq. 5.
The expectation value and variance of the Ornstein-
Uhlenbeck process are given by [30]:
〈x(t)〉 = x0e−kt (8)
var[x(t)] =
(
var[x0]− D
2k
)
e−2kt +
D
2k
(9)
With τΦ := RC0, k := τ
−1
Φ and D/2k := σ
2
Φ we write:
fdt = − 1
τΦ
(Φ− Φ0)dt+
√
2
τΦ
kBT
C0
dWt (10)
In the limit τΦ → 0 the system is instantly potential-
ized, recovering the microcanonical ensemble at constant
electric field. For τΦ → ∞ the microcanonical ensem-
ble at constant dielectric displacement is recovered. Far
from equilibrium, the deterministic part in Eq. 10 dom-
inates, leading to equilibration with a relaxation time of
τΦ. Close to equilibrium, the stochastic term dominates,
correctly sampling the canonical ensemble. Note that the
fluctuation term in Eq. 10 depends only on the geometry
of the simulation cell and is independent of the dielectric
properties of the system. Instead, dielectric screening
is accounted for within the deterministic part by means
of the polarization bound charge, which responds to the
stochastic fluctuations.
In practical simulations, integration is performed using
a discrete time step. The Ornstein-Uhlenbeck process has
an analytical solution [31, 32] that can be obtained from
Ito calculus [30]. Analogously, Eq. 10 also features an
analytical solution to use as an exact propagator for the
potential, with
f(t) = Φ0 + (Φ−Φ0)e−
t
τΦ +N
√
kBT
C0
(1− e− 2tτΦ ), (11)
where N is a Gaussian random number with 〈N〉 = 0
and 〈N2〉 = 1.
We note that the empirically motivated potentiostat
suggested by Bonnet et al. [19] fits seamlessly into the
general theory presented here. Bonnet et al. introduced a
3fictitious electronic momentum Pn and mass Mn. These
are used to perform Nose´-Hoover dynamics on the charge
n, with
n˙ = Pn/Mn (12)
dPn = (Φ− Φ0)dt+ Pndξ. (13)
P 2n/(2Mn) enters the Nose´-Hoover equation of motion for
ξ˙ as a fictitious kinetic energy. From our scheme, it now
becomes apparent that these quantities are not fictitious,
but indeed have a clear physical interpretation. With
Pn := −Rn and Mn := R2n/(Φ−Φ0) Eq. 12 is identical
to Ohm’s law. The fictitious kinetic energy P 2n/(2Mn)
then becomes the electrostatic potential energy n(Φ −
Φ0)/2. Inserting Pn and Mn into Eq. 13 yields:
dn = − 1
τΦ
C0(Φ− Φ0)dt− ndξ (14)
Multiplying with C0 and setting n˜ = C0Φ˜, our Eq. 5 can
be recast as
dn = − 1
τΦ
C0(Φ− Φ0)dt+ n˜dWt. (15)
Comparing Eqs. 14 and 15, we see that the determinis-
tic dξ in Bonnet et al.’s potentiostat substitutes for the
stochastic term in Eq. 15.
In order to test our proposed scheme, we performed
classical MD simulations [33] of liquid TIP3P water con-
fined between two parallel electrodes. Our thermopo-
tentiostat controls either directly the electrode charge,
or the applied electric field. In a first principles context,
the former approach applies to the use of a computational
counter electrode [24], while the latter is suitable for the
modern theory of polarization [14]. Further numerical
details are provided in the supplementary information.
We first investigated the effect of our potential con-
trol scheme on the temperature of an NVE ensemble.
Straightforward approaches to adjust the potential with
a relaxation time are always dissipative, cf. left hand
term Eq. 10. Conceptually, this type of potentiostat is
the electrical analog to Berendsen et al.’s velocity rescal-
ing thermostat [3], where dK = −τ−1(K − K¯)dt. The
Berendsen thermostat suffers from a simulation artefact
known as the “flying ice-cube effect” [12]. As it dissipates
the difference between the instantaneous and mean ki-
netic energy, it dissipates temperature fluctuations until
the instantaneous kinetic energy becomes constant. As
a result, all particles eventually share the same velocity,
and, in resemblance of the Maxwell demon, disordered
thermal motion has been converted into ordered transla-
tional motion. Analogously, the Ohm’s law potentiostat
dissipates thermal potential fluctuations. In absence of a
thermostat, it is cooling the NVE ensemble significantly,
cf. Fig. 1b.
Note that the potentiostat affects only vibrational
modes that couple to the total dipole moment. A ther-
mostat, in contrast, acts indiscriminately on all modes.
Thereby, even if a thermostat is used to replenish the
Figure 2. ⊥ of TIP3P water for an electrode separation of
d = 2 nm as a function of applied potential, calculated using
the NVTΦ ensemble. Kirkwood-Fro¨hlich theory at n = 0
and zero field extrapolation (orange line) yield ⊥ = 6.24 and
⊥ = 6.16, respectively. Inset: zero field extrapolation for
d = 8 nm.
energy dissipated by the potentiostat, a spurious energy
transfer is induced that can drive the ensemble out of
equilibrium. A canonical potentiostat as proposed here,
in contrast, will prevent a priori any unphysical energy
transfer between kinetic and electric degrees of freedom.
In fact, the potentiostat alone must be able to control the
kinetic temperature by means of its fluctuating electric
field, even in the absence of a thermostat. We checked
the validity of our approach by performing the same sim-
ulation as described above, without a thermostat, but
using the full Eq. 11. As shown in Fig. 1b, the spurious
energy transfer is completely eliminated and the temper-
ature correctly fluctuates around the target temperature
T = 350 K set in Eq. 11.
Using the potentiostat to apply a voltage allows us
now to directly measure the static dielectric constant ⊥
and compare it to the value obtained from calculations
for the variance of the dipole moment fluctuations, using
Kirkwood-Frhlich theory [34]. The variance of the dipole
fluctuations depends on the electrostatic boundary con-
ditions. In linear response,  is calculated either from
the susceptibility at Φ ≡ 0 or the polarizability at n ≡ 0,
respectively [20]:
 = 1 +
〈M2〉Φ=0
3ΩkBT0
=
[
1− 〈M
2〉n=0
3ΩkBT0
]−1
(16)
Ω is the unit cell volume. Here, the volume is calcu-
lated as the unit cell area times the electrode separation
d. In our setup, || is calculated from the left hand side
of Eq. 16, whereas for ⊥ we use the right hand side of
Eq. 16 and constant charge boundary conditions in that
direction. For an electrode separation of d = 2 nm we
obtain ‖ = 55.3. This value is smaller than the isotropic
bulk = 73.2 of TIP3P water at 350 K, since the d = 2 nm
simulation cell is rather small, containing only 282 water
molecules. For d = 4 nm and d = 8 nm we find ‖ = 70.4
and ‖ = 72.0, respectively. Interestingly, in agreement
with a recent experimental study [35], we observe that
⊥ is strongly reduced compared to bulk.
4Figure 3. a) ⊥ for TIP3P water as a function of electrode separation d, calculated using the NVTΦ ensemble. Experimental
data reproduced with permission from Ref. [35]. b) Local inverse dielectric profile and O/H number density profiles for d = 8
nm. The number density was computed at Φ0 = 2 V. The blue dotted line marks the position of the electrode.
We now proceed to compute ⊥ := 〈C〉Φ=Φ0/C0, us-
ing our thermopotentiostat MD approach. The total
instantaneous capacitance C and the bare capacitance
C0 without the dielectric are straightforwardly obtained
from thermopotentiostat simulations, thereby avoiding
any ambiguity in the definition of the volume Ω in the
presence of adsorbates, thermal motion of the electrode
surface or in the context of explicit electronic structure
calculations. At d = 2 nm and Φ0 < 10 V, ⊥ is a linear
function of Φ within our statistical error bars, cf. Fig.
2. To compare to the Kirkwood ⊥, we perform a linear
fit and extrapolate to Φ0 = 0, as indicated by the orange
line in Fig. 2. We find ⊥ = 6.16 in close agreement with
the value of 6.24 derived from the dipole fluctuations at
n = 0. The inset in Fig. 2 shows an enlarged plot of the
low voltage region for d = 8 nm, where the Kirkwood ex-
pression and zero field extrapolation result in ⊥ = 20.09
and ⊥ = 20.13, respectively.
Fig. 3a shows ⊥ as a function of electrode separation,
derived from Kirkwood theory and compared to our ther-
mopotentiostat MD. As suggested previously by Zhang
et al. [36], the dielectric constant remains anisotropic up
to tens of nanometers. Qualitatively, our simulations are
in excellent agreement with the measurements by Fuma-
galli et al. [35]. The origin of the decreasing ⊥ with
decreasing d can be traced to the local dielectric proper-
ties of water close to the interface. A detailed discussion
based on the theory of local polarization fluctuations [37]
will be presented by Ruiz-Barragan et al. [38]. Here, in
analogy to the constant charge simulations in Ref. [39],
we compute the electric field profile induced by the ther-
mopotentiostat’s displacement field D⊥ as
∆E⊥(z) = −10 [D⊥ −m⊥(z) +m⊥,0(z)], (17)
where the local polarization density m⊥(z) is ob-
tained from the dielectric’s charge density by m⊥(z) =
− ∫ z
0
ρ(z′)dz′ and subscript 0 denotes zero external field.
The local dielectric profile is then extracted from the lin-
ear response relation ∆E⊥ ≈ [0⊥]−1D⊥.
Fig. 3b shows −1⊥ (z) for d = 8 nm. At the position
of the electrode surface, −1⊥ drops sharply and intersects
the water bulk value at ∼3 A˚ above the surface. With
further increasing z, −1⊥ assumes negative values for in-
terfacial water and then approaches the bulk water value
in an oscillatory fashion. At a normal distance of ∼9 A˚,
bulk is recovered. This behaviour reflects the density
modulation and layered structure of water found close
to interfaces, cf. Fig. 3b lower part, and the inherent
non-locality of the dielectric properties of water [41–43].
We now divide the dielectric profile into three regions:
(i) a hydrophobic gap between electrode and surface with
a thickness of di = 2 A˚, (ii) the first two interfacial
water layers with a thickness of dn = 5.5 A˚ and (iii)
the remaining approximately bulk-like region, cf. Fig.
3b. Based on spectroscopic data, the existence of a hy-
drophobic gap was also suggested by Niu et al. [40]. The
effective dielectric constant of each region is obtained
by integrating over the dielectric profile according to
−1⊥ = d
−1 ∫ z2
z1
−1⊥ (z)dz, yielding i = 1.2 and n = 17.3
for the hydrophobic gap and interfacial water regions,
respectively. We describe our system as a simple plate
capacitor with multiple dielectrics, cf. inset in Fig. 3a,
with ⊥(d) = d/[2di/i + 2dn/n + (d− 2(di + dn))/bulk]
shown as the orange dashed line in Fig. 3a. Thereby,
from a single explicit data point at d = 8 nm, Φ0 = 4 V,
we accurately obtain the whole range of ⊥(d).
Fitting n instead to Fumagalli et al.’s measure-
ments, assuming a hydrophobic gap of constant size with
di = 2 A˚, the optimum fit is obtained for n = 2.85,
which is significantly lower than what we obtain from
our thermopotentiostat simulations. Alternatively, as-
suming n = 17.3 for interfacial water to be independent
of the specific electrode surface, a fit with identical ac-
curacy is obtained for di = 4 A˚. We propose that these
pronounced differences in the size of the hydrophobic gap
and the dielectric properties of interfacial water encode
chemical information about the surface: the size of the
hydrophobic gap depends on the specific surface and, in
contrast to experiment, our model electrode is perfectly
inert towards hydrogen. Hence it is incapable of directly
5guiding the orientation of water. Our model electrode,
thereby, affects the interfacial water orientation only by
the reduced dimensionality at the interface and the elec-
trode charge.
We finally note that the calculation of dielectric pro-
files from polarization fluctuations [37] requires hundreds
of nanoseconds of statistical sampling. In contrast, our
proposed direct approach according to Eq. 17 converges
within a few nanoseconds. In addition, for distances be-
yond ∼ 10 A˚ water already becomes bulk-like. Therefore,
using our thermopotentiostat MD in conjunction with fi-
nite field density-functional techniques moves these types
of calculations within range of first principles simulations.
In conclusion, we devised a new stochastic thermopo-
tentiostat to sample the canonical ensemble under an ap-
plied electric bias from a general theory of thermopoten-
tiostats. Introducing thermal fluctuations to the elec-
tric field and electrode charge, our approach satisfies the
fluctuation-dissipation theorem exactly and thereby pre-
vents any spurious energy transfer between kinetic and
electric degrees of freedom. Our approach is straightfor-
ward to implement in the context of ab initio molecular
dynamics simulations, using the modern theory of po-
larization or an explicit computational counter electrode
or indeed any simulation scheme that can be coupled to
an external electric field. To demonstrate the efficiency
of our approach we calculated the dielectric properties
of nano-confined water. Based on these calculations we
showed that the presence of interfaces leads to a strongly
anisotropic dielectric response, persisting for distances
exceeding 100 nm. In conjunction with ab initio MD,
we expect our thermopotentiostat to open the door to-
wards accurate and efficient simulations of electrochemi-
cally triggered processes.
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Supplementary Information for A Stochastic thermopotentiostat for finite systems
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NUMERICAL DETAILS
Water is described by the TIP3P [1] potential. The
electrodes are modeled as single sheets of fixed atoms,
where interactions with water are described by the
TIP3P O-O pair potential. We do not include any pair
potential for the electrode atoms and the hydrogen atoms
of the water molecules. The electrode thereby affects the
orientation of interfacial water only by the reduced di-
mensionality at the interface and by the electrode charge.
Periodic boundary conditions are applied in x and y di-
rection; non-periodic boundary conditions are used along
the direction of the electrode surface normal. Simulations
were carried out either in the NVE ensemble or the NVT
[2] ensemble at T = 350 K, using a time step of 40 atomic
units (≈ 0.97 fs). All ensembles were first equilibrated
without a field for 1 ns using the Langevin thermostat
and subsequently for another 2 ns using the BDP ther-
mostat. Sampling time was 4 ns. Coulomb long-range
interactions were treated by a particle-particle particle
mesh solver [3] with a precision of 10−5. All calculations
were performed for rigid water in order to enable the
use of a longer time step. Bond lengths and angles were
constrained using the SHAKE algorithm [4, 5].
SPECTRAL CONSIDERATIONS
An oscillating electric dipole radiates energy, leading
to a radiation resistance. This radiation resistance gives
rise to a fluctuating electric field as given by Planck’s
radiation law. In analogy to a one-dimensional version
of Planck’s radiation law, a resistor on a transmission
line creates electric fluctuations at its leads. This was
first recognized by Johnson [6] and Nyquist [7], and
generalized later by Callen and Welton in terms of the
fluctuation-dissipation theorem (FDT) [8].
Classically, per frequency interval dν, the variance of
the fluctuating voltage at a resistance R is given by
σ2Udν = 4kBTRdν. In conjunction with the capacitance
C0, the resistance R in our system forms an RC low pass,
thereby avoiding the “UV catastrophe” even in the clas-
sical case. The variance of Φ is obtained by integrating
the noise spectral density over the bandwidth of the RC
low pass:
σ2Φ = 4kBTR
1
2pi
∫ ∞
0
1
1 + (ωRC0)2
dω =
kBT
C0
(S1)
In this case, the FDT determines also the frequency spec-
trum of the fluctuations. In absence of a dielectric, the
variance of the voltage fluctuations given by Eq. S1
is distributed in frequency space according to the spec-
tral density function of the ideal fully relaxed Ornstein-
Uhlenbeck process
Sx(ν) =
2cτ2
1 + (2piτν)2
, (S2)
with c = 2kBT/(τΦC0). In Fig. S1 we show the spectral
density of the variance of the potential fluctuations for
the d = 8 nm cell. Below the cutoff frequency (2piτΦ)
−1,
the slope of the spectral density is zero (white noise re-
gion), whereas it is -2 above (1/f2 noise region), cf., e. g.,
Ref. [9] for a detailed discussion. Comparing the expres-
sions for the Nose-Hoover potentiostat and our Langevin
potentiostat
dn = − 1
τΦ
C0(Φ− Φ0)dt− ndξ (S3)
dn = − 1
τΦ
C0(Φ− Φ0)dt+ n˜dWt, (S4)
it becomes clear that Eq. S3 approximates the spectrum
required by the FDT with a single discrete frequency. For
poorly ergodic systems, as is the case here, it is generally
recognized that a single frequency is insufficient. Using
a Nose-Hoover chain as proposed by Bonnet et al. [10],
the spectrum is then approximated by a set of discrete
frequencies. For water in particular, which has a rather
discrete spectrum itself with large phonon gaps, it is ad-
vantageous to utilize a continuous spectrum. By design,
Eq. S4 satisfies the required spectrum exactly. Com-
pared to the reversible integrator proposed by Martyna
et al. [11, 12] or a self-consistent solution of the Nose-
Hoover equations of motion, Eq. S4 is straightforward to
integrate since it has an analytical propagator.
FIG. S1. Spectral density plot of the variance of the potential
fluctuations.
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