We consider the problem to minimize the weighted sum of completion times in nonpreemptive parallel machine scheduling. In a landmark paper from 1986, Kawaguchi and Kyan [5] showed that scheduling the jobs according to the WSPT rule -also known as Smith's rulehas a performance guarantee of 1 2 (1 + √ 2) ≈ 1.207. They also gave an instance to show that this bound is tight. We consider the stochastic variant of this problem in which the processing times are exponentially distributed random variables. We show, somehow counterintuitively, that the performance guarantee of the WSEPT rule, the stochastic analogue of WSPT, is not better than 1.243. This constitutes the first lower bound for WSEPT in this setting, and in particular, it sheds new light on the fundamental differences between deterministic and stochastic scheduling problems.
Introduction
Minimizing the weighted sum of completion times on m parallel, identical machines is an archetypical problem in the theory of scheduling. In this problem, we are given n jobs which have to be processed non-preemptively on m machines. Each job j comes with a processing time p j and a weight w j , and when C j denotes job j's completion time in a given schedule, the goal is to compute a schedule that minimizes the total weighted completion time j w j C j . In the classical 3field notation for scheduling problems [3] , the problem is denoted P | | w j C j . For a single machine, a simple exchange argument shows that scheduling the jobs in order of nonincreasing ratios w j /p j gives the optimal schedule [11] . Greedily scheduling the jobs in this order is known as WSPT rule or Smith's rule. On parallel identical machines, WSPT is known to be a 1 2 (1 + √ 2)-approximation, and this bound is tight [5] . The computational tractability of the problem was finally settled by showing the existence of a PTAS [10] , given that the problem is strongly NP-complete if m is part of the input [2] .
In this paper, we consider the stochastic variant of the problem. It is assumed that the processing time p j of a job j is not known in advance. It becomes known upon completion of the job. Only the distribution of the corresponding random variable P j , or at least its expectation E [P j ], is given beforehand. More specifically, we assume that the processing times of jobs are governed by independent, exponentially distributed random variables. That is to say, each job comes with a parameter λ j > 0, and the probability that its processing time exceeds t equals P [P j > t] = e −λj t .
We denote that by writing P j ∼ exp(λ j ). Exponentially distributed processing times somehow represent the cream of stochastic scheduling, in particular when juxtaposing stochastic and deterministic scheduling: The exponential distribution is characterized by the memory-less property, that is,
So for any non-finished job it is irrelevant how much processing it has already received. This is obviously a decisive difference to deterministic scheduling models, and puts stochastic scheduling apart. Next to that, the model with exponentially distributed processing times is attractive because it makes the stochastic model analytically tractable.
In the stochastic setting, the analogue of Smith's rule is greedily scheduling the jobs in order of non-increasing ratios w j /E [P j ], also called WSEPT [8] . For a single machine, this is again optimal [9] . For parallel machines, it has been shown that the WSEPT rule achieves a performance bound of (2 − 1 m ) within the class of all stochastic scheduling policies [7] . That is to say, if Π * denotes an optimal stochastic scheduling policy, then
We refer e.g. to [6] for precise definitions on stochastic scheduling policies. In general, scheduling policies can be quite complicated, and it is not even clear if the optimal policy is non-idling in the setting considered here [12] . For the purpose of this paper, it suffices to know that stochastic scheduling policies are non-anticipatory in the sense that they are, at any given time t, only allowed to use information that is available at that time t. This is also the case for WSEPT, as the distributions P j , and particularly E [P j ] are available beforehand. The major purpose of this paper is to establish the first lower bound for the (2 − 1 m ) performance guarantee of [7] for exponentially distributed processing times. In fact, we are not aware of any result in this direction. The only result known to us is an instance showing that WSEPT can miss the optimum by a factor 3/2, but then for arbitrary processing time distributions [13, Ex. 3.5.12] . Our main result is the following. Theorem 1. When scheduling jobs with exponentially distributed processing times on parallel, identical machines in order to minimize E[ w j C j ], the performance guarantee of WSEPT is not better than α with α > 1.243.
To obtain our result, we carefully adapt and analyze the worst-case instance of [5] . Note that the originality of this result lies in the fact that 1.243 > 1 2 (1+ √ 2) ≈ 1.207. Hence, stochastic scheduling with exponentially distributed processing times has worse worst-case instances than deterministic scheduling.
This result may seem counterintuitive: For unit weights where w j = 1, the SPT rule is optimal for minimizing j C j in the deterministic setting [8] , and also SEPT is optimal for minimizing E[ j C j ] when processing times are exponentially distributed [1] . For exponentially distributed processing times and weights that are agreeable in the sense that there exists an ordering such that w 1 ≥ · · · ≥ w n and w 1 λ 1 ≥ · · · ≥ w n λ n , scheduling the jobs in this WSEPT order is optimal [4] , while the corresponding deterministic problem is already NP-hard, and in particular, WSPT is not optimal. That is to say, there are examples where the stochastic version with exponentially distributed processing times is computationally easier than the deterministic version of the same problem. Our result shows that with arbitrary weights, the situation is again fundamentally different. Next to this qualitatively new insight, our analysis also sheds light on phenomena in stochastic scheduling which are interesting in their own right.
The paper is organized as follows. In Section 2, we briefly review the worstcase instance presented in [5] . We derive several technical lemmas about scheduling jobs with exponentially distributed processing times in Section 3. Section 4 presents the analysis of the stochastified instance of [5] , and finally, Section 5 summarizes our conclusions.
The Kawaguchi and Kyan Instance
We briefly summarize the instance from [5] that achieves the bound 1 2 (1+ √ 2) for deterministic scheduling, as the instance we will consider is a stochastic variant thereof. Let n be the number of jobs and m the number of machines. Denote the processing time of job j by p j and its weight by w j . The (deterministic) instance is then given by:
Here, h denotes an integer, and k is an integer that can be divided by (1+ √ 2)h . In particular, k > h and k can be chosen arbitrarily large. Notice that wj pj = 1 for all j. This means that any list schedule is in fact a WSPT schedule. Let us refer to the first mk jobs as short jobs, and the remaining h jobs as long jobs.
Let S L be the total weighted completion time of a schedule in which all short jobs are processed first, and S * be the total weighted completion time of a schedule where the long jobs are processed first. Figure 1 depicts these two schedules. The schedule on the left of Figure 1 has value S * . Here the last jobs Figure 1 has value S L , it finishes the last jobs of length 1/k exactly at time 1. In Figure 1 we used h = 5 and k = 32. It can be verified (see [5] ) that
The ratio S L /S * then tends to (1 + √ 2)/2 as h → ∞ and k → ∞.
Preliminaries on Jobs with Exponentially Distributed Processing Times
The crucial insight when stochastifying the instance by Kawaguchi and Kyan is the following. The schedule with value S L is essentially identical to the expected situation in stochastic scheduling. However, the schedule with value S * has a significantly different realization with exponentially distributed processing times. This is expressed in the following lemmas, where λ and x are arbitrary positive parameters. In the following we denote by
the nth harmonic number, with H 0 := 0. The first lemma gives an estimate on expected job completion times for parallel jobs with P j ∼ exp(λ).
Lemma 1.
When scheduling in parallel m jobs with i.i.d. exponential processing times P j ∼ exp(λ), the expected number m(t) of machines that are idle at a given time t is bounded as follows,
Proof. The first completion time is distributed as the minimum of m independent exp(λ) distributions. This is an exp(mλ) distribution, hence it is expected at time t 1 = 1 mλ . After the first job completion, we have m − 1 jobs remaining. Since the exponential distribution is memoryless, the next completion is expected a time 1 (m−1)λ later, so t 2 = 1 mλ + 1 (m−1)λ . By continuing this argument we find that the ith job completion is expected at time
Note that m(t i ) = i, for i = 1, . . . , m. We now use that
Hence we may conclude that
Here, i is the expected number of finished jobs at time t i . Hence, (2) yields
for i = 1, 2 . . . , m. Together with the fact that m(t) is integer valued, (3) yields
for all t ≥ 0.
Note that the last job is expected to finish at time 1 λ Θ(log m). Nevertheless, the average expected completion time of the jobs is 1/λ; see also Figure 2 for an illustration.
Lemma 2.
Consider kT jobs with i.i.d. processing times P j ∼ exp(k) and weights w j = 1/k, scheduled on a single machine. Then for all ε > 0 there exists k large enough so that
Proof. As there is an expected job completion each 1/k time steps, one easily
Let m(t) ≥ 0 denote the number of available machines at time t, and assume m(t) is non-decreasing. When greedily scheduling jobs with i.i.d. processing times P j ∼ exp(k) and weights w j = 1/k from time 0 until T on the available machines, for all ε > 0 there exists k large enough so that
Proof. Let T i (i = 0, 1, 2, ..) be the times that a new machine becomes available, with T 0 := 0. For k large enough, we expect m(T i )k(T i+1 − T i ) jobs to be scheduled between times T i and T i+1 . It is straightforward to extend Lemma 2 to this case, which yields for the jobs scheduled between times T i and T i+1 ,
Therefore we get for all jobs,
So for ε = i ε i and k accordingly large, the claim is true.
The next lemma is concerned with the total weighted completion time of short jobs that succeed a set of long jobs.
Lemma 4. Suppose we first schedule m i.i.d. long jobs with processing times P j ∼ exp(λ), followed by x m k i.i.d. short jobs, with processing times P j ∼ exp(k) and weights w j = 1/k, where k is large. Let S short be the expected weighted sum of completion times of the short jobs. Then for any T such that 1 λ (e −λT − 1) + (m−1) T m ≥ x, and k large enough we have that
Proof. Denote by m(t) the number of machines at time t that are available for processing short jobs, and by T * the earliest point in time such that we can expect all short jobs to be finished by time T * . Notice that the total expected processing of short jobs equals x m. Therefore, for k large enough, T * can be approximated arbitrarily well by the solution of the equation
With T * as in (5), Lemma 3 yields that S short ≤ T * 0 m(t)t dt + ε. Now recall that m(t) can be bounded as in Lemma 1. Define
Then
because m(t) ≥ f (t), and m(t) is a step function while f (t) is continuous. Intuitively, the expression T 0 f (t) t dt equals the total weighted sum of completion times for infinitesimally small jobs (i.e., when k → ∞), with total expected processing at least x m, scheduled on a set of "machines" that become available no earlier than m(t). We finally conclude from (7) that
because ε can be chosen arbitrarily small for k large enough.
A variation of this lemma will be used later in the analysis. Notice that the technical condition on T as stated in Lemma 4 only makes sure that all short jobs can be processed by time T when the machine availability is governed by f (t) rather than m(t). The same approach will be used also in Section 4. Finally, we make a statement about scheduling a block of (short) jobs. Proof. The claim about the average expected machine completion time is clear, because the total expected processing is x m. For the second claim, consider the first time, say t, that a machine runs out of jobs. Then there are m − 1 jobs still in process. We know from Lemma 1 that the last machine that runs out of jobs is expected to be at time t +
So for k ≥ (m − 1)/(δ(ln(m) + γ)), the last machine completion time is expected no later than t + δ/(m − 1). Now the claim follows, as the average machine completion time is x.
The Stochastic Instance
Even though other instances may lead to comparable results, we find it instructive to consider the stochastic analogue of the instance presented by Kawaguchi and Kyan [5] . Indeed, it turns out that the analyses for such instances use identical arguments, the core of which is represented by the lemmas given in Section 3.
We keep all parameters the same as in Section 2, except that the processing times of long jobs will be P j ∼ exp(1/(1 + √ 2)), and the processing times of short jobs will be P j ∼ exp(k). So the expected processing times of long and short jobs are identical to the deterministic processing times in [5] .
Intuition about the Schedules
Suppose we start all long jobs first and then fill up the remaining machines with short jobs. By Lemma 1 we expect the i th long job to finish at time:
Therefore, we expect the last short job to be completed significantly earlier than in the deterministic case. For a finite number of machines, the schedule will look like depicted in Figure 2 . The crucial point is that the average expected time that machines finish processing short jobs will be smaller than in the deterministic case. This happens because many long jobs finish much earlier, and the late finishing of few long jobs doesn't matter for the short jobs. Hence, the contribution of the short jobs will decrease when compared to the deterministic case. Suppose on the other hand that we first start all the short jobs. The set of short jobs is not likely to produce the ideal rectangle as it did in the deterministic case. However, as suggested by Lemma 5 the gap between the time the first machine runs out of short jobs and the time the last machine runs out of short jobs can be made arbitrarily small, by letting k, the inverse of the expected processing time of short jobs, be large. The crucial point is that, in this situation, the expected cost of the schedule is almost the same as the cost in the deterministic case.
Lower Bound on Performance of WSEPT
Let S * denote the objective value E j w j C j = j w j E [C j ] for the case when we first schedule all long jobs. Similarly, let S L denote the objective value for the schedule that starts long jobs only when there is no short job left to be scheduled. S * is in fact optimal, whereas S L is the worst case, but this is inessential. Both are in fact WSEPT, hence the ratio S L /S * is a lower bound for Fig. 3 . Schedule with value SL: long jobs starting only after short jobs the approximation ratio of the WSEPT rule in stochastic machine scheduling with exponentially distributed processing times.
We choose h sufficiently large, and k, a multiple of (1 + √ 2)h , we may choose arbitrarily large in comparison to h (i.e., k >> h). In fact, we can make the choice of these two parameters in such a way that all our technical lemmas from Section 3 do apply.
The optimal case, S * . We split S * up into the contribution of the long jobs S * long and the contribution of the short jobs S * short . So
The value S * long . We start all h long jobs at time 0. Their expected completion time is 1 + √ 2 each. Hence the contribution of the long jobs is simply given by
which is actually the same as in the deterministic case.
The value S * short : This is a bit more complicated to calculate. We expect the short jobs to be located in the light and dark gray areas, R and B respectively, as depicted in Figure 4 .
The expected total processing of short jobs B that fit in the light gray area is given by
According to (6) in the proof of Lemma 4, the number of finished long jobs at time t ≥ 0 is at least: Therefore, the expected total processing of short jobs R that fit in the dark gray area is bounded by
We want to find a value for T such that all short jobs are expected to be finished by T , i.e. B + R ≥ m. We have not attempted to solve this equation analytically, but one can easily check that T = 1.2933 (11) suffices. Then S * short , the expected weighted sum of completion times for all mk short jobs, can be bounded similarly as in Lemma 4. We now find, for h and k sufficiently large,
With (11) and (12) we can calculate
Combining (10) and (13) gives
The worst case, S L . Now we switch to the case where we first schedule all the short jobs. Again split the objective value into the two parts contributed by the short and long jobs, respectively. The value S short L :
We have m machines working on mk jobs with processing times P j ∼ exp(k). According to Lemma 5, on average a machine is expected to finish with these jobs at time 1, and for any δ > 0, we can find k large enough so that we expect all machines to be filled with short jobs at least until time 1 − δ. Hence, we conclude that the average expected completion time of a short job is arbitrarily close to 1/2. Therefore, for any ε > 0, there is k large enough so that
The value S long L : Remember that the schedule is expected to look like depicted in Figure 3 . Using Lemma 5 again, we know that long jobs are expected to start no earlier than 1 − δ. So by assuming they all start at this time, we get a lower bound for their completion times (and also for S long L ). If all long jobs start at 1 − δ, the average expected completion time is 2 − δ + √ 2. Multiplying this by the weight and summing over all h jobs, we may conclude that for any ε > 0 there is k large enough so that
With (15) and (16) we now have
The ratio. Finally, let α be the approximation ratio of Smith's rule for exponentially distributed processing times. Then α ≥ S L S * .
Remember that m = h + (1 + √ 2)h . Now for carefully chosen k >> h, and taking h → ∞, equations (14) and (17) So we conclude that α > 1.229. Note that this is strictly larger than the approximation ratio for WSPT in the the deterministic case, which is 1.207.
Optimizing the parameters. What remains to be done is to optimize over the parameters of the instance to improve the obtained lower bound. To that end, recall that the considered instance has h long jobs and m = h + (1 + √ 2)h ≈ 3.4h machines, and long jobs have processing times P j ∼ exp( 1 1+ √ 2 ) ≈ exp(0.41). However, these parameters are optimized for the deterministic instance. Taking slightly more long jobs, namely by letting m = 2.3h, with somewhat shorter processing times, namely P j ∼ exp(0.56), we obtain a ratio of at least 1.2436, which proves Theorem 1.
Conclusion
Note that the numerical calculations have been performed using Mathematica. We also found instances (not discussed in this paper) -with comparable building blocks and features-where WSPT is always optimal for the deterministic case, while WSEPT is not optimal for the stochastic counterpart with exponentially distributed processing times. In conclusion, small improvements in the ratio 1.243 might be possible. Yet, the upper bound (2−1/m) seems out of reach. This leaves the question to improve the upper bound on the performance guarantee for WSEPT; in that respect, it is interesting to note that the analysis of [7] does not explicitly exploit the exponential distribution; it is valid in more generality.
