We extend the group law of curves of degree three by chords and tangents to the Jacobi variety of plane curves of degree n ≥ 4 by replacing points by point groups and lines by algebraic curves. The curves are nonsingular or have simple singularities. In the cases n = 4, 5, 6 we have a close analogy to the case n = 3. We describe an algorithm using Groebner bases.
Introduction
The Jacobi variety of an algebraic curve of genus g plays a central role in algebraic geometry. Explicit descriptions of the group law play a less important role in the history of the subject. With the development of cryptography algorithms arose for the group law. In 1987 D.G. Cantor described the group law of a hyperelliptic curve in the context of cryptography in analogy to the Gauß composition of quadratic forms, cf. [4, 14] .
Later group laws of other classes of plane curves were described. The papers [9, 10, 12 ] are based on the analogy of the Jacobian group with class groups in number theory. Their methods are restricted to curves with a special type of infinite points. Other papers are concerned with special types of curves (e.g. Picard curves [7, 8] , C ab -curves [1] ). The papers [17, 13] describe general ideas for an algorithm for arbitrary plane curves. They are based on the theory of plane curves. These algorithms are not practical from a computational point of view.
The content of this paper is an algorithm for smooth plane curves or of plane curves with simple double points. We give an elementary presentation using projective curves, Riemann surfaces and commutative algebra. We consider arbitrary complex nonsingular plane n-curves C (n ≥ 4) with an arbitrary zero point. We describe a geometric group law intersecting C with certain algebraic m-curves. For n = 4, 5, 6 we intersect C with (n − 1)-curves and we have a very close analogy to the group law of an elliptic curve. On the basis of the geometric group law we give an algebraic description. We represent divisors by certain homogeneous ideals and describe the group law by ideal operations. All operations are rational and can be carried out by Groebner basis operations. Infinite points do not play a special role. The construction works also for curves with simple double points. We give an example for a curve of genus 2. In the last sections we discuss hyperelliptic curves, Picard curves and the case of fields of characteristic p.
Because of the use of Groebner bases it is difficult to give a realistic complexity analysis. We used the computer algebra program Mathematica 4.0 forming the computations.
Consider a nonsingular projective plane curve C of degree n ≥ 4 defined by the irreducible polynomial F (x, y, z) := i+j≤n a ij x i y j z n−i−j .
One can consider C as a Riemann surface of genus g = (n−1)(n−2) 2 (i.e. g = 3, 6, 10, · · ·). In every point one of the coordinates x, y, z defines a complex chart. We have a gdimensional space of holomorhic differentials. Every holomorphic differential admits an explicit representation in the form
where G(x, y, z) is a homogeneous polynomial of degree n − 3 and γ 1 , γ 2 , γ 3 are three complex numbers chosen depending on x, y, z such that the denominator is not zero (cf.
[5]). Furthermore let H(P 1 + · · · + P t ) be the subspace of holomorphic differentials whose zero divisors contain the points P 1 , · · · , P t . Now we consider m-curves C m . It is allowed that C m has multiple irreducible components. First we consider the case 1
points on C we have a (not necessary unique) C m -curve through these points. (A multiple intersection point will correspond to a multiple contact of C m with C). Because of the irreducibility of C an m-curve C m has mn intersections with C. Therefore we have
further intersections. For n = 4, 5, 6 we will be interested in the cases m = n − 1, n − 2 and n − 3. Here we have c n−1 = g, c n−2 = g, c n−3 = g − 1 and
For n > 6 we will need also curves C m of degree m ≥ n. In this case we have the difficulty that it is possible, that C is an irreducible component of C m . For m ≥ n we fix a monomial x k y l z n−k−l of F with a kl = 0. Then we consider the m-curves
They form a linear system of dimension m + 2 2 − m − n + 2 2 −1 = mn − g of curves without common components with C. Given b m := mn − g points on C we find a C m -curve of this special form through these points. The curves C and C m have no common components and therefore they have mn intersections, i.e. we have c m = g further intersections.
Jacobi varieties and Reduced Divisors
The Jacobi variety of C is the Abelian group
Here Div 0 (C) denotes the group of divisors of degree 0 and Div P (C) is the subgroup of principal divisors (i.e. the zeros and poles of analytic functions), cf. [11] . If G(x, y, z) defines an m-curve C m , then G(x, y, 1) defines a meromorphic function with zeros at the finite intersections of C m and with poles of order m − h at the infinite points P of C if P is a h-fold intersection with C m . Let D ∞ be the divisor of the infinite points of C. Then we have P 1 + · · · + P mn ∼ mD ∞ , if P 1 , · · · , P mn are the (possibly infinite) intersections of C m and C.
Wie fix an arbitrary point P 0 on C. We call a divisor D of the form D = P 1 + · · · + P t − tP 0 with P 1 , · · · , P t = P 0 a semireduced divisor. We call this semireduced divisor D a reduced divisor if there is no divisor
Proposition 1 We find in every divisor class of Jac(C) a unique reduced divisor with t ≤ g.
Therefore we have D ∼ P 1 + · · ·+ P g − gP 0 , i.e the set of semireduced divisors with t ≤ g is not empty and we can find reduced divisors. Uniqueness:
) has the form R 1 + · · · R s − sR 0 with s < t. This is a contradiction.
• Remark: One can choose P 0 arbitrarily, but the structure of a reduced divisor might vary with this choice. For the reason of simplicity it can be useful to choose for P 0 an exceptional point (flex, rational point, infinite point etc.). Remark: We mention that not all semireduced divisors with t ≤ g are reduced. In the generic case we have t = g for a reduced divisor.
We have the following abstract characterisation of reduced divisors.
Proposition 2
The following three assertions are equivalent.
(iii) The dimension of the linear system of (n − 3)-curves, which vanish on P 1 , · · · , P t does not exceed g − t.
Proof. The proposition is a consequence of the Riemann Roch theorem.
• For n = 4, 5, 6 we have an explicit description of the set of reduced divisors.
Proposition 3 (i) Let n = 4. The divisor D = P 1 + · · · + P t − tP 0 with t ≤ g = 3 and P 1 , · · · , P t = P 0 is reduced if and only if t = 3 and P 1 , P 2 , P 3 lie not on a projective line or t < 3.
(ii) Let n = 5. The divisor D = P 1 + · · · + P t − tP 0 with t ≤ g = 6 and P 1 , · · · , P t = P 0 is reduced if and only if no 6 points lie on a conic section and no 4 points lie on a line. (iii) Let n = 6. The divisor D = P 1 + · · · +P t −tP 0 with t ≤ g = 10 and P 1 , · · · , P t = P 0 is reduced if and only if no 10 points lie on a cubic and no 9 points form the intersection of two cubics and no 8 points lie on a conic section and no 5 points lie on a line.
Proof. n ≤ 2d + 2 points of the projective plane fail to impose independent conditions on curves of degree d if and only if either d + 2 of the points are collinear or n = 2d + 2 and the n points lie on a conic, cf.
[6]. The proposition follows from this fact, from the Cayley-Bacharach theorem, cf. also [6] and from Proposition 2.
• Remark: An explicit characterisation of reduced divisors for arbitrary n is associated to the classification problem of special divisors on Riemann surfaces or to the CayleyBacharach conjectures for algebraic curves. However there is an algorithm to determine the reduced divisor (cf. below).
The construction of the reduced divisor
with P i , Q i ∈ C be an arbitrary divisor of degree zero. At first we consider an m-curve with a polynomial G(x, y, z) = 0 mod F with a minimal m ≥ n − 2 such that
for m < n mn − g for m ≥ n through the s points of D + and (b m −s)P 0 . Because of our discussion at the end of section 2 the polynomial G(x, y, z) = 0 mod F exists and there are g remaining intersections R 1 , · · · , R g . We have
Then we consider another m-curve G ′ (x, y, z) = 0 mod F through the s + g points of
. Because this curve is not necessary unique we require a maximal additional contact α at P 0 . Let S 1 , · · · , S g−α be the remaining intersections not equal to P 0 . We have
It follows
Proposition 4
is the reduced divisor for D.
Proof. From the above relations it follows D ∼ D. Furthermore we consider the divisor
Lemma 5 All differentials of H(D 1 ) have the form
Proof. Case 1 (the positive part of D 1 does not contain infinite points): Meromorphic differentials are unique determined by its principal part up to a holomorphic differential. The space of principal parts is (m−n+3)n-dimensional. Therefore the space of differentials with poles at most at (m − n + 3)D ∞ has the dimension (m − n + 3)n + g = mn − g + 1.
Otherwise the space of degree m polynomials G mod F has the dimension mn − g + 1 for m ≥ n − 3 (cf. above). Therefore every differential with poles at most at (m − n + 3)D ∞ has the above form.
Case 2 
Because D 1 + S 1 + · · · + S g−α is the divisor of poles and zeros of the differential with G m = G ′ it is a canonical divisor. By the Riemann Roch theorem it follows
Therefore D is reduced according to Proposition 2.
•
The group law
We represent the elements of the Jacobian by reduced divisors. For a description of the group law it is sufficient to reduce −D and
In this case we apply the above construction to D + = gP 0 and
In this case we apply the above construction to
For n = 4, 5, 6 we can carry out the construction with (n − 1)-curves. Therefore we have a close analogy to the group law of cubic curves. In these cases we have b n−1 = g + 2n − 2 ≥ 2g. Instead of the (n − 2)-curves of the cubic case we consider (n − 1)-curves. We construct an (n−1)-curve through P 1 , · · · , P 2g , (2n−2−g)P 0 . We have the remaining points R 1 , · · · , R g . Then we construct an (n − 1)-curve through R 1 , · · · , R g with highest contact at P 0 and obtain the remaining points S 1 , · · · , S t . Then S 1 + · · · + S t − tP 0 is the reduced divisor for D 1 + D 2 . Analogously, for n ≥ 7 we carry out the construction with m-curves G(x, y, z) = 0 mod F with m ≥ n and b m ≥ 2g (i.e. mn ≥ 3g).
6 Algebraic description -The ideal-divisor-correspondence 1. The affine case. We remark that there is a one-to-one correspondence between ideals of the quotient ring C[x, y]/I C of polynomial functions on the affine curve C and the ideals of C[x, y] with I ⊃ I C where I C = (F (x, y, 1) ). C[x, y]/I C is one-dimensional and a Dedekind ring, cf. [2] . Now let I be an ideal with I ⊃ I C . Then I is zerodimensional. Because C[x, y]/I C is a Dedekind ring we have the unique primary decomposition
where P i = (x i , y i ) and
. We associate to I the effective divisor
Conversely, let D := m i P i be an effective divisor of finite points. Then we associate to D the ideal
Therefore we have a one-to-one correspondence of effective divisors and ideals with I ⊃ I C . Furthermore we have the following Lemma.
Lemma 6 Let D, D ′ be effective divisors of finite points and let f ∈ I D . Then we have (f ) ≥ D and
Here (f ) denotes both, the ideal generated by f (x, y) and the divisor of the analytic continuation of the meromorphic function f (x, y).
Proof. The proof follows from the above primary decomposition and the relations I Conversely, let I be a homogeneous ideal of C[x, y, z] containing the curve ideal, i.e. I ⊃ (F (x, y, z) ). Then we define
where A x , A z are the affinisations with respect to z, x.
We have D I D = D. We remark that for ideals I 1 , I 2 with I 1 , I 2 ⊃ (F (x, y, z)) the relations I (D I ) = I and I D 1 I D 2 = I D 1 +D 2 are in general not valid. Now we define a product ⊙ for homogeneous ideals I 1 , I 2 which corresponds to the addition of divisors. We form the ideal product of the corresponding affine ideals. In order to include infinite points we consider products with respect to two affinisations with z, x = 1. The intersection of the corresponding homogenisations will contain all curves with intersection divisor ≥ D I 1 + D I 2 . I.e. we define of degree m and we form J = (G)⊘(I + ⊙I bm−s ). Then we determine the number α such that (J⊙I − )∩I bm−s+g+α contains exactly one Groebner basis element G ′ of degree m with respect to a degree order. We form
Now we can describe the group law. In order to add the divisors D 1 = P 1 + · · · P g −gP 0 and D 2 = P g+1 + · · · + P 2g −gP 0 we apply the above construction to D + = P 1 + · · · + P 2g and D − = 2gP 0 . In order to determine the ideal for −D of D = P 1 + · · · + P g − gP 0 (where P 1 , · · · , P g = P 0 is allowed) we apply the above construction to D + = gP 0 and
An Example
We consider the 4-curve C with x 4 + y 4 = 2z 4 with g = 3. Let P 0 = (1, 1, 1) and P 1 = (1, −1, 1). We reduce the divisor
We choose m = 3. It is sufficient to consider affine ideals. (C has no infinite intersections with all curves occuring during the calculation.) We obtain by Groebner basis calculations with respect to a lexicographic order
2 +20y 3 +15y 4 +6y 5 +y 6 , 102−x+524y+1092y 2 +1141y 3 +598y 4 +126y 5 }, There is an element of degree 3 in (JI 6 , I C )
Finally we obtain
Because the minimal element of I red −53515118937 + 13173978910x − 225487128300y − 134215744153y 2 with respect to a degree order is of degree 2 > n − 3 the ideal I red is reduced. The ideal I red corresponds to the reduced divisor 
Curves with simple double points
The above construction applies analogously to curves with simple singularities. Here we consider the case of n-curves C with d finite simple double points
be the double point divisor of C. Now consider the divisor
of degree zero. We consider an m-curve with a polynomial G(x, y, z) = 0 mod F with
Then we consider an m-curve G ′ (x, y, z) = 0 mod F through the s points of D − and through
We require a maximal additional contact α at P 0 . Let S 1 , · · · , S g−α be the remaining intersections not equal to P 0 . We have
It follows
Analogously to Proposition 4 one shows that D is the reduced divisor of D.
For an algebraic description of the reduction let I ∆ be the ideal of all adjoint curves through the D 1 , · · · , D d . For a finite simple double point D i we have two taylor series expansions
are the ideals of polynomials with an m-fold common point with the branch of D
be a divisor with different ordinary points P 1 , · · · , P p . We consider the ideal of curves
).
Now we define an ideal product ⊙ ∆ for ideals
which corresponds to the addition of the divisors D 1 and D 2 .
where I x C := A x (F ). I 1 ⊙ ∆ I 2 contains all curves with intersection divisor ≥ ∆ + D 1 + D 2 . A generalized ideal quotient is given by
′ be effective divisors and let G ∈ I ∆+D . Then we have (G) ≥ ∆ + D and
Proof. The proof follows from the fact, that the left and the right side are equal to the homogeneous ideal of all curves with intersection divisor 
An Example
We consider the hyperelleptic 4-curve C with x 4 − y 4 = 30xyz 2 with g = 2. C has one simple double point D We choose P 0 := (1, 1, 0) and we consider the points P 1 = (4, 2, 1), P 2 = (1, −1, 0). We apply the reduction to ideals I + , I − , which correspond to the divisor 2D
and
We form
We choose G = −xy + y 2 . We obtain the quotient
We choose G ′ = x 2 − xy − 2y 2 . Then we obtain the quotient
We obtained I red from I + , I − by rational operations. We remark that S 1 +S 2 = (−4, −2, 1)+ P 2 .
In this section we present an algorithm for hyperelliptic curves C of genus g in the standard form
with different x i , a = 0. The projectivisation has a single singular (nonsimple) infinite point P ∞ = (0, 1, 0). We choose P 0 := P ∞ . Hyperelliptic curves have an involution x → x, y → −y. Let I and D be the image of the ideal I and the divisor D with respect to this involution. Then we have (x 1 , y 1 ) + · · · + (x n , y n ) = (x 1 , −y 1 ) + · · · + (x n , −y n ), (x, y) + (x, y) ∼ 2P 0 and I D = I D . Because C has only one infinite point it is sufficient to consider affine ideals. However, the selection of the interpolating curves requires a modification.
Let Remark: Contrarily to Cantors algorithm we can describe our algorithm by this single formula. Our algorithm uses a reduction function of the general form f = p(x) + yq(x). In contrast Cantors algorithm uses reduction functions of the special form y −p(x) several times (cf. the example below).
Picard curves
In this section we present an algorithm for Picard curves C y 3 = a(x − x 1 )(x − x 2 )(x − x 3 )(x − x 4 ) =: h(x) with four different x i , a = 0. The projectivisation has a single 4-fold infinite point P ∞ = (0, 1, 0). We choose P 0 := P ∞ . C has only one infinite point and it is sufficient to consider affine ideals. Similarly to the case of hyperelliptic curves we replace the degree order by the weighted degreelexicographic order with deg 4,3 := (x a y b ) := 4a + 3b and y > x.
Let D = D + − D − be a divisor of finite points. We determine the minimal element f = p(x) + q(x)y + r(x)y 2 of I D + with respect to the above order. We have 
