In this paper, we propose a method which efficiently detects the geographical boundaries of sensor readings in mobile wireless sensor networks, in situations where sensor data must be gathered within a short period. Typically, it is enough for detecting the boundaries to gather sensor data only from nodes near the boundaries. However, when the number of such nodes is large, it becomes impossible to gather sensor data from all these nodes within a short period, due to the frequent occurrence of packet collisions. To solve this problem, our proposed method reduces the number of sensor data to be gathered, by taking samples of nodes. When taking samples, our proposed method considers the target boundary shape, in order to suppress the deterioration in the accuracy of the boundaries estimated from the gathered sensor data.
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MoMM '16, November 28-30, 2016 , Singapore, Singapore Recently, participatory sensing, wherein readings of sensed physical phenomena (sensor readings) and location information are gathered from portable sensor devices such as smart phones, has attracted much attention [4, 11] . In participatory sensing, participants typically upload their acquired sensor data to the Internet through infrastructures such as 4G cellular networks. However, these networks are shared by many applications, and the data traffic generated by those applications has been growing every year [5] , though the channel bandwidth of the networks is limited. Thus, it is undesirable to use such communication infrastructures for participatory sensing. Meanwhile, the local direct communication functions of portable devices have recently been put to practical use (e.g., LTE Direct, iBeacon). Due to these reasons, Mobile Wireless Sensor Networks (MWSNs), which consist of mobile sensor nodes (hereafter nodes) with local direct communication functions, have recently attracted much attention as a means of achieving participatory sensing with no infrastructure [16] . In MWSNs, nodes typically sends their sensor readings and location information to a sink, which gathers and manages the information. These networks can be well utilized in situations where applications gather sensor data with geographical conditions (e.g., sensor data acquired around Tokyo Station).
In MWSNs constructed by mobile nodes held by ordinary people, the number of nodes is generally very large, and thus, each node has many nodes which can directly communicate with each other (called neighboring nodes). We call such networks dense MWSNs. In these networks, it is desirable to reduce the traffic required for satisfying application requirements as much as possible in order to avoid exhausting the limited wireless bandwidth and energy of nodes.
Most MWSN applications require environmental information, such as temperature or humidity, which is used to detect particular areas (called events) where sensor readings have a higher value than a threshold specified for the broader region. For example, some applications request areas (events) where the local temperature exceeds 30
• C. In order to detect an event, it is effective to estimate the perimeter (or boundary) of the event. Typically, such boundary can be estimated using only the sensor data (location information and sensor readings) of nodes near the boundary [2, 7] . In other words, it is not necessary to gather sensor data from nodes far from the target boundary. In this context, we have previously proposed a method which efficiently detects nodes near boundaries by utilizing the overhearing of sensor data in dense MWSNs [12] . In this method, nodes determine that they are located near the target boundary when they are adjacent to a node with different sensor reading on a Voronoi diagram. Here, 'different' means that the respective pair of sensor readings are classified into different groups according to the specified threshold; i.e., one is lower than the threshold, and the other higher than or equal to the threshold. Each node determines whether it is located near the target boundary based on a Voronoi diagram constructed using only overheard sensor data.
Typical events requested in MWSNs include regions of sudden rain or air pollution [8] , in addition to those with higher (or lower) temperature and humidity. The locations or shapes of such events are expected to change drastically as time passes. Thus, when an application requests the detection of such an event, the sink must rapidly gather sensor data, or the detected boundary will be significantly different from the actual boundary at the time of the request. In these situations, the application typically sets a deadline for data gathering. In such deadline-constrained data gathering, it is known that the number of sensor data which can be gathered becomes limited [1, 6] . Our previous method, however, does not consider the above limitation and tries to gather sensor data from all detected nodes. Thus, when this method is applied to a deadline-constrained environment, many sensor data may be missed due to frequent packet collisions. This results in the waste of much traffic involved in the transmission of sensor data which ends up failing to be gathered by the sink (i.e., cannot be used for estimating the target boundary). Such wasted traffic should be eliminated in MWSNs with limited channel bandwidth.
To solve this problem, it is necessary to reduce the number of sensor data sent toward the sink. However, if we simply reduce the number of sensor data without due consideration, the accuracy of the estimated boundary may deteriorate. Thus, it is also important to suppress the deterioration in the accuracy of the estimated boundary. To achieve these ends, we propose in this paper a method which utilizes the sampling of nodes (detected as in our previous method), with consideration of the target boundary shape. Our proposed method first takes samples of detected nodes, such that the distance between sampled nodes is less than a specified threshold, and only sampled nodes send their sensor data to the sink. But in addition, our proposed method also additionally gathers (or removes) sensor data from the chosen samples when the accuracy of the estimated boundary is expected to be improved. Note that these procedures are achieved only through the autonomous behavior of nodes responding to the overhearing of sensor data transmitted to the channel. In this way, the number of packet collisions (and thus, the wasted traffic) can be reduced, while suppressing deterioration in the accuracy of the estimated boundary, because the number of sensor data sent toward the sink can be reduced through consideration of the target boundary shape.
The contributions of this paper are summarized as follows:
• Our proposed method can determine target boundary shapes, within a given deadline, with low traffic waste in dense MWSNs. To the best of our knowledge, there are no existing studies on achieving these aims in mobile environments.
• To reduce traffic waste while suppressing deterioration in the accuracy of the estimated boundary, our proposed method introduces the novel approach of sampling nodes with consideration of the target boundary shape.
• Through extensive simulations, we show that our proposed method works well in terms of reducing traffic waste for data gathering.
The remainder of this paper is organized as follows. In Section 2, we describe the assumptions of this paper. In Section 3, we introduce related works. In Section 4, we present our previous method. In Section 5, we detail our proposed method. In Section 6, we show the results of the simulation experiments, and in Section 7, we summarize this paper.
ASSUMPTIONS

Network configuration
In this paper, we assume a dense MWSN consisting of a large number of mobile nodes, which are held by ordinary people and equipped with a radio communication function. Each node can communicate directly with nodes located in the circle with radius r, centered on itself (called the communication area). Each node is equipped with sensor devices which observe (sense) physical phenomena, but does not know the application requirement. Thus, each node performs a sensing operation only once when informed about the requirement by receiving a query (described in Section 4.1). Each node can obtain its own location information at an arbitrary time, using a positioning devices such as GPS. Nodes move freely over the entire region. The sink is stationary and gathers sensor data from the mobile nodes.
Application requirements
The sensing region is assumed to be a two-dimensional plane. We assume that an application seeks a target boundary (the perimeter of a specific event) in the sensing region at a certain time. According to the application requirement, the sink sets a threshold for the sensor reading, and gathers sensor data (a sensor reading and the corresponding location) in order to estimate the boundary.
Boundary estimation
As a mean of estimating the boundary, the sink uses a method based on Delaunay triangulation, where the vertices are node locations. Specifically, the sink constructs Delaunay triangles whose circumcircles contain no vertices, based on the location information of received sensor data. Then, the sink draws line segments joining the midpoints of the sides of the Delaunay triangles (called Delaunay edges) whose endpoint nodes observe different sensor readings from each other. An example of one such estimated boundary is shown in Figure 1 . The vertices of a Delaunay triangle are located nearer to each other than those of other triangles in such configurations, because a Delaunay triangle has no vertecies inside its circumcircle. Based on these characteristics, nodes can determine that they are located far from the boundary when they are not adjacent to nodes with different sensor readings on the Delaunay diagram; and the sensor readings of such nodes need not be gathered in order to estimate the boundary. In this paper, we call nodes adjacent to a node with a different sensor reading on the Delaunay diagram, boundary nodes. In addition, we call the sequence of procedures that includes the detection of boundary nodes, collection of their sensor data, and estimation of the target boundary, boundary detection.
RELATED WORK
In [9, 13] , the authors have proposed methods which reduce the traffic for monitoring boundaries, by taking samples of nodes near the target boundary in environments where nodes are deployed at fixed locations. These methods take nodes samples near the boundary with equal intervals determined based on the communication area. When a sampled node becomes far from the boundary, due to change in the boundary, these methods remove the node from the sample group and take another boundary node sample (instead of the removed node), while maintaining the interval between sampled nodes.
Similarly to our proposed method, these methods take node samples near the target boundary with equal intervals. However, there, the authors assume that the node locations are all fixed, and all nodes recognize all the locations of their neighboring nodes. Thus, if these methods are applied to dense MWSNs, a large amount of traffic will be required for recognizing the locations of neighboring nodes, because node locations change dynamically over time. In addition, these methods do not consider the shape of the target boundary when taking node samples. Thus, the methods may result in significant deterioration in the accuracy of boundary estimation.
OUR PREVIOUS METHOD
In this section, we describe our previous method proposed in [12] . In this method, the sink propagates a query (Section 4.1) to inform all nodes of the application requirement. After the query propagation process, boundary nodes are detected (Section 4.2), and the sink gathers their sensor data according to the procedure described Section 4.3.
Query propagation
The query propagation process is initiated by the sink. In this process, each node (including the sink) uses a locationbased flooding protocol based on that proposed in [15] , to inform all the nodes over the entire sensing region about the requirement, with minimum traffic. The query contains the following information on the application requirement:
• the overall sensing region.
• the type of sensor reading.
• the threshold of the sensor reading for detecting the event.
The query also contains information on the identifier and sensor data of the transmitter of the query. In addition, the query contains (a) the allotted detection time (i.e., the time allotted for the boundary node detection process), t detect , as the information on the condition for terminating the boundary node detection process described in Section 4.2, and (b) the number of hops from the sink, which is used in the data gathering process described in Section 4.3. First, the sink generates and transmits the query over its communication area. On receiving the query, each node obtains its own sensor reading, as specified by the query, at its current location. After this, it updates the information on the transmitter to its own identifier and sensor data recorded in the query, and re-transmits the updated query over its communication area after a specified waiting time. The waiting time is set shorter as the distance from the transmitter increases. Before the waiting time expires, each node monitors the channel. Upon receiving a query transmitted by a neighboring node, the receiving node treats the product of communication areas of itself and the transmitter as 'covered.' If the product of its own communication area and the sensing region specified by the application is fully covered, before the waiting time has expired, the node stops transmitting the received query.
In addition, each node records the identifier of the transmitter of the received query; and using this information, a tree-shaped network is constructed, whose root is the sink and whose nodes are the transmitters of the query. We call this network the forwarding tree. The forwarding tree is used for the data gathering described in Section 4.3.
Furthermore, each node checks whether its own sensor reading is different from that of the transmitter of the query. If so, it determines that the boundary exists in its communication area and starts the boundary node detection process described in the next section. In this way, excessive exchange of sensor data can be suppressed in areas far from the target boundary. In our previous method, this query propagation technique is effectively utilized for the first phase of the boundary node detection process.
Boundary node detection
This process detects boundary nodes using Voronoi diagrams, which are duality with Delaunay diagrams. Here, nodes send their sensor data only when they determine that they are boundary nodes based on Voronoi diagrams constructed using only overheard sensor data. In this way, the traffic required for detecting boundary nodes is suppressed.
We present the details of this process below, assuming the situation depicted in Figure 2 , where nodes {1, . . ., 6} receive a query transmitted by node 7. Here, black and white nodes have different sensor readings, and the grey nodes (with dashed borders) have not sent their sensor data yet. All nodes can communicate directly with each other.
Each node constructs a Voronoi diagram, based on overheard sensor data and its own sensor data every time it overhears the query or sensor data sent in this process. Based on this Voronoi diagram, each node determines whether it is a boundary node until the allotted detection time (t detect ) elapses according to the following procedures:
• When a node is adjacent to a node with a different sensor reading in the constructed Voronoi diagram, it sets a timer, T boundary , which is set shorter as the distance between itself and the node decreases. When it does not overhear new sensor data until the timer expires, it sends its own sensor data to its parent in the forwarding tree. Figure 2 (a) shows the Voronoi diagram constructed by node 1. Note that node 1 does not yet recognize the existence of nodes {2, . . ., 6}, because these nodes have not yet sent their sensor data. In this figure, node 1 is adjacent to node 7 (with a different sensor reading). Thus, node 1 sets a T boundary based on the distance between itself and node 7. Node 2 proceeds similarly to node 1. Node 1 sends its sensor data to node 7 earlier than node 2, because it is nearer to node 7 than node 2.
• When a node is not adjacent to a node with a different sensor reading in the Voronoi diagram, it does not send its sensor data. Figure 2 (a) shows the Voronoi diagram constructed by node 5, after node 5 has overheard sensor data from nodes {1, . . ., 4, 6}. As can be seen, node 5 is not adjacent to nodes with different sensor readings; thus, node 5 does not send its sensor data.
Data gathering
When the allotted detection time, t detect , has elapsed after the query had been generated, each node in the forwarding tree sets a waiting time for data gathering. After this waiting time elapsed, each node puts all the received sensor data into a packet, and sends the packet to its parent. When the parent receives the packet, it sends an ACK to the child that has sent the packet. The child resends the packet until it receives the ACK from its parent. If no ACK has been received after the node has resent the packet for a predetermined time, the node stops sending the packet. When a node receives a packet from its child after sending its own packet, it immediately forwards the received packet to its parent. Each node sets its waiting time such that the value decreases with an increase in the number of hops from the sink. In this way, nodes in the forwarding tree send their packets in descending order of number of hops from the sink. After all nodes in the forwarding tree have sent their packets, the sink can gather all the sensor data sent during the boundary node detection process. Our previous method does not enable deadline-constrained data gathering. Specifically, nodes must set longer waiting times for data gathering in order for all the sensor data sent in the process described in Section 4.2 to be gathered, while avoiding packet collisions. And when the method attempts to gather sensor data from all boundary nodes by a specified deadline, through reducing the waiting time, many sensor data may be missed due to frequent packet collisions. This typically results in the waste of much traffic, due to the transmission of sensor data that ends up failing to be gathered by the sink (i.e., cannot be used for estimating the target boundary).
Problems in our previous method
OUR PROPOSED METHOD
In this section, we describe the application requirement, outline and design policy, and detailed behavior of the proposed method.
For the purposes of explanation, we call the boundary determined by obtaining sensor readings at arbitrary points in the overall sensing region, the ideal boundary; and define the average of the size of areas encompassed by the ideal and estimated boundaries, per meter, as the estimation error.
Application requirement
In addition to the requirements described in Section 2.2, the application sets a deadline, t end , which is the overall operation time permitted after the query is generated, and requires that all sensor data be gathered by the deadline.
Design policy
In order to solve the problems described in Section 4.4, it is necessary to reduce the number of sensor data sent toward the sink while suppressing the increase in the estimation error. One can imagine a naive method to reduce the number of sensor data, which takes samples of detected boundary nodes such that the distance between sampled nodes is less than a specified threshold, as shown in Figure 3(a) . When only sampled nodes send their sensor data to the sink, the sensor data can be gathered by the sink in less time, with less packet collisions. However, as shown by the areas surrounded by dotted lines in Figure 3(a) , the estimation error may become large when boundary nodes are sampled only on the basis of the distance between sampled nodes. To avoid such an increase in the estimation error, our proposed method additionally gathers (or removes) sensor data from the sampled nodes, according to the shape of the ideal boundary, as shown in Figure 3 (b). In this way, the number of sensor data sent toward the sink can be reduced, while suppressing the increase in estimation error.
Outline of the procedures
In our proposed method, the sink first propagates the query in the same manner as in our previous method, but here including a deadline for ending the entire boundary detection procedure, t end , in addition to the information described in Section 4.1. After the query is propagated, our proposed method detects and taking samples of boundary nodes, according to the shape of the ideal boundary as described in Sections 5.4 and 5.5; after which, sensor data are gathered by the deadline, as described in Section 5.6.
Distance-based sampling
The method of boundary node detection is the same as described in Section 4.2. However, our proposed method also takes samples of boundary nodes such that the distance between sampled nodes is less than a specified threshold, l(≤ r), to reduce the number of sensor data sent toward the sink. Specifically, a boundary node stops sending its sensor data when it overhears sensor data from another boundary node with the same sensor reading located within the circular area with radius l, centered on itself. Figure 4 shows an example of this procedure. Here, sensor data have been sent from nodes {1, 3, 6}. After overhearing this sensor data, node 4 stops sending its own sensor data, even though it is adjacent to node 1 and has a different sensor reading on the Voronoi diagram, because nodes 3 and 6 (located within the circular area with radius l, centered on node 4) have already sent their sensor data with the same sensor readings.
In this way, the number of sensor data sent toward the sink can be reduced. However, two problems may arise:
1. As shown in Figure 5 (a), non-boundary nodes (i.e., (a) Taking samples of non-boundary nodes. nodes far from the ideal boundary like node 2) may incorrectly determine that they are boundary nodes and send their sensor data. This is because actual boundary nodes, like nodes 6 and 8, stop sending their sensor data in the above distance-based sampling process. When the sink estimates the boundary using sensor data from nodes (like node 2) far from the ideal boundary, the estimated boundary deviates in the direction of these distant nodes, and this results in an increase in the estimation error. In addition, an actual boundary node, like node 4, stops sending its sensor data due to the reception of sensor data from node 2, although the distance between nodes 1 and 4 is longer than l. Figure 5(b) , some boundary nodes, like node 5, are not sampled even when their own sensor readings become inconsistent with the estimated boundary; and when the sink estimates the boundary without the sensor data of these boundary nodes, the estimation error increases.
As shown in
Boundary shape-based sampling
To solve the above problems, each node estimates part of the boundary using overheard sensor data, until it sends its sensor data or the allotted detection time, t detect , has elapsed. Based on this partially estimated boundary, our proposed method removes from the sample-node group, nodes with a high possibility of being non-boundary nodes, and adds to this group, nodes with a high possibility of being boundary nodes. The procedures below are followed by nodes which determine that they are boundary nodes and do not send their sensor data.
Removing nodes from the sample-node group
To solve the first problem described in Section 5.4, each node must determine whether is in fact a boundary node, based only on overheard sensor data. Here, a node has the possibility of being a non-boundary node when the distance between itself and the partially estimated boundary is greater than that of other nodes which have already sent their sensor data.
To calculate such relative differences in distance from the estimated boundary, our proposed method exploits the relationship between the relevant Voronoi diagram and Delaunay diagram. The boundary between a pair of adjacent Voronoi regions (called the Voronoi boundary) is the perpendicular bisector of the Delaunay edge whose endpoints are the site points of the regions. When these site points are close to each other, the corresponding Voronoi boundary tends to cross the Delaunay edge. For example in Figure  6 , the Delaunay edge between nodes 1 and 3, located near each other, crosses the corresponding Voronoi boundary. On the other hand, the Delaunay edge between nodes 2 and 3 does not cross the corresponding Voronoi boundary. As this figure suggests, Delaunay edges between nodes located far from each other rarely cross the corresponding Voronoi boundary. In this case, the partially estimated boundary is not adjacent to the respective Voronoi region; e.g., node 2 in Figure 6 . This indicates that the distance between that node and the estimated boundary is relatively longer than that of other nodes.
By exploiting this characteristic, our proposed method removes from the sample-node group, nodes with a high possibility of being non-boundary nodes. Specifically, when the partially estimated boundary is not adjacent to a node's own Voronoi region, the node determines that may not be an actual boundary node, and thus, stops sending its own sensor data.
Adding nodes to the sample-node group
To solve the second problem described in Section 5.4, each boundary node not sampled in the distance-based sampling process, derives a partially estimated boundary using overheard sensor data. For example, in Figure 7 , after node 5 overhears sensor data from nodes {1, . . . , 4}, it derives a partially estimated boundary; without, however, using its own sensor data, because it has not been sampled at this time. After this, the node checks whether its own sensor data is inconsistent with the derived boundary. If so, it sets a timer, T mod , for sending this sensor data (called mod-data) to modify the estimated boundary. T mod is set shorter as the distance between the node and the partially estimated boundary increases. If the node receives no sensor data with the same sensor reading as its own, from a node located within the circular area with the radius l, centered on itself, before the timer elapses, it sends the mod-data to its parent in the forwarding tree. This means that the mod-data is added to the sample-node group.
To appropriately modify the estimated boundary using such mod-data, it is necessary to gather sensor data from the nearest boundary node with a different sensor reading from the sender of the mod-data. To achieve this, when a boundary node receives such mod-data and has a different sensor reading from that in the mod-data, it sets a timer, T pair−mod , for sending its own sensor data, which is set shorter as the distance between itself and the sender node decreases. If it has already set T boundary , it cancels T boundary and instead waits to send its sensor data according to the newly set T pair−mod . If it does not receive sensor data from a node with the same sensor reading located within the circular area with the radius l, centered on itself, before the timer elapses, it sends its sensor data to its parent in the forwarding tree. For example, in Figure 7 , after nodes {6, . . . , 9} receive the mod-data from node 5, they set T pair−mod s according to the respective distances between themselves and node 5. Among nodes {6, . . . , 9}, node 6 sends its sensor data earlier than the others because it is the nearest to node 5.
Data gathering
In the processes described in Sections 5.4 and 5.5, sensor data is sent no later than the time when the allotted detection time, t detect , has elapsed after the query had been generated. In order for the sink to receive this sensor data by the deadline, t end , it is necessary to complete the data gathering within a specified period (t end − t detect ). To achieve this, each node in the forwarding tree sends sensor data received from its child to its parent after the following time, W g , passes:
In the above equation, hmax is the maximum number of hops from the sink, which is determined by the location of the sink, the size of the sensing region and the communication range. delaytrans is the transmission delay per hop. rand is a random number within a certain range, to reduce packet collisions. The first right-side term of Eq.(1) shows the time available to each node for receiving and sending sensor data, per hop. By subtracting delaytrans from this term, each node can calculate the time available for forwarding received sensor data. Each time a node receives sensor data from its child, it forwards this data after W g has elapsed from the time of its reception. In addition, no nodes resend the same sensor data, to avoid increased traffic waste due to packet collisions. In this way, the sink can receive by the deadline, t end , the requisite sensor data sent by the allotted detection time, t detect .
PERFORMANCE EVALUATION
In this section, we show the results of simulation experiments evaluating the performance of our proposed method. For the simulations, we used the network simulator, Scenargie 2.0 [14] . 
Simulation Model
Evaluation criteria
In the simulation experiment, we evaluated the following three criteria:
• Total traffic is defined as the sum of the size of all packets sent by the sink and nodes, at the application layer. Table 1 shows the size of each message.
• Wasted traffic is defined as the sum of the traffic generated in sending sensor data that failed to be received by the sink. • Estimation error is defined as the average of the areas encompassed by the ideal and estimated boundaries, per meter. This value increases as the difference between the ideal and estimated boundaries increases. In addition, in order to verify the effectiveness of the boundary estimated by each method, we separately measured the estimation error resulting from using sensor data of all nodes in the sensing region (i.e., ideal error). Here, even if the sink can gather sensor data from all nodes without packet collisions, it cannot estimate the ideal boundary (i.e., the ideal error is 0[m]). This is because the set of acquired data is geographically discrete.
Methods evaluated
Our proposed method is designed to reduce traffic waste while suppressing estimation error, by implementing the following two approaches:
• taking samples of boundary nodes based on the distance between nodes.
• removing from the sample-node group, nodes with a high possibility of being non-boundary nodes; and adding to the group, nodes with a high possibility of being boundary nodes; according to the shape of the ideal target boundary.
In order to verify the effectiveness of each of these approaches, we investigated the performance of the following three methods:
• Proposed method is defined as the method described in Section 5. The value of l used in the distance-based sampling process is set at 50[m].
• Previous method is defined as the method described in Section 4. In order to gather all sensor data by the deadline, this method gathers sensor data according to the process described in Section 5.6.
• Distance-based sampling method is defined as the proposed method without the boundary shape-based sampling process described in Section 5.5. The value of l is set at 45[m], which results in roughly the same traffic as in the proposed method when the number of nodes is 1,000 according to preliminary experiments.
Impact of t end
The traffic waste depends on the deadline. Sensor data are more likely to collide with others when the sending times are almost the same. Such collisions occur frequently when the allotted time is short. In this experiment, we varied the value of t end , the allotted operation time after the query is generated, in order to confirm the impact of the deadline. From Figure 9 (a), we can see that the total traffic in each method increases as t end increases. This is because the frequency of packet collisions decreases as the time available for data gathering increases. When the packet collisions decrease, more sensor data are correctly gathered by the sink. In addition, we can see that the total traffic in the previous method is greater than in the proposed and distance-based sampling methods. This is because the latter two methods reduce the number of sensor data sent toward the sink by taking samples of boundary nodes. To confirm this, we separately measured the breakdown of the total traffic when t end was 0.4 [s] . Figure 10 shows the results. We can see that the proposed and distance-based sampling methods clearly reduce the traffic required for boundary node detection and sampling, compared with the previous method. This means that the traffic required for data gathering in the proposed and distance-based sampling methods is less than in the previous method.
From Figure 9 (b), we can see that the wasted traffic in each method decreases as t end increases. This is due to the decrease in packet collisions. In addition, we can see that the respective traffic waste in the proposed and distancebased sampling methods is less than in the previous method. The former methods reduce the number of sensor data sent toward the sink, by taking samples of boundary nodes, and this leads to fewer packet collisions than in the previous method.
From Figure 9 (c), we can see that the estimation error in each method decreases and approaches the ideal error (about 8[m] in this simulation environment) as t end increases. This is because the number of sensor data received by the sink increases. We can also see that the estimation error in the distance-based sampling method is higher than in the previous method. This is due to the problems described in Section 5.4; unlike the distance-based sampling method, the proposed method can suppress the increase in the estimation error, by adding and removing sensor data, according to the shape of the ideal target boundary.
In order to investigate the difference in estimation error among the methods in Figure 9 (c), we plotted (in Figure 11 ) the geographical distribution of nodes which have sent their own sensor data (called senders in this section) during the boundary node detection and sampling processes, in each method, when t end was 0.4 [s] . In addition, in Figure 12 show the geographical distribution of nodes whose sensor data have been successfully received by the sink and the estimated boundary, in each method, in the same situation as Figure 11 . From Figure 11 (b), we can see that the distancebased sampling method does not take samples of some nodes in the area encompassed by the dotted line. Thus, in the distance-based sampling method, the estimated boundary encompassed by this line in Figure 12 (b) deviates from the ideal boundary. In contrast, as we see in Figure 11 (a), the proposed method takes samples of these nodes, and thus the estimated boundary encompassed by the dotted line in Figure 12 (a) approaches the ideal boundary. From Figures  11(c) and 12(c) , we can see that many sensor data in the area encompassed by the dotted line are missed in the previous method. However, the sink can estimate the boundary near the ideal boundary because it happens to receive one sensor data from the corner of the event.
Impact of N
The total traffic depends on the number of boundary nodes, which varies with the total number of nodes in the sensing region, and with the length of the boundary. In this experiment, we varied the value of N in order to confirm the impacts of the number of boundary nodes. From Figure 13 (a), we can see that the total traffic in each method increases as N increases. This is due to the increase in the number of boundary nodes. In addition, we can see that the total traffic in the proposed method is greater than in the distance-based sampling method, when N is larger than 1,000. This is because, in the former method, the number of mod-data transmissions increases as N increases. To confirm this, we separately measured the breakdown of the total traffic when N was 2,000. Figure 14 shows the results. We can see that the traffic required for data gathering in the proposed method is clearly greater than in the distance-based sampling method. This reflects the greater number of data sent during the boundary shape-based sampling process (Section 5.5), because the distance-based sampling method does not implement the boundary shape-based sampling process.
From Figure 13 (b), we can see that the wasted traffic in each method increases as N increases. This is because the frequency of packet collisions increases as the number of boundary nodes increases. In addition, we can see that the respective traffic waste in the proposed and distance-based sampling methods is less than in the previous method. This is due to the same reasons as described in Section 6.4. We can also see that, when N is 2,000, the wasted traffic in the proposed method is greater than in the distance-based sampling method. This is due to the increase in the number of mod-data transmissions, as described above.
From Figure 13 (c), we can see that the estimation error in each method decreases as N increases. This is because, when N increases, the overall number of sensor data received by the sink increases, though the frequency of packet collisions also increases. In addition, we can see that the estimation error in the distance-based sampling method is higher than in the previous method, while the increase in the estimation error in the proposed method can be suppressed. This is due to the same reasons as described in Section 6.4.
CONCLUSION
In this paper, we have proposed a method for dense MWSNs, which reduces the number of sensor data sent toward the sink, while suppressing the increase in estimation error, by taking samples of boundary nodes with consideration of the shape of the ideal target boundary. Specifically, our proposed method takes samples of boundary nodes such that the distance between sampled nodes is less than a specified threshold; and suppresses the increase in the estimation error by removing from the sample-node group nodes with a high possibility of being non-boundary nodes, and adding to the group nodes with a high possibility of being boundary nodes, when the estimation error is expected to be improved. To achieve this, each node determines whether it should (or should not) send its own sensor data based on the partially estimated boundary derived from overheard sensor data. In this way, traffic waste can be reduced, while the increase in the estimation error is suppressed. The results of the simulation experiments confirm that our proposed method can achieve these objectives.
In this paper, we assume that the application seeks the target boundary at the time when the query is generated. However, some applications require real-time monitoring of the changes in the target boundary [9, 17] . In such real-time monitoring, it is important to gather sensor data in a short period. Thus, as part of our future work, we plan to propose a method, which can monitor the boundary efficiently in real time, in dense and mobile environments, based on the method proposed here.
