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Abstract
A modal transition system has a class of implementations, its maximal reﬁnements. This class determines
satisﬁability and validity judgments, and their compositional approximations, for formulas of Hennessy-
Milner logic. Using topology, we prove structural properties of these judgments: reﬁnement is reverse
containment of classes of implementations, Hennessy-Milner logic characterizes reﬁnement through validity
judgments, implementation classes are topologically closed sets, Hennessy-Milner logic enjoys a compactness
theorem on such classes, and a robust consistency measure between modal transition systems is deﬁnable. In
particular, every formula of Hennessy-Milner logic is the ﬁnite disjunction of Hennessy-Milner logic formulas
for which validity checks are reducible to model checks.
Keywords: topology, reﬁnement, validity, model checking, modal transition system
1 Introduction
1.1 Motivation for writing this paper
This paper is loosely based on an invited talk given at the Third Irish Conference on
the Mathematical Foundations of Computer Science and Information Technology
at Trinity College, Dublin, Ireland, 22-23 July 2004. All technical results discussed
in this paper have been published in [14,15,18] or have already been submitted else-
where [19]. However we feel that there is value in discussing the research programme
that underlies and uniﬁes those publications as it creates an opportunity to present
fairly technical matters in an informal manner and with focus on conceptual points.
Such an exposition also enables us to present open research problems in a readily
accessible and, hopefully, well motivated way.
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1.2 Motivation for reported research
Topology may be seen as a methodology for extending mathematical techniques
and insights from ﬁnite sets and functions to the inﬁnite, where the constraints of,
and particularities for, such extensions are the subject of study. This biased view
of topology is appropriate for our object of study here.
Reﬁnements are understood to be binary relations on classes of mathematical
models. An implementation relation between models and their allowed implementa-
tions is subsumed by this understanding in relating models M to all their reﬁnements
I that are “maximal” (i.e. all reﬁnements of I are reﬁnement-equivalent to I). The
need to reﬁne models can be found in many areas of computer science. We limit
ourselves to two examples, both of which are covered by the technical reﬁnement
notion discussed in this paper.
Example 1.1 (i) Program abstraction: From an operational semantics of a
program P one may construct a mathematical model of state and behavior M
[26]. Since M may have inﬁnitely many or “too many” states, we may want
to abstract M into a “smaller” model A and analyze A instead. The model M
should reﬁne A when all behavior possible in M is also possible in A, which is
then a safe simulation of M [5,4].
(ii) Speciﬁcation: Designs distinguish themselves from implementations in that
certain aspects of state or behavior are not yet decided or known. A component
in the Microsoft .NET framework, e.g., may have a main method, which would
start the execution, but it may not have such a method if the component is an
audio plug-in for a web browser [9]. Any instance of a component will either
have a main method or it won’t. But the “design template” for components
won’t prescribe whether such a method is present. Implementations should be
reﬁnements of designs such that all optional or under-speciﬁed aspects have
been determined.
This paper demonstrates that topology is useful for proving structural properties
about reﬁnement as it enables us to prove those properties for reﬁnement restricted
to a certain class of ﬁnite-state models. The insights gained by this topological anal-
ysis of reﬁnement then have potentially important applications and consequences of
which we mention consistency measures between two models, a possible reduction of
satisﬁability checks on implementation classes to model checks, and a compactness
theorem for Hennessy-Milner logic and common implementations of ﬁnitely many
models.
The work presented here can also be seen as a uniﬁcation of related strands of
work:
• a metric semantics of processes by de Bakker & Zucker [8], which solves recursive
equations over complete metric spaces,
• a framework for under-speciﬁcation and reﬁnement of systems, which is proposed
by Larsen & Thomsen in [25],
• domain theory for modelling transition systems and their reﬁnement, which is
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worked out for partial bisimulation by Abramsky in [1], and
• the representation of classical topological spaces as maximal-points spaces of a
domain, which is pioneered by Lawson in [24].
This uniﬁcation, and the topological means that it provides, can then be ex-
ploited to determine insights into the structure of reﬁnement, notably
• a compactness theorem for temporal logic,
• a consistency measure for under-speciﬁcation,
• the realization of reﬁnement as inverse containment of implementations, and
• the collective model checking of multiple models.
We sketch the nature and proof of these insights but won’t say much about the last
item for which [13] contains further details.
1.3 Outline of paper
In Section 2 we present the models studied in this paper, along with their reﬁne-
ment notion, and mention that these models are quite expressive. In Section 3 we
discuss the fully abstract and universal domain model for reﬁnement, as developed
in [15], and motivate it through a comparison with the interval domain. In Sec-
tion 4 we show that the set of maximal points of our domain model, equipped with
the topology induced by the Scott-topology, is a Stone space and model of the set
of bisimulation equivalence classes. This then leads to a compactness theorem for
Hennessy-Milner logic on sets of implementations of models. Measures of consis-
tency between two models are deﬁned and studied in Section 5, where compactness
of implementation sets allows us to prove the robustness of these notions. In Sec-
tion 6 we sketch a proof that reﬁnement between models is nothing but reserve
containment of the respective sets of implementations: a model M reﬁnes a model
N iﬀ all implementations of M are also implementations of N . We therefore realize
that validity checks are model checks for a certain set of formulas of Hennessy-
Milner logic that generates the entire logic through disjunction. Finally, Section 7
concludes. The papers [14,15,18,19,13] should be consulted for accounts of related
work.
2 Modal transition systems and reﬁnement
In this section we deﬁne modal transition systems, their co-inductive reﬁnement,
point out the expressiveness of this formalism, and give an approximating semantics
of temporal logic which characterizes reﬁnement.
2.1 Models
Example 2.1 [[18]] Figure 1 shows a modal transition system of “pub behavior”
[18]. From state ‘Waits’ it is guaranteed that event ‘newpint’ may lead to any of
the other two states, as indicated by the two solid transitions from ‘Waits.’ The
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Fig. 1. A modal transition system specifying pub behavior [18]. Solid lines denote Ra-transitions, dashed
lines denote Rc \Ra-transitions.
dashed transition from ‘Drinks’ to ‘Talks’ labelled with event ‘talks’ indicates that
an implementation could have this reactive ability but is not guaranteed to possess
it. Its implementation is at the discretion of the implementor.
Throughout this paper, we ﬁx a ﬁnite set of events Act . A modal transition system
M is a tuple
(Σ;Ra, Rc ⊆ Σ× Act × Σ)(1)
• where Σ is the state space, e.g. {Drinks,Talks,Waits} in Figure 1,
• Ra consists of all solid lines, the must-transitions in [25],
• Rc \Ra comprises all dashed lines, the may-transitions in [25],
• Σ× Act × Σ \Rc denotes all “absent” lines, and
• there is a consistency condition on transition relations: Ra ⊆ Rc.
As a speciﬁcation, a modal transition system M has two kinds of contractual guaran-
tees: elements of Ra are guaranteed to be implemented whereas elements of Σ×Act×
Σ \ Rc are guaranteed not to be implemented. The latter is an indirect guarantee
since Rc is the universe of contractually possible behavior. These guarantees have to
be interpreted with respect to reﬁnement. For example, (Drinks,newpint,Talks) ∈
Rc in Figure 1 means that event ‘newpint’ cannot lead from any state reﬁning
‘Drinks’ to a state that reﬁnes ‘Talks.’
2.2 Reﬁnement
This understanding of guarantees and possibilities suggests a co-inductive deﬁnition
of reﬁnement [23,7,6]. A relation Q ⊆ Σ×Σ is a reﬁnement for a modal transition
system as in (1) iﬀ (s, t) ∈ Q implies
(i) if (s, α, s′) ∈ Ra , there is (t, α, t′) ∈ Ra with (s′, t′) ∈ Q
(ii) if (t, α, t′) ∈ Rc, there is (s, α, s′) ∈ Rc with (s′, t′) ∈ Q.
So t reﬁnes s (or equivalently, s abstracts t) iﬀ (s, t) ∈ Q for some reﬁnement relation
Q. We say that s and t are reﬁnement-equivalent if each one reﬁnes the other.
Example 2.2 [[18]] On the right of Figure 2 we see a reﬁnement of the modal
transition system from Figure 1. The relation
Q= {(Drinks,BobDrinks), (Drinks,TomDrinks), (Waits,Waits),
(Talks,BobTalks), (Talks,TomTalks)}
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BobDrinks reﬁnes Drinks,
TomTalks reﬁnes Talks ...
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Q = {(Drinks,BobDrinks), (Drinks,TomDrinks), (Waits,Waits),
(Talks,BobTalks), (Talks,TomTalks)}
Fig. 2. To the left: the modal transition system of Figure 1. To the right: a reﬁnement of this modal
transition system, witnessed by relation Q.
is a reﬁnement in the modal transition system that is the union of the systems to
the left and right of Figure 2.
Modal transition systems are event-based so modelling and analysis of models
seems to be limited to the notion of events. But this is not so. Godefroid &
Jagadeesan [10] have shown that most 3-valued formalisms used in practice inter-
translate in PTIME and LOGSPACE such that the translations of models and
temporal logic formulas preserve and reﬂect reﬁnement and the results of model
checks. Two prominent such formalisms are
• the partial Kripke structures of Bruns & Godefroid [3], which are tuples (Σ;R ⊆
Σ × Σ;La, Lc:AP → P(Σ)) where we have 2-valued transitions (s, s′) ∈ R, and
3-valued state propositions La(q) ⊆ Lc(q) for each q ∈ AP , and
• Kripke modal transition systems [14], which are tuples (Σ;Ra, Rc ⊆ Σ × Act ×
Σ;La, Lc:AP → P(Σ)) where we have 3-valued transitions Ra ⊆ Rc and 3-valued
state propositions La(q) ⊆ Lc(q) for each q ∈ AP .
In these models, s ∈ La(q) means that “q is asserted at s” whereas s ∈ Lc(q)
means that “q is consistent at s.” The result in [10] therefore ensures that our
domain model and the topological insights presented subsequently capture all such
reﬁnement formalisms, be they event-based, state-based or both.
2.3 Temporal logic
Creating a model of a speciﬁcation can be an important part of design. Given
such a model, we may wish to analyze it in order to debug or certify designs. We
use a simple temporal logic, Hennessy-Milner logic [17], to that end. Although
this logic does not have ﬁxed points, it is expressive enough for bounded testing,
validation, and simulation activities. The syntax of Hennessy-Milner logic is given
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by the grammar
φ ::= tt | ¬φ | 〈α〉φ | φ ∧ φ(2)
where α ranges over a ﬁnite set of events Act . There are two kinds of judgments:
• s|=aφ, which intends to say that “φ is asserted at s,” and
• s|=cφ, which intends to say that “φ may be consistent at s.”
The ﬁrst judgment under-approximates the validity judgment
V(s, φ) = {all implementations of s satisfy φ} .(3)
and the second one over-approximates the dual satisﬁability judgment
S(s, φ) = {some implementation of s satisﬁes φ}(4)
We return to this loss of precision and the possibility of its mitigation at the
end of this paper. The semantics of the judgments |=a and |=c are compositional
and given by
• s|=m tt
• s|=m¬φ iﬀ (not s|=¬mφ, where ¬a = c and ¬c = a)
• s|=m〈α〉φ iﬀ (for some (s, α, s′) ∈ Rm , s′|=mφ)
• s|=mφ1 ∧ φ2 iﬀ (s|=
mφ1 and s|=
mφ2)
where m ∈ {a, c}. Disjunction φ∨ψ is an abbreviation of ¬(¬φ∧¬ψ) and the box
modality [α] denotes ¬〈α〉¬ for each α ∈ Act . From the deﬁnitions above we can
read oﬀ the semantics of disjunction and the box modality:
• s|=mφ1 ∨ φ2 iﬀ (s|=
mφ1 or s|=
mφ2), and
• s|=m [α]φ iﬀ (for all (s, α, s′) ∈ R¬m , s′|=mφ).
Please note that the universal quantiﬁer for the box modality ranges over transitions
in a mode dual to that of the judgment. For example if we check s|=a [α]tt , we need
to look at all Rc-transitions out of s labelled with α.
Example 2.3 [[18]] Reconsider Figure 1.
(i) We have Talks|=c〈drinks〉tt as (Talks,drinks,Drinks) ∈ Rc . Therefore Talks 
|=a¬〈drinks〉tt . We also have Talks |=a〈drinks〉tt as there is no x with (Talks,drinks, x) ∈
Ra . Therefore Talks |=a〈drinks〉tt∨¬〈drinks〉tt despite the fact that 〈drinks〉tt∨
¬〈drinks〉tt is a tautology over labelled transition systems.
(ii) We also have Waits |=a [newpint][talks](〈drinks〉tt ∨ ¬〈drinks〉tt) as:
• (Waits,newpint,Drinks)(Drinks, talks,Talks) is an Rc-path recognizing the
word ‘newpint talks,’ and
• Talks |=a〈drinks〉tt ∨ ¬〈drinks〉tt by item (i).
The intuition conveyed by this example is that a modal transition system M
“is” a labelled transition system iﬀ M passes all tests
[δ1][δ2] . . . [δn](〈α〉φk ∨ ¬〈α〉φk)(5)
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for α, δi ∈ Act and suitable φk of Hennessy-Milner logic in the |=
a semantics. Suit-
ability means that the set of φk has to be large enough to characterize reﬁnement.
For example, we could choose all formulas of Hennessy-Milner logic as such φk
since Larsen has shown [23] that, with our notation, the following statements are
equivalent for states s and t of modal transition systems:
(i) state t reﬁnes state s
(ii) for all φ of Hennessy-Milner logic, s|=aφ implies t|=aφ
(iii) for all φ of Hennessy-Milner logic, t|=cφ implies s|=cφ.
This result generalizes a corresponding result for bisimulation since, for labelled
transition systems, reﬁnement is bisimulation and |=a equals |=c and is the familiar
semantics of Hennessy-Milner logic over labelled transition systems where a labelled
transition system (Σ, R) is interpreted as a modal transition system (Σ, R,R). An-
other important consequence of this logical characterization is that judgments s|=aφ
are sound under reﬁnements of s, item (ii) above, whereas judgments t|=cφ are sound
under abstractions of t, item (iii) above, where an abstraction of t is a state u such
that t reﬁnes u.
3 Domain model for reﬁnement
3.1 The interval domain as a metaphor
In this section we use Scott’s interval domain [27] I as a metaphor to set the stage
for a domain model D of modal transition systems developed in [15]. The reader
may wish to consult the brief Appendix A for basic terminology and notation from
domain theory [2]. The domain D has a natural interpretation as a modal transition
system D such that D is universal : all modal transition systems have reﬁnement-
equivalent embeddings in D. The domain D is also fully abstract : the order on
the domain D is the greatest reﬁnement relation in D, which is the union of all
reﬁnements in D. These two properties, along with the structure of two topologies
on D, are key ingredients for securing the results presented in this paper.
Example 3.1 Figure 3 shows the interval domain and its ordering: [r, s] ≤ [r′, s′]
iﬀ (r ≤ r′ and s′ ≤ s). In that case we say that [r′, s′] reﬁnes [r, s].
The interval domain nicely illustrates some of the properties we expect our
domain model for reﬁnement D to have.
(i) Reﬁnement is complete for implementations: If real numbers x ∈ [0, 1]
represented as intervals [x, x] are seen as the possible implementations of in-
tervals, then [r, s] has {[x, x] | x ∈ [r, s]} as set of implementations. Since we
may identify that set with [r, s], it is therefore evident that [r, s] is reﬁned by
[r′, s′] iﬀ all implementations of [r′, s′] are also implementations of [r, s].
(ii) Universality: The interval domain I is universal for worst/best-case abstrac-
tions of subsets of [0, 1]. If we abstract X ⊆ [0, 1] with the interval [
∧
X,
∨
X],
the latter is in I and any element of I is the abstraction of at least one such X.
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[0, 0] [1, 1]
[0, 1]
[r, r] [x, x][r′, r′] [s′, s′] [s, s]
[r′, s′]
[r, s]
I = {[r, s] | 0 ≤ r ≤ s ≤ 1}
interval domain [27]
Fig. 3. A schematic description of the interval domain and its order: [r, s] ≤ [r′, s′] iﬀ (r ≤ r′ and s′ ≤ s).
(iii) Full abstraction: The order on I exactly captures the reﬁnement relation
if the latter means reverse containment of implementations, which is does by
virtue of item (i) above.
(iv) Classical space as maximal-points space: The set [0, 1] equipped with the
Euclidean topology is isomorphic as a topological space to the set of maximal
elements of I in the topology induced by the Scott- or Lawson-topology of I.
(v) Denseness of computable structures: Intervals with rational endpoints
approximate intervals to any degree of precision within I.
(vi) Consistency measure: The map c: I × I → I⊥ given by c([r, s], [r
′, s′]) =
[max(r, r′),min(s, s′)], where [x, y] is understood to be ⊥ if x ≤ y, tells us
whether its inputs are consistent with each other by checking whether its output
is diﬀerent from ⊥.
3.2 The domain model of [15]
Our objectives are to devise a domain model D for modal transition systems and
their reﬁnement with enjoys similar facts for labelled transition systems as elements
of max(D). In particular we wish to secure that reﬁnement is complete and that
there is a meaningful, monotone consistency measure c:D × D → I. The domain
model D [15] is obtained as the initial, ω-algebraic, and biﬁnite solution D of
D =
∏
α∈Act
M[D](6)
where M[D] is the mixed powerdomain of Heckmann & Gunter [12,11]. Elements
of M[D] are all pairs (L,U) where L = ↓L and U = ↑U are Lawson-closed, and
(L,U) satisﬁes the mix condition
L = ↓(L ∩ U) .(7)
The order on M[D] is given by
(L,U) ≤ (L′, U ′) iﬀ (L ⊆ L′ & U ′ ⊆ U)(8)
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and so the L sets grow and the U sets shrink in increasing sequences in M[D].
Example 3.2 [[18]] Here are some elements of D:
• ⊥D = ({},D)α∈Act ∈ D models a “universal stub” that reﬁnes every modal tran-
sition system over Act , and
• ({}, {})α∈Act ∈ max(D) models deadlock as it cannot possibly engage in any
events; this is essentially a labelled transition system.
Condition (7) turns out to be an ordered version of Ra ⊆ Rc since we can make
D into a modal transition system [15]. The idea behind this is that sets L encode
the set of Ra-successors and U the set of Rc-successors, sorted by events as in the
recursion (6). The recursion pattern
d = ((daα, d
c
α))α∈Act(9)
derived from (6) deﬁnes a tuple D = (D;Ra ,Rc) where
R
a = {(d, α, d′) ∈ D× Act × D | d′ ∈ daα}(10)
R
c = {(d, α, d′) ∈ D× Act × D | d′ ∈ dcα}
and so daα (d
c
α) is the set of R
a
α-successors (R
c
α-successors) of d (respectively) for each
α ∈ Act . A minor detail is noteworthy: we have Ra ⊆ Rc and so D is not a modal
transition system. But D is reﬁnement-equivalent to the modal transition system
(D;Ra ∩ Rc ,Rc) by virtue of (7) if we apply the same deﬁnition of reﬁnement as
before to systems that may not satisfy Ra ⊆ Rc [15]. For D we are therefore entitled
to write D whenever we mean the modal transition system (D;Ra ∩ Rc,Rc).
Remark 3.3 We do not know whether systems (Σ;Ra, Rc) that don’t satisfy Ra ⊆
Rc are reﬁnement-equivalent to some modal transition systems whenever (Σ;Ra, Rc)
has some labelled transition system as a reﬁnement. That is to say, we do not
know whether the mix condition (7) is also necessary (not just suﬃcient) for non-
emptiness of implementation classes.
The universality of D [15] states that for any modal transition system M with
initial state i there is 〈|M, i |〉 ∈ D such that (M, i) and (D, 〈|M, i |〉) are reﬁnement-
equivalent, 2 where we write (M, i) for a modal transition system M with initial
state i and where reﬁnement means reﬁnement of initial states by initial states.
This result can be proved as follows, for a full proof please see [15]:
(i) for each n ≥ 0 unwind and truncate (M, i) as a tree of depth ≤ n,
(ii) express truncations as denotations of terms in a 3-valued process algebra with
grammar
p ::= 0 | ⊥ | αtt .p | α⊥.p | p + p (α ∈ Act)(11)
where none of the p in clause p + p are allowed to be ⊥,
(iii) realize (M, i) as a “reﬁnement limit” of truncations,
2 This fact is proved in [15] for image-ﬁnite models, where for all s ∈ Σ, α ∈ Act , and m ∈ {a, c} the set
{s′ ∈ Σ | (s, α, s′) ∈ Rm} is ﬁnite.
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{| 0 |} = (({}, {}))α∈Act
{| ⊥ |} = ⊥D
({| αtt .p |}
a
α, {| αtt .p |}
c
α) = (↓{| p |}, ↑{| p |})
({| α⊥.p |}
a
α, {| α⊥.p |}
c
α) = ({}, ↑{| p |})
({| αv.p |}
a
β, {| αv.p |}
c
β) = ({}, {}), α = β, v ∈ {tt ,⊥}
{| p + q |}mγ = {| p |}
m
γ ∪ {| q |}
m
γ , γ ∈ Act , m ∈ {a, c}
Fig. 4. Denotational semantics of process terms in D. It interprets 0 as deadlock, ⊥ as universal stub, + as
mix union of [12], and preﬁxes as expected (plus saturations with ↓ and ↑).
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orders
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drinks
talks
∀γ ∈ Act
newpint
TomTalks
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Fig. 5. To the left: Truncation of depth one for ‘TomDrinks’ from Figure 2 (to the right). We observe two
kinds of leaves: universal stubs and deadlock.
(iv) embed truncations p into D through the denotational semantics of process
algebra terms in Figure 4, and ﬁnally
(v) use a continuity/compactness argument in D for reﬁnement equivalence.
The denotations of process terms in D are given in Figure 4 for sake of illustra-
tion.
Example 3.4 [[18]] Figure 5 shows an example truncation of depth one for the
state ‘TomDrinks’ from Figure 2. We observe two kinds of leaves: universal stubs,
here for ‘TomDrinks’ and ‘Waits,’ and deadlock, here for ‘TomTalks.’
Next, one can prove full abstraction of D [15] saying that the order on D is the
greatest reﬁnement relation on D, which is the union of all reﬁnement relations: for
all d, e ∈ D, we have d ≤ e iﬀ (D, e) reﬁnes (D, d). To prove this, we
(i) show that the order ≤ on D is a reﬁnement within D, which is hardwired into
the deﬁnitions of D and D, and
(ii) use the logical characterization of reﬁnement to show that d ≤ e implies that
(D, e) does not reﬁne (D, d):
(a) K(D), the set of compact elements of D, order-generates D as the latter is
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algebraic so d ≤ e implies k ≤ d and k ≤ e for some k ∈ K(D)
(b) for each k ∈ K(D) there is a Hennessy-Milner formula φk so that for all
f ∈ D: k ≤ f iﬀ f |=aφk
(c) thus d|=aφk and e |=
aφk imply that e does not reﬁne d in D by item (ii) on
page 7.
Again, we refer for further details of this proof to [15].
4 Compactness theorem for reﬁnement
4.1 Topological space of maximal points
In this section we deﬁne the terms Scott-topology, Lawson-topology, and Stone
space, deﬁne the induced topology τX on X = max(D), and outline a proof of the
fact that (X, τX) is a Stone space and the quotient space of labelled transition
systems modulo bisimulation. The latter then gives us a compactness theorem for
implementation classes. We write
X = max(D) = {d ∈ D | ∀e ∈ D: d ≤ e⇒ d = e}(12)
for the set of maximal elements of D and require three topologies here.
(i) The Scott-topology of D is
σD = {↑k | k ∈ K(D)}(13)
and is T0 such that K(D) is the set of embeddings of all truncated, image-ﬁnite
trees [15] (or, equivalently, the set of meanings {| p |} for all process terms p
of (11)).
(ii) The Lawson-topology is
λD = {↑k \ ↑l | k, l ∈ K(D)}(14)
and is compact Hausdorﬀ [2].
(iii) Finally the Lawson-condition, a consistency condition between the Scott- and
Lawson-topology on max(D), is crucial: the topology
τX = {U ∩max(D) | U ∈ σD}(15)
on X equals {V ∩max(D) | V ∈ λD} on X as D is biﬁnite [24].
Let us recall that (X, τX) is a Stone space [20] iﬀ τX is compact, Hausdorﬀ, and
zerodimensional where
• compact means: for all U ⊆ τX with X ⊆
⋃
U there is a ﬁnite F ⊆ U with
X ⊆
⋃
F
• Hausdorﬀ means: for all x = x′ in X there are O,O′ ∈ τX with x ∈ O, x
′ ∈ O′,
and O ∩O′ = {}, and
• zero-dimensional means: every U ∈ τX is the union of sets that are τX-open (i.e.
elements of τX) and τX-closed (i.e. elements of the complement of τX).
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4.2 Compactness of maximal-points space
Applying the Lawson condition one can see that ↑k∩max(D) = {m ∈ max(D) | k ≤
m} is τX-open and τX-closed for each k ∈ K(D). Using this, it is easily proved that
τX is zero-dimensional and Hausdorﬀ. As λD is compact, it suﬃces to show that
max(D) is λD-closed (and therefore τX-compact). This is were we make use of a
complete set of tests for maximality. We write Act∗ for the set of ﬁnite words over
the ﬁnite set of events Act .
• For Δ = δ1δ2 . . . δn ∈ Act
∗, α ∈ Act , and k ∈ K(D) we deﬁne the test formula
ψ
Δ, α
k = [δ1][δ2] . . . [δn](〈α〉φk ∨ ¬〈α〉φk) of Hennessy-Milner logic where
for all d ∈ D we have (D, d)|=aφk iﬀ k ≤ d(16)
as stated earlier.
• For m ∈ {a, c} and φ a formula of Hennessy-Milner logic, we write
[| φ |]m = {d ∈ D | (D, d)|=mφ} .(17)
• We form the set of points that pass all tests in the |=a semantics:
C =
⋂
{[| ψΔ, αk |]
a | Δ ∈ Act∗, α ∈ Act , k ∈ K(D)} .(18)
Our plan is then to show that
(i) for each formula φ of Hennessy-Milner logic, [| φ |]a is λD-closed, and
(ii) C = max(D).
If this plan succeeds, max(D) is λD-closed as the intersection of λD-closed sets. For
a full proof of both items above we refer to [18] and only sketch the structure of the
arguments: we show that
(i) [| φ |]a is λD-closed for all formulas φ of Hennessy-Milner logic by mutual struc-
tural induction on φ in the stronger induction hypothesis
“[| φ |]c and [| φ |]a are λD-closed and λD-open,”(19)
(ii) max(D) ⊆ C; as C is λD-closed, it suﬃces to show that the set of embeddings
of labelled transition systems are in C and dense in max(D), and
(iii) C ⊆ max(D), by exploiting the ﬁne structure of (D,≤) and that d ∈ C passes
all tests d|=aψΔ, αk .
In conclusion, (X, τX) is a Stone space. We can furthermore demonstrate that this
Stone space is the quotient space of labelled transition systems modulo bisimulation
[18]:
(i) the embedding (M, i) → 〈|M, i |〉 maps labelled transition systems with desig-
nated initial state into max(D),
(ii) any (D, d) with d ∈ max(D) is reﬁnement-equivalent to a labelled transition
system as then eaα∩ e
c
α = e
c
α ⊆ max(D) for all α ∈ Act and e that are reachable
from d via Rc, and
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(iii) we have a bijection of sets
X =
∏
α∈Act
C[X, τX](20)
where C[X, τX] denotes the set of τX-compact subsets of X, so xα is the τX-
compact set of α-successors for x = (xα)α∈Act ∈ X.
Therefore our domain equation for modal transition systems renders a Stone
space equation on the maximal-points space for D.
4.3 A compactness theorem for temporal logic and reﬁnement
We can now state a ﬁrst consequence of these results, a compactness theorem for
reﬁnement.
Theorem 4.1 ([18]) Let (Mk, ik) be ﬁnitely many modal transition systems with
respective initial states ik and Γ a set of formulas of Hennessy-Milner logic such that
for all ﬁnite subsets Π of Γ, the Hennessy-Milner logic formula
∧
Π is satisﬁable
over labelled transition systems that reﬁne all ik. Then there is an image-ﬁnite
labelled transition system (L, l) such that l reﬁnes all ik and l satisﬁes all formulas
of Γ.
The proof of this theorem, which was formulated for a single model in [18] only,
depends on the compactness of τX and on the fact that each ↑〈|Mk, ik |〉 ∩max(D) is
λD-closed and so τX-closed.
Example 4.2 [[18]] If we have only one modal transition system (M1, i1) with
i1 = ⊥D, then the theorem above is the familiar compactness theorem for Hennessy-
Milner logic and labelled transition systems as all labelled transition systems reﬁne
⊥D.
5 Consistency measure for reﬁnement
5.1 Two consistency measures
In this section we present metrics for modal and labelled transition systems, deﬁne
two consistency measures for modal transition systems, and show that one of these
is a robust optimistic measure of consistency. The two metrics are familiar from the
literature. For any enumeration k0, k1, . . . of K(D) deﬁne
dD(d, e) = inf {2
−n | ∀i ≤ n: ki ≤ d iﬀ ki ≤ e}(21)
dX(x, y) = inf {2
−n | ∀i ≤ n: ki ≤ x iﬀ ki ≤ y} .
Noteworthy points about these metrics are that practical needs require an enumera-
tion in increasing modal depth of φkn for n ≥ 0 so that in both metrics closer models
require more eﬀort (i.e. modal depth) for distinguishing them by tests. From stan-
dard domain and metric theory we learn that dD induces λD, and that dX induces
τX.
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c1(d, e) = 0 as
⊥D
e
y is common reﬁnement
d
yx
implementations of d
z
c2(d, e) = dX(x, z)
Fig. 6. Two modal transition systems d and e that have a common reﬁnement.
Let us say that, in a modal transition system, states
s and t are consistent iﬀ s and t have a common reﬁnement.(22)
Two consistency measures can now be deﬁned [18]:
c1(d, e) = inf {dX(x, y) | x ∈ ↑d ∩max(D), y ∈ ↑e ∩max(D)}(23)
c2(d, e) = sup {dX(x, y) | x ∈ ↑d ∩max(D), y ∈ ↑e ∩max(D)} .
The intuition behind the measure c1 is that we try to choose implementations of
d and e, respectively, so as to minimize the distance between these implementations.
Dually, in c2 we seek to maximize that distance. The interval [c1(d, e), c2(d, e)] is
therefore an abstraction of the distance between d and e and the map
(d, e) → [c1(d, e), c2(d, e)]:D ×D → I(24)
is monotone. The degree of inconsistency between d and e can’t be bigger than
c2(d, e) nor smaller than c1(d, e).
5.2 Criteria for common reﬁnements
¿From the compactness of τX we infer that the measure c1 is robust. Namely, we
can show that
c1(d, e) = 0 iﬀ d and e have a common reﬁnement.(25)
The latter is a decision problem in PTIME [13] but it may be harder to prove
non-zero lower bounds for c1. This is related to the fact that deciding bisimulation
∼ is in PTIME whereas Kanellakis & Smolka have shown that deciding bounded
bisimulation ∼n is PSPACE-complete [22].
Example 5.1 Figure 6 schematically depicts the meaning of c1 and c2. Compact-
ness ensures that if d and e have sequences of implementations (xi)i≥0 and (yi)i≥0,
respectively, such that the limit of the sequence (dX(xi, yi))i≥0 is 0, then d and e
have a common reﬁnement.
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⊥D
〈|M, s |〉
〈|N, t |〉
{〈|L, l |〉 | (L, l) ∈ I[M, s]}
soundness:
(N, t) reﬁnes
I[N, t] ⊆ I[M, s]
〈|N, t |〉 〈|M, s |〉
{〈|L, l |〉 | (L, l) ∈ I[N, t]}
putative incompleteness:
(N, t) doesn’t reﬁne (M, s)
but I[N, t] ⊆ I[M, s]
⊥D
(M, s) and so
Fig. 7. To the left: an illustration of the soundness of reﬁnement. To the right: an illustration of the
putative incompleteness of reﬁnement.
6 Reﬁnement is complete for implementations
6.1 Problem deﬁnition
In this section we prove soundness of reﬁnement for implementations, sketch a
proof for completeness of reﬁnement for implementations, derive a new logical char-
acterization for reﬁnement, and discuss the connection between the completeness
of reﬁnement and the loss of precision for tests. For a detailed account of these
insights and their full proofs we refer to [19].
The class of implementations
I[M,s] = {(L, l) labelled transition system | (L, l) reﬁnes (M,s)}(26)
of (M,s) is the class of all labelled transition systems (L, l) that reﬁne (M,s). Since
reﬁnement is transitive we have I[N, t] ⊆ I[M,s] whenever (N, t) reﬁnes (M,s).
This implication captures soundness since it stipulates that step-wise reﬁnement
cannot introduce new implementations. The reverse implication ought to be true
as well: reverse containment of implementations ought to be a reﬁnement:
Does I[N, t] ⊆ I[M,s] imply that (N, t) reﬁnes (M,s)?(27)
Example 6.1 Figure 7 illustrates the soundness and the putative incompleteness
of reﬁnement.
6.2 Proof sketch
One can prove the statement “for all modal transition systems (M,s) and (N, t),
the inclusion I[N, t] ⊆ I[M,s] implies that (N, t) reﬁnes (M,s)” by
(i) proving this for the case when s and t are denotations of process algebra terms
generated by (11). This argument uses I[N, t] ⊆ I[M,s] to dynamically synthe-
size winning strategies in reﬁnement games for s and t, adapted from Stirling’s
work [29] for bisimulation and labelled transition systems, and induction on
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the number of preﬁxed γ⊥ with γ ∈ Act ;
(ii) showing that “↑〈|N, t |〉∩max(D) ⊆ ↑〈|M,s |〉∩max(D) implies I[N, t] ⊆ I[M,s]”
for all (M,s) and (N, t); and
(iii) showing that “↑e ∩max(D) ⊆ ↑d ∩max(D) implies d ≤ e” for all d, e ∈ D. This
uses item (i), a compactness argument, and the fact that {d ∈ D | ↑d∩max(D) ⊆
↑k} ∈ σD for k ∈ K(D) by the Hofman-Mislove Theorem [16].
6.3 Consequences of this proof
One consequence of this completeness is that reﬁnement is also logically charac-
terized by Hennessy-Milner logic for a semantics based on satisﬁability or validity
checks. From the soundness of |=a for reﬁnement and of |=c for abstraction we get
the implications
s|=aφ ⇒ V(s, φ)(28)
s|=cφ ⇐ S(s, φ)
for all states s of all modal transition systems and all formulas of Hennessy-Milner
logic. But the converses of these implications are false in general. For example,
all ψΔ, αk are tautologies over labelled transition systems and we saw that modal
transition systems satisfy all such formulas with respect to |=a iﬀ these systems are
essentially labelled transition systems. We can now prove a novel logical character-
ization.
Theorem 6.2 ([19]) Let t and s be states of modal transition systems. Then the
following are all equivalent:
(i) t reﬁnes s
(ii) for all φ of Hennessy-Milner logic, the judgment V(s, φ) implies the judgment
V(t, φ)
(iii) for all φ of Hennessy-Milner logic, the judgment S(t, φ) implies the judgment
S(s, φ).
Items (ii) and (iii) are equivalent by duality. That (i) implies (ii) follows from (28)
and item (ii) on page 7. To show that (ii) implies (i) we use the completeness of
reﬁnement and (28) again.
Example 6.3 Figure 8 shows a potential loss of precision of the judgment t|=aφ
over the validity judgment V(t, φ). This loss of precision is captured in the domain
D by the set Vφ \ [| φ |]
a .
The completeness of reﬁnement has a clear logical meaning, for we can show it to
be equivalent to the fact that for all k ∈ K(D) no loss of precision occurs for φk:
[| φk |]
a = Vφk .
Theorem 6.4 [[19]] Reﬁnement of modal transition systems is complete for imple-
mentations iﬀ for all k ∈ K(D) we have that the judgments V(s, φk) and s |=
a φk
are the same for all states s of all modal transition systems.
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same set of maximal elements
Vφ ∈ σD by Hofman-Mislove Theorem
⊥D
[| φ |]a = {d ∈ D | d|=aφ}
contained in Vφ
Vφ = {d ∈ D | V(d, φ)}
Fig. 8. Schematic of the potential loss of precision of the semantics based on s|=aφ over the one based on
validity judgments V(s, φ).
6.4 Some research questions
Since the sets [| φ |]a are λD-clopen for all φ of Hennessy-Miler logic, we can infer
that [| φ |]a is the ﬁnite union of sets [| φk |]
a and so, with respect to |=a, each φ is
the ﬁnite disjunction of Hennessy-Milner logic formulas for which validity checking
on implementation classes is model checking by Theorem 6.4. This triggers several
questions:
• For which additional φ of Hennessy-Milner logic is Vφ = [| φ |]
a? For these φ,
validity checking is reducible to model checking in constant time and space.
• For which φ of Hennessy-Milner logic is Vφ λD-closed and therefore of the form
[| ψ |]a for some ψ of Hennessy-Milner logic? For these φ, validity checking is re-
ducible to model checking but such reductions may have non-trivial complexities.
• What can we say about the topological complexities of the sets [| φ |]a and Vφ if
φ ranges over formulas of the modal mu-calculus [21]?
• Finally, can one use Wadge reducibility [30] and the theory of (reﬂective) ϕ-spaces
[28] to develop a descriptive set theory for sets of the previous item, and would
such a description be related to expressiveness results of the modal mu-calculus
hierarchy?
7 Conclusions
In this paper we presented a domain model D that forms the state space of a modal
transition system D such that the latter is universal for all modal transition sys-
tems and the former is fully abstract, the domain order is the greatest reﬁnement
relation on D. This was joint work with Radha Jagadeesan and David Schmidt and
has been reported in [15] already. Then we showed that the maximal points-space
of D is a Stone space and indeed the quotient space of labelled transition systems
modulo bisimulation, leading to robust consistency measures between modal transi-
tion systems and a compactness theorem for implementation classes of such systems
over Hennessy-Milner logic. This work has also been reported elsewhere in some
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detail [18]. Finally we sketched the work in [19], that the greatest binary reﬁnement
relation (a co-inductive notion) is exactly reverse containment of classes of imple-
mentations, as one would hope for and expect intuitively. We pointed out that this
completeness of reﬁnement has an interesting characterization in terms of reducing
validity or satisﬁability checks to model checks [19] and leads to open problems in
such reducibility questions for temporal logics in general. We refer to the papers
[14,15,18,19,13] for a more complete account of related work and the results and
proof outlines discussed or mentioned in this paper.
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A Basic terminology and notation from domain theory
(We recommend [2] for a thorough reference on these issues.) A partial order (D,≤)
is a set D with a binary relation ≤ on D that is reﬂexive, transitive, and antisym-
metric. An upper bound for a subset A of a partial order D is an element u ∈ D
such that a ≤ u for all a ∈ A; we write ub(A) for the set of upper bounds of A.
The set mub(A) = {u ∈ ub(A) | ∀d ∈ D: d ≤ u & d ∈ ub(A) ⇒ d = a} consists of
all minimal upper bounds of A in D.
A subset A of D is directed iﬀ all ﬁnite subsets of A have an upper bound
in A. Given X ⊆ D we write ↓DX for {d ∈ D | ∃x ∈ X: d ≤ x}, ↑DX for
{d ∈ D | ∃x ∈ X:x ≤ d}, and elide the subscript D if it is determined by context.
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We use ↓x and ↑x if X = {x}. Subsets U of D with U = ↑U are upper sets, and
subsets L of D with L = ↓L are lower sets.
A partial order (D,≤) is a dcpo iﬀ all its directed subsets have a least upper
bound
∨
A, i.e. iﬀ there is some
∨
A ∈ D with ub(A) = ↑
∨
A. We write ⊥D for
the unique element of D satisfying ⊥D ≤ d for all d ∈ D, provided such an element
exists. An element k ∈ D is compact in a dcpo D iﬀ for all directed sets A of D
with k ≤
∨
A there is some a ∈ A with k ≤ a; we write K(D) for the set of compact
elements. A dcpo D is algebraic iﬀ for all d ∈ D the set {k ∈ K(D) | k ≤ d}
is directed with least upper bound d; if in addition K(D) is countable, then D is
ω-algebraic. For a ﬁnite subset F of D deﬁne mub1(F ) = mub(F ), mubn+1(F ) =
mub(mubn(F )) for all n ≥ 1, and mub∞(F ) =
⋃
n≥1 mub
n(F ). A biﬁnite domain is
an algebraic dcpo D such that for every ﬁnite subset F ⊆ K(D) the set mub∞(F )
is ﬁnite and contained in K(D) with ub(F ) = ↑mub(F ). The class of ω-algebraic
biﬁnite domains is closed under ﬁnite products
∏n
i=1 Di in their point-wise order
and K(
∏n
i=1 Di) =
∏n
i=1 K(Di).
A topological space (X, τ) consists of a set X and a family τ of subsets of X
such that {} and X are in τ , and τ is closed under ﬁnite intersections and arbitrary
unions. Elements O ∈ τ are τ -open, complements X \ O with O ∈ τ are τ -closed,
and sets that are τ -open and τ -closed are τ -clopen. A topological space (X, τ) is
τ -compact iﬀ for all U ⊆ τ with X ⊆
⋃
U there is a ﬁnite subset F ⊆ U with
X ⊆
⋃
F . A topological space (X, τ) is T0 iﬀ for all x = y in X there is some O ∈ τ
that contains exactly one of x and y. A subset A of X is dense in (X, τ) iﬀ A ∩O
is non-empty for all non-empty O ∈ τ .
Given a topological space (X, τ) and a subset Y ⊆ X, the subspace topology
on Y consists of the set {O ∩ Y | O ∈ τ}. A subset Y of X is τ -compact iﬀ Y
is compact in its subspace topology. A subset Y is τ -saturated in X iﬀ Y is the
intersection of τ -open sets. A metric on X is a function d:X ×X → [0, 1] such that
for all x, y, z ∈ X we have
(i) d(x, y) = 0 iﬀ x = y
(ii) d(x, y) = d(y, x) and
(iii) d(x, z) ≤ d(x, y) + d(y, z).
A metric d:X ×X → [0, 1] incudes a topology τd on X whose elements are all
those O ⊆ X that are unions of sets of the form Bη(x) = {y ∈ X | d(x, y) < η} for
x ∈ X and rational η > 0. A topological space (X, τ) is metrizable iﬀ there is a
metric d:X ×X → [0, 1] such that τ = τd.
The deﬁnitions and characterizations below assume that D is a biﬁnite domain.
The Scott-topology on D consists of all subsets U of D satisfying U = ↑(U ∩K(D));
such elements are Scott-open. The Lawson-topology on D consists of all subsets V
of D such that x ∈ V implies the existence of some k, l ∈ K(D) with x ∈ ↑k \ ↑l ⊆
V . Note that every Scott-open is Lawson-open and every Scott-closed is therefore
Lawson-closed. For all d ∈ D, the set ↑d is Lawson-closed upper. A subset C of
D is Scott-compact (Scott-)saturated in D iﬀ C is Lawson-closed upper in D. A
subset U of D is Scott-open and Scott-compact iﬀ U is of the form ↑F for a ﬁnite
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set F ⊆K(D).
A collection (Fi)i∈I of subsets of D, indexed by a directed set (I,≤), is ﬁltered iﬀ
(for all i, j ∈ I there is some k ∈ I with k ∈ ub({i, j}) such that Fk ⊆ Fi ∩Fj). The
Hofmann-Mislove Theorem [16] states that if the intersection
⋂
i∈I Ci of a ﬁltered
collection of Scott-compact saturated sets (Ci)i∈I in D is contained in a Scott-open
set U ⊆ D, then there is some i0 ∈ I with Ci0 ⊆ U already.
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