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1. Introduction. The so-called Rényi's Condition occurred explicitly for the first time in [Re57] (called there "Condition C"). Rényi deduced from it existence and ergodicity of invariant measures for a broad class of piecewise monotonic transformations of the unit interval [0, 1] into itself.
Somewhat later Rokhlin proved under that condition that some of the number-theoretic transformations studied by Rényi have a much stronger property than ergodicity, namely, they are exact endomorphisms, (a concept introduced by himself) [Ro61] . Since then the condition has rapidly become to play a very useful role in ergodic theory of point transformations [Sch89] .
On the other hand, an important role in the study of ergodic properties of point transformations is played by the so-called Frobenius-Perron operator (known also as the transfer operator, or Kuzmin operator) [R56, Sch89, U60] . This is due to the fact that there are close connections between several 126 P. Bugiel ergodic properties of transformations and the associated Frobenius-Perron operator.
For example, a point transformation ϕ and the corresponding FrobeniusPerron operator P ϕ satisfy the following relation: there exists a unique g 0 ∈ G = {f ∈ L 1 : f ≥ 0 and f = 1} such that P ϕ g 0 = g 0 and g 0 = lim j→∞ P j ϕ g in L 1 for all g ∈ G ⇔ ϕ is an exact endomorphism over (I, Σ, µ 0 ), where dµ 0 = g 0 dm [Li71] .
It turns out that one can also formulate a property of the FrobeniusPerron operator that is connected with Rényi's Condition. Namely, in Section 3 we introduce condition (3.H1) which is an operator-theoretic analogue of Rényi's Condition, and under this condition we study the convergence, on G, of the following two sequences: (a) {P , where ϕ is a Markov map defined on a σ-finite measure space (I, Σ, m) (see Definitions 2.1 and 2.2).
Notice that if the convergence holds on G in either case (a) or (b), then ϕ necessarily has an absolutely continuous invariant measure. Unfortunately, Rényi's Condition does not generally ensure the existence of such a measure [Bu85, Bu87] . It must be completed to ensure the recurrence property of the Markov maps considered. Accordingly, our operator-theoretic analogue of Rényi's Condition must also be completed.
We give two such complementary conditions: (3.H2) and (3.H3) in Theorems 3.1 and 3.2, respectively. The first condition controls possible tendencies of the mass to escape to a fixed point or to infinity (in the case m(I) = ∞) under the action of P j ϕ , j = 1, 2, . . . , and the second ensures weak compactness of the sequence of the iterates of P ϕ . As a result, (3.H1) together with (3.H2) implies the convergence of {P (see Theorems 3.1 and 3.2, respectively). Both conditions (3.H2) and (3.H3) are optimally adjusted to (3.H1) in the sense explained in Section 3. Moreover, (3.H2) completes Rényi's Condition and its operator-theoretic analogue in a very effective way (see Examples 4.3.1, 4.3.2, and Remark 4.3.1).
To illustrate the generality and usefulness of the result of Section 3, Theorems 3.1 and 3.2 are applied in Section 4 to some smooth Markov maps in R d . The proofs of the theorems of Section 4 reveal that several combinations of already known conditions imply (3.H1). This makes it possible to derive, in a uniform way, many separate results from two general ones: Theorems 3.1 and 3.2, and thereby to unify them. Assuming smoothness of the transformations considered, one additionally gets smoothness of their invariant densities.
In Section 5 we prove the Bernoulli property for some class of C
1+α
Markov maps satisfying Rényi's Condition (Theorem 5.1 and Corollary 5.1).
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This extends the result of [Bu93] . In Section 6 we discuss some recently published special cases connected with the theorems of Section 4.
2. Basic definitions and notations. Let (I, Σ, m) be a σ-finite atomless (nonnegative) measure space. Quite often the notions or relations occurring in this paper (in particular, the transformations considered) are defined or hold only up to sets of m-measure zero. Henceforth we do not mention this explicitly.
The restriction of a mapping τ : X → Y to a subset A ⊆ X is denoted by τ |A and the indicator function of a set A by 1 A .
Let τ : I → I be a measurable transformation, i.e.
Definition 2.1. A nonsingular transformation ϕ from I into itself is said to be piecewise invertible iff (2.M1) one can find a finite or countable partition π = {I k : k ∈ K} of I into measurable subsets such that m(I k ) > 0 for each k ∈ K, and sup{m (I k 
k is measurable. Several important classes of piecewise invertible transformations, e.g. Anosov diffeomorphisms [Ma87] , some expanding mappings [Sz84] , or unimodal mappings [MS93] admit partitions with the so-called Markov property. In this paper we restrict ourselves to the study of such piecewise invertible transformations: Definition 2.2. A piecewise invertible transformation ϕ is said to be a Markov map iff the corresponding partition π satisfies the following two conditions:
ϕ is indecomposable (irreducible) with respect to π, i.e. for each
In what follows we denote by · the norm in L 1 = L 1 (I, Σ, m) and by G = G(m) the set of all (probability) densities, i.e.
G := {g ∈ L 1 : g ≥ 0 and g = 1}.
Let τ : I → I be a nonsingular transformation. Then the formula (2.1)
where dm f = f dm, and d/dm denotes the Radon-Nikodym derivative, defines a linear operator from L 1 into itself. It is called the Frobenius-Perron operator (F-P operator, for short) associated with τ [R56, U60].
The operator P τ is a contraction, i.e. P τ ≤ 1; moreover, P τ G ⊆ G, and P τ g = g (for some g ∈ G) if and only if the measure dµ = g dm is τ -invariant, i.e. µ • τ −1 = µ; also, (2.2) P j τ = P j , where P j is the F-P operator associated with τ j .
A measure-preserving transformation τ : I → I (i.e., there exists a τ -invariant measure µ) is called an exact endomorphism iff
The exactness of an endomorphism τ is equivalent to the following property of its F-P operator P τ [Li71] : there exists a density g ∈ G such that
The following criterion of exactness of τ is used in the proof of Theorem 3.1 (see [LY82, Th. 2, and Rem. 1]):
For r ≥ 1, let ϕ r be the rth iterate of a Markov map ϕ. Then ϕ r is a Markov map with Markov partition
, where
Clearly, ϕ k(r) is one-to-one from
It is nonsingular, and ϕ −1 k(r) is also measurable. It follows that the formula
k(r) (A)) for A ∈ Σ defines an absolutely continuous measure which is concentrated on J k(r) (i.e., m k(r) (A) = m k(r) (A ∩ J k(r) )), and whose Radon-Nikodym derivative satisfies dm k(r) /dm > 0 a.e. on J k (r) .
To see the latter property, note first that if
Therefore, A = ∅ a.e. We put (for r = 1, 2, . . .)
Then the rth iterate P r ϕ of the F-P operator P ϕ (we often write P instead of P ϕ ) can be written in the form (2.8)
Indeed, from (2.1), (2.2), Definition 2.2 and (2.5) it follows that for any f ∈ L 1 , f ≥ 0 the following equalities hold:
where
3. Convergence theorems. It is well known that the Uniformly Expanding Condition and the Second Derivative Condition ((4.2.H8) and (4.3.H9) in this paper) imply that a Markov map ϕ satisfies Rényi's Condition [Re57] , i.e. its iterates ϕ r (r = 1, 2, . . .) satisfy the so-called distortion inequality. It turns out that under the two above mentioned conditions also the iterates P r ϕ (r = 1, 2, . . .) of the Frobenius-Perron operator P ϕ satisfy some kind of distortion inequality on some dense subsets of G. This fact was exploited by the author in his studies of ergodic properties of Markov maps (see, e.g., [Bu82a] or [Bu91a, Prop. 2.1]). In this paper we take this property of the Frobenius-Perron operator as the starting point of our considerations. In the next section we show that several combinations of already known conditions imply this property of P ϕ . This makes it possible to derive many previously known separate theorems from two general ones: Theorems 3.1 and 3.2.
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Let ϕ be a Markov map with Markov partition π = {I k : k ∈ K} and let P ϕ be its F-P operator. We put
Then for every constant C * > 0, we put
where Σ r = σ(π r ) is the smallest σ-algebra generated by the Markov partition π r given by (2.3). The following fact follows from the definition of G * :
There are two problems connected with G * . The first one is its size. Let
it is not enough to assume merely that G * = ∅. Here, one has to assume that G * is dense in G. The motivation is as follows: for the former sequence, if G * = ∅, then inequality (3.8) below holds for all g ∈ G * (without any additional assumptions). It implies the decisive (for the L 1 -convergence) relation (3.9) provided that G * is dense. For the latter sequence the denseness of G * (C * ) is needed to get the convergence on the whole L 1 by using the Yosida-Kakutani Ergodic Theorem. The assumption that G * is dense therefore plays a central role in what follows: (3.H1) (Distortion Inequality for P ϕ ) There exists a constant C * > 0 such that the set G * (C * ) contains a subset dense in G.
The second problem is that even when G * is dense, this does not ensure the convergence of the two sequences (see Remark 3.2).
We introduce two additional conditions: (3.H2) and (3.H3), and prove that (3.H1) in conjunction with the first or second condition implies the
, respectively, to a unique P ϕ -invariant density g 0 , independent of g.
The first condition is much less restrictive than the second (see Examples 4.3.1, 4.3.2, and Remark 4.3.1), but the latter is readily verifiable in practice (especially in the case m(I) < ∞, see Fact 4.1.1). Moreover, from (3.6), (3.8), (3.10) and (3.11) it follows that each of these two conditions completes (3.H1) in an optimal way.
We define
, and I k(r) and σ k(r) are defined by (2.4) and (2.6), respectively. Now, let {V n } ∞ n=1 be a sequence of subsets of I such that each V n is the union of a finite number of
We now prove the basic results of this paper. there exists r ≥ 1 such that u r > 0.
Then:
(a) There exists exactly one P ϕ -invariant density g 0 such that lim j→∞ P j ϕ g = g 0 for all g ∈ G; in consequence, the semi-dynamical system (I, Σ, dµ 0 , ϕ), where dµ 0 = g 0 dm, is exact (ϕ is an exact endomorphism).
(b) There exists a density of the form
with r as in (3.H2), such that for any (fixed) C * > C * ,
(b 1 ) Additionally, the unique ϕ-invariant density g 0 is estimated as follows: 
Then for any g ∈ G * there exists j 1 = j 1 (g) such that for any j ≥ j 1 and all I k ∈ π one has (3.5) 1
This gives the following basic double inequality (see [Bu91a, (3. 4)]):
for g ∈ G * , r ≥ 1, and j ≥ j 1 (g), where F r is defined by
Indeed, from (3.5) we obtain
, and j ≥ j 1 (g), where
Integrating the above inequalities with respect to x on J k(r) and multiplying by σ k(r) (y), then summing the resulting inequalities with respect to all k(r) and finally using the equality P ϕ r g = P r ϕ g, one gets (3.6). Iterating the first inequality of (3.6), using the equality
and the definition (3.1), one gets for every r ≥ 1, and all j ≥ j 1 (g),
We now show that (3.8) together with (3.H2) implies the existence of a nontrivial lower function for P , i.e. a function h ≥ 0 with h > 0 such that
Note first that each u r given by (3.1) is a lower function for P . Indeed, since G * is dense in G and P is a contraction, (3.8) implies that, for each r ≥ 1,
Unfortunately, it may happen that u r = 0 for each r ≥ 1 (see [Bu85, Bu87] , and also Counterexample 6.1 below). Now (3.H2) guarantees that u r is a nontrivial lower function. Finally, the proof of assertion (a) is completed by an appeal to Theorem 2.1.
(b) The double inequality follows from (3.6) and (a). Hence for each A ∈ Σ, µ 0 (A) = 0 ⇔ µ 0 (A) = 0 where
and σ k( r) > 0 on J k( r) for each J k ( r) . Now the equalities spt(g 0 ) = spt( g 0 ) and ϕ(spt(g 0 )) = spt(g 0 ) and the indecomposability condition (2.M4) show that spt( g 0 ) = I.
(b 1 ) The estimates follow from (3.6), (3.7) and (a).
Theorem 3.2 (Second Convergence Theorem). Let a Markov map ϕ satisfy (3.H1) and the following condition:
Then:
(a) Let V n be the union of a finite number of I k 's. Then from the right inequality of (3.5) one gets (3.10)
Next, from the right inequality of (3.6) and the definition (3.4) it follows that (3.11) sup Remark 3.1. The set G * of (3.H1) may contain several different dense subsets of G. This is the case, for instance, under the assumptions of Theorem 4.3.7 below. Indeed, there exists a dense subset G c = ∅ of G because (4.2.H8) and (4.3.H9) imply (4.1.H5), which in turn implies (4.1). This last inclusion together with Fact 4.3 show that G c = ∅ is dense for c = 1 because
On the other hand, the class G(1) given by Definition 4.3.4 is different from G c and dense in G, too. Remark 3.2. We have already mentioned that (3.H1) alone does not ensure in general the L 1 -convergence of {P j ϕ g} and {S j g} to a unique P ϕ -invariant density. It may happen that under this condition neither (3.H2) nor (3.H3) holds. Examples of Markov maps that satisfy (3.H1) (actually, (4.2.H8) and (4.3.H9), which, as remarked at the beginning of this section, imply (3.H1)) and that have no absolutely continuous invariant measure are given in [Bu85, Bu87] (see also Counterexample 6.1). Note that the second iterate ϕ 2 of these Markov maps already satisfies ϕ 2 (I k ) = I for each I k . Therefore (6.M 2 4) holds for the smallest possible j = 2 (for j = 1 we get (3.M 1 4) below).
Remark 3.3. Conditions (3.H2), (3.H3) and (4.1.H6) (which is, by Fact 4.1.1, equivalent to (3.H3)) occurred in [Bu82a] . Condition (3.H2) was already announced in [Bu82, (4.8)], while (3.H3) was used there in the case I = R 1 (see (3.1) there). All these conditions ensure the recurrence property of the Markov maps ϕ whose Markov partitions π are neither finite nor satisfy the following very special case of (2.M4):
However, Examples 4.3.1 and 4.3.2 in the next section show that (3.H2) is the most effective.
Some applications to smooth Markov maps in
In what follows the following notation will be used:
A smooth Markov map ϕ (i.e., either C 1+α , 0 < α ≤ 1, or C 2 ) is a Markov map in the sense of Definition 2.2 such that the partition π of ϕ consists of domains, and the restriction ϕ k of ϕ to any
To illustrate the generality and usefulness of Theorems 3.1 and 3.2 we show how they yield some ergodic properties of smooth Markov maps.
C
1+α Markov maps: general case. In ergodic theory of C 1+α Markov maps the following condition plays a crucial role (see e.g. [Ma87] ):
There exists a constant C 10 > 0 such that for r = 1, 2, . . . , k(r) ∈ K r and all
where σ k(r) and J k(r) are defined by (2.6) and (2.4), respectively.
For m(I) < ∞, its global version is
There exists a constant C 10 > 0 such that for r = 1, 2, . . . and
Note that the above two conditions imply, respectively, local and global versions of the so-called Reńyi's Condition ( [Re57] or [Ro61] ).
The local Reńyi's Condition reads as follows:
(4.1.H5) (Local case) There exists a constant C * * > 0 such that for all k(r) ∈ K r , r = 1, 2, . . . , and for each
Its global counterpart can be written as follows:
(4.1. H5) (Global case, m(I) < ∞) There exists a constant C * * > 0 such that We recall that π being a generator for ϕ means the following (σ(A) denotes the smallest σ-algebra generated by the family A):
(4.1.H7) (Generating condition on π) σ(π r : r ≥ 1) = Σ, where π r is defined by (2.3).
Below we show that (4.1.H4) together with (4.1.H7) implies (3.H1). Then under (3.H2) one gets the assertion of Theorem 3.1.
However, (4.1.H4) makes it possible to prove the convergence of {P j g} and {S j g} not only in L 1 but also in the topology of uniform convergence (on every I k ∈ π), and the smoothness (C 0+α ) of the unique P ϕ -invariant limit density.
The latter fact is proved for the following subset of densities:
Definition 4.1.3. We denote by G α , 0 < α ≤ 1, the class of all densities g ∈ G satisfying the following three conditions:
where C(g) is a constant depending on g.
The following theorem is a C 1+α counterpart of Theorem 3.1:
Theorem 4.1.1. Let a Markov map ϕ satisfy:
(A) Conditions (3.H2), (4.1.H4), and (4.1.H7) hold.
First we note that by (4.1.H5) (which follows from (4.1.H4)),
where G * is the family of densities defined by (3.0) and C * = C * * c.
where W r is the class of all densities of the form (D 2 ) Let g ∈ G α . Then for any I k and j = 1, 2, . . . ,
where C α (g) = 1 + C(g) C α 0 and C 10,α = 1 + C 10 C α 0 . The above two inequalities imply that for each I k , the family {P j g} j≥1 , restricted to I k , is bounded and equicontinuous in the space C(I k ) of all bounded and continuous real functions with the supremum norm.
Thus Then:
Similarly to the proof of (D 1 ) of Theorem 4.1.1, the proof is based on the inclusion (4.1).
(C)⇒(D 1 ). By Fact 4.1.1 and the previous case. The two remaining implications are proved analogously.
Remark 4.1.0. In fact, condition (4.1.H7) is redundant. Namely, it can be derived from (4.1.H5) and the convergence of {S j g} for g ∈ G (see Proposition 6.1 and Lemma 6.1).
We conclude this subsection with the problem of convergence of {P j g} under (3.H1) and (3.H3). Note that both Theorems 3.2 and 4.1.2 establish in this case only the Cesàro mean convergence.
By Theorems 3.2 and 4.1.2 there exists a unique ϕ-invariant measure dµ 0 = g 0 dm (g 0 > 0). Thus if ϕ is an exact endomorphism over the probability space (I, Σ, µ 0 ), then, in particular, the following aperiodicity condition is satisfied:
We establish convergence of {P j g} under (3.H1), (3.H3), (4.1.H7), and an additional condition which is close to (4.1.H 0 3) and readily checkable in practice (see [Bu91a,  (Aperiodicity condition on ϕ) There exist an integer r and I k ∈ π such that ϕ r (I k ) = I.
Note that this condition together with (2.M4) implies that for each I k , there exists j 1 = j 1 (I k ) such that ϕ j (I k ) = I for j ≥ j 1 (I k ). We also need a somewhat strengthened version of (4.1.H4):
Moreover, C 10 := sup k∈K C 10 (I k ) < ∞, i.e., (4.1.H4) holds.
The quasi-global version of Rényi's Condition corresponding to (4.1.H 1 4) reads as follows:
(Quasi-global case) For each V there exists a positive constant C * * (V ) such that for all k(r) ∈ K r , r = 1, 2, . . . and for each V ,
Here C * * (V ) = C 10,α (V ) := 1 + C 10 (V ) C α 0 , and Then the conclusion of Theorem 4.1.1 holds.
P r o o f. By Theorem 4.1.2, condition (3.H1) of Theorem 3.1 is satisfied. Thus it remains to show that also (3.H2) holds. A proof that u s > 0 for some s ≥ r is given in [Bu96] . Nevertheless we present it here for the sake of completeness.
The proof proceeds in five steps.
Step 4.1.1. Let V be the union of a finite number of
The proof can be found in [Bu91a, Prop. 3.1].
Step 4.1.2. d rn ≤ C * * d rn for r ≥ r, n = 1, 2, . . . , where d rn is defined by (3.4).
This follows from the inequality σ (n(s),k(r)) ≤ C * * σ k(r) for any s, r ≥ 1, and n(s) ∈ K s , k(r) ∈ K r .
Step 4.1.3. For V as in the first step and all k(r) ∈ K r , r = 1, 2, . . . ,
This follows from (4.1H 1 5).
Step 4.1.4. Given 0 < ε < 1, there exists V which is the union of a finite number of I k 's and an integer s ≥ r such that every A ⊆ V, A ∈ π satisfies the following two conditions:
Indeed, by (3.H3) and Step 4.1.2, there exists a set V := V n , n = n(ε), such that
From this and the second inequality of Step 4.1.3 it follows that
Thus for r ≥ r and each J i(r) there exists j ∈ K(V ) such that m(J i(r) ∩ I j ) > 0, thus also I j ⊆ J i (r) . But I (j,j 1 ,...,j r−1 ) ⊂ I j for all j 1 , . . . , j r−1 ∈ K, therefore Step 4.1.1 shows that the assertion of Step 4.1.4 holds for s = max{ s, r}.
In the last step we show that the family {g i(s) } of densities, defined by (3.2), is uniformly bounded from below:
Step 4.1.5.
where m s = m s (V ) > 0 is a constant.
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Indeed, from the first inequality of Step 4.1.3 and (4.3 * ) it follows that for each J i(s) ,
The inclusion A ⊆ V and Step 4.1.4(a) now show that
Step 4.1.4(b) and (4.3 * * ), we have inf
invoking once more Step 4.1.4(b) yields
where m s (V, A) := min{m(I k j (s) ) : j ∈ K(V )}. Thus the inequality of
Step 4.1.5 holds with m s (V ) := min{m s (V, A) :
Together with Theorem 3.1, this finishes the proof of the theorem.
C 1+α Markov maps: Case (I)
. In some situations Condition (4.1.H4) (or its global version (4.1. H4)) and its consequence, Rényi's Condition (resp., Global Rényi's Condition), follow immediately from the Koebe Principle ( [G69] ). This is the case, e.g., if the Schwarzian derivative of the Markov map ϕ is negative. This topic is not discussed here.
There are, however, another two important cases strictly connected with those covered by Theorems 4.1.1-4.1.3, and we briefly discuss them next. These are: (I) ϕ satisfies the Expanding Condition and (4.1.H4), restricted to r = 1; and (II) ϕ satisfies the Expanding Condition and the Second Derivative Condition.
Below we sketch how (4.1.H4) can be derived from the hypotheses of Case (I) . First however, one has to formulate the Expanding Condition: (4.2.H8) (Uniformly Expanding (in All Directions) Condition) There exists a constant C 1 > 1 such that for each x ∈ I = k∈K I k the derivative matrix Dϕ(x) satisfies
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The discussion of Case (I) needs some facts which are rather well known (see, e.g., [Ma87] ). Therefore we restrict ourselves to a convenient formulation:
Fact 4.2.2 (Case (I)). Let a Markov map ϕ satisfy (4.1.H4), or (4.1.H 1 4) restricted to r = 1 (resp., (4.1. H4) restricted to r = 1, if m(I) < ∞) with constants C 2,α > 0 and C 2,α (V ) > 0, respectively (resp. C 2,α > 0), and Condition (4.2.H8). Then:
(i) For r = 1, 2, . . . , and k(r) ∈ K r , σ k(r) (x) σ k(r) (y)
≤ exp(C 5,α (A)|x − y| α ) for any A and x, y ∈ J k(r) ∩ A,
where A = I k or V according as (4.1.H4) or (4.1.H 1 4) restricted to r = 1 is satisfied; and accordingly 
Throughout the remainder of this section it is assumed that the domains J k = ϕ k (I k ), k ∈ K, satisfy the following condition:
There is a constant C 0 > 0 such that any two points x, y in any J k = ϕ k (I k ) can be joined by a piecewise straight arc of length at most C 0 |x − y|. Also, (C 1 ) of Theorem 4.1.3 is satisfied because (4.1. H4) restricted to r = 1 together with (4.2.H8) implies (4.1. H4).
C
2 Markov maps: Case (II). We now turn to Case (II). Before we formulate the Second Derivative Condition we introduce a useful notion, the regularity of a function. Namely, for a given function f : Y → R, its regularity Reg(f ) is defined by
The Second Derivative Condition can now be formulated as follows:
(4.3.H9) (Second Derivative Condition) For each k ∈ K, ϕ ∈ C 2 (I k ); and C 2 := sup{Reg(σ k ) : k ∈ K} < ∞, where σ k is defined by (2.6).
Note that instead of (4.3.H9) one uses sometimes, in the 1-dimensional case, the following version ([Bow79]): (4.3. H9) (Second Derivative Condition) For each k ∈ K, ϕ ∈ C 2 (I k ); and 
Now we show that some of the results of [Bu91a] .H9 ) the class G(1) satisfies all the requirements of (3.H1). Indeed, it is dense in G and, by Proposition 2.1 of [Bu91a] , G(1) ⊆ G * for C * = exp(C 0 C 0 C 5 ) with any fixed C 5 > C 1 C 2 /(C 1 − 1). Additionally, its pleasant feature is P ϕ -invariance. Since (3.H1) is satisfied, the conclusion (D 1 ) of Theorem 4.1.1 holds.
Assertion (D 2 .d) follows from the inclusion G(1) ⊆ G 1 , which we prove next.
Let g ∈ G(1); let x, y ∈ I k ∩J k(r) and take the points
Summing up these inequalities and using (4.2.M 1 2), one gets g(x) g(y) ≤ exp(Reg(g)C 0 |x − y|) for any x, y ∈ I k , which, in turn, implies (b) of Definition 4.1.3.
In Case (II) the following counterpart of Theorem 4.1.2 holds: 
Next, by using (4.2.M 1 2) one gets (r = 1, 2, . . .)
for each J k(r) and x, y ∈ J k(r) . The above two inequalities imply (4.1.H 1 4) and (4.1.H 1 5). Thus the assertion holds by Theorem 4.1.3.
In Remark 3.3 it was noted that conditions (3.H2), (3.H3), and (4.1.H6) ensure the recurrence property of the Markov maps considered. It was also remarked that (3.H2) is the most general. To justify this we give two examples. The first illustrates the fact that (3.H2) controls in a very effective way a possible tendency of the mass to escape to a fixed point under the action of the transformations in the bounded domain case. k , and let ϕ 2k−1 and ϕ 2k be linear transformations from I 2k−1 onto I and from I 2k onto I 2k ∪ I 2k+1 , respectively. Clearly, the transformation defined, for x ∈ ∞ k=1 I k , by ϕ(x) = ϕ k (x) iff x ∈ I k is an expanding Markov map which does not satisfy (4.1.H6). Moreover, it does not satisfy (3.H3): Indeed, for k = 1, 2, . . . , let g k := g (1,...,1,2k) be the density defined by (3.2) which corresponds to the multi-index (1, . . . , 1, 2k) of length s. Then g k ≥ (2/3) s σ (2k,...,2k) , where σ (2k,...,2k) is the density defined by (3.3) corresponding to the s-multi-index (2k, . . . , 2k). It follows that
for s ≥ 1, where d sn is defined by (3.4). Note that here the densities σ (2k,...,2k) = (2/3)2 2k 1 I 2k ∪I 2k+1 , k = 1, 2, . . . , are unbounded and with disjoint supports. However, the Markov map under consideration satisfies (3.H2) for r = 1, because
and g k is the density defined by (3.2) corresponding to r = 1.
It may also happen, in the unbounded domain case, that the mass tends to escape to infinity under the action of the transformations. In such cases (3.H3) may be no longer effective while (3.H2) may still hold. Such a behavior of a Markov map is illustrated by the following example. 
Since σ 2k+1 (x) = σ 0 (x − 2(2k + 1)), ϕ does not satisfy (3.H3). Nevertheless, ϕ does satisfy (3.H2) because
where g s is defined by (3.2) and A is the union of all I 2k 's.
Remark 4.3.1. In connection with the above two examples we note that (3.H2) ensures very effectively the required recurrence property. For example, in [JGB94] an example is given of transformations with invariant measure for which the conditions given in [Ry83] are not conclusive. However, none of these two results is decisive in the above first example. The conditions given in [JGB94] are conclusive neither in the bounded interval case (first example) nor in the unbounded interval case (second example). Note that one of the assumptions given there is (3.H3) (see condition (9) there).
Bernoulli property of some C
1+α Markov maps. In [Bu93] it is proved that some C 2 Markov maps have the Bernoulli property, that is, their natural extensions are isomorphic to Bernoulli shifts. In this section that property is extended to the C 1+α Markov maps of Theorem 4.1.3. The following subclass of G α (Definition 4.1.3) plays an important role in our further considerations:
Definition 5.5. We denote by G 0,α , 0 < α ≤ 1, the family of all densities g ∈ G satisfying the following three conditions: (a) spt(g) is the union of a number of I k 's; (b) for each I k ∈ π, g |I k ∈ C 0+α (I k ), and
g dm ≤ C * C * * d rn for some r and all n = 1, 2, . . . , where d rn is defined by (3.4).
The lemma below gives two properties of this family of densities needed for the proof of the main result of this section, Theorem 5.1 and Corollary 5.1:
Lemma 5.1. G 0,α has the following properties:
and g 0 is the unique P ϕ -invariant density of Theorem 4.1.3; (b) lim j→∞ a(j) = 0, where a(j) = sup{
one gets in particular spt(P r g 0,k(r) ) = J k(r) . Next, it follows from inequality (4.3) (inserting w k = 1 I k /m(I k ) ∈ G α ) and Theorem 4.1.3 that for each
Using (5.1), the last inequality and (4.1.H4) one gets
Further, by Theorem 3.1(b) and (4.1.H5) one gets (5.3) sup
From this, using once more (5.1), and then (4.1.H4) one gets
The last inequality and (5.2) imply that P r g 0,k(r) satisfies condition (b) of Definition 5.5.
To show that P r g 0,k(r) also satisfies condition (c) of Definition 5.5 note first that
From this, (5.1) and (5.3) it follows that
Finally, P r g 0,k(r) satisfies condition (c) of Definition 5.5 by the last inequality and Step 4.1.2.
(b) Note first that G 0,α is compact in the topology of uniform convergence (on each I k ). Indeed, it follows from Definition 5.5(b) that
Together with condition (b) of Definition 5.5 and the Ascoli-Arzelà Lemma, this implies the above compactness property of G 0,α . This property, Definition 5.5(c), and the inequality (for g ∈ G 0,α )
Finally, set a(j, g) := P j g − g 0 for g ∈ G 0,α . The sequence j → a(j, ·) is a pointwise decreasing sequence of continuous functionals defined on the compact set G 0,α , and lim j→∞ a(j, g) = 0 for each g ∈ G by Theorem 4.1.3. Thus (b) follows from Dini's Theorem.
Let (I, Σ(I), µ 0 ; ϕ) be the semi-dynamical system generated by a Markov map ϕ which satisfies the assumptions of Theorem 4.1.3. We now show that its natural extension is isomorphic to a Bernoulli shift.
To begin with we recall that the natural extension of (I, Σ(I), µ 0 ; ϕ) is a quadruple ( I, Σ( I), µ 0 ; ϕ) whose elements can be defined as follows [Ro61] : From the definition of ϕ it follows that it is one-to-one, and that it preserves the measure µ 0 . The inverse of ϕ is given by (5.10) ϕ −1 (y) = (y 1 , y 2 , . . .) for y = (y 0 , y 1 , y 2 , . . .).
Further, it follows from the definition that 
From this and (5.6) it follows that A = Σ( I).
We recall that a partition ̺ is independent if the σ-algebras σ( ϕ j ̺), j = 0, ±1, ±2, . . . , are independent, i.e. for any choice of distinct j 1 , . . . , j r and (not necessarily distinct) U j 1 , . . . , U j r ∈ ̺,
Clearly, if π were an independent generator for ϕ, then ϕ would be isomorphic to a Bernoulli shift. Note that in that case the entropy would be h( ϕ) = h( π, ϕ) = the entropy of the Bernoulli shift.
There is a remarkable strengthening of that fact, in which the hypothesis of the independence of a generator is replaced by a sort of asymptotic independence ( [FO70, IMT71, M71] ).
Given two partitions ̺ 1 and ̺ 2 of I we define
A partition ̺ of I is said to be weak Bernoulli if 
for r = 0, 1, 2 . . . , t ≥ 0, where
Then from the ϕ-invariance of µ 0 , the relations
and (5.8), it follows that (5.14)
where V = ϕ −(t+r) (I k(r+1) ) and U = I ℓ(r+1) . From (5.11) and (5.14) it follows that
where g 0,ℓ(r+1) = P r+1 (g 0 1 U /µ 0 (U )) and U = I ℓ(r+1) ∈ π r+1 . This and Lemma 5.1(a) imply
As for the remainder numbers, i.e. the numbers ( r − 1) − j (j = 1, . . . , r − 1), the density P j P r−1−j g 0,k( r−1−j) is in G 0,α because it is a convex combination of densities in G 0,α , and G 0,α is a convex set.
This case together with the previous one yields (5.15 * ) D(t) ≤ max{a(t − r + j) : j = 0, 1, . . . , r − 1} for t ≥ r. The last inequality and Lemma 5.1(b) show that the partition π is weak Bernoulli. The proof is completed by an appeal to Lemma 5.2 and to [FO70, IMT71, M71] .
In conclusion we show that the label-process {X t } t≥0 associated with the semi-dynamical system (I, Σ(I)µ 0 ; ϕ), where dµ 0 = g 0 dm, is absolutely regular, that is, lim t→∞ b(t) = 0, where b(t) is defined by (5.16) below [IR78] . This process is defined over the probability space (I, Σ, µ 0 ) and takes values in K (the index set of π) according to the following rule:
For t ≥ 0, r ≥ 1 (t, r integers), and k(r + 1) = (k 0 , k 1 , . . . , k r ) ∈ K r+1 , we define a cylindric set by
Note that A t k(r + 1) = ϕ −t (I k(r+1) ). Since µ 0 is ϕ-invariant it follows that µ 0 (A t k(r + 1)) = µ 0 (A 0 k(r + 1)). Hence the process in question is stationary.
For 0 ≤ t ≤ r < ∞ we define 
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From this and (5.16) we get (see the derivation of (5.15 * ))
The proof is completed by an appeal to Lemma 5.1(b).
Remark 5.1. We note that D(t) ≤ 2b(t). Indeed, from (5.16 * ) and the Hahn Decomposition Theorem we get
On the other hand, by (5.15), we have
and the assertion follows from (5.13) and (5.16).
6. Some special cases. There is a series of results in the literature connected with the theorems of Section 4. Some of them are incorrect, and there is a common reason of their incorrectness. We intend to elucidate that problem separately elsewhere. Here we only illustrate it with one case already published in [Bu85, Bu87] . This case is also connected with some corrected cases which occurred recently in the literature. In this section we give a few explanations and complements to them.
As already noted, (4.2.H8) and (4.3.H9) (more generally, Rényi's Conditions (4.1.H5) or (4.1. H5)) ensure the needed recurrence property of a smooth (say, C 2 ) Markov map ϕ only under the following very special conditions (see Remarks 3.2 and 3.3): During the past two decades or so, some attempts have been made to relax (in the case m(I) < ∞) the strongly restrictive alternative (6.2).
In [Bow79; "Adler's Theorem", p. 1], (6.2) was replaced by the following condition (see condition (d) of the definition of Markov map on p. 1 there):
In [A79] an opinion was expressed that such a fact holds. The fact itself was called "the folklore theorem" there. (The meaning of "the folklore theorem" was then changed without any explanations in [A91] and [AF91] .) On the other hand, the fact was questioned in [Se79] . Since no proof was given in [Bow79] , the question arose whether such a general case holds.
A final answer was published in [Bu85, Bu87] where also conditions (3.H3) and (4.1.H6) were proposed as additional assumptions, while (6.M 2 4) was replaced by (2.M4).
For the sake of completeness we present below one counterexample from the two papers: Finally, we define the desired transformation τ : I → I by τ = λ•τ •λ −1 . It is a Markov map with respect to the Markov partition π = { I ij : i, j = generalization of (4.1.H6), see Ex. 4.3.1) was already exploited, for instance, in [Bu91, Bu91a] .
Condition (4.1.H6) plays a special role in [Br94, Br94a] . Namely, it is used there for determining a class of unimodal Markov maps called long-branched maps there (the condition itself is called "long-branchedness").
Note also that the "Folklore Theorem" used there differs from its original version given in [A79, A91, AF91]. Namely, in [A91, AF91] under the assumptions of the "Folklore Theorem" condition (4.1.H6) is automatically satisfied, while in [Br94, Bru94a] it is added to the hypotheses. On the other hand, the fact that π is a generator for ϕ (4.1.H7) is included in the definition of a (Markov) fibred system in [ADU93, Sect. 2].
Actually both (6.4) and (4.1.H7) can be proved under general, purely measure-theoretic assumptions (no smoothness assumptions are needed). Namely, the following two facts hold: The proofs will be given elsewhere.
