Abstract. We introduce and study the notion of affine varieties associated to ordered bases and establish Galois connection between the power set of A n K and the power set of K[x 1 , ..., x n ], and then induce a Galois correspondence. We generalize the idea by defining affine varieties associated to linear operators. We produce Hilberts Nullstellensatz version for such varieties and show that there is a 1−1 correspondence between this kind of varieties in A n K and the "usual" affine varieties in A n K . We prove that the "usual" affine varieties forms a skeleton for the category of all affine varieties associated to linear operators, and hence they are equivalent categories.
Introduction
The concept of affine varieties forms the base stone for the algebraic geometry theory. In this paper, we mix ordered bases and affine varieties (which we call here the "usual" affine varieties) as main ingredients to produce a new type of affine varieties (which we call affine varieties associated to bases). Then we generalize this concept by involving linear operators to obtain what we call affine varieties associated to linear operators.
To formulate our problem, we might need to recall some basic concepts. Let K be a field. The affine space of dimension n over K is defined by A n K := K n = {(a 1 , ..., a n ) : a i ∈ K, ∀i ∈ {1, ..., n}} [10, p. 2] .
The zero locus of a subset S ⊆ K[x 1 , ..., x n ] is the set V (S) = {a ∈ A locally be given by the quotient of two polynomial functions, i.e. for any x ∈ X, there exists an open neighborhood U x of x in X and f, g ∈ K[x 1 , ..., x n ] such that for any u ∈ U x we have g(u) = 0 and ϕ(u) = f (u) g(u) ∈ K [14] .
We write O(X) to be the set of regular functions on X. (By convention, O(∅) = 0.) Let X ⊆ A m K and Y ⊆ A n K be affine varieties. A map f : X → Y is a morphism (of varieties) if f 1 , ..., f n ∈ O(X) [14] .
Our problem can be formulated as follows. Let V be a finite dimensional vector space over K with dim V = n, and let B = (v 1 , ..., v n ) is an ordered basis for V over K (thus, we could think of B as an ordered basis for K n over K). Let S ⊆ A n K and X ⊆ K[x 1 , ..., x n ]. Consider the sets V B,j (S) := {a = (a 1 , ..., a n ) ∈ A n K : f ( j i=1 a i v i ) = 0 for all f ∈ S} and I B,j (X) := {f ∈ K[x 1 , ..., x n ] : f ( j i=1 a i v i ) = 0 for all (a 1 , ..., a n ) ∈ X}. We start with studying the pair (V B,j , I B,j ) and show that it forms a Galois connection, induces a Galois correspondence and produces a bridge between algebra and geometry. Note that we have the following 1 − 1 correspondences
[n] = {1, ..., n} ←→ {V B,j : 1 ≤ j ≤ n} j ←→ V B,j and
[n] = {1, ..., n} ←→ {I B,j : 1 ≤ j ≤ n} j ←→ I B,j . It turns out that, one might see faces or simplices of [n] as a collection of subsets of {V B,j : 1 ≤ j ≤ n} (or a collection of subsets of {I B,j : 1 ≤ j ≤ n}). We can generalize the above idea by considering the pair (V L , I L ), where V L (S) = {a = (a 1 , ..., a n ) ∈ A n K : f (L(a)) = 0 for all f ∈ S} and I L (X) = {f ∈ K[x 1 , ..., x n ] : f (L(a)) = 0 for all a ∈ X}, for an arbitrary linear operator L : K n → K n . Recall that squarefree monomial ideals can be determined by simplicial complexes, and each subset τ ⊆ [n] can be identified with its squarefree vector in {0, 1}
n , which has entry 1 in the i th position when i ∈ τ , and 0 in all other entries. By using this convention, we can write x τ = i∈τ x i [13, p. 5] .
Following [13] , one might give the following generalization for some basic notions of monomial algebra. An L-monomial in K[x 1 , ..., x n ] is a product x L,a = n i=1 p i (L(x 1 , ..., x n )) a i for a vector a = (a 1 , ..., a n ) ∈ N n of nonnegative integers, where p i is the ith projection map. An ideal J ⊆ K[x 1 , ..., x n ] is called an L-monomial ideal if it is generated by L-monomials. An L-monomial x L,a is L-squarefree if every coordinate of a is 0 or 1. An ideal is L-squarefree if it is generated by L-squarefree monomials. Every τ ⊆ [n] can be written as a complement σ := [n] σ of some simplex σ. We call the ideal Q τ,L :=< p j (L(x 1 , ..., x n )) : j ∈ τ > as the monomial prime ideal associated to τ and L. The set
Qτ
,L ) (whereτ := [n] τ ) is said to be the Stanley-Reisner variety of the simplicial complex ∆ associated to L. If we write x L,τ = j∈τ p j (L(x 1 , ..., x n )), then the Stanley-Reisner ideal of the simplicial complex ∆ associated to L is the ideal:
We will briefly study the Stanley-Reisner ideals of simplicial complexes associated to linear operators, and we will explicitly calculate them in terms of irreducible factors. In addition, we will show that the L-varieties of the L-Stanley-Reisner ideal is precisely the StanleyReisner variety of the simplicial complex ∆ associated to L; that is,
Moreover, We will prove that the "usual" affine varieties forms a skeleton for the category of all affine varieties associated to linear operators, and this gives rise to an equivalence of categories between them. Throughout this paper (unless otherwise specified), K is a algebraically closed field, V is a finite dimensional vector space over K with dim V = n, L is a linear operator of V (and hence of K n ), B = (v 1 , ..., v n ) is an ordered basis for V over K and 1 ≤ j ≤ n.
Varieties Associated to Ordered Bases
An ordered basis for a finite dimensional vector space V over K is an ordered n-tuple of vectors B = (v 1 , ..., v n ) such that the set {v 1 , ..., v n } is a basis for V [3, p. 292]. The order here is important; bases are written in a specific order. Thus, the ordered basis, for example, (v 1 , ..., v n ) is different from the ordered basis (v 2 , v 1 , v 3 , ..., v n ). For any v i ∈ B, we write
Definition 2.1. Let K be a field.
(1) For a subset S ⊆ K[x 1 , ..., x n ] and a positive integer 1 ≤ j ≤ n, we call the set
the jth zero locus of S associated to the ordered basis B. (2) A subset X ⊆ A n K is called a jth affine variety associated to the ordered basis
Remark 2.2.
(1) If S = {f 1 , ..., f t } is a finite set, we will write V B,j (S) = V B,j ({f 1 , ..., f t }) also as V B,j (f 1 , ..., f t ). (2) Affine n-space A n K itself is an affine variety associated to B, since A n K = V B,j (0) for any positive integer 1 ≤ j ≤ n. Similarly, for any positive integer 1 ≤ j ≤ n, the empty set ∅ = V B,j (1) is an affine variety associated to B. 
.., e n ) be the standard ordered basis for V; that is, e 1 = (1, 0, ..., 0), ..., e n = (0, ..., 0, 1).
In particular, if j = n, then we have:
.., a n ) = 0 for all f ∈ S} = V (S), the "usual" affine variety of S. Thus, the usual affine varieties in A n K can be seen as a particular case of affine varieties associated to the standard ordered basis in A n K . (5) Any polynomial ring K[x 1 , ..., x n ] over a field K is Noetherian, and hence every ideal in K[x 1 , ..., x n ] is finitely generated. (6) As in the "usual" affine varieties (see [8] for example), if X = V B,j (S) be an affine variety associated to B, then (S) = (f 1 , ..., f m ) for some f 1 , ..., f m ∈ S, and hence
.., f m ). Therefore, every affine variety associated B is a zero locus of finitely many polynomials. (1) Let B = ((1, 2), (1, 3) and S = (x 2 − 5y 2 − 1) ⊆ R[x, y] be the ideal generated by the polynomial x 2 − 5y 2 − 1. Then B is an ordered basis for R 2 [17, p. 107] , and the corresponding affine varieties associated to B are given by:
. They can be shown in the following figure: (2) Let B = ((1, 0, 0), (0, 1, 1), (0, 0, 1)) and S = (x 2 + y 2 + z 2 − 1) ⊆ R[x, y, z] be the ideal generated by the polynomial x 2 + y 2 + z 2 − 1. Then B is an ordered basis for R 3 and the corresponding affine varieties associated to B are given by:
R . The following figure shows the corresponding affine varieties associated to B.
(3) Let B = ((1, 0, 0), (0, 1, 1), (0, 0, 1)) and S = (x 8 + y 3 + z 8 − 1) ⊆ R[x, y, z] be the ideal generated by the polynomial x 8 + y 3 + z 8 − 1. Then B is an ordered basis for R 3 . As seen below, the corresponding affine varieties associated to B are given by:
(4) Let B = ((1, 2, 1), (2, 3, 1), (−1, 2, −3)) and S = (x 2 − 2y 2 + 3z 2 − 1) ⊆ R[x, y, z] be the ideal generated by the polynomial x 2 − 2y 2 + 3z 2 − 1. Then B is an ordered basis for R 3 , and as shown below, the the corresponding affine varieties associated to B are given by:
From the above example, one might note that every variety associated to B can be seen as a usual variety. This observation can be stated in the following lemma.
Proof. We have
.., x n ] for every t = 1, ..., n, and we obtain
Remark 2.5. Let B = (v 1 , ..., v n ) be an ordered basis for V.
n . Then L B,j is a linear operator which is isomorphism if j = n. Nevertheless, L B,j needs not be one-to-one nor onto. For example, if K = R and B = (e 1 , e 2 , e 3 ) be the standard ordered basis for R 3 , then L B,2 : K 3 → K 3 is neither one-to-one nor onto. The above discussion implies that the jth affine locus of S associated to the ordered basis B can be given as follows:
Thus, every affine locus map V B,j gives rise to a linear operator L B,j : K n → K n and the converse is true as well. It turns out that we have the following 1 − 1 correspondence:
affine locus maps V B,j associated to
, where as usual we set
In particular, finite unions and arbitrary intersections of affine varieties associated to B are again affine varieties associated to B.
and for all α ∈ J , which is the case if and only if (a 1 , ..., a n ) ∈ V B,j ( α∈J S α ). (4) The inclusion "⊆" follows directly from part (1) since S ⊆ √ S. For the other inclusion, let (a 1 , ..., a n ) ∈ V B,j (S) and f ∈ √ S. Then f t ∈ S for some t ∈ N, so that
Example 2.7.
(1) Let B = ((1, 0, 0), (0, 1, 1), (0, 0, 1)) and
be the ideal generated by the polynomial (x − y) 2 − (z + 1) 2 and (x − y) + (z + 1) respectively. Then B is an ordered basis for R 3 and S 1 ⊆ S 2 . While the corresponding affine varieties of S 1 associated to B are given by:
R , the corresponding affine varieties of S 2 associated to B are given by
Compatible to what the previous lemma implies, the following figure clearly shows that V B,j (S 1 ) ⊇ V B,j (S 2 ).
(2) Consider the ordered basis B = ((1, 0, 0), (1, −1, 1), (0, 1, 0)) for R 3 , and let
be the ideals generated by the polynomials (x + y) 2 z 2 − 1 and (x + y)z − 1 respectively. Again, it is obvious that S 1 ⊆ S 2 . The corresponding affine varieties of S 1 associated to B are given by:
R , On the other hand, the corresponding affine varieties of S 1 associated to B are given by
We have the following figure (which shows that
is called the jth-ideal of X associated to B.
Remark 2.9.
(1) Let B = (e 1 , ..., e n ) be the standard ordered basis for V; that is, e 1 = (1, 0, ..., 0), ..., e n = (0, ..., 0, 1).
a i e i ) = 0 for all (a 1 , ..., a n ) ∈ X} = {f ∈ K[x 1 , ..., x n ] : f (a 1 , ..., a j , 0, ..., 0) = 0 for all (a 1 , ..., a n ) ∈ X}.
In particular, if j = n, then we have: ((a 1 , . .., a n )) = 0 for all (a 1 , ..., a n ) ∈ X}, the usual ideal of X in K[x 1 , ..., x n ]. Thus, the usual ideals of subsets in K[x 1 , ..., x n ] can be seen as ideals of subsets in K[x 1 , ..., x n ] associated to the standard ordered basis. (2) Note that I B,j (X) is always a radical ideal: If f t ∈ I B,j (X) for some f ∈ K[x 1 , ..., x n ] and t ∈ N, then f t ( j i=1 a i v i ) = 0 for all (a 1 , ..., a n ) ∈ X}, and hence f ( j i=1 a i v i ) = 0 for all (a 1 , ..., a n ) ∈ X} (since the ring K[x 1 , ..., x n ] is reduced). Thus, f ∈ I B,j (X).
Investigating the basic properties of the maps I B,j implies the following:
Remark 2.11. By using Remark (2.5), the jth affine ideal of X ⊆ K[x 1 , ..., x n ] associated to the ordered basis B can be given as follows:
Thus, every map I B,j corresponds to a linear operator L B,j : K n → K n and vice versa. Consequently, we have the following 1 − 1 correspondence: Proposition 2.12.
Proof.
(1) Let (a 1 , ..., a n ) ∈ X. Then we have f ( j i=1 a i v i ) = 0 for all f ∈ I B,j (X). By definition, we have (a 1 , ..., a n ) ∈ V B,j (I B,j (X)). (a 1 , . .., a n ) ∈ V B,j (X). Again, By definition, we have f ∈ I B,j (V B,j (S)). (3) By (i), it suffices to prove " ⊆ ". As X is an affine variety associated to B, we can write X = V B,j (S) for some S ⊆ K[x 1 , ..., x n ]. Then S ⊆ I B,j (V B,j (S)) by (i), and hence V B,j (S) ⊇ V B,j (I B,j (V B,j (S))) by Lemma (2.6). Therefore, V B,j (I B,j (X)) = X. Consider the maps
The previous Proposition implies some quick nice consequences, but before that we might need to review some basic notions.
Definition 2.14. Let (A, A ) and (B, B ) be preorders. Then, we say that a mapping f : A → B is antitone (or order-reversing) if 
Then, the pair (V B,j , I B,j ) forms an antitone Galois connection.
Any preorder set (P, P ) gives rise to a category in which the class of objects is simply P itself and for any two objects a, b ∈ P, there is precisely one morphism a → b whenever a P b. It turns out that we could think of any map between preorder sets as a functor. 
Proof. (Following [11] and [10] ) (1) By using Proposition (2.10), we have For all 1 ≤ i ≤ n, consider the ith inclusion ring homomorphism ι i :
has the form (p i (x i )) with p i (x i ) an irreducible polynomial. Since K is algebraically closed, we obtain (p i (x i )) = (x i − b i ) with b i ∈ K. Hence, there exist b 1 , ..., b n ∈ K with x i − b i ∈ m for all i = 1, ..., n. Since (x i − b i ) ∼ = (x i − j t=1 a t v ti ) (for all i = 1, ..., n), it follows that we have
Since m is maximal, we must have m ∼ = I B,j (a) as desired.
(2) Suppose J K[x 1 , ..., x n ] is a proper ideal. Since K[x 1 , ..., x n ] is a Noetherian ring there is a maximal ideal m with J ⊆ m. By using (1), m ∼ = I B,j (a) for some point a = (a 1 , ..., a n ) ∈ A n K , and hence {a} = V B,j (I B,j (a)) ⊆ V B,j (J). Thus, V B,j (J) = 0.
(3) As it might be expected, Rabinowitsch's trick works here very similar to the case when we have the maps V and I.
As a quick consequence to Theorem (2.17), we have the following correspondence: Another consequence is the following. 
n → K n be any linear operator. We start this section with the following definition.
(1) The set
is called the (affine) locus of S associated to L (or simply the L-(affine) locus of S). Subsets of A n K of this form are called (affine) varieties associated to L (or simply L-affine varieties).
(2) The ideal (or simply the L-ideal of a set X ⊆ A n K associated to L is defined to be the set 
(5) Clearly, we have the following 1 − 1 correspondence:
Let L 1 and L 2 be the linear operators corresponding to the following matrices
and L 1 L 2 can be given in the following figure:
.., x n ] be the ideal generated by the polynomial
and L 1 L 2 can be visualized as follows:
We could define operations and on V V as follows:
Similarly, if I V : = {I L : L ∈ Hom K (V, V)}, then we could define operations and on I V as follows:
As a clear sequence, we have the following.
Proposition 3.4. (V V , , ) and (I V , , ) are K-algebras which are isomorphic to the matrix algebra M n (K), and hence
Since V is a finite dimensional vector space, we also have
Let H be a Hopf algebra over K. If V 1 , V 2 , V 3 are finite-dimensional K-vector spaces, then we have V 1 , V 2 , V 3 are rigid objects in the category V ec K of vector spaces. Thus, we have
Therefore, if (V, µ, u) is a finite dimensional algebra over K with a multiplication and unit maps µ and u respectively, then ϕ(µ) : V → V ⊗ V * is a morphism of algebras corresponding to the left regular representation of V, and hence µ uniquely corresponds to a morphism V → V V of algebras. It turns out that we could have a system of cogenerators in terms of affine locus of maps associated to linear operators of finite dimensional vector spaces. A a generalization of Lemma (2.4), we have the following proposition
The proof of the following proposition is quite similar to the proof of Lemma (2.6), Proposition (2.10) and Proposition (2.12).
In particular, finite unions and arbitrary intersections of affine varieties associated to B are again affine varieties associated to B. ({(a 1 , . .., a n )}) = (x 1 − b 1 , ..., x n − b n ).
The following are more general consequences to (Proposition (2.15) and Proposition (2.16)) and Theorem (2.17) respectively. Proposition 3.8. Let P(A n K ) and P (K[x 1 , ..., x n ] ) be the power sets of A n K and K[x 1 , ..., x n ] respectively. Ordered by set inclusion, P(A n K ) and P (K[x 1 , ..., x n ] ) are preorders. Consider the maps
e e Then, we have the following (1) The pair (V L , I L ) forms an antitone Galois connection.
(2) Regarded as a functor, the map V L is a left adjoint to I L , and there is exactly one adjunction that makes 
In particular, there is an inclusion-reversing bijection 
3.2.
Varieties and Stanley-Reisner ideals associated Linear Operators. In this section, we follow [13] to generalize some monomial algebra concepts. Definition 3.11. Let ∆ be a simplicial complex and τ ⊆ [n].
(1) For any j ∈ τ , let p j : K n → K be the jth projection map. Then we could think of each p j (L(x 1 , . .., x n )) as a linear polynomial. vector a = (a 1 , . .., a n ) ∈ N n of nonnegative integers. An ideal
L,a is L-squarefree if every coordinate of a is 0 or 1. An ideal is L-squarefree if it is generated by L-squarefree monomials. (5) Every τ ⊆ [n] can be written as a complementσ := [n] σ of some simplex σ.
.., x n )) : j ∈ τ > is called the monomial prime ideal associated to τ and L.
(7) The Stanley-Reisner variety of the simplicial complex ∆ associated to L is defined to be the set:
(8) The Stanley-Reisner ideal of the simplicial complex ∆ associated to L is the ideal:
The proof of the following theorem is straightforward. 
The following corollary is a quick consequence of and Theorem (3.12) and Proposition (3.7).
Corollary 3.13. For any linear operator L :
Example 3.14. Let L be the linear operator corresponding to the matrix
Let ∆ be the simplicial complex on the vertex set [5] = {1, 2, 3, 4, 5} consisting of all subsets of the sets {1, 2} and {1, 3}. Then
The following figure shows how the Stanley-Reisner variety of the simplicial complex ∆ associated to L looks like.
It might be worth mentioning that the above definitions allows us to explore such concepts in more detail. Fore instance, one might show that Stanley-Reisner rings of ∆ associated to L cane be explicitly written in terms of ∆. We could also investigate and establish minimal free resolutions of such interesting rings and adapt lots of consequences involved with them, such as, Alexander inversion formula, Reisner's criterion, cohomology of links in the Stanley-Reisner complexes, etc. We refer the reader to [13] for further investigation. (1) An L-affine variety X is called irreducible if it is nonempty and there is no decomposition X = X 1 X 2 (X 1 , X 2 X) into proper L-affine varieties subsets X 1 and X 2 . Otherwise X is called reducible. 
This is clearly an open subset of
In fact, any open subset of X is of the form:
Since J is finitely generated, we can write it as X is a map ϕ : X → K which can locally be given by the quotient of two polynomial functions, i.e. for any x ∈ X, there exists an open neighborhood U x of x in X and f, g ∈ K[x 1 , ..., x n ] such that for any u ∈ U x we have
We write O L (X) to be the set of L-regular functions on X. (By convention, O L (∅) = 0.) (5) Let X ⊆ A n K be an L-affine variety. Then the coordinate ring of X associated with L (or simply the L-coordinate ring) is the quotient ring
Remark 3.16.
(1) As a consequence of Corollary (3.10), a subset
This implies that for any x ∈ X, there exists an open neighborhood U x of x in X and α, β ∈ K[x 1 , ..., x n ] such that for any u ∈ U x we have 
Thus, there exists m ≥ 1 and q 1 , ..., q r ∈ K[x 1 , ..., x n ] such that
We claim that ϕ is the image of
To prove this, it suffices to show that for any a ∈ D X,L (g j ), we have
Equivalently, we need to show that By Definition (3.18), the varieties associated to linear operators together with the morphisms defined in (3.18) form a category which we denote by S l.t. . Every affine variety X ⊆ A n K associated to a linear operator L can be seen as a (usual) variety by Proposition (3.6). Conversely, any variety can be identified as affine variety associated to an identity linear operator. Furthermore, every morphism f : X → Y in S can be seen as morphism f : X → Y from the id K m -affine variety X to the id K n -affine variety Y , where id K m and id K n are the identity linear operators of K m and K n respectively. Thus, f : X → Y is also a morphism in S l.t. . Using Proposition (3.6) and Remark (3.16) implies that every morphism f : X → Y in S l.t. can be viewed as morphism from the (usual) affine variety X to the (usual) affine variety, and hence f : X → Y is a morphism in S . Accordingly, we have the following equivalence of categories. Theorem 3.20. There is an equivalence of categories between the category S l.t. of varieties associated to linear operators together with the morphisms and the category S of (usual) varieties.
Corollary 3.21. The category S l.t. is equivalent to the category f.g.r.Alg K of finitely generated reduced K-algebras.
A skeleton of a category B is any full subcategory B such that each object of B is isomorphic (in B) to exactly one object of B [12, p.93] . Let S id be the category whose objects are the varieties associated to the identity linear operators and whose morphisms defined as in (3.18) . Then S id is a full subcategory of S l.t. and isomorphic to the category S . Indeed, we the following consequence:
Corollary 3.22. The category S id is a skeleton of the category S l.t. . Thus, we have is an equivalence of categories S id S l.t. . In other words, the category S of (usual) varieties can be viewed as a skeleton of the category S l.t. of varieties associated to linear operators.
Proof. The first equivalence of categories is coming from the fact that any skeleton of a category B is equivalent to B [2, p. 51], [4, 183] .
