Abstract. A method is presented for finding the sign and defect of a linear functional L when it operates on an n-convex function.
Introduction
To take a simple example, suppose we have derived Simpson's rule, using Lagrange interpolation or otherwise, as far as and it is now a matter of finding the error term E. Since E is zero for f (x) = x k (k = 0, 1, 2, 3), but not when k = 4, it is reasonable to suppose that E = Kf (4) (ξ) for some ξ ∈ [0, 1]. So we substitute f (x) = x 4 , finding that K = − 1 2880 and our formula finally reads: Although the above "derivation" is attractive, there is no a priori reason to suggest that E is a multiple of a value of f (4) . It might very well be a multiple of some other functional of f (4) . It is our purpose here, to present a jusifiable method somewhat similar to the one above. In order to give a brief explanation, let us write, for the moment,
Noting that the first monomial for which L(f ) does not vanish is x 4 , we substitute certain functions
We find that L(f ) is of one sign for all a ∈ [0, 1] and from this knowledge it is a simple matter to write down the error term.
Note 1.1. It is important to remark here that, although we have introduced our analysis in the context of quadrature formulas, the method is applicable to any linear inequality L(f ) ≥ 0.
The general method
Let us represent the expression in our quadrature formula (or inequality) without an error term, when all the elements have been taken to the left hand side, by L(f ). Here L denotes a bounded linear functional which acts on the space C[0, 1]. We shall be concerned exclusively with the subset of functions of this space which are "n-convex".
We define sets S and S 0 as follows:
, is bounded and summable
As remarked for the simple case in the introduction, we shall see that it is not a difficult matter to find the error term for L(f ) if we can show that L(f ) maintains one sign on a certain subset of C [0.1]. So the main theorem of our analysis is Theorem 1. Then Theorem 2 gives the error term, using Theorem 1.
Notations
We write e k for the functions defined by e k (x) = x k (k = 0, 1, . . .) and shall write H n [a] for the functions defined by
for some ξ ∈ (0, 1).
Proofs
Proof of Theorem 1. With a fixed n we see that, since L(e k ) = 0 for k = 0, 1, .., n − 1, the value of L will not be affected if we take f (k) (0) = 0 for these values of k. The set of f ′ s restricted in this way will be called S 1 , on which L takes the same values as it does on S 0 . Denoting the upper bound of f (n) (x) by M let us write
We solve this and get
Note 3.1. The strict conditions on f (n) ≡ M θ in the definition of S justify the existence of the innermost integral here (see [1] , for example).
We now consider the effect of L acting on f as it is represented in (3.1). By the Riesz representation theorem we have
and so
Since θ is non-negative and, L(H n [a]) ≥ 0 for all a ∈ [0, 1), by hypothesis, then we have L(f ) ≥ 0 whenever f ∈ S 1 and hence whenever f ∈ S 0 also. This concludes the proof of Theorem 1. Proof of Theorem 2. Since f (n) is continous in the compact interval [0, 1] it will be bounded there, say
Hence both f − m n! e n and M n! e n − f.
Then it follows from Theorem 1 that
Hence
and this concludes the proof of Theorem 2.
Examples
We proceed to demonstrate the method in some particlar cases.
Example 1. (Jensen's inequality) Here we apply our two theorems to the functional
in which f is to be non-negative and convex (i.e. 2-convex) in [0, 1].. The w k are all positive and their sum is unity. Also, we order the x k to be increasing.
Clearly L(e 0 ) = L(e 1 ) = 0 and so we have now to find the sign behaviour of the functional L when it is appled to the test functions H 2 [a]. There are two cases:
where x q ≤ a < x q+1 and a ≤ A.
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The expression in (4.1) is obviously non-negative and on using
which is also non-negative. So Theorem 1 gives Jensen's inequality
and Theorem 2 gives
(see also [2] and [3] ) Next we examine a quadrature formula which, for purposes of illustration is more complicated than Simpson's rule. 
This is the closed Newton-Cotes formula using four equal sub-intervals [5] . The earlier formulas, for example Simpson's rule, can be dealt with similarly but our present choice makes for a better example since it is slightly more complicated. In this case we find easily that L(e k ) = 0 for k = 0, 1, 2, 3, 4, 5 and now it is a question of checking the sign of L(f ) when f is 6-convex.
To use Theorem 1, we can choose either of the functions given by (2.1) or (2.2) (modified for the interval [−1, 1] as mentioned above), and we choose the latter form, namely
The first of these two terms is annihilated by L, and so it is necessary to consider the sign arising from the second term only namely, is clearly symmetrical in a about zero, it is only necessary to study its sign when 0 ≤ a < 1.
With the help of the Maple software package, the following result is obtained.
The second of these is obviously non-positive, and it can be shown that the same is true of the former. Then, since L(H 6 [a]) ≤ 0 for all a, Theorem 1 gives us that L(f ) ≤ 0 for all 6-convex functions.
Then Theorem 2 provides the result that for all
which finally gives the quadrature formula:
Note 4.2. It is intertesting to observe that the formula
is a prescription for all n-convex functions which satisfy (2.1), f ( (n) (x) ≤ M , and the initial conditions f (k) (0) = 0 (k = 0, 1, . . . , n − 1). The function θ acts like a "parameter" in the sense, that when it is specified and substituted into the integral, it provides a particular function f . Indeed, if we were to restrict these "parameters" to be characteristic functions (taking only values 0 and 1), this would be a prescription for the extreme points of the set of these f . These considerations lead us to the conclusion, that to verify some inequality satisfied by a certain family of such f ′ s , it is necessary only to verify it for the relevant H n [t]. We shall illustrate this in our next example which involves a bilinear inequality. It is essentially what we were doing in our previous examples, but we wish to emphasize it here.
Example 3. Let f and g be positive increasing functions defined on [0, 1] with f (1) (x) and g (1) (x) defined everywhere, bounded and summable on
in which m ≥ 0 and n ≥ 0. (These are not necessarily integers.)
Proof. Without loss of generality, we may assume that 0 ≤ f (1) (x), g (1) (x) ≤ 1. It is not difficult to see that the result is an equality if f or g is a constant, but not if either one is e 1 . As before, this allows us to choose the test functions to be of type H 1 [a] . Consider the function f . The conditions of the theorem allow us to say that if we write
and where we have written e(x, t) for
That is
Similar remarks apply to the function g. On writing
e(x, s)φ(s)ds. x m+n e(x, t)e(x, s)dxdtds.
Next consider the product of integrals on the right hand side of (1). We have which is the same as (4.5) but using only the e functions. But to prove this is trivial. For suppose for definiteness that t ≤ s, then it reads
which is correct and so the inequality is proved.
