Based on our previous work in deformable shape 
Introduction
Image retrieval by content has become an important research area, and has applications to digital libraries and multimedia databases. One useful type of image query is an object-based query, where the shape of the object is an important similarity feature. Unfortunately, shape-based retrieval methods require accurate object detection and image segmentation, which are known to be difficult problems in computer vision. In great part, the difficulty is due to shape variation and deformation, illumination variation and shadows, as well as occlusions. Another issue in shape-based indexing is that of efficiency. If the computation time required for indexing (shape detection and segmentation) or retrieval (shape comparison and similarity ranking) is too large, then the method cannot be applied to image databases of any reasonable size.
In this paper, we describe a system for detection, segmentation, and indexing of deformable objects in images. The approach builds on an existing system for region-based segmentation via deformable templates [16] . To make the system practical for image database applications, we propose the use of segmentation index trees. An index tree is obtained via hierarchical clustering of a representative set of shape examples, called an instance set. Features that are good for object detection may not be ideal for similarity-£ This work was supported in part through ONR grants N00014-96-1-0661 and N00014-01-1-0444, as well as NSF grants IIS-9624168 and EIA-9623865.
based image retrieval; therefore, a second retrieval index tree is maintained. The features used in organizing the retrieval tree are chosen to suit application-specific requirements. Given efficient segmentation and retrieval trees, population-based image indexing and retrieval methods are proposed. The methods enable queries based on the distribution of shape statistics for the objects in each image. These methods have been implemented in an image database system, and tested in experiments with a cell micrograph database. Using standard precision vs. recall measures, the system performs markedly better when compared to previous shape histogram methods in the experiments.
Related Work
In previous work, researchers have proposed global histogram methods that use shape features, e.g., relational histograms [11] or color correlograms [10] . Jain, et al. [13] introduced a method that combines color and shape features (edge directions). Global shape feature-based methods can be efficient for processing large databases, but they do not allow detailed descriptions of each object's shape if there are multiple objects in the same image.
In order to get shape information for the regions of interest, region-based querying approaches have been proposed [2, 8, 23] . Segmentation methods are employed to get homogeneous regions, and extract region shape features. Some region-based retrieval methods integrate color and texture with geometric information [27, 28] . Unfortunately, retrieval accuracy depends on the segmentation quality and region attributes used in indexing.
Another limitation of region-based methods is that spatial relationships between regions of interest are not considered. Such layout information is required for describing complex objects and their relation to each other in the image. Region-graph based representations can efficiently encode spatial relationships [14, 18, 20, 22, 26] . However, the region-graph approach cannot deal with shape deformation.
To solve the problem of shape deformation, deformable model-based querying methods have been proposed. These methods use either eigen-modes [7, 24] , template matching [5, 16, 17, 21] , or shape invariants [19] . Unfortunately, these methods assume that object/background segmentation information can be provided in advance, or that a computationally prohibitive shape matching algorithm should be used for detecting objects.
In [16] , a deformable template-based method for automatic object detection, segmentation, and indexing was These are inputs to the model-based region grouping stage (using a banana template). The final output includes region groupings for detected objects (four bananas) (d), corresponding region merging (e), and recovered models for the objects (f).
described. The method had the benefit that it was automatic and it was robust to occlusions, illumination variation, and shadows. Unfortunately, the computational speed of the method was prohibitive for use in indexing large image databases. The use of an approximation method, the index tree yields a more practical system [15] while maintaining accuracy and robustness of the approach. This basic approach will form the foundation for shape category and population-based retrieval presented in this paper.
Background and Notation
In [16] we proposed a method that uses a deformable model to guide grouping of image regions. As shown in Fig. 1 , system includes a pre-processing (over-segmentation and edge detection) stage, and a model-based region grouping stage. In the region grouping stage, the system tests various combinations of candidate region groupings to obtain an optimal labeling of the image. The shape model is deformed to match each grouping hypothesis in such a way as to minimize a cost function:
where « and ¬ are scalar constants with values in the range ¼ ½℄ that control the relative importance of the three terms:
ÓÐÓÖ is a region color compatibility term for the region grouping, Ö is a region/model area overlap term, and ÓÖÑ is a deformation energy for the shape model. Further, in order to test the quality of a possible partitioning, a global cost function for partitioning the whole image is defined:
where is a constant factor, Ò is the number of the groupings in the current image partitioning, Ö is the ratio of Ø group area to the total area of connected regions, and ´ µ is the cost function for the group (Eq. 1). The highest confidence first (HCF) algorithm [3] is used to find an approximately optimal value for Eq. 2.
Index Trees
One problem with the system proposed above is that segmentation can be slow for images of moderate complexity. This is because the shape model fitting procedure must be invoked many times in order to get the cost values of different configurations. Although we utilize methods to speed up the fitting procedure, such as multi-resolution fitting, and caching deformation parameters, most of the CPU time (over 90±) is still used in model fitting. We therefore propose to use an index tree [15] method to accelerate the model fitting procedure.
The basic idea is as follows. We first generate many deformed instances of the object class by sampling in the deformation space according to the prior distribution of the deformation parameters. We then compute a shape feature vector for each generated instance. In our implementation, the features employed are the seven normalized central moments. The shape feature vector and the deformation parameters are stored with the instance. Then, in the fitting process, we compute the shape feature vector for a potential region group. By comparing the feature vectors, the shape most similar to the region group is fetched from the set of generated instances (called an instance set). Its associated deformation parameters are used as the parameters for the region group, or as a starting point to a refining process.
Index Tree Structure and Search
To speed up search, we organize the instances in a tree such that the retrieval time can be logarithmic to the number of instances. We use a hierarchical clustering method (minimum variance) to process the shape features of the instances, and get the tree structure [12] . In our experiments, we have used the cophenetic correlation coefficient (CPCC) [12] to validate clustering. Although we uniformly sample in the deformation space, there is indeed a hierarchical structure in the corresponding shape feature space.
By searching for the best match in the index tree, the searching time is reduced but it does not guarantee that the nearest match is always found. We tried to use the mean feature of instances in each non-leaf node to select a branch and go to the next level. However, the covariance and distribution for the instances in each node are not the same; furthermore, their distributions are not Gaussian in general. In order to overcome this problem, we use linear discriminant functions [6] at the non-leaf nodes. Our experiments verified that this method can increase the success rate in finding the nearest neighbors [15] .
Another problem with index tree search is that the retrieved result is the nearest neighbor in the shape feature space. However, the distance metric in shape feature space is not the same as the fitting cost (Eq. 1) nor is it monotonic to the fitting cost. A neural network (NN) can be used to map from the difference in the shape feature space to the fitting cost measure. We use a three layer back-propagation network with bias terms and momentum [25] . The NN is only used for mapping in the leaf nodes of the index tree to reduce the on-line computation.
The index tree approach was tested on over one hundred cluttered images of objects taken from a number of different shape classes. It was observed that the CPU time needed for segmentation was decreased by one order of magnitude, while the number of errors in segmentation did not increase appreciably over HCF without index trees.
Unique Description and Retrieval Trees
To test our approach in an image retrieval application, we implemented a system that uses linear and quadratic polynomials to model stretching, shearing, and bending. These deformations are not independent. As a result, the recovered shape parameters cannot be guaranteed to be unique for the same shape. This problem of non-uniqueness pervades many other deformable shape description methods.
In general, recovering a unique shape description is a challenging problem. Using principal components analysis (PCA) for the recovered parameters can make sure that the coefficients obtained are unique in the coordinate space, but it does not guarantee that similar shapes will have similar parametric descriptions (especially for symmetric objects). For the same shape, there may be multiple parameter vectors that can describe it correctly.
To get around the non-uniqueness problem, we propose a two step approach. First, recover the shape description as described in the previous section. Then, use the recovered shape description to compute a second shape description (e.g., moment invariants [9] , eigen-modes coefficients [24] , etc. which are more application-specific). Since we use an index tree in segmentation, it is possible to pre-compute direct correspondence between the recovered shape parameters and the new shape feature vector. The model instances generated for the model segmentation index tree can be reorganized to form a second index tree based on the new shape feature vectors. As a result, for a query shape not inside the pre-generated model instance set, we can quickly retrieve the instance that is the nearest neighbor (most similar shape) in the application-dependent feature space.
Retrieval by Shape Population
After processing the images in the database based on our object detection system, the recovered shape models of detected objects in each image are obtained. Based on this information, it becomes possible to extract the shape statistics in each image and use this for retrieval. Further, a population-based image query method can be implemented to satisfy shape retrieval for images that contain a particular population distribution of shapes.
Shape Population Statistics
In our model fitting formulation, the fitting cost value (Eq. 1) includes at term that measures the model's deformation from the mean shape. The distribution of fitting cost values can be used as one component in the shape population similarity measurement. The distribution of size variation can also be used in the similarity computation of the shape population. The model fitting cost values are obtained directly from the object detection stage, and the size variation information we used is a relative measurement. It is based on the ratio between each object's scale parameter and the mean scale parameter of the objects in the image.
In the shape population-based retrieval stage, for each image, the shape feature histogram is built according to the recovered shape models of the detected objects. The bins of the histogram correspond to the nodes of the specified level in the retrieval index tree. Depending on the number of bins required (i.e., the recognition resolution decided by the user), the level of the retrieval index tree corresponding to the bins can be decided. The algorithm for building the histograms is as follows: 
Implementation Details
There are three histograms computed for each image: one is based on the shape retrieval index tree, another is used to represent the distribution of fitting cost values, and the last is for the distribution of size variation. In computing histograms, there are 20 bins for the size component, 20 bins for the fitting cost component, and 100 bins for the shape feature vector component. We tested histogram intersection, chi-square statistic, and Bhattacharyya distance [18] as the histogram similarity metric respectively. In our experiments, we found that the results using the three different metrics are similar. In our database retrieval system implementation, a graphical user interface is provided for selection of the object of interest in images, as show in Fig. 2 . Retrieved images from the database can be shown in order of similarity from the selected object. In addition, query distance can be made based on shape population similarity to the query image. This work includes off-line processing, which makes use of our object detection algorithm to detect objects in images and get the model description for each detected object. Therefore, each image has an associated meta-data file for model description. In the on-line retrieval stage, the user can get a response quickly. 
Experimental Evaluation
As an example application, we tested the image retrieval strategy using a database of blood cell micrographs. Cell segmentation is an important and challenging task in medical image processing. For example, in hematology, blood cell counting and cell morphology evaluation are indices for certain pathological diagnoses. Images obtained under microscopes or electron microscopes include lots of objects. It is tedious for people to search all the images to get the ones of interest. Our system makes it possible to achieve this automatically.
However, there are some additional problems in cell image segmentation caused by cell attachments, morphological variation, occlusions, the presence of faults, artifacts, etc. Some limitations of the previous methods include: only considering each cell separately, using rigid models, and requiring touching cells to be dissimilar [30] . In addition, some methods require user input for initialization [1, 4] , and other methods can only handle non-overlapped cells with smooth boundaries or contours [29] .
In Fig. 3 , we show examples of cells and their models recovered using our algorithm. As shown, the global deformation description can represent the shape variation precisely in many cases, such as normal cells, ovalocytes, helmet cells, sickle cells, teardrop cells, etc. Example segmentation results for some micrographs of blood cells are shown in Fig. 4 . It shows that our automatic method can handle multiple touching objects within the same image and can handle small amounts of overlap as well.
Population-Based Retrieval
To evaluate population-based retrieval, the experimental setup could be as follows: split each original image into several sub-images, and see whether the sub-images from the same original image can be retrieved. However, since most of the cell images in our database do not have uniform shape populations, the shape population distributions Figure 4 : Example segmentation and models for cell micrographs. Each row shows the micrograph, the result after modelbased region grouping, followed by the recovered shape models.
of sub-images from the same original image are not similar enough. Therefore, this kind of validation cannot give an accurate measurement of our system.
Instead, we utilized a strategy based on the classification of images into clusters, i.e., category search. For ground truth, we manually classified images into clusters with similar shape populations. For example, in one cluster, the dominant shapes are ellipses, in another cluster, the dominant cells are normal cells, etc. We built a database that includes about sixty images, and assigned them to eight clusters. Precision and recall were defined based on evaluating how many of the retrieved images came from the same cluster as the query image.
The shape population similarity measure employed in this experiment is the simple sum of three histogram similarity components. If users are only interested in querying objects with similar shapes, then the distance in the application-dependent shape feature space can be used as the similarity metric.
One straightforward option in building the retrieval index tree is to use the same sample set as the model fitting index tree. An alternative is to use only the samples which occur in the image database for retrieval, which we call the reduced retrieval index tree. A graph of precision versus recall for both the retrieval tree and the reduced retrieval are shown in Fig. 5 . The upper curve corresponds to using the reduced retrieval index tree, and the lower curve corresponds to using the retrieval tree with the same size as the fitting index tree. As can be seen in the graph, using only the model instances that occurred in the database to build the retrieval index tree improved the retrieval result. ted line), and the color and shape method of Jain, et al. [13] (dashed line). In our implementation Jain's method, the bin number for each color component is 32 (when we changed the bin number to be 64, the result was similar), the bin number for edge direction is 32, and the weights for color and shape are the same. As can be seen in the graph, by including shape information our method out-performs the two other methods. Table 1 shows the average recall rates with respect to the number of retrieved images. Our method was superior to the global color histogram method and the integration of color and shape method for this experimental data set.
Conclusion
We proposed a method to use index tree for organizing shape features to image retrieval applications. Different shape parameter sets can be used in indexing (shape detection, segmentation, and description) and shape retrieval (shape comparison and similarity ranking). This overcomes problems with non-uniqueness of the recovered shape deformation parameters, and follows the observation that features which work well in recognition may not work well in similarity comparison. Hierarchical clustering methods were used for feature space partitioning during construction of the index trees. Shape similarity based on clustering was used for shape population retrieval. A direct mapping is built between the two index trees for efficiency (the fitting index tree and the retrieval index tree). We conducted experiments for object detection and shape-based retrieval for an image database of blood cell micrographs. The precision/recall performance evaluation indicates that our method is superior to the method of Jain [13] in this application, and better suited for object-based retrieval.
