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LOOPS OF LIE TYPE: A p-ADIC EXAMPLE
RAFFAELLO CASERTA
Introduction
The purpose of this survey is to give neither a full detailed course of differential
geometry and Lie theory nor of differential loops, we would rather sketch a path
which leads us from the geometry of curved surfaces to the non associative features
of the local algebraic structures associated to them.
The sum of two vectors on the Euclidean plane according to the so called par-
allelogram rule is an elementary geometrical process. Assuming that three points
Ω, A,B of the Euclidean plane are given, the sum of the vectors
→
ΩA,
→
ΩB is the vec-
tor
→
ΩC, where C is the resulting point of the concatenation of the vectors
→
ΩA and
→
v , with
→
v being the unique parallel vector to
→
ΩA applied in B. This sum between
vectors also defines a commutative operation A + B = C on the set of the points
of the plane. The parallelogram rule takes advantage on the identification between
applied vectors and segments, on the parallelism of lines and on the uniqueness
of a parallel line to a fixed one and through a point off of it. Each of these are
characteristic of the flat Euclidean plane, and it makes sense to investigate how
to generalize each of these to a non-flat surface, if possible at all, which is exactly
the starting point of the work of M. Kikkawa about differential loop defined on a
differentiable real manifold with an affine connection. In this chapter we will offer
an example based on the work of Kikkawa and developed on a p-adic manifold.
In order to do that, we will firstly introduce some basic notions of differential
geometry such as differential manifolds, germs of functions, derivations, tangent
space in a point and global tangent space (the tangent bundle), the differential
and the vector fields. Such topics are quite familiar for a real algebraic subspace
or manifolds and are part of the course of real function analysis. What we will
recall below is important in order to generalize familiar geometrical objects to the
contexts where the spatial representation fails, due to the complexity of Euclidean
surfaces, or even for the exoticity of non Euclidean objects which can be constructed
by changing the supporting field.
What we are going to introduce holds both for real and p-adic (analytic) man-
ifolds. Afterwards we will give account of the work of Kikkawa with local loops,
which are defined by means of affine connection, geodesics, parallelism and the
exponential map, and in the last section we will construct a loop on the surface
of the p-adic sphere. Many problems have to be solved if one tries to export the
differential geometry of the real sphere, where a local loop is always defined in a
neighbourhood of one pole, to the p-adic sphere: the most evident is due to the
fact that the differential structure of the real sphere is induced by the Riemannian
metric, which has no counterpart on a p-adic manifold. Even the customary affine
connection of a real sphere can be easier induced by the Riemannian metric and a
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geometrical meaningfully analogue in the p-adic geometry is far to be reached. In
order to compute the geodesic curves of the p-adic 2-sphere, we need a covariant
derivative which is defined by parallel displacing the vectors of the tangent bundle
of the manifold, and the notion of parallelism which is induced by the connection.
We will see that for the p-adic 2-sphere as a homogeneous space, hence, as principal
bundle is a reductive space, therefore, a connection can be defined by differentially
splitting at each point the tangent space, a Lie algebra, into the direct sum of a
vertical and a horizontal component.
1. Elements of differential geometry
In the first half of the XIX century, K. F. Gauß proposed in his work Disquisi-
tiones generales circa superficies curvas (1827) the possibility to consider a real (hy-
per) surface as a space itself. A real manifold, as a subspace of Rn, already inherits
many geometrical structures, the tangent space for instance, which do not necessar-
ily need to be defined intrinsically within the variety, they are immediately available
since they are defined globally in the entire space Rn. However, intrinsic definitions
and the development of an abstract theory of manifolds from inside a manifold have
a double benefit: on the one hand it makes possible to study “strange” manifolds,
real or not, on the other hand we can understand non-Euclidean or even not real
manifolds which cannot be embedded into a real Euclidean space. Thanks to this
approach, we can use the same theoretical frame developed for a real manifold in
order to provide an example which is built on a p-adic manifold.
1.1. Differential manifold. A real differential manifold is a geometrical object
which locally behaves like a portion of the Euclidean real space, therefore, locally,
it is equipped with a system of coordinates as well as an Euclidean space is equipped
with a global system of coordinates. Already Euler employed parameters in order
to describe a surface, that is, by varying the values of the parameters we get all the
points of the manifold.
1.1.1. Manifold and local coordinates. Let U, V be open subsets of a finite dimen-
sional real vector space. A map f : U → V is of class C∞(U) or smooth if there
exists each partial derivative of f of every order. Throughout this work we will
always deal with analytic manifolds as differentiable manifolds1.
Let M be a topological space. An n-dimensional smooth atlas of M is a set of
triples {(ϕi, Ui, Ai)}i∈I with the charts ϕi : Ui → Ai, i ∈ I, such that
(1) {Ui}i∈I is an open covering of M ,
(2) {Ai}i∈I a set of open subsets of Rn,
(3) ϕi, i ∈ I, are all homeomorphisms and
(4) ϕi ◦ ϕ−1j : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj),i, j ∈ I, are smooth diffeomorphisms.
1By means of Lie theory we will introduce also a p-adic analytic manifold. Although historically
many tools of differential geometry have been developed in an Archimedean metrical context, many
propositions still hold when the supporting field is any field of characteristic zero, in particular
they hold for the field of p-adic numbers.
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A topological space M is a real differential manifold of dimension n ∈ N if it is
equipped with an n-dimensional atlas2.
As we already pointed out, unlike the Euclidean spaces, that a manifold does not
have a global system of coordinates, that is, each chart (U,ϕ) carries a system of co-
ordinates called local coordinates, which we will denote by ϕ = (x1, x2, . . . , xn), that
is, ϕ(m) = (ϕ1(m), ϕ2(m), . . . , ϕn(m)) = (x1, x2, . . . , xn) ∈ Rn. One can transform
the coordinates of a point in a system to another system by means of the Jacobian
matrix of the transition map. It is worth to emphasize that each time a new object
is defined in terms of theoretical properties, there always exists a representation in
terms of local coordinates in the same way as an abstract vector has a numerical
representation with respect to a basis.
As an example of smooth manifolds we have the analytic manifolds. Let K be
a field of null characteristic either Archimedean (f.i. K = R or C) or a local (f.i.
K = Qp) and let V,W be two normed K-vector space, U an open set of V and
f : U ⊆ V → W a map. Say that f is strictly differentiable3 in u0 ∈ U if there
exists a continuous linear map Du0f : V → W such that for all ε > 0 there exists
an open neighborhood Uε ⊆ U of u0 such that
‖f(v1)− f(v2)−Du0f(v1 − v2)‖ ≤ ε‖v1 − v2‖
for all v1, v2 ∈ Uε. In particular, a map f : U ⊆ V →W is locally analytic if for all
x0 ∈ U there exists a ball Bε(x0) ⊆ U around x0 and a power series F such that
f(x) = F (x − x0) for all x ∈ Bε(x0) (see [89] page 38). If f : U → V is locally
analytic, then f is strictly differentiable in each x0 ∈ U and x 7→ dxf is locally
analytic (see [89] Proposition 6.1 page 39). In particular f is locally constant on
U if and only if dxf = 0 for all x ∈ U (see [89] Remark 6.2 page 40). Of course,
compositions, Cartesian products, and projections of locally analytic maps are also
analytic. As usual, Kn is a locally analytic manifold over K and the matrix group
GLn(K) as a submanifold of K
n2 is a group and a differential manifold (a Lie
group) (Section 2.1 p. 11) with respect to the matrix product (see Examples page
90 in [89]).
1.1.2. Tangent space to a manifold in a point. In this section we will construct
three isomorphic vector spaces in order to give the definition of tangent space in
a point to a manifold M by means of derivations, of the algebra of germs and of
smooth curves. We will also later define the applied vectors space on the manifold
M by introducing the tangent bundle, two applied vectors being parallel according
to the so called connection or, equivalently, the covariant derivative.
Class of curves The most familiar way to define a tangent vector in m to M is
to take a smooth curve through the fixed pointm and to consider the tangent vector
in m to the curve. Let m ∈M , γ : (−ε, ε)→M be a smooth curve centered in m,
2A more rigorous definition requires that the space M is also a local compact Hausdorff space
satisfying the second numerability axiom (hence a paracompact manifold), moreover one should
define classes of atlas which are equivalent up to diffeomorphism. It is also worth to emphasize
that the dimension of the manifold is independent by the chosen atlas
3The strictly differentiation guarantees the local existence of a solution of a first order differen-
tial equation, whence it allows us to prove the equivalence between curves and vector fields, that
is. Nevertheless, once the differential structure is encoded into the Lie group of transformation,
the algebraic structure simplifies the approach.
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that is, γ(0) = m, and let (ϕ,U) be a chart with (−ε, ε) ⊆ U through m = γ(0).
Set γϕ := f ◦ γ, then
(1) γ˙ϕ(0) := d/dt|t=0(ϕ ◦ γ) ∈ Rn
is a n-tuple of scalars to be understood as the local coordinates of “a tangent vector”
in m to γ. If (ψ, V ) is another chart through m and J = (∂i(ψ ◦ ϕ−1)/∂xj) is the
Jacobian matrix of the map ψ ◦ ϕ−1 in ϕ(m), then
γ˙ϕ(0) = J γ˙ψ(0),
that is, they are tensorial. Whence, given two curves γ, χ, the relation χ ∼ γ if
and only if γ(0) = χ(0) and χ˙ϕ(0) = γ˙ϕ(0) for some chart ϕ, ψ is an equivalence
whose classes will be denoted by [γ] or γ˙(0), due to the independence of the charts.
Each class ideally identifies a vector of Rn applied in m up to local coordinates
representation. We can define two operations
[γ1] + [γ2] := [γ1 + γ2], λ[γ] := [λγ], [γ1], [γ2], [γ] ∈ Γm, λ ∈ R
by setting for all t ∈ (−ε, ε)
γ1 + γ2 : t 7→ ϕ−1(ϕ(γ1(t)) + ϕ(γ2(t)))
λγ : t 7→ ϕ−1(λϕ(γ(t))).
Both operations are well defined since
(γ1 + γ2)
′
ϕ(0) = (γ˙1)ϕ(0) + (γ˙2)ϕ(0), (λγ)
′
ϕ = λγ˙ϕ(0).
Hence, with respect to these operations, Γm is a real vector space of dimension n,
a basis of which is given for example by [ϕ−1(tei + ϕ(m))], i = 1, 2, . . . , n, where
{ei : i = 1, 2, . . . , n} is the canonical basis of Rn and t ∈ R such that tei+ϕ(m) ∈ U ,
for all i = 1, 2, . . . n.
Derivation in a point If f :M → R is a smooth map and γ is a smooth curve
centered in m, then the scalar d/dτ |τ=0(f ◦ γ) does not depend either from the
chart or from the curve, since, in local coordinates ϕ = (xi)i, we have
d/dt|t=0(f ◦ γ) = d/dt|t=0(f ◦ ϕ−1 ◦ ϕ ◦ γ) =
n∑
i=1
∂xi(f ◦ ϕ−1)(ϕ(m))γ˙ϕ(0)i.
Define a derivation D|m of M in m ∈M as a linear form
D|m : C∞m (M)→ R
which satisfies the Leibniz lawD|m(fg) = f(m)D|m(g)+g(m)D|m(f). IfD|m, D
1
|m, D
2
|m
are derivations in m, then the operations
(D1|m +D
2
|m)(f) := D
1
|m(f) +D
2
|m(f), (λD
1
|m)(f) := λD|m(f), λ ∈ R,
turn the set Derm(M) of all derivations in a vector space of the same dimension of
M , as the following proposition shows.
Proposition 1. A basis of Derm(M) in local coordinates ϕ = (xi)i is the set
{∂xi|m}i=1,2,...,n, where
∂xi|m(f) := ∂xi(f ◦ ϕ−1)(ϕ(m)), i = 1, 2, . . . , n.
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Therefore, with respect the previous basis, the derivation D|m has components
{D|m(ϕi)}, that is,
D|m =
n∑
i=1
D|m(ϕi)∂xi|m.
Moreover, if ψ = (yi)i is another chart and J the Jacobian of ψ
−1 ◦ϕ in ϕ(m), then
D|m(ψ) = JD|m(ϕ).
Proof. Let 1 : m ∈M 7→ 1 ∈ R be the unitary constant function. Then:
(1) D|m(1) = D|m(11) = 2D|m(1), hence D|m(1) = 0 and
(2) if f(m) = g(m) = 0, then D|m(fg) = 0 for f, g ∈ C∞(M).
Let m0 ∈M be fixed, f ∈ C∞(M) and ϕ a chart through m0. Set g := f − f(m0)1
and h := ϕ − ϕ(m0)1 (which is still a chart through m0). One has therefore
g(m0) = 0 and h(m0) = 0, hence
g =
∑
i
∂xi(g ◦ h−1)(0)hi +
∑
ij
aijhihj
for some smooth maps aij , whence D|m(g) =
∑
i ∂xi(g ◦ h−1)(0)D|m(hi). Since
h = ϕ − ϕ(m0)1, one has x = h(m) = ϕ(m) − ϕ(m0), that is, h−1(x) = m =
ϕ−1(x+ ϕ(m0)), therefore
(g◦h−1)(x) = ((f−f(m0)1)◦h−1)(x) = (f ◦h−1−f(m0))(x) = (f ◦ϕ−1)(x+ϕ(m0))
which implies
∂xi(g ◦ h−1)(h(m)) = ∂xi(f ◦ ϕ−1)(ϕ(m)).
Moreover, D|m(hi) = D|m(ϕi − ϕ(m−0)1) = D|m(ϕ) and D|m(g) = D|m(f −
f(m0)1) = D|m(f), thus, in local coordinates
D|m(f) =
∑
i
∂xi(f ◦ ϕ−1)(ϕ(m))D|m(ϕi).
Finally, given another chart (ψi) = (yi),
∂yi(f) = ∂ψi(f ◦ ψ−1) = ∂ψ(f ◦ ϕ−1 ◦ ϕ ◦ ψ−1) =∑
k
∂xk(f ◦ ϕ−1)∂xi(ϕ ◦ ψ−1)k =
∑
k
∂xk(f)∂xi(ϕ ◦ ψ−1)k
. 
Proposition 2. The vector spaces Γm and Derm(M) are isomorphic.
Proof. Let γ : I →M be a smooth curve. The map
(2) Dγ,t : f ∈ C∞(M) 7→ Dγ,t(f) := d/dτ |τ=t(f ◦ γ)
is a derivation in γ(t) for all t ∈ I, in particular Dγ,t =
∑
γ˙ϕ(t)∂ϕi|γ(t) for some
chart (U,ϕ). Conversely, if D|m is a derivation, for a chart ϕ = (ϕi), let
γ(τ) := (D|m(ϕ1), . . . , D|m(ϕn))(τ − t) + ϕ(m)
one has γ(t) = ϕ(m) and for γ˜ = ϕ−1 ◦ γ one has
d/dτ |τ=t(f ◦ γ˜) = d/dτ |τ=t(f ◦ ϕ−1 ◦ γ) =
∑
i
∂xi(f ◦ ϕ−1)(ϕ(m))γ˙i(t) =
=
∑
i
∂xi(f ◦ ϕ−1)(ϕ(m))D|m(ϕi) = D|m(f).
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
Algebra of germs and cotangent space Let m ∈M be fixed and denote by
C∞m (M) the set of all pairs (U, f) with U open, m ∈ U and f : U → R smooth. With
respect to the sum and product of functions, C∞m (M) is a ring and the evaluation
evalm : (U, f) ∈ C∞m 7→ f(m) ∈ Rn
is a ring epimorphism. The kernel I is an ideal which leads to the equivalence
(U, f) ∼ (V, g) if and only if f(x) = g(x) for all x ∈ U ∩ V . We term the class
[(U, f)] germ, that is, the class of all functions which take the same values in
some neighborhood of m, and we denote by C∞m (M) the factor ring C
∞
m (M) :=
C∞m (M)/I = C
∞
m (M)/ ∼. The ring C∞m (M) is graded and local and mm is the
unique maximal ideal, the ideal of all germs which are null in m. Moreover, the set
mkm = {[f1][f2] · · · [fk] : [fi] ∈ C∞m (m)}, mm = I
of all products of k germs, locally, is the set of all germs which have null partial
derivatives in m to the order k, because if f(m) = g(m) = 0, then D|m(fg) =
f(m)D|m(g) +D|m(f)g(m) = 0. We have therefore the chain of ideals
. . . ⊳mkm ⊳m
k−1
m ⊳ . . . ⊳mm ⊳ C
∞
m (M).
We term the vector space mm/m
2
m cotangent vector space which is isomorphic to
Rn, where n is the dimension of the manifold. We construct the isomorphism as
following. Fix a chart ϕ such that ϕ(m0) = 0 (one can eventually translate the
chart). We have the enveloping in ϕ(m0) of a map f ∈ C∞(M)
f(m) = f(m0) +
∑
i
∂ϕif(m0)ϕi(m) +
∑
ij
aijϕi(m)ϕj(m)
for some maps aij . Therefore, if f(m0) = 0, then
[f ] +m2m0 =
[∑
i
∂ϕif(m0)ϕi
]
+m2m0 ,
hence, the vector space isomorphism∑
i
∂ϕif(m0)[ϕi] +m
2
m0 ∈ mm0/m2m0 7→ (∂ϕif(m0))i=1,2,...,n ∈ Rn.
Taking a derivation D|m in m, since D|m(ff) = 0 when f(m) = 0, the derivation
induces a linear application mm/m
2
m → R. Indeed, consider the map
[γ] ∈ Γm 7→ D˜γ ∈ (mm0/m2m0)∗
where Dγ is the derivation induced by γ (equation (2), page 5) D˜γ [f ] = [Dγ(f)].
The map is well defined, since if Dγ is a derivation in m and f(m) = g(m) = 0,
then
Dγ([f ] + [g1][g2]) = Dγ([f + g1g2]) = Dγ([f ]),
hence D(fg) = 0.
In particular
mm0/m
2
m0
∼= (mm0/m2m0)∗∗ ∼= Γ∗m.
thus, we have the equivalence of the three definitions, in particular, the vector
spaces (I/I2)∗ and Derm(M) are isomorphic. Let I
2 = {fg : f, g ∈ I} and consider
the vector space I/I2. For allD ∈ Derm(M), D(I2) = 0, since, if f is not trivial and
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constant, then there exists an open neighborhood U of m such that f|U = c ∈ R∗,
thus
cD|m(f) = D|m(cf) = D|m(ff) = 2cD|m(f).
The mapping
D˜ : I/I2 → R
which maps f + I2 to D(f)+ I2 is well defined and is a form. In particular D → D˜
is a vector spaces isomorphisms, thus Derm(M) and the dual space (I/I
2)∗ are
canonically isomorphic.
We can make use of one of the three equivalent definitions for the tangent space
TmM to M in m ∈M , that is, one of the pairwise isomorphic vector spaces
Derm(M) ∼= (C∞m (M)/C∞m,0(M))∗ ∼= Γm.
1.1.3. Differential in a point. If V,W are vector space and f : V → W is a ho-
momorphism, then a homomorphism f t : W ∗ → V ∗ between the dual spaces is
defined by f t(ϕ) := ϕ ◦ f , ϕ ∈ W ∗. Given two differential manifolds M and N and
a map f : M → N , one defines the algebra isomorphism f∗ : C∞m (N)→ C∞f(m)(M)
by f∗(h) := h ◦ f , that is,
(1) f∗(h+ g) = (h+ g) ◦ f = h ◦ f + g ◦ f
(2) f∗(hg) = (hg) ◦ f = (h ◦ f)(g ◦ f)
(3) f∗(λg) = λg ◦ f
(4) f∗(h) = 0 if and only if h ◦ f(m) = 0 for all m ∈ M (h is null in some
neighborhood of f(m)).
The differential in m ∈ M of a map f : M → N between differential manifolds
is the linear map dmf : TmM → Tf(m)N which acts as following
• if D ∈ DermM , then dmf(D) := D ◦ f∗;
• if g ∈ (C∞m,0(M)/C∞m,0(M)2)∗, then dmf(g) := (f¯∗)t(g), where f¯∗ is the
application on the factor space induced by f∗;
• if γ ∈ Γm, then dmf([γ]) := [f ◦ γ].
1.2. Tangent bundle, vector fields and flows. The global tangent space of Rn
is just the direct product Rn×Rn, that is, the set of all couple (m,→v ), where m is a
point in Rn and
→
v is an applied vector in m. The generalization of this construction
to a manifold is made by means of a vector bundle, which is locally homeomorphic
to a Cartesian product, globally (the trivial bundle) in the case M = Rn .
1.2.1. Tangent bundle. Let E, B be two topological spaces and π : E → B a sub-
jective map. The triple (B,E, π) is a fiber bundle if there exists a topological space
F , the fiber, and an open subset U of B for all b ∈ B, such that π−1(b) is homeo-
morphic to U × F . The local homeomorphisms are called local trivializations and
the fiber bundle is said trivial if E is globally homeomorphic to B × F . If B is
a differential manifold, then it is possible to equip E with a compatible atlas by
lifting the charts of B.
For a differential manifold M we have defined at each point m ∈M the tangent
space TmM ; the collection of all these spaces indexed by the points of M is the
tangent space TM of the manifold M . More precisely TM is a vectorial fiber
bundle with respect to the map π : TM → M , π((m, v)) = m ∈ M , such that the
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fiber π−1(m) is diffeomorphic to TmM . If (U,ϕ) is a local chart, then the local
trivialization is the map
ϕ˜ :
→
vm = (m, v) ∈ π−1(U) 7→ (ϕ(m), dmϕ(v)) ∈ Rn × Rn
and it is also a chart which turns TM into a 2n-dimensional real manifold, where
v is a vector of a tangent space in a point, a free vector, and
→
vm = (m, v) is the
vector v applied in m. The bundle TM is therefore the disjoint union of all tangent
spaces, thus, we can also give the equivalent definition: the tangent bundle TM to
M is the disjointed union of the tangent spaces
TM =
⋃˙
m∈M
TmM = {→vm := (m, v) : m ∈M, v ∈ TmM}.
The differential and the derivation in a point of manifold can be smoothly ex-
tended to the tangent bundle as following. Let f : M → N be a map between
manifolds. The differential of f is the linear application df between the tangent
bundles, df : TM → TN defined by
df(
→
vm) = df((m, v)) = (f(m), dmf(v)).
Let f, g : M → R be smooth. A derivation is a linear mapping D : C∞(M) →
C∞(M) which maps functions onto functions such that
(1) D(fg) = fD(g) +D(f)g and
(2) if f, g take the same values on a open set, then D(f) = D(g).
The set Der(M) of all derivation is an algebra since
• D(f + g) = D(f) +D(g),
• (λD)(f) = λD(f)
and a C∞(M)-modulo since
• (D1 ◦D2)(f) := D1(D2(f)), (D1 +D2)(f) = D1(f) +D2(f),
• (hD)(f) = hD(f), h ∈ C∞(M).
In local coordinates
D(f) =
∑
∂xi(f ◦ ϕ−1)D(ϕi).
1.2.2. Vector field, flows and Lie derivative. A vector field X is a collection of ap-
plied vectors, one for each point of the manifold, more precisely, it is a smooth
section of the projection π : TM →M , i.e., a smooth map X : m ∈M → X(m) =
(m,Xm) ∈ TM with Xm ∈ TmM for all m ∈ M . One denotes by X(M) the set of
vector fields, which is an infinite dimensional vector space and locally finite dimen-
sional.
Vector fields and derivation reciprocally induce themselves, that is, if m ∈ M ,
the vector X(m) = (m, [γ]), γ(0) = m of the bundle TM induces the derivation
DX : f 7→ d/dt|t=0(f ◦ γ).
Conversely, if D is a derivation and γ(t) = (D(ϕ1), D(ϕ2), . . . , D(ϕn))t+ ϕ(m)) is
a curve, then
XD(m) = (m, [ϕ
−1 ◦ γ])
is vector field. Therefore, the action X(f) : m 7→ DX(m)(f) of a vector field X on
a map f ∈ C∞is fully defined.
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Since a vector field is a smooth section, locally, there exists a curve which has as
the tangent vector in each point the vector field in that point, the so called integral
curve of the vector field. That is, given the field X , a curve γ : I → M is integral
curve of X if
X(γ(t)) = (γ(t), [γ ◦ (id + 1t)]) = (γ(t), γ˙(t)).
The set of all these integral curves together is the so called flow induced by the
vector field. More generally, a flow Φ : A×M ⊆ R×M →M is a map such that
• γm(·) := Φ(·,m) : R→M are smooth curves for all m ∈M ,
• ϕt(·) := Φ(t, ·) :M →M are diffeomorphisms and
• t 7→ ϕt is an additive group homomorphism.
If π : TM → M is the tangent bundle and γ : (a, b) → M is a smooth curve,
consider the lift γ˜ : (a, b) → TM of γ to TM , that is, π ◦ γ˜ = γ or equivalently
γ˜(s) = (γ(s), [γs+]) where γs+(t) := γ(s + t). We say that γ is a integral curve of
X if
X(γ(s)) = (γ(s), [γs+]), s ∈ (−ε, ε)
that is, for all m ∈M , γm solves the Cauchy problem{
X(γ(s)) = (γ(s), [γs+]), s ∈ (−ε, ε)
γ(0) = m
and ΦX(t,m) := γm(t), with m ∈ M and t ∈ (−ε, ε), is the local flow induced by
X . In particular, if the manifold is compact, flows and vector fields induce each
other. Conversely, a flow Φ induces the vector field
XΦ : m ∈M 7→ (m, [γm = Φ(·,m)]) ∈ TmM
where 
Φ(0,m) = m
∂Φ/∂τ(t,m) = X˙Φ(t,m)(0)
for all m and t, where XΦ(t,m) is a curve by Φ(t, x).
Since vector fields and derivation also induce each other, also a flow Φ induces
the derivation
DΦ(f) := ∂τ(f ◦ Φ)|τ=t ∈ C∞(M).
If Φ is a flow, then t 7→ Φ(t,m) is a group homomorphism for each m: this is an
example of one parameter group of diffeomorphisms. It is a set of diffeomorphisms
{ϕi}i∈I of M in itself such that t 7→ {ϕt}, t ∈ R, is an epimorphism, that is, there
exists φ : R → Diff(M) which satisfies
(1) φ(t1 + t2) = φ(t1) ◦ φ(t2)
(2) (t,m) ∈ R×M 7→ Φ(t,m) := ϕt(m) = φ(t)(m) ∈M is smooth.
The second property states that the diffeomorphisms vary smoothly with respect
to both t ∈ R and m ∈ M . To each homomorphism is associated the curve γϕ
through m
γϕ : t ∈ R→ ϕt(m) ∈M
since γϕ(0) = φ(0)(m) = idM (m) = m. Thus, to each ϕ is associated the vector
field
X(M) ∋ ∂Φ
∂t
∣∣∣
0
: m ∈M 7→ (m, [γϕ]) ∼ (m, γ′ϕ(0)) ∈ TM
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and
∂Φ
∂t
∣∣∣
0
is an integral curve since it satisfies
∂Φ
∂t
∣∣∣
0
(γ(t)) = (γ(t), [γ(t)]) ∼ γ′(t) t ∈ (a, b)
One says that the one parameter group of diffeomorphisms {φt : t ∈ R} induces
the vector field X if Xm = γ˙(0) where γ(t) = ϕt(m) and the vector field is said
complete if the group is defined globally. Conversely, a vector field X generates the
local group {ϕt} if it induces X ; such a group always exists and it is always global
if the manifold is compact.
Let X be a vector field which generates the group {ϕt}. If ϕ : M → M is a
differentiable map, then the pushforward ϕ∗(X) of a vector field X generates the
group {ϕ ◦ ϕt ◦ ϕ−1} and X is said ϕ-left invariant if ϕ∗(X) = X , that is, ϕ, ϕt
commute.
Remember that to each field X a derivation is associated
X : f 7→ (Xf : m 7→ d/dt|t=0(f ◦ γ))
whereX(γ) = γ˙(t) and γ(0) = m. Thus, if X,Y are vector fields, X(Y f) its defined
and
X(Y (fg)) = X(f(Y g) + g(Y f)) =
= fX(Y g) + (Xf)(Y g) + gX(Y f) + (Xg)(Y f)
since X(f(Y g)) = fX(Y g) + (Xf)(Y g). Therefore,
X(Y (fg))− Y (X(fg)) = fX(Y g) + gX(Y f)− fY (Xg)− gY (Xf) =
= f(X(Y g)− fY (Xg)) + g(X(Y f)− Y (Xf))
thus, [X,Y ] : f 7→ [X,Y ]f := X(Y f) − Y (Xf) is the derivation associated to the
commutator [X,Y ]. In local coordinates, if X =
∑
iXi
→
ϕi and Y =
∑
i Yi
→
ϕi, then
[X,Y ] =
∑
ij
(
Xi(
→
ϕiYj)− Yi(
→
ϕiXj)
)
→
ϕj
Let X be a complete field which generates the group {ϕt}, Φ the associated flow
and Y another vector field. Since ϕt is a diffeomorphism we have the differential
map dϕt : TM → TM ,
dϕt :
→
vm ∈ TmM 7→ dmϕt(→vm) ∈ Tϕt(m)M
hence the vector field
Yt = (ϕt)∗(Y ) := dϕt ◦ Y ◦ ϕ−1t :M 7→ Tϕt(m)M
the so called pull-back of Y . We term the total derivative with respect to t
LXYm := lim
t→0
(ϕt)∗(Y )m − Ym
t
= −d/dt|t=0(ϕt)∗(Y )m.
the Lie derivative of Y with respect to X . Standard arguments show that LXY =
[X,Y ], that is, that the Lie derivative is actually the commutator of the fields, and
the map X 7→ LX is an affine connection. In particular one has
LXY − LYX − [X,Y ] = [X,Y ]
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where LXY −LYX−[X,Y ] is the torsion. We will see that the space X(M) of vector
fields is an infinite dimensional Lie algebra with the commutator LXY = [X,Y ].
2. Elements of Lie theory, homogeneous spaces and principal bundles
In late nineteenth century F. Klein (1849 - 1925) brought order out of chaos
among new types of geometries by means of the identification of a geometrical
object with its group of symmetries which he called Hauptgruppe or principal group.
To each geometry on some set M corresponds the group of transformations acting
transitively on it which preserve a class of geometrical features.
In the same period S. Lie (1842-1899), a student of P. L. M. Sylow (1832-1918),
made use of the group theory in the study of the differential equations theory
following the successful path traced by E. Galois with the theory of algebraic equa-
tions. Also W. Killing (1847-1923) independently followed this approach for the
non Euclidean geometry. The theory of Lie have been later developed by E. Car-
tan (1869-1951) with her Ph.D. thesis and H. Weyl (1885-1955). The Hauptgruppe
introduced by Klein is an example of a Lie group and we will make a wide use of
it.
Lie theory concerns both differentiable groups and the structure of the tangent
space to these groups. The so called three Lie’s theorems clear up the connection
between a Lie group and a Lie algebra.
Theorem 3. There exists a one-to-one correspondence between the connected sub-
groups of a Lie group G and the set of the subalgebras of the Lie algebra g of G.
Theorem 4. Let G1 and G2 be Lie groups and let g1 and g2 be the associated
Lie algebras. Then, g1 and g2 are isomorphic if and only if G1 and G2 are locally
analytically isomorphic.
Theorem 5 (Ado’s theorem). Let g be a Lie algebra on the field K, K = R,C.
Then, there exists an analytic simply connected group whose Lie algebra is isomor-
phic to g.
Thanks to the work of Klein and Lie among the other, a geometry is therefore
completely described by three objects: a manifold M , a point and the principal
group, a Lie group G which acts smoothly on M . Klein’s geometry is homoge-
neous, the elements of G are symmetries and the action is transitive, thus the
angles, the lengths, the lines or the collinearity, for instance, are all preserved by
the action and the points cannot be distinguished anymore only by geometrical
properties.
In this section we will redefine the objects we defined in the first part by means
of the action of the Lie group of symmetries on the manifold. In particular, the
manifold will be identified with a factor set of its Lie group of symmetries and the
(canonical) connection will be defined also without metrical considerations on the
manifold.
2.1. Lie group, Lie algebra and the exponential map. A Lie group G is both
a differential manifold and a group such that the product and the inversion are both
differentiable, that is, it is a group equipped with a differential structure such that
the maps (a, b) ∈ G × G 7→ ab ∈ G and a ∈ G 7→ a−1 ∈ G are both differentiable.
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A Lie algebra g is a vector space with a bilinear operator, the Lie brackets or Lie
product, which is nilpotent ([X,X ] = 0) and fulfills the Jacobian identity
[X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X,Y ]] = 0.
The Lie algebra g of the Lie group G is the set of all the left invariant vector fields
g = X(G)G = {X ∈ X(M) : (dλg)∗(X) = X ∀g ∈ G}
where λg, g ∈ G, are the left translations of G, dλg : TG → TG, g ∈ G, the
differentials and
(dλg)∗(X) ∈ X(G) 7→ dλg ◦X ◦ λ−1g ∈ X(G).
The algebra g is a subalgebra of X(G) and is isomorphic to TeG by the isomorphism
X ∈ g 7→ Xe ∈ TeG, e being the neutral element of G.
Let A ∈ g and {φt} the group generated by A. Since A is left invariant, φt ◦λa =
λa ◦ φt, thus, φt(a) = (φt ◦ λa)(e) = aφt(e). By setting at := φt(e) one has
at+s = φt+s(e) = φt(φs(e)) = φt(as) = asφt(e) = asat
thus, {at} is a subgroup of G. Define therefore the exponential function exp : g→ G
by setting expA := g1. Let k ∈ R and B the vector field induced by the group
{ψt := φkt}, since Bm = d/dtt=0φkt(m) = kAm, then
exp(kA) = exp(B) = ψ1(e) = φk(e) = ak.
The exponential function maps g onto G homeomorphicay. Moreover, if γ : t 7→
at = φt(e) is a curve in G, then
a˙k = d/dtt=0(at+k) = Aak = akAe
hence, at is the solution of the differential equation a˙k = akAe.
2.2. Homogeneous spaces and principal bundle. Let G be a Lie group, B
a differentiable manifold and assume that there exists a left action (g,m) ∈ G ×
B 7→ gb ∈ B of G on B as a group of transformations. Also assume that the
action is transitive, fix a base point b0 ∈ B and consider the isotropy group (of b0)
H := Gb0 , the stabilizer of b0 in the action as a group of diffeomorphisms. Denote
by λ : G/H → M the map λ : (gH, p) 7→ g(p) = ρp(g). The group H is a closed
subgroup of G, hence a Lie subgroup and a submanifold of G. The space G/H has
a unique differential structure such that the projection π : G → G/H is smooth
(and open) and G acts transitively by left translation on G/H . Since the action
is transitive, the map gH ∈ G/H 7→ gb0 ∈ B is subjective, in particular, if it is a
homomorphism, it is also diffeomorphism.
2.2.1. Principal bundle. A fiber bundle H → G pi→ M is a principal fiber bundle
with structure group H if the Lie group H acts freely on the right on G and
M = G\H , where G\H is the set of the orbits pH , each of them being a fiber
through some p ∈ G over m = π(p), that is,
p ∈ Gm = pH = π−1(m) = π−1(π(p)).
The action of H is fiber preserving and simply transitive on each fiber, the map
φp : g ∈ H → φp(g) := pg ∈ Hm = pH is a diffeomorphism and is H-equivariant,
that is, φp(gh) = φp(g)h for all h ∈ H . In particular, if G acts on M
H → G pi→ G/H
ρp∼= M
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is a principal bundle with structure group H and fibers gH , g ∈ G. For the tangent
space we have therefore
TeH → TeG depi→ TH(G/H) dHρp→ TpM.
The tangent space Vp = Tp(Gm) to the fiber Gm in p is called vertical space and
the distribution V : p ∈ P → Vp ⊆ TP is the vertical distribution.
If σ : U ⊆ G/H → G is a local analytic (cross) section, i.e., π(σ(gH)) = gH ,
then σ(U) is a submanifold of G (but not a subgroup) which is diffeomorphic to
σ(U)p ⊆M according to the action of G onM . Furthermore, there exists a one-to-
one correspondence between the local sections and the local trivializations of the
principal bundle, this allow us to identify portions of the manifold M on which G
acts not only with the set of classes but also with the subsets of G. In particular,
if σ : U → G is a local section, then
ϕ : g ∈ π−1(U) ⊆ G→ (gH, σ(gH)−1g) ∈ U ×H
is the associated local trivialization (a diffeomorphism), indeed
ϕ(π−1(U)) = U ×H → σ(U)×H ⊆M ×H
with ϕ(σ(gH))→ (σ(gH), 1) ∈ σ(U)× {e}.
Let σ : U ⊆ G/H → G be a local section with σ(H) = e and L := σ(U) (in
particular L ∩H = {e}). If γ : I → M is a curve with γ(0) = e, then, for all t ∈ I
there exists γ˜ : I ⊆ R→ G/H such that γ˜(t)p = γ(t). Then
deρp|TeL : A = [γ] ∈ TeL ≤ TeG→ Ap = [γp] ∈ TpM
is a diffeomorphism. One says that TeG is reductive, i.e.,
TeG = TeL⊕ TeH,
TeH being the kernel of deπ : TeG→ TH(G/H), if and only if TeL is AdH -invariant,
i.e., L is adH -invariant. More generally, given a homogeneous spaceM = G/H and
the Lie algebras g, h of G and H respectively, g is called reductive if there exists
a vector space complement m of h in g, i.e., g = m ⊕ h, which is AdH-invariant.
We can identify m with TpM since ker deπ = h, whence deπ(g) = m. Sufficient
conditions for the space to be reductive are
(1) the linear space Adg(H) is completely reducible,
(2) g has an Adg(H)-invariant bilinear form which is not degenerating on h,
f.i, the Killing bilinear form K(u, v) := tr(aduadv), u, v ∈Mn(K) ≡ g.
2.2.2. Tangent bundle as principal bundle. Let TM = ∪˙q∈MTqM be the tangent
bundle of M . Since λg : q ∈ M 7→ gq ∈ M , the group G acts on TM by dλg.
Consider the map
(g, [γ]) ∈ G× TpM 7→ dpλg([γ]) = [gγ] ∈ TgpM ⊆ TM 7→ gp ∈M
then, (g1, [γ1]), (g2, [γ2]) have the same image, if and only if g
−1
2 g1 ∈ H . Since
γ(t) = atp (the horizontal lift)
g−12 g1[γ1] = [g
−1
2 g1a1,thtp] = [adg−1
2
g1
(a1,t)p] = Adg−1
2
g1
([γ1]) = [γ2]
hence the class [g, [γ]] is the set
[g, [γ]] = {(gh,Adh−1([γ]) : h ∈ H}.
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We can define therefore the associated bundle E = G ×H TeL as G × TeL modulo
the action
(g,A)h := (gh−1,Adh(A)), h ∈ H
with the projection πE : (g,A)H ∈ E = G×H TeL→ gp ∈M . This bundle is itself
a principal bundle with fiber
π−1E (q = gp) = {(g,A)h : h ∈ H, A ∈ TeL} = gH ×H TeL ≡ (g(p), TpM)
and structure group H .
Finally, if H → G pi→ M = G/H is a principal bundle, then the tangent bundle
TM is diffeomorphic to the associate bundle G×H m by
[(g,X)] ∈ G×H m 7→ (deπ ◦ dλg)(X) ∈ T (M).
where the quotient G×H m is with respect to the action
h : (g,X) 7→ (gh−1,Adh(X)).
3. Connection, parallel transport, covariant derivative and
exponential map
The two ingredients one needs to define the composition law given by Kikkawa
are the exponential map and the parallel transport of a vector (field) along a curve:
the first allows us to sum points of a space by means of vectors in the tangent
bundle, the latter makes it possible to control somehow the variation of a vector
field with respect to some constant field. Therefore we need a way to derive the
vector fields in the tangent bundles in order to compute their variations, that is, in
some sense, to ascertain what fields are constant. One of the tool we know already
is the Lie derivative. However, it is not just a function of the vector field to be
derived but also of the vector field with respect of which one derives. We need
instead a tensorial derivative: such a derivative is the so called covariant derivative
and it will allow us to define the classes of parallel vectors and the parallel transport
of a vector along a curve. This covariant derivative is defined by means of the so
called connection, which we will define below as linear map and later by means of
the algebraic split of the Lie algebra of the manifold.
3.1. Affine and canonical connections. We begin by defining an affine connec-
tion, affine because, under given conditions, the space of all connections is actually
an affine space. Connections, covariant derivative and parallel transport are equiv-
alent ideas: one can define one out of the three and deduce the other two.
3.1.1. Affine connection. An affine connection is a sort of collection of covariant
derivatives, it is a mapping ∇
∇ : X ∈ X(M) 7→ ∇X ∈ Hom(X(M),X(M))
which maps a vector field X to a linear operator ∇X such that
(1) ∇XY is R-linear on X and Y ,
(2) ∇ is tensorial in X , ∇fXY = f∇XY ,
(3) ∇XY is a derivation in Y , ∇X(fY ) = (Xf)Y + f∇XY and
(4) ∇fX+gY = f∇X + g∇Y ,
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f being smooth. A connection can be expressed locally by the so called Christoffel
symbols, that is, a set of maps Γkij ∈ C∞(U) which fulfill
∇→
ϕ i
→
ϕj =
n∑
k=1
Γkij
→
ϕk, i, j = 1, 2, . . . , n,
where {→ϕi} are the elementary vector fields.
As an example of connection we give account of that one induced by a met-
ric on the manifold and afterwards that one induced by a horizontal and vertical
distribution.
Connection induced by a metric A Riemannian metric on differentiable
manifold M is a section g of the fiber bundle of the symmetric bilinear forms
defined on TM such that the metric gm in m ∈ M is a definite positive form for
all m ∈M . Such a metric is a tensor which maps a couple of vectors to a number,
a tensor g ∈ C∞(M,T 02 ), 0-times contravariant and 2-times covariant, which fulfills
(1) g(X,Y ) = g(Y,X) for all X,Y ∈ X(M),
(2) g(X,X)(m) ≥ 0 for all X ∈ X(M) with X(m) 6= 0,
where g(X,Y )(m) := gm(Xm, Ym). In local coordinates, setting
gij(m) := g
(
∂
∂ϕi
,
∂
∂ϕj
)
(m) = gm
(
∂
∂ϕi
∣∣∣∣
m
,
∂
∂ϕj
∣∣∣∣
m
)
we have
g =
∑
ij
gijdϕ
i ⊗ dϕj ,
that is, for the fields X =
∑
X(ϕi)∂/∂ϕi and Y =
∑
Y (ϕi)∂/∂ϕi, one has
g(X,Y )(m) =
∑
ij
gij(m)dmϕ
i ⊗ dmϕj
(
X(ϕi)(m)
∂
∂ϕi
∣∣∣∣
m
, Y (ϕj)(m)
∂
∂ϕj
∣∣∣∣
m
)
=
=
∑
ij
gij(m)X(ϕi)(m)Y (ϕj)(m).
The fundamental theorem of Riemannian geometry states that there exists a
unique torsion free connection which preserves the metric (the Levi-Civita affine
connection), that is,
(1) ∇g = 0 and
(2) ∇XY −∇YX = [X,Y ], for all vector fields X and Y .
From affine connection to covariant derivative If X,Y are fields with
X =
∑n
i=1Xϕi
→
ϕi and Y =
∑n
i=1 Y ϕi
→
ϕi , then
∇XY = ∇X
(∑
i
Y ϕj
∂
∂ϕj
)
=
n∑
i=1
X(Y ϕi)
∂
∂ϕj
+ Y ϕj∇X
(
∂
∂ϕj
)
,
where
∇X
(
∂
∂ϕj
)
= ∇∑
iXϕi∂/∂ϕi
(
∂
∂ϕj
)
=
n∑
i=1
(Xϕi)∇∂/∂ϕi
(
∂
∂ϕj
)
,
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whence
∇XY =
n∑
k=1
X(Y ϕk) +∑
i,j
Γkij(Xϕi)(Y ϕj)
 ∂
∂ϕk
.
Since for a field X =
∑
iXϕi
→
ϕi and an integral curve γ through m = γ(0) one has
Xm = X(m) =
∑
i
(Xϕi)(m)
→
ϕi(m) =
∑
i
d(ϕi ◦ γ)
dt
∣∣∣∣
t=0
[ϕ−1(eit+ ϕ(m))] =
=
∑
i
γ˙ϕ(0)i[ϕ
−1(eit+ ϕ(m))] = γ˙(0)
we can compute
∇XY (m) =
n∑
k=1
d((Y ϕk) ◦ γ)
dt
∣∣∣∣
t=0
+
∑
i,j
Γkij γ˙ϕ(0)i(Y ϕj)(m)
 [ϕ−1(ekt+ ϕ(m))]
Finally, by taking the vector field Y˜ (t) along γ, Y˜ (t) = Y (γ(t)) =
∑
ai(γ(t))
→
ϕi(γ(t)) =∑
Y (t)ϕ˜i(t), we have the covariant differential
∇γ˙Y =
n∑
k=1
Y˙k +∑
i,j
Γkij γ˙iYj
→ϕk
that is
Y˜ (t) = Ym +∇γ˙(0)Y˜ t+ o(t).
From covariant derivative to parallel transport We say that a vector field
→
u = Y is parallel along the integral curve γ of the vector field
→
v if ∇γ˙Y = 0 for all
t and we say that
→
u is parallel with respect to
→
v if ∇→
v
→
u = 0. Therefore, a curve
γ is a geodesic if ∇γ˙ γ˙ = 0, that is
∇γ˙ γ˙ =
n∑
k=1
γ˙k +∑
i,j
Γkij γ˙iγ˙j
→ϕk = 0.
If p, q ∈ M and v ∈ TpM a fixed vector, then there exists a unique geodesic γ
with γ(0) = p and γ˙(0) = v and a unique parallel field Y with respect to ∇X such
that Y (p) = v. The map v 7→ Y (γ(t)) is a the parallel transport from p to γ(t)
along γ and it is also a vector space isomorphism.
From parallel transport to covariant derivative For each curve γ, the set
of isomorphisms
τγ,s,t : Tγ(s)M → Tγ(t)M
are called parallel transport if they fulfill
(1) τγ,s,t is smooth with respect to both s and t (and γ),
(2) τγ,s,s = id and
(3) τγ,u,t ◦ τγ,s,u = τγ,s,t
If such a parallel transport is given, then also the so called covariant derivative ∇
in p along γ of the field
→
u can be defined by
∇γ˙(0)→u = lim
t→0
τ−1γ,0,t
(
→
uγ(t)
)
−→um
t
∈ TmM, m = γ(0).
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We can also define the geodesic curves associated to the parallel transport as the
class of curves which satisfy τγ,s,t(γ˙(s)) = γ˙(t) and also the associated field is given
by
∇→
v
→
u : m 7→ (∇→
v
→
u)(m) = ∇→
vm
→
u = ∇γ˙(0)→u,
where γ is a geodesic such that γ˙(0) =
→
v (m).
3.2. Canonical connection on a principal bundle. Let G → P pi→ M be a
principal bundle. A connection on P is a distribution H : p ∈ P → T (P ), the
horizontal distribution, of the subspaces Hp ≤ Tp(P ), the horizontal spaces, such
that
• Tp(P ) = Vp ⊕Hp and
• (ρg)∗(Hp) = Hpg for all g ∈ G.
A canonical connection is given on M by defining the vertical and horizontal
distribution as following. The vertical space in g ∈ G is the tangent space of the
fiber gH , that is
Vg := Tg(gH) = deλg(TeH)
and the horizontal space is
Hg := deλg(TeL) = Tg(gL).
L being a set of representatives of G/H . For [γ] = [gat] ∈ Hg, one has
dgρh([γ]) = [gath]) = [gha
h−1
t ] ∈ Tghgh adh−1(L) = Tgh(ghL) ∈ Hgh
hence the required condition dgρh(Hg) = Hgh is fulfilled.
We can extend the connection to TM by mean of the associated bundle E =
G×H TeL on M with fibers π−1E (q = gp) = gH × TeL and structure group H
H ×H TeL→ E = G×H TeL pi→M.
The vertical space in w = (g,A)H ∈ E is the tangent space to the fiber though w
and the horizontal space is defined as H(g,A)H = gH ×H TeL, that is
H(g,A)H = {(g1, A1)H : g1 ∈ G,A1 ∈ Hg}.
3.2.1. Parallel displacement and covariant derivative. Let γ be a differentiable curve
in the base manifold M and let γ∗ be a horizontal lift of γ to P , that is, a curve
in P such that π ◦ γ∗ = γ and γ˙(t) ∈ Hγ(t), which is unique if we fix p ∈ P
such that π(p) = γ(0). The horizontal lift γ∗ is the parallel displacement of the
point γ(0) = x0 in the fiber π
−1(m0) to the point γ(1) = x1 in the fiber π
−1(m1)
along the curve γ. We can proceed in a same way with vector fields. Let X be
a vector field on M , there exists a unique horizontal lift X∗ of X in P , that is,
π˜(X∗u) = Xpi(u) where π˜ = duπ : Tu(P ) → Tpi(u)(M) with π˜|Hu : Hu → Tpi(u)(M)
being an isomorphism.
Once a connection is given, we can define the parallel displacement of the fibers
gH . If γ : I → M is a smooth curve, for all y ∈ π−1(γ(0)), there exists a unique
horizontal lift γ∗y : I → G of γ through y, i.e.,
π(γ∗y(t)) = γ
∗
y(t)p = γ(t), [γ] ∈ TeL.
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Actually, if γ : I → M , since the bundle is locally trivial, there exist at ∈ L with
a0h0 = y such that γ(t) = ath0p, thus, γ
∗
y(t) = ath0 is horizontal and π(γ
∗
y(t)) =
atH = γ(t). Define the parallel displacement along γ by
τ0,t : y = a0h0 ∈ π−1(a0H) 7→ ath0 ∈ π−1(atH).
We can also define the parallel displacement in the tangent bundle. Let γ : I →M ,
γ(0) = gp, and let γ∗ = gat be the horizontal lift to G, thus, for all A ∈ TeL,
(gat, A)H is a horizontal lift to E (cfr. [56] page 114). The parallel transport
τt,t+ε : π
−1
E (γ(t+ ε))→ π−1E (γ(t))
is therefore
τt,t+ε : (gat+ε, A)H ∈ π−1E (γ(t+ ε)) 7→ (gat, A)H ∈ π−1E (γ(t)).
Covariant derivative Let X : E → M be a section, i.e., πE(Xγ(t)) = γ(t) (a
vector field) and let γ : I →M . Define the covariant derivative ∇γ˙(t)X ∈ π−1E (γ(t))
of X in the direction (with respect to) γ˙ by
∇γ˙(t)X := lim
h→0
τt,t+ε
(
Xγ(t+ε)
)−Xγ(t)
ε
and the curve Xγ(t) in E is said to be parallel if ∇γ˙(t)X = 0 (see [56] page 124), in
particular
∇a˙t a˙t = lim
h→0
τt,t+ε
(
Xγ(t+ε)
)−Xγ(t)
ε
= 0.
3.2.2. Canonical connection for reductive space. Let M be homogeneous and re-
ductive. The canonical connection on M is the connection on the principal bun-
dle H → G pi→ G/H ∼= M associated to the distributions Hg := (λg)(m) and
Vg := (λg)(h), g ∈ G, which are both provided by the following construction.
Since the projection π : G→ G/H is smooth, the differential (the total derivative
of π or pushforward) π∗ = dpπ : TpG → TpH(G/H) is linear. One defines the
vertical space VpG = kerdpπ. Let Φ : (g, h) ∈ G ×H → Φh(g) = gh be the right
action of the bundle, a connection on the principal bundle is therefore given by the
(smooth) distributions VpG,HpG which satisfy
• TpG = VpG⊕HpG, equivalently, π∗(HpG) = Tpi(p)G,
• (Φh)∗(HpG) = HΦh(p)G
As an example of a homogeneous reductive space we have the symmetric space
for a connected Lie group G, the homogeneous space G/H where H is the stabilizer
of a point and an open subgroup of Gσ = {g ∈ G : σ(g) = g}, σ being an involution.
The differential deσ of σ in e ∈ G is an involutive endomorphism of the Lie algebra g,
thus, if λ is an eigenvalue, then deσ(v) = λv implies v = deσ
2(v) = λdeσ(v) = λ
2v,
hence, λ = ±1. The eigenspaces are therefore h, the Lie algebra of H ≤ Gσ, which
is stable under deσ and the eigenspace of −1, which is the complement m of h in g,
g = h⊕m, with [h, h] ⊆ h, [h,m] ⊆ m and [m,m] ⊆ h.
3.3. Exponential map. We give now account of the other ingredient of Kikkawa’s
composition law, the exponential map from the tangent space to the manifold.
Let M be a manifold and p ∈ M a fixed point. There exists a neighborhood
N0(p) of 0 in TpM and a neighborhood U(p) of p such that for all v ∈ TpM
• the geodesic γv is defined on some set Jv ⊇ [0, 1],
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• γv(1) ∈ U(p) and
• expp : v ∈ N0(p) 7→ γv(1) ∈ U(p) is a diffeomorphism.
Consider exp : p ∈ M 7→ expp as a function of p ∈ M . Fixing p ∈ M , a star-
shaped neighbourhood N0(p) of 0 ∈ TpMwhere expp is a diffeomorphism onto an
open subset Np of M is called normal and Np = expp(N0(p)) is called normal
neighbourhood of p. Assume that each point has a normal neighbourhood, which
is also normal for all other points of the set. If furthermore, for q1, q2 ∈ Np, there
exists a unique geodesic γ : [0, 1] → Np with γ(0) = q1 and γ(1) = q2, then Np is
called convex, simple if the geodesic is unique. One can show that in a manifold
with an affine connection each point has a system of simple, connected and open
neighborhoods. Furthermore, the exponential map is differentiable and d0expp is
“almost” the parallel transport.
4. Differential loop of Lie type
Loop theory is relatively young and covers various areas of mathematics such
geometric algebra, topology and combinatorics4.
The statement which introduces a loop as an algebraic structure in the sim-
plest way is “a loop is a group without associativity”, which is also true but not
completely. The theoretical core of loops and quasigroups theory is of course the
non-associativity, which geometrically often arises in non-Euclidean context. As
a first approach to the theory, the two works Moufang loops and Bol loops: Zur
Struktur von Alternativkoerpern by Ruth Moufang (1935)5, and Gewebe und Grup-
pen by Gerrit Bol (1937) are always a good starting point; according to Pflugfelder,
they “marked the formal beginning of loop theory”.
Beside the term quasigroup, the word loop designates those quasigroups with
an identity. It seems that the invention of “loops” occurred around 1942 and ap-
parently is due to the School of Chicago, where “loop” has been coined after the
Chicago Loop, the elevated train over the main business area that actually forms
a loop shaped path. The first publications introducing the term “loop” were the
papers by Albert in 1943, Quasigroups I and Quasigroups II and afterwards the
two publications by R. H. Bruck Some results in the Theory of Quasigroups (1944)
and Contributions to the Theory of Loops (1946). According to Pflugfelder, R. Baer
and M. Hall were the main authors in the branch of geometry related to loops in the
United States during the 1940s, both making use of the F. Klein’s group theoretical
approach.
In 1964 M. Kikkawa (see [50]) proved that it is always possible to define a loop
operation among the points of manifold with an affine connection within a suitable
neighborhood of any fixed point, the so-called geodesic loops or local loop. This
non-associative operation is the generalization of the applied vectors sum on a
Euclidean affine plane, the parallelogram law, which is of course associative and
commutative, to a Riemannian surface. Indeed, if we move from a flat plane to a
4We recommend two very interesting works, Historical notes on loop theory by H. O.
Pflugfelder, [81] and Smooth Quasigroups and Loops forty-five years of incredible growth by
L. V. Sabinin, [86], which provide detailed accounts of the progress of the loop theory during the
XX century.
5R. Moufang (1905-1977) had studied at the University of Frankfurt, and later in Ko¨nigsberg,
where she was strongly influenced by Reidemeister.
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non-flat manifold, it is well-known that the curvature of the space may causes a
vector displacement after a parallel transport of a vector along a closed path. We
will illustrate how to construct a loop of Kikkawa type on a p-adic 2-sphere (for the
real case see for instance [74]).
4.1. Loops and local loops. There are at least two different but related ways
to build a (left) loop, we will give account here of the construction by means of
(Lie) groups and transversals. In this sense we follow a flow which began with Baer
[10] and involves many authors such as Karzel, Kreuzer, Strambach, Wefelscheid6,
Kikkawa, Sabinin, Ungar7, Drapal, Kepka, Niemenmaa and Phillips8
4.1.1. Quasigroups and loops. A quasigroup (Q,⊕), following to the definition of
Moufang’s paper9 , is an algebraic structure which consists of a non empty set Q and
a (non-associative) binary operation such that both the equations a⊕x = b, x⊕a = b
have a unique solution in Q. We term a quasigroup loop if the quasigroup has a
neutral element e, i.e. an element which satisfies both identities a⊕ e = e⊕ a = a.
We have a left-loop (right-loop) in case that the operation has a neutral element
and only the equation a⊕ x = b (x⊕ a = b) has a unique solution.
For a given quasigroup (Q,⊕), the bijective maps λa : x 7→ a⊕x, ρb : x 7→ x⊕ b,
a, b, x ∈ L, are called left and right translation respectively. If (Q,⊕) is a left-loop,
then only the left translations are bijective, the group G(Q) generated by them is
called enveloping group of the left-loop and the stabilizers in G(Q) of the neutral
element e with respect to the natural action of G(Q) on Q is generated by the maps
δa,b := λ
−1
a⊕bλaλb, a, b ∈ Q, which are called left inner deviations.
A set L endowed with a binary operation and a distinguished element e ∈ L is
called loop if both left and right equations a · x = b, y · a = b have a unique pair of
solutions x, y ∈ L for all a, b ∈ L and e is the neutral element.
Given a group G, a non-normal subgroup H and a left-transversal L containing
the identity of G, it is elementary to see that L is endowed with the structure of
a left-loop, denoted (even in the non-commutative case) by (L,+). Conversely,
any left-loop can be identified with a left-transversal of the group generated by
the left translations x 7→ a + x modulo the stabilizer of the identity. According
to a consolidated notation (see [73] page 17), we call a map σ : G/H → G a
section, if (π ◦ σ)(gH) = gH for all g ∈ G, where π is the canonical projection.
It follows that σ(G/H) is a left-transversal, hence we consider the well known
correspondence between left-loops and triples (G,H, σ(G/H)), where σ is a section
satisfying σ(H) = 1. Without any great loss of generality, one can assume that G
is generated by L := σ(G/H) and that the action of G on the homogeneous space
G/H , aH 7→ gaH , is faithful. In this case the enveloping group G decomposes as
6see [41], [47], [50], [49], [47], [60],[59], [72]
7see [21], [29], [100]
8see [25], [26], [42], [43], [77], [78], [79], [80], [82], see also [73], pp. 21-22, [17], [21], [28], [44]
[64], [76]
9Actually, Moufang defined the quasigroups which today have her name, which are quasigroup
satisfying any one of the Moufang identities. Moufang also proves that Q is diassociative, that is,
the subquasigroup generated by any two elements is associative.
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a quasi semi-direct product G = LH , where for ai ∈ L and hi ∈ H (i = 1, 2) the
multiplication in G is defined by
a1h1 a2h2 := a1 + δh1(a2) (a1, δh1(a2)) δh1(a2)
−1ah12 h1h2
where (a1, δh1(a2)) , δh1(a2)
−1ah12 ∈ H and δh : L → L satisfies δh(x + y) =
δh(x) + δµ(h)(y) for a suitable map µ : H → H . If δh is also an automorphism
of L, the left-loop L is said to be an Al-left-loop.
Actually, a left-transversal L is a loop precisely in the case where it is simulta-
neously a left-transversal of all the homogeneous spaces G/Hg, g ∈ G, as proved
by Baer in [10] (cf. also [73], Proposition 1.6, page 18).
Proposition 6. For any faithful left-envelope (G,H,L), there exists an isomorphism
λ : G→ G(L), which maps H onto H(L) such that the restriction of λ on L onto
T (L) is a left-loop isomorphism. Furthermore, setting λg := λ(g) for all g ∈ G, one
has {λh(a)} = ahH ∩ L for all h ∈ H and a ∈ L.
Given a left-enveloper (G,H,L) the left-transversal L is therefore a left-loop
with respect the operation defined on it by a + b := c for a, b ∈ L, c being the
representative in L of the class abH .
Two left-folders (G1, H1, L1), (G2, H2, L2) are homomorphic, if there exists a
group homomorphism ϕ : G1 → G2 which maps H1 onto H2 and L1 onto L2. In
this case, the map ϕ induces a left-loop homomorphism ϕ|L1 : L1 → L2. Conversely,
every left-loop homomorphism ϕ : L1 → L2 induces a homomorphism ϕ′ : G(L1)→
G(L2) which mapsH(L1) ontoH(L2) and every group homomorphism ϕ : G1 → G2
which maps H1 ≤ G1 onto H2 ≤ G2 induces a homomorphism ϕ′ : (G1, H1, L1)→
(G2, H2, ϕ(L1)) (see [75]). This proves the following Proposition, which can be
found in [6] and in Theorem 1.11 [73], pages 21-22. with a formulation in term of
transversals and sections.
Proposition 7. If (G,H,L) is a left-folder, then (G(L), H(L), T (L)) is a faithful
left-envelope. Furthermore, the function λ : 〈L〉 → G(L) which maps a ∈ L to λa ∈
T (L) is a left-folder epimorphism from (〈L〉, 〈L〉 ∩H,L) onto (G(L), H(L), T (L)).
According to the above Proposition 7, one can make no theoretical difference
between left-loops and left-envelopes. Nevertheless, since many left-loop categories
are characterized by properties of the own enveloping group, the use of envelopes
mostly simplify the notation.
4.1.2. Local loop: Kikkawa’s geodesic loop. Let M be a manifold with an affine
connection, let m ∈M be a fixed point and let TpM be the tangent space to M in
p. The exponential map expp : N0 ⊆ Tp → M maps a star-shaped neighborhood
N0 of the null vector onto a normal neighborhood Um of m. Assume that in such a
neighborhood any two points can be joint by a geodesic. Let τp,q : TpM → TqM be
the parallel transport with respect to the connection and, for a vector Xm ∈ TmM ,
let X(t) := τm,γ(t)(Xm) be the parallel transport of Xp along the curve γ. If Γ
k
ij
are the components of the connection, then
(∇ ˙γ(s)X(s))k =
d
dt
Xk(t) +
∑
ij
Γkij(γ(s))
d
dt
γi(t)Xj(t),
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thus, if a is any point in Um, then there exists a geodesic arc γ which is the solution
of the previous differential equation with initial conditions X(0) = γ˙(0) = a. If
the exponential map is defined, then γ(t) = expm tXa for some vector Xa. The
operation
a⊕ b := (expb ◦τm,a ◦ exp−1m )(a)
gives a point which is not always contained Um, but, if it is the case, the resulting
point a⊕ b is unique. The equation x⊕ a = b has always a solution in Um and it is
also unique, while y⊕x = b may not have one, but, once more, if it has one solution
in Um, it is also unique, since the Jacobian ∂y
i/∂zj = δij does not vanishes in m.
The right deviations leave m invariant, thus the differential of them are auto-
morphisms of the tangent space Tm in m, whence the following two Propositions
of Kikkawa.
Proposition 8. If dR−1b τb,abdRb does not depend on b, then dH is precisely the
holonomy group at p.
Proposition 9. At the point p = π(e) of a reductive homogeneous space M =
G/H with a canonical affine connection, the group of linear transformations of Tp
induced by the right inner maps of a differentiable local loop coincides with the
local holonomy group defined on a restricted normal neighborhood Up of p.
The previous Proposition is particularly interesting from a geometrical point
view. It states that the non-associativity of the loop and the holonomy group of
the manifold carry actually the same information. If the holonomy group were
trivial, then the loop would be associative, that is, a non-flat surface produces a
non-associative loop of symmetries.
4.2. The sphere. We give account of some elementary consideration about the
real sphere in order to generalize them by means of Lie theory and export this
pattern to the p-adic case. The real sphere is of course the set
S2 = {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1}
that is, the locus of all points (x, y, z) ∈ R3 which have unitary distance from
the origin. It is worth to emphasizes that such identification holds because the
Euclidean metric can be defined by a scalar product, unfortunately, a similar ar-
gument does not make sense in the p-adic case, because there is no relationship
between ultrametric and scalar product.
Denote byN = (0, 0, 1) be the north pole of the sphere, the tangent space TN (S
2)
in N to S2 is a 2 dimensional real vector space, indeed, if γ : I → S2 ⊆ R3(t) is
a curve in S2 through γ(0) = N with γ(t) = (x(t), y(t), z(t)), then x(t)2 + y(t)2 +
z(t)2 = 1 implies γ(t) · γ˙(t) = 0, hence 0 = N · γ˙(0) = z˙(0) = 0, thus
TN(S
2) = 〈e1, e2〉.
If Ru,θ : S
2 → S2 is the rotation which takes N to P = (xp, yp, zp) ∈ S2 and Ω is
the center of the sphere, then u = (−yp, xp, 0) and the rotation is Ru,θ = Rz,ϕRy,θ,
where cosϕ = xp/‖
→
ΩP‖ and cos θ = zp. Thus, the differential dNRu,θ of Ru,θ in N
is the linear map between the tangent spaces TN(S
2) and TP (S
2)
dNRu,θ = (Ru,θ)∗ : v ∈ TN(S2) 7→ dNRu,θ(v) ∈ TP (S2).
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If [γ] ∈ TN(S2) is a tangent vector, then dNRu,θ([γ]) = [(Ru,θ ◦ γ)(t))], that is,
d/dt|t=0(Ru,θ ◦ γ)(t)) = d/dt|t=0(Ru,θγ(t)) = Ru,θγ˙(0),
whence
dNRu,θ(v
t) = Ru,θv
t and TP (S
2) = Ru,θTN(S
2).
According to the definition given in Part 1., the tangent bundle is therefore
TS2 = {Ru,θ(N, v) : v ∈ TN (S2), Ru,θ ∈ SO3(R)},
in particular
[expαAuˆ = I + αAuˆ + o(α
2)], uˆ = x, y, z.
The connection on S2 is induce by the metric tensor, the geodesics are the max-
imal circles and the parallel transport is made by a simple a rotation with the
axis through the center. Since the parallel transport along a geodesic γ through
some point p preserves the angle formed by a tangent vector at p and the tangent
vector to γ at p, we can express the non-associative operation in terms of a rota-
tion, that is, a ⊕ b = Rû,θ(b), where θ is the longitude of a and û is the normal
component of the Frenet frame of the geodesic through N and a with origin in
a. The Mo¨bius transformations of the Gaussian plane C can be used to describe
a rotation of the Riemannian sphere, thanks to its differential structure. Thus,
taking the stereographic projection from the south pole in Cartesian coordinates,
πs : (x, y, z) ∈ Us 7→ x+iy1+z , one has
Rû,θ
(
(x, y, z)
)
= π−1s
(
πs
(
(x, y, z)
)
+ ζ
1− ζπs((x, y, z))
)
with ζ = tan(θ/2)eiϕ and û = π−1s (ie
iϕ). Up to the identification of the points
of Us with their complex images under πs, the non-associative operation takes the
form
a⊕ b := a+ b−ab+ 1
for all (a, b) in some subset V ⊆ C2. Nevertheless, P∞ ⊕ a remains undefined for
a 6= 0, P∞.
4.2.1. Orthogonal geometry in Qp. So far we have considered the sphere as a sub-
space of R3, we would like to generalize the previous considerations and make them
intrinsic. We begin by introducing a representation for the group SO3(K) which
can be used both in real and p-adic case.
We recall that for a quadratic K-space (V , q), charK 6= 2, the orthogonal group
is the group of the automorphisms which leave the scalar product invariant, hence
it is isomorphic to the group of all matrices M ∈ GLn(K) such that MBM t = B,
B = (vi · vj) for a basis {vi}, for which one has detM2 = 1. One calls a rotation
those matrices which have determinant equal to 1 (the special orthogonal group
SO(V)) and reflexion the others. For a non isotropic vector u, i.e. q(u) 6= 0, the
map
σu(v) := v − 2 v · u
Q(u)
u
is a reflexion along u or through the hyperplane u⊥. In particular, in the basis
〈u〉 ⊥ 〈u〉⊥, σu is represented by diag(−1, 1, . . . , 1), which has determinant equal to
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−1. As a consequence of Cartan-Dieudonne´10 each orthogonal transformation in a
n-dimensional space is the product of n or fewer reflexions, thus, in a 3-dimensional
space, each rotation has a non isotropic axis, being the product of 2 reflexion and,
unless the rotation is trivial, there exists a unique fixed vector v which is the gen-
erator of two reflexion (hyper)planes, W1 ∩W2 = 〈v〉. If the axis v were isotropic,
then both planes W1,W2 would contain an isotropic vector, hence they were hy-
perbolic and the rotation restricted to W1 and W2 would be the identity
11 hence
the identity on the whole space V = W1 +W2 (12).
Consider the case V = Q3p. The field Qp of p-adic numbers can be algebraically
extended to each degree, thus, any finite dimensional p-adic vector space is an alge-
braic extension of the base field Qp. Of course, the geometry of the space changes
according to the prime number p, more precisely, the geometry depends on which
roots lie in Qp. For a finite extension Qp ≤ K of degree n, call e = [|K∗| : |Q∗p|] the
ramification index and set f = [k : Zp], whence n = ef . One can prove that there
exists exactly one unramified extension of Qp of degree f which can be obtained
by adding to Qp a primitive p
f − 1-th root of unity13. Recall that the field Qp has
a root of −1 if and only if p ≡ 1 modulo 4. For our purpose, we will consider the
case p ≡ 3 modulo 4, whence p > 2 and Qp(i), i2 = −1, is an unramified extension
over Qp.
The quadratic space (Q3p, q) with respect to the quadratic form q(x, y, z) = a1x
2+
a2y
2+a3z
2 with a1, a2, a3 ∈ Z∗p is isotropic14, the form q(x, y, z) = a1x2+a2y2+a3z2
is not degenerate since det diag(a1, a2, a3) 6= 0 and (Q3p, q) is regular, in particular,
Q3p has an orthogonal base {vi} such that
Q3p = 〈q(v1)e1, q(v2)e2, q(v3)e3〉 ∼= 〈diag(q(v1), q(v2), q(v3))〉.
We choose as the quadratic form the standard scalar product q(x, y, z) = x2+y2+z2.
4.2.2. Representation of SO3(K). Given a quadraticK-space (V , ·) = (V , q), q(v) :=
v · v, one (can) define the Clifford algebra Cl(V , q) as the tensor algebra T (V) quo-
tiented by the ideal generated by v⊗v−q(v)1 or, equivalently, v⊗w+w⊗v−w ·v1.
In particular we can identify the Clifford algebra with the free algebra on V with
relations vw + wv = 2v · w1.
Since the Clifford algebra is the universal cover of the algebras such that V can be
projected into preserving the quadratic form, if ι : V → Cl(V , q) is the immersion,
then there exists a natural inclusion O(V , q)→ Aut(Cl(V , q)) such that
ι(σu(v)) = −ι(u)ι(v)ι(u)−1
for any given reflexion σu. Whence, for a rotation τ , which is the product of two
reflexions, there exists P in the Clifford algebra such that ι(τu(v)) = PV P
−1, with
10Cfr. f.i. Theorem 6.6 in [34] page 48.
11Cfr. [34] exercise 2 page 40.
12For a general reference about orthogonal geometry see [23], [34], [69].
13Cfr. [57] page 67.
14Cfr. theorem 3.5.1 page 60 and corollary 3.5.2. page 62 in [53], the more general case only
requires the condition p > 2.
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ι(v) = V and
τku(v) = v − 2k v · u
k2Q(u)
ku = τu(v), (kP )V (kP )
−1 = PV P−1, ∀k ∈ K∗.
According to the classification theorems for Clifford algebras 15, if p ≡ 3 mod 4,
then Cl(Q3p, Q)
∼= M2(Qp(i)), and we recover the vector space Q3p inside M2(Qp(i))
thanks to the immersion
(3) ι : (a, b, c) ∈ Q3p 7→
(
c a+ ib
a− ib −c
)
with ι(v)2 = v · vI = −detV and [ι(v), ι(u)] = 2u · vI, a vector v being isotropic if
and only if detι(v) = 0.
Proposition 10. The group SO3(Qp(i)) has a faithful representation in PGL2(Qp(i)) ≤
M2(Qp(i))/Q
∗
P I as the projective group
Γ :=
{[
α β
−β α
]
: αα+ ββ 6= 0, α, β ∈ Qp(i)
}
, a+ ib := a− ib, a, b ∈ Qp.
Proof. See [102] 
p-adic representation of the sphere For a prime number p and an integer
z we denote by |z|p the (normed) p-adic absolute value, by Zp the completation
of Z with respect to the absolute value and by Qp the field of quotients of Zp.
Remember that we are assuming p ≡ 3 modulo 4, therefore, Qp(i), i2 = −1, is the
“unique” unramified extension over Qp of order two. We will furthermore consider
the quadratic space on Q3p with respect to the standard scalar product, which is
isotropic16 and not degenerate. We represent the Qp-vector space Q
3
p in its Clifford
algebra as the vector space of Pauli matrices17
[a, b, c] := aσx + bσy + cσz =
(
c a− ib
a+ ib −c
)
, a, b, c ∈ Qp,
with σx = [1, 0, 0], σy = [0, 1, 0] and σz = [0, 0, 1]. The 2-sphere {(a, b, c) ∈ Q3p :
a2 + b2 + c2 = 1} is therefore an affine 2-dimensional manifold of the matrices of
order 2, that is,
(4) S2 := {aσx + bσy + cσz ∈M2(Qp(i)) : (aσx + bσy + cσz)2 = I}.
Define furthermore the cup S˜2 around the “north pole” σ3 by
(5) S˜2 = {P ∈ S2 : ‖P − σz‖ ≤ p−1}
where ‖ · ‖ is the (unique) max/sup-norm defined of the vector space Q3p. As the
following Lemmata will show, this neighborhood of σz is small enough, and actually
the biggest, in order to allow us to parametrize S˜2 by the trigonometric maps and
give a “polar representations” which is analogue to the real case. Of course, the
2-sphere S2 is also a 2-dimensional analytic p-adic manifold and an analytic atlas
is given by the “stereographic projection” {(ϕσz , Uσz ), (ϕ−σz , U−σz)}, where
Uσz = S
2 \ {σz}, U−σz = S2 \ {−σz},
15Cfr. theorems 4, 4’ in [23] page 99. for the p-adic case
16Cfr. theorem 3.5.1 page 60 and corollary 3.5.2. page 62 in [53], the more general case only
requires the condition p > 2.
17The isomorphism between the quaternion and the Pauli matrices sis given by ai+ bj + ck ∈
H 7→ −i(aσ1 + bσ2 + cσ3) ∈ Cl(Q3p, ·)
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both the projections
ϕσz :
(
c z
z −c
)
∈ Uσz 7→
z
1 + c
∈ Qp(i), ϕ−σz :
(
c z
z −c
)
∈ U−σz 7→
z
1− c ∈ Qp(i)
being analytic, since the conjugation is Qp-analytic as well as the rational functions.
Reductive space In the real case, the sequence SO2(R) → SO3(R) → S2 is a
principal bundle, we will make the equivalent p-adic “metrical computation” via
Lie theory. The Zp-modules V ≤ Lie(Γσz ) and H ≤ Tσz (S2) defined by
V =
{(
ia 0
0 −ia
) ∣∣∣ a ∈ pZp} , H = {( 0 β−β 0
) ∣∣∣ β ∈ pZp(i)}
play an analogue role of the horizontal and vertical distributions in σz , which allow
in the real case to define an affine connection and the parallel transport. The loop of
Kikkawa type on the 2-sphere is an affine submanifold of S2 which is orthogonal to V
and has H as tangent plane in σz . Since the homogeneous space SO3(Qp)/SO2(Qp)
is still reductive and S˜2 is still a transversal, the lift to SO3(Qp) of a curve γ on S
2
through σz , γ(t) = gt.σz, gt ∈ SO3(Qp), t ∈ I, is γ∗(t) = Rθ(t),ϕ(t).σz . Borrowing
the definition of parallel displacement induced by a connection, we take the curves
Rθ,ϕ(t).σz as geodesic curves and the rotation Rθ,ϕ as parallel displacement. Hence,
the following.
Proposition 11. The set exp(V) is a subgroup of Γ0σz , the connected component in
Γσz of 0, and L := exp(H) is a local section (a subset of representatives of left
cosests) of (Γ0 ∩ exp(V))/ exp(V).
Proof. See [102] 
In particular, the group exp(V) is the group of elements(
cos 2θ exp(iϕ) sin 2θ
exp(−iϕ) sin 2θ − cos 2θ
)
with ϕ ∈ Zp and θ =
√
zz where z = θi exp(iϕ) ∈ pZp(i) and it is also isomorphic
to the projective group of elements[
1 exp(iϕ) tan 2θ
− exp(−iϕ) tan 2θ 1
]
Proposition 12. The projection
(6) ψ :
(
c a+ ib
a− ib −c
)
∈ S˜2 7→ a+ ib
1 + c
∈ Qp(i),
provides an isomorphism (diffeomorphism) between D = {z ∈ Qp(i) : |z|p < 1} and
S˜2. In particular
(7) ψ
((
cos 2θ exp(iϕ) sin 2θ
exp(−iϕ) sin 2θ − cos 2θ
))
= exp(iϕ) tan θ
with
(8) | exp(iϕ) tan θ|p = |θ|p < 1.
Proof. See [102] 
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4.2.3. Loop of Kikkawa type. Following Kikkawa, for A,B ∈ S˜2, A = Rϕ,θ.σz , we
define the operation
A⊕B := (expB ◦τN,B ◦ exp−1N ) (A)
where expP is the exponential map which maps a tangent vectorX in P onto γP (1),
γ being the integral curve in P of X and τN,B being the parallel displacement along
the geodesic which joins N,B. We can entirely project the cup S˜2 diffeomorphically
onto the disk D = {ξ ∈ Qp(i) : |ξ|p < 1}, thus, as in the real case, the operation
becomes
ξ1 ⊕ ξ2 = ξ1 + ξ2
1− ξ1ξ2
, ξ1, ξ2 ∈ D,
and simple computation show that (D, 0,⊕) is an Al-loop (and not only a local
loop) with the left inverse property. Indeed, if we represent the points projectively,
we have
λξ1(ξ2) =
[
ξ1
1
]
⊕
[
ξ2
1
]
=
[
1 ξ1
−ξ¯1 1
] [
ξ2
1
]
with deviations
δξ1, ξ2 = λ
−1
ξ1⊕ξ2
λξ1λξ2 =
[
1− ξ1ξ¯2 0
0 1− ξ¯1ξ2
]
which act on D by
δξ1, ξ2(ξ) =
1− ξ1ξ¯2
1− ξ¯1ξ2
ξ,
1− ξ1ξ¯2
1− ξ¯1ξ2
=
(
1− ξ1ξ¯2
1− ξ¯1ξ2
)−1
,
∣∣∣∣1− ξ1ξ¯21− ξ¯1ξ2
∣∣∣∣
p
= 1.
5. Appendix
.1. p-adic algebraic and transcendental functions. Let p a prime number, for
all z ∈ Z∗, let vp(z) be the greatest power of p which divides z. Define the (normed)
p-adic absolute value of z by setting |z| := p−vp(z). The completation Zp of Z with
respect to the previous absolute value is the ring of p-adic integers and the field
of quotients Qp of Zp is the p-adic field, which is a local field with characteristic
0 and a totally disconnected metric space with respect to the distance induced by
the absolute value. We define the square root of a p-adic number by means of the
p-adic binomial series, which is defined, for α ∈ Zp, by
∞∑
n=0
(
α
n
)
xn
and converges for |x| < 1 (cfr. [33] page 123-124). The square roots of −1 are
denoted as usual by ±i where −1 is the opposite of 1.
We give now account of the classical transcendental p-adic maps, for references
see [57] page 81, [84] page 241, [88] page 128., [33] page 112. The definition of these
maps are via power series. Since
vp(n!) =
∞∑
i=0
⌊
n
pi
⌋
<
n
p− 1
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in particular |n!| > p−n/(p−1) (cfr. [33] page 114), by setting r = p−1/(p−1), 1/p < r
and D = Br(0) := {x ∈ Zp : |x| < r} as convergence ray and disk respectively the
following propositions 13,14, 15 and 16 hold18.
Proposition 13. The series
expp x :=
∞∑
n=0
xn
n!
, logp(1 + x) :=
∞∑
n=1
(−1)n+1x
n
n
both converge in D and for |x| < 1 respectively. Moreover
sinx =
∞∑
n=0
(−1)n x
2n+1
(2n+ 1)!
, cosx =
∞∑
n=0
(−1)n x
2n
(2n)!
also converge in D.
Proposition 14. The following hold
• exp(x+ y) = expx exp y, x, y ∈ D
• (expx)′ = expx
• log(xy) = log x+ log y, |x|, |y| < 1
• log expx = x, exp log y = y, x ∈ E, y ∈ 1 + E
Proposition 15. For all x, y ∈ D the following hold
• exp ix = cosx+ i sin y
• (sinx)2 + (cos y)2 = 1
• sin(x+ y) = sinx cos y + cosx sin y
• cos(x + y) = cosx cos y − sinx sin y
• | sinx| = |x|, | cosx| = | exp ix| = 1
• | sinx− x| < |x|, | cosx− 1| < |x| (x 6= 0)
• | sinx− sin y| = |x− y|, | cosx− cos y| ≤ |x− y|
Furthermore the cosinus has no zeros and the unique zero of the sinus is 0 (19).
Proposition 16 (van Hamme). For all x ∈ Cp, x 6= ±i
arctanx :=
1
2i
log
(
1 + ix
1− ix
)
and for all x ∈ Cp, |x| < 1
arcsinx :=
1
i
log
(
ix+
√
1− x2
)
.
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