We prove that if X is a nite pre x set and w is a non-periodic bi-in nite word possessing 3 disjoint X-factorizations, then the combinatorial rank of X is at most card(X)?2. This is one of the rare cases when a cumulative defect e ect is known to hold. Finally, connections to the critical factorization theorem are discussed.
Introduction
Defect theorem is one of the fundamental properties of words. It states that if a set of n words satis es a nontrivial relation, then these words can be expressed as products of at most n?1 words, i.e., any nontrivial relation on words implies a defect e ect, cf . Lo] . Actually, as emphasized in HK] and CK], there does not exist just one, but several theorems which formalize the above defect e ect, depending on requirements put on these n?1 words.
As argued in HKP] defect theorems can be viewed as a weak dimension property of words. It is weak since a nite set X of words can satisfy several di erent, or independent as it is formalized in HKP], relations without forcing a larger defect e ect than 1, i.e., a larger defect e ect than is forced by a single relation. On the other hand, the compactness property of word equations, established in AL] and Gu] , guarantees that a nite set of words cannot satisfy in nitely many independent relations.
The above motivates to study the following, in some sense dual, problems. First, how large independent systems of relations on n words can exist that they do not force a defect e ect larger than k, i.e., allow a set X of n words of rank at least n ? k to satisfy these relations, cf. KP] and HKP].
Here rank can be de ned in a number of ways, see CK], for example as the combinatorial rank which is the smallest number of words needed to express all words of X as product of these words. The second problem area asks to nd conditions (on relations or sets of words) which imply a cumulative defect e ect, i.e., if the set X of n words satisfy k relations, then X is of rank at most n ? k.
We attack in this note the second problem. We interpret, in a natural way, a relation on words from X as a double X-factorization of some nite or in nite word. There are only very few results in the direction of our second problem. The graph lemma, Lemma 1 in Section 2, is such an example where the type of relations is restricted. A similar deep result is proved in Br], extending ideas of Ka] and Ho], where it is shown that if X is a code and has unbounded synchronizing delay in both directions, then the rank of X is at most card(X) ? 2.
Our starting point is a recent result proved in KMP1], see also KMP2] , stating that if a non-periodic bi-in nite word possesses two di erent Xfactorizations, then the rank of X is at most card(X) ? 1. As emphasized in KMP1] it is essential to use the notion of combinatorial rank described above. We ask the following: Problem 1. Let X be a set of n words and w a non-periodic bi-in nite word. Is it true that if w possesses k disjoint X-factorizations, for k card(X), then the combinatorial rank of X is at most card(X) ? k + 1 ?
As we said the problem is solved a rmatively in KMP1] in the case 1 when k = 2. We do not have either a counterexample or a proof for larger values of k. However, we are able to prove the following result. If a nonperiodic word possesses 3 disjoint X-factorizations, where X is a pre x set, then the combinatorial rank of X is at most card(X) ? 2. Even this simple case seems to have a quite complicated proof.
Finally, we note that the above problem is connected to the fundamental critical factorization theorem, or more precisely to its application, cf.
Chapter 8 in Lo]. This application studies, for a nite set X of words, the number of disjoint X-interpretations of a given nite word. In particular, it gives a result which is similar to our problem in the case when k = card(X), cf. Section 4.
Preliminaries
In this section we x our terminology and state a few lemmas on combinatorics of words needed for the proofs of our results. For unde ned notions we refer to Lo] or CK].
Let be a nite alphabet and X a nite subset of + . We are mainly interested in the case when X is a pre x set, i.e., no word of X is a pre x of another word of X. The set of all nite, in nite and bi-in nite words over are denoted by , N and Z , respectively. Hence, formally a bi-in nite word is a mapping f w : Z ! , usually written as w = : : : a ?1 a 0 a 1 : : :
with a i = f w (i) .
An X-factorization of w is any sequence of words from X yielding w as their products. Formally, an X-factorization of w 2 Z is a mapping F : Z ! X Z such that for each k 2 Z if F(k) = ( ; i) and F(k + 1) = ( ; j), then a i a i+1 : : : a j?1 = , i.e., the position i is a starting position of the factor in w. We say that two X-factorizations F 1 and F 2 of a bi-in nite word are di erent, whenever there is a k 0 2 Z such that for each k 2 Z, F 1 (k 0 ) 6 = F 2 (k), disjoint, whenever the starting positions of all factors in F 1 are distinct from the ones in F 2 , shift-equivalent, if there is a k 0 such that whenever F 1 (k) = ( ; i) and F 2 (k 0 + k) = ( ; j), then = . : : : aabaabaabaabaaaabaaaabaaaabaaaa : : : .
Clearly, the three factorizations are pairwise disjoint and also non-periodic.
We de ne the combinatorial rank of X + by the formula
For the sake of completeness we remind that r c (X) r f (X) card(X) ;
where r f (X) denotes the free rank (or simply the rank) of X de ned as the cardinality of the base of the smallest free semigroup containing X, cf. CK].
Example 1 (continued). Clearly, r c (X) = 2, since X fa; bg + , but for no word % the inclusion X % + holds. On the other hand, since X is a pre x code we conclude that r f (X) = 4.
Example 1 together with results in KMP1] show that in order to obtain the defect e ect for bi-in nite words we have to use the combinatorial rank.
It is also necessary to consider non-periodic X-factorizations or bi-in nite words:
Example 2. In this example we show that there is a pre x set X without any defect e ect and a periodic bi-in nite word with k disjoint Xfactorizations.
Let X = fa; (ba) k?1 bg. Clearly, the bi-in nite word w = (ab) Z has k disjoint X-factorizations of the form ( ) Z . They are all shift-equivalent, but di erent. On the other hand, we have r c (X) = 2 = card(X).
Next we recall one crucial result on words that we shall need in our later considerations. For its proof the reader is referred to CK] or HK]. We need some terminology. We associate a nite set X + with a graph G X = (V X ; E X ), called the dependency graph of X, as follows: the set V X of vertices of G X is equal to X, and the set E X of edges of G X is de ned by the condition: (x; y) 2 E X if and only if xX N \ yX N 6 = ; :
We emphasize that the assumption that words in X are non-empty is crucial.
Then we have:
Lemma 1 (Graph Lemma). For each nite set X + , the combinatorial rank of X is at most the number of connected components of G X .
We shall also need the following simple lemma.
Lemma 2. Consider words x; y; x 0 ; y 0 ; v 2 + and u 1 ; u 2 ; w 1 ; w 2 2 satisfying equations xu 1 = vyw 1 x 0 u 2 = vy 0 w 2 :
(1) If y = x, y 0 = x 0 or y = x 0 , y 0 = x, i.e., if fx; x 0 g = fy; y 0 g, then x and x 0 are comparable, i.e., one is a pre x of the order.
Proof. Consider, for example, the rst case: y = x and y 0 = x 0 . Without loss of generality we can assume jxj jx 0 j. If jx 0 j jvj, then x 0 v and also x v, which implies that x x 0 , and we are done. Hence assume jx 0 j > jvj, i.e., v < x 0 . Now, if jxj jvj, then x v x 0 and we are done again. Thus, the only case we have to consider is the case jx 0 j jxj > jvj. We can substitute x = v x, x 0 = v x 0 for some x; x 0 2 + . The equations (1) transforms to xu 1 = v xw 1 ; x 0 u 2 = v x 0 w 2 :
We obtained the system of equations of the same type, but with j xj < jxj and j x 0 j < jx 0 j. Hence, after a nite number of steps it must happen that the x's obtained, sayx andx 0 , are comparable. Clearly, if x; x 0 are comparable, then so are x; x 0 . Inductively, we obtain that x and x 0 are comparable. In the second case the proof is the same.
An Example of a Cumulative Defect E ect
In this section we prove our main result. Theorem 1. Consider a pre x set X + . Let w be a bi-in nite word over with 3 disjoint X-factorizations F 0 ; F 1 ; F 2 . If the word w is non-periodic, then the combinatorial rank of X is at most jXj ? 2. Proof. Take an arbitrary occurrence of 0 2 X in the X-factorization F 0 and nd, for i = 1; 2, the rst end point of an i 2 X in the X-factorization 2 )-triple. Let us denote the word between the beginning of 0 and the end of i by t i . We call this situation an X-di erence (t 1 ; t 2 ). Assume that we have an occurrence of X-di erence (t 1 ; t 2 ) followed by an occurrence of X-di erence 
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If r i j = 1, for j = 0; 1, then Equation (5) implies s + (i j ;i j+1 ] 6 = 1, and hence also i j < i j+1 and jr i j+1 j < js (i j ;i j+1 ] j jt i j+1 j. By the de nitions of the X-di erence, we then obtain r i j+1 = 1, otherwise there is an 2 X in the X-factorization F i j+1 , which ends before the end of f i j+1 and after the end of f 0 , as illustrated in 
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Case (iii). By Equations (5) and (3) Figure 6 illustrates these parts of factorizations F i 1 and F i 2 corresponding to Equations (6). Using Equation (5) 
Assume that r (0) i 0 starts with x (0) 2 X. If jxj < ju 1 u 2 j or jx 0 j < ju 1 u 2 j, then
x and x 0 are comparable, a contradiction to the pre x property of X. Thus, we have u 1 u 2 < x, which implies that s ?
(i 0 ;i 2 ] 6 = 1, and also i 1 < i 2 < i 0 .
By Equation (3) Let us analyze Equations (7). Let p j be the maximal common pre x of r 0 i j and f i j over the alphabet X and let r 0 i j = p j r r;j and f i j = p j r f;j , for some p j ; r r;j ; r f;j 2 X . Note that r r;j and r f;j are nonempty, otherwise f i 2 and r 0 Case (a). We obtain u r f;1 s = r f;2 ; u r r;1 s = r r;2 :
Assume that r f;2 and r r;2 start with di erent symbols y and y 0 . It is enough to show that the pair fy; y 0 g is di erent from the pair fx; x 0 g, since after that the end of the proof is essentially the same as the one in the case (ii).
Using Equations (3) and (7) Setting in Lemma 2, v = u 1 u 2 p 2 we obtain fy; y 0 g 6 = fx; x 0 g. Case (b) . The proof is almost the same as in the previous case. In fact we have proved a slightly stronger version of Theorem 1.
Theorem 2. Consider a pre x set X + . Let w be a bi-in nite word over with 3 disjoint X-factorizations F 0 ; F 1 ; F 2 . If at least one of three X-factorizations is non-periodic, then the combinatorial rank of X is at most jXj ? 2.
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The following example shows that in Theorem 2, but not in Theorem 1, we have to put some assumptions on the set X, for example, that it is a code.
Example 3. Let X = f ; ; g, where = ababa, = b and = ababab.
Then the periodic bi-in nite word w = (ab) Z has three disjoint X-factorizations of the form f ; g Z . We can choose them to be non-periodic and not shiftequivalent. The combinatorial rank of the set X is 2, so in this case the defect e ect is only by 1.
A variant of our problem related to Theorem 2 is as follows:
Problem 2. Let X be a code and w a bi-in nite word. Is it true that if, for k card(X), w possesses k disjoint X-factorizations, such that at least one of them is non-periodic, then the combinatorial rank of X is at most card(X) ? k + 1 ?
There are two natural directions to generalize Theorems 1 and 2: either relax the pre x condition or assume more than 3 factorizations. We believe that the ideas of our above proof can be used to prove at least some such extensions.
A Connection to the Critical Factorization Theorem
In this section we recall an application of the critical factorization theorem, cf. Chapter 8 in Lo] , and look at how it is connected to Problem 1 in the cases k = card(X) and k = card(X) + 1. First, we need a few de nitions. Let w = a 1 a 2 : : : a n be a word of length n over the alphabet . A positive integer p is a period of w if for any i 2 f1; : : : ; n?pg, a i+p = a i . The minimal period of w is called the period of w, denoted as p(w). Let X be a set of nonempty words over the alphabet . An X-interpretation of a word w 2 + is a sequence x; x 1 ; : : : ; x n ; y of words such that xwy = x 1 : : : x n ;
where for any i 2 f1; : : : ; ng, x i 2 X, x is a proper pre x of x 1 and y is a
proper su x of x n . Two X-factorizations x; x 1 ; : : : ; x n ; y and x 0 ; The bound in the proposition is close to the optimal one as noted in Lo]:
for each n 2, words of the form w 2 (a 2n?2 b) + have exactly n disjoint X-interpretations for X = fa n ; b; aba; : : : ; a n?1 ba n?1 g.
It was even conjectured by Sch utzenberger that the exact value in Proposition 1 is card(X) ? 1. If this is true, it would imply that a non-periodic bi-in nite word can possess at most card(X) ? 1 disjoint X-factorizations, which is also an immediate consequence of an a rmative answer to our Problem 1 in the case k = card(X).
Corollary 1. Let X be a set of n nonempty words and w a non-periodic biin nite word. Then w can possess at most card(X) disjoint X-factorizations.
Proof. Let w i 2 , i 2 Z be letters of the bi-in nite word w: w = : : : w ?2 w ?1 w 0 w 1 w 2 : : : :
We de ne the sequence fu i g i 0 of nite words as follows u i = w ?i : : : w ?1 w 0 w 1 : : : w i :
Clearly, p(u i+1 ) p(u i ). Hence, the sequence fp(u i )g i 0 is a non-decreasing sequence. Assume that it is upper bounded, i.e., there are positive integers j; p such that for all i j, p(u i ) = p. Then the bi-in nite word w is periodic with a period p, which is a contradiction. Thus, there exists a positive integer j such that p(u j ) is greater than the periods of words in X. Assume that w possesses card(X) + 1 disjoint X-factorizations. We can construct in a natural way card(X) + 1 disjoint X-interpretations of the word u j . But this together with Proposition 1 yields to a contradiction.
The above motivates us to formulate a stronger version of our Problem 1:
Problem 3. Let w 2 + and X + be a nite set satisfying p(x) < p(w)
for all x 2 X. Is it true that w has at most card(X) + 1 ? r c (X) disjoint X-interpretations?
