Abstract. We show that:
1. For many regular cardinals λ (in particular, for all successors of singular strong limit cardinals, and for all successors of singular ω-limits), for all n ∈ {2, 3, 4, . . . }: There is a linear order L such that L n has no (incomparability-)antichain of cardinality λ, while L n+1 has an antichain of cardinality λ. 2. For any nondecreasing sequence (λn : n ∈ {2, 3, 4, . . . }) of infinite cardinals it is consistent that there is a linear order L such that L n has an antichain of cardinality λn, but not one of cardinality λ + n .
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1. Introduction Definition 1.1. For any partial ordering (P, ≤) define inc(P ) as inc(P ) = sup{|A| + : A ⊆ P is an antichain}
Here, an antichain is a set of pairwise incomparable elements. In other words, κ < inc(P ) iff there is an antichain of cardinality κ.
Haviar and Ploscica in [2] asked: Can there be a linear ordering L such that inc(L n ) = inc(L k ) for some natural numbers k. (Here, L n and L k carry the product, or pointwise, order.)
Farley [1] has pointed out that for any singular cardinal κ there is a linear order L of size κ such that inc(L 2 ) = κ, inc(L 3 ) = κ + .
So we will be mainly interested in this question for regular cardinals. First we show in ZFC that there are many successor cardinals λ (including ℵ ω+1 ) with the following property:
This proof is given in section 2. It uses a basic fact from pcf theory.
We then show that there are (consistently) many possible behaviours for the sequence (inc(L n ) : n = 2, 3, 4, . . . ). More precisely, we show that for any nondecreasing sequence of infinite cardinals (λ n : 2 ≤ n < ω) there is a cardinal-preserving extension of the universe in which we can find a linear order L such that for all n ∈ {2, 3, . . . }: inc(L n ) = λ + n . For example, it is consistent that there is a linear order L such that L 2 has no uncountable antichain, while L 3 does.
Here we use forcing. The heart of this second proof is the well-known ∆-system lemma.
A ZFC proof
Let µ be a regular cardinal. We will write D bd µ for the filter of cobounded sets, i.e., the filter dual to the ideal {A ⊆ µ : ∃i < µ A ⊆ i}.
i<µ λ i is the set of all functions f with domain µ satisfying f (i)
µ is an equivalence relation. We call the quotient structure i λ i /D bd µ (and we often do not distinguish between a function f and its equivalence class).
i λ i /D bd µ is partially ordered by the relation
For any partial order (P, ≤) and any regular cardinal λ we say λ = tcf (P ) ("λ is the true cofinality of P ") iff there is an increasing sequence (p i : i < λ) such that ∀p ∈ P ∃i < λ : p ≤ p i . 
Then there is a linear order J of size λ such that
• J n+1 has an antichain of size λ • J n has no antichain of size λ Remark 2.2. Whenever λ = µ + is the successor of a singular cardinal µ such that 1. Either µ is a strong limit cardinal 2. or at least ∀κ < µ : κ <cf (µ) < µ then we can find a sequence (λ i : i < cf (µ)) as above. For example, if λ = ℵ ω+1 , then there is an increasing sequence (n k : k ∈ ω) of natural numbers such that tcf ( k∈ω ℵ n k /D bd ω ) = ℵ ω+1 . See [3, ?? ]. The proof of theorem 2.1 will occupy the rest of this section. We fix a sequence (f α : α < λ) as in the assumption of the theorem. We start by writing µ = n ℓ=0 A ℓ as a disjoint union of n + 1 many D bd µ -positive (i.e., unbounded) sets. For ℓ = 0, . . . , n we define a linear order < ℓ on λ as follows:
That is, if f = g we have that d(f, g) = min{j : f (j) = g(j)} is the first point where f and g diverge.
For α, β ∈ λ we define α < ℓ β iff:
We now define J to be the "ordinal sum" of all the orders < ℓ :
with the "lexicographic" order, i.e.,
Claim 2.5. J n+1 has an antichain of size λ.
For any α = β we have to check that t α and t β are incomparable. Let
Proof of 2.1. It remains to show that J n does not have an antichain of size λ. Towards a contradiction, assume that ( t β : β < λ) is an antichain in J m , m ≤ n, and m as small as possible. Let t β = (t β (1), . . . , t β (m)) ∈ J m . For k = 1, . . . , m we can find functions ℓ k , ξ k such that
Thinning out we may assume that the functions ℓ 1 , . . . , ℓ n are constant. We will again write ℓ 1 , . . . , ℓ n for those constant values.
We may also assume that for each k the function β → ξ k (β) is either constant or strictly increasing. If any of the functions ξ k is constant we get a contradiction to the minimality of m, so all the ξ k are strictly increasing. So we may moreover assume that β < γ implies ξ k (β) < ξ k ′ (γ) for all k, k ′ , and in particular β ≤ ξ k (β) for all β, k.
Subclaim. The set
is in the filter D bd µ , i.e., its complement S := {i < µ : ∃β < λ ∃s < λ i {g − γ (i) : γ > β} ⊆ s} is in the ideal dual to D bd µ (i.e., is a bounded set).
Proof of the subclaim. For each i ∈ S let β i < λ and h(i) < λ i be such
This shows that C is indeed a set in the filter D bd µ . We will now use the fact that m < n + 1. Let ℓ * ∈ {0, . . . , n} \ {ℓ 1 , . . . , ℓ n }.
Since A ℓ * is positive mod D bd µ , we can pick
Using the fact that i * ∈ C and definition (4) we can find a sequence (β σ : σ < λ i * ) such that
We now restrict our attention from ( t β : β < λ) to the subsequence ( t βσ : σ < λ i * ); we will show that this sequence cannot be an antichain. For notational simplicity only we will assume β σ = σ for all σ < λ i * .
Recall that t σ = ( ℓ 1 , ξ 1 (σ) , . . . , ℓ n , ξ n (σ) ). For each σ < λ i * define x σ := (f ξ 1 (σ) ↾i * , . . . , f ξn(σ) ↾i * ) ∈ j<i * λ j . Since j<i * λ j < λ i * , there are only < λ i * many possible values for x σ , so we can find σ 1 < σ 2 < λ i * such that x σ 1 = x σ 2 . Now note that by (3) and (6) we have
Since i * ∈ A ℓ * we have for all k: i * / ∈ A ℓ k . From (1), (2), (7) we get
Hence ℓ k , ξ k (σ 1 ) < ℓ k , ξ k (σ 2 ) for all k, which means t σ 1 < t σ 2 .
Consistency
Theorem 3.1.
Then there is a forcing notion P which satisfies the κ-cc and is κ-complete, and a P-name I such that
Remark 3.2. At first reading, the reader may want to consider the special case κ = ℵ 0 , λ n+2 = ℵ n .
Notation 3.3.
1. We let λ 1 = 0, λ ω = sup{λ n : n < ω}. 2. It is understood that 2 α is linearly ordered lexicographically, and (2 α ) m is partially ordered by the pointwise order.
5. For η ∈ 2 α , i ∈ {0, 1} we write η ⌢ i for the element ν ∈ 2 α+1 satisfying η ν, ν(α) = i.
We definē η ⌢1 ,η ⌢0 ,η ⌢ {k →1 else0},η ⌢ {k →0 else1} in (2 α+1 ) m as follows: All four are -extensions ofη, and: -η ⌢0 (n) = η(n) ⌢ 0 for all n < m.
Definition 3.6. We let P be the set of all conditions
satisfying the following conditions for all m:
1. For all α < κ: The set {p ∈ P : α p ≥ α} is dense in P. 2. For all ξ < λ ω : The set {p ∈ P : ξ ∈ u p } is dense in P.
Fact and Definition 3.8. We let (ν ξ : ξ < λ ω ) be the "generic object", i.e., a name satisfying
Theorem 3.9. Let P, I be as in 3.6 and 3.8.
It is clear that P is κ-complete, and κ + -cc is proved by an argument similar to the ∆-system argument below. So all the λ m stay cardinals.
We Fix m * ∈ ω, and assume wlog that λ m * +1 > λ m * .
[Why is this no loss of generality? If λ m * = λ ω , then the cardinality of I is at most λ m * , and there is nothing to prove. If λ m * = λ m * +1 < λ ω , then replace m * by min{m ≥ m * : λ m < λ m+1 }]
Towards a contradiction, assume that there is a condition p and a sequence of names ρ β : β < λ Letρ β = (ρ β (n) : n < m * ). For each β < λ + m * and each n < m * we can find a condition p β ≥ p and
such that p β ρ β (n) = ν ξn(β) (ℓ(β, n)) We will now employ a ∆-system argument. We define a family (ζ β : β < λ + m * ) of functions as follows: Let i β be the order type of u p β , and let
By 3.7.2 may assume ξ n (β) ∈ u β , say ξ n (β) = ζ β (i(β, n)). By thinning out our alleged antichain ρ β : β < λ + m * we may assume • For some i * < κ, for all β: i β = i * • For some α * < κ, for all β: α p β = α * • For each i < i * there is some m i such that for all β:
(Here we use λ <κ m = λ m .) • the family u β : β < λ + m * is a ∆-system, i.e., there is some set u * such that for all β = γ: u β ∩ u γ = u * .
• Moreover: there is a set ∆ ⊆ i * such that for all β: u * = {ζ β (i) : i ∈ ∆}. Since ζ β is increasing, this also implies ζ β (i) = ζ γ (i) for i ∈ ∆.) • The functions (β, n) → ℓ(β, n), and (β, n) → i(β, n) do not depend on β, i.e. there are (ℓ n : n < m * ) and (i n : n < m * ) such that i(β, n) = i n , ℓ(β, n) = ℓ n for all β. Note that for i ∈ i * \ ∆ all the ζ β (i) are distinct elements of λ m i , hence:
∈ {ℓ n : n < m * }. Pick any distinct β, γ < λ + m * . We will find a condition q extending p β and p γ , such that q ρ β ≤ρ γ .
We define q as follows:
3).
• For ξ = ζ β (i), i ∈ i * \ ∆, we haveη • For ξ = ζ γ (i), i ∈ i * \ ∆, we let
We claim that q is a condition. The only nontrivial requirement is the incompatibility of allη so by 3.7.3,η q ξ andη q ξ ′ are incompatible. This concludes the construction of q. We now check that q ρ β ≤ρ γ , i.e., q ρ β (n) ≤ ρ γ (n) for all n. Clearly, q ρ β (n) = ν ζ β (in) (ℓ n ) η q ζ β (in) = η in ⌢0 . Here we use the fact that k * = ℓ n . Similarly, q ρ γ (n) = ν ζ β (in) (ℓ n ) η in ⌢1 . Hence q ρ β ≤ρ γ . This concludes the proof of theorem 3.1
