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CHAPTER 1
Basics
1.1. Quadratic Spaces and Modules
Throughout these lecture notes푅will denote a commutative ring with 1 ≠ 0
and 푆 an 푅-module (usually contained in some 푅-algebra 푆 ′). Most often
one is interested in the case that 푅 = 푆 is an integral domain or even a
field 퐹 ; these assumptions make some things simpler and we will mention
such possibilities for simplifications. The 푅-torsion elements of 푆 (i.e, the
푠 ∈ 푆 such that one has 푟푠 = 0 for some 0 ≠ 푟 ∈ 푅) will also be called zero
divisors, we say that 2 is not a zero divisor in 푆 if 푆 has no 2-torsion, i.e.,
if 2푠 = 0 implies 푠 = 0 for 푠 ∈ 푆 . We will also mention simplifications
arising if one excludes the case that 2 = 0 or more generally requires 2 to
be a unit in 푅 or at least not a zero divisor in 푆.
1.1.1. Quadratic Spaces. For the reader’s conveniencewe treat the case
that 푅 = 퐹 is a field of characteristic not 2 separately before discussing the
general situation. The reader annoyed by this redundancy may safely omit
this subsection.
DEFINITION 1.1. Let 푉 be a vector space over the field 퐹 . A map푄 ∶ 푉 →
퐹 is called an 퐹 -valued quadratic form on 푉 if one has
a) 푄(푎푥) = 푎2푄(푥) for all 푎 ∈ 퐹 , 푥 ∈ 푉 .
b) 푏(푥, 푦) ∶= 푄(푥+푦)−푄(푥)−푄(푦) defines a symmetric bilinear form
on 푉 .
The symmetric bilinear form in b) is called the bilinear form associated to
푄. The pair (푉 ,푄) is called a quadratic space over 퐹 .
REMARK 1.2. We have 푏(푥, 푥) = 2푄(푥) for all 푥 ∈ 푉 . If 퐹 is not of charac-
teristic 2 it is more usual to put 퐵 ∶= 푏∕2 and work with the bilinear form
퐵 instead of 푏. One obtains then 푄(푥) = 퐵(푥, 푥), which looks more conve-
nient. In particular, one sees that 푄 and 퐵 determine each other uniquely.
The notation chosen above is more adequate in the general situation, i.e. for
quadratic forms over fields of characteristic 2 or more general over rings in
which 2 is not invertible. In particular, this applies when one is dealing with
integral quadratic forms and their reductions modulo the prime 2 (or a prime
ideal dividing 2 in the number field case).
DEFINITION 1.3. Let 푉 be a finite dimensional vector space over the field
퐹 with basis  = {푣1,… , 푣푚} and quadratic form 푄 on 푉 with associated
bilinear forms 푏, 퐵 = 1
2
푏.
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a) The (homogeneous) quadratic polynomial associated to 푉 ,푄, is
the homogeneous polynomial 푃푄, ∈ 퐹 [푋1,… , 푋푚] of degree 2
given by
푃푄,[푋1,… , 푋푚] = 푄(
푚∑
푖=1
푋푖푣푖) =
푚∑
푖=1
푄(푣푖)푋
2
1
+
∑
1≤푖<푗≤푚
푏(푣푖, 푣푗)푋푖푋푗.
Such a polynomial is also called a quadratic form in 푚 variables.
b) TheGrammatrix associated to푀, 푏, is the symmetricmatrix푀(푏) =
(푚푖푗) ∈푀
sym
푚 (퐹 ) with 푚푖푗 = 푏(푣푖, 푣푗) and analogously for 퐵.
REMARK 1.4. a) If char(퐹 ) ≠ 2, one has
푄(
푚∑
푖=1
푥푖푣푖) = 푃푄,(푥1,… , 푥푚) = 푡퐱푀,퐵퐱 =
1
2
푡퐱푀,푏퐱
for 퐱 = (푥1,… , 푥푚) ∈ 퐹
푚. The theory of finite dimensional qua-
dratic forms and spaces over such a field 퐹 (and with careful for-
mulation also over subrings of such a field) is therefore the same as
the theory of symmetric matrices over 퐹 resp. over such a subring, a
point of viewwhich is taken in part of the literature on the subject, in
particular in the groundbreaking work of Carl Ludwig Siegel. The
language of quadratic spaces has been introduced in 1937 by Ernst
Witt and has become the usual description since then.
b) If 퐸 is an extension field of 퐹 , the quadratic form 푄 along with its
associated bilinear form 푏 extends in a unique way to the 퐸-vector
space 푉 ⊗퐹 퐸 (extension of scalars); with respect to a basis of type
{푣푖⊗ 1} the extended form has the same Gram matrix and the same
associated homogeneous polynomial as the original one with respect
to the 푣푖 ∈ 푉 and will also be denoted by 푄.
DEFINITION AND LEMMA 1.5. Let (푉 ,푄) be a quadratic space over the
field 퐹 with char(퐹 ) ≠ 2, with associated symmetric bilinear forms 푏 and
퐵 = 1
2
푏, let  = {푣1,… , 푣푚},′ = {푤1,… , 푤푚} be bases of 푉 with 푤푗 =∑푚
푖=1
푡푖푗푣푖, let 푇 = (푡푖푗) ∈ 퐺퐿푚(퐹 ) be the matrix describing this change of
basis. Then
푀′(푏) = 푡푇푀(푏)푇 , 푀′(퐵) = 푡푇푀(퐵)푇 .
Symmetric matrices퐴,퐴′ related in this way are called congruent over 퐹 or
퐹 -equivalent. Similarly, the homogeneous quadratic polynomials푃,푄, 푃′,푄
are called equivalent over 퐹 .
The square class det(푀(푏))(퐹 ×)2 ⊆ 퐹 in 퐹 of the determinant of a Gram
matrix of (푉 ,푄) with respect to some basis of 푉 is called the determinant
det푄(푉 ) = det푏(푉 ) of the quadratic space (푉 ,푄) (or the bilinear space
(푉 , 푏)); one often writes det(푉 ) if 푄 is understood. It is independent of the
choice of basis. We write det퐵(푉 ) for the square class of the determinant
of a Gram matrix of 퐵 = 1
2
푏. Sometimes the determinant is also called the
(unsigned) discriminant of the space.
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DEFINITION AND LEMMA 1.6. Let (푉 ,푄) be a quadratic space over the
field 퐹 with char(퐹 ) ≠ 2, with associated symmetric bilinear forms 푏 and
퐵 = 1
2
푏. The radical of (푉 ,푄) is
rad(푉 ) = rad푏(푉 ) = rad퐵(푉 ) = 푉
⟂ = {푥 ∈ 푉 ∣ 푏(푥, 푣) = 0 for all 푣 ∈ 푉 }.
rad(푉 ) is a subspace of 푉 with푄(rad(푉 )) = {0}, and on the quotient space
푉0 ∶= 푉 ∕ rad(푉 ) one can define a quadratic form푄0 by푄0(푥+rad(푉 )) ∶=
푄(푥), its associated symmetric bilinear form 푏0 is non degenerate and sat-
isfies 푏0(푥 + rad(푉 ), 푦 + rad(푉 )) = 푏(푥, 푦) for all 푥, 푦 ∈ 푉 .
If푈 ⊆ 푉 is a subspace complementary to rad(푉 ), i.e., with푉 = 푈⊕rad(푉 ),
the restriction of 푏 to 푈 is non-degenerate too.
PROOF. Exercise. 
1.1.2. Quadratic Modules. We return now to the general situation.
DEFINITION 1.7. Let푀 be an 푅-module. A map 푄 ∶ 푀 → 푆 is called an
푆-valued quadratic form on푀 if one has
a) 푄(푎푥) = 푎2푄(푥) for all 푎 ∈ 푅, 푥 ∈푀 .
b) 푏(푥, 푦) ∶= 푄(푥+푦)−푄(푥)−푄(푦) defines a symmetric bilinear map
푏 ∶ 푀 ×푀 → 푆, which we will also call a bilinear form on푀 with
values in 푆.
If 푅 = 푆 the phrase “푅-valued” is omitted.
The symmetric bilinear form in b) is called the bilinear form associated to
푄. The pair (푀,푄) is called a quadratic module over 푅 (with values in 푆),
a quadratic space in the case that 푅 is a field.
REMARK 1.8. a) If 푆 has no 2-torsion and 푏(푀,푀) ⊆ 2푆 holds one
can write 푏(푥, 푦) ∶= 2퐵(푥, 푦)with a unique symmetric bilinear form
퐵; one has then 푄(푥) = 퐵(푥, 푥) for all 푥 ∈ 푀 . This notation is in
particular usual if 푆 is a field of characteristic not 2, it is also often
used for 푅 = ℤ with 푆 = ℤ or 푆 = 1
2
ℤ or similarly for rings of
integers in a number field.
b) Conversely, for any symmetric bilinear form퐵 on푀 (with values in
푆) we can define a quadratic form on푀 with associated symmetric
bilinear form 2퐵 by putting 푄(푥) ∶= 퐵(푥, 푥) for all 푥 ∈ 푀 , one
has then 푄(푥 + 푦) = 푄(푥) + 푄(푦) + 2퐵(푥, 푦). This convention is
used in many books on quadratic forms which focus on situations
in which one has 푅 = 푆 and 2 is not a zero divisor, the form 푏
does then usually not appear at all. If 2 is not a unit the quadratic
form is then called even or even integral if it takes values in 2푅 and
퐵(푀,푀) ⊆ 푅 holds. Obviously, this convention is inadequate if
2 is allowed to be a zero divisor, in particular, if one wants to treat
fields without excluding the case of characteristic 2.
EXAMPLE 1.9. a) For푀 = 푅푛 and푅 = 푆 we define for 퐱 = (푥1,… , 푥푛)
by 푄(퐱) =
∑푛
푖=1
푥2
푖
a quadratic form with associated bilinear form
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푏(퐱, 퐲) = 2
∑푛
푖=1
푥푖푦푖 and 퐵(푥, 푦) = ⟨푥, 푦⟩ = ∑푛푖=1 푥푖푦푖 equal to the
standard bilinear form on 푅푛.
b) If 2 is not a zero divisor in 푅 it is invertible in some extension ring
of 푅. We can then set 푆 = 1
2
푅 and define 푄 ∶ 푅푛 → 푆 by
푄(퐱) = 1
2
∑푛
푖=1
푥2
푖
to obtain a quadratic form with associated sym-
metric bilinear form given by 푏(퐱, 퐲) =
∑푛
푖=1
푥푖푦푖.
c) For 푅 = 푆 = 픽2,푀 = 푅
2 and 푄(퐱) = 푥1푥2 we have 푏(퐱, 퐲) =
푥1푦2 + 푥2푦1. The form 퐵 can then not be defined. In fact, there
exists no symmetric bilinear form 퐵′ on푀 with퐵′(퐱, 퐱) = 푄(퐱) for
all 퐱 ∈푀 : for a symmetric bilinear form 퐵′ with퐵′((1, 0), (1, 0)) =
푎, 퐵′((0, 1), (0, 1)) = 푐 we obtain 퐵′(퐱, 퐱) = 푎푥2
1
+ 푐푥2
2
, so 푎 = 푐 = 0
implies that퐵′(퐱, 퐱) is identically zero. More generally, if 2 is a zero
divisor we can not write all quadratic forms as 푄(푥) = 퐵(푥, 푥) with
a symmetric bilinear form 퐵, and not all symmetric bilinear forms
are attached to some quadratic form.
A generalization of the last example merits a separate definition, as it gives
a fundamental building block of the theory:
DEFINITION 1.10. Let푀 be an푅-modulewith dualmodule푀∗ = Hom(푀,푅),
put 퐻(푀) = 푀 ⊕푀∗ (external direct sum). On 퐻(푀) we define a qua-
dratic form 푄 by 푄(푣 + 푣∗) = 푣∗(푣) for 푣 ∈ 푀, 푣∗ ∈ 푀∗, with associated
symmetric bilinear form 푏(푣 + 푣∗, 푤 +푤∗) = 푣∗(푤) +푤∗(푣).
The quadratic 푅-module (퐻(푀), 푄) is called the hyperbolic module over
푀 .
More generally, for an 푅-module 푆 we can define an 푆-valued hyperbolic
quadratic module (퐻푆(푀), 푄푆) by setting퐻(푀)푆 =푀⊕Hom(푀,푆) and
푄(푣, 휑) = 휑(푣) ∈ 푆 for all 푣 ∈ 푀,휑 ∈ Hom(푀,푆). This construction is
mainly of use if 푆 is a quotient module of 푅.
EXAMPLE 1.11. If 푀 above is a free module with basis (푣1,… , 푣푛) and
(푣∗
1
,… , 푣∗
푛
) is the dual basis of푀∗, we have푄(
∑
푖 푥푖푣푖+
∑
푖 푦푖푣
∗
푖
) =
∑
푖 푥푖푦푖,
which in the case 푅 = ℝ and 푛 = 1 explains the use of the word “hyper-
bolic”.
LEMMA 1.12. Let 푄 be a quadratic form on the 푅-module푀 .
a) 푄 is uniquely determined by its associated symmetric bilinear form
푏 if 2 is not a zero divisor in 푆.
b) Let 훽 be any (not necessarily symmetric) 푆-valued bilinear form on
푀 and define 푄 ∶ 푀 → 푆 by 푄(푥) ∶= 훽(푥, 푥). Then 푄 is a qua-
dratic form whose associated symmetric bilinear form is the sym-
metrization 푏(푥, 푦) = 훽(푥, 푦) + 훽(푦, 푥) of 훽.
c) If 훽1, 훽2 are bilinear forms on푀 inducing the same quadratic form
푄 on푀 as above, the form 훽1 − 훽2 is alternating.
d) If푀 is finitely generated projective, every quadratic form 푄 on푀
can be written as푄(푥) = 훽(푥, 푥) for some not necessarily symmetric
bilinear form 훽.
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PROOF. Exercise. For d), the case of a finitely generated free module
is easy: If (푣1,… , 푣푛) is a basis, one puts 훽(푣푖, 푣푖) ∶= 푄(푣푖), 훽(푣푖, 푣푗) =
푏(푣푖, 푣푗) for 푖 < 푗, 훽(푣푖, 푣푗) = 0 for 푖 > 푗 and extends bilinearly. For a
projective module one supplements it first by a suitable direct summand to
obtain a freemodule, extend푄 to that freemodule and restrict the 훽 obtained
there to the original module. 
EXAMPLE 1.13. If we consider the module 퐻(푀) = 푀 ⊕푀∗ as in def-
inition 1.10 and equip it with the not symmetric bilinear form 훽1 given by
훽(푣 + 푣∗, 푤 +푤∗) = 푣∗(푤), we obtain as 푄 and 푏 the same forms as in that
definition. The same result is obtained by using 훽2(푣+푣
∗, 푤+푤∗) = 푤∗(푣).
The difference 퐴 ∶= 훽1 − 훽2 is the standard alternating form on the module
퐻(푀).
DEFINITION 1.14. Let (푀,푄) be a quadratic module over 푅 with values
in the commutative 푅-algebra 푆 and associated symmetric bilinear form
푏; assume that 푀 is a finitely generated 푅-Module with a generating set
 = {푣1,… , 푣푚}.
a) The (homogeneous) quadratic polynomial associated to 푀,푄, is
the homogeneous polynomial 푃푄, ∈ 푆[푋1,… , 푋푚] of degree 2
given by
푃푄,[푋1,… , 푋푚] = 푄(
푚∑
푖=1
푋푖푣푖) =
푚∑
푖=1
푄(푣푖)푋
2
1
+
∑
1≤푖<푗≤푚
푏(푣푖, 푣푗)푋푖푋푗.
b) TheGrammatrix associated to푀, 푏, is the symmetricmatrix푀(푏) =
(푚푖푗) ∈푀
sym
푚 (푆) with 푚푖푗 = 푏(푣푖, 푣푗).
REMARK 1.15. a) Whenever퐵 = 1
2
푏 is defined, one has푃푄,(푥1,… , 푥푚) =
푡퐱푀,퐵퐱 = 12
푡퐱푀,푏퐱 for 퐱 = (푥1,… , 푥푚) ∈ 푅푚. Otherwise, there
is no such direct connection between the polynomial 푃푄, and the
Gram matrix.
b) Let 푃 ∈ 푆[푋1,… , 푋푚] be a homogeneous quadratic polynomial
and 푀 a free 푅-module of rank 푚 with basis . Then there is a
unique quadratic form 푄 on푀 such that 푃 = 푃,푄.
c) If 푅′ is any 푅-algebra, the quadratic form 푄 extends in a natural
way to the 푅′-module 푀 ⊗푅 푅
′ (extension of scalars) with values
in 푅′ ⊗푅 푆; this extension will also be denoted by 푄. With respect
to a generating set of type {푣푖⊗ 1} the Gram matrix of the extended
form is obtained by tensoring all entries of the original Gram matrix
with 1, and the associated homogeneous polynomial is obtained in
the same way from the original one with respect to the 푣푖 ∈푀 .
LEMMA 1.16. Let (푀,푄) be a quadratic module over the ring 푅 with gen-
erating sets  = (푣1,… , 푣푚) and ′ = (푤1,…푤푛) satisfying푤푗 = ∑푚푖=1 푡푖푗푣푖
for 1 ≤ 푗 ≤ 푛, put 푇 = (푡푖푗) ∈푀푚,푛(푅).
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a) One has
푀′(푏) = 푡푇푀(푏)푇 .
b) With 푥푖 =
∑푛
푗=1
푡푖푗푦푗 one has
푃푄,(푥1,… , 푥푚) = 푃푄,′(푦1,… , 푦푛).
c) If푀 is a free module over푅 with a finite basis = (푣1,… , 푣푚) and
푆 is contained in an푅-algebra푆 ′, the square class det(푀(푏))(푅×)2
in 푆 ′ is independent of the choice of basis  and is called the de-
terminant (sometimes also the (unsigned) discriminant) of the qua-
dratic module.
PROOF. For c), since the rank of a finitely generated free module is well
defined over any commutative ring, the transformation matrix between any
two bases is an invertible square matrix and has invertible determinant. a)
and b) are easy exercises: for a) we put 퐴 = (푎푖푗) = 푀′(푏) and have
푏(푤푘, 푤푙) =
∑
푖,푗 푡푖푘푎푖푗푡푗푙, for b) we have 푄(
∑
푖 푥푖푣푖) = 푄(
∑
푖,푗 푡푖푗푦푗푣푖) =
푄(
∑
푗 푦푗푤푗). 
DEFINITION 1.17. a) Let (푀,푄), (푀 ′, 푄′) be quadratic푅-modules. An
injective푅- linear map 휙 ∶푀 →푀 ′ is called isometric or an isom-
etry or a representation of (푀,푄) by (푀 ′, 푄′) if 푄′(휙(푥)) = 푄(푥)
holds for all 푥 ∈ 푀 . If such an isometric linear map exists one
says that (푀,푄) is represented by (푀 ′, 푄′). The quadratic modules
(푀,푄) and (푀 ′, 푄′) are called isometric if there exists an isometric
linear isomorphism 휙 ∶ 푀 →푀 ′.
b) An isometric linear automorphism of (푀,푄) is called an orthogo-
nal map of the quadratic module. The set of all orthogonal maps of
(푀,푄) is the orthogonal group푂(푀,푄) = 푂푄(푀) = 푂(푀,푄)(푅) =
푂푀(푅) of the quadratic module. (We will use these variants of
notation in the sequel. The last version is the one from algebraic
group theory, it will be preferred when we deal with extensions of
the ground ring or field.)
c) Let 푃1 ∈ 푆[푋1,… , 푋푚], 푃2 ∈ 푆[푋1,… , 푋푛] be homogenous qua-
dratic polynomials. One says that 푃2 is represented by 푃1 over 푅,
if there exists a matrix 푇 = (푡푖푗) ∈ 푀푚,푛(푅) such that one has
푃1(푦1,… , 푦푚) = 푃2(푥1,… , 푥푛) for all 퐱 = (푥1,… , 푥푛) ∈ 푅
푛, where
we put 푦푖 =
∑푚
푗=1
푡푖푗푥푗 for 1 ≤ 푖 ≤ 푛. If each of 푃1, 푃2 is repre-
sented over 푅 by the other one we say that they are 푅-equivalent or
equivalent over 푅.
d) A symmetric 푛× 푛 matrix 퐵 over 푆 is said to be represented over 푅
by the푚×푚-matrix퐴, if one has퐵 = 푡푇퐴푇 for some 푇 ∈푀푚,푛(푅).
The matrices 퐴,퐵 above are called 푅-congruent or 푅-equivalent if
each of them is represented over 푅 by the other one.
REMARK 1.18. a) The condition of injectivity is sometimes omitted in
the definition of isometry or of representation.
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b) An isometry is also compatible with the bilinear forms 푏, 푏′ associ-
ated to 푄,푄′. If 2 is not a zero divisor in 푆 the reverse direction is
also true.
c) It is easily seen that 푅 equivalent matrices must have the same size
and that 푅-equivalent polynomials must have the same number of
variables.
PROPOSITION 1.19. a) Let (푀,푄), (푀 ′, 푄′) be quadraticmodules with
finite generating systems ,′ and with associated symmetric bilin-
ear forms 푏, 푏′ such that (푀 ′, 푄′) is represented by (푀,푄).
Then the polynomial 푃′,푄′ is represented by 푃,푄 over푅, and the
Gram matrix푀′(푏′) is represented by푀(푏).
b) Let 푃1 ∈ 푆[푋1,… , 푋푚], 푃2 ∈ 푆[푋1,… , 푋푛] be homogenous qua-
dratic polynomials such that 푃2 is represented by 푃1 over 푅.
Let푀,푀 ′ be free푅-modules푀 of rank푚 and푀 ′ of rank 푛with
quadratic forms 푄,푄′ and bases ,′ such that 푃1 = 푃,푄, 푃2 =
푃′,푄′ .
Then (푀 ′, 푄′) is represented by (푀,푄).
We recall from linear algebra that a bilinear form 훽 (with values in 푅) on
the 푅-module 푀 induces an 푅-linear map 훽̃ ∶ 푣 ↦ 훽̃(푣) = 훽̃푣 ∈ 푀
∗ =
Hom(푀,푅) from푀 to푀∗ by setting 훽̃푣(푥) ∶= 훽(푣, 푥) for all 푥 ∈푀 . If the
form 훽 is symmetric it is non degenerate if and only if this map is injective,
it is regular if and only if it is an isomorphism of 푅-modules. These two
notions coincide if푅 is a field and푀 a finite dimensional vector space over
푅. For example, for 푅 = ℚ in a) of Example 1.9 the bilinear form 푏 is
regular, for 푅 = ℤ it is non degenerate but not regular, whereas the forms
푏 in b) and in c) of that example are regular. If the module is free of finite
rank, the symmetric bilinear form 푏 is regular if and only if the determinant
of the Gram matrix with respect to a basis  is invertible, and the matrix of
the linear map 훽̃ ∶ 푀 →푀∗ with respect to the basis  of푀 and the dual
basis ∗ of 푀∗ is the Gram matrix of 푏 with respect to the basis . The
bilinear form is non-degenerate if and only if the determinant of the Gram
matrix with respect to a basis is not a zero divisor (to prove this latter fact,
use that a linear map 푅푛 → 푅푛 is injective if and only if its determinant is
not a zero divisor; a fact of (multi-)linear algebra not found in many places
outside Bourbaki’s Algèbre).
Conversely, if 휆 ∶ 푀 → 푀∗ is an 푅-linear map it induces a bilinear form
훽 on푀 by setting 훽(푣, 푥) = 휆(푣)(푥); this bilinear form is symmetric if and
only if 휆 is equal to the pullback of its transpose to푀 under the canonical
mapping 휄 ∶푀 →푀∗∗.
In the more general situation that 푄 and 푏 take values in the 푅-module 푆,
we obtain similarly a map 푏̃ ∶ 푀 → Hom(푀,푆) and call 푏 non degenerate
if this map is injective. The notion of regularity will only be used if one has
푅 = 푆, it doesn’t make much sense otherwise.
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If 푁 is a submodule of the quadratic module 푀 we write as usual 푁⟂ =
{푚 ∈ 푀 ∣ 푏(푚,푁) = 0} (without mentioning 푏 in the notation) for the
orthogonal complement of푁 in푀 with respect to 푏.
EXAMPLE 1.20. The hyperbolic module퐻(푀) over some 푅-module푀 is
non degenerate if and only if for every ퟎ ≠ 푥 ∈ 푀 there exists 푓 ∈ 푀∗
with 푓 (푥) ≠ 0; such a module is also called a torsionless module (which is
not the same as a torsion free module). If푀 is finitely generated projective,
it is also reflexive and one sees that퐻(푀) is regular.
A regular quadratic module which is free is necessarily of finite rank, since
otherwise a basis of the dual module has higher cardinality than a basis of
the module itself.
If 푅 = 퐹 is a field and not of characteristic 2, every one dimensional qua-
dratic space 퐹푥 with 푄(푥) ≠ 0 is regular.
DEFINITION 1.21. Let푀 be an 푅-module with symmetric bilinear form 푏.
The radical of (푀, 푏) is
rad(푀) = rad푏(푀) =푀
⟂ = {푥 ∈푀 ∣ 푏(푥, 푚) = 0 for all 푚 ∈푀}.
If (푀,푄) is a quadratic module with associated symmetric bilinear form we
call the radical of (푀, 푏) the bilinear radical and define the radical of the
quadratic module to be
rad푄(푀) ∶= {푥 ∈ rad푏(푀) ∣ 푄(푥) = 0}.
REMARK 1.22. If (푀,푄) is a quadratic module and 2 is a not zero divisor
one has rad푄(푀) = rad푏(푀). However, if 2 is a zero divisor, the restriction
of the quadratic form푄 to rad푏(푀) is not necessarily zero and rad푄(푀)may
become a proper subset of rad푏(푀). For example, for 푀 = 푅 = 푆 = 픽2
and 푄(푥) = 푥2 we have rad푏(푀) = 푀 and rad푄(푀) = {0}. As another
example, put 푅 = 푀 = ℤ and 푆 = ℤ∕6ℤ, with 푄(푥) = 푥2 + 6ℤ. Then
rad푏(푀) = 3ℤ and rad푄(푀) = 6ℤ.
LEMMA 1.23. Let (푀,푄) be a quadratic module with associated symmetric
bilinear form 푏.
a) rad푏(푀) is a submodule of 푀 , and on the quotient module푀0 ∶=
푀∕ rad푏(푀) one can define a non degenerate symmetric bilinear
form 푏0 by 푏0(푥 + rad푏(푀), 푦 + rad푏(푀)) ∶= 푏(푥, 푦).
b) The restriction of 푄 to 푟푎푑푏(푀) is ℤ-linear (equivalently: additive)
and rad푄(푀) is a submodule of rad푏(푀) which equals rad푏(푀) if 2
is not a zero divisor in푆. On the quotientmodule푀1 =푀∕ rad푄(푀)
one can define a quadratic form 푄1 by 푄1(푥 + rad푄(푀)) ∶= 푄(푥).
c) If푁0 ⊆ 푀 is a submodulewith푀 = 푁0⊕rad푏(푀), the natural map
푛0 ↦ 푛0+rad푏(푀) from푁0 to푀∕ rad푏(푀) is a linear isomorphism
compatible with the bilinear forms 푏|푁0 and 푏0. In particular, the
restriction of 푏 to푁0 is non-degenerate too.
d) If 푁1 ⊆ 푀 is a submodule with 푀 = 푁1 ⊕ rad푄(푀), the natural
map 푛1 ↦ 푛1 + rad푄(푀) from푁1 to푀∕ rad푄(푀) is an isometry.
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PROOF. Exercise. 
REMARK 1.24. If푅 is a field, complementary subspaces푁0, 푁1 in the above
sense to rad푏(푀), rad푄(푀) always exist, for an arbitrary ring 푅 this is not
necessarily the case.
1.2. Orthogonal splittings and orthogonal groups
DEFINITION 1.25. Let 푀 be an 푅-module with (푆-valued) symmetric bi-
linear form 푏.
a) If 푀 = 푁1 ⊕푁2 is a direct sum decomposition with 푏(푁1, 푁2) =
{0}, one writes푀 = 푁1 ⟂푏 푁2 = 푁1 ⟂ 푁2and says that푀 is the
orthogonal sum (with respect to 푏) of푁1 and푁2.
b) For a submodule푁 of푀 the orthogonal complement (with respect
to 푏) is푁⟂푏 = 푁⟂ ∶= {푥 ∈푀 ∣ 푏(푥,푁) = {0}}.
c) If 푁 ⊆ 푀 is a submodule with 푀 = 푁 ⟂ 푁⟂ one says that 푁
splits off in푀 or splits푀 orthogonally.
d) Analogously one writes
푀 = 푁1 ⟂ ⋯ ⟂ 푁푟 =⟂
푟
푖=1
푁푖
if one has푀 =
⨁푟
푖=1푁푖 with 푏(푁푖, 푁푗) = {0}for 푖 ≠ 푗.
e) A basis (푣1,… , 푣푚) of 푀 with 푏(푣푖, 푣푗) = 0 for 푖 ≠ 푗 is called on
orthogonal basis of 푉 (with respect to 푏). Its Gram matrix with re-
spect to this basis is then a diagonal matrix with entries 2푄(푣푖), and
we write (푀,푄) ≅ [푄(푣1),… , 푄(푣푚)] as a short notation for the
isometry class of the quadratic module.
REMARK 1.26. If (푀1, 푏1), (푀2, 푏2) aremoduleswith (푆-valued) symmetric
bilinear forms one can in an obvious way form the external orthogonal sum
of 푀1,푀2. We will usually not distinguish between external and internal
orthogonal sums.
LEMMA 1.27. Let (푀,푄) be a quadratic module and assume that 푀 =
푁1 ⟂ 푁2 for submodules 푁1, 푁2 of 푀 . Then 푂(푁1, 푄|푁1) × 푂(푁2, 푄|푁2)
can be naturally embedded into 푂(푀,푄) by mapping (휑1, 휑2)to the map
휓 = 휑1 ⟂ 휑2 given by 휓(푣1 + 푣2 = 휑1(푣1) + 휑2(푣2) for all 푣 − 1 ∈
푁1, 푣2 ∈ 푁2. In particular, 푂(푁1, 푄|푁1) is embedded into 푂(푀,푄) by
mapping 휑 ∈ 푂(푁1, 푄|푁1) to 휑 ⟂ Id푁2 . The image of this embedding
is contained in 푂(푀,푁2, 푄) ∶= {휓 ∈ 푂(푀,푄) ∣ 휓|푁2 = Id푁2} and
equal to it if (푁2, 푄|푁2) is non degenerate; one writes just 푂(푀,푁2) if푄 is
understood.
PROOF. Only the characterization of the image of the embedding of
푂(푁1, 푄|푁1) into 푂(푀,푄) is not obvious. For this assume (푁2, 푄) to be
non degenerate, let 휓 ∈ 푂(푀,푁2, 푄) and write 휓(푣) = 푤1 + 푤2 for
푣 ∈ 푁1. Then 0 = 푏(푣,푤) = 푏(휓(푣), 휓(푤)) = 푏(푤1 + 푤2, 푤) = 푏(푤2, 푤)
for all 푤 ∈ 푁2, hence 푤2 ∈ 푁
⟂
2
∩ 푁2 = {ퟎ} by assumption, so we have
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휓(푁1) ⊆ 푁1 and 휓 = 휑 ⟂ Id푁2 with 휑 = 휓|푁1 ∈ 푂(푁1, 푄). The other
inclusion is obvious. 
LEMMA 1.28. Let (푀, 푏) be an푅-module with symmetric bilinear form and
assume that푀 = 푁1 ⟂ 푁2 for submodules푁1, 푁2 of푀 .
Then (푀, 푏) is non degenerate resp. regular if and only if both (푁1, 푏|푁1),
(푁2, 푏|푁2) have the respective property.
PROOF. Exercise. 
THEOREM 1.29. Let (푀, 푏) be a module with 푆-valued symmetric bilinear
form 푏, let 푁 ⊆ 푀 be a submodule. For 푣 ∈ 푀 let 푏̃(푁)(푣) = 푏̃(푁)푣 ∈
Hom(푀,푆) be the linear map given by 푏̃(푁)(푣)(푥) = 푏(푣, 푥) for 푥 ∈ 푁 .
a) 푀∕푁⟂ ≅ 푏̃(푁)(푀) ⊆ 푁∗.
b) If (푁, 푏) is non degenerate with 푏̃(푁)(푀) = 푏̃(푁)(푁) one has 푀 =
푁 ⟂ 푁⟂.
c) If 푅 = 푆 and (푁, 푏) is regular one has푀 = 푁 ⟂ 푁⟂.
d) If 푅 = 푆 = 퐹 is a field and (푀, 푏) = (푉 , 푏) is finite dimensional
and non degenerate one has dim(푁) + dim(푁⟂) = dim(푀) and
(푁⟂)⟂ = 푁 .
PROOF. a) This follows from the homomorphy theorem of linear
algebra.
b) By assumption, for all 푣 ∈ 푀 the the linear functional 푏̃(푁)(푣) on
푁 can also be obtained as 푏̃(푁)(푤1) for some 푤1 ∈ 푁 , i.e., there
is 푤1 ∈ 푁 with 푏(푤1, 푥) = 푏(푣, 푥) for all 푥 ∈ 푁 , and one has
푤2 ∶= 푣 − 푤1 ∈ 푁
⟂. Since we also have 푁 ∩ 푁⟂ = {0} by
assumption,푀 = 푁 ⟂ 푁⟂ holds as asserted.
c) This is a special case of b).
d) In this case non degeneracy implies regularity, and the linear map
푏̃(푁) ∶ 푀 → 푁∗ surjective with kernel 푁⟂, which shows the as-
serted equation for the dimensions. Since (푁⟂)⟂ ⊇ 푁 is obvious,
this implies (푁⟂)⟂ = 푁 .

EXAMPLE 1.30. Let 푀 = 푅2 with the quadratic form 푄(푥1, 푥2) = 푥1푥2,
this quadratic module is called the hyperbolic plane (over푅), it is obviously
regular. If 2 is invertible in 푅, the submodule 푁 = 푅
(
1
1
)
is regular and
can be split off with orthogonal complement푁⟂ = 푅
(
1
−1
)
. The submodule
푁 ′ = 푅
(
1
0
)
is not regular, in fact, it is its own orthogonal complement, so
one sees that the dimension formula and ((푁 ′)⟂)⟂ = 푁 ′ are indeed satisfied.
DEFINITION AND LEMMA 1.31. Let (푀,푄) be a quadratic module with
values in 푆. Let 푧 ∈푀 with 푏(푧,푀) ⊆ 푄(푧) ⋅푅 and such that푄(푧) is not a
zero divisor in 푆. The symmetry or reflection with respect to 푧 is the linear
map푀 푡표푀 given by
휏푧(푥) = 푥 −
푏(푥, 푧)
푄(푧)
푧 for all 푥 ∈푀.
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One has
a) 휏2
푧
= Id푀 .
b) 휏푧 ∈ 푂(푀,푄).
c) 휏푧(푧) = −푧 and 휏푧|(푅푧)⟂ = Id(푅푧)⟂ .
d) If 푥 ∈푀 satisfies푄(푥) = 푄(푧) and푄(푥−푧) ≠ 0, one has 휏푥−푧(푥) =
푧, 휏푥−푧(푧) = 푥.
PROOF. We have
휏푧(휏푧(푥)) = 휏푧(푥) −
푏(휏푧(푥), 푧)
푄(푧)
푧
= 푥 −
푏(푥, 푧)
푄(푧)
푧 −
푏(푥, 푧) − 푏(푥,푧)푏(푧,푧)
푄(푧)
푄(푧)
푧
= 푥 −
푏(푥, 푧)
푄(푧)
푧 − (−
푏(푥, 푧)
푄(푧)
푧)
= 푥.
The rest is similarly shown by direct computation. 
THEOREM 1.32 (Witt’s generation Theorem). Let 푅 = 푆 = 퐹 be a field,
char(퐹 ) ≠ 2, let (푉 ,푄) be a non degenerate finite dimensional quadratic
space over 퐹 .
Then the orthogonal group 푂(푉 ) = 푂(푉 ,푄) is generated by symmetries.
More precisely: Each 휎 ∈ 푂(푉 ) can be written as a product of at most
dim(푉 ) symmetries.
PROOF. We prove only the first part, using induction on 푛 = dim(푉 ),
for the assertion about the number of symmetries see e.g. Dieudonne.
The case 푛 = 1 is trivial. Let dim(푉 ) = 푛 > 1, assume the assertion to be
proven for all non degenerate (푊 ,푄′) with dim(푊 ) < 푛 and let 휎 ∈ 푂(푉 ).
Since 푉 is non degenerate there exists 푥 ∈ 푉 with 푄(푥) ≠ 0. We have
푄(푥 − 휎(푥)) = 2푄(푥) − 푏(푥, 휎(푥)), 푄(푥 + 휎(푥)) = 2푄(푥) + 푏(푥, 휎(푥)) and
hence 푄(푥 + 휎(푥)) ≠ 0 or 푄(푥 − 휎(푥)) ≠ 0. In the latter case, we put 푦 =
푥 − 휎(푥) and have 휏푦(휎(푥)) = 푥 and therefore 휏푦◦휎((퐹푥)
⟂) = (퐹푥)⟂ =∶ 푈
with dim(푈 ) = 푛 − 1. By the inductive assumption we can write 휏푦◦휎|푈 =
휏푧1◦… ◦휏푧푟 wit 푟 ∈ ℕ and vectors 푧푖 ∈ 푈 with 푄(푧푖) ≠ 0. Since the 휏푧푖
satisfy 휏푧푖(푥) = 푥, we have 휏푦◦휎(푥) = (휏푧1◦… ◦휏푧푟)(푥) as well and hence
휏푦◦휎 = 휏푧1◦… ◦휏푧푟, which gives 휎 = 휏푦◦휏푧1◦… ◦휏푧푟.
In the other case we put 푦 = 푥 + 휎(푥) and obtain in the same way as
above 휏푦◦휎|푈 = (휏푧1◦… ◦휏푧푟)|푈 and 휏푦◦휎(푥) = −푥. From this we get
휎 = 휏푥◦휏푦◦휏푧1◦… ◦휏푧푟 . 
1.3. Hyperbolic Modules, Primitivity and Regular Embeddings
DEFINITION 1.33. Let푀 be an 푅-module.
a) A submodule 푁 ⊆ 푀 is called a primitive submodule if 푁 is a
direct summand in푀 , i.e.,푀 = 푁 ⊕푁 ′ for some submodule푁 ′
of푀 .
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b) Let 푏 be an 푅-valued symmetric bilinear form on 푀 . Then a sub-
module 푁 ⊆ 푀 is called sharply primitive or 푏-primitive or regu-
larly embedded with respect to 푏 if one has 푏̃(푁)(푀) = 푁∗, i.e., if
for every 휑 ∈ 푁∗ there exists 푣 ∈ 푀 with 푏(푣,푤) = 휑(푤) for all
푤 ∈ 푁 .
REMARK 1.34. Obviously, a monogenic submodule 푁 = 푅푤 is regularly
embedded if and only if one has 푏(푤,푀) = 푅.
If 푀 is regular, every primitive submodule is regularly embedded. In par-
ticular, if 푅 = 퐹 = 푆 is a field and (푉 ,푄) is a regular quadratic space over
퐹 , every subspace is regularly embedded. If the space (푉 ,푄) is not regu-
lar, a subspace 푈 is regularly embedded if and only if the restriction to 푈
of the projection 휋 to the regular space 푉̄ = 푉 ∕ rad푏(푉 ) is injective, i.e.,
푈 ∩ rad푏(푉 ) = {ퟎ}. We can then view it as a subspace of “the regular part”
of 푉 in the sense that for each subspace 푊 of 푉 which is complementary
to rad푏(푉 ) (and hence regular) we obtain a natural embedding of 푈 into푊 .
This explains the terminology “regularly embedded”.
To see this, assume first that there is ퟎ ≠ 푢 ∈ 푈 ∩ rad(푉 ). Then all linear
forms in the image of 푏̃(푈 ) are zero on 푢, so 푏̃(푈 )(푉 ) = 푈 ∗ can not hold.
Conversely, assume 휋|푈 to be injective. Then its transpose 푉̄ ∗ → 푈 ∗ is
surjective, and since 푉̄ is regular we see that for every 푓 ∈ 푈 ∗ there exists
푦 ∈ 푉 with 푏(푦, 푥) = 푔(휋(푥)) = 푓 (푥) for all 푥 ∈ 푈 , where we denote by
푔 a preimage under the transpose of 휋|푈 of 푓 . The subspace 푈 is therefore
regularly embedded in 푉 .
Conversely, if 푁 ⊆ 푀 is finitely generated projective and regularly em-
bedded, it is a primitive submodule of 푀 . This is trivial in the case of
vector spaces and follows for modules from the fact that 푏̃(푁)(푀) = 푁∗
implies that every linear functional on 푁 can be extended to 푀 , i.e., the
map 푀∗ → 푁∗ given by restriction to 푁 is surjective. For finitely gener-
ated projective modules this latter property is well known to be equivalent
to 푁 being a direct summand in 푀 . To see this if 푁 is finitely gener-
ated free with basis (푣1,… , 푣푛) consider the dual basis (푣
∗
1
,… , 푣∗
푛
) of 푁∗
and pick 휙1,… , 휙푛 ∈ 푀
∗ with 휙1|푁 = 푣∗푖 . We can then write 푣 ∈ 푀
as (
∑푛
푖=1
휙푖(푣)푣푖) + (푣 − (
∑푛
푖=1
휙푖(푣)푣푖) and denote by 푃 the set of all the
(푣 − (
∑푛
푖=1
휙푖(푣)푣푖 for 푣 ∈ 푀 , this give as 푀 = 푁 ⊕ 푃 . To prove it for
general finitely generated projective 푁 , you can e.g. consider the (by pro-
jectivity split) exact sequence 0 → 푁⟂ = (푀∕푁)∗ → 푀∗ → 푁∗ → 0,
dualize it and use reflexivity.
LEMMA 1.35. Let 푁1 be a finitely generated projective submodule of the
bilinear 푅-module (푀, 푏) which is regularly embedded.
Then there exists a finitely generated projective submodule 푁2 of 푀 such
that 푏̃(푁1)|푁2푁2 → 푁∗1 is an isomorphism.
Moreover,푁2 is regularly embedded into푀 and 푏̃
(푁2)|푁1 ∶ 푁1 → 푁∗2 is an
isomorphism.
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PROOF. Since 푁1 is projective, the exact sequence 0 → 푁
⟂
1
→ 푀 →
푁∗
1
→ 0 splits, i.e., there exists a module homomorphism ℎ ∶ 푁∗
1
→ 푀
with 푏(푁1)◦ℎ = Id푁∗
1
, and we can take푁2 as the image of the splitting homo-
morphism 푁∗
1
→ 푀 . If 푁1 is finitely generated free, we can mor directly
take푁2 to be the linear span of any set of preimages of a set of basis vectors
of푁∗
1
under the map 푏(푁1).
푁1, being finitely generated projective, is a reflexive module (i.e., (푁
∗
1
)∗ is
naturally isomorphic to 푁1), and we can view the transpose (or dual map)
of 푏̃(푁1)|푁2푁2 → 푁∗1 as an isomorphism푁1 → 푁∗2 ; it is easily checked that
this transpose is nothing but 푏̃(푁2)|푁1 . 
DEFINITION 1.36. Let (푀,푄) be a quadratic module.
a) ퟎ ≠ 푥 ∈푀 is called isotropic if 푄(푥) = 0, anisotropic otherwise.
b) (푀,푄) is called isotropic if it contains an isotropic vector, anisotropic
otherwise.
c) A nonzero submodule 푁 ⊆ 푀 with 푄(푁) = {0} is called totally
isotropic or singular.
EXAMPLE 1.37. In the hyperbolic푅-module퐻(푀) =푀⊕푀∗ over some
푅-module푀 both푀 and푀∗ are totally isotropic submodules (if nonzero).
THEOREM 1.38. Let (푀,푄) be a quadratic module,푁 ⊆ 푀 a finitely gen-
erated projective submodule which is totally isotropic and regularly embed-
ded. Then there is a submodule 푁 ′ of 푀 such that 푁 ⊕ 푁 ′ with the re-
striction of 푄 as quadratic form is isometric to the hyperbolic module over
푁 .
In particular, every totally isotropic subspace of a regular quadratic space
(푉 ,푄) over a field 퐹 can be supplemented to a hyperbolic space in which it
is a maximal totally isotropic subspace.
PROOF. We find first a finitely generated projective submodule 푃 of푀
such that 푏̃(푁)|푃 ∶ 푃 → 푁∗ and 푏̃(푃 )|푁 ∶ 푁 → 푃 ∗ are isomorphisms. There
is a (not necessarily symmetric) bilinear form 훽 on 푃 satisfying 푄(푥) =
훽(푥, 푥) for all 푥 ∈ 푃 , and using the isomorphism 푏̃(푃 )|푁 ∶ 푁 → 푃 ∗ we can
define a map 푓 ∶ 푃 → 푁 by requiring 푏(푦, 푓 (푥)) = 훽(푦, 푥) for all 푥, 푦 ∈ 푃 .
Obviously, 푓 is linear and one has 푄(푥 − 푓 (푥)) = 0 for all 푥 ∈ 푃 . The
submodule푁 ′ = {푥 − 푓 (푥) ∣ 푥 ∈ 푃 } is then as desired. 
REMARK 1.39. If푁 is free with basis (푣1,… , 푣푛), it is easy to construct푁
′
explicitly: Since 푁 is regularly embedded one finds first 푤1,… , 푤푛 ∈ 푀
with 푏(푣푖, 푤푗) = 훿푖푗 and denotes by 푃 the linear span of the 푤푗 (which are
obviously linearly independent). The map 푓 above is then given by linear
continuation of 푤푗 ↦ 푄(푤푗)푣푗 +
∑푗−1
푖=1 푏(푤푖, 푤푗)푣푖 ∈ 푁 . The linearly in-
dependent vectors 푣′
푗
= 푤푗 − 푓 (푤푗) span then the free and totally isotropic
submodule푁 ′ and satisfy 푏(푣푖, 푣
′
푗
) = 훿푖푗 so that푁 ⊕푁
′ is isometric to the
hyperbolic module퐻(푁).
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COROLLARY 1.40. Let푅 = 퐹 = 푆 be a field of characteristic different from
2 and (푉 ,푄) a two dimensional regular quadratic space over 퐹 . Then the
following are equivalent:
a) (푉 ,푄) is a hyperbolic plane.
b) (푉 ,푄) is isotropic.
c) det(푉 ,푄) = −1 ⋅ (퐹 ×)2.
PROOF. The equivalence of a) and b) follows from the previous theorem.
For the equivalence of b) and c) let (푣,푤) be a basis of 푉 . The quadratic
equation 0 = 푄(푥 + 푐푦) = 푄(푥) + 푐푏(푐, 푦) + 푐2푄(푦) is then solvable with
푐 ∈ 퐹 if and only if the discriminant−4푄(푣)푄(푤)+푏(푣,푤)2 is a square. 
1.4. Witt’s Theorems and the Witt Group
The following basic theorems of Witt can be generalized to quadratic (or
rather bilinear) modules over an arbitrary local ring, as has been observed by
Kneser. For the reader’s conveniencewe treat the (original) case of quadratic
spaces over a field ov characteristic different from 2 separately and return to
the general case at the end of this section.
THEOREM 1.41 (Witt’s extension theorem). Let 푅 = 퐹 = 푆 be a field with
char(퐹 ) ≠ 2 and (푉 ,푄) a finite dimensional quadratic space over 퐹 .
Let 푈1, 푈2 ⊆ 푉 be regular isometric subspaces with an isometric isomor-
phism 휌 ∶ 푈1 → 푈2.
Then 휌 can be extended to all of 푉 , i.e., there is 휎 ∈ 푂(푉 ,푄) with 휎|푈1 = 휌.
PROOF. We use induction on 푟 = dim(푈1) = dim(푈2).
For 푟 = 1 we have 푈푖 = 퐹푥푖(푖 = 1, 2) with 푄(푥푖) ≠ 0 and 휌(푥1) = 푥2. We
can then put 휎 = 휏푥1−푥2 or 휎 = 휏푥2◦휏푥1+푥2 as above.
Let 푟 > 1 and assume the theorem to be proven for subspaces of dimension
< 푟. There is 푥1 ∈ 푈1 with 푄(푥1) ≠ 0, we put 푥2 = 휌(푥1) ∈ 푈2 and set
푊1 ∶= (퐹푥1)
⟂ ⊆ 푈1,푊2 = 휌(푊1) = (퐹푥2)
⟂, so that푈1 = 퐹푥1 ⟂ 푊1, 푈2 =
퐹푥2 ⟂푊2 holds.
By the inductive assumption there exists 휎1 ∈ 푂(푉 ) with 휎|푊1 = 휌|푊1 , so
that we have 휎−1
1
◦휌|푊1 = Id푊1 . The vector 푦1 ∶= (휎−11 ◦휌)(푥1) is in 푊 ⟂1
since it satisfies 푏(푦1, 푤1) = 푏(휌(푥1), 휌(푤1)) = 0 for all 푤1 ∈ 푊1, and we
can find as in the case of 푟 = 1 above a map 휎2 ∈ 푂(푉 ) with 휎2(푥1) = 푦1,
and since 휎2 is a product of symmetries with respect to vectors in 푊
⟂
1
it
satisfies 휎2|푊1 = Id푊1 .
Setting 휎 = 휎◦휎2 we see that we have 휎|푊1 = 휌|푊1 as well as 휎(푥1) = 휌(푥1),
so that 휎 is as desired. 
COROLLARY 1.42 (Witt’s cancellation theorem). Let 퐹 be a field of charac-
teristic different from 2 and (푉 ,푄) a quadratic space over퐹 with orthogonal
splittings
푉 = 푈1 ⟂ 푊1 = 푈2 ⟂푊2,
where 푈1, 푈2 are regular isometric subspaces of 푉 .
Then푊1 is isometric to푊2.
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PROOF. By the previous theorem there is 휎 ∈ 푂(푉 ) with 휎(푈1) = 푈2.
Since by regularity of 푈1, 푈2 we have 푈
⟂
푖
= 푊푖 for 푖 = 1, 2, one sees that
휎(푊1) = 휎(푈
⟂
1
) = 푈⟂
2
= 푊2 must hold so that푊1,푊2 are isometric. 
COROLLARY 1.43. Let 퐹 be a field of characteristic different from 2 and
(푉 ,푄) a regular quadratic space over 퐹 with isometric and regularly em-
bedded subspaces 푈1, 푈2.
Then there exists 휎 ∈ 푂(푉 ) with 휎(푈1) = 푈2.
PROOF. For 푖 = 1, 2wewrite푈푖 = 푈
(0)
푖 +rad(푈푖)with regular subspaces
푈 (0)푖 .
By applying Theorem 1.38 to the (regular) orthogonal complement 푉1 ⊆ 푉
of 푈 (0)
1
in 푉 we obtain a hyperbolic subspace푊1 ⊆ 푉 which is orthogonal
to 푈 (0)
1
and contains rad(푈1) as a maximal totally isotropic subspace. In the
same way find a hyperbolic space 푊2 orthogonal to 푈
(0)
2
in which rad(푈2)
is a maximal totally isotropic subspace.
In particular,푊1,푊2 are hyperbolic spaces of the same dimension and hence
isometric, with an isometry that sends rad(푈1) to rad(푈2), which implies that
there is an isometry from the regular quadratic space 푈̃1 ∶= 푈
(0)
1
⟂ 푊1 to
푈 (0)
2
⟂ 푊2 mapping 푈1 onto 푈2. By Theorem 1.41 this isometry can be
extended to all of 푉 . 
With a little more work Theorem 1.41 can be proven in a more general sit-
uation:
THEOREM 1.44. Let 푅 be a local ring and (푀,푄) be a quadratic module
over 푅 (with values in 푅). Let 푁1, 푁2 be regularly embedded isometric
submodules which are free of finite rank with an isometry 휎 ∶ 푁1 → 푁2.
Then 휎 can be extended to an element of the orthogonal group 푂(푀,푄).
Moreover, if 푋 is a submodule of 푀 with 푏̃(푁푖)(푋) = 푁∗
푖
for 푖 = 1, 2 and
such that 휎(푣) ≡ 푣 mod 푋 for all 푣 ∈ 푁1 holds, the extension 휎̃ can be
chosen such that it is trivial on 푋⟂ and satisfies 휎̃(푣) ≡ 푣 mod 푋 for all
푣 ∈푀 .
In particular, any isometry between regularly embedded subspaces of a fi-
nite dimensional quadratic space (푉 ,푄) over a field 퐹 (of any characteris-
tic) can be extended to an element of the orthogonal group 푂(푉 ,푄) of the
space andWitt’s cancellation theorem holds for finite dimensional quadratic
spaces over an arbitrary field.
PROOF. Let 푃 denote the maximal ideal of 푅 and let 푘 = 푅∕푃 be the
residue field. By 푌̄ = 푌 ∕푃푌 we denote the reduction of a module 푌 modulo
푃 , by 푄̄, 푏̄ the reductions of the quadratic and the bilinear form.
Following [15] we adapt the idea of the proof of Theorem 1.41 suitably to
the present more general situation. It will turn out that this is easier if we
assume that in the case 푘 ≇ 픽2 one has 푄̄(푋̄) ≠ {0} whereas for 푘 ≅ 픽2
one has 푄̄(푋̄⟂) ≠ {0} (with the orthogonal complement taken inside 푋̄);
we will dispose of the two exceptional cases in the end.
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We proceed by induction, starting with푁푖 = 푅푤푖 being of rank 1, 휎(푤1) =
푤2 = 푤1 + 푥 with 푥 ∈ 푋.
If 푄(푥) ∈ 푅× holds we have 휏푥(푤1) = 푤2 for the reflection 휏푥, and we are
done with 휎̃ ∶= 휏푥.
Otherwise we have 푄(푥) ∈ 푃 and 휏푥(푤1) = 푤2 implies
푄(푥) = −푏(푤1, 푥) = 푏(푤2, 푥) ∈ 푃 ,
hence
푄̄(푥̄) = 0 = 푏̄(푤̄1, 푥̄) = 푏̄(푤̄2, 푥̄) = 0.
We write 푋̄푖 = {푥̄ ∈ 푋̄ ∣ 푏̄(푤̄푖, 푥̄) = 0} and proceed to show that 푄̄(푋̄ ⧵
푋̄1 ∪ 푋̄2) = {0} would contradict our assumptions. Indeed, if that was the
case we had
푡̄2푄̄(푦̄) + 푡̄푏̄(푦̄, 푧̄) = 푄̄(푡̄푦̄ + 푧̄) = 0
for all 푡̄ ∈ 푘, 푦̄ ∈ 푋̄1 ∩ 푋̄2, 푧̄ ∈ 푋̄ ⧵ (푋̄1 ∪ 푋̄2). If we have 푘 ≇ 픽2 with
푄̄(푋̄) ≠ {0 this implies 푄̄(푦̄) = 0 = 푏̄(푦̄, 푧̄). Since we have 푥̄ ∈ 푋̄1 ∩ 푋̄2
we see in particular 푏̄(푥̄, 푋̄ ⧵ (푋̄1 ∪ 푋̄2) = {0}. Moreover, an easy exercise
in linear algebra shows that 푋̄ ⧵ 푋̄1 ∪ 푋̄2 generates 푋̄ in this case, and
we see 푏̄(푥̄, 푋̄) = {0}, and 푤̄2 = 푤̄1 + 푥 implies 푋̄1 = 푋̄2. But then
푋̄1 ∩ 푋̄2 = 푋̄1 ∪ 푋̄2 = 푋̄1 and we obtain 푄̄(푋̄) = {0}, which contradicts
our assumptions. If, on the other hand, we have 푄̄(푋̄⟂) ≠ {0}, we notice
first that we have
푄̄(푦̄) = 푄̄(푦̄ + 푧̄) = 0
for all
푦̄ ∈ 푋̄⟂ ∩ 푋̄1 ∩ 푋̄2, 푧̄ ∈ 푋̄
⟂ ∩ (푋̄ ⧵ (푋̄1 ∪ 푋̄2)).
Obviously, we have 푋̄⟂∩푋̄1 = 푋̄
⟂∩푋̄2, which implies that 푋̄
⟂ is the union
of 푋̄⟂ ∩ 푋̄1 ∩ 푋̄2 and 푋̄ ⧵ (푋̄1 ∪ 푋̄2), and we get 푄̄(푋̄
⟂) = {0} contrary to
our assumptions.
Summing up this discussion, we have established that 푄̄(푋̄ ⧵ (푋̄1 ∪ 푋̄2)) ≠
{0} holds. We may therefore choose 푦 ∈ 푋 with 푄(푦) ∈ 푅×, 푏(푤1, 푦) ∈
푅×, 푏(푤2, 푦) ∈ 푅
×. Writing 푤2 = 휏푦(푤1) + 푧 we have
푧 = 푏(푤1, 푦)푄(푦)
−1푦 + 푥
푄(푧) = 푏(푤1, 푦)푏(푤2, 푦)푄(푦)
−1 +푄(푥),
hence 푄(푧) ∈ 푅× and 휏푧휏푦(푤1) = 푤2, so that 휎̃ ∶= 휏푧휏푦 is as desired and
the assertion for푁푖 of rank 1 is proven.
Let now 푟 > 1. By the assumptions of the theorem we can choose a basis
(푤1,… , 푤푟) of푁1 and vectors 푥1,… , 푥푟 ∈ 푋 with 푏(푤푖, 푥푗) = 훿푖푗 and have
푋 =
∑푟
푖=1
푅푥푖 ⊕ (푋 ∩ 푁
⟂
1
). With the inductive step and our additional
assumptions on푋 in mind we make this choice as follows: We take a vector
푥 ∈ 푋 with 푄(푥) ∉ 푃 and 푥̄ ∈ 푋̄⟂ in the case 푘 = 픽2 and choose 푥푟 ∈
푋 ⧵ (푁⟂
1
∩ 푋) in such a way that one has 푥̄ ∈ 푘푥̄푟 +푁
⟂
1
∩푋. The vector
푥̄푟 can be extended to a basis 푥̄1,… , 푥̄푟 of 푋̄ modulo 푁
⟂
1
∩ 푋. We choose
representatives 푥푖 ∈ 푋 of the 푥̄푟 and let (푤1,… , 푤푟) be the basis dual to
(푥1,… , 푥푟) of푁1.
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By the inductive assumption we find a product 휌 of reflections in vectors of
푥 ∈ 푋 with 푄(푥) ∈ 푅× that satisfies 휌|∑푟−1
푖=1
푤푖 = 휎|∑푟−1푖=1 푤푖. Replacing
휎 by 휌−1푠푖푔푚푎 we may assume that one has 휎(푤푖) = 푤푖 for 1 ≤ 푖 ≤ 푟 − 1,
which implies 푏(휎(푥) − 푥,푤푖) = 0 for 1 ≤ 1 ≤ 푟 − 1. and 휎(푥) − 푥 ∈
푅푥푟⊕⊕(푋∩푁
⟂
1
) =∶ 푋̃. We consider now푅푓푟 ∶= 퐹̃ instead of 퐹 and and
푋̃ instead of 푋. It is clear that the conditions of the theorem are satisfied
in this situation, and by our choice of the 푥푖, 푤푖 the additional conditions
푄(푋̃) ∉ 푃 in the case 푘 ≇ 픽2 and 푄̄(푋̃) ≠ {0} in the case 푘 = 픽2 are
satisfied too.
We may therefore apply the case of rank 1 to this situation and obtain a
reflection 휏푦 ∈ 푂(푀,푄) satisfying 휏푦|푁1 = 휎 which is congruent to the
identity modulo 푋 and is trivial on 푋⟂ and finish the induction.
To complete our proof we have to consider the situations where our ad-
ditional assumptions are violated. We take then a hyperbolic plane 퐻 =
푅푒 + 푅푓 (so 푄(푒) = 푄(푓 ) = 0, 푏(푒, 푓 ) = 1) and set푀 ′ ∶=푀 ⟂ 퐻,푁 ′
1
=
푁1 ⟂ 푅푒,푁
′
2
= 푁2 + 푅푒,푋
′ = 푋 ⟂ 푅(푒 + 푓 ), 휎′ = 휎 ⟂ Id푅푒. We have
푄(푒 + 푓 ) = 1 and in addition 푒 + 푓 ∈ 푋′⟂ in the case 푘 = 픽2, so our addi-
tional assumptions are satisfied in this situation and we obtain an extension
휌 of 휎′ which fixes 푒 and the vector 푒− 푓 ∈ 푋′⟂, hence also 푒 + 푓 . We can
therefor write 휌 = 휎̃ ⟂ Id푅(푒+푓 ) and obtain the desired extension 휎̃ of 휎. 
REMARK 1.45. If one of the two additional conditions stated in the begin-
ning of the proof is satisfied, the proof above shows that the extension of
휎 can be chosen to be a product of reflections 휏푦 in vectors 푦 ∈ 푋 with
푄(푦) ∈ 푅×.
COROLLARY 1.46. Let (푉 ,푄) be a finite dimensional quadratic space over
the field 퐹 . Then all maximal totally isotropic regularly embedded sub-
spaces of 푉 have the same dimension. This dimension is also equal to the
maximal number of hyperbolic planes that can be split off orthogonally in
푉 , and one can write 푉 as 푉 =⟂푟
푖=1
퐻 ⟂ rad푏(푉 ) ⟂ 푈 , where 푟 is the
Witt index, 퐻 denotes a hyperbolic plane, and 푈 is a regular anisotropic
quadratic space.
PROOF. By remark 1.34 we have to treat only the case that (푉 ,푄) is reg-
ular. If푈1, 푈2 are maximal totally isotropic spaces with dim(푈1) ≤ dim(푈2),
we let 푊1 be a subspace of 푈2 of dimension dim(푈1). This space is obvi-
ously isometric to 푈1, one can therefore find 휎 ∈ 푂(푉 ) with 휎(푈1) = 푊1.
But then 휎−1(푈2) ⊇ 푈1 is a totally isotropic subspace containing 푈1, so by
maximality equal to 푈1 and we see dim(푈1) = dim(푈2). The rest of the
assertion follows immediately. 
DEFINITION 1.47 (Witt index). Let (푉 ,푄) be a finite dimensional quadratic
space over the field 퐹 . Then the dimension of a maximal totally isotropic
regularly embedded subspace is called theWitt index of (푉 ,푄).
THEOREM 1.48 (Witt decomposition). Let 퐹 be a field and (푉 ,푄) a finite
dimensional quadratic space over 퐹 of Witt index 푟.
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Then 푉 has an orthogonal decomposition
푉 = 푉an ⟂ 퐻푟 ⟂ rad푏(푉 ),
where 푉an is anisotropic regular and퐻푟 is a hyperbolic space of dimension
2푟.
The isometry class of the space 푉an is uniquely determined.
If char(퐹 ) ≠ 2, the restriction of 푄 to rad푏(푉 ) is identically zero.
PROOF. Replacing 푉 by a (regular) subspace compIementary to rad푏(푉 )
and using that this space is isometric to the quotient space 푉 ∕ rad푏(푉 ) we
see that it suffices to assume that (푉 ,푄) is regular. In that case we split
off orthogonally a maximal 2푟-dimensional hyperbolic subspace whose or-
thogonal complement 푉an is necessarily anisotropic. If we have another such
splitting 푉 = 푉 ′
an
⟂ 퐻 ′
푟
, the hyperbolic spaces 퐻푟, 퐻
′
푟
of dimension 2푟
are isometric, and by the Witt cancellation theorem the anisotropic spaces
푉an, 푉
′
an
are isometric as well. 
DEFINITION 1.49. The up to isometry unique subspace 푉an with푄 restricted
to it in the decomposition of the theorem (as well as its isometry class) is
called the anisotropic kernel of (푉 ,푄).
LEMMA 1.50. Let (푀,푄) be a finitely generated projective regular qua-
dratic module. Then the (external) orthogonal sum (푀,푄) ⟂ (푀,−푄) is
isometric to the hyperbolic module퐻(푀) over푀 .
PROOF. We denote by 훽 a bilinear form on푀 with 훽(푥, 푥) = 푄(푥) for all
푥 ∈ 푀 and define maps 휙 ∶ (푀,푄) ⟂ (푀,−푄) → 퐻(푀), 휓 ∶ 퐻(푀) →
(푀,푄) ⟂ (푀,−푄) by
휙((푥, 푦)) = (푥 + 푦, 훽̃(푥) + 훽̃(푦) − 푏̃(푦))
휓((푧, 푧∗) = ((푥, 푦)) where 푏̃(푦) = 훽̃(푧) − 푧∗, 푥 = 푧 − 푦;
notice that the regularity of (푀,푄) implies that the vector 푦 in the definition
of 휓 exists and is uniquely determined.
A direct calculation shows that 휙, 휓 are mutually inverse isometries. 
DEFINITION AND THEOREM 1.51. Let 푅 be a ring, denote by 푊̃ (푅) the set
of isometry classes of finitely generated projective regular quadratic mod-
ules (푀,푄) over 푅.
Denote by∼ the relation on 푊̃ (푅) given by (푀1, 푄1) ∼ (푀2, 푄2) (where we
do not distinguish in the notationbetween the quadraticmodule and its isom-
etry class) if and only if there exist finitely generated projective hyperbolic
modules퐻1, 퐻2 such that (푀1, 푄1) ⟂ 퐻1 is isometric to (푀2, 푄2) ⟂ 퐻2.
Then the relation ∼ is an equivalence relation which is compatible with
forming orthogonal sums, and the set 푊 (푅) of equivalence classes with
addition defined by taking orthogonal sums of representatives is an abelian
group, theWitt group of 푅. The neutral element of the group is the class of
hyperbolic spaces, the inverse to the class of (푀,푄) is the class of (푀,−푄).
If푅 = 퐹 is a field, each class in theWitt group is represented by the isometry
class of a uniquely determined regular anisotropic quadratic space.
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PROOF. It is obvious that∼ is an equivalence relation and that it is com-
patible with forming orthogonal sums, so that one obtains an addition on
the set푊 (푅) of equivalence classes induced by taking orthogonal sums of
quadratic modules. It is also obvious that this addition is associative and
commutative and that the class of hyperbolic modules is a neutral element
for this addition. Finally, Lemma 1.50 shows that each class has an additive
inverse in푊 (푅).
If 푅 = 퐹 is a field, the Witt decomposition theorem shows that each class
in 푊 (푅) has a representative which is anisotropic, and the Witt cancella-
tion theorem gives the uniqueness of the isometry class of an anisotropic
representative. 
1.5. Orthogonal Bases
In this section we let 퐹 be a field.
THEOREM 1.52. Let (푉 ,푄) be a finite dimensional regular quadratic space
over 퐹 .
a) If char(퐹 ) ≠ 2, the space 푉 has an orthogonal basis.
b) If char(퐹 ) = 2, the space 퐹 has a decomposition into an orthogonal
sum of (regular) 2-dimensional subspaces. In particular, dim(푉 ) is
even.
PROOF. The regular space 푉 contains a vector 푥 with 푄(푥) ≠ 0. If
char(퐹 ) ≠ 2, the one dimensional space 퐹푥 is regular and can be split off
orthogonally, so the assertion follows by induction. If char(퐹 ) = 2, by
regularity there is a vector 푦 ∈ 푉 with 푏(푥, 푦) = 1, and 푏(푥, 푥) = 2푄(푥) =
0 implies that 푥, 푦 are linearly independent. The Gram matrix of the two
dimensional subspace 푊 = 퐹푥 + 퐹푦 ⊆ 푉 with respect to the basis (푥, 푦)
has then determinant −(퐹 ×)2, so this space is regular and can be split off
orthogonally, and the assertion follows again by induction on the dimension
of 푉 . 
REMARK 1.53. a) If char(퐹 ) ≠ 2, an arbitrary basis of the space 푉 can
be transformed into an orthogonal basis by the well known Gram-
Schmidt algorithm of linear algebra, with slight modifications to ad-
mit isotropic vectors in the original basis.
b) If char(퐹 ) = 2, an odd dimensional quadratic space 푉 = 푈 ⟂ 퐹푥 is
called half regular if 푈 is regular and푄(푥) ≠ 0 holds. Such a space
has one dimensional bilinear radical rad푏(푉 ) and trivial 푄-radical
rad푄(푉 ). It follows that all isotropic vectors are regularly embedded.
These spaces can also (see Kneser’s book [15]) be characterized by
the non vanishing of the so called half determinant: Consider for odd
푛 the symmetric matrix 퐴푋 = (푎푖푗) over the ring ℤ[{푋푖푗 ∣ 1 ≤ 푖 ≤
푗 ≤ 푛}] with even diagonal elements 푎푖푖 = 2푋푖푖 and 푎푖푗 = 푎푗푖 = 푋푖푗
for 푖 < 푗. Then it is an exercise in linear algebra to prove that det(퐴푋)
as a polynomial over ℤ in the variables 푋푖푖 for 1 ≤ 푖 ≤ 푛 and 푋푖푗
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for 1 ≤ 푖 < 푗 ≤ 푛 has even coefficients, so that 1
2
det(퐴푋) is still
an integral polynomial. The half determinant of a finitely generated
free quadratic module of odd dimension over the ring 푅 with basis
(푣1,… , 푣푛) is then the square class of the value of the polynomial
1
2
det(퐴푋) upon insertion of the푄(푣푖) for푋푖푖 and the 푏(푣푖, 푣푗) for푋푖푗
for 푖 < 푗. The half regular spaces over the field 퐹 of characteristic
2 are then the spaces whose half determinant (with respect to any
basis) does not vanish.
1.6. Lattices and their duals
DEFINITION 1.54. Let 푅 be an integral domain with field of fractions 퐹 , let
푉 be a vector space over 퐹 of finite dimension 푛.
An푅-submoduleΛ of푉 is called an푅-lattice in푉 if there is a basis (푣1,… , 푣푛)
of 푉 with Λ ⊆ ⊕푛
푗=1
푅푣푗 . It is called a 푅-lattice on 푉 if the subspace of 푉
generated by Λ over 퐹 is equal to 푉 , it is called a lattice of rank 푟 ≤ 푛 in 푉 ,
if that subspace has dimension 푟 over 퐹 .
REMARK 1.55. Lattices are usually considered over a ground ring푅which is
noetherian, which implies that they are finitely generated 푅-modules. Over
a general integral domain this condition is sometimes added to the definition.
LEMMA 1.56. Let 푅, 퐹 , 푉 be as above, let Λ be an 푅-lattice on 푉 .
An 푅-submodule 푀 of 푉 is an 푅-lattice in 푉 if and only if there exists
0 ≠ 푎 ∈ 푅 with 푎푀 ⊆ Λ.
In particular, for two 푅-lattices Λ1,Λ2 on 푉 there exist nonzero 푎, 푏 ∈ 퐹
with 푎Λ2 ⊆ Λ1 ⊆ 푏Λ2.
PROOF. If 푀 is a lattice, let (푣1,… 푣푛) be a basis of 푉 with 푀 ⊆
⊕푛
푗=1
푅푣푗 , let 푤1,… , 푤푛 be 푛 linearly independent vectors in Λ and write
푣푗 =
∑푛
푖=1
푐푖푗푤푖 with 푐푖푗 ∈ 퐹 . If we let 푎 be the product of the denomina-
tors of the 푐푖푗 when these are written as fractions of elements in 푅, we have
푎푣푗 ∈ Λ for all 푗 and hence 푎푀 ⊆ Λ.
If conversely푀 is an 푅-submodule of 푉 and 0 ≠ 푎 ∈ 푅 with 푎푀 ⊆ Λ, let
Λ ⊆ ⊕푛
푗=1
푅푣푗 for a suitable basis (푣1,… , 푣푛) of 푉 . Then the 푤푗 = 푎
−1푣푗
form a basis of 푉 with푀 ⊆ ⊕푛
푗=1
푅푤푗 . 
LEMMA 1.57. a) 푅-submodules of 푅-lattices in 푉 are푅-lattices in 푉 .
b) If푈 is a subspace of 푉 , an푅-submodule of 푈 is a lattice in푈 if and
only if it is a lattice in 푉 .
PROOF. Obvious. 
DEFINITION 1.58. Let 푅, 퐹 be as above and let (푉 ,푄) be a finite dimen-
sional non degenerate quadratic space over 퐹 with associated symmetric
bilinear form 푏, let Λ be an 푅-lattice on 푉 .
The dual of Λ is
Λ# ∶= {푣 ∈ 푉 ∣ 푏(푣,Λ) ⊆ 푅}.
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REMARK 1.59. The dual Λ# of Λ is the image of Λ∗ = Hom푅(Λ, 푅) ⊆ 푉
∗
under the isomorphism 푏̃−1 ∶ 푉 ∗ → 푉 .
LEMMA 1.60. Let the notations be as above.
a) Λ# is a lattice on 푉 .
b) Λ ⊆ Λ# if and only if 푏(Λ,Λ) ⊆ 푅.
c) If 푏(Λ,Λ) ⊆ 푅 holds, the factor module Λ#∕Λ is a torsion module.
d) If푀 is another 푅-lattice on 푉 , one has (푀 ∩ Λ)# = 푀# + Λ# and
(푀 + Λ)# =푀# ∩ Λ#.
PROOF. For a), let (푤1,… , 푤푛) be a basis of푉 contained inΛ, let (푤
#
1
,… , 푤#푛)
be the dual basis of 푉 with respect to 푏, i.e, 푏(푤푖, 푤
#
푗
) = 훿푖푗 . Then one has
Λ# ⊆ ⊕푛
푗=1
푅푤#
푗
, so Λ# is a lattice in 푉 . If (푣1,… , 푣푛) is a basis of 푉 with
Λ ⊆ ⊕푛
푗=1
푅푣푗 and dual basis (푣
#
1
,… , 푣#
푛
) of 푉 with respect to 푏, the 푣#
푗
are
in Λ# and generate 푉 over 퐹 , so Λ is a lattice on 푉 .
Assertions b) and d) are obvious. If we have Λ ⊆ Λ#, we let (푤1,… , 푤푛)
and (푤#
1
,… , 푤#
푛
) be as in the proof of a). Let 푐 be such that 푐퐴 ∈ 푀푛(푅),
where 퐴 is the matrix obtained by expressing the푤#
푗
as linear combinations
of the basis vectors 푤푖. Then we have 푐Λ
# ⊆ Λ and obtain c).
For e), we have Λ = ⊕푛
푗=1
푅푣푗 for a basis of 푉 and hence Λ
# = ⊕푛
푗=1
푅푣#푗 ,
where again the 푣#
푗
form the dual basis of 푉 with respect to 푏. From this we
see that (Λ#)# = Λ holds. 
DEFINITION 1.61. LetΛ1,Λ2 be two free푅-lattices on the finite dimensional
vector space 푉 of dimension 푛 over 퐹 .
The 푅-index ind푅(Λ1∕Λ2) = (Λ1 ∶ Λ2)푅 is the class det(푇 )푅
×, where 푇 =
(푡푖푗) ∈푀푛(퐹 ) is any matrix expressing an푅- basis (푤1,… , 푤푛) ofΛ2 by the
vectors (푣1,… , 푣푛) of a basis of Λ1, i.e, with 푤푗 =
∑푛
푖=1
푡푖푗푣푖 for 1 ≤ 푗 ≤ 푛.
We will also denote any such det(푇 ) by ind푅(Λ1∕Λ2) or (Λ1 ∶ Λ2)푅.
REMARK 1.62. If Λ2 ⊆ Λ1 is a sublattice of Λ1, the group index (Λ1 ∶ Λ2)
is equal to the order of the factor ring 푅∕ ind푅(Λ1∕Λ2)푅. In particular for
푅 = ℤ it is equal to the absolute value of ind푅(Λ1∕Λ2).
LEMMA 1.63. Let Λ1,Λ2, 푉 be as in the definition above and let 푏 be a non
degenerate symmetric bilinear form on 푉 .
Then
det푏(Λ2) = ((Λ1 ∶ Λ2)푅)
2det푏(Λ2).
In particular, if one has Λ1 ⊆ Λ2, the lattices have equal determinant if and
only if they are equal.
PROOF. Obvious. 
LEMMA 1.64. Let Λ,Λ1,Λ2 be reflective 푅- lattices on the regular finite
dimensional quadratic space (푉 ,푄) over 퐹 with associated symmetric bi-
linear form 푏.
a) (Λ#)# = Λ.
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b) One has Λ1 ⊆ Λ2 if and only if one has Λ
#
2
⊆ Λ#
1
.
c) If Λ is free of finite rank, one has
det(Λ)푅× = (Λ# ∶ Λ)푅, det(Λ
#) = (det(Λ))−1
PROOF. a) is easily seen to follow from the reflectivity of Λ and the fact
that 푏̃ ∶ Λ → Λ∗ is an isomorphism of modules.
In b) the direction from left to right is obvious, the reverse direction then
follows from a).
For the computation of the determinants in c) we may assume, multiply-
ing Λ by a suitable 푎 ∈ 푅, that Λ ⊆ Λ# holds. Furthermore, we see
that 푏(푣푖, 푣푘) = 푏(
∑푚
푗=1
푏(푣푖, 푣푗)푣
#
푗
, 푣푘) holds for all 푖, 푗, 푘, which implies
푣푖 =
∑푚
푗=1
푏(푣푖, 푣푗)푣
#
푗
for all 푖. In other words, the Gram matrix of 푏 with
respect to the basis of Λ consisting of the 푣푖 is the matrix obtained upon
expressing the 푣푖 as linear combinations of the 푣
#
푗
. By the definition of
(Λ# ∶ Λ)푅 we see that det(Λ) = (Λ
# ∶ Λ)푅(푅
×)2 is true. For the deter-
minant of Λ# exchange the roles of Λ,Λ# in the above argument.

1.7. Lattices and orthogonal decompositions
LEMMA 1.65. Let (푉 ,푄) be a finite dimensional regular quadratic space
over 퐹 with an orthogonal decomposition 푉 = 푈1 ⟂ 푈2, let Λ be a lattice
of full rank on 푉 with 푏(Λ,Λ) ⊆ 푅 (equivalently, Λ ⊆ Λ#). Let 퐿푖 =
Λ ∩ 푈푖(푖 = 1, 2) and denote by 휋푖 the orthogonal projection 휋푖 ∶ 푉 → 푈푖.
Then one has
a) 푈푖 ∩ Λ
# = (휋푖(Λ))
# for 푖 = 1, 2 (where the dual on the right hand
side is taken inside 푈푖).
b) 휋1(Λ)∕퐿1 ≅ 휋2(Λ)∕퐿2 as 푅-modules.
PROOF. a) Let 푢 ∈ 푈1 be given, write 푥 ∈ Λ as 푥 = 휋1(푥) + 휋2(푥).
Then 푢 ∈ Λ# is equivalent to 푏(푢, 휋1(푥)) = 푏(푢, 푥) ∈ 푅 for all
푥 ∈ Λ, hence to 푏(푢, 휋1(Λ)) ⊆ 푅, hence to 푢 ∈ (휋1(Λ))
#.
b) For 푢1 = 휋1(푥) ∈ 휋1(Λ) there exists 푢2 ∈ 휋2(Λ) ⊆ 푈2 with 푢1 + 푢2 ∈
Λ (e.g. 휋2(푥)), and the coset 푢2 +퐿2 is independent of the choice of
푢2 since 푢1 + 푢
′
2
∈ Λ implies 푢2 − 푢
′
2
∈ 푈2 ∩ Λ = 퐿2. The 푅-linear
map from 휋1(Λ) to 휋2(Λ)∕퐿2 given by 푢1 → 푢2 as above has kernel
{휋1(푥) ∣ 푥 ∈ Λ, 휋2(푥) ∈ Λ} = 퐿1 and is obviously surjective.

DEFINITION 1.66. a) Let the notations be as above. The lattice Λ is
called unimodular if Λ = Λ#, it is called even unimodular if in addi-
tion푄(Λ) ⊆ 푅 (equivalently, 푏(푥, 푥) ∈ 2푅 for all 푥 ∈ Λ) holds.
b) The lattice 푅 is called 퐼-modular for an ideal 퐼 ⊆ 푅 if one has
Λ = 퐼Λ#, it is called even 퐼-modular if in addition푄(Λ) ⊆ 퐼 holds.
It is called (even) modular if it is (even) 퐼-modular for some ideal
퐼 ⊆ 푅.
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REMARK 1.67. The lattice Λ is even unimodular if and only if (Λ, 푄) is a
regular quadratic 푅-module
LEMMA 1.68. Let Λ be an 퐼-modular 푅-lattice on 푉 which is a free 푅-
module.
a) 푏̃(Λ)(Λ) = Hom푅(Λ, 퐼).
b) Λ = {푣 ∈ 푉 ∣ 푏(푣,Λ) ⊆ 퐼}.
PROOF. a) is obvious. For b) let 푣 be in the set on the right hand side.
Then 푏̃(Λ)(푣) ∈ Hom푅(Λ, 퐼), so by a) and since 푏̃ is injective we have 푣 ∈ Λ.
The other inclusion is trivial. 
LEMMA 1.69. Let 푅 be an integral domain with field of fractions 퐹 , let
(푉 ,푄) be a regular quadratic space over 퐹 , let Λ be an 푅-lattice on 푉 and
let 퐾 ⊆ Λ be an 퐼-modular sublattice of Λ for some ideal 퐼 ⊆ 푅, i.e., 퐾
generates over 퐹 a regular subspace 푈 of 푉 and is an 퐼-modular lattice on
푈 .
Then 퐾 splits off orthogonally in Λ if and only if one has 푏(퐾,Λ) ⊆ 퐼 .
PROOF. Since 퐾 is 퐼-modular, we have 푏̃(퐾)(퐾) = Hom푅(퐾, 퐼), the
assumption 푏(퐾,Λ) ⊆ 퐼 gives 푏̃(퐾)(Λ) ⊆ Hom푅(퐾, 퐼), hence 푏̃
(퐾)(Λ) =
푏̃(퐾)(퐾), and Theorem 1.29 implies that 퐾 splits off orthogonally.
The other direction is trivial. 
REMARK 1.70. The results of this section remain valid if we omit the condi-
tion that푅 is an integral domain and replace 퐹 with the total ring of fractions
of푅 and the vector space 푉 by a free module over 퐹 . The quadratic module
(푉 ,푄) is then required to be regular.

CHAPTER 2
Special Ground Rings
Obviously the theory of quadratic modules over a fixed ground ring depends
very much on the ring. Our main concern being the arithmetic of quadratic
forms we are particularly interested in the case where the ground ring is
a number field or a number ring, i.e., the ring of integers in such a field.
For these, important information is contained in the study of the real and
complex embeddings of the field and of the reductionmodulo prime ideals of
the ring of integers, hence in the study of finite fields. Sincemany interesting
properties of forms over the rational integers or over number rings can be
studied in the more general context of principal ideal domains respectively
of Dedekind domains, we will also study the basic properties of forms over
these in this chapter.
2.1. Real and Complex Numbers
THEOREM 2.1.
푊 (ℂ) ≅ ℤ∕2ℤ.
PROOF. Since all elements ofℂ are squares, every 2-dimensional regular
quadratic space is hyperbolic. 
REMARK 2.2. Obviously, the same results holds for all quadratically closed
fields 퐹 , i.e., fields admitting no quadratic extension.
THEOREM 2.3 (Sylvester).
푊 (ℝ) ≅ ℤ.
PROOF. A regular quadratic space (푉 ,푄) has an orthogonal basis con-
sisting of 푟+ vectors 푥푗 with 푄(푥푗) = 1 and 푟− vectors 푦푗 with 푄(푦푗) = −1;
it is hyperbolic if and only if 푠 = 푟+ − 푟− is zero. 
2.2. Finite Fields
Let 퐹 = 픽푞 be the finite field of characteristic 푝 with 푞 = 푝
푠 elements.
THEOREM 2.4 (Chevalley-Warning). Let 푓 ∈ 퐹 [푋1,… , 푋푛] be a homoge-
neous polynomial of degree 푑 > 푛.
Then 푓 has a nontrivial zero in 퐹 .
PROOF. With 푔 ∶= 1 − 푓 푞−1 one has (since 푎푞−1 = 1 for all 푎 ≠ 0 in 퐹 )∑
퐱∈퐹 푛
푔(퐱) =
∑
{퐱∈퐹 푛∣푓 (퐱)=0}
1퐹 = 푁푓 ⋅ 1퐹 ,
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where푁푓 is the number of zeroes of 푓 in 퐹
푛.
On the other hand, let 푚 = 푋푒1
1
…푋
푒푛
푛 be a monomial occurring in 푔. Since
the degree of 푓 is less than 푛, all monomials occurring in 푔 have degree less
than 푛(푞 − 1), so at least one of the 푒푖 satisfies 푒푖 < 푞 −1, w.l.o.g we assume
푒1 < 푞 − 1. The contribution of 푚 to
∑
퐱∈퐹 푛 푔(퐱) is then∑
퐱∈퐹 푛
푚(퐱) =
∑
푥1∈퐹
푥
푒1
1
∑
(푥2,…,푥푛)
푥
푒2
2
… 푥푒푛
푛
with
∑
푥1∈퐹
푥
푒1
1
= 푞 ⋅ 1퐹 = 0 if 푒1 = 0 and∑
푥1∈퐹
푥
푒1
1
=
푞−2∑
푗=0
(훼푗)푒1 =
(훼푒1)푞−1 − 1
훼푒1 − 1
= 0
for 0 < 푒1 < 푞 − 1, where 훼 is a generator of the (cyclic) multiplicative
group 퐹 × of 퐹 and where 훼푒1 ≠ 1 because of 0 < 푒1 < 푞 − 1.
So all monomials contribute 0 to
∑
퐱∈퐹 푛 푔(퐱), and we must have 푝 ∣ 푁푓 .
Since 푓 , being homogeneous, has at least the trivial zero ퟎ, there must be at
least 푝 − 1 nontrivial zeroes. 
COROLLARY 2.5. Every quadratic space (푉 ,푄) of dimension 푚 ≥ 3 over
the finite field 퐹 is isotropic.
PROOF. This is an obvious consequence of the Chevalley-Warning theo-
rem since the number of variables in the associated homogeneous quadratic
polynomial (with respect to any basis) over 퐹 is at least 3. 
DEFINITION 2.6. A quadratic module (푀,푄) over 푅 with values in 푅 is
called universal if 푄(푀) = 푅 is true.
EXAMPLE 2.7. The hyperbolic module퐻(푀) over a non zero finitely gen-
erated free module푀 is universal since for any 푧∗ ∈ 푀∗ with 1 ∈ 푧∗(푀)
the values 푧∗(푧) for the 푧 ∈푀 run through all of 푅.
COROLLARY 2.8. Every 2-dimensional regular quadratic space over a finite
field 퐹 is universal.
PROOF. If (푉 ,푄) is isotropic, it is hyperbolic and hence universal. Oth-
erwise let 0 ≠ 푎 ∈ 퐹 and consider the space 푊 ∶= 푉 ⟂ 퐹푦 (exter-
nal orthogonal sum), where 퐹푦 is a 1-dimensional quadratic space with
푄(푦) = −푎. Then푊 is isotropic, since it has dimension 3, and an isotropic
vector 푧 ∈ 푊 must be of the form 푧 = 푥+ 푐푦 with 푐 ≠ 0 since we assumed
(푉 ,푄) to be anisotropic. We have therefore 푄(푥) = 푐2푎, hence 푄(푥
푐
) = 푎 as
desired. 
LEMMA 2.9. Let 푞 be odd.
Then two regular quadratic spaces over 퐹 are isometric if and only if they
have the same dimension and the same determinant.
In particular, in each dimension there are precisely two isometry classes of
regular quadratic spaces over 퐹 = 픽푞.
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PROOF. The assertion is trivial in dimension 1. In dimension 2 let a reg-
ular space (푉 ,푄) be given and put 푊 ∶= 푉 ⟂ 퐹푦 with a 1-dimensional
space 퐹푦 with푄(푦) = −1. Then푊 is isotropic and splits as푊 = 퐻 ⟂ 퐹푧
with a hyperbolic plane퐻 , andwe have−2 det(푉 ) = det(푊 ) = −2푄(푧)(퐹 ×)2.
Moreover, since char(퐹 ) ≠ 2 we can split 퐻 as 퐻 = 퐹푥1 ⟂ 퐹푥2 with
푄(푥1) = −1, 푄(푥2) = 1. By the Witt cancellation theorem we obtain
푉 ≅ 퐹푥2 ⟂ 퐹푧 with 푄(푥2) = 1, 푄(푧) ∈ det(푉 ), the isometry class of
which depends only on det(푉 ). The assertion for arbitrary dimension fol-
lows by induction since all regular spaces of dimension ≥ 3 are isotropic
and split off a hyperbolic plane. 
THEOREM 2.10. The Witt group of 퐹 for char(퐹 ) = 2 is isomorphic to
ℤ∕2ℤ.
For char(퐹 ) ≠ 2 we have
푊 (퐹 ) ≅
{
ℤ∕4ℤ 푞 ≡ −1 mod 4
ℤ∕2ℤ × ℤ∕2ℤ 푞 ≡ 1 mod 4.
PROOF. Let 푞 be odd. Since all anisotropic spaces are of dimension 1
or 2 we see that 푊 (퐹 ) has order 4. If 푞 ≡ −1 mod 4, the Witt classes of
the 1-dimensional regular spaces have order 4 since −푎2 is not a square for
푎 ≠ 0, otherwise they have order 2, and they generate the group.
Assume now char(퐹 ) = 2, let (푉 ,푄) be an anisotropic regular quadratic
space of dimension 2. Since (푉 ,푄) is universal and regular we have a basis
(푣,푤) of 푉 with 푄(푣) = 1 = 푏(푣,푤), 푄(푤) = 푎 ≠ 0. Moreover, since
(푉 ,푄) is anisotropic we have 0 ≠ 푄(푥푣 + 푤) = 푥2 + 푥 + 푎 for all 푥 ∈ 퐹 ,
hence 푎 is not in the additive subgroup 푆 ∶= {푥2+푥 ∣ 푥 ∈ 퐹 } of 퐹 of index
2. Another binary anisotropic space (푉 ′, 푄′) is then of the same type with
basis (푣′, 푤′) and an 푎′ ∉ 푆. But then there exists 푥 ∈ 퐹 with 푎 = 푥2+푥+푎′,
and the linear map sending 푣 to 푣′ and 푤 to 푥푣′ + 푤′ is an isometry from
(푉 ,푄) onto (푉 ′, 푄′). Since every class in theWitt group of 퐹 is represented
by some 2-dimensional space, the assertion is proven in this case too. 
2.3. Dedekind domains
A Dedekind domain 푅 is a noetherian integrally closed integral domain in
which every non zero prime ideal is maximal. In particular, all principal
ideal domains are Dedekind domains, and the ring 픬퐹 of all over ℤ inte-
gral elements of an algebraic number field 퐹 is a Dedekind domain. In this
section 푅 is a Dedekind domain with field of quotients 퐹 .
The theory of lattices over Dedekind domains is very similar to the theory
over a principal ideal domain since all localizations are principal ideal do-
mains. We therefore treat both cases together in this section.
We summarize first some basic facts from [7, 8, 4].
A finitely generated module 푀 over the Dedekind domain 푅 is projective
if and only if it is torsion free, if 푅 is a principal ideal domain, it is free.
In particular, all 푅 - submodules of a finite dimensional vector space 푉
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over 퐹 are projective, free in the PID-case. A submodule푁 of the finitely
generated projective module 푀 is a direct summand if and only if 푀∕푁
is torsion free. The localizations 푀푃 of the finitely generated projective
module푀 with respect to the maximal ideals 푃 of 푅 are free 푅푃 -modules
of rank 푟 independent of 푃 , the number 푟 (possibly∞) is called the rank of
푀 . If푀 is a finitely generated projective module over 푅 there are linearly
independent vectors 푥1,… , 푥푟 ∈ 푀 and a fractional ideal 픞 of 푅 such that
푀 = 푅푥1⊕…푅푥푟−1⊕픞푥푟, where 푟 is the rank of푀 . The class of 픞modulo
principal fractional ideals is uniquely determined and is called the Steinitz
class of 푀 . If one has 푀 = 픞1푦1 ⊕⋯ ⊕ 픞푟푦푟 with linearly independent
vectors 푦푖 ∈ 푀 and fractional ideals 픞푖 of 푅 the Steinitz class of 푀 is
equal to the class modulo principal fractional ideals of
∏푟
푖=1
픞푖. Two finitely
generated projective modules over 푅 are isomorphic as 푅-modules if and
only if they have the same rank and the same Steinitz class. If 푉 is a finite
dimensional vector space over 퐹 the푅-lattices in 푉 are precisely the finitely
generated projective 푅-modules contained in 푉 , such a module is a lattice
on 푉 if and only if its rank equals the dimension of 푉 .
Let Λ1,Λ2 be lattices on the finite dimensional vector space 푉 over 퐹 . Then
there exist a basis (푣1,… , 푣푛) of 푉 and fractional ideals 픞1,… , 픞푛, 픟1,… , 픟푛
with 픟1 ⊇ 픟2 ⊇ ⋯ ⊇ 픟푛 and
Λ1 =
푛⨁
푖=1
픞푖푣푖, Λ2 =
푛⨁
푖=1
픟푖픞푖푣푖.
The 픟푖 are unique, they are called the invariant factors of Λ2 in Λ1. We will
denote by 픦픫픡푅(Λ1∕Λ2) the product of these invariant factors and call it the
푅-index ideal in analogy to the case of free modules; if both lattices are free
it is the ideal generated by ind푅(Λ1∕Λ2) = (Λ1 ∶ Λ2)푅.
LEMMA 2.11. Let Λ1,Λ2 be lattices on the finite dimensional vector space
푉 over 퐹 .
For a prime ideal 픭 of 푅 let 푅픭 ∶= {
푎
푏
∈ 퐹 ∣ 푎, 푏 ∈ 푅, 푏 ∉ 픭} ⊆ 퐹 denote
the localization of 푅 at the prime ideal 픭 ⊆ 푅 and denote by (Λ푖)픭 the 푅픭
module generated by Λ푖 in 푉 (called the localization of Λ푖 at 픭).
a) One has (Λ1)픭 = (Λ2)픭 for almost all prime ideals 픭 of 푅 and Λ1 =
Λ2 if and only if (Λ1)픭 = (Λ2)픭 holds for all prime ideals 픭 of 푅.
b) If conversely Λ is an 푅-lattice on 푉 and one is given finitely many
prime ideals 픭푖 ⊆ 푅 (1 ≤ 푖 ≤ 푛) and푅픭푖-lattices퐿푖 on푉 for these 픭푖,
there is a unique 푅-lattice Λ′ on 푉 such that Λ′
픭푖
= 퐿푖 for 1 ≤ 푖 ≤ 푛
and Λ′
픭
= Λ픭 for all prime ideals 픭 different from the (픭푖).
PROOF. a) By the general theory of lattices there are 푎, 푏 ∈ 푅⧵{0}
such that one has 푎Λ2 ⊆ Λ1 ⊆ 푏Λ2. For all maximal ideals 픭 of 푅
with 푎푏 ∉ 픭 (and hence for almost all 픭) one has then (Λ1)픭 = (Λ2)픭.
The second part of the assertion is clear.
b) Let the 픭푖, 퐿푖 be given, let (푣1,… , 푣푚) be a basis of Λ. Dividing Λ
by a suitable element of 푅 (divisible by high enough powers of the
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픭푖) if necessary we can assume without loss of generality 퐿푖 ⊆ Λ픭푖
for 1 ≤ 푖 ≤ 푛. For 1 ≤ 푖 ≤ 푛 one has 푐(푖)
푗푘
∈ 푅픭푖 such that the
푤(푖)
푘
∶=
∑푚
푗=1
푐(푖)
푗푘
푣푗 for 1 ≤ 푘 ≤ 푚 form a basis of the 푅픭푖-module
퐿푖, and the 푐
(푖)
푗푘
can even be chosen to be in푅 since their denominators
are units in 푅픭푖 .
By the chinese remainder theorem we can then find 푐푗푘 ∈ 푅
which are congruent to the 푐(푖)
푗푘
modulo 픭푟
푖
for all 푖 and for an integer
푟 which is large enough to imply 푤(푖)푘 − 푤푘 ∈ 픭푖퐿푖 for 1 ≤ 푖 ≤ 푛,
where we set 푤푘 ∶=
∑푚
푗=1
푐푗푘푣푗 for 1 ≤ 푘 ≤ 푚. The matrix over 푅픭푖
expressing the 푤푘 as linear combinations of the 푤
(푖)
푙
has therefore
determinant in 푅×
픭푖
, i.e., the 푤푘 form a basis of the 푅픭푖-module 퐿푖
for 1 ≤ 푖 ≤ 푟. Let 푀 ⊆ Λ be the 푅-lattice generated by the 푤푘.
We can find an ideal 픠 ⊆ 푅 which is a product of powers of the 픭푖
such that 픠Λ픭푖 ⊆ 퐿푖 = 푀픭푖 for 1 ≤ 푖 ≤ 푛 and have Λ픭 = 픠Λ픭 for
all 픭 different from all the 픭푖. The Lattice Λ
′ ∶= 픠Λ +푀 is then as
desired.

REMARK 2.12. Instead of the localizations 푅픭,Λ픭 we could also use the
푣-adic completions 푅푣,Λ푣 for the non archimedean valuations 푣 = 푣픭 asso-
ciated to the maximal ideals 픭 of 푅, the chinese remainder theorem is then
replaced by the strong approximation theorem in the proof.
DEFINITION 2.13. Let 푉 be a finite dimensional vector space over 퐹 with
non degenerate symmetric bilinear form 푏, let Λ be an 푅-lattice on 푉 . The
fractional 푅-ideal generated by the determinants of Gram matrices with re-
spect to 푏 of free sublattices of Λ of full rank is called the volume ideal
픳푏Λ = 픳Λ of Λ.
REMARK 2.14. For any maximal ideal 픭 of푅 the 픭-part of the volume ideal
픳Λ is given as the power of 픭 in the determinant of the free local lattice Λ픭.
LEMMA 2.15. Let Λ be an 푅- lattice on the finite dimensional vector space
푉 over 퐹 . A submodule푀 of Λ which generates over 퐹 the subspace푊 =
퐹푀 of 푉 is a primitive submodule of Λ if and only if one has푀 = 푊 ∩Λ.
In particular, a vector 푥 ∈ Λ can be extended to an 푅-basis of Λ if and only
if it is a primitive vector in the sense that 푐푥 ∈ Λ for some 푐 ∈ 퐹 implies
푐 ∈ 푅.
PROOF. The condition of the lemma is equivalent toΛ∕푀 being torsion
free.

THEOREM 2.16. Let (푉 ,푄) be a finite dimensional regular quadratic space
over 퐹 with an orthogonal decomposition 푉 = 푈1 ⟂ 푈2, letΛ be a lattice of
full rank on 푉 with 푏(Λ,Λ) ⊆ 푅 (equivalently,Λ ⊆ Λ#). Let퐿푖 = Λ∩푈푖(푖 =
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1, 2) and denote by 휋푖 the orthogonal projection 휋푖 ∶ 푉 → 푈푖. Then one
has
a)
Λ#∕(퐿1 ⟂ 푈2 ∩ Λ
#) ≅ 퐿#
1
∕퐿1.
b) 푣표푙(휋2(Λ)) ⋅ 픳(퐿1) = 픳(Λ),
픳(퐿1)픳(퐿2) = 픳(Λ)(휋2(Λ) ∶ 퐿2)
2
푅 = 픳(Λ)(휋1(Λ) ∶ 퐿1)
2
푅.
c) 픳(Λ)픳(퐿1) = 픳(퐿2)(퐿
#
1
∶ 휋1(Λ))
2
푅.
In particular, if 푈1 = 퐹푥 has dimension 1 with 퐿1 = 푅푥, one has
with 푏(푥,Λ) =∶ 푎푅
픳(Λ) = 푏(푥, 푥)픳(휋2(Λ))
푏(푥, 푥)픳(Λ) = 푎2픳(퐿2).
d) If Λ is unimodular, one has
퐿#
푖
= 휋푖(Λ) (푖 = 1, 2)
퐿#
1
∕퐿1 ≅ 퐿
#
2
∕퐿2 as 푅-modules
픳(퐿1) = 픳(퐿2).
PROOF. Since all parts of the assertion are true if and only if they are true
for all localisations it is sufficient to prove them for principal ideal domains,
replacing 픳 by det.
a) By assertion a) of Lemma 1.65 we have 푈푖 ∩ Λ
# = (휋푖(Λ))
#, and
from (Λ#)# = Λ one sees that 퐿푖 = 푈푖 ∩ Λ = (휋푖(Λ
#))# holds. Dual-
izing both sides of this equality we obtain 퐿#
푖
= 휋푖(Λ
#) for 푖 = 1, 2.
We obtain from this a surjective 푅-linear map Λ# → 퐿#
1
∕퐿1, whose
kernel is {푥 ∈ Λ# ∣ 휋1(푥) ∈ 퐿1}. The latter set is nothing but
퐿1 ⟂ (푈2 ∩ Λ
#) as asserted.
b) Let (푣1,… , 푣푛) be a basis of Λ for which (푣1,… , 푣푟) is a basis of 퐿1.
The linear map 휙 ∶ 푉 → 푉 with 휙(푣푖) = 푣푖 for 1 ≤ 푖 ≤ 푟 and
휙(푣푖) = 휋2(푣푖) for 푖 > 푟 has determinant 1 and image 퐿1 ⟂ 휋2(Λ),
which implies the first part of the assertion. The second part follows
from det(퐿2) = det(휋2(Λ))(휋2(Λ) ∶ 퐿2)
2
푅
and the first part.
c) From b) we obtain
det(Λ) det(퐿1) = det(퐿1)
2 det(퐿2)(휋1(Λ) ∶ 퐿1)
−2
푅
= det(퐿2)(푑퐿#
1
∕퐿1
)2(휋1(Λ) ∶ 퐿1)
−2
푅
= det(퐿2)(퐿
#
1
∶ 휋1(Λ))
2
푅
.
For dim(푈1) = 1 we have (휋1(Λ) ∶ 퐿1)푅 = 푏(푥, 푥)푎
−1푅× (with
푏(푥,Λ) = 푎푅) and obtain the second formula. The first formula for
this case follows from the first formula in b).
d) The assertions are a), b) of Lemma 1.65 and c) withΛ# = Λ inserted.

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DEFINITION 2.17. Let (푉 ,푄) be a finite dimensional regular quadratic space
over 퐹 .
An 푅-lattice Λ of full rank on 푉 is called maximal if 푄(Λ) ⊆ 푅 holds and
if Λ is maximal with respect to this property.
For a fractional 푅-ideal 퐼 ⊆ 퐹 an 퐼-maximal lattice is defined analogously.
LEMMA 2.18. Let 퐼 be a fractional 푅-ideal in 퐹 . Every 푅-lattice Λ with
푄(Λ) ⊆ 퐼 on the finite dimensional regular quadratic space (푉 ,푄) over 퐹
is contained in an 퐼- maximal lattice.
PROOF. IfΛ is not 퐼-maximal it has a strict overlatticeΛ1 with푄(Λ1) ⊆
퐼 , and proceeding in the same way as long as possible we obtain an ascend-
ing chain of lattices 퐿푖 with푄(Λ푖) ⊆ 퐼 .
From 푄(Λ) ⊆ 퐼 we see that Λ ⊆ 퐼Λ#, and in the same way all the Λ푖
above are contained in 퐼Λ#. Since 퐼Λ# is noetherian any ascending chain of
sublattices of it becomes stationary after finitely many steps, and we obtain
the assertion. 
THEOREM 2.19. Let (푉 ,푄) be an 푚-dimensional isotropic regular qua-
dratic space over 퐹 and Λ a maximal lattice on 푉 . Then Λ = 퐻 ⟂ Λ1,
where퐻 is a regular hyperbolic 푅-lattice of rank 2푟 ≤ 푚 and Λ1 is a max-
imal lattice on an anisotropic subspace of 푉 .
PROOF. Let 푥 be an isotropic vector of 푉 , we have 픞푥−1 = 퐹푥 ∩ Λ# for
some ideal 픞 ⊆ 푅. The lattice 퐿 ∶= Λ + 픞−1푥 satisfies then 푄(퐿) ⊆ 푅,
by maximality of Λ we have 퐿 = Λ so that 픞−1푥 ⊆ Λ. Since we have
픞−1푥 = 퐹푥 ∩ Λ# we see that 픞−1푥 is a regularly embedded totally isotropic
submodule of Λ, so by Theorem 1.38 there is a regular hyperbolic sublattice
of rank 2 ofΛ containing 픞−1푥which can be split off orthogonally inΛ. The
assertion follows by induction on 푚. 
REMARK 2.20. An analogous result is valid for an 퐼-maximal lattice, where
퐼 is a fractional 푅-ideal. The hyperbolic module퐻 above is then replaced
by a module isometric to푀 ⊕ 퐼푀∗.

CHAPTER 3
Reduction Theory of Positive Definite Quadratic Forms
In this chapter and the next one we deal with geometric and computational
properties of spaces of real valued quadratic forms over the rational inte-
gers. Reduction theory is concerned with the task of selecting special forms
in an equivalence class or equivalently special bases of a given quadratic
module. The computational aim is to obtain Gram matrices with small en-
tries in order to facilitate computations, the geometric aim is the study of
the geometric properties of the action of the group 퐺퐿푛(ℤ) on the space,
in particular the construction of fundamental domains for this action. We
deal with positive definite forms in this chapter and with indefinite forms in
the next chapter. Our presentation in this chapter follows for the most part
[6, 26]. The general study of the properties of quadratic forms over number
rings will be continued after this interlude.
3.1. Minkowski reduced forms and successive minima
A lattice in ℝ푛 of rank 푟 is a ℤ-module 퐿 = ℤ푓1 +… + ℤ푓푟 ⊆ ℝ
푛 , where
the 푓푖 are ℝ-linearly independent vectors in ℝ
푛.
On the spaceℝ푛 we consider the standard scalar product ⟨ , ⟩ =∶ 푏( , .
As usual we put 푄(퐱) = 푏(푥, 푥)∕2 = 퐵(푥, 푥).
Instead of det푏(퐿) as in earlier chapters we will usually consider det퐵(퐿) =
2−푛det푏(퐿).
Restricting attention to 푄 instead of an arbitrary positive definite quadratic
form onℝ푛 doesn’t loose generality since all positive definite quadratic forms
on ℝ푛 are equivalent over ℝ to 푄. The lattice 퐿 is called integral if all the
푏(푓푖, 푓푗) = ⟨푓푖, 푓푗⟩ are in ℤ. If one has in addition 푄(퐿) ⊆ ℤ the lattice is
called even integral.
Since in this case the classes modulo squares of units in ℤ consist of one
element only we may treat det퐵(퐿) as a real number instead of a square
class when this is convenient.
DEFINITION 3.1. Let퐿 ⊆ ℝ푛 be aℤ-lattice of full rank 푛with basis푓1,… 푓푛.
Put put 퐿0 ∶= {0}, for 1 ≤ 푖 ≤ 푛 put 퐿푖 ∶= 퐿푖({푓푗}) ∶= ℤ푓1 +⋯ + ℤ푓푖.
The basis  = (푓1,… , 푓푛) of 퐿 is called Minkowski reduced if one has for
1 ≤ 푖 ≤ 푛:
For all 푥 ∈ 퐿 for which 퐿′
푖
(푥) ∶= 퐿푖−1 + ℤ푥 is primitive in 퐿 one has
푄(푥) ≥ 푄(푓푖).
Its Gram matrix푀(퐵) is then called a Minkowski reduced matrix.
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REMARK 3.2. An equivalent formulation is: A basis 푓1,… , 푓푛 of 퐿 is
Minkowski reduced if푄(푓푖) is minimal among the푄(푥) for which 푥+퐿푖−1
is primitive in 퐿∕퐿푖−1 for all 푖.
LEMMA 3.3. a) The positive definitematrix퐴 ∈푀 sym푛 (ℝ) isMinkowski
reduced if and only if one has 푎푖푖 ≤ 푡퐱퐴퐱 for all 퐱 ∈ ℤ푛 with
gcd(푥푖,… , 푥푛) = 1 and all 1 ≤ 푖 ≤ 푛.
b) A Minkowski reduced matrix 퐴 = (푎푖푗) satisfies
0 < 푎11 ≤ 푎22 ≤ ⋯ ≤ 푎푛푛,|2푎푖푗| ≤ 푎푖푖 for all 1 ≤ 푖 < 푗 ≤ 푛.
PROOF. The first assertion follows from the fact that ℤ퐞1+⋯+ℤ퐞푖−1 +
ℤ퐱 is a primitive sublattice of ℤ푛 if and only if one has gcd(푥1,… , 푥푛) = 1.
The second assertion follows from taking 퐱 = 퐞푗 respectively 퐱 = 퐞푖+ 퐞푗 for
푖 < 푗. 
THEOREM 3.4. Every lattice has a Minkowski reduced basis. Equivalently,
for every Minkowski reduced positive definite symmetric matrix 퐴 there ex-
ists an integrally equivalent Minkowski reduced matrix.
PROOF. Obvious. 
REMARK 3.5. For rk(퐿) = 푛 > 4 it is in general difficult to determine a
Minkowski reduced basis of a given lattice effectively.
DEFINITION 3.6. With notations a before
휇1 ∶= min{푄(푥) | 푥 ∈ 퐿 ⧵ {0}}
is called the minimum of the lattice 퐿 and a vector 푋 satisfying푄(푥) = 휇1
is called a minimum vector.
For 2 ≤ 푗 ≤ 푛 the 푗-th successive minimum 휇푗 of 퐿 is the smallest 푎 ∈ ℝ
for which there are linearly independent vectors 푥1,… , 푥푗 ∈ 퐿 satisfying
푄(푥1) ≤ ⋯ ≤ 푄(푥푗) ≤ 푎.
for 1 ≤ 푗 ≤ 푛 linearly independent vectors 푥1,… , 푥푗 ∈ 퐿 satisfying푄(푥푖) =
휇푖 for 1 ≤ 푖 ≤ 푗 are called successive minimum vectors.
REMARK 3.7. a) For each 퐶 > 0 the set {푥 ∈ ℝ푛 |푄(푥) ≤ 퐶} is com-
pact and can hence contain only finitely many points of the discrete
set 퐿. The minimum 휇1 and the successive minima can therefore
indeed be defined as minima instead of infima.
b) Let푥1,… , 푥푗 be successiveminimumvectors of퐿 and let 푦1,… , 푦푗+1
be linearly independent vectors with푄(푦푖) ≤ 휇푗+1 for 1 ≤ 푖 ≤ 푗 + 1.
Then at least one of the 푦푖 is not in the linear span of the 푥푖, hence
min{푄(푥) ∣ {푥1,… , 푥푗, 푥} is linearly independent} ≤ 휇푗+1
holds. Since the reverse inequality is obvious, we can also define the
successive minima recursively, defining 휇푗+1 by fixing already given
successive minimum vectors 푥1,… , 푥푗 and requiring the equation
above to hold for all 푥which are linearly independent from the given
vectors.
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c) The successive minima too are in general difficult to determine ef-
fectively.
THEOREM 3.8. There exists a constant (called Hermite’s constant) 훾푛 de-
pending only on 푛 so that each positive definite ℤ-lattice of rank 푛 with
associated symmetric bilinear forms 푏, 퐵 = 푏∕2 satisfies
휇1⋯휇푛 ≤ 훾푛푛det퐵(Λ).
In particular one has
휇1 ≤ 훾푛(det퐵(Λ)1∕푛.
PROOF. We show first by induction on 푛 that one can find a constant 훾푛
such that 휇1(Λ) ≤ 훾푛(det퐵(Λ)1∕푛 is true for all positive definite lattices Λ of
rank 푛, the case 푛 = 1 being trivial with 훾1 = 1.
Let then 푛 > 1, let 푒1 ∈ Λ with 푄(푒1) = 휇1, let 퐿
′ be the orthogonal
projection of Λ onto 푒⟂
1
. By b) of Theorem 2.16 we have det퐵(퐿
′) =
det퐵(Λ)
휇1
,
notice that this part of the proof of that theorem does not need the bilinear
form to take values in ℚ.
By the inductive assumption we find 푥′ ∈ 퐿′ satisfying
푄(푥′) ≤ 훾푛−1(det퐵퐿휇1 )
1
푛−1 .
e can then find 훼 ∈ ℝ with 0 ≤ |훼| ≤ 1
2
and 푥 ∶= 훼푒1 + 푥
′ ∈ Λ, hence
휇1 ≤ 푄(푥) ≤ 휇14 + 훾푛−1(
det퐵(Λ)
휇1
)
1
푛−1 .
From this we obtain
3휇1
4
≤ 훾푛−1(det퐵퐿휇1 )
1
푛−1
(
3
4
)푛−1휇푛
1
≤ 훾푛−1
푛−1
det퐵(Λ)
휇푛
1
≤ (4
3
훾푛−1)
푛−1det퐵(Λ)
From 훾1 = 1 we obtain recursively that
훾푛 ∶= (
4
3
)
푛−1
2
is as desired: Inserting 훾푛−1 = (
4
3
)
푛−2
2 in the equation above we get
휇푛
1
≤ (4
3
)푛−1(4
3
)
(푛−2)(푛−1)
2 det퐵(Λ)
= (
4
3
)(푛−1)(1+
푛−2
2
)det퐵(Λ)
= (
4
3
)
(푛−1)
2
푛det퐵(Λ)
and hence
휇1 ≤ (43)
푛−1
2 (det퐵퐿)
1
푛 .
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To show the first inequality of the theorem for any 훾푛 satisfying the inequality
for 휇1 we let 푓1,… , 푓푛 ∈ Λ be successive minimum vectors and denote by
{푓 ′
푖
} the orthogonal basis of 푉 = ℝ푛 obtained from the 푓푖 by the Gram-
Schmidt orthogonalization procedure, i. e.,
푓 ′
1
= 푓1
푓 ′
2
= 푓2 −
퐵(푓1, 푓2)
퐵(푓1, 푓1)
푓1
und recursively
푓 ′
푗
= 푓푗 −
푗−1∑
푖=1
퐵(푓푗 , 푓
′
푖
)
퐵(푓 ′푖 , 푓
′
푖 )
푓 ′
푖
.
In particular one has
ℝ푓 ′
1
+⋯ +ℝ푓 ′
푖
= ℝ푓1 +⋯ + ℝ푓푖,
and the Gram matrix of 퐵 with respect to 푓 ′
1
,… , 푓 ′
푛
has the same determi-
nant as that taken with respect to 푓1,… 푓푛.
We define then a quadratic form 푄′ on 푉 with associated symmetric bilin-
ear forms 푏′, 퐵′ = 푏′∕2 by requiring the 푓 ′
푖
to be pairwise orthogonal with
respect to 퐵′ and setting
푄′(푓 ′푖 ) =
푄(푓 ′
푖
)
휇푖
.
The determinants of
⨁푛
푖=1
ℤ푓푖 with respect to퐵 and to퐵
′ differ by the same
factor as det퐵(Λ) and det퐵′(Λ), and we see
det퐵′(Λ) =
det퐵(Λ)
휇1⋯휇푛
.
Let now 푦 ∈ Λ, 푦 ≠ 0 and 푗 minimal, such that 푦 = ∑푗
푖=1
푦푖푓
′
푖
∈ ℝ푓 ′
1
+⋯+
ℝ푓 ′
푗
is true. Then
푄′(푦) =
∑푗
푖=1
푦2
푖
푄(푓 ′푖 )
휇푖
≥ 휇−1
푗
∑푗
푖=1
푦2
푖
푄(푓 ′
푖
)
= 휇−1
푗
푄(푦) ≥ 1,
since 푦 is linearly independent of the 푓1,… , 푓푗−1.
This implies
1 ≤ min푄′(퐿) ≤ 훾푛
(
det퐵(Λ)
휇1⋯휇푛
) 1
푛
,
and finally 휇1⋯휇푛 ≤ 훾푛푛det퐵(Λ). 
LEMMA 3.9. Let (푣1,… , 푣푛) be a basis of the ℤ-lattice Λ ⊆ ℝ
푛 with Gram-
Schmidt orthogonalization (푣′
1
,… , 푣′푛), let 1 ≤ 푗 ≤ 푛 and 퐿푗 = ⊕푗푖=1ℤ푣푖, let
푧 ∈ ℝ퐿푗 .
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Then there is 푦 ∈ 퐿푗 such that one has 푧 − 푦 =
∑푗
푖=1 훼푖푣
′
푖 with |훼푖| ≤ 12 (for
1 ≤ 푖 ≤ 푗).
PROOF. Write 푧 =
∑푗
푖=1 훽푖푣
′
푖 and choose 훼
′
푗 ∈ ℤ with |훽푗 − 훼′푗| ≤ 12 . We
have then 푧 − 훼푗푣푗 = (훽푗 − 훼푗)푣
′
푗
+ 푧′ with 푧′ ∈ ℝ퐿푗−1.
We can then find 푦′ ∈ 퐿푗−1 with 푧
′ − 푦′ =
∑푗−1
푖=1
훼푖푣
′
푖
, |훼푖| ≤ 12 . Setting
푦 = 푦′ + 훼푗푣푗 one sees 푧− 푦 = (훽푗 − 훼
′
푗
)푣′
푗
+ 푧′ − 푦′, and with 훼푗 ∶= 훽푗 − 훼
′
푗
the vector 푧 − 푦 is as desired. 
THEOREM 3.10. Let  = {푣1,… , 푣푛} be a Minkowski reduced basis of Λ,
let {푣′
1
,… , 푣′
푛
} denote the Gram-Schmidt orthogonalization of  and 휇푖 the
successive minima of Λ. Then one has
a) 푄(푣′
푗
) ≤ 푄(푣푗)
b) 휇푗 ≤ 푄(푣푗)
c) There exist constants 푐1(푗) independent ofΛ and푄 such that푄(푣푗) ≤
푐1(푗)휇푗 for 1 ≤ 푗 ≤ 푛.
d) There exist constants 푐2(푛) independent ofΛ und푄with휇푗 ≤ 푐2(푛)푄(푣′푗)
for 1 ≤ 푗 ≤ 푛.
PROOF. a) 푣′
푗
= 푣푗 −푝푗−1(푣푗), where 푝푖 is the orthogonal projection
onto the space spanned by 푣′
1
,… , 푣′푖i. e.,
푄(푣푗) = 푄(푣
′
푗
) +푄(푝푗−1(푣푗))
≥ 푄(푣′
푗
)
.
b) Obvious.
c) We use induction on 푗, the start 푗 = 1 being trivial. Let linearly
independent vectors 푤1,… , 푤푛 with 휇푖 = 푄(푤푖) be given. Let 1 ≤
푘 ≤ 푗 be such that {푣1,… , 푣푗−1, 푤푘} are linearly independent and
choose 푣∗
푗
∈ Λ such that 푣1,… , 푣푗−1, 푣
∗
푗
form a basis of (ℝ퐿푗−1 +
ℝ푤푘) ∩ Λ = (퐿푗−1 + ℝ푤푘) ∩ Λ. That is possible since 퐿푗−1 is a
primitive sublattice of this lattice.
In particular, 퐿푗−1 +ℤ푣
∗
푗
is then a primitive sublattice of Λ, and
we have 푄(푣푗) ≤ 푄(푣∗푗 ).
We change 푣∗푗 by a vector of 퐿푗−1 or multiply it by −1 if necessary
to achieve
푤푘 =
푗−1∑
푖=1
푡푖푣푖 + 푠푣
∗
푗
, 0 < 푠 ∈ ℤ, 푡푖 ∈ ℤ
with |푡푖| ≤ 푠2 .
Using
√
푄(푥 + 푦) ≤ √푄(푥) +√푄(푦) we see then√
푄(푣푗) ≤
√
푄(푣∗푗 ) ≤ 1푠
√
휇푘 +
1
2
푗−1∑
푖=1
√
푄(푣푖) ≤ √휇푗 + 12 푗−1∑
푖=1
√
푐1(푖)
√
휇푗 ,
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and notice that
√
푄(푣푖) ≤ √푐1(푖)√휇푖 ≤ √푐1(푖)√휇푗) holds by the
inductive assumption.
푐1(푗)
1
2 = 1 + 1
2
∑푗−1
푖=1
푐1(푖)
1
2 is then as desired.
d) We have
∏푛
푖=1
푄(푣′
푖
) = det퐵(Λ) and
∏푛
푖=1
휇푖 ≤ 훾푛푛det퐵(Λ). This
implies
훾푛
푛
≥
푛∏
푖=1
휇푖
푄(푣′푖)
≥ 휇푗
푄(푣′푗)
∏
푖≠푗
휇푖
푐1(푖)
−1
휇푖
=
휇푗
푄(푣′푗)
∏
푖≠푗
푐1(푖)
−1,
and we have
휇푗 ≤ 푄(푣′푗) 훾푛푛 max푗 {
∏
푖≠푗
푐1(푖)}
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=푐2(푛)
.

COROLLARY 3.11. Let  = {푣1,… , 푣푛} be a Minkowski reduced basis of
the lattice Λ, denote by 휇푗 the successive minima of Λ.
Then for 1 ≤ 푗 ≤ 4 one has푄(푣푗) = 휇푗 , for 푗 ≥ 5 one has푄(푣푗) ≤ ( 54)푗−4휇푗 .
For 1 ≤ 푗 ≤ 3 any choice of first 푗 minimum vectors can be extended to a
Minkowski reduced basis.
PROOF. Proceeding as in the proof of the theorem we want to show that
one can choose 푐1(푗) = 1 for 1 ≤ 푗 ≤ 4 and 푐1(푗) = ( 54)푗−4 for 푗 > 4.
We obtain first 푤푘 =
∑푗−1
푖=1
푡푖푣푖 + 푠푣
∗
푗
, 0 < 푠 ∈ ℤ, 푡푖 ∈ ℤ.
If one has here 푠 = 1, the lattice 퐿푗−1 + ℤ푤푘 is primitive in Λ and we have
푄(푣푗) ≤ 푄(푤푘) = 휇푘 ≤ 휇푗.
Otherwise we decompose 푣∗
푗
= 푧1 + 푧2 with 푧1 ∈ ℝ퐿푗−1, 푧2 ⟂ 퐿푗−1 and
have
푤푘 =
(
푗−1∑
푖=1
푡푖푣푖 + 푠푧1
)
+ 푠푧2.
One has then
푄(푤푘) ≥ 푠2푄(푧2),
hence
푄(푧2) ≤ 14휇푘 ≤
1
4
휇푗 .
By the previous lemma we can change 푣∗
푗
modulo 퐿푗−1 in such a way that
푧1 =
∑푗−1
푖=1
훼푖푣
′
푖
with |훼푖| ≤ 12 holds and see 푄(푧1) ≤ 14∑푗−1푖=1 푄(푣′푖).
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Putting things together we get
푄(푣푗) ≤ 푄(푣∗푗 ) ≤ 14휇푗 + 14
∑푗−1
푖=1
푄(푣′
푖
)
≤ 1
4
휇푗 +
1
4
∑푗−1
푖=1
푄(푣푖)
≤ 1
4
휇푗 +
1
4
∑푗−1
푖=1
푐1(푖)휇푖
≤ 1
4
휇푗(1 +
∑푗−1
푖=1
푐1(푖))
and hence
푄(푣푗) ≤ 휇푗 ⋅max{1, 14 +
1
4
푗−1∑
푖=1
푐1(푖)}.
With 푐1(1) = 1 we see in particular that one can choose
푐1(2) = 푐1(3) = 푐1(4) = 1.
Using induction on 푗 we see finally 푐1(푗) = (
5
4
)푗−4 for 푗 ≥ 4.
For 1 ≤ 푗 ≤ 3 the argument above shows that 푠 > 1would imply푄(푣푗) < 휇푗 ,
a contradiction which shows the second part of the assertion. 
EXAMPLE 3.12. a) Let Λ ⊆ ℝ5 be the lattice with basis
푣1 = (1, 0, 0, 0, 0),푣2 = (0, 1, 0, 0, 0),푣3 = (0, 0, 1, 0, 0),
푣4 = (0, 0, 0, 1, 0), 푣5 = (
1
2
, 1
2
, 1
2
, 1
2
, 1
2
).
Then it is easily seen that this basis is Minkowski reduced and
that all five successive minima are equal to 1, so we have 푄(푣5) =
5
4
> 1 = 휇5.
b) Let Λ ⊆ ℝ4 be the lattice with basis (1,−1, 0, 0), (0, 1,−1, 0),
(0, 0, 1,−1), (0, 0, 1, 1) (the 퐷4-lattice in the root lattice terminol-
ogy). The vectors (1,−1, 0, 0), (1, 1, 0, 0), (0, 0, 1,−1), (0, 0, 1, 1) are
successive minimum vectors but do not generate the lattice.
3.2. Siegel domains
We recall from linear algebra:
LEMMA 3.13. Let  = {푣1,… , 푣푛} be a basis of the vector space 푉 and
{푣′
1
,… , 푣′
푛
} theGram-Schmidt orthogonalization. Then thematrix퐶 = (푐푖푗)
given by 푣푗 =
∑푛
푖=1
푐푖푗푣
′
푗
is upper triangular with diagonal entries 1 and for
the Gram matrix푀 of the symmetric bilinear form퐵 with respect to one
has
푀 = 퐶 푡
⎛⎜⎜⎜⎜⎝
ℎ1
⋅
⋅
⋅
ℎ푛
⎞⎟⎟⎟⎟⎠
퐶
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with ℎ푖 = 푄(푣
′
푖
) and
푄(
푛∑
푖=1
푥푖푣푖) =
1
2
푛∑
푖=1
ℎ푖휉
2
푖
, 휉푖 =
푛∑
푗=1
푐푖푗푥푗 .
The matrix 퐶 and the ℎ푖 with these properties are uniquely determined.
DEFINITION 3.14. Let 훿 > 1, 휖 > 0 be given. The Siegel domain 푛(훿, 휖) =(훿, 휖) is the set of all positive definite symmetric (푛 × 푛)-matrices 푀 for
which the decomposition
푀 = 퐶 푡
⎛⎜⎜⎜⎜⎝
ℎ1
⋅
⋅
⋅
ℎ푛
⎞⎟⎟⎟⎟⎠
퐶
satisfies
0 < ℎ푗 ≤ 훿ℎ푗+1,|푐푖푗| ≤ 휖 ∀푖, 푗.
THEOREM 3.15. There exist 훿 = 훿(푛), 휖 = 휖(푛), such that all Minkowski
reduced bases  = {푣1,… , 푣푛} satisfy
푀 =푀 ∈ (훿(푛), 휖(푛)).
PROOF. With 푄(푣푗) = 푚푗푗 and 푄(푣
′
퐽
) = ℎ푗 we have
ℎ푗 ≤ 푚푗푗 ≤ 푚푗+1,푗+1 ≤ 푐1(푗 + 1)푐2(푛)ℎ푗+1. (∗)
For 푖 < 푗 we see moreover
푚푖푗 = ℎ푖푐푖푗 +
∑
푘<푖
ℎ푘푐푘푖푐푘푗 ,
hence |푐푖푗| ≤ |푚푖푗|ℎ푖 +∑푘<푖 ℎ푘ℎ푖 |푐푘푖푐푘푗|
for 푖 < 푗.
We have |푚푖푗| ≤ 12푚푖푖 ≤ 12푐1(푖)푐2(푛)ℎ푖 and ℎ푘ℎ푖 ≤ 푐3(푛)푖−푘 for 푘 < 푖 with
푐3(푛) = 푐2(푛) max푗≤푛 푐1(푗). With퐻푘 = max퓁>푘 |푐푘퓁| it follows that|푐푖푗| ≤ 12푐3(푛) +∑
푘<푖
푐3(푛)
푖−푘퐻2
푘
holds. Since the matrix 푀 is reduced, |푐1푗| = |푚1푗푚11 | ≤ 12 , hence 퐻1 ≤ 12 .
By induction the퐻푖 are bounded by a constant depending only on 푛, which
proves the assertion. 
LEMMA 3.16. There exists a constant 퐶1 = 퐶1(푛, 훿, 휖) depending only on
푛, 훿, 휖 such that all 푀 ∈ 푆(훿, 휖) satisfy: For 1 ≤ 푗 ≤ 푛 all ratios of the
ℎ푗 , 푚푗푗, 휇푗 are bounded by 퐶1, where the 휇푗 are the successive minima of ℤ
푛
with the quadratic form푄 = 푄푀 given by 2푄(퐱) =
푡퐱푀퐱.
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PROOF. 푚푗푗 = ℎ푗 +
∑
푖<푗 ℎ푖푐
2
푖푗
implies 푚푗푗 ≤ 푐4ℎ푗 with a constant 푐4 =
푐4(푛, 훿, 휖), in the opposite direction 푚푗푗 ≥ ℎ푗 is trivial. We see moreover
휇푗 ≤ max푖≤푗 푚푖푖 ≤ 푐4max푖≤푗 ℎ푖≤ 푐5ℎ푗 (with a constant 푐5 = 푐5(훿, 휖, 푛)).
Let finally 푣1,… , 푣푛 be the standard basis vectors of Λ = ℤ
푛 and 푣′
1
,… , 푣′
푛
their Gram-Schmidt orthogonalizationwith respect to푄. If 푣 ∈ Λ is linearly
independent of 푣1,… , 푣푗−1 we write 푣 =
∑푛
푖=1
푥푖푣푖 =
∑푛
푖=1
휉푖푣
′
푖
with 푥푖 ∈ ℤ,
푥푖 ≠ 0 for at least one 푖 ≥ 푗. If 푖0 is maximal with 푥푖0 ≠ 0 one has 휉푖0 =
푥푖0 ∈ ℤ, hence 푄(푣) ≥ 푄(푣′푖0) = ℎ푖0 with 푖0 ≥ 푗. This estimate also holds
for the 푗-th minimum vector, and we see 휇푗 ≥ min(ℎ푗 ,… , ℎ푛) ≥ 푐7ℎ푗 with
a constant 푐7 = 푐7(훿, 푛). 
THEOREM 3.17. Let 푛 ∈ ℕ and 훿, 휂 > 0 be given. There exists a constant
퐶(푛, 훿, 휂) such that one has |푡푖푗| ≤ 퐶(푛, 훿, 휂)
for all푀1,푀2 = 푇
푡푀1푇 in 푆푛(훿, 휂) with 푇 ∈ 퐺퐿푛(ℤ).
In particular, let 푀1 und 푀2 = 푇
푡푀1푇 be equivalent Minkowski reduced
matrices with 푇 = (푡푖푗) ∈ 퐺퐿푛(ℤ) and let 훿 and 휖 be as in Theorem |푡푖푗| ≤
퐶(푛, 훿, 휖).
For the proof of the Theorem we need an auxiliary lemma:
LEMMA 3.18. Let 푛, 훿, 휖 be given. There exists 퐶 ′ = 퐶 ′(푛, 훿, 휖) with the
following property:
If  = {푣1,… , 푣푛} is a basis of 푉 with Gram matrix푀 = 푀 ∈ 푆(훿, 휖)
and if 푤푖 =
∑푛
푗=1
훼푗푖푣푗 are successive minimum vectors of ℤ
푛 with respect
to 푄 = 푄푀 , one has |훼푗푖| ≤ 퐶 ′(푛, 훿, 휖) for all 푖, 푗.
PROOF. We denote by {푣′
1
,… , 푣′
푛
} the Gram-Schmidt orthogonalization
of , put 푤푖 = ∑ 훽푗푖푣′푗 and fix 푖, 푗.
If we have 푄(푣푘) < 휇푖 for all 푘 ≤ 푗, we must have 푗 < 푖 and 푣1,… , 푣푗, 푤푖
must be linearly independent. Putting
푤∗푖 = 푤푖 +
푗∑
퓁=1
푡
퓁
푣
퓁
∈ 푤푖 + 퐿푗
with arbitrary 푡
퓁
∈ ℤ, one must have 푄(푤∗
푖
) ≥ 휇푖 = 푄(푤푖) since oth-
erwise 푤푖 were a linear combination of the linearly independent vectors
푣1,… , 푣푗, 푤
∗
푖
which have length strictly smaller than 휇푖, which contradicts
the defining property of successive minimum vectors.
By Lemma 3.9 we can choose such a vector 푤∗
푖
satisfying
푤∗
푖
=
∑
퓁
훽∗
퓁푖
푣′
퓁
with |훽∗
퓁푖
| ≤ 1
2
for 1 ≤ 퓁 ≤ 푗.
One has then 훽
퓁푖 = 훽
∗
퓁푖
for 퓁 > 푗 since 푤푖 − 푤
∗
푖
∈ 퐿푗 holds and have
therefore the same projection onto 퐿⟂
푗
.
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From this we get∑
퓁≤푗 ℎ퓁훽2퓁푖 = 푄(푤푖) −
∑
퓁>푗 ℎ퓁훽
2
퓁푖
≤ 푄(푤∗
푖
) −
∑
퓁>푗 ℎ퓁훽
2
퓁푖
=
∑
퓁≤푗 ℎ퓁훽∗2퓁푖
≤ 1
4
∑
퓁≤푗 ℎ퓁 ≤ 14(훿푗−1 +⋯ + 1)ℎ푗 ,
and hence 훽2
푗푖
≤ 1
4
(훿푗−1 +⋯ + 1).
If on the other hand there exists 1 ≤ 푘 ≤ 푗 satisfying 휇푖 ≤ 푄(푣푘), one has
휇푖 ≤ 푄(푣푘) ≤ 푐8푄(푣′푘) ≤ 훿푗−푘푐8ℎ푗‖
ℎ푘≤ 훿푛−1푐8ℎ푗 ,
and hence 휇푖 =
∑
훽2
퓁푖
ℎ
퓁
≤ 훿푛−1푐8ℎ푗 . From this we see 훽2푗푖ℎ푗 ≤ 훿푛−1푐8ℎ푗 ,
훽2
푗푖
≤ 훿푛−1푐8 so that the 훽푗푖 are bounded. Since we can express the coordi-
nates with respect to the 푣푖 by those with respect to the 푣
′
푖 with coefficients
bounded by the constants of the Siegel domain considered, the assertion
follows. 
We can now prove the theorem:
PROOF OF THEOREM 3.17. Let  = (푣1,… , 푣푛), ̃ = (푣̃1,… , 푣̃푛) be
two bases of the lattice Λ = ℤ푛 with Gram matrices푀1,푀2 in (훿, 휖) and
let 푤푖 =
∑푛
푗=1
훼푗푖푣푗 =
∑푛
푗=1
훼̃푗푖푣̃푗 be successive minimum vectors of Λ.
By the lemma the 훼̃푗푖 and the 훼푗푖 are bounded.
Then the coefficients of the 푣̃푗 with respect to the 푤푖 and therefore also the
coefficients of the 푣̃푗 with respect to the 푣푖 are bounded, and the assertion is
proved. 
COROLLARY 3.19. There exists a constant 퐶(푛) such that each equiva-
lence class of positive definite symmetric matrices contains at most 퐶(푛)
Minkowski reduced matrices.
PROOF. Obvious. 
3.3. The geometry of the space of positive definite matrices
We will now study the geometry of the space of positive definite real sym-
metric matrices.
LEMMA 3.20. Let 푛 = {푌 ∈푀 sym푛 (ℝ) | 푌 > 0}. Then GL푛(ℝ) acts on픓푛
by
푔.푌 ∶= 푡푔−1푌 푔−1 =∶ 푌 [푔−1].
The stabilizer of 1푛 is푂푛(ℝ), and elements of푛 belong to the sameGL푛(ℤ)-
orbit if and only if they are integrally equivalent.
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REMARK 3.21. For 푌 =
(푎 푏
푏 푐
)
∈ 2 let 푧 be the unique zero of 푎푧2+2푏푧+푐 =
0 in the upper half plane퐻 , we have then Re(푧) = −푏
푎
and |푧| = 푐∕푎.
For
(훼 훽
훾 훿
)
∈ GL2(ℝ) one has
(훾푧 + 훿)2
(
푎
(
훼푧 + 훽
훾푧 + 훿
)2
+ 2푏
(
훼푧 + 훽
훾푧 + 훿
)
+ 푐
)
= 푎(훼푧 + 훽)2 + 2푏(훼푧 + 훽)(훾푧 + 훿) + 푐(훾푧 + 훿)2
= 푧2(푎훼2 + 2푏훼훾 + 푐훾2) + 푧(2푎훼훽 + 2푏(훼훿 + 훾훽) + 2푐훾훿)
+ 푎훽2 + 2푏훽훿 + 푐훿2.
Hence, if 훼푧+훽
훾푧+훿
is the point in 퐻 corresponding to
(푎 푏
푏 푐
)
, we see that 푧 is the
point corresponding to (
훼 훾
훽 훿
)(
푎 푏
푏 푐
)(
훼 훽
훾 훿
)
.
That is, if we let SL2(ℝ) act on 퐻 via
(훼 훽
훾 훿
)
.푧 = 훼푧+훽
훾푧+훿
by fractional linear
transformations, the map Φ ∶ ⟶ 퐻 with 푌 ⟼ 푧 as above is compati-
ble with the SL2(ℝ)-actions: Φ(푔.푌 ) = 푔.Φ(푌 ).
THEOREM 3.22. 푛 is a convex open set in푀 sym푛 (ℝ) = ℝ푛( 푛+12 ). The closure푛 of 푛 in푀 sym푛 (ℝ) is the set of positive semidefinite matrices in푀 sym푛 (ℝ).
PROOF. Obviously,푛 is convex and open and the closure of푛 in푀 sym푛 (ℝ)
is contained in the set of positive semidefinite matrices. On the other hand,
if 푌 is positive definite and 푌1 is positive semidefinite, 휆푌 + (1 − 휆)푌1is
positive definite for all 0 < 휆 ≤ 1, so that 푌1 is in the closure of 푛. 
DEFINITION 3.23. AMinkowski reduced basis and theGrammatrix푀 ∈푛 associated to it are called strictly reduced if the inequalities푄(푥) ≥ 푄(푣푖)
in Definition 3.1 are satisfied with strict inequality for all admissible 푥 ≠
±푣푖.
THEOREM 3.24. Let 1 ≤ 푗 ≤ 푛,
푗 ∶= {퐱 = (푥1,… , 푥푛) ∈ ℤ푛 ⧵ {±퐞푗} ∣ gcd(푥푗,… , 푥푛) = 1}
be the set of reduction conditions. Let the set of satisfiable reduction con-
ditions. be defined as the set ∗
푗
of all 퐱 ∈ 푗 for which there exists a
Minkowski reduced matrix 푌 satisfying 푡퐱푌 퐱 = 푦푗푗 . Then
a) The set0
푛
of strictly reduced matrices in 푛 is equal to
{푌 ∈푀 sym
푛
(ℝ) | 푦11 > 0, 푦푗푗 < 푡퐱푌 퐱 for all 1 ≤ 푗 ≤ 푛, 퐱 ∈∗푗 }.
b) For the set푛 of Minkowski reduced matrices in 푛 one has
푛 = {푌 ∈푀 sym푛 (ℝ) | 푦11 > 0, 푦푗푗 ≤ 푡퐱푌 퐱 for all 1 ≤ 푗 ≤ 푛, 퐱 ∈∗푗 }.
c) ∗
푗
is finite.
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PROOF. For a vector 퐱 in∗
푗
there exists a Minkowski reduced matrix
푌 and a 푇 ∈ GL푛(ℤ) having 퐱 as its 푗-th column such that
푡푇푌 푇 =∶ 푌 ′
is again Minkowski reduced. By Theorem 3.17 푇 and hence 퐱 has then
bounded entries, which shows c).
For a), wewant to show for amatrix 푌0 ∈푀
sym
푛 (ℝ), 푌0 ∉ 0푛 that at least one
of the satisfiable reduction conditions does not hold with strict inequality for
푌 , i. e., that for some 푗 there exists 퐱 ∈∗
푗
with 푡퐱푌 퐱 ≤ 푦푗푗 .
For 푌1 ∈ 0푛 and 0 ≤ 휆 ≤ 1 put
(푦(휆)푖푗 ) = 푌휆 = (1 − 휆)푌0 + 휆푌1 and 푤휆(퐱) =
푡퐱푌휆퐱 for 퐱 ∈ ℤ
푛.
Let 휇 = sup{휆 ∈ [0, 1] | 푌휆 ∉ 0푛}. Then 푌휇 ∈ 0푛 and 푌휇 ∉ 0푛 since the
set of strictly reduced matrices is open.
Since 푌휇 is in the closure of 0푛 it satisfies all reduction conditions. If 푌휇
is positive definite, it is hence reduced but not strictly reduced, hence there
exist 푗 and 퐱 ∈∗
푗
with 푡퐱푌휇퐱 = 푦
(휇)
푗푗 . One has
푡퐱푌1퐱 > 푦
(1)
푗푗 since 푌1 ∈ 0푛 ,
and we see that 푡퐱푌0퐱 ≤ 푦(0)푗푗 must hold. Thus, 푌0 is not in the set described
in a).
If 푌휇 is semidefinite but not definite, one has 푦
(휇)
11
= 0 since the radical of the
quadratic form has to intersect ℤ푛. We see then as above 푦(0)
11
≤ 0, so that 푌0
is not in the set described in a) in this case too.
On the other hand,0푛 is obviously contained in this set.
For b),푛 is obviously contained in the set푅′ on the right hand side and the
closure of 0
푛
contains 푅′. Since 푅′ ⊆ 푛 by definition and 0푛 ∩ 푛 ⊆ 푛
holds, we see that푛 = 푅′ as asserted. 
COROLLARY 3.25. 0
푛
is a convex open subset of 푛. More precisely,0푛 is
a convex open cone bounded by finitely many hyperplanes.
PROOF. This follows from the theorem. 
EXAMPLE 3.26. For 푛 ≤ 4 a matrix 푌 ∈ 푛 is Minkowski reduced if and
only if
a) 0 ≤ 푦11 ≤ 푦22 ≤ ⋯ ≤ 푦푛푛
b) 푓 (퐱) ≥ 푦푗푗 for all 퐱 ∈ ℤ푛 with 푥푖 ∈ {0,±1}, 푥푗 = 1, 푥푖 = 0 for
푖 > 푗.
PROOF. See Lemma 12.1.2 of [6]. 
THEOREM 3.27. The set 푛 has a decomposition 푛 = ⋃푇∈GL푛(ℤ) 푇 (푛)
(where we put 푇 (푛) ∶= {푇 .푌 = 푌 [푇 −1] | 푌 ∈ 푛}), and one has
a) If 푇1, 푇2 ∈ 퐺퐿푛(ℤ) satisfy 푇1(0푛) ∩ 푇2(푛) ≠ ∅, the matrix 푇 −12 푇1
is diagonal with entries ±1.
b) If 푇 (푛) = 푛 holds for some 푇 ∈ 퐺퐿푛(ℤ) the matrix 푇 is diagonal
with entries ±1.
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PROOF. a) Let 푌 be strictly reduced and 푇 ⟨푌 ⟩ = 푌1 reduced, let
(퐞1,… , 퐞푛) be the standard basis of ℝ
푛.
then 퐞1 is a minimum vector for 푌1, hence 푇
−1퐞1 a minimum
vector for 푌 , and since 푌 is strictly reduced we must have 푇 −1퐞1 =
±퐞1. In the same way we see 푇
−1퐞푗 = ±퐞푗 for 1 ≤ 푗 ≤ 푛.
b) follows from a).

THEOREM 3.28. Σ = {푇 ∈ GL푛(ℤ) | 푇 (푛) ∩푛 ≠ ∅} is a finite set.
PROOF. This follows from Theorem 3.15. 
REMARK 3.29. We have shown that the set 푛 of Minkowski reduced ma-
trices is a fundamental domain for the action of 퐺퐿푛(ℤ) on 푛 in the sense
that the translaes 푇 (푛) cover 푛 and meet only in boundary points.
THEOREM 3.30. The translates 푇 (푛) of the set 푛 of Minkowski reduced
matrices form a locally finite covering of 푛, i. e., for any compact set 퐾 ⊆푛 there are only finitely many translates 푇 (푛) with 푇 (푛) ∩퐾 ≠ ∅.
PROOF. We choose 훿, 휖 > 0 with 푛 ⊆ 푛(훿, 휖). For 훿′ > 훿, 휖′ > 휖
the set 푛 lies then in the interior 푆0 of 푛(훿′, 휖′). The covering of 퐾 by
the open sets 푇푆0 for 푇 ∈ GL푛(ℤ)) has then a finite subcover by certain
푇푗푆0, 1 ≤ 푗 ≤ 푟. Each of these 푇푗푆0 meets only finitely many 푇푆0 by
Theorem 3.15, which implies the assertion. 
THEOREM 3.31. Let Σ1 denote the set of all 푇 ∈ GL푛(ℤ), for which 푇푛 ∩푛 has codimension 1 in푛, hence dimension 푛(푛+1)2 − 1.
Then Σ1 generates GL푛(ℤ).
PROOF. Let 푇 ∈ GL푛(ℤ), let 푌0 ∈ 0푛 be a strictly reduced matrix. Let
퐾 ⊂ 푇푛 be a closed ball, let 퐿 ∶= {(1−휆)푌0+휆푌1 | 0 ≤ 휆 ≤ 1, 푌1 ∈ 퐾}.
Since 퐿 is compact the previous theorem implies that there are only finitely
many 푈 ∈ GL푛(ℤ) with 푈푛 ∩ 퐿 ≠ ∅.
Let퐷 be the union of all 푈1푛 ∩푈2푛 with 푈1, 푈2 ∈ GL푛(ℤ), 푈1푛 ∩퐿 ≠
∅ ≠ 푈2푛 ∩ 퐿 for which 푈1푛 ∩ 푈2푛 has codimension ≥ 2 in 푛.
Then 퐷 too has codimension ≥ 2 in 푛, there is 푌1 ∈ 퐾such that 퐿1 ∶=
{(1 − 휆)푌0 + 휆푌1 | 0 ≤ 휆 ≤ 1} ∩퐷 = ∅.
The line 퐿1 meets only finitely many 푇푗푛 (푇푗 ∈ GL푛(ℤ)), each of these
intersections is an interval, since the 푇푗(푛) are convex sets. We write 퐿1 =
(푇1(푛) ∩퐿1) ∪⋯∪ (푇푟(푛) ∩퐿1) and number the 푇푗 in such a way that the
intervals 푇푗(푛) and 푇푗+1(푛) intersect and 푇1 = Id, 푇푟 = 푇 .
We have then 푇 −1
푗
푇푗+1 ∈ Σ1, hence 푇푗+1 = 푇푗푈푗 with 푈푗 ∈ Σ1. Putting
things together we obtain 푇 = 푈1⋯푈푟 with 푈푖 ∈ Σ1 as asserted. 
3.4. Extreme forms and sphere packings
DEFINITION 3.32. A matrix 푌 ∈ 푛 with 푦11 = 1 is called extreme if
the determinant has a local minimum in 푌 as function on the hypersurface
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{푌 ′ ∈ 푛 | 푦′11 = 1} hat. It is called absolutely extreme if it is extreme and
the minimum is an absolute minimum.
REMARK 3.33. a) If 푌 is an extreme matrix, the quadratic form 푄푌
given by 푄푌 (퐱) =
1
2
푡퐱푌 퐱 is called an extreme form and lattice with
this quadratic form is called an extreme lattice. The same term is
often used for all matrices or forms proportional to 푌 resp. 푄푌 .
b) Let 퐿 ∶=
⨁푛
푖=1ℤ푣푖 be a lattice on ℝ
푛 with Gram matrix 푌 with
respect to the basis 푣1,… , 푣푛 and the standard scalar product and
put spheres of radius 1
2
around the lattice points. The spheres form
then a (non overlapping) lattice sphere packing inℝ푛. A fundamental
parallelotope of 퐿 has then volume det(푌 ), and the part of it that is
covered by the spheres has volume (1
2
)푛
푉푛√
det 푌
,where 푉푛 is the volume
of the 푛-dimensional unit sphere. A lattice whose Gram matrix is
absolutely extreme gives therefore the densest possible lattice sphere
packing in ℝ푛.
THEOREM 3.34. There exists an absolutely extreme 푌 ∈ 푛.
PROOF. We fix a matrix 푌0 ∈ 푛 with 퐷0 = det(푌0), 푦(0)11 = 1 and put(1)
푛
= {푌 ∈ 푛 | 푦11 = 1}.
The set 푀 = {푌 ∈ (1)
푛
| det 푌 ≤ 퐷0} is compact: For 푌 ∈ 푀 we have
푦11⋯ 푦푛푛 ≤ 퐶 ⋅퐷0 with a constant 퐶 , and therefore
푦푛푛 ≤ 퐶 ⋅퐷0푦22⋯ 푦푛−1,푛−1 ≤ 퐶 ⋅퐷0.
All 푦푖푗 are then bounded by 퐶 ⋅퐷0.
Since det is a continuous function it has to assume a minimum in푀 . 
LEMMA 3.35 (Concavity of the determinant). Let 푌1 ≠ 푌2 ∈ 푛 with
det 푌1 = det 푌2 = 1, let 0 < 휆 < 1.
Then det((1 − 휆)푌1 + 휆푌2) > 1.
PROOF. 푌1 and 푌2 can be simultaneously diagonalized by 푌푗⟼
푡푇푌푗푇
for some 푇 ∈ GL푛(ℝ), i.e., we may assume 푌1, 푌2 to be diagonal matrices
with entries 푎푖 resp. 푏푖.
If we put
퐷(휆) ∶= det((1 − 휆)푌1 + 휆푌2) =
푛∏
푖=1
(푎푖 + 휆(푏푖 − 푎푖)),
we have 퐷(0) = 퐷(1) = 1 and
푑2
푑휆2
log퐷(휆) = −
푛∑
푖=1
(
푏푖 − 푎
푎푖 + 휆(푏푖 − 푎푖)
)2
< 0
for 휆 ∈ (0, 1).
This implies log퐷(휆) > 0 in (0, 1), hence 퐷(휆) > 1 in (0, 1). 
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COROLLARY 3.36 (Arithmetic geometric mean inequality). For 1 ≤ 푗 ≤ 푛
let 훼푗 , 훽푗 , 훾푗 > 0, (훼1,… , 훼푛) and (훽1,… , 훽푛) not proportional, the 훾푗 not all
equal. We have then
a)
∏푛
푖=1
(훼푖 + 훽푖)
1
푛 >
∏푛
푖=1
(훼푖)
1
푛 +
∏푛
푖=1
(훽푖)
1
푛
b) 1
푛
∑푛
푖=1
훾푖 > (
∏푛
푖=1
훾푖)
1
푛
c) The hypersurface det 푌 = 1 lies strictly above the tangent hyper-
plane at any point 푌0.
PROOF. for a) let 퐴 = (
∏푛
푖=1 훼푖)
1
푛 , 퐵 = (
∏푛
푖=1 훽푖)
1
푛 and let 푡 ∈ [0, 1]
be such that 퐵
퐴
=
푡
1−푡
. There is 푐 > 0 with 퐵 = 푐푡, 퐴 = 푐(1 − 푡), we put
푎푖 =
훼푖
푐(1−푡)
and 푏푖 =
훽푖
푐푡
.
Then
∏푛
푖=1
푎푖 =
∏푛
푖=1
푏푖 = 1, (푎1,… , 푎푛) ≠ (푏1,… , 푏푛), and by the previous
lemma we have(
푛∏
푖=1
(훼푖 + 훽푖)
) 1
푛
= 푐 ⋅
푛∏
푖=1
((1 − 푡)푎푖 + 푡푏푖)
1
푛
= 푐 = 퐴 + 퐵
=
(
푛∏
푖=1
훼푖
) 1
푛
+
푛∏
푖=1
(훽푖)
1
푛 .
For b) we consider a) with (훽1,… , 훽푛) = (1,… , 1), 훼푖 = 푡훾푖. We have then
for all 푡
푛∏
푖=1
(1 + 푡훾푖) >
(
1 + 푡
푛∏
푖=1
(훾푖)
1
푛
)푛
.
We view this as polynomial in 푡 and see for 푡 → 0 by comparing the terms
at 푡 that
훾1 +⋯ + 훾푛 > 푛
푛∏
푖=1
(훾푖)
1
푛 .
For c) we consider 푌0, 푌1 with det 푌0 = det 푌1 = 1, 푌0 ≠ 푌1. As above we
may assume that 푌0, 푌1 are diagonal matrices with entries 푎푖, 푏푖 respectively.
The gradient of det in 푌0 is the diagonal matrix with entries
1
푎푖
which has
scalar product 푛 with 푌0, so that the tangent hyperplane at 푌0 is given as
{푋 = (푥푖푗) | ∑푛푖=1 푥푖푖푎푖 = 푛}.
By b) we have
1
푛
푛∑
푖=1
푏푖
푎푖
>
(
푛∏
푖=1
푏푖
푎푖
) 1
푛
= 1,
hence
푛∑
푖=1
푏푖
푎푖
> 푛,
so that 푌1 lies above the tangent hyperplane. 
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THEOREM 3.37. An extreme matrix 푌 ∈ 1
푛
is a corner of1
푛
.
PROOF. If 푌 were not a corner one could find 푌1 ≠ 푌2 in 1푛 such that
푌 = (1 − 휆)푌1 + 휆푌2 holds for some 0 < 휆 < 1, and we can choose 푌1, 푌2 as
close to 푌 as we want.
We may again assume 푌1, 푌2 to be diagonal matrices with entries (푎1,… , 푎푛)
resp. (푏1,… , 푏푛) and have
(det 푌 )
1
푛 =
푛∏
푖=1
((1 − 휆)푎푖 + 휆푏푖)
1
푛
> (1 − 휆)
푛∏
푖=1
푎
1
푛
푖 + 휆
푛∏
푖=1
푏
1
푛
푖
= (1 − 휆)(det 푌1)
1
푛 + 휆(det 푌2)
1
푛 .
One sees that one of det(푌1), det(푌2) must be smaller than det 푌 , in contra-
diction to the assumption that 푌 is extreme. 
COROLLARY 3.38. An extreme matrix (which is known to exist by Theorem
3.34) has rational coefficients.
PROOF. Being a corner of1
푛
means to lie in a one-dimensional intersec-
tion of the finitely many hyperplanes bounding the set푛 of reduced matri-
ces. Since all these hyperplanes are given by homogeneous linear equations
with coefficients in ℤ we see that an extreme matrix 푌 is a multiple of a
rational matrix. Since 푦11 = 1, the matrix 푌 itself has to be rational. 
COROLLARY 3.39. Let 푌 ∈ 1푛 be extreme, let {퐱1,… , 퐱푁 ∣ 푡퐱푗푌 퐱푗 = 1} ⊆
ℤ푛 be the set of all minimum vectors.
Then 푌 is the only solution in푀 sym푛 (ℝ
푛) of the system of equations 푡퐱푗푌 퐱푗 =
1 for 1 ≤ 푗 ≤ 푛. In particular, the minimum vectors 퐱1,… , 퐱푁 span the
space ℚ푛.
PROOF. It the set of solutions of this system of linear equations was at
least one dimensional, we could again find positive definite reducedmatrices
푌1 und 푌2 such that 푌 is on the line connecting them and such that both of
them satisfy all푁 equations 푡퐱푗푌푖퐱푗 = 1.
If 푌1 and 푌2 are sufficiently close to 푌 the forms 푄푌푖 given by 2푄푌푖(퐱) =
푡퐱푌푖퐱 assume their minimum on one of the 퐱푗 for 푌 , in particular they have
minimum 1 and are in 1푛, which contradicts the fact that 푌 is a corner of1
푛
.
If finally the 퐱푗 spanned a genuine subspace of ℚ
푛, the system 푡퐱푗푌 퐱푗 = 1
for 1 ≤ 푗 ≤ 푁 had rank smaller than 푛(푛+1)
2
. 
3.5. The LLL algorithm
DEFINITION 3.40. Let  = (푣1,… , 푣푛) be a basis of the ℤ-lattice 퐿 and let
퐿푖 ∶= ℤ푣1 +⋯ + ℤ푣푖.
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For 푥 ∈ 푉 denote by 푝̃푖(푥) the orthogonal projection of 푥 onto (ℝ퐿푖)
⟂ and
by {푝̃푗−1푣푗 =∶ 푣
′
푗
} the Gram-Schmidt orthogonalization of ), write 푣′
푗
=
푣푗 −
∑푗−1
푖=1
푐푖푗푣
′
푖
.
The basis  is called Hermite-Korkine-Zolotarev reduced (HKZ-reduced),
if the following conditions are satisfied:
a) |푐푖푗| ≤ 12 for all 푖, 푗.
b) 푄(푝̃푗−1푣푗) is minimal in 푄(푝̃푗−1(퐿)) ⧵ {0} for 1 ≤ 푗 ≤ 푛.
A symmetric matrix 퐴 is called HKZ-reduced if it is the Gram matrix of an
HKZ-reduced basis of a lattice.
To see that HKZ-reduced bases exist we need the following lemma:
LEMMA 3.41. Let 푅 be an integral domain with field of quotients 퐹 , let Λ
be a lattice of full rank on the 푛-dimensional vector space 푉 over 퐹 . Let
푉 = 푈1⊕⋯⊕푈푟 be a direct sum decomposition and put푊
′
푗
= 푈1⊕⋯⊕
푈푗 ,푊푗 = 푈푗+1 ⊕⋯⊕ 푈푟 for 0 ≤ 푗 < 푟, denote by 푝푗 the projection of 푉
onto푊푗 with respect to the decomposition 푉 = 푊
′
푗 ⊕푊푗 .
For 1 ≤ 푗 ≤ 푟 let 퐿푗 be a lattice on 푈푗 such that 푝푗(퐿푗+1) ⊆ 푊푗 is a
primitive sublattice of 푝푗(Λ) ⊆ 푊푗 for 0 ≤ 푗 < 푟, in particular, 퐿1 is a
primitive sublattice of 푈1.
Then Λ = 퐿1 ⊕⋯⊕퐿푟 holds.
In particular, if 푟 = 푛 and 퐿푗 = 푅푣푗 is free of rank 1, the vectors 푣1,… , 푣푛
form a basis of Λ.
PROOF. We prove this by induction on 푟, beginning with 푟 = 2. Let
푣 ∈ Λ, 푣 = 푢 + 푝1(푣) with 푢1 ∈ 푈1, 푝1(푣) ∈ 푈2 ∩ 푝1(Λ) = 푝1(퐿2), hence
푝1(푣) = 푝1(푣
′) with 푣′ ∈ 퐿2. We have then 푣−푣
′ ∈ ker(푝1) ∩Λ = 푈1 ∩Λ =
퐿1, hence 푣 ∈ 퐿1 ⊕퐿2.
Let now 푟 > 2 and assume that the assertion is true for decompositions into
푟′ < 푟 subspaces.
Applying this inductive assumption to the lattice 푝1(Λ) and the sublattices
푝1(퐿푗) for 2 ≤ 푗 ≤ 푟 we see that one has 푝1(Λ) = 푝1(퐿2)⊕⋯⊕ 푝1(퐿푟) =
푝1(퐿2 ⊕⋯⊕퐿푟).
But then the case 푟 = 2 with the decomposition 푉 = 푈1 ⊕ (푈2 ⊕⋯⊕푈푟)
shows that indeed Λ = 퐿1 ⊕ (퐿2 ⊕⋯⊕퐿푟) = 퐿1 ⊕⋯⊕퐿푟 is true. 
THEOREM 3.42. LetΛ be a positive definiteℤ-lattice. ThenΛ has an퐻퐾푍-
reduced basis.
PROOF. With notations as in Definition 3.40 we let 푣1,… , 푣푛 be vec-
tors in Λ for which 푄(푝푗−1(푣푗)) is minimal in 푄(푝푗−1(Λ)) ⧵ {0} and hence
primitive. By the Lemma the 푣푗 form a basis of Λ. Subtracting a vector
푦 ∈ 퐿푗−1 = ⊕
푗−1
푖=1
ℤ푣푖 from 푣푗 doesn’t change 푣
′
푗
= 푝̃푗−1(푣푗), and by Lemma
3.9 we can choose the vector 푦 in such a way that the modified 푣푗 satisfy
푣′
푗
= 푣푗 −
∑푗−1
푖=1
푐푖푗푣
′
푖
with |푐푖푗| ≤ 12 for 1 ≤ 푖 ≤ 푗 − 1. 
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THEOREM 3.43. The Gram matrix of a Hermite-Korkine-Zolotarev reduced
basis is in 푛(43 , 12).
PROOF. By 푝̃푗(푣푗+1) = 푣푗+1 − 푐푗,푗+1푣
′
푗
−
∑푗−1
푖=1
푐푖,푗+1푣
′
푖
we have 푝̃푗(푣푗+1) +
푐푗,푗+1푝̃푗−1푣푗 = 푣푗+1 − 푦 with 푦 ∈ 퐿푗−1.
Thus
푄(푝̃푗−1푣푗) ≤ 푄(푝̃푗−1푣푗+1)
= 푄(푝̃푗푣푗+1 + 푐푗,푗+1푝̃푗−1푣푗)
≤ 푄(푝̃푗푣푗+1) + 14푄(푝̃푗−1푣푗),
which gives 3
4
푄(푝̃푗−1푣푗) ≤ 푄(푝̃푗푣푗+1) or ℎ푗 ≤ 43ℎ푗+1. The bound on the 푐푖푗 is
part of the definition of HKZ-reduced. 
A slight weakening of the conditions for being HKZ-reduced has the advan-
tage of being algorithmically easier to use, it gives the conditions of Lenstra,
Lenstra and Lovasz for their concept of reduction.
DEFINITION 3.44. Let 1
4
< 훼 ≤ 1 be given. The basis  = (푣1,… , 푣푛) of
the lattice Λ is called 훼-LLL reduced if
a) |푐푖푗| ≤ 12 for all 푖, 푗.
b)
훼푄(푝̃푗−1푣푗) ≤ 푄(푝̃푗−1푣푗+1) for 1 ≤ 푗 ≤ 푛 − 1.
A symmetric matrix 퐴 is called 훼-LLL reduced if it is the Gram matrix of
an 훼-LLL reduced basis of a lattice.
THEOREM 3.45. The Grammatrix of an 훼-LLL reduced basis is in the Siegel
domain 푛( 1훼− 1
4
, 1
2
). Moreover, an 훼-LLL reduced basis satisfies
a) 푄(푣1) ≤ (훼 − 14)1−푛휇1.
b) 푄(푣1)⋯푄(푣푛) ≤ (훼 − 14)−푛(푛−1)∕2det퐵(Λ).
c) 푄(푣1) ≤ (훼 − 14)
1−푛
2 (det퐵(Λ))
1
푛 .
PROOF. From
푄(푝̃푗−1푣푗) ≤ 훼−1푄(푝̃푗−1푣푗+1)
= 훼−1푄(푝̃푗푣푗+1 + 푐푗,푗+1푝̃푗−1푣푗)
≤ 훼−1(푄(푝̃푗푣푗+1) + 14푄(푝̃푗−1푣푗))
we obtain
푄(푝̃푗−1푣푗)(1 −
훼−1
4
) ≤ 훼−1푄(푝̃푗푣푗+1),
푄(푝̃푗−1푣푗) ≤ 1
훼 − 1
4
푄(푝̃푗푣푗+1),
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which says that the Grammatrix is indeed in 푛((훼− 14)−1, 12). We see further
푄(푝̃푗−1푣푗) ≥ ( 1
훼 − 1
4
)−푗+1푄(푣1),
hence
min
푗
푄(푣′
푗
) ≥ (훼 − 1
4
)푛−1푄(푣1)
or 푄(푣1) ≤ (훼 − 14)1−푛min푗 푄(푣′푗).
Let now ퟎ ≠ 푥 ∈ 퐿 be any non zero vector. Let 푗 be such that 푥 =∑푗
푖=1 푎푖푣푖 = 푎푗푣푗 + 푦1 holds with 푎푗 ≠ 0, 푦1 ∈ 퐿푗−1. We have then 푥 =
푎푗푣
′
푗
+ 푦2 with 푦2 ∈ ℝ퐿푗−1, hence 푄(푥) = 푎
2
푗
푄(푣′
푗
) + 푄(푦2) ≥ 푄(푣′푗). This
impliesmin푗 푄(푣
′
푗
) ≤ 휇1, and the assertion in a) is proven.
For b) and c) notice that
푄(푣1) ≤ (훼 − 14)1−푗푄(푝̃푗−1푣푗)
implies
푄(푣1)
푛 ≤ (훼 − 1
4
)−
∑푛−1
푖=0 푖
푛∏
푗=1
푄(푣′
푗
)
= (훼 −
1
4
)−
푛(푛−1)
2 det퐵(Λ).
We have therefore
푄(푣1) ≤ (훼 − 14)−
푛−1
2 det퐵(Λ)
1
푛 .
Moreover,
푄(푣푗) ≤ 푄(푝̃푗−1푣푗) + 14
푗−1∑
푖=1
푄(푝̃푖−1푣푖)
≤ 푄(푝̃푗−1푣푗)(1 + 14
푗−1∑
푖=1
(훼 −
1
4
)−푗+푖),
which implies
푄(푣푗) ≤ 푄(푣′푗)(1 + 14
(훼 − 1
4
)1−푗 − 1
1 − (훼 − 1
4
)
)
= 푄(푣′
푗
)(1 +
(훼 − 1
4
)1−푗 − 1
5 − 4훼
)
≤ 푄(푣′
푗
)(훼 −
1
4
)1−푗 .
From this we get
푛∏
푖=1
푄(푣푖) ≤ det(푀) ⋅ (훼 − 14)
−푛(푛−1)
2
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as asserted. 
REMARK 3.46. If one just says LLL-reduced without specifying an 훼, one
usually means the case 훼 = 3
4
. In that case the estimate for the length of the
first basis vector becomes 푄(푣1) ≤ 2푛−1휇1.
PROPOSITION 3.47. Let 푣1,… , 푣푛 be a basis of the lattice Λ with integral
Gram matrix. Then for
1
4
< 훼 < 1 the following algorithm produces an
훼-LLL reduced basis 푤1,… , 푤푛 in a number of steps which is polynomial
in 푛 and in max1≤푖≤푛 log푄(푣푖).
I) 푤푖 = 푣푖 for 푖 = 1,… , 푛
II) For 푖 = 1,… , 푛 write
푤푖 − 푝푖−1푤푖 =
푖−1∑
푗=1
훼푗푖푤푗 ,
where 푝푗 denotes the orthogonal projection onto (ℝ푤1+⋯+ℝ푤푗)
⟂.
Let 훼̃푗푖 be the closest integer to 훼푗푖, replace푤푖 by푤푖−
∑푖−1
푗=1 훼̃푗푖푤푗 .
(After this step 푤푖 − 푝̃푖−1푤푖 =
∑푖−1
푗=1
훼푗푖푤푗 with |훼푗푖| ≤ 12 for all
푖, 푗.)
III) If푄(푝̃푗−1푤푗) ≤ 훼−1푄(푝̃푗−1푤푗+1) holds for all 푗, terminate, output the
푤푖 as an 훼-LLL reduced basis.
Otherwise, let 푘 be the first indexwith푄(푝푘−1푤푘+1) < 훼푄(푝푘−1푤푘).
Interchange푤푘 and푤푘+1 and return to the beginning of step II).
(We have then for 푖 ≤ 푘 |훼푗푖| ≤ 12 for 푗 ≤ 푖− 1, and for 푖 = 푘+ 1
one has |훼푗,푘+1| ≤ 12 for all 푗 < 푘. If one performs the transformation
푤푘+1⟼ 푤푘+1 −
∑푘
푗=1
훼̃푗,푘+1푤푗 the vector 푝̃푘−1푤푘+1 changes and it
is possible that the comparison of 푄(푝̃푗−1푤푗) with 훼
−1푄(푝̃푗−1푤푗+1)
in step III) may stop at 푗 = 푘 again.)
PROOF. We put
퐷(푤1,… , 푤푛) =
∏푛
푖=1
푄(푝̃푖−1푤푖)
푛−푖+1
=
∏푛
푘=1
det((퐵(푤푖, 푤푗))
푘
푖,푗=1
) =
∏푛
푘=1
퐷푘
Step II of the algorithm doesn’t change 퐷.
From 퐷푗 =
∏푗
푖=1
푄(푝̃푖−1푤푖) and 푄(푝̃푗−1푤푗) > 훼
−1푄(푝̃푗−1푤푗+1) we see that
step III replaces 퐷푗 by 퐷
′
푗
< 훼퐷푗 .
Each application of step II therefore reduces 퐷(푤1,… , 푤푛) at least by the
factor 훼 < 1. Since퐷(푤1,… , 푤푛) ≥ 1 holds, step III can be applied at most
log훼퐷 times, where we put 퐷 ∶= 퐷(푣1,… , 푣푛).
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On the other hand, we have
퐷푗(푣1,… , 푣푛) =
푛∏
푖=1
푄(푣′
푗
)
≤
푗∏
푖=1
푄(푣푗),
which implies
퐷(푣1,… , 푣푛) ≤ ((max
푖
푄(푣푖))
푛(푛+1)
2 .
Step III is therefore applied at most
퐶 ⋅
푛(푛 + 1)
2
log(max
푖
2푄(푣푖))
times. Since Step II consists of∼ 푛2 operations, we see that the total number
of operations is indeed polynomial in 푛 and in the푄(푣푖). The running time of
each of these operations depends on the size of the푄(푣′
푗
), 푄(푤푗) occurring.
For the proof that the size of the푄(푣′
푗
), 푄(푤푗) doesn’t grow too much during
the algorithm see [21]. 
We consider the following application:
THEOREM 3.48. Let 훼1,… , 훼푛 ∈ ℚ and 0 < 휖 < 1 be given. Then one can
find 푝1,… , 푝푛, 푞 ∈ ℤ satisfying|푝푖 − 푞훼푖| ≤ 휖 and 0 < 푞 ≤ 2 푛(푛+1)4 휖−푛
in a number of steps which is polynomial in
1
휖
and the logarithms of the |훼푖|.
PROOF. consider the matrix
푌 =
⎛⎜⎜⎜⎜⎝
1 0 ⋯ 0 훼1
. . .
...
0 1 훼푛
휖∕푄
⎞⎟⎟⎟⎟⎠
for some푄 > 0 and let Λ be the lattice spanned by the columns 푣1,… , 푣푛+1
of 푌 .
For a vector 푤 =
∑푛+1
푖=1
푝푖푣푖 with
√
푄(푤) ≤ 휖 one has√푄(푤) ≥ |푝푖 − 푞훼푖|
(푖 = 1,… , 푛) with 푞 = −푝푛+1 and 휖 ≥ √푄(푤) ≥ 휖푞∕푄, hence 푞 ≤ 푄.
Using 푄 = 2
푛(푛+1)
4 휖−푛 we know by the proposition that we can find 푤 ∈ Λ
satisfying
푄(푤) ≤ 2 (푛−훼)2 det 푌 2푛
≤ 2 푛2 ( 휖
푄
)
2
푛+1
in polynomial time. We have then
√
푄(푤) ≤ 휖, hence 푞 ≤ 2 푛(푛+1)4 휖−푛, and
the inequalities |푝푖 − 푞훼푖| ≤ 휖 are satisfied. 

CHAPTER 4
Reduction Theory of Indefinite Quadratic Forms
The reduction theory of indefinite quadratic forms is more complicated than
that of definite forms because the finiteness arguments used in the latter case
are not valid here. Hermite’s idea was to play the problem back to the study
of associated definite quadratic forms. We formulate most of the theory in
terms of matrices. As usual wewrite퐴[푇 ] ∶=푡 푇퐴푇 for퐴 ∈푀 sym푛 (ℝ), 푇 ∈
푀(푛 × 푟,ℝ), in particular for 푇 = 퐱 ∈ ℝ푛 = 푀(푛 × 1,ℝ). We also write
푄퐴(퐱) =
1
2
퐴[퐱].
4.1. The space of majorants
DEFINITION 4.1. Let 퐴 ∈푀 sym푛 (ℝ) be a non singular symmetric matrix. A
positive definite matrix 푃 ∈ 푀 sym푛 (ℝ) is called a (Hermite) majorant of 퐴
if
퐴[퐱] = |푡퐱퐴퐱| ≤푡 퐱푃퐱 = 푃 [퐱] for all 퐱 ∈ ℝ푛.
Let the positive definite matrices in푀 sym푛 (ℝ) be partially ordered by
푃1 ≤ 푃2 if and only if 푃1[퐱] ≤ 푃2[퐱] for all 퐱 ∈ ℝ푛.
Then a majorant 푃 of 퐴 is called a minimal majorant if and only if it is
minimal with respect to this ordering among the majorants of 퐴.
The set of minimal majorants of 퐴 ∈ 푀 sym푛 (ℝ) is denoted by ℌ(퐴) and is
called the space of (minimal) majorants of 퐴.
LEMMA 4.2. With notations as above the following statements are equiva-
lent:
a) 푃 ∈ ℌ(퐴).
b) There is a decomposition ℝ푛 = 푉1 ⊕ 푉2 of ℝ
푛 into subspaces 푉1, 푉2
such that 푉1, 푉2 are orthogonal to each other with respect to both
푄퐴, 푄푃 (respectively their associated symmetric bilinear forms 푏퐴, 푏푃 )
and such that
푄퐴|푉1 = 푄푃 |푉1
푄퐴|푉2 = −푄푃 |푉2 .
c) There exists 푇 ∈ 퐺퐿푛(ℝ) satisfying
퐴[푇 ] = 퐸푎,푏, 푃 [푇 ] = 퐸푛,
where (푎, 푏) is the signature of 퐴 and 퐸푎,푏 denotes the diagonal ma-
trix with 푎 entries +1 and 푏 entries −1.
d) (퐴푃 −1)2 = 퐸푛.
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PROOF. By linear algebra we can diagonalize 퐴 and 푃 simultaneously
by a suitable change of basis 퐴 ↦ 퐴[푇 ], 푃 ↦ 푃 [푇 ], we may therefore
assume
푄푀 (퐱) =
∑
푖=1
1푎푥2푖 −
푏∑
푗=1
푥2푖+푎
푄푃 (퐱) =
푛∑
푖=1
푐푖푥
2
푖
with 푐푖 ∈ ℝ, 푐푖 > 0. It is then clear that 푃 is a minimal majorant of 퐴 if and
only if all 푐푖 are 1, it is equally clear that this condition is equivalent to the
validity of both b) and c).
If c) is satisfied with 푇 ∈ 퐺퐿푛(ℝ) we have
퐴푃 −1퐴푃 −1 = (푡푇 −1퐸푎,푏푇
−1)(푇 푡푇 )(푡푇 −1퐸푎,푏푇
−1)(푇 푡푇 )
= 푡푇 −1퐸푡푛푇
= 퐸푛,
hence d). If conversely d) holds it is also true for 퐴[푇 ], 푃 [푇 ] in place of
퐴, 푇 , and we can again assume without loss of generality that 퐴 and 푃 are
diagonal as above. But then the condition d) implies that all the 푐2
푖
and hence
the 푐푖 are 1, so that c) is satisfied. 
COROLLARY 4.3. a) There is a natural bijection betweenℌ(퐴) and the
set of subspaces 푉1 of ℝ
푛 which are maximal positive definite with
respect to 푄퐴. It is given by associating to 푃 ∈ ℌ(퐴) the radical of
the quadratic form 푄퐴 − 푄푃 and to 푉1 the matrix 푃 associated to
the quadratic form푄푃 (퐱) = 푄퐴(푝1퐱)−푄퐴(푝2퐱), where 푝1, 푝2 are the
orthogonal projections onto 푉1 and onto the orthogonal complement
푉2 of 푉1 with respect to 푄퐴 respectively.
b) The orthogonal group 푂푄퐴(ℝ) acts transitively on ℌ(퐴), the stabi-
lizer of 푃 ∈ ℌ(퐴) is conjugate to 푂푎(ℝ) × 푂푏(ℝ), where 푂푚(ℝ)
denotes the orthogonal group of the standard scalar product onℝ푚.
PROOF. The first assertion follows directly from the lemma and its proof.
For the second assertion we useWitt’s extension theorem (Theorem 1.41) to
find for given totally positive spaces 푉1, 푉
′
1
a 휙 ∈ 푂푄퐴(ℝ) with 휙(푉1) = 푉
′
1
.
Considering the splitting ℝ푛 = 푉1 ⊕ 푉2 associated to 푃 ∈ ℌ(퐴) we may
choose bases of 푉1, 푉2 with respect to which 푄푀 has matrix 퐸푎 resp. −퐸푏,
in the basis of 푉 obtained from these the stabilizer of 푃 has the required
shape. 
REMARK 4.4. The stabilizer in the corollary is obviously a compact sub-
group of the orthogonal group 푂푄퐴(ℝ) of the real quadratic form of signa-
ture (푎, 푏). In fact it is maximal compact, and every compact subgroup 퐾 is
contained in a conjugate of it. To see this, denote by ⟨, ⟩ a scalar product on
푉 = ℝ푛 which is invariant under the action of 퐾 , such a scalar product can
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be obtained from the standard scalar product by integration over 퐾 . Since
the symmetric bilinear form 푏퐴 associated to 푄퐴 is non degenerate, there
exists a unique isomorphism 푓 ∶ 푉 → 푉 satisfying ⟨푓 (푣), 푤⟩ = 푏퐴(푣,푤)
for all 푣,푤 ∈ 푉 . In view of⟨푓 (푣), 푤⟩ = 푏퐴(푣,푤) = 푏퐴(푤, 푣) = ⟨푓 (푤), 푣⟩
the map 푓 is self adjoint with respect to ⟨, ⟩ so that 푉 is the orthogonal (with
respect to ⟨, ⟩) sum of the eigenspaces 푉휆 of 푓 . Moreover, we have for 푘 ∈ 퐾
and 푣,푤 ∈ 푉⟨푘푓 (푣), 푤⟩ = ⟨푓 (푣), 푘−1푤⟩ = 푏퐴(푣, 푘−1푤) = 푏퐴(푘푣,푤),
so that 푘푓 (푣) = 푓 (푘푣) for all 푘 ∈ 퐾, 푣 ∈ 푉 . In particular, 푘 leaves the
eigenspaces 푉휆 invariant.
On 푉휆 we have 2푄퐴(푣) = 푏퐴(푣, 푣) = ⟨푓 (푣), 푣⟩ = 휆⟨푣, 푣⟩, which implies that
푄 is positive definite on the sum 푉+ of the 푉휆 for 휆 > 0, negative definite on
the sum 푉− of the 푉휆 with 휆 < 0. It follows that 퐾 is contained in the group
푂푉+(ℝ) × 푂푉−(ℝ) as asserted.
The space 푚푓퐻(퐴) of minimal majorants of 퐴 can therefore be viewed as
a homogeneous space 퐾∖푂푄퐴(ℝ) with a maximal compact subgroup 퐾 .
4.2. Hermite reduction of indefinite forms
DEFINITION 4.5. With notations as before the matrix 퐴 is called Hermite
reduced if the space ℌ(퐴) of its minimal majorants contains a Minkowski
reduced matrix.
LEMMA 4.6. Every non degenerate real symmetric matrix 퐴 is integrally
equivalent to a Hermite reduced matrix.
PROOF. Let 푃 be a minimal majorant of 퐴 and choose 푇 ∈ 퐺퐿푛(ℤ) so
that 푃 [푇 ] is Minkowski reduced. Then 퐴[푇 ] is Hermite reduced. 
We want to prove a finiteness result for integral Hermite reduced matrices.
For this we need first an auxiliary lemma.
LEMMA 4.7. Let 훿 > 0, 휖 > 0, 푛 ∈ ℕ be given. Then there exists 휖1 de-
pending on 푛, 휖 such that for any positive definite symmetric matrix 푃 in the
Siegel domain 푛(훿, 휖) one has 퐽푃 −1퐽 ∈ 푛(훿, 휖1), where 퐽 =
( 0 … 0 1
. .
.
. .
.
1 0 … 0
)
.
PROOF. We write 푃 = 퐻[퐶]where the entries ℎ푗 of the diagonal matrix
퐻 satisfy ℎ푗 ≤ 훿ℎ푗+1 and the entries 푐푖푗 of the upper triangular matrix 푇 are
bounded in absolute value by 휖. with 퐶1 ∶=
푡 퐶−1[퐽 ], 퐻1 = 퐻
−1[퐽 ] we
have 푃 −1[퐽 ] = 퐻1[퐶1]. The coefficients of the upper triangular matrix 퐶1
are then bounded in absolute value by a suitable 휖1 > 0, and the diagonal
entries ℎ′
1
= ℎ−1
푛
,… , ℎ′
푛
= ℎ−1
1
of퐻1 satisfy ℎ
′
푖
≤ 훿ℎ′
푖+1
. 
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THEOREM 4.8. For fixed 푛 ∈ ℕ, 0 ≠ 푑 ∈ ℤ there exist only finitely many
integral Hermite reduced matrices 퐴 ∈푀 sym푛 (ℤ) with det(퐴) = 푑.
Moreover, for 푛 ∈ ℕ fixed there exists a constant 푐(푛) ∈ ℝ such that for
any integral Hermite reduced 퐴 = (푎푖푗) ∈ 푀
sym
푛 (ℤ) of determinant 푑 with
anisotropic푄퐴 one has |푎푖푗| ≤ 푐(푛)푑.
PROOF. We set 푑 = det(퐴) and consider first the case that푄퐴 is anisotropic.
We have then |푄퐴(퐱)| ≥ 1 for all 퐱 ∈ ℤ푛 ⧵ {0} and hence 푄푃 (퐱) ≥ 1 for
all 퐱 ∈ ℤ푛 ⧵ {0} for any minimal majorant 푃 of 퐴. The successive minima
휇푗(푃 ) of such a 푃 satisfy then
휇1(푃 )… 휇푛(푃 ) ≤ 훾푛푛 det(푃 ) = 훾푛푛푑,
by Theorem3.8, where 훾푛 is Hermite’s constant. Since we have 휇푗(푃 ) ≥ 1
for all 푗 this implies 휇푗(푃 ) ≤ 훾푛푛푑 for all 푗. If 푃 is Minkowski reduced the
coefficients 푝푖푗 of 푃 are bounded in absolute value by 푐
′(푛)푑 for a suitable
constant 푐′(푛) by Theorem 3.10. From this we get|푎푖푗| = |푄퐴(퐞푖 + 퐞푗) −푄퐴(퐞푖) −푄퐴(퐞푗)|
≤ 푄푃 (퐞푖 + 퐞푗) +푄푃 (퐞푖) +푄푃 (퐞푗)
≤ 푐(푛)푑
with a suitable constant 푐(푛).
In the case that푄퐴 is isotropicwe consider again aMinkowski reducedmini-
mal majorant 푃 of the integral Hermite reduced matrix퐴. Let 퐟 (1),… , 퐟 (푛) ∈
ℤ푛 be successive minimum vectors of푄푃 with components 푓
(푖)
푗 , let 훿, 휖 > 0
be such that 푃 ∈ 푛(훿, 휖), where 훿, 휖 depend only on 푛 by Theorem 3.15.
By Lemma 3.18 there exists then a constant 푐′(푛) with |푓 (푖)푗 | ≤ 푐′(푛) for
all 푖, 푗. By the lemma there exists 휖1 = 휖1(푛) > 0 depending only on 푛
with 푃 −1[퐽 ] ∈ 푛(훿, 휖1), and we have 푃 = 퐴푃 −1퐴 = (푃 −1[퐽 ])[푇 ], where
푇 = 퐽퐴 ∈ 푀 sym푛 (ℤ) with | det(푇 )| = |푑|. The vectors 푇 퐟 (푖) are therefore
successive minimum vectors of the lattice 푇ℤ푛 with respect to 푃 −1[퐽 ], with
the lattice 푇ℤ푛 having index |푑| in ℤ푛. By Lemma 3.18 the coefficients of
the 푇 퐟 (푖) in terms of the basis of 푇ℤ푛 consisting of the 푇 퐞푖 are then bounded
in absolute value by a constant depending only on 푛, and since 푇ℤ푛 has in-
dex |푑| in ℤ푛 the coefficients of the matrix 퐹 ′ = 푇퐹 with columns 푇 퐟 (푖)
are bounded in absolute value by some 푐′(푛, 푑). But then the coefficients of
푇 = 퐹 ′퐹 −1 and hence the coefficients of 퐴 = 퐽푇 are bounded in absolute
value by a suitable 푐(푛, 푑) too. 
4.3. Compactness results for anisotropic forms
For anisotropic 퐴 we can also prove two further boundedness results.
THEOREM 4.9. Let 퐴 ∈ 푀 sym푛 (ℤ) with anisotropic 푄퐴. There exists a con-
stant 푐(퐴) such that for all 푆 ∈=푄퐴 (ℝ) there exists 푇 ∈ 푂푄퐴(ℝ;ℤ
푛) ∶=
퐺퐿푛(ℤ) ∩ 푂푄퐴(ℝ) such that all coefficients of 푆푇 are bounded in absolute
value by 푐(퐴).
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In other words, there exists a compact fundamental domain for the action of
푂푄퐴(ℝ;ℤ
푛) on 푂푄퐴(ℝ) by translations.
PROOF. By the previous theorem there are only finitely many Hermite
reduced integral matrices 퐴 = 퐴1[푈1], 퐴2 = 퐴[푈2],… , 퐴푟 = 푀[푈푟]
(with 푈푖 ∈ 퐺퐿푛(ℤ)) which are integrally equivalent to 퐴. for each of
these we choose Minkowski reduced minimal majorants 푃푖 ∈ ℌ(퐴푖) and
have 푃푖[푈
−1
푖
] ∈ ℌ(퐴). Since 푂푄퐴(ℝ) acts transitively on ℌ(퐴) we ob-
tain 푆푖 ∈ 푂푄퐴(ℝ) with 푃푖[푈
−1
푖
] = 푃 [푆푖] which implies 푃푖 = 푃 [푆푖푈푖] for
1 ≤ 푖 ≤ 푟.
Let now 푆 ∈ 푂푄퐴(ℝ) be given and choose푈 ∈ 퐺퐿푛(ℤ) such that 푃 [푆푈 ] =
푃 [푆][푈 ] is a Minkowski reduced majorant of 퐴[푆][푈 ] = 퐴[푈 ]. Then
퐴[푈 ] is Hermite reduced and integrally equivalent to 퐴, hence equal to
퐴푗 = 퐴[푈푗] for some 푗, which gives 푈푈
−1
푗
=∶ 푇 ∈ 푂푄퐴(ℝ;ℤ
푛) . More-
over, as in the proof of the anisotropic case in the previous theorem we can
bound the coefficients of 푃 [푆][푈 ] by 푐1(푛)푑 for a suitable constant 푐1(푛)
depending only on 푛.
With 푉 ∶= (푆푗푈푗)
−1푆푈 we have 푃 [푆푈 ] = 푃푗[푉 ]. Since the coefficients
of 푃 [푆푈 ] are bounded and 푃푗 is positive definite, the coefficients of 푉 are
bounded by some constant 푐′(푛, 푑). Since there are only finitely many possi-
bilities (not depending on 푆) for the 푆푗, 푈푗 , this implies that the coefficients
of 푆푇 = 푆푗푈푗푉 푈
−1
푗
are bounded by some constant depending on 퐴 but not
on 푆, which proves the assertion. 
REMARK 4.10. In the isotropic case Siegel proved that there is a funda-
mental domain of finite volume with respect to the Haar measure on the
orthogonal group 푂푄퐴(ℝ). A compact fundamental domain does not exist
in that case.
THEOREM 4.11. Let 퐴 ∈푀 sym푛 (ℤ) with 푄퐴 anisotropic.
There exists a constant 푐1(퐴) such that for any ퟎ ≠ 퐱 ∈ ℝ푛 there exists
푇 ∈ 푂푄퐴(ℝ;ℤ
푛) with ‖푇 퐱‖2 ≤ 푐1(퐴)푄퐴(퐱).
In other words, each nonzero 푂푄퐴(ℝ;ℤ
푛)-orbit in ℝ푛 contains vectors of
bounded length.
PROOF. We choose a vector 퐲 ∈ ℝ푛 with 푄퐴(퐱) = 푄퐴(퐲) and such that
the coefficients of 퐲 are bounded by a constant multiple of |푄퐴(퐱)|1∕2 (e.g.,
by multiplying a fixed vector of 푄퐴-value in {±1} by |푄퐴(퐱)|1∕2 ).
By Witt’s extension theorem (Theorem 1.41) there exists 푆 ∈ 푂푄퐴(ℝ) with
푆퐱 = 퐲, and by the previous theorem we find a constant 푐(퐴) and 푇 ∈
푂푄퐴(ℝ;ℤ
푛) such that the coefficients of 푇푆−1 are bounded in absolute value
by 푐(퐴). Then 푇 퐱 = 푇푆−1퐲 is as asserted. 

CHAPTER 5
Quadratic Lattices over Discrete Valuation Rings
As is well known from algebraic number theory, an important tool for the
study of number rings is the study of their completions with respect to prime
ideals, i.e., the study of local fiels and their valuation rings. Our principal
interest in this chapter therefore is the theory of quadratic forms or modules
over local fields and their valuation rings. Since many of the results are
valid in the more general context of local rings and their completions, we
will work in this more general context whenever this doesn’t complicate the
exposition and will indicate differences in results and proofs where these
occur. Since over a local ring all finitely generated projective modules are
free we will restrict our attention to free modules.
5.1. Local rings, discrete valuation rings, local fields
We recall some definitions and results from commutative algebra:
DEFINITION 5.1. A discrete valuation ring푅 is an integral domain satisfying
the following equivalent conditions:
a) 푅 is a principal ideal domain with precisely one class of prime ele-
ments modulo units.
b) There is a surjective map 푣 from the nonzero elements of the field
of fractions 퐹 of 푅 to ℤ , called a discrete (additive) valuation, such
that
i) 푣(푎푏) = 푣(푎) + 푣(푏) for all 푎, 푏 ∈ 퐹 ×.
ii) 푣(푎 + 푏) ≥ min(푣(푎), 푣(푏)) for all 푎, 푏 ∈ 퐹 × with 푎 + 푏 ≠ 0.
iii) 푅 = {푎 ∈ 퐹 × ∣ 푣(푎) ≥ 0} ∪ {0}.
c) 푅 is a local ring with a unique non zero prime ideal 푃 .
The field 푘 ∶= 푅∕푃 is called the residue field of 푅, the field of fractions 퐹
is called a discretely valued field.
The discrete valuation ring and its field of fractions are called complete if
they are complete metric spaces with respect to the metric derived from the
absolute value given by |푎|푣 = 푐−푣(푎) for 푎 ≠ 0, |0|푣 = 0, where 0 < 푐 < 1 is
arbitrary.
DEFINITION 5.2. A valuation ring is an integral domain 푅 with field of
fractions 퐹 such that for all 0 ≠ 푎 ∈ 퐹 one has 푎 ∈ 푅 or 푎−1 ∈ 푅.
THEOREM 5.3. Let 푅 be a valuation ring with field of fractions 퐹 .
a) Every finitely generated ideal in 푅 is principal, every finitely gener-
ated 푅-submodule of 퐹 is free of rank 1.
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b) The ideals are totally ordered by inclusion, the same is true for the
푅-submodules of 퐹 .
c) A valuation ring is a discrete valuation ring if and only if it is noe-
therian.
d) There is a totally ordered abelian group 퐺 and a surjective map 푣
from 퐹 × to 퐺 , called an (additive) valuation, such that
i) 푣(푎푏) = 푣(푎) + 푣(푏) for all 푎, 푏 ∈ 퐹 ×.
ii) 푣(푎 + 푏) ≥ min(푣(푎), 푣(푏)) for all 푎, 푏 ∈ 퐹 × with 푎 + 푏 ≠ 0.
iii) 푅 = {푎 ∈ 퐹 × ∣ 푣(푎) ≥ 0} ∪ {0}.
THEOREM 5.4. Let 푅 be a complete discrete valuation ring with field of
quotients 퐹 and maximal ideal 푃 and additive valuation 푣.
Then the following are equivalent:
a) 퐹 is a local field (i.e., it is locally compact with respect to the metric
induced by 푣).
b) 푅 is compact with respect to the metric induced by 푣.
c) 푅∕푃 is finite.
REMARK 5.5. Whenever convenient we will extend the valuation 푣 to all of
퐹 by setting 푣(0) = ∞ and write 푣(푏) < 푣(0) for all 푏 ≠ 0 accordingly.
THEOREM 5.6. Let 푅 be a discrete valuation ring with field of quotients 퐹
and additive valuation 푣.
Then there is an up to valuation preserving isomorphism unique complete
discrete valuation ring 푅̂ ⊇ 푅 (the completion of 푅) with field of quotients
퐹̂ ⊇ 퐹 (the completion of 퐹 with respect to 푣) and valuation 푣̂ extending 푣
such that푅 resp. 퐹 is dense in 푅̂ resp. 퐹̂ with respect to the metric induced
by 푣̂.
One has푅∕푃 ≅ 푅̂∕푃̂ , where 푃̂ ⊇ 푃 is themaximal ideal of 푅̂, in particular,
퐹̂ is a local field if and only if 푅∕푃 is finite.
EXAMPLE 5.7. For any prime number 푝 the ring ℤ(푝) = {
푎
푏
∈ ℚ ∣ 푎, 푏 ∈
ℤ, 푝 ∤ 푏} is a discrete valuation ring with maximal ideal 푃 = 푝ℤ(푝). Its
completion is the ring ℤ푝 of 푝-adic integers, with field of quotients ℚ푝, the
field of 푝-adic rationals. Similarly, for a number field퐾 with ring of integers
픬퐾 , the localization of 픬퐾 at a prime ideal 푃 is a discrete valuation ring, and
the completion of 퐾 with respect to the corresponding valuation is denoted
by 퐾푃 .
It is well known that all non archimedean local fields (i.e, local fields dif-
ferent form ℝ,ℂ) arise in this way either from an algebraic number field or
an algebraic function field, i.e., a separable extension of the field of rational
functions over a finite field.
A key property of complete local rings is the validity of Hensel’s lemma,
i.e., the fact that zeros or factorisations of polynomials modulo sufficiently
high powers of themaximal ideal can be lifted to genuine zeroes respectively
factorisations:
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THEOREM 5.8 (Hensel’s Lemma). Let 푅 be a local ring with maximal ideal
푃 and residue field 푘 = 푅∕푃 .
a) Let 푓 ∈ 푅[푋] and 푎 ∈ 푅 be such that 푓 (푎) ∈ 푓 ′(푎)2푃 , where 푓 ′ is
the formal derivative of 푓 .
Then for all 푛 ∈ ℕ there is 푎푛 ∈ 푅 with 푎푛+1 − 푎푛 ∈ 푓
′(푎)푃 and
푓 (푎푛+1) ∈ 푓 (푎)푃
푛.
If푅 complete with respect to the 푃 -adic topology, there is 푏 ∈ 푅
with 푓 (푏) = 0 and 푏 − 푎 ∈ 푓 ′(푎)푃 , in particular 푏 ∈ 푎 + 푃 .
b) Let 푓 ∈ 푅[푋] be a monic polynomial of degree 푛 such that the
reduction 푓̄ ∈ 푘[푋] of 푓 modulo 푃 has a factorization 푓̄ = 푔̃ℎ̃ into
coprime polynomials 푔̃, ℎ̃ ∈ 푘[푋] of degrees 푟, 푛 − 푟, assume 푅 to
be noetherian and complete with respect to the 푃 -adic topology and
put 푘 = 푅∕푃 . Then there are polynomials 푔, ℎ ∈ 푅[푋] of degrees
푟, 푛 − 푟 with 푔̄ = 푔̃, ℎ̄ = ℎ̃, 푓 = 푔ℎ.
PROOF. The usual proof by induction on 푛 of a) for (complete) discrete
valuation rings carries over to the present more general situation: We write
푓 (푎) = (푓 ′(푎))2푦 with 푦 ∈ 푃 and put 푎1 ∶= 푎. Let 푛 ≥ 1 and assume
that 푎푛 with the asserted properties has been found, assume in addition that
푓 ′(푎푛)푅 = 푓
′(푎)푅 holds, in particular we have 푓 (푎푛) ∈ (푓
′(푎푛))
2푃 .
We put 푎푛+1 = 푎푛 − 푓
′(푎푛)푦 ∈ 푎푛 + 푃 and obtain
푓 (푎푛+1) = 푓 (푎푛) − 푓
′(푎푛)푓
′(푎푛)푦 + 푓 (푎푛)푦푧1
= 푓 (푎푛)푦푧1
∈ 푓 (푎푛)푃
with 푧1 ∈ 푅 by looking at the Taylor expansion of 퐹 around 푎푛.
Similarly, we have 푓 ′(푎푛+1) = 푓
′(푎푛) + 푓
′(푎푛)푦푧2 ∈ 푓
′(푎푛)(1 + 푃 ) with
푧2 ∈ 푅, so that 푓
′(푎푛+1)푅 = 푓
′(푎푛)푅 and 푓 (푎푛+1) ∈ (푓
′(푎푛+1))
2푃 hold and
푎푛+1 is as required. If 푅 is complete, the sequence of the 푎푛 converges to a
limit 푏, and since ∩∞
푛=1
푃 푛 = {0} holds for a complete local ring (using the
definition of [1, 12]), one has 푓 (푏) = 0.
In a similar way, the usual proof of b) for discrete valuation rings is easily
modified for the present situation. 
REMARK 5.9. a) If 푅 is a discrete valuation ring with valuation 푣, the
condition in a) above becomes 푣(푓 (푎)) > 2푣(푓 ′(푎)), and the asser-
tions for 푎푛 resp. for 푏 become 푣(푎푛 − 푎) ≥ 푣(푓 (푎)) − 푣(푓 ′(푎)) and
푣(푓 (푎푛)) ≥ 푣(푓 (푎) + (푛− 1)(푣(푓 (푎)) − 2푣(푓 ′(푎))) ≥ 푣(푓 (푎)) + 푛− 1
respectively 푣(푏 − 푎) ≥ 푣(푓 (푎)) − 푣(푓 ′(푎)).
b) A different proof for complete local rings can be found in [4, 12].
5.2. Orthogonal decomposition of lattices over valuation rings
THEOREM 5.10. Let 푅 be a valuation ring with field of fractions 퐹 , let
(푉 ,푄) be a regular quadratic space over 퐹 and let Λ be a free 푅-lattice
on 푉 with 푏(Λ,Λ) =∶ 퐼 ⊆ 푅.
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Then Λ contains an 퐼-modular sublattice퐾 which splits off orthogonally in
Λ, the orthogonal complement 퐾⟂ is free.
PROOF. The ideal 퐼 ⊆ 푅 is finitely generated (by the 푏(푣푖, 푣푗) where the
푣푖, 푣푗 run through a basis ofΛ), hence principal, say 퐼 = 푎푅with 푎 ∈ 푅, 푎 ≠
0.
If there exists 푣 ∈ Λwith 푏(푣, 푣)푅 = 퐼 , the one dimensional lattice퐾 = 푅푣
is as desired. Otherwise, we can find linearly independent 푣,푤 ∈ Λ with
푏(푣,푤) = 푎 and 푏(푣, 푣) ∈ 푎푃 , 푏(푤,푤) ∈ 푎푃 . We put 퐾 = 푅푣 + 푅푤 and
see that 퐾# = 푎−1퐾 , i.e., 퐾 is 퐼-modular.
In both cases, Lemma 1.69 shows that 퐾 splits off orthogonally in Λ. In
the special case that 푅 is a discrete valuation ring, the freeness of 퐾⟂ fol-
lows immediately from the main theorem on modules over principal ideal
domains. For a general valuation ring, since 퐾 and Λ are free, its comple-
ment 퐾⟂ is stably free, which for modules over a valuation ring (or more
generally a Bezout ring) implies free. 
COROLLARY 5.11. Any latticeΛ as in the theorem has a decomposition into
an orthogonal sum of modular lattices of rank 1 or 2. If 2 is a unit in 푅 it
has an orthogonal basis.
PROOF. This follows by induction from the proof of the theorem. 
DEFINITION AND COROLLARY 5.12 (Jordan decomposition). Let Λ be as
in the theorem with 푏(Λ,Λ) = 퐼 ⊆ 푅.
Then there are nonzero principal ideals 퐽1 = 퐼 ⊋ 퐽2 ⊋ ⋯ ⊋ 퐽푟 in 푅 and
a decomposition Λ = 퐾1 ⟂ ⋯ ⟂ 퐾푟 into an orthogonal sum of 퐽푖-modular
lattices 퐾푖.
Such a decomposition is called a Jordan decomposition.
PROOF. Again the assertion follows from the theorem by induction. 
REMARK 5.13. a) Our proof is practically the same as the usual proof
(see e. g. [22]) for discrete valuation rings. It seems not to be pos-
sible to generalize it further to an arbitrary local ring, at least not
easily.
b) The fact that this decomposition is possible for arbitrary valuation
rings has been noticed by Zemel [30].
c) If 2 is not a unit in 푅 we will call the lattice Λ totally even if it has
a Jordan decomposition into even modular lattices. Equivalently,
푄(푥) ∈ 푏(푥,Λ) holds for all 푥 ∈ Λ.
d) The name “Jordan decomposition” for an orthogonal decomposition
as above has probably first beeen used by O’Meara. It is unclear
whether there is a historical reason for this or whether he just used
this name in analogy to the Jordan normal form of an endomorphism
and the corresponding decomposition of the underlying vector space
into invariant subspaces in linear algebra.
LEMMA 5.14. Let Λ as above have a Jordan decomposition as above with
ideals 퐽푖 = 푐푖푅.
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Then one has Λ# = 푐−1
1
퐾1 ⟂ ⋯ ⟂ 푐
−1
푟
퐾푟 and 푐푟Λ
# ⊆ Λ.
5.3. Hensel’s lemma and lifting of representations
For quadratic forms and their isometries we have the following specialized
version of Hensel’s Lemma.
THEOREM 5.15 (Kneser’s Hensel Lemma for quadratic forms). Let 푅 be
a local integral domain with maximal ideal 푃 and field of fractions 퐹 , let
(푉 ,푄) and (푊 ,푄′) be finite dimensional quadratic spaces over 퐹 with as-
sociated symmetric bilinear forms 푏, 푏′ and let 퐿,푀 be free submodules of
푉 ,푊 respectively. Let 퐼 ⊆ 푅 be an ideal with 퐼푄′(푀) ⊆ 푃 .
Let 푓 ∶ 퐿 → 푊 be an 푅-linear map with 푓 (퐿) ⊆ 푀# ∶= {푧 ∈ 푊 ∣
푏′(푧,푀) ⊆ 푅} and write 푏̃′푓 for the linear map from 푊 to Hom푅(퐿, 퐹 )
with 푏̃′푓 (푧)(푥) = 푏
′(푓 (푥), 푧) for all 푥 ∈ 퐿.
Assume that one has 푄′(푓 (푥)) ≡ 푄(푥) mod 퐼 for all 푥 ∈ 퐿 and 퐿∗ =
푏̃′푓 (푀) + 푃퐿
∗.
Then there is an 푅- linear map 푓 ′ ∶ 퐿 → 푊 with 푓 ′(푥) ≡ 푓 (푥) mod 퐼푀
and 푄′(푓 ′(푥)) ≡ 푄(푥) mod 퐼푃 for all 푥 ∈ 퐿. Moreover, 푓 ′ also satisfies
the condition above, i.e., we have퐿∗ = 푏̃′푓 ′(푀)+푃퐿
∗, so that we can iterate
the above procedure and improve the congruence for 푄′(푓 ′(푥)) as much as
desired.
If 푅 is complete with respect to the 푃 -adic topology there exists an 푅-linear
isometric map 휙 ∶ (퐿,푄) → (푊 ,푄′) satisfying 휙(푥) ≡ 푓 (푥) mod 퐼푀 for
all 푥 ∈ 퐿.
PROOF. The proof is an easymodification of the original proof of Kneser
in [15]:
There exists (see Lemma 1.12) an 퐼-valued푅-bilinear form 훽 on퐿 such that
훽(푥, 푥) = 푄′(푓 (푥)) − 푄(푥) for all 푥 ∈ 퐿, and for fixed 푦 ∈ 퐿 we have the
푅-linear form 휆푦 ∶ 퐿→ 퐼 given by 휆푦(푥) = 훽(푥, 푦) for 푥 ∈ 퐿.
By assumption we have Hom푅(퐿, 퐼) = 퐼퐿
∗ = 푏̃′푓 (퐼푀) + Hom푅(퐿, 퐼푃 ),
so there exists a vector 푔′(푦) ∈ 퐼푀 satisfying 푏̃′푓 (푔
′(푦))(푥) ≡ −훽(푥, 푦) mod
퐼푃 for all 푥 ∈ 퐿. We let 푦 run through a basis (푦1,… , 푦푟) of 퐿 and denote
by 푔 ∶ 퐿 → 퐼푀 the 푅-linear map with 푔(푦푗) = 푔
′(푦푗) for 1 ≤ 푗 ≤ 푟, it
satisfies 푏̃′푓 (푔(푦))(푥) ≡ −훽(푥, 푦) mod 퐼푃 for all 푥, 푦 ∈ 퐿.
Setting 푓 ′ = 푓 + 푔 we have 푓 ′ ≡ 푓 mod 퐼푀 and
푄′(푓 ′(푥)) = 푄′(푓 (푥)) + 푏′(푓 (푥), 푔(푥)) +푄′(푔(푥))
= 푄(푥) + 훽(푥, 푥) + 푏̃′푓 (푔(푥))(푥) +푄
′(푔(푥))
≡ 푄(푥) mod 퐼푃 ,
as asserted. Finally, for푥 ∈ 퐿 and 푧 ∈푀 we have 푏′(푓 ′(푥), 푧) = 푏′(푓 (푥), 푧)+
푏′(푔(푥), 푧) with 푏′(푔(푥), 푧) ∈ 푏′(퐼푀,푀) ⊆ 퐼푄′(푀) ⊆ 푃 , so that 푏̃′푓 ′(푧) ∈
푏̃′푓 (푧) + 푃퐿
∗ holds for all 푧 ∈ 푀 , and we see that indeed 퐿∗ = 푏̃′푓 ′(푀) +
푃퐿∗is true.
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If 푅 is complete with respect to the 푃 -adic topology, we can then obtain
a sequence of linear maps 푓푘 which converges to an isometric linear map
휙. 
REMARK 5.16. The proof remains valid if we omit the condition that 푅
should be an integral domain and replace the field of fractions 퐹 by the total
ring of fractions 푅̃.
COROLLARY 5.17. With the notations as in the theoremassume that rk(퐿) =
dim(푉 ) = dim(푊 ), that (푉 ,푄) and (푊 ,푄′) are regular, and that 푅 is
complete with respect to the 푃 -adic topology. Let 퐽 ⊆ 푅 be an ideal with
퐽푄(퐿#) ⊆ 푅, let 푓 ∶ 퐿 → 퐾 ⊆ 푊 be an 푅-linear isomorphism satisfying
푄′(푓 (푥)) ≡ 푄(푥) mod 퐽푃 푘 for all 푥 ∈ 퐿 for some 푘 > 0.
Then there is an isometry 휙 ∶ 퐿 → 퐾 ′ with 휙(푥) ≡ 푓 (푥) mod 푃 푘퐽퐾#
for all 푥 ∈ 퐿. In particular, if 푘 > 0 satisfies 퐽푃 푘퐾# ⊆ 퐾 the quadratic
modules (퐿,푄), (퐾,푄′) are isometric.
In particular, two free regular quadratic modules (퐿,푄), (퐾,푄′) over 푅
(i.e., 푄(퐿), 푄′(퐾) ⊆ 푅,퐿# = 퐿,퐾# = 퐾) are isometric if and only if they
are isometric modulo 푃 .
PROOF. We take푀 = 퐾# in the theorem and obtain the assertion. 
REMARK 5.18. An ideal 퐽 as above always exists: Let (푣1,… , 푣푛) be a
basis of 퐿#. The 푅-module 퐽 ′ generated by 푄(퐿#) is then generated by the
푄(푣푗), 푏(푣푖, 푣푗). The ideal 퐽 generated by the product of the denominators
of the 푄(푣푗), 푏(푣푖, 푣푗), when these are written as fractions of elements of 푅,
is then as required.
If 푅 is a discrete valuation ring, we can write 퐽 ′ = 푃 −퓁 for some integer 퓁
above and have 퐽 = 푃 퓁. One calls the ideal 푃 퓁 the level of 퐿.
COROLLARY 5.19. Let 푅 be a local integral domain with maximal ideal
푃 and field of fractions 퐹 , let (푉 ,푄) and (푊 ,푄′) be finite dimensional
quadratic spaces over 퐹 with associated symmetric bilinear forms 푏, 푏′ and
let 퐿,푀 be free submodules of 푉 ,푊 respectively.
a) Assume that (퐿,푄) is a regular quadratic module (phrased differ-
ently: An even unimodular 푅-lattice) and let 푓 ∶ 퐿 → 푀 be an
푅-linear map satisfying푄′(푓 (푥)) ≡ 푄(푥) mod 푃 for all 푥 ∈ 퐿.
Then there exists an 푅-linear isometric map 휙 ∶ 퐿 → 푀 with
휙(푥) ≡ 푓 (푥) mod 푃푀 for all 푥 ∈ 퐿.
Equivalently, an isometry modulo 푃 of 퐿 into푀 can be lifted to
an isometry from 퐿 into푀 whose reduction modulo 푃푀 it is.
b) Assume that (푀,푄′) is a regular quadratic module over 푅 (an even
unimodular 푅-lattice) and let 푓 ∶ 퐿 →푀 be an injective 푅-linear
map satisfying 푄′(푓 (푥)) ≡ 푄(푥) mod 푃 for all 푥 ∈ 퐿 such that
푓 (퐿) is a primitive submodule of푀 .
Then there exists an 푅-linear isometric map 휙 ∶ 퐿 → 푀 with
휙(푥) ≡ 푓 (푥) mod 푃푀 for all 푥 ∈ 퐿. Equivalently, an isometry
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modulo 푃 of퐿 into푀 with primitive image can be lifted to an isom-
etry from 퐿 into푀 whose reduction modulo 푃푀 it is.
PROOF. a) Let (푣1,… , 푣푟) be an 푅-basis of 퐿. The Gram matrix of
푏′ with respect to (푓 (푣1),… , 푓 (푣푟)) has entries congruent modulo
푃 to the 푏(푣푖, 푣푗) in 푅 and hence determinant in 푅
×. The 푅-lattice
(푓 (퐿), 푄′) is hence regular, and application of the previous corollary
to 퐿 and 퐾 = 푓 (퐿) gives the assertion.
b) We have 푃푄′(푀) ⊆ 푃 and 푓 (퐿) ⊆ 푀# = 푀 by assumption. Let
휑 ∈ 퐿∗. Since 푓 is injective we can write 휑 = 푡푓 (휓) for some
linear form 휓 on 푓 (퐿) ⊆ 푀 , and since 푓 (퐿) is a direct summand of
푀 by assumption we can extend 휓 to a linear form 휓̃ on푀 . Since
(푀,푄′) is regular there exists 푧 ∈ 푀 with 푏′(푧, 푦) = 휓̃(푦) for all
푦 ∈ 푀 , in particular we have 푏′(푓 (푥), 푧) = 휑(푥) for all 푥 ∈ 퐿. We
have shown that 푏̃′푓 (푀) = 퐿
∗, so that application of the theorem
gives the assertion.

REMARK 5.20. If we denote by 푋 the set of isometric 푅- embeddings of 퐿
into 푀 in either of the above two situations and by 푋̄ the set of isometric
푅∕푃푅-embeddings of 퐿∕푃퐿 into 푀∕푃푀 , the corollary asserts that the
reduction map from 푋 to 푋̄ is surjective. From a geometric point of view
this is often expressed by saying that 푋 is smooth over 푅.
COROLLARY 5.21. Let푅 be a complete valuation ring with quotient field 퐹 ,
let (푉 ,푄) be a non degenerate quadratic space over 퐹 , let퐿 be an푅-lattice
on 푉 which is totally even (see Remark 5.13).
Then any Jordan decomposition 퐿 = 퐿′
0
⟂ ⋯ ⟂ 퐿′
푠
of 퐿 has even compo-
nents 퐿′
푖
with 푠 = 푡 and 퐿′
푖
is isometric to 퐿푖 for all 푖.
PROOF. We may assume that 퐿0 is not zero. Of course 퐿
′
0
has to be
even and nonzero if that is true for 퐿0. Since 퐿1 is even, the radical of the
quadratic space퐿∕푃퐿 over푅∕푃 with themodulo푃 reduced quadratic form
is equal to its bilinear radical, and both 퐿0∕푃퐿0, 퐿
′
0
∕푃퐿′
0
are are isometric
to the the quotient of퐿∕푃퐿modulo its (bilinear or quadratic) radical, hence
are isometric to each other. By the previous corollary we have 퐿0 ≅ 퐿
′
0
. By
the Witt Theorem for local rings (Theorem 1.44) we have that 퐿1 ⟂ ⋯ ⟂
퐿푡 ≅ 퐿
′
1
⟂⋯ ⟂ 퐿′
푠
, and the assertion follows by induction on the dimension
of 푉 . 
REMARK 5.22. It is known that the decomposition is not unique if 2 ∈ 푃
and there are modular components which are not even.
COROLLARY 5.23. Let 푅 be a complete local ring with maximal ideal 푀
and 푎 ∈ 푅∗, assume that 2 ≠ 0 in 푅.
Then 푎 is a square in 푅 if and only if 푎 is congruent to a square modulo 4푃 .
PROOF. Let 퐹 be the total ring of fractions of 푅 and 푉 = 퐹푣 be a free
module of rank 1 over 퐹 with quadratic form 푄 given by 푄(푐푣) = 푎푐2, let
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퐿 = 푅푣. Let similarly푊 = 퐹푤 with 푄′(푤) = 1 and 퐾 = 푅푤. We have
퐿# = 푅 푣
2
with 4푃푄(퐿#) ⊆ 푃 and 4푃퐿# ⊆ 퐿. If 푎 ≡ 푏2 mod 4푃 holds, the
linear map 푓 given by 푓 (푣) = 푏푤 satisfies푄′(푓 (푥)) ≡ 푄(푥) mod 4푃 for all
푥 ∈ 퐿 and can be lifted to an isometry, which implies that 푎 is a square in
푅. The other direction is trivial. 
REMARK 5.24. The assertion of the corollary can also be proven using the
first version of Hensel’s Lemma for the polynomial푋2 − 푎.
THEOREM 5.25. Let 푅 be a complete local ring with maximal ideal 푃 ,
residue field 푘 = 푅∕푃 and field of quotients 퐹 . Let (푀,푄) be a free qua-
dratic module over 푅 with associated symmetric bilinear form 푏 and denote
by 푀̄ the 푘-vector space 푀∕푃푀 with the modulo 푃 reduced quadratic
form 푄̄.
Let 푎 ∈ 푅× be such that 푎̄ = 푎 + 푃 ∈ 푘 is represented by (푀̄, 푄̄). If
char(푘) = 2 assume in addition that there is such a representation by a vec-
tor generating a regularly embedded subspace of 푀̄ . Then 푎 is represented
by푀 .
In particular, if (푀,푄) is regular of rank ≥ 2 and 푘 is finite, all units in 푅
are represented by (푀,푄).
PROOF. By assumption, there exist 푦 ∈ 푀 with 푄(푦) + 푃 = 푎̄ and
푧 ∈ 푀 with 푏(푧, 푦) ∈ 푅×. Let 퐿 = 푅푣 be a free module of rank 1 with
quadratic form 푄1 given by 푄1(푣) = 푎. Then Theorem 5.15 is applicable
to 퐿,푀 with 퐼 = 푃 , and we obtain an isometric linear map 휙 ∶ 퐿 → 푀
which gives 푥 = 휙(푣) ∈푀 with푄(푥) = 푎.
If (푀,푄) is regular, the reduction 푀̄ is regular too, and if 푘 is finite it
represents all of 푘 by Corollary 2.8, and a representing one dimensional
subspace is regularly embedded since 푀̄ is regular. 
THEOREM 5.26. With notations as above assume that (푀̄, 푄̄) contains a
hyperbolic plane.
Then푀 contains a regular hyperbolic plane퐻 and can be decomposed as
푀 =푀 ′ ⟂ 퐻 .
In particular,푀 splits off a regular hyperbolic plane if 푘 is finite, rk(푀) ≥ 3
and (푀̄, 푄̄) is regular or half regular.
PROOF. This is again a direct consequence of Theorem 5.15. The as-
sertion for finite 푘 follows from Corollary 2.5 which guarantees an isotropic
vector in 푀̄ , by the (half)-regularity assumption the space generated by it
is regularly embedded into 푀̄ . Theorem 1.38 gives then a hyperbolic plane
contained in 푀̄ . 
5.4. Maximal lattices
THEOREM 5.27. Let 푅 be a complete valuation ring with field of fractions
퐹 , maximal ideal 푃 and residue field 푘.
Let (푉 ,푄) be a regular or half regular anisotropic quadratic space over 퐹 ,
let 퐼 be an ideal in 푅.
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Then푀퐼 ∶= {푥 ∈ 푉 ∣ 푄(푥) ∈ 퐼} is an 푅-module.
If 푅 is a discrete valuation ring,푀퐼 is the unique 퐼-maximal lattice on 푉 .
PROOF. Let 푣,푤 ∈ 푀퐼 and assume that 푎 ∶= 푏(푣,푤) ∉ 퐼 and hence
푅푎 ⊈ 퐼 holds. Since 푅 is a valuation ring, this implies that we have 퐼 ⊊
푅푎 and hence 푄(푣) ∈ 푃푎,푄(푤) ∈ 푃푎. If 푣,푤 were linearly dependent
푏(푣,푤) ∈ 퐼 would follow, since then one of the vectors were an 푅-multiple
of the other one. The reduction of the free 푅-module 푅푣 + 푅푤 with the
quadratic form 푎−1푄modulo 푃 is then a regular quadratic space over 푘 with
determinant −1, hence isometric to a hyperbolic plane. By Corollary 5.17,
푅푣 + 푅푤 with 푎−1푄 is a regular hyperbolic plane, in particular isotropic,
which contradicts the assumption that (푉 ,푄) is anisotropic.
So we have 푏(푣,푤) ∈ 퐼 for all 푣,푤 ∈ 푀퐼 , and we see that 푀퐼 is an 푅-
module.
If 푅 is a discrete valuation ring, it is a principal ideal domain and any 푅-
submodule of a finite dimensional 퐹 -vector space is free. That푀퐼 has rank
dim(푉 ) is trivial. 
REMARK 5.28. a) It is not clear whether푀퐼 is free
b) If 푅 is a discrete valuation ring we write푀푘 ∶=푀푃 푘 for 푘 ∈ ℕ0.
COROLLARY 5.29. Let 푅 be a complete discrete valuation ring and (푉 ,푄)
a regular or half regular quadratic space over its field of fractions 퐹 , let
퐼 ⊆ 푅 be an ideal.
Then all 퐼-maximal lattices on 푉 are isometric.
PROOF. By scaling the quadratic form we can assume 퐼 = 푅. If Λ is a
maximal lattice on 푉 we have Λ = 퐻 ⟂ Λ1, where퐻 is regular hyperbolic
of rank 2 ind(푉 ,푄) and Λ1 is maximal on the anisotropic space 푉1 by Theo-
rem 2.19. Since the isometry class of 푉1 is uniquely determined by Theorem
1.48, the assertion follows from the previous theorem. 
THEOREM 5.30. Let 푅 be a complete discrete valuation ring with field of
fractions 퐹 and finite residue field 푘, let 휋 be a prime element of 푅.
Then there is up to isometry precisely one anisotropic quadratic space of
dimension 2 over 퐹 on which the maximal lattice is regular.
PROOF. For each such space (with 푀푘 as above) the quadratic space
푀0∕휋푀0 is the unique anisotropic regular quadratic space of dimension 2
over 푘. This determines the isometry class of (푀0, 푄) and hence that of
(푉 ,푄). 
THEOREM 5.31. Let 푅 be a complete discrete valuation ring with field of
fractions 퐹 and finite residue field 푘, let 휋 be a prime element of 푅.
Then every regular or half regular anisotropic quadratic space (푉 ,푄) over
퐹 has dimension≤ 4, and up to isometry there exists precisely one anisotropic
regular quadratic space of dimension 4 over 퐹 . This space has determinant
1 and isuniversal.
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PROOF. With notations as in the previous theorem the quadratic forms푄
respectively 휋−1푄 induce 푘-valued quadratic forms on the 푘 vector spaces
푀0∕푀1 and 푀1∕푀2 which are anisotropic. Hence these 푘-vector spaces
are of dimension ≤ 2 by Corollary 2.5. Since one has
dim퐹 (푉 ) = dim푘(푀0∕푀2) = dim푘(푀0∕푀1) + dim푘(푀1∕푀2),
the first part of the assertion follows.
If 푉 has dimension 4, we see that both푀0∕푀1 and푀1∕푀2 have dimension
2 over 푘. We let퐿 ⊆ 푀0 be a regular preimage of rank 2 of푀0∕푀1 and see
that퐿 splits푀0, so one has푀0 = 퐿 ⟂ 퐿
′ with a sublattice퐿′ ⊆ 푀1 of rank
2. Since 퐿 is anisotropic modulo 푃 we have푀1 ∩퐿 = 휋퐿,푀1 = 퐿
′ ⟂ 휋퐿.
This implies that푀1∕푀2 and 퐿
′∕휋퐿′ with the quadratic forms induced by
휋−1푄 are regular 2- dimensional and isometric over 푘, which determines the
isometry class of (퐿′, 휋−1푄) and hence that of (푀0, 푄) and of (푉 ,푄). The
existence of a space as described also follows. 
CHAPTER 6
Quadratic Forms over Global Fields and their Integers
We are now ready to see how the properties of quadratic forms over number
fields and number rings (ore slightlymore generally global fields and rings of
integers in these) can be studied with the help of the local theory developed
in the previous chapter, in particular we will prove the local-global principle
of Minkowski and Hasse.
In this chapter 퐹 will be a global field, i.e., an algebraic number field or
an algebraic function field, with char(퐹 ) ≠ 2. We write Σ퐹 for the set of
places of 퐹 (i.e., the set of equivalence classes of non trivial valuations)
and identify Σ퐹 with a set of representatives for these equivalence classes,
using |푎|푣 to denote the 푣-value of 푎 ∈ 퐹 . For 푣 ∈ Σ퐹 we denote by 퐹푣 the
completion of 퐹 with respect to the valuation 푣 and use |⋅|푣 for the extension
of the valuation to 퐹푣 as well. The group of ideles of 퐹 is denoted by 퐽퐹 ,
with 퐽 2
퐹
denoting the subgroup of squares of ideles. 퐹 × is identified with
the set of principal ideles. The ring of adeles is 픸퐹 and 퐹 is identified with
its image in 픸퐹 under the diagonal embedding.
If 퐹 is a number field we let 푅 be its ring of integers. More generally,
for some finite set 푇 of places of 퐹 containing all archimedean places we
consider the ring푅 = 푅푇 ∶= {푎 ∈ 퐹
× ∣ |푎|푣 ≤ 1 for all 푣 ∉ 푇 } and call it a
ring of integers in 퐹 or the 푇 -integers in 퐹 . If 퐹 is a global function field we
consider similarly 푅푇 as above for any finite non empty set of places of 퐹
and call these rings again rings of integers in 퐹 . We denote then by푅푣 ⊆ 퐹푣
the completion of 푅 with respect to 푣 for 푣 ∉ 푇 (equivalently: The closure
of 푅 in 퐹푣) and set 푅푣 = 퐹푣 for 푣 ∈ 푇 .
The most important special case will of course be 퐹 = ℚ with 푅 = ℤ or
푅 = ℤ[1
푎
] for some nonzero 푎 ∈ ℤ.
6.1. The local-global-principle of Minkowski and Hasse
THEOREM 6.1 (StrongMinkowski-Hasse Theorem). Let (푉 ,푄) be a regular
quadratic space of dimension 푛 over 퐹 and assume that the completions
푉푣 = 퐹푣 ⊗ 푉 are isotropic with respect to the natural extension of 푄 to 푉푣
for all non trivial valuations 푣 of 퐹 .
Then (푉 ,푄) is isotropic.
PROOF. We will use without proof three results of algebraic number the-
ory, the first two of which are special cases of theorems from global class
field theory. The last one is actually valid for all fields, for 퐹 = ℚ it is an
easy consequence of the chinese remainder theorem.
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∙ Let 푎 ∈ 퐹 be a square in all completions 퐹푣. Then 푎 is a square in
퐹 .
∙ Let 퐸∕퐹 be a quadratic extension of 퐹 and assume that 푎 ∈ 퐹 is a
norm in all extensions 퐸푤∕퐹푣 for valuations 푣 of 퐹 with extension
푤 to 퐸.
Then 푎 is a norm of some 푏 ∈ 퐸.
∙ (Weak approximation theorem) Let 푇 be a finite set of inequivalent
non trivial valuations of 퐹 and let 푎푣 ∈ 퐹푣 be given for all 푣 ∈ 푇 .
Then for any 휖 > 0 there exists 푎 ∈ 퐹 with |푎 − 푎푣|푣 < 휖 for all
푣 ∈ 푇 .
We can assume that 푉 represents 1, so that for 푛 = 2 there is an orthogonal
basis (푥1, 푥2) of 푉 with 푄(푏1푤1 + 푏2푤2) = 푏
2
1
− 푑푏2
2
for some 푑 ∈ 퐹 ×. If
(푉푣, 푄) is isotropic for all 푣 we see that 푑 is a square in all 퐹푣, hence in 퐹 ,
so (푉 ,푄) is hyperbolic and hence isotropic.
For 푛 = 3we choose again an orthogonal basis (푥1, 푥2, 푥3) of푉 with푄(푥1) =
1, 푄(푥2) = −푑,푄(푥3) = −푐. If 푏 is a square, (푉 ,푄) is hyperbolic and we
are done. Otherwise we put 푈 = 퐹푥1 + 퐹푥2,푊 = 퐹푥3 Since (푉푣, 푄) is
isotropic for all 푣, the equation 푎2
1
− 푑푎2
2
= 푐 is solvable in 퐹푣 for all 푣, so
that 푐 is a norm in all local extensions 퐸푤∕퐹푣 with 퐸 = 퐹 (
√
푑). Then 푐 is
a norm in 퐸∕퐹 , so 푐 = 푎2
1
− 푑푎2
2
is solvable in 퐹 , so (푉 ,푄) is isotropic.
For 푛 = 4 assume first that det(푉 ,푄) is a square. Over 퐹푣 the space (푉푣, 푄)
is isotropic, hence spits off a hyperbolic plane, and since the determinant is
a square, the complement in this splitting is a hyperbolic plane as well. But
then 푉푣 contains a two dimensional totally isotropic subspace, so for any 3-
dimensional푈 ⊆ 푉 all completions푈푣 are isotropic. Since the ternary case
of the theorem is already established, we are done in this case.
Assume now that 푛 = 4 and that det(푉 ,푄) is not a square, let 퐸 = 퐹 (
√
푑).
The vector space 푉퐸 ∶= 퐸⊗푉 (with the natural extension of푄 to it) over퐸
has then also the property that all its completions are isotropic. Since its de-
terminant is a square, it is isotropic. An isotropic vector of 푉퐸 can be written
as 푧+
√
푑푦 with 푧, 푦 ∈ 푉 , and푄(푧+
√
푑푦) = 0 implies 푏(푧, 푦) = 0, 푄(푧) =
−푑푄(푦). If 푄(푧) = 푄(푦) = 0, the space (푉 ,푄) is isotropic, otherwise we
have a basis (푥1 = 푧, 푥2 = 푦, 푥3, 푥4) of 푉 and put 푈 = 퐹푧 + 퐹푦,푊 =
퐹푥3 + 퐹푥4. Then we see that 푑 = det(푉 ,푄) = det(푈,푄) det(푊 ,푄) =
−푑 det(푊 ,푄), so−det(푊 ,푄) is a square and (푊 ,푄) is a hyperbolic plane.
So (푉 ,푄) is isotropic in that case as well.
We now start induction on 푛 = dim(푉 ). Let 푛 > 4 and assume the assertion
has been proven for dim(푉 ) < 푛. Write푉 = 푈 ⟂ 푊 , where푈 = 퐹푥1+퐹푥2
has dimension 2. If푊푣 is isotropic for all non trivial valuations 푣 of 퐹 , we
are done by the inductive assumption. Otherwise, the set 푇 of 푣 ∈ Σ퐹
for which (푊푣, 푄) is anisotropic is finite, since a maximal lattice on 푊 is
unimodular at almost all 푣 and of rank ≥ 3. Since (푉푣, 푄) is isotropic for all
푣, we can find 푐푣 ∈ 퐹푣 with 푐푣 = 푄(푎푣푢1 + 푏푣푢2) ∈ 푄(푈푣),−푐푣 ∈ 푄(푊푣)
for all 푣 ∈ 푇 . By Hensel’s lemma and its corollary for squares in complete
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local rings, any 푐 ∈ 퐹 with |푐 − 푐푣|푣 small enough will be a multiple of 푐푣
by a square in 퐹푣. By the weak approximation theorem we can find 푎, 푏 ∈
퐹 which are arbitrarily close to 푎푣, 푏푣 respectively at all 푣 ∈ 푇 and make|푄(푎푢1 + 푏푢2) − 푎푣|푣 as small as we want for all 푣 ∈ 푇 . This gives us a
vector 푥 ∈ 푈 with푄(푥) = 푐 ∈ 푐푣(퐹
×
푣
)2 for all 푣 ∈ 푇 , so the space 퐹푥+푊
is isotropic at all 푣 ∈ 푇 and hence at all 푣 ∈ Σ퐹 . By the inductive assumption
it is isotropic, so (푉 ,푄) is isotropic. 
As an immediate consequence we obtain
THEOREM 6.2 (Weak Minkowski Hasse theorem). Let (푉 ,푄) and (푊 ,푄′)
be regular quadratic spaces over 퐹 and assume that (푊푣, 푄
′
푣
) is represented
by (푉푣, 푄푣) for all 푣 ∈ Σ퐹 , i.e., that there exist isometric embeddings 휙푣 ∶
푊푣 → 푉푣 for all 푣 ∈ Σ퐹 .
Then (푊 ,푄′) is represented by (푉 ,푄).
In particular, if (푉푣, 푄) and (푊푣, 푄
′) are isometric for all 푣 ∈ Σ퐹 ,the qua-
dratic spaces (푉 ,푄) and (푊 ,푄′) are isometric.
PROOF. We prove this by induction on 푛 = dim(푊 ). For 푛 = 1 we have
푊 = 퐹푥 with푄(푥) = 푎 and 푎 ∈ 푄(푉푣) for all 푣, so the space 푉 ⟂ 퐹푦 with
푄(푦) = −푎 is isotropic over all 퐹푣, hence isotropic over 퐹 by the previous
theorem, and it follows that 푉 represents 푎.
Let 푛 > 1 and assume that the assertion is proved for all푊 with dim(푊 ) <
푛. Let 0 ≠ 푎 ∈ 푄(푊 ). Then 푎 is represented by all (푉푣, 푄), hence rep-
resented by (푉 ,푄) by our result for the case 푛 = 1. We can then write
푉 = 퐹푥 ⟂ 푉 ′ and푊 = 퐹푦 ⟂ 푊 ′with푄(푥) = 푄(푦) = 푎. If휙푣 ∶ 푊푣 → 푉푣
is an isometric embedding, we can find by Witt’s theorem a 휓푣 ∈ 푂(푉푣, 푄)
with 휓푣◦휙푣(푦) = 푥 and hence 휓푣◦휙푣(푊
′) ⊆ 푉 ′
푣
. Thus 푊 ′ is represented
by all (푉 ′
푣
, 푄) and therefore by (푉 ′, 푄) by the inductive assumption, and
푊 = 퐹푦 ⟂ 푊 ′ is represented by 푉 = 퐹푥 ⟂ 푉 ′. 
COROLLARY 6.3 (Theorem ofMeyer). Let (푉 ,푄) be a quadratic space over
ℚ which is indefinite (i.e., isotropic over ℝ). Then (푉 ,푄) is isotropic.
PROOF. Since every (regular) quadratic space overℚ푝 (for a prime 푝) is
isotropic, this follows from the strong Minkowski-Hasse theorem. 
COROLLARY 6.4. There is a well defined injective group homomorphism
퐿 ∶ 푊 (퐹 ) − 푡표
∏
푣∈Σ퐹
푊 (퐹푣) satisfying 퐿([(푉 ,푄)] = ([(푉푣, 푄)])푣∈Σ퐹 for
regular quadratic spaces (푉 ,푄) over 퐹 .
PROOF. Obviously, if (푉 ,푄) and (푊 ,푄′) areWitt equivalent, their com-
pletions at푣 ∈ Σ푣 are Witt equivalent as well, so we can define the map as
given above. It is, again obviously, a group homomorphism, and that the
kernel is {0} follows from the weak Minkowski-Hasse theorem. 
REMARK 6.5. a) One can show that a tuple ([(푉푣, 푄푣)])푣∈Σ퐹 of Witt
classes of quadratic spaces of equal dimension on the right hand side
is in the image of our map 퐿 if and only if
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∙ There exists 푑 ∈ 퐹 × with 푑(퐹 ×
푣
)2 = det(푉푣, 푄푣) for all 푣 ∈ Σ퐹
∙ Almost all of the Hasse invariants of the (푉푣, 푄푣) are 1 and their
product equals 1.
The necessity of these conditions follows from theHilbert reciprocity
law, for their sufficiency see O’Meara’s book [22].
b) A precise description of the Witt group of ℚ along with a different
and more elementary proof of the weak Hasse-Minkowski theorem
can be found in the books by Cassels, Kneser, Lam, W. Scharlau
[6, 15, 20, 24].
6.2. Lattices over ℤ
DEFINITION 6.6. LetΛ1,Λ2 be푅-lattices on regular quadratic spaces (푉1, 푄1),
(푉2, 푄2) over 퐹 .
One says that (Λ2, 푄2) is in the genus of (Λ1, 푄1) if their completions Λ푖 ⊗
푅푣 are isometric as quadratic 푅푣-modules for all 푣 ∈ Σ퐹 , one writes then
(Λ2, 푄2) ∈ gen((Λ1, 푄1)) (or vice versa).
REMARK 6.7. a) If (Λ1, 푄1), (Λ2, 푄2) are in the same genus, their un-
derlying quadratic spaces are isometric by theweakHasse-Minkowski
theorem. We will therefore in general assume that lattices in the
same genus have the same underlying quadratic space.
b) An integral local-global principle is not true: Lattices may be in the
same genus without being isometric. A simple example for this are
the ℤ-lattices with Gram matrix
(
2 0
0 110
)
respectively
(
10 0
0 22
)
.
c) A genus of quadratic lattices consists of full isometry classes.
d) The adelic orthogonal group푂(푉 ,푄)(픸퐹 ) of the quadratic space (푉 ,푄)
operates transitively on the set of lattices in the genus of a given lat-
tice Λ on 푉 : A given 휙 = (휙푣)푣∈Σ퐹 ∈ 푂(푉 ,푄)(픸퐹 ) satisfies (by def-
inition of the adele group) 휙푣(Λ푣) = Λ푣 for almost all 푣 ∈ Σ퐹 , so
there exists (by Lemma 2.11) a unique lattice Λ′ = 휙(Λ) on 푉 with
Λ′
푣
= 휙푣(Λ푣) for all 푣 ∈ Σ퐹 , which is then in the genus of Λ. By
definition, all lattices on 푉 in the genus of Λ can be obtained is this
way. The stabilizer of the isometry class of Λ under this action is
the set푂(푉 ,푄)(퐹 )푂푉 ,푄(픸퐹 ,Λ), where푂푉 ,푄(픸퐹 ,Λ) denotes the set of
all adeles (휙푣)푣 with 휙푣(Λ푣) = Λ푣 for all 푣 ∈ Σ퐹 , i.e., the stabi-
lizer of the lattice Λ under this group action. The set of isometry
classes in the genus of Λ is then in bijection with the double cosets
푂(푉 ,푄)(퐹 )휓푂푉 ,푄(픸퐹 ,Λ) in 푂(푉 ,푄)(픸퐹 ).
LEMMA 6.8. Let Λ1,Λ2 be lattices on the regular quadratic space (푉 ,푄)
over 퐹 in the same genus. Then (푑1푅
×)2 ∶= det(Λ1, 푄) = det(Λ2, 푄) =∶
푑2(푅
×)2.
PROOF. By definition of the genus we must have 푑1(푅
×
푣
)2 = 푑2(푅
×
푣
)2 for
all 푣 ∈ Σ퐹 , so in particular 푑1푅
×
푣
= 푑2푅
×
푣
for all 푣 ∈ Σ퐹 , which implies
푑1푅 = 푑2푅. Since 푑1, 푑2 differ by the square of a 푐 ∈ 퐹
×, we must in fact
have 푑1(푅
×)2 = 푑2∕푅
×)2 as asserted. 
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We turn now attention to the special case 푅 = ℤ, 퐹 = ℚ. The following
theorem generalizes a result which we already obtained for positive definite
lattices in chapter 3.
THEOREM 6.9 (Hermite). Let Λ be a ℤ-lattice on the regular quadratic
space (푉 ,푄) over ℚ of dimension 푛 with associated symmetric bilinear
forms 푏, 퐵 = 1
2
푏, let 푑 = det퐵(Λ), let
휇 ∶= 휇(Λ) ∶= min{|푄(푥)| ∣ 푥 ∈ Λ ⧵ {0}.
Then
휇(Λ) ≤ (4
3
) 푛−1
2 |푑| 1푛 .
PROOF. By scaling the quadratic form with a suitable integer we may
assume푄(Λ) ∈ ℤ and see that the minimum 휇 is indeed assumed. If 휇 = 0,
we are done, otherwise we can proceed as in the proof of Theorem 3.8. 
THEOREM 6.10. There are only finitely many isometry classes of integral
quadratic ℤ-lattices (Λ, 푄) of rank 푛 and fixed determinant 푑.
PROOF. The assertion is trivial for 푛 = 1. We let 푛 > 1 and assume the
assertion to be proven for lattices of rank < 푛. Let 0 ≠ 푥 ∈ Λ be a primitive
vector with |푄(푥)| = 휇 and 퐵(푥,Λ) = 푎ℤ. If 휇 ≠ 0 we put푀 = 푅푥 and
푁 = (ℤ푥)⟂ = (퐹푥)⟂ ∩Λ. By Theorem 2.16 b) we have det(푁,푄)푎2 = 휇푑,
in particular det(푁,푄) is a divisor of 휇푑 and hence bounded in absolute
value by a constant times a power of 푑. By the inductive assumption, there
is only a finite number of possible isometry classes of (푁,푄). Since we
have푀 ⟂ 푁 ⊆ Λ ⊆ 푀# ⟂ 푁# and푀 ⟂ 푁 has finite index in푀# ⟂ 푁#,
there are only finitely many possibilities for the isometry class of Λ.
In the case 휇 = 0 we look at the Gram matrix of (Λ, 푄) with respect to a
basis of Λ beginning with the vector 푥 and see that we can divide both the
first column and the first row by 푎, so that 푎2 ∣ 푑 must hold.
We find then 푦′ ∈ Λ with 퐵(푥, 푦′) = 푎 with 퐵(푥,Λ) = 푎ℤ. Replacing 푦′ by
a suitable 푦 = 푦′−푐푥we can achieve |푄(푦)| = |푄(푦′)−2푐푎| ≤ 푎, so the rank
2-sublattice푀 = ℤ푥 + ℤ푦 has a Gram matrix with entries bounded by 푑,
so that there are only finitely many possible isometry classes for푀 . Again
by b) of Theorem 2.16 we see that 푁 = (퐹푥 + 퐹푦)⟂ ∩ Λ has determinant
and hence by the inductive assumption isometry class from a finite set. We
obtain as above that there are only finitelymany possibilities for the isometry
class of Λ. 
REMARK 6.11. By the work of Humbert [13] the Theorem remains valid if
one replacesℤ by the ring of integers 픬 of a number field and the determinant
by the norm of the volume ideal of an 픬-lattice Humbert’s proof is for classes
of symmetric matrices (equivalently, for free lattices) but carries over to the
more general situation.
COROLLARY 6.12. The number of isometry classes in a fixed genus of ℤ-
lattices is finite.
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PROOF. If Λ1,Λ2 are in the same genus, we assume them to be on the
same space and have det((Λ1, 푄)) = 푐
2 det((Λ2, 푄)) for some 푐 ∈ ℚ. Since
the completions are isometric over all ℤ푝, the number 푐 is a unit in all ℤ푝,
hence must be ±1, so that the lattices have the same determinant. By the
previous theorem there can be only finitely many isometry classes of this
determinant. 
REMARK 6.13. By the previous remark the assertion of the Corollary re-
mains valid if one replaces ℤ by the ring of integers 픬 of a number field.
EXAMPLE 6.14. For simplicity of notation we will write ⟨푎1,… , 푎푛⟩ for a
lattice with diagonal Grammatrix with entries 푎1,… , 푎푛 in the diagonal and
퐼푛 = ⟨1,… , 1⟩,−퐼푛 = ⟨−1,… ,−1⟩.
a) for 2 ≤ 푛 ≤ 5 our bound for the minimum of Λ is < 2 for 푑 = 1.
For 휇 = 1, the one dimensional sublattice ℤ푥 generated by a
minimal vector splits off orthogonally, and its complement has again
determinant±1with respect to퐵, so thatΛ has an orthgonal basis of
vectors 푥푖 with 푄(푥푖) = ±1. If both signs occurred here, the lattice
was isotropic and had minimum 0, so (Λ, 푄) is up to multiplication
of the quadratic form by−1 isometric to the cube lattice 퐼푛 generated
by the standard basis vectors ofℝ푛 equipped with the standard scalar
product as 퐵.
For 휇 = 0we see that the lattice푀 = ℤ푥+ℤ푦 in the proof of the
theorem is a regular hyperbolic plane퐻 or has Gram matrix
(
0 1
1 1
)
,
which is equivalent to ⟨1,−1⟩. In both cases it splits off orthogonally.
For 푛 = 2 this finishes the discussion, for 푛 = 3 the orthogonal
complement is spanned by a vector 푧 with 푄(푧) = ±1. Since 퐻 ⟂⟨±1⟩ is isometric to ⟨1,−1,±1⟩ we have Λ isometric to ⟨1, 1,−1⟩
or to ⟨1,−1,−1⟩. For 푛 = 4 we can have Λ isometric to 퐻 ⟂ 퐻
or to 퐼푟 ⟂ −퐼푠 with 푟 + 푠 = 4 and 0 ≠ 푟 ≠ 푠. For 푛 = 5 we
get 퐼푟 ⟂ −퐼푠 with 푟 + 푠 = 5, 0 ≠ 푟 ≠ 푠. We see that 퐻 and
퐻 ⟂ 퐻 are distinguished from the other possibilities by the 2-adic
behaviour, namely by 푄(푥) = 퐵(푥, 푥) having only even values, and
that the remaining cases are distinguished by rank and signature at
the real place. In any case we see that the 2-adic information and
the signature determine the genus and that each genus consists of a
single isometry class.
b) For 2 ≤ 푛 ≤ 4 and 푑 = 2 the bound for the minimum is again 1. By
similar arguments as above we obtain the possibilities ⟨±1,±2⟩with⟨1,−2⟩ isometric to ⟨−1, 2⟩,퐻 ⟂ ⟨±2⟩, ⟨±1,±1,±2⟩, ⟨±1,±1,±1,±2⟩,
where the isometry class depends only on the number of+-signs and
the number of −-signs but not on whether the sign occurs in front of
a 1 or a 2. This shows that the genus of the lattice is determined by
the signature at the real place and the 2-adic class (even values for
푄(푥) or odd and even values) and that each genus consists of a single
isometry class.
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6.3. Representations
We recall that an isometric embedding 휙 ∶ (푀,푄′) → (Λ, 푄) of quadratic
modules over the ring푅 is also called a representation of (푀,푄′) by (Λ, 푄),
it is a primitive representation if the image of 휙 is a direct summand in Λ. If
푅 is a principal ideal domain with field of quotients 퐹 and 푉 ,푊 are the 퐹 -
vector spaces obtained from Λ,푀 respectively by extending scalars to 퐹 , a
representation휙 as above is primitive if and only if휙(푀) = Λ∩휙(푊 ) holds.
The same is true if 푅 is the ring of integers of the global field 퐹 , since then
the 푅-module 휙(푀) is a direct summand in Λ if and only if its completion
at 푣 ∈ Σ퐹 is a direct summand in Λ푣 for all 푣 ∈ Σ퐹 and the intersection
condition localizes as well. We say that (푀,푄′) is represented (primitively)
by (Λ, 푄) if there exists a representation 휙 ∶ (푀,푄′) → (Λ, 푄).
THEOREM 6.15. Let (푀,푄′), (Λ, 푄) be 푅-lattices on the quadratic spaces
푊 ,푉 and assume that for all 푣 ∈ Σ퐹 there is a representation 휙푣 ∶ 푀푣 →
Λ푣. Then there is a representation 휙 ∶ 푀 → Λ
′, where Λ′ is a lattice on the
space 푉 of Λ in the genus of Λ. If all the representations 휙푣 are primitive,
the representation 휙 can also be chosen to be primitive.
PROOF. By theMinkowski-Hasse theorem there exists an isometric em-
bedding (a representation) 휙 ∶ 푊 → 푉 so that we can assume that 푀 is
a lattice in 푉 (but in general not on 푉 ). For almost all 푣 ∈ Σ퐹 we have
푀푣 ⊆ Λ푣, so the set 푇 of places 푣 where 푀푣 ⊈ Λ푣 is finite. By assump-
tion, for each such 푣 there exists a lattice 푁푣 ⊆ Λ푣 which is isometric to
푀푣, and by Witt’s extension theorem there an isometry can be extended to
a map 휓푣 ∈ 푂푉 (퐹푣) with 휓푣(푁푣) = 푀푣. We let Λ
′ be the lattice on 푉 with
Λ′
푣
= Λ푣 for all 푣 ∉ 푇 and Λ
′
푣
= 휓푣(Λ) for all 푣 ∈ 푇 and have푀푣 ⊆ Λ
′
푣
for
all 푣 ∈ Σ퐹 , hence푀 ⊆ Λ.
If all the 휙푣 are primitive, we enlarge 푇 to a still finite set 푇
∗ by demanding
푀푣 to be a primitive sublattice of Λ푣 for all 푣 ∉ 푇 and choose primitive
sublattices푁푣 of Λ푣 for all 푣 ∈ 푇
∗, leaving the rest of the proof unchanged.

COROLLARY 6.16. Let (Λ, 푄) be an 푅-lattice for which the genus con-
tains only one isometry class. Then Λ represents (primitively) all 푅-lattices
(푀,푄′) which are represented (primitively) locally everywhere by Λ.
In particular:
a) (Theorem of Euler) The integer 푎 ∈ ℤ is a sum of two coprime in-
tegral squares if and only if all its prime factors are congruent to 1
mod 4 and it is not divisible by 4. It is a sum of two arbitrary inte-
gral squares if and only if all primes ≡ 3 mod 4 divide 푎 to an even
power.
b) (Theorem of Gauß-Legendre) The integer 푎 ∈ ℤ is a sum of three
integral squares if and only if it is not of the form 4휈(8푘 + 7) with
휈, 푘 ∈ ℕ0. It is a sum of three coprime integers if in addition it is not
divisible by 4.
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c) (Theorem of Lagrange) All positive integers 푎 are sums of four inte-
gral squares. A representation by relatively prime integers exists if
and only if 푎 is not divisible by 8.
PROOF. The first statement is a trivial consequence of the theorem. For
the classical results about representation of integers as sums of squares we
have to check that the conditions given are equivalent to the condition that 푎
is represented (primitively) locally everywhere. This is reduced by Hensel’s
lemma to routine computations modulo 8 for representation over ℤ2 and
modulo 푝 for ℤ푝 with 푝 odd. 
REMARK 6.17. We can obtain analogous results for representation of inte-
gers in the form 푥2+2푦2 or as 푥2+푦2+2푧2. If the class number of the genus
of the representing lattice is bigger than 1 it is possible to obtain results on
representation of sufficiently large numbers by analytic methods.
6.4. Lattices over ℤ, continued
DEFINITION 6.18. A positive definite ℤ-lattice (Λ, 푄) is called decompos-
able if it contains nontrivial sublattices푀,푁 with Λ =푀 ⟂ 푁 , indecom-
posable otherwise.
THEOREM 6.19 (Eichler, Kneser). Any positive definiteℤ-lattice (Λ, 푄) has
a unique (up to order) decomposition into an orthogonal sum of indecom-
posable sublattices.
PROOF. The existence of such a decomposition is trivial, we have to
prove the uniqueness. We call a vector 푥 ∈ Λ indecomposable if it can not
be written as 푥 = 푦 + 푧 with 푏(푥, 푦) = 0, 푥, 푦 ∈ Λ, 푥 ≠ 0 ≠ 푦. The lattice
Λ is obviously generated by its indecomposable vectors. We call two inde-
composable vectors 푥, 푦 connected, if there exists a chain 푥 = 푥1,… , 푥푟 of
indecomposable vectors of Λ with 푏(푥푖, 푥푖+1) ≠ 0 for 1 ≤ 푖 < 푟. Being con-
nected defines an equivalence relation among the indecomposable vectors
of Λ and any two equivalence classes are mutually orthogonal.
If we have a decomposition Λ =⟂푡
푖=1
퐿푖, any indecomposable vector lies in
some 퐿푗 and and if 푥, 푦 are connected indecomposable vectors of Λ they lie
in the same퐿푗 , so for each 푗 the set of indecomposable vectors in퐿푗 consists
of full equivalence classes of connected indecomposable vectors of Λ. If 퐿푗
contained more than one equivalence class it could not be indecomposable.
This implies that in the decomposition Λ =⟂푡
푖=1
퐿푖, each 퐿푗 contains a
unique equivalence class푆푗 of connected indecomposable vectors ofΛwhich
generates it. So the 퐿푗 are the sublattices generated by the equivalence
classes of connected indecomposable vectors of Λ and therefore uniquely
determined. 
EXAMPLE 6.20. a) Denote by 퐴푛 the lattice {퐱 ∈ ℤ
푛 ∣
∑푛
푖=0
푥푖 = 0}
with the standard scalar product of ℚ푛+1 as symmetric bilinear form
푏 and 푄(퐱) = 1
2
∑푛
푖=0
푥2
푖
. Since it is the orthogonal complement of
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(1,… , 1) in ℤ푛+1 it has determinant 푛 + 1 by Theorem 2.16. The
vectors 퐞푖 − 퐞푗 with 푖 ≠ 푗, where (퐞1,… , 퐞푛+1) is the standard basis
ofℚ푛+1, are indecomposable and connected and generate 퐴푛, so this
lattice is indecomposable. It occurs as a root lattice in the theory of
Lie algebras.
b) Denote by 퐷푛 the lattice {퐱 ∈ ℤ
푛 ∣
∑푛
푖=0
푥푖 ≡ 0 mod 2}, again with
quadratic form 푄(퐱) = 1
2
∑푛
푖=0
푥2
푖
so that the standard scalar product
is the associate symmetric bilinear form. The lattice is of index 2 in
ℤ푛, so det푏(퐴푛) = 4. It is generated by the indecomposable vectors
±퐞푖 ± 퐞푗 with 푖 ≠ 푗 which generate the lattice and are connected for
푛 > 2, so for 푛 > 2 it is also indecomposable. It occurs as a root
lattice in the theory of Lie algebras. For 푛 = 3 it is isometric to the
lattice 퐴3 above.
c) for 푛 ≡ 0 mod 8 denote by퐷+
푛
= Γ푛 the lattice퐷푛+ℤ
1
2
∑푛
푖=1
퐞푖. One
has푄(퐷+
푛
) ⊆ ℤ and (퐷+
푛
∶ 퐷푛) = 2, so퐷
+
푛
is an even unimodular lat-
tice inℚ푛. The indecomposable vectors ±퐞푖± 퐞푗 with 푖 ≠ 푗 generate
a sublattice of full rank and are connected, so this lattice is indecom-
posable too. For 푛 = 8 this lattice is usually denoted by퐸8 because it
occurswith this notation as a root lattice in the theory of Lie algebras.
It has the indecomposable sublattices 퐸7 ∶= {퐱 ∈ 퐸8 ∣ 푥7 = 푥8}
of rank 7 and determinant 2 and 퐸6 ∶= {퐱 ∈ 퐸8 ∣ 푥6 = 푥7 = 푥8}
of rank 6 and determinant 3 which occur as root lattices too and to-
gether with퐸8 and the lattices퐷푛 and퐴푛 from above exhaust the list
of indecomposable root lattices.
For 푛 = 16 we see that we know two even unimodular lattices,
one of them (퐷16+) indecomposable and one of them (퐸8 ⟂ 퐸8)
decomposable, so in particular they are not isometric.
It can be shown that these two represent all isometry classes of
even unimodular positive definite ℤ-lattices of rank 16. It can also
be shown that even unimodular positive definiteℤ-lattices can occur
only with ranks which are divisible by 8.

CHAPTER 7
Clifford Algebra, Invariants, and Classification
To a quadratic module one can construct a natural associative algebra, the
Clifford algebra, which provides important insights and is a useful tool for
classification.
For our purpose it will be sufficient to treat the case of quadratic spaces over
fields of characteristic zero. Slightly more general, in this chapter 퐹 is a
field of characteristic different from 2. Modifications that include the case
of even characteristic can be found in [15, 18, 24]; we omit the details since
we are mainly interested in the number theoretic aspects of the theory of
quadratic forms. As earlier we write (푉 ,푄) ≅ [푎1,… , 푎푚] for a quadratic
space (푉 ,푄) with an orthogonal basis (푣1,… , 푣푚) satisfying푄(푣푖) = 푎푖 for
1 ≤ 푖 ≤ 푚.
7.1. Quaternion Algebras and Brauer group
DEFINITION 7.1. A central simple algebra of dimension 4 over 퐹 is called
a quaternion algebra over 퐹 .
THEOREM 7.2. a) If 퐴 is a quaternion algebra over 퐹 there exist lin-
early independent elements 푥, 푦 ∈ 퐴 with 푥2 ∈ 퐹 ×, 푦2 ∈ 퐹 ×, 푥푦 =
−푦푥. The elements 1, 푥, 푦, 푥푦 form then a basis of 퐴 as 퐹 -vector
space.
b) Conversely, let 푎, 푏 ∈ 퐹 × be given. Then there exist a quaternion
algebra over 퐹 and linearly independent vectors 푥, 푦 ∈ 퐴 with 푥2 =
푎, 푦2 = 푏, 푥푦 = −푦푥.
PROOF. Wedderburn’s theorem about central simple algebras implies
that 퐴 is either a division algebra or isomorphic to 푀2(퐹 ). In the latter
case, the matrices 푥 =
(
1 0
0 −1
)
, 푦 =
(
0 1
1 0
)
are as requested.
If퐴 is a division algebra, every element 푥 of퐴⧵퐹 has an irreducibleminimal
polynomial of degree 2 over 퐹 , and changing 푥 by an element of 퐹 we can
assume the minimal polynomial to be of the form 푋2 − 푎 with 푎 ≠ 0, i.e.,
푥2 = 푎 ∈ 퐹 ×.
With 퐴0 ∶= {0} ∪ {푥 ∈ 퐴 ⧵ 퐹 ∣ 푥2 ∈ 퐹 } we have then 퐴 = 퐹 + 퐴0, in
particular we can find 푥, 푦 ∈ 퐴0 such that 1, 푥, 푦 are linearly independent.
Since 1, 푥, 푦 can not generate a (division) subalgebra of dimension 3 over 퐹 ,
the vectors 1, 푥, 푦, 푥푦must then be an 퐹 -basis of 퐴, and 푥푦+ 푦푥 commutes
with all basis vectors and must hence be in the center 퐹 of 퐴. From this we
see that we can subtract a suitable multiple of 푥 from 푦 in order to obtain
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0 ≠ 푦1 ∈ 퐴0 with 푥푦1 + 푦1푥 = 0, so that 푥 and 푦1 are as requested. We
notice in passing that 푥푦 + 푦푥 ∈ 퐹 implies (푥 + 푦)2 ∈ 퐹 , i.e., 푥 + 푦 ∈ 퐴0.
Conversely, if 푎, 푏 ∈ 퐹 × are given one can define a 4-dimensional퐹 -algebra
퐴 generated by linearly independent vectors 1 = 푒0, 푒1, 푒2, 푒3 by prescrib-
ing a multiplication table with 푒0푒푗 = 푒푗푒0 = 푒푗 , 푒
2
0
= 1, 푒2
1
= 푎, 푒2
3
=
−푎푏, 푒1푒2 = −푒1푒2 = 푒3, 푒2푒3 = −푏푒1 = −푒3푒2, 푒3푒1 = −푎푒2 = −푒1푒3 and
extending this multiplication distributively to the whole vector space; it is
then easily checked by explicit calculation that 퐴 with this law of multipli-
cation satisfies the axioms for an 퐹 -algebra and is central simple. 
LEMMA 7.3. Let퐴 be a quaternion algebra over퐹 with basis 1 = 푒0, 푒1, 푒2, 푒3 =
푒1푒2 satisfying 푒
2
1
, 푒2
2
∈ 퐹 ×, 푒2푒1 = −푒3 as above. Then
{0} ∪ {푥 ∈ 퐴 ⧵ 퐹 ∣ 푥2 ∈ 퐹 } = 퐹푒1 + 퐹푒2 + 퐹푒3 =∶ 퐴
0,
and the map given by 푎 + 푥 ↦ 푎 + 푥 ∶= 푎 − 푥 for 푎 ∈ 퐹 , 푥 ∈ 퐴0 is an
involution of the first kind on 퐴 satisfying 푥푥̄ =∶ 푛(푥) ∈ 퐹 , 푥 + 푥̄ = tr(푥)
for all 푥 ∈ 퐴.
PROOF. This is checked by explicit calculation. The fact that 퐴0 is a
3-dimensional vector space over 퐹 can also be seen from the proof of the
theorem above if 퐴 is a division algebra, if 퐴 is the matrix ring푀2(퐹 ) it is
obvious that 퐴0 is the space of matrices of trace 0. 
DEFINITION 7.4. With notations as in the previous lemma we call 퐴0 the
space of pure quaternions, the map 푥 ↦ 푥̄ the (quaternionic) conjugation
on 퐴 and the maps 푥 → 푛(푥), 푥 ↦ tr(푥) the quaternion norm resp. trace.
The quaternion algebra with generators 푒0 = 1, 푒1, 푒2, 푒3 = 푒1푒2 = −푒2푒1
satisfying 푒2
1
= 푎, 푒2
2
= 푏 as above is denoted by (푎, 푏)퐹 =
( 푎,푏
퐹
)
and the
vectors 푒0,… , 푒4 are called a standard basis of (푎, 푏)퐹 .
REMARK 7.5. a) In the terminology of the theory of (central simple)
algebras the quaternion norm and trace are the reduced norm and
trace in the algebra 퐴.
b) For the matrix algebra 푀2(퐹 ) the quaternion norm is the determi-
nant, the quaternion trace the matrix trace and the conjugation the
map (
푎 푏
푐 푑
)
↦
(
푑 −푏
−푐 푎
)
.
c) If 퐴 = (푎, 푏)퐹 is a quaternion division algebra and 훿 ∈ 퐴
0 with 훿2 =
푎 ∈ 퐹 × one can embed 퐴 into the matrix ring 푀2(퐹 (훿)) over the
quadratic extension 퐸 = 퐹 (훿) = 퐹 (
√
푎) as the subgroup generated
by the matrices
푒̃0 = 12, 푒̃1 =
(
훿 0
0 −훿
)
, 푒̃2 =
(
0 푏
1 0
)
.
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The quaternion norm and trace coincide then with the determinant
and thematrix trace in this representation. In particular for theHamil-
ton quaternions ℍ = (−1,−1)
ℝ
over 푅 one obtains the usual identi-
fication of ℍ1 ∶= {푥 ∈ ℍ ∣ 푛(푥) = 1} with the special unitary group
푆푈2(ℂ).
We recall that the Brauer group퐵푟(퐹 ) of 퐹 is by definition the set of isomor-
phism classes of central simple 퐹 -algebras modulo the equivalence relation
퐴 ⊗푀푟(퐹 ) ∼ 퐵 ⊗푀푠(퐹 ) (similarity of algebras), where the group mul-
tiplication is induced by the tensor product of algebras. Each such class is
represented by a unique division algebra with center 퐹 .
LEMMA 7.6. The class of a quaternion division algebra over퐹 in the Brauer
group of 퐹 has order 2.
PROOF. Denoting by 퐴표푝 the opposed algebra of 퐹 , i. e., 퐴 with multi-
plication in opposite order, it is well known that 퐴⊗퐴표푝 is isomorphic to a
matrix ring over 퐹 for any central simple algebra 퐴 over 퐹 . The properties
of the quaternionic conjugation show that a quaternion algebra is isomorphic
to its opposed algebra, which implies the assertion. 
LEMMA 7.7. Let 퐴 be a quaternion algebra over 퐹 . The quaternion norm
푛 defines a quadratic form on 퐴 with associated symmetric bilinear form
푏(푥, 푦) = tr(푥푦̄), and the quadratic space (퐴, 푛) over 퐹 has square determi-
nant. It is isotropic if and only if 퐴 ≅푀2(퐹 ) holds.
PROOF. Since the norm is multiplicative a quaternion 푥 is invertible if
and only if its norm is nonzero, so퐴 is a division algebra if and only if (퐴, 푛)
is anisotropic. The rest of the assertion is obvious. 
REMARK 7.8. Since over a finite field 퐹 every quadratic space of dimension
≥ 3 is isotropic we see that the only quaternion algebra over a finite field 퐹
is the matrix ring푀2(퐹 ) (in fact, by a well known theorem of Wedderburn
there exists no non trivial division algebra with center 퐹 ).
LEMMA 7.9. Let 푎, 푏, 푐, 푑 ∈ 퐹 ×. then the following are equivalent:
a) [1,−푎,−푏, 푎푏] ≅ [1,−푐,−푑, 푐푑]
b) [−푎,−푏, 푎푏] ≅ [−푐,−푑, 푐푑]
c) The quaternion algebras (푎, 푏)퐹 , (푐, 푑)퐹 are isomorphic.
PROOF. The equivalence of a) and b) follows from Witt’s cancellation
law, and c) obviously implies b). For the reverse direction denote by 푒0 =
1, 푒1, 푒2, 푒3 a standard basis of (푎, 푏)퐹 . By assumption there exists a linear
isometry 휏 from (푎, 푏)퐹 to (푐, 푑)퐹 with 휏(1) = 1푎푛푑휏((푎, 푏)
0
퐹
) = (푐, 푑)0
퐹
.
With 푓1 ∶= 휏(푒1), 푓2 ∶= 휏(푒2), 푓3 = 푓1푓2 we have tr(푓1푓̄2) = tr(푒1푒̄2) = 0
and hence 푓1푓2 = −푓2푓1. With 푓
2
푖
= −푛(푓푖) = 푛(푒푖) = −푒
2
푖
for 푖 = 1, 2 we
see that 1, 푓1, 푓2, 푓3 is a standard basis of (푐, 푑)퐹 with 푓
2
1
= 푎, 푓 2
2
= 푏 and
hence (푐, 푑)퐹 ≅ (푎, 푏)퐹 . 
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LEMMA 7.10. Let 푎, 푏, 푐, 푑 ∈ 퐹 ×, 푎푏 ∈ 푐푑(퐹 ×)2.
Then [푎, 푏] ≅ [푐, 푑] (as quadratic spaces) is equivalent to (푎, 푏)퐹 ≅ (푐, 푑)퐹
(as algebras).
PROOF. By assumption the isometry of quadratic spaces is equivalent
to the isometry [−푎,−푏,−푐푑] ≅ [−푐,−푑, 푐푑], which is equivalent to the
algebras being isomorphic. 
LEMMA 7.11. Let 푎, 푏, 푐, 훼, 훽, 훾 ∈ 퐹 × with 훼훽훾 ∈ 푎푏푐(퐹 ×)2. Then [푎, 푏, 푐] ≅
[훼, 훽, 훾] (as quadratic spaces) is equivalent to (−푏푐,−푎푐)퐹 ≅ (−훽훾,−훼훾)퐹
(as algebras).
PROOF. Scaling the quadratic forms with 푎푏푐 resp. 훼, 훽, 훾 shows that
the isometry of quadratic spaces is equivalent to the isometry [푏푐, 푎푐, 푎푏] ≅
[훽훾, 훼훾, 훼훽], which in turn is equivalent to the isomorphy of algebras is ques-
tion. 
LEMMA 7.12. Let 푎, 푏, 훼, 훽 ∈ 퐹 ×. The map sending the pair (푎, 푏) to the
quaternion algebra (푎, 푏)퐹 has the following properties:
a) (푎, 푏)퐹 ≅ (푎훼
2, 푏훽2)퐹 .
b) (푎, 푏)퐹 ≅ (푏, 푎)퐹 .
c) 푀2(퐹 ) ≅ (1, 푎)퐹 ≅ (푎,−푎)퐹 ≅ (푎, 1 − 푎)퐹 (with the last isomorphy
supposing 푎 ≠ 1).
d) (푎, 푎)퐹 ≅ (푎,−1)퐹 .
PROOF. All assertions follow from a consideration of the associated qua-
dratic spaces. 
LEMMA 7.13. Let 푎, 푏, 푐 ∈ 퐹 ×, denote by ∼ the equivalence relation (simi-
larity) between central simple algebras defining the Brauer group.
Then
(푎, 푏푐)퐹 ∼ (푎, 푏)퐹 ⊗ (푎, 푐)퐹 , (푎푏, 푐)퐹 ∼ (푎, 푐)퐹 ⊗ ((푏, 푐)퐹 .
In particular, the map sending a pair (푎, 푏) ∈ 퐹 × × 퐹 × to the class of the
quaternion algebra (푎, 푏)퐹 in the 2− torsion subgroup of the Brauer group
퐵푟(퐹 ) is a Steinberg symbol.
PROOF. We show the assertion by proving
(푎, 푏)퐹 ⊗ (푎, 푐)퐹 ≅ (푎, 푏푐)퐹 ⊗ (푐,−푎푐
2)퐹 .
We let 푒0 = 1, 푒1, 푒2, 푒3 resp. 푓0 = 1, 푓1, 푓2, 푓3 be standard bases for the
quaternion algebras on the left hand side and put 퐴 = 퐹1⊗ 1 + 퐹푒1 ⊗ 1 +
퐹푒2⊗푓2+퐹푒3⊗푓2 and 퐵 = 퐹1⊗1+퐹1⊗푓2+퐹 ⊗푒1⊗푓3+퐹 (푒1⊗푓1).
Then 퐴,퐵 are isomorphic to the quaternion algebras on the right hand side
and commute. From this we obtain an algebra homomorphism 퐴 ⊗ 퐵 →
(푎, 푏)퐹 ⊗ (푎, 푐)퐹 , which must be an isomorphism since퐴⊗퐵 is simple. The
definition of Steinberg symbols shows that we have indeed defined such a
symbol. 
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7.2. The Clifford Algebra
DEFINITION AND THEOREM 7.14. Let (푉 ,푄) be a quadratic space over 퐹 .
Then there is a unique up to unique isomorphism 퐹 - algebra 퐶(푉 ,푄) =
퐶(푉 ) = 퐶푉 with a linear map 푖 ∶ 푉 → 퐶(푉 ,푄) such that
a) 푖(푣)2 = 푄(푣)1 ∈ 퐶(푉 ,푄) for all 푣 ∈ 푉 .
b) If 퐶 ′ is any 퐹 -algebra with an 퐹 -linear map 푖′ ∶ 푉 → 퐶 ′ satisfying
(푖′(푣))2 = 푄(푣)1 ∈ 퐶 ′ for all 푣 ∈ 푉 , there is a unique algebra
homomorphism 휙 ∶ 퐶(푉 ,푄)→ 퐶 ′ with 푖′ = 휙◦푖.
The algebra 퐶(푉 ,푄) is called the Clifford algebra of (푉 ,푄), it
is generated by the elements 푖(푣) for 푣 ∈ 푉 . It has a natural ℤ∕2ℤ-
grading 퐶(푉 ,푄) = 퐶0(푉 ,푄) + 퐶1(푉 ,푄), where the even Clifford
algebra 퐶0(푉 ,푄) is generated by products of even length of the 푖(푣)
and 퐶1(푉 ,푄) is generated (as vector space over 퐹 ) by the products
of odd length and is a module over 퐶0(푉 ,푄).
In particular one has 퐶1(푉 ,푄)퐶1(푉 ,푄) ⊆ 퐶0(푉 ,푄).
PROOF. Let 퐼 be the two sided ideal of the Tensor algebra 푇 (푉 ) =
⊕∞
푗=0
푉 ⊗푗 of 푉 generated by the elements 푥 ⊗ 푥 − 푄(푥)1. Then it is eas-
ily checked that 퐶(푉 ,푄) ∶= 푇 (푉 )∕퐼 with the map 푖 ∶ 푣 ↦ 푣 + 퐼 has the
desired property. From this it is clear that the 푖(푉 ) generate 퐶(푉 ,푄). We
let 푇0(푉 ), 푇1(푉 ) respectively be the sum of the 푉
⊗푗 for even resp. odd 푗 and
obtain a ℤ∕2ℤ-grading of 푇 (푉 ). Then we have 퐼 = 퐼 ∩푇0(푉 )⊕퐼 ∩푇1(푉 ),
so that 퐶0(푉 ,푄) = 푇0(푉 )∕퐼 ∩푇0(푉 ), 퐶1(푉 ,푄) = 푇1(푉 )∕퐼 ∩푇1(푉 ) give the
desired decomposition of 퐶(푉 ,푄). 
LEMMA 7.15. Identifying 푥 ∈ 푉 with its image 푖(푥) ∈ 퐶(푉 ,푄) we have
a) 푥푦 + 푦푥 = 푏(푥, 푦)1 ∈ 퐶(푉 ,푄).
b) 푥 ∈ 푉 is invertible in 퐶(푉 ,푄) if and only if 푄(푥) ≠ 0 holds.
c) If {푥1,… , 푥푟} is a generating set of the vector space 푉 , the 푥
휖1
1
… 푥
휖푟
푟
with 휖푖 ∈ {0, 1} generate 퐶(푉 ,푄) as vector space over 퐹 .
PROOF. Obvious. 
LEMMA 7.16 (Functoriality of the Clifford algebra). Let (푉 ,푄) be a qua-
dratic space over 퐹 .
a) To 휙 ∈ 푂(푉 ) there is a unique algebra automorphism퐶(휙) of 퐶(푉 )
with 퐶(휙)(푖(푣)) = 푖(휙(푣)) for all 푣 ∈ 푉 , and one has 퐶(휓◦휙) =
퐶(휓)◦퐶(휙), for 휙, 휓 ∈ 푂(푉 ), 퐶(Id푉 ) = Id퐶(푉 ).
The map 퐶(− Id푉 ) is the identity map on 퐶0(푉 ) and − Id on
퐶1(푉 ).
b) On 퐶(푉 ) one has an involution 푥 ↦ 푥̄ with 푖(푣) = −푖(푣) for all
푣 ∈ 푉 and 푣1… 푣푟 = (−1)
푟푣푟… 푣1 for 푣1,… , 푣푟 ∈ 푉 (identifying 푣
with 푖(푣) ∈ 퐶(푉 )).
PROOF. Existence and properties of퐶(휙) are direct consequences of the
universal property of the Clifford algebra.
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For b) the universal property gives us an algebra homomorphism 휄 ∶ 퐶(푉 ) →
퐶(푉 )표푝 leaving the 푖(푣) fixed, it becomes an anti-automorphism of order 2
if we view it as a map from 퐶(푉 ) to itself. Putting 푥̄ = 휄(퐶(− Id푉 )(푥)) we
obtain the desired map. 
EXAMPLE 7.17. a) Let푄 be identically zero. Then the Clifford algebra
퐶(푉 ,푄) is isomorphic to the exterior algebra
⋀
푉 because in this
case the universal property of the Clifford algebra is the same as that
used in the definition of the exterior algebra by a universal property.
b) Let 푉 = 퐹푥 ≅ [푎] with 푎 ∈ 퐹 . Then 퐶(푉 ,푄) ≅ 퐹 [푋]∕(푋2 −
푎). In particular, if 푎 is not a square in 퐹 , the Clifford algebra is
isomorphic to the quadratic extension field 퐹 (
√
푎). The involution
푥 ↦ 푥̄ from Lemma 7.16 of the Clifford algebra maps to the non
trivial 퐹 -automorphism of the quadratic extension. We will also use
the notation (푎)퐹 for this algebra.
c) 푉 = 퐹푥 ⟂ 퐹푦 ≅ [푎, 푏] with 푎, 푏 ∈ 퐹 ×. Then 퐶(푉 ,푄) is generated
by 1, 푥, 푦, 푥푦 with 푥2 = 푎, 푦2 = 푏, 푥푦 = −푦푥 and hence (푥푦)2 =
−푎푏. Therefore, we have an algebra homomorphism from (푎, 푏)퐹 to
퐶(푉 ,푄) sending the standard basis vectors to 1, 푥, 푦, 푥푦. Since the
quaternion algebra (푎, 푏)퐹 is simple this must be an isomorphism and
we have that 퐶(푉 ,푄) is isomorphic to the quaternion algebra (푎, 푏)퐹
over 퐹 . The involution 푥 ↦ 푥̄ from Lemma 7.16 of the Clifford
algebra maps to the quaternionic conjugation.
d) Let (푉 ,푄) ≅ [푎, 푏, 푐] with 푎, 푏, 푐 ∈ 퐹 ×. We claim that one has then
퐶0(푉 ) ≅ (−푎푐,−푏푐)퐹
퐶(푉 ) ≅ 퐶0(푉 )⊗ (−푎푏푐)퐹 ,
where (−푎푏푐)퐹 denotes (as above) the algebra 퐹 [푋]∕(푋
2 + 푎푏푐).
To prove this, let 푥1, 푥2, 푥3 be an orthogonal basis of (푉 ,푄)
with 푄(푥1) = 푎,푄(푥2) = 푏, 푄(푥3) = 푐. The even Clifford algebra
퐶0(푉 ,푄) is then generated as 퐹 -vector space by 1, 푓1 = 푥1푥3, 푓2 =
푥3푥2, 푓3 = 푐푥1푥2 with 푓
2
1
= −푎푐, 푓 2
2
= −푏푐, 푓1푓2 = 푓3 = −푓2푓1.
As above this gives us an algebra homomorphism from (−푎푐,−푏푐)퐹
onto 퐶0(푉 ,푄) which must be an isomorphism. The involution 푥 ↦
푥̄ fromLemma 7.16 of the Clifford algebra corresponds to the quater-
nionic conjugation under this isomorphism.
The subalgebra 퐹1 + 퐹푥1푥2푥3 ≅ (−푎푏푐)퐹 ⊆ 퐶(푉 ,푄) com-
mutes with 퐶0(푉 ) and generates 퐶(푉 ,푄) together with 퐶0(푉 ,푄).
The universal property of the tensor product gives us an algebra ho-
momorphism from (−푎푐,−푏푐)퐹 ⊗ (−푎푏푐)퐹 onto 퐶(푉 ,푄) which is
an isomorphism since (−푎푐,−푏푐)퐹 ⊗ (−푎푏푐)퐹 is simple.
THEOREM 7.18. Let퐴,퐵 be finite dimensional퐹 -algebras withℤ∕2ℤ grad-
ings 퐴 = 퐴0 ⊕퐴1, 퐵 = 퐵0 ⊕퐵1.
7.2. THE CLIFFORD ALGEBRA 87
Then the tensor product of 퐹 -vector spaces 퐴 ⊗ 퐵 has a unique structure
as an 퐹 -algebra denoted by 퐴⊗̂퐵 with the property
(푎푖 ⊗ 푏푗)(푎
′
푘
⊗ 푏′
푙
) = (−1)푗푘푎푖푎
′
푘
⊗ 푏푗푏
′
푙
for all 푎푖 ∈ 퐴푖, 푎
′
푘 ∈ 퐴푘, 푏푗 ∈ 퐵푗 , 푏
′
푙 ∈ 퐵푙, 푖, 푗, 푘, 푙 ∈ {0, 1}. The algebra
퐴⊗̂퐵 is graded by setting
(퐴⊗̂퐵)0 = (퐴0 ⊗퐵0)⊕ (퐴1 ⊗퐵1), (퐴⊗̂퐵)1 = (퐴0 ⊗퐵1)⊕ (퐴1 ⊗퐵0)
as vector spaces and is called the graded tensor product of 퐴 and 퐵. It is
characterized up to unique isomorphismby the following universal property:
If 푓 ∶ 퐴 → 퐶, 푔 ∶ 퐵 → 퐶 are graded algebra homomorphisms of 퐴,퐵 to
the ℤ∕2ℤ graded 퐹 -algebra 퐶 satisfying
푓 (푎푖)푔(푏푗) = (−1)
푖푗푔(푏푗)푓 (푎푖) for 푎푖 ∈ 퐴푖, 푏푗 ∈ 퐵푗 , 푖, 푗 ∈ {0, 1}
there is a unique graded algebra homomorphism 휙 ∶ 퐴⊗̂퐵 → 퐶 satisfying
휙(푎 ⊗ 1퐵) = 푓 (푎), 휙(1퐴 ⊗ 푏) = 푔(푏) for all 푎 ∈ 퐴, 푏 ∈ 퐵.
PROOF. This an easy consequence of the universal property of the tensor
product of vector spaces, see e. g. [20]. 
THEOREM 7.19. Let (푉 ,푄) be a quadratic space over 퐹 with an orthogonal
decomposition 푉 = 푈1 ⟂ 푈2. Then 퐶(푉 ,푄) is isomorphic to the graded
product 퐶(푈1, 푄|푈1)⊗̂퐶(푈2, 푄|푈2).
PROOF. We have natural homomorphisms훼푗 ∶ 퐶(푈푗 , 푄|푈푗 ) → 퐶(푉 ,푄), 푗 =
1, 2. Since 푈1, 푈2 are orthogonal these satisfy 훼1(푢1)훼2(푢2) = −훼2(푢2)훼1(푢1)
for 푢1 ∈ 푈1, 푢2 ∈ 푈2 (identifying vectors with their images in the Clif-
ford algebra as usual), which implies 훼1(푥푖)훼2(푦푗) = (−1)
푖푗훼2)(푦푗)훼1(푥푖)
for 푥푖 ∈ 퐶푖(푈1, 푄|푈1), 푦푗 ∈ 퐶푗(푈2, 푄|푈−2) with 푖, 푗 ∈ {0, 1}. By the
universal property of the graded tensor product we obtain a graded alge-
bra homomorphism 휙 ∶ 퐶(푈1, 푄|푈1)⊗̂퐶(푈2, 푄|푈2) → 퐶(푉 ,푄) satisfying
휙(푥 ⊗ 1) = 훼1(푥), 휙(1⊗ 푦) = 훼2(푦) for 푥 ∈ 퐶(푈1, 푄|푈1), 푦 ∈ 퐶(푈2, 푄|푈2).
On the other hand, we have an퐹 -linearmap 푗 ∶ 푉 → 퐶(푈1, 푄|푈1)⊗̂퐶(푈2, 푄|푈2)
given by 푗(푢1 + 푢2) ∶= 푢1 ⊗ 1 + 1⊗ 푢2 for 푢1 ∈ 푈1, 푢2 ∈ 푈2, and 푗 satisfies
푗(푢1 + 푢2)
2 = (푄(푢1) +푄(푢2))1.
The universal property of the Clifford algebra gives us an 퐹 -algebra homo-
morphism 휓 ∶ 퐶(푉 ,푄) → 퐶(푈1, 푄|푈1)⊗̂퐶(푈2, 푄|푈2) satisfying 휓(푢1 +
푢2) = 푗(푢1 + 푢2) = 푢1 ⊗ 1 + 1 ⊗ 푢2 for 푢1 ∈ 푈1, 푢2 ∈ 푈2, and it is easily
checked that 휙, 휓 are inverses of each other. 
COROLLARY 7.20. Let (푉 ,푄) be a quadratic space over 퐹 of dimension 푛.
Then 퐶(푉 ,푄) has dimension 2푛 and 퐶0(푉 ,푄) has dimension 2
푛−1 as vector
space over 퐹 .
In particular the generators 푥
휖1
1
… 푥
휖푛
푛 with 휖푗 ∈ {0, 1} of 퐶(푉 ,푄) for a
basis (푥1,… 푥푛) of 푉 over 퐹 constitute a basis of 퐶(푉 ,푄) as a vector space
over 퐹 and the mapping 푖 ∶ 푉 → 퐶(푉 ,푄) is injective.
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PROOF. Since the Clifford algebra of a one dimensional space has di-
mension 2 over 퐹 this follows from the theorem. 
REMARK 7.21. It can be shown that in the more general context of Clifford
algebras of finitely generated projective quadratic modules over a commuta-
tive ring the mapping 푗 from the module to its Clifford algebra is injective,
see [15, 18]. In fact, it is enough to require that the quadratic form푄 can be
written as푄(푣) = 훽(푣, 푣) for a not necessarily symmetric bilinear form 훽. It
seems to be hard to find a counterexample if this condition is violated.
THEOREM 7.22. Let (푉 ,푄) be a non degenerate quadratic space over 퐹 of
dimension 푛, put 푚 = ⌊ 푛
2
⌋ and 훿(퐹 ×)2 = (−1)푚 det퐵(푉 ).
a) If 푛 is even, 퐶(푉 ,푄) is central simple over 퐹 and isomorphic to a
tensor product of quaternion algebras. The second Clifford algebra
퐶0(푉 ,푄) has center isomorphic to 퐹 [푋]∕(푋
2 − 훿) and is central
simple over 퐹 (
√
훿) if 훿 is not a square in 퐹 .
b) Let 푛 be odd. Then퐶0(푉 ,푄) is central simple over퐹 and isomorphic
to a tensor product of quaternion algebras. The center of 퐶(푉 ,푄)
is isomorphic to 퐹 [푋]∕(푋2 − 훿) ≅ (훿)퐹 and 퐶(푉 ,푄) is central
simple over 퐹 (
√
훿) if 훿 is not a square in 퐹 . Moreover, one has
퐶(푉 ,푄) ≅ 퐶0(푉 ,푄)⊗̂(훿)퐹 as graded algebras.
PROOF. We have already proven the assertion for 푛 = 1, 2, 3 and proceed
by induction for general 푛 > 3, assuming the assertion to be proven for
smaller dimensions.
We split 푉 into a sum 푉 = 푈 ⟂푊 with non degenerate푈,푊 , dim(푈 ) = 3
and have 퐶(푉 ,푄) ≅ 퐶(푈,푄)⊗̂퐶(푊 ,푄). By Example 7.17 and Theorem
7.19 we have퐶(푈,푄) ≅ 퐴푈⊗ (− det퐵(푈 ))퐹 , where퐴푈 is a trivially graded
quaternion algebra over 퐹 and is isomorphic to the second Clifford alge-
bra 퐶0(푈,푄). Again by Theorem 7.19 we have (− det퐵(푈 ))퐹 ⊗̂퐶(푊 ,푄) ≅
퐶(푊1, 푄1), where the (푛− 2) dimensional space (푊1, 푄1) is the orthogonal
sum of (푊 ,푄) and a one dimensional space of determinant −det퐵(푈 ), so
that 퐶(푉 ,푄) ≅ 퐴푈 ⊗ 퐶(푊1, 푄) (where the tensor product may be taken
ungraded since 퐴푈 is trivially graded). By the inductive assumption the
assertion follows. 
REMARK 7.23. The graded center 푍̂(퐴) of a ℤ∕2ℤ-graded algebra 퐴 is
defined as 푍̂(퐴) = 푍̂0(퐴) ⊕ 푍̂1(퐴) where 푧 ∈ 푍̂푖(퐴) ⊆ 퐴푖 satisfies 푧푎 =
(−1)푖푗푎푧 for all 푎 ∈ 퐴푗(퐴), see [27, 20]. A graded algebra is then called a
central simple graded algebra if it is simple and has trivial graded center. As
in the theory of central simple algebras, the tensor product of central simple
graded algebras is again a central simple graded algebra, and one can define
the Brauer-Wall group of central simple graded algebras, see again [27, 20].
In particular, one proves as above by induction that the Clifford algebra of
a non degenerate quadratic space is a central simple graded algebra and one
may consider its class in the Brauer-Wall group. Notice that [27] treats the
case that 퐹 has characteristic 2 as well, with slightly different definitions.
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7.3. The invariants of Clifford-Witt and Hasse
DEFINITION 7.24. Let (푉 ,푄) be a non degenerate quadratic space over the
field 퐹 .
a) TheClifford-Witt invariant 푐푤(푉 ) = 푐푤(푉 ,푄) is the class of퐶(푉 ,푄)
in the Brauer group 퐵푟(퐹 ) if 푛 = dim(푉 ) is even and the class of
퐶0(푉 ,푄) in 퐵푟(퐹 ) if 푛 is odd.
b) Let (푉 ,푄) ≅ [푎1,… , 푎푛]. Then the Hasse invariant 푠(푉 ) = 푠(푉 ,푄)
of (푉 ,푄) is the class of⨂
1≤푖<푗≤푛
(푎푖, 푎푗)퐹
in 퐵푟(퐹 ).
REMARK 7.25. a) Since both the Clifford-Witt and the Hasse invariant
are a product of classes of quaternion algebras in the Brauer group,
they are in fact elements of the 2-torsion subgroup 퐵푟2(퐹 ) of the
Brauer group of 퐹 .
b) The definition of the Hasse invariant seems to depend on the choice
of an orthogonal basis of 푉 . We will show that this is not the case.
c) The name Clifford-Witt invariant is a combination of the name Witt
invariant that has been T. Y. Lam in [20] and the names Clifford
invariant and Witt invariant used by W. Scharlau, who defines a
(more general) Witt invariant related to 퐾-theory by its relation to
the Hasse invariant and a Clifford invariant in the same way as we
do and then shows that they coincide when both are defined. The
invariant in this form seems to have first been used by C. T. C. Wall
in his article “Graded Brauer algebras” of 1964, without giving it a
name there (it is called the invariant퐷 of the Clifford algebra). Witt
used a related but somewhat different invariant.
THEOREM 7.26. Let (푉 ,푄), (푊 ,푄′) be non degenerate quadratic spaces
over 퐹 and write disc퐵(푉 ) = (−1)
⌊dim(푉 )∕2⌋ det퐵(푉 ). Then
푐푤(푉 ⟂ 푊 ) = 푐푤(푉 )푐푤(푊 )⋅
{
(disc퐵(푉 ), disc퐵′(푊 ))퐹 dim(푊 ) ≡ dim(푉 ) mod 2
(−disc퐵(푉 ), disc퐵′(푊 ))퐹 dim(푉 ) odd, dim(푊 ) even
.
PROOF. Let first 푉 ≅ [푑] have dimension 1. If dim(푊 ) is odd, we have
퐶(푉 ⟂ 푊 ) ≅ (푑)퐹 ⊗̂퐶(푊 )
≅ (푑)⊗̂(disc퐵′(푊 ))⊗̂퐶0(푊 )
≅ (disc퐵(푉 ), disc퐵′(푊 ))퐹 ⊗퐶0(푊 ),
which implies 푐푤(푉 ⟂ 푊 ) = (disc퐵(푉 ), disc퐵′(푊 ))퐹 푐푤(푉 )푐푤(푊 ).
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If dim(푊 ) ≥ 2 is even we set 푊 = 푊1 ⟂ [푎] and have, using Example
7.17,
퐶(푉 ⟂ 푊 ) = 퐶(푊1 ⟂ [푎, 푑])
≅ 퐶0(푊1)⊗̂(disc퐵′(푊1)퐹 ⊗̂(푎)퐹 ⊗̂(푑)퐹
≅ 퐶0(푊1)⊗̂(−푑 ⋅ disc퐵′(푊1),−푎푑)퐹 ⊗̂(−푎푑 ⋅ disc퐵′(푊1))퐹
and hence 퐶0(푊 ⟂ [푑]) ≅ 퐶0(푊1)⊗ (−푑 ⋅ disc퐵′(푊1),−푎푑)퐹 .
On the right hand side of the assertion we compute
푐푤(푊 )푐푤(푉 )(−푑,−disc퐵′(푊 ))퐹
= 퐶0(푊1)⊗̂(disc퐵′(푊1))퐹 ⊗̂(푎)퐹 (−푑,−disc퐵′(푊 ))퐹
= 푐푤(푊1) ⋅ (disc퐵′(푊1), 푎)퐹 ⋅ (−푑,−푎 ⋅ disc퐵′(푊1))퐹
= 푐푤(푊1)(푎, disc퐵′(푊1))퐹 (−푑, disc퐵′(푊1)퐹 (−푑,−푎)퐹
= 푐푤(푊1)(−푎푑, disc퐵′(푊1))퐹 (−푑,−푎푑)퐹
= 푐푤(푊1)(−푑disc퐵′(푊1),−푎푑)퐹 ,
and we are done with the case dim(푉 ) = 1.
We use now induction on dim(푉 ) + dim(푊 ). If both dimensions have op-
posite parity we may assume that dim(푉 ) is odd. We write 푉 = 푉1 ⟂ [푑]
and have
푐푤(푉 ⟂ 푊 )
= 푐푤(푉1 ⟂ 푊 ⟂ [푑])
= 푐푤(푉1 ⟂ 푊 )(−푑, disc퐵(푉1)disc퐵′(푊 ))퐹
= 푐푤(푉1)푐푤(푊 )(disc퐵(푉1), disc퐵′(푊 ))퐹 (−푑, disc퐵(푉1)disc퐵′(푊 ))퐹
= 푐푤(푉 )(−푑, disc퐵(푉1))퐹 푐푤(푊 )(disc퐵(푉1), disc퐵′(푊 ))퐹 (−푑, (disc퐵(푉1)disc퐵′(푊 ))퐹
= 푐푤(푉 )푐푤(푊 )(disc퐵(푉1),−푑)퐹 (disc퐵(푉1), disc퐵′(푊 ))퐹 (−푑, disc퐵(푉1)disc퐵′(푊 ))퐹
= 푐푤(푉 )푐푤(푊 )(disc퐵(푉1), disc퐵′(푊 ))퐹 (−푑, disc퐵′(푊 ))퐹
= 푐푤(푉 )푐푤(푊 )(−disc퐵(푉 ), disc퐵′(푊 ))퐹
as asserted.
If both dimensions have the same parity we assume first that both are even
and write 푉 = 푉1 ⟂ [푑] again and obtain
푐푤(푉 ⟂ 푊 )
= 푐푤(푉1 ⟂ 푊 )(푑, disc퐵(푉 )disc퐵′(푊 ))퐹
= 푐푤(푉1)푐푤(푊 )(−disc퐵(푉1), disc퐵′(푊 ))퐹 (푑, disc퐵(푉 )disc퐵′(푊 ))퐹
= 푐푤(푉 )푐푤(푊 )(푑, disc퐵(푉1))퐹 )(−disc퐵(푉1), disc퐵′(푊 ))퐹 (푑, disc퐵(푉 )disc퐵′(푊 ))퐹
= 푐푤(푉 )푐푤(푊 )(−푑disc퐵(푉1), disc퐵′(푊 ))퐹
= 푐푤(푉 )푐푤(푊 )(disc퐵(푉 ), disc퐵′(푊 ))퐹
as asserted. If finally both dimensions are odd, we obtain in the second step
above a factor (disc퐵(푉1),−disc퐵′(푊 ))퐹 instead of (−disc퐵(푉1), disc퐵′(푊 ))퐹
and proceed analogously. 
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COROLLARY 7.27. The Clifford-Witt invariant 푐푤(푉 ,푄) depends only on
theWitt class of (푉 ,푄). In particular, if (푉 ,푄) is hyperbolic or the orthogo-
nal sum of a hyperbolic space and a one dimensional space, the Clifford-Witt
invariant 푐푤(푉 ,푄) is trivial.
PROOF. From Example 7.17 we see that a hyperbolic plane has trivial
Clifford-Witt invariant. The corollary then follows from the theorem since
hyperbolic spaces have discriminant 1. 
PROPOSITION 7.28. The Clifford-Witt invariant and the Hasse invariant are
related by
푠(푉 ) = 푐푤(푉 ) ⋅
⎧⎪⎪⎨⎪⎪⎩
1 dim(푉 ) ≡ 1, 2 mod 8
(−1,−det퐵(푉 ))퐹 dim(푉 ) ≡ 3, 4 mod 8
(−1,−1)퐹 dim(푉 ) ≡ 5, 6 mod 8
(−1, det퐵(푉 ))퐹 dim(푉 ) ≡ 0, 7 mod 8
.
In particular, the Hasse invariant is independent of the choice of an orthog-
onal basis of (푉 ,푄).
PROOF. We write 푉 = 푉1 ⟂ [푎] and use induction on dim(푉 ); the
assertion is clear for dim(푉 ) = 1, 2. Assume dim(푉 ) > 2 and the as-
sertion to be proven for all smaller dimensions. We have always 푠(푉 ) =
푠(푉1)(푎, det퐵(푉1))퐹 by the multiplicative properties of the symbol ( , )퐹 .
If dim(푉1) is even, we have 푐푤(푉 ) = 푐푤(푉1)(−푎, (−1)
dim(푉 )∕2 det퐵(푉 ))퐹 ,
if dim(푉1) is odd, we have 푐푤(푉 ) = 푐푤(푉1)(푎, (−1)
(dim(푉 )−1)∕2 det퐵(푉 ))퐹 .
Upon inserting the relations given for 푉1 by the inductive assumption and
comparing the factors we obtain the assertion. 
REMARK 7.29. Let (푉 ,푄) be a non degenerate quadratic space of dimension
푛 = 2푚 or 푛 = 2푚 + 1 over 퐹 and푊 a hyperbolic space of dimension 2푚
over 퐹 , put 푉̃ = 푊 if dim(푉 ) = 2푚 is even and 푉̃ ≅ 푊 ⟂ [1] if dim(푉 )
is odd. Then 푐푤(푉 ) = 푐푤(푉 ⟂ 푉̃ ) and 푐푤(푉 ⟂ 푉̃ ) is the Brauer class of
the Clifford algebra of 푉 ⟂ 푉̃ . One could use this construction to define
the Clifford-Witt invariant without a distinction of cases between even and
odd dimensions. Witt defined his invariant in [29] similarly but used a space
푉 ′ ≅ [−1] ⟂ ⋯ ⟂ [−1] of dimension 푛 instead of our 푉̃ .
7.4. Classifying invariants over local and global fields
LEMMA 7.30. Let 퐹 = 퐹푣 be a local field of characteristic ≠ 2 with valu-
ation 푣. The subgroup of the Brauer group 퐵푟(퐹 ) generated by the classes
of quaternion algebras is isomorphic to {±1} if 퐹 ≇ ℂ and is trivial for
퐹 = ℂ.
Under this isomorphism the Brauer class of the algebra (푎, 푏)퐹 is mapped
to the Hilbert symbol (푎, 푏)푣.
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PROOF. The case 퐹 = ℂ is trivial, for 퐹 = ℝ it is well known that
the Hamilton quaternions are up to isomorphy the only quaternion division
algebra over퐹 . We therefore assume that퐹 is not archimedean in the sequel.
By Theorem 5.31 there is a unique isometry class of anisotropic quadratic
spaces of dimension 4 over 퐹 ,and this space has determinant 1 and is univer-
sal. It is therefore isometric to [1] ⟂ [−푎] ⟂ [−푏] ⟂ [푎푏] for some 푎, 푏 ∈ 퐹 ×
and is hence the quadratic space given by the quaternion algebra (푎, 푏)퐹 with
the quaternion norm as quadratic form. This quaternion algebra is therefore
the unique quaternion division algebra over 퐹 . 
REMARK 7.31. For a local field 퐹 we identify the the Brauer class of the
quaternion algebra (푎, 푏)퐹 with the Hilbert symbol (푎, 푏)푣 ∈ {±1}.
THEOREM 7.32. Over a local field퐹 of characteristic≠ 2 regular quadratic
spaces (푉 ,푄) are classified up to isometry by dimension, determinant, and
Clifford-Witt (or Hasse) invariant.
In particular, for given dimension and determinant there exist at most two
isometry classes of regular quadratic spaces over 퐹 .
PROOF. Dimension 1 is trivial, dimension 2 follows from Lemma 7.10
and Example 7.17, dimension 3 from Lemma 7.11 and Example 7.17, both
without any assumption on 퐹 .
Assume now that dim(푉 ) = dim(푊 ) = 푛 > 3 and that the assertion is true
for spaces of dimension smaller than 푛. The spaces 푉 ⟂ [−1],푊 ⟂ [−1]
are isotropic, having dimension≥ 5, hence 푉 , represent 1 and can be written
as푊 ≅ [1] ⟂ 푉 ′,푊 ≅ [1] ⟂ 푊 ′ with 푠(푉 ′) = 푠(푊 ′), det(푉 ′) = det(푊 ′)
the inductive assumption implies 푉 ′ ≅ 푊 ′, and the assertion follows. 
THEOREM 7.33. Let퐹 = 퐹푣 be a non archimedean local field of characteris-
tic ≠ 2, let (푉 ,푄) be a non degenerate quadratic space over 퐹 of dimension
≥ 2, not isometric to a hyperbolic plane.
Then there exists a non degenerate quadratic space (푊 ,푄′) over 퐹 of the
same dimension and determinant as (푉 ,푄) with 푠(푊 ) = −푠(푉 ) (hence
푐푤(푊 ) = −푐푤(푊 )).
PROOF. If dim(푉 ) = 2we put (푉 ,푄) ≅ [푎, 푏] and have 푠(푉 ) = 푐푤(푉 ) =
(푎, 푏)푣, by assumption −푎푏 is not a square in 퐹 . If −푎푏 is a unit choose 푐
to be a prime element 휋 in 퐹 , if −푎푏 is (up to squares) a prime element,
let 푐 ∈ 퐹 be a unit for which 퐹 (
√
푐) is the (unique) unramified quadratic
extension of 퐹 .
In both cases we have (푐푎, 푐푏)푣 = (푐푎,−푎푏)푣 = (푐,−푎푏)푣(푎, 푏)푣with (푐,−푎푏)푣 =
−1, so (푊 ,푄′) ≅ [푐푎, 푐푏] is as desired.
Let now dim(푉 ) ≥ 3 and let 푐 be the non square unit of 퐹 given above, let
푈 ≅ [1, 휋], 푈 ′ ≅ [푐, 푐휋], where 휋 is a prime element, we have det(푈 ) =
det(푈 ′) and 푐푤(푈 ) = −푐푤(푈 ′).
The space 푉 ⟂ 푈 has dimension ≥ 5 and is hence isotropic and universal,
so it represents 푐 and can be written as 푉1 ⟂ [푐], where 푉1 has dimension
4 and is hence universal as well, so it represents 푐휋. we can therefore write
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푈 ⟂ 푉 ≅ 푈 ′ ⟂ 푉 ′, where 푉 ′ has the same dimension and determinant as
푉 but opposite Clifford-Witt invariant. 
COROLLARY 7.34. For 푛 ≥ 3 there exists a (up to isometry unique) regular
quadratic space over the non archimedean local field 퐹 with char(퐹 ) ≠ 2
with given determinant and Clifford-Witt invariant.
PROOF. Obvious. 
THEOREM 7.35. Let 퐹 be a number field, fix 푛 ∈ ℕ and let non degenerate
quadratic spaces (푉푣, 푄푣) of dimension 푛 over 퐹푣 be given for all places 푣
of 퐹 , denote by 푆푣 resp. 푐푤푣 the Hasse resp. Clifford-Witt invariants for the
completion 퐹푣.
Then a quadratic space (푉 ,푄) over 퐹 with all completions isometric to the
given spaces (푉푣, 푄푣) exists if and only if one has
a) There exists 푑 ∈ 퐹 with 푑(퐹 ×
푣
)2 = det(푉푣) for all places 푣 of 퐹 .
b) The Hasse invariants 푠푣(푉푣) (equivalently: The Clifford-Witt invari-
ants) are equal to 1 for almost all places 푣.
c) The product of the Hasse (or the Clifford-Witt) invariants 푠푣(푉푣)
(resp. 푐푤푣(푉푣) over all places 푣 is 1.
PROOF. The necessity of the conditions follows immediately from the
reciprocity theorem for the Hilbert symbol. We have to prove the existence
of the global space if the conditions for the local spaces are satisfied; this is
trivial for 푛 = 1.
Let 푛 ≥ 2 and write (푉푣, 푄푣) ≅ [푎(푣)1 ,… , 푎(푣)푛 ] for all 푣 in the set of places Σ퐹
of 퐹 . Let 푇 ⊆ Σ퐹 be a finite set containing all archimedean places and all
places 푣with 푠푣(푉푣) = −1. By the weak approximation theorem of algebraic
number theory we find 푎1,… , 푎푛−1 ∈ 퐹 such that 푎푖 is in the square class of
푎(푣)푖 at all 푣 ∈ 푇 for 1 ≤ 푖 ≤ 푛 − 1.
The space푊 ≅ [푎1,… , 푎푛−1, 푑푎1푎2… 푎푛−1] over 퐹 of determinant 푑(퐹
×)2
satisfies푊푣 ≅ 푉푣 for all 푣 ∈ 푇 and hence 푠푣(푊푣) = 푠푣(푊푣) for all 푣 ∈ 푇 .
The set 푆 = {푣 ∈ Σ퐹 ∣ 푠푣(푊푣) = −푠푣(푉푣)} is therefore a finite subset of
Σ퐹 ⧵ 푇 satisfying푊푣 ≅ 푉푣 for all 푣 ∉ 푆, since for these 푣 both spaces have
Hasse invariant 1 (and the same determinant). On the other hand, for 푣 ∈ 푆
the spaces 푉푣 and 푊푣 have the same determinant and are not isometric, so
that in particular neither of these spaces over 퐹푣 can be a hyperbolic plane.
If 푆 ≠ ∅ we have 푆 = {푣 ∈ Σ퐹 ⧵ 푇 ∣ 푠푣(푊푣) = −1}, and one sees∏
푣∈푆
푠푣(푊푣) =
∏
푣∈푆
푠푣(푊푣)
∏
푣∉푆
푠푣(푉푣) =
∏
푣∈Σ퐹
푠푣(푊푣) = 1,
so that 푆 has even cardinality.
Again by weak approximation we find 훽 ∈ 퐹 × which is a square at all
archimedean places and not a square at all 푣 ∈ 푆, and by the Hilbert reci-
procity law we can find 훼 ∈ 퐹 × satisfying (훼, 훽)푣 = −1 if and only if 푣 ∈ 푆.
Let 푈,푈 ′ be binary quadratic spaces over 퐹 with 푈 ≅ [1,−훽], 푈 ′ ≅ [훼,-
푎푙푝ℎ푎훽]. We have 푠푣(푈
′) = (훼,−훼훽)푣 = (훼,−1)푣(훼,−훽)푣 = (훼, 훽)푣 for
푣 ∉ 푆, hence 푈푣 ≅ 푈
′
푣
for 푣 ∉ 푆 and 푈푣 ≇ 푈
′
푣
for 푣 ∈ 푆.
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For 푛 ≥ 3 and 푣 ∈ 푆 we obtain as in the proof of Theorem 7.32 that 푈 ′
푣
is
represented by 푈푣 ⟂ 푊푣. If 푛 = 2 holds, the space 푈푣 ⟂ 푊푣 represents 훼
since it is universal, and we can write푈푣 ⟂ 푊푣 ≅ [훼, 푐1, 푐2, 푐3]. If −훼훽 were
not represented by [푐1, 푐2, 푐3], the space [푐1, 푐2, 푐3, 훼훽] would be anisotropic,
hence of square determinant, so we had 훼훽 ∈ 푐1푐2푐3(퐹
×)2. From this we find
det(푈푣 ⟂ 푊푣) = 훼푐1푐2푐3(퐹
×)2 = 훽(퐹 ×)2 = −det(푈푣), which implies that
푊푣 is a hyperbolic plane, a contradiction. So 푈
′
푣
is represented by 푈푣 ⟂ 푊푣
in the case 푛 = 2 too. Since 푈푣 ≅ 푈
′
푣
for all 푣 ∉ 푆 we see that 푈 ′ is
represented by 푈 ⟂ 푊 locally everywhere, and by the Minkowski Hasse
local global principle we can write 푈 ⟂ 푊 ≅ 푈 ′ ⟂ 푊 ′ with some space
푊 ′ over 퐹 of dimension 푛 and determinant 푑 which satisfies 푠푣(푊
′
푣
) =
푠푣(푉푣) for all 푣 ∈ Σ퐹 as desired. 
COROLLARY 7.36. For any given signature (푛+, 푛−) there exists at most one
genus of even unimodular ℤ-lattices. Such a genus exists if and only if one
has 푛+ ≡ 푛− mod 8.
PROOF. An even unimodularℤ-lattice Λ of signature (푛+, 푛−) has deter-
minant (−1)푛− . The isometry class of Λ푝 is by Hensel’s lemma determined
by the isometry class of its reduction Λ푝∕푝Λ푝 as (regular) quadratic space
over 픽푝, which for odd 푝 is determined by the determinant. This shows that
the isometry class of the completion of the space 푉 supporting Λ is deter-
mined by the signature at all places ofℚ except perhaps at the prime 푝 = 2.
But then the Hilbert reciprocity law implies that the Hasse invariant at 2
is also determined, which by Theorem 7.32 implies that there is only one
possibility for the isometry class of the completion 푉2 at the prime 2, and
by the Minkowski-Hasse theorem the class of 푉 is determined by the fixed
signature. Finally, an even unimodular lattice has ℤ푝-maximal completions
at all primes 푝, and since all ℤ푝-maximal lattices on the same space 푉푝 are
isometric, the genus of such a lattice is uniquely determined, if it exists.
For the existence questionwe have by theHilbert reciprocity law that 푠2(푉2) =
(−1)
푛−(푛−−1)
2 . Moreover, the space 푉2 supports an even unimodular lattice of
determinant (−1)푛− and dimension 푛−+푛+ = 푛 if and only if 푛 = 2푚 is even
and 푉2 is hyperbolic, in which case its Hasse invariant is (−1)
푚(푚−1)
2 . This is
equivalent to 푛− ≡ 푚 mod 4, hence to 푛+ + 푛− = 2푚 ≡ 2푛− mod 8, which
is finally equivalent to 푛+ ≡ 푛− mod 8 as asserted. 
REMARK 7.37. There exist several different proofs of the last corollary. The
existence of such a lattice also follows from the explicit construction of the
positive definite 퐸8 root-lattice.
CHAPTER 8
The Maßformel of Smith, Minkowski and Siegel
In this chapter we continue the study of quadratic lattices over a ring of
integers 푅 in a global field 퐹 of characteristic different from 2, in particular
over the ring of integers of a number field. We keep the notations of chapter
6. If 푅 = 푅푇 for some fixed set 푇 of places of 퐹 we will usually omit 푇
in the notations. A (quadratic) 푅-module Λ for such an 푅 can always be
viewed as a lattice on the vector space 푉 = Λ⊗푅퐹 over 퐹 , with the natural
extension of the quadratic form푄 and its associated symmetric bilinear form
푏 to 푉 .
As a consequence of the Minkowski-Hasse theorem we had seen in Theo-
rem 6.15 that a lattice 푀 which is represented locally everywhere by the
lattice Λ is represented globally by some lattice in the genus of Λ. Siegel’s
Maßformel (or mass formula or measure formula), also called Siegel’s main
theorem for (integral) quadratic forms, gives a quantitative version of this
statement, expressing a weighted average over the genus of Λ of the num-
bers or measures of representations of 푀 by the lattices in the genus as a
product of local data. This extended earlier work of Smith and ofMinkowski
on the average of the inverses of the numbers of isometric automorphisms
of the lattices in a genus.
We take the occasion to add a comment on the naming of the formula:
In Siegel’s three fundamental articles “Über die analytische Theorie der
quadratischen Formen” written in german in Annals of Mathematics, Siegel
calls it the Massformel, following earlier terminology of Eisenstein und
Minkowski, who defined and investigated the “Maß eines Genus” (english:
the measure of a genus). Since the printer of the Annals apparently had no
type for the special german letter ß, the word was not printed as Maßformel
but as above asMassformel, which in later english texts changed tomass for-
mula. It is, however, concerned with measure (german: Maß), and not with
mass (german: Masse) and would better be translated as measure formula if
one doesn’want to use the original german word.
8.1. Class and genus of a representation
DEFINITION 8.1. Let푅 be a commutative ring and 휙푖 ∶ (푀,푄
′) → (Λ푖, 푄푖)
for 푖 = 1, 2 be representations of quadratic푅-modules. One says that 휙1, 휙2
belong to the same class of representations or that they are equivalent over
푅 if there is an isometry 휓 ∶ (Λ1, 푄1) → (Λ2, 푄2) with 휙2 = 휓◦휙1; one
writes then 휙2 ∈ cls(휙1).
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If 푅 is a ring of integers of the global field 퐹 the representations 휙1, 휙2 are
said to belong to the same genus (more precisely: 푅-genus or 푇 -genus for
푅 = 푅푇 ) of representations if their coefficient extensions to the completions
푅푣 are equivalent over 푅푣 for all 푣 ∈ Σ퐹 , one writes then 휙2 ∈ gen(휙1) or
휙2 ∈ gen푇 (휙1).
Obviously, genera of representations consist of full classes of representa-
tions and the relations of belonging to the same class or to the same genus
of representations are equivalence relations. If 휙 is a primitive representa-
tion then all representations in its class and in its genus are primitive.
Representations in the same class are by isometric quadratic modules. Simi-
larly, representations in the same genus are representations by lattices in the
same genus of lattices.
If 휙 ∶ (푀,푄′) → (Λ, 푄) is a representation we can instead consider the
representation 푖 = 푖휙 ∶ (휙(푀), 푄|휙(푀)) → (Λ, 푄) of the lattice 휙(푀) in the
class of푀 , where 푖 is the inclusion mapping. The following definition and
lemma allow us to restrict attention to inclusions (sometimes also called spe-
cial representations) of quadratic 푅-modules whenever that is convenient:
DEFINITION AND LEMMA 8.2. Let푀1,푀2 be submodules of the quadratic
푅-modules (Λ1, 푄1), (Λ2, 푄2) and denote by 푖1, 푖2 their respective inclusions
into Λ1,Λ2.
The inclusions 푖1, 푖2 are in the same class (or equivalent over 푅) if there
exists an isometry 휓 ∶ Λ1 → Λ2 with 휓◦푖1 = 푖2. If 푅 is a ring of integers in
a global field, they are in the same genus if they are equivalent over all 푅푣.
Two representations 휙1 ∶ (푀,푄
′) → (Λ1, 푄1), 휙2 ∶ (푀,푄
′) → (Λ2, 푄2)
of the quadratic 푅-module (푀,푄′) are in the same class if and only if the
inclusions 푖휙1 , 푖휙2 of the 휙푗(푀) into Λ푗 are in the same class of inclusions
as defined above, and analogously for the genus of representations resp.
inclusions.
PROOF. Obvious. 
LEMMA 8.3. Let (푀,푄′) and (Λ푗 , 푄푗) for 푗 = 1, 2 be quadratic lattices on
the quadratic spaces (푊 ,푄′), (푉1, 푄1), (푉2, 푄2) over 퐹 . Let 휙푗 ∶ 푀 → Λ푗
for 푗 = 1, 2 be representations in the same genus of representations.
Then there is a lattice Λ′ on 푉1 and a representation 휙
′ ∶ 푀 → Λ′ in the
class of the representation 휙2.
If one has here푀 ⊆ Λ1 and 휙1 is the inclusion mapping from푀 into Λ1,
the representation휙′ above can also be chosen to be the inclusion of푀 into
Λ′.
PROOF. By assumption (푉1, 푄1) is isometric to (푉2, 푄2) over all com-
pletions 퐹푣, by the Hasse-Minkowski theorem there exists an isometry 휎 ∶
푉2 → 푉1 over 퐹 . Then 휙
′ ∶= 휎◦휙2 ∶ 푀 → Λ
′ ∶= 휎(Λ2) is a representation
in the class of 휙2 as requested.
If we assume now that푀 is a sublattice of Λ1 and that 휙1 is the inclusion
mapping, we choose 휎 ∶ 푉2 → 푉1 and 휙
′ = 휎◦휙2 as above. The isometric
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map 휙′ ∶ 푀 → Λ′ ⊆ 푉1 extends to an isometry from the vector space
푈 ⊆ 푉1 over 퐹 generated by푀 onto the space푈
′ generated by휙′(푀) ⊆ 푉1.
We denote by 휌′ its inverse and find by the theorem of Witt an isometry 휌 ∈
푂(푉1, 푄1) extending 휌
′. The map 휙′′ = 휌◦휙′ ∶ 푀 → Λ′′ ∶= 휌(Λ′) ⊆ 푉1 is
then the identity on 푈 , so that 휙′′ and Λ′′ are as requested. 
The next theorem transfers the study of the classes in the genus of a fixed
representation into the study of double cosets in adelic orthogonal groups.
THEOREM 8.4. Let 푅 be a ring of integers in the global field 퐹 , let Λ be
an 푅-lattice on the non degenerate quadratic space (푉 ,푄) over 퐹 . Let
푉 = 푊 ⟂ 푈 be an orthogonal splitting of 푉 into non degenerate sub-
spaces 푊 ,푈 , write 푂푈 (퐹 ), 푂푉 (퐹 ), 푂푊 (퐹 ) for the orthogonal groups of
the spaces (푈,푄), (푉 ,푄), (푊 ,푄) and 푂푈 (픸퐹 ), 푂푉 (픸퐹 ), 푂푊 (픸퐹 ) for their
adelizations, consider the (adelic) orthogonal groups of푈,푊 as subgroups
of the (adelic) orthogonal group of 푉 (acting trivially on the respective or-
thogonal complement).
Let 푀 ⊆ Λ be a lattice on푊 and denote by 푖Λ′ = 푖푀,Λ′ the inclusion map
of푀 into any lattice Λ′ on 푉 containing푀 .
Then 푂푈 (픸퐹 ) acts transitively on the set of inclusions 푖푀,Λ′ in the genus of
the inclusion 푖푀,Λ by 푖푀,Λ ↦ 푖푀,휙(Λ) for 휙 ∈ 푂푈 (픸퐹 ). This action induces a
transitive action on the set of classes of representations in the genus of 푖푀,Λ.
The stabilizer of 푖푀,Λ is the group
푂푈 (픸퐹 ; Λ) ∶= 푂푈 (픸퐹 ) ∩ 푂Λ(픸퐹 ) = {휙 ∈ 푂푈 (픸퐹 ) ∣ 휙(Λ) = Λ}.
For 휙, 휙′ ∈ 푂푈 (픸퐹 ) the inclusions 푖푀,휙(Λ), 푖푀,휙′(Λ) are in the same class if
and only if
푂푈 (퐹 )휙푂푈 (픸퐹 ; Λ) = 푂푈 (퐹 )휙
′푂푈 (픸퐹 ; Λ),
i.e., one has a bijection between classes of representations in the genus of
푖푀,Λ and double cosets 푂푈 (퐹 )휙푂푈,Λ(픸퐹 ) with 휙 ∈ 푂푈 (픸퐹 ).
PROOF. Obvious. 
REMARK 8.5. The theorem implies that we have a bijection between classes
of representations in the genus of 푖푀,Λ and double cosets푂푈 (퐹 )휙푂푈 (픸퐹 ; Λ)
in 푂푈 (픸).
THEOREM 8.6. Let 푅 be the ring of integers of the number field 퐹 , let 푀
be an 푅- lattice on the non degenerate quadratic space (푊 ,푄′) over 퐹 .
Then for any given dimension 푛 and fixed 푑 ∈ ℕ there are only finitely many
classes of representations of (푀,푄′) into (Λ, 푄), where Λ is an integral 푅-
lattice on a non degenerate quadratic space (푉 ,푄) of dimension 푛 over 퐹
such that the norm of the volume ideal of (Λ, 푄) equals 푑.
PROOF. We can restrict attention to inclusions 푀 → Λ. With 푉 =
푊 ⟂ 푈 we put 퐾 = Λ ∩ 푈 . By Theorem 2.16 (which, as noticed in
Section 2.3) stays valid for lattices over 픬 we have 픳푏퐾 ∣ 픳푏(푀)픳푏Λ by b)
of that Theorem. By the version of Theorem 6.10 for number rings (see
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the remark after that theorem) there are only finitely many possibilities for
the isometry class of 퐾 , denote representatives by (퐾푖, 푄푖) and by 푈푖 the
퐹 -space generated by 퐾푖, put 푉푖 = 푊 ⟂ 푈푖. If 휓 ∶ 퐾 → 퐾푖 is an isometry,
the inclusion of푀 into the lattice (Id푊 , 휓)(Λ) ⊆ 푀
# ⟂ 퐾#
푖
⊆ 푉푖 (where the
duals are taken with regard to the spaces of the lattices푀,퐾푖) is in the class
of the inclusion푀 → Λ and has image in one of the finitely many lattices
lying between푀 ⟂ 퐾푖 and푀
# ⟂ 퐾#
푖
. Taken together, the given inclusion
푀 → Λ is in the class of one of finitely many inclusions, as asserted. 
It is of interest to study representations of degenerate lattices as well, e.g.
representations of 0. Indeed with a suitable primitivity condition we can
extend the finiteness statement above to that situation.
DEFINITION 8.7. Let휙 ∶ 푀 → Λ be a representation of lattices on quadratic
spaces (푊 ,푄′), (푉 ,푄) and extend 휙 to an isometric map (also denoted by
휙) from푊 to 푉 .
The representation 휙 is said to be of imprimitivity bounded by 푐 ∈ ℕ if one
has (휙(푊 ) ∩ Λ ∶ 휙(푀)) ≤ 푐. We also call the index (휙(푊 ) ∩ Λ ∶ 휙(푀))
the imprimitivity index of the representation 휙.
REMARK 8.8. Obviously 휙 is primitive if and only if it is of imprimitivity
bounded by 1. Since representations in the same class have the same im-
primitivity index and the imprimitivity index can assume arbitrarily large
values for representations of a degenerate lattice, it is clear that a finiteness
statement as in the theorem above can not hold for representations of degen-
erate lattices unless one imposes a bound on the imprimitivity index.
THEOREM 8.9. Let푀 be a lattice on the quadratic space (푊 ,푄′) over the
number field 퐹 . Then for any given dimension 푛 and fixed 푐, 푑 ∈ ℕ there
are only finitely many classes of representations of (푀,푄′) into (Λ, 푄) of
imprimitivity bounded by 푐, where Λ is an integral lattice on a non degen-
erate quadratic space (푉 ,푄) of dimension 푛 over 퐹 such that the norm of
the volume ideal of (Λ, 푄) equals 푑.
PROOF. Again we have to consider only inclusions 푖푀,Λ ∶ 푀 → Λ. We
can moreover restrict attention to primitive representations: If 푖푀Λ ∶ 푀 →
Λ is (without loss of generality) an inclusion of imprimitivity index bounded
by 푐 and푀 ′ = 푊 ∩Λ, then푀 is one of the finitely many sublattices of푀 ′
of index ≤ 푐, so if there are only finitely many possibilities for the class of
the inclusion 푖푀 ′,Λ, the same holds for the class of 푖푀,Λ.
For simplicity we treat the case ℝ = ℤ first and indicate the necessary
changes for general 푅 in the end.
We assumefirst that rad(푀) =푀 , i.e.,푄|푊 = 0, (푀,푄) is totally isotropic.
With 푏̃(푊 ) ∶ 푉 → 푊 ∗ as usual 푏̃(푀)(Λ) is a sublattice of full rank of 푀∗
(which we identify with {푓 ∈ 푊 ∗ ∣ 푓 (푀) ⊆ 푅}), so there are a basis
(푦∗
1
,… , 푦∗푟 ) of 푀
∗ and 푐1,… 푐푟 ∈ 푅 with 푐푖 ∣ 푐푖+1 such that the 푐푖푦
∗
푖 form a
basis of 푏̃(푀)(Λ). We choose 푧푖 ∈ 푐
−1
푖
Λ ⊆ 푉 with 푏̃(푀)(푧푖) = 푦
∗
푖
and denote
by (푥1,… , 푥푟) the basis of 푀 dual to (푦
∗
1
,… , 푦∗
푟
), by primitivity of 푀 it
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can be extended to a basis of Λ. We have then 푏(푥푖,Λ) = 푐푖ℤ and see by
looking at the Gram matrix of this basis of Λ that 푐1… 푐푟 divides det(Λ).
Since det(Λ) is fixed this leaves only finitely many possibilities for the 푐푖.
The 푐푖푧푖 are determined only modulo elements of the orthogonal comple-
ment 퐾 ⊇ 푀 of 푀 in Λ, so changing 푐푖푧푖 by vector in
∑푖
푗=1
ℤ푥푗 ⊆ 푀
for 1 ≤ 푖 ≤ 푟 we can achieve 0 ≤ 푏(푐푖푧푖, 푐푗푧푗) ≤ 푐푖 for 푗 ≤ 푖. The lattice
푀 ′ =푀 +
∑푟
푖=1 ℤ푐푖푧푖 ⊆ Λ is then a non degenerate sublattice of Λ of rank
2푟whose Grammatrix with respect to the basis (푥1,… , 푥푟, 푧1,… , 푧푟 is from
a finite supply, so there are only finitely many possible isometry classes for
푀 ′. Moreover, for each of these 푀 ′ there are only finitely many possible
classes of inclusions푀 → 푀 ′. By the previous theorem each of the pos-
sible non degenerate 푀 ′ has only finitely many classes of inclusions into
lattices Λ of rank 푛 and determinant 푑.
To sum up, each inclusion푀 → Λ is in the class of one of the finitely many
composite inclusions푀 → 푀 ′ → Λ constructed above, which proves the
assertion in the case of totally isotropic푀 over ℤ.
For general푀 we write푀 = rad(푀) ⟂푀1 with non degenerate (푀1, 푄).
By the previous theorem there are only finitely many classes of inclusions
푖푀1,Λ ∶ 푀1 → Λ with Λ integral of rank 푛 and determinant 푑, these lead
to finitely many possible isometry classes for the orthogonal complement
퐾 of 푀1 in Λ. Our result in the totally isotropic case implies that we have
to consider only finitely many classes of inclusions rad(푀) → 퐾 . Finally,
any inclusion 푖푀,Λ ∶ 푀 → Λ can be written as (푖rad(푀),퐾 , 푖푀1,Λ) as above, so
there are only finitely many classes of such inclusions, as asserted.
The case of general 푅 requires some modifications in the argument for the
totally isotropic case since we have used the existence of bases at several
points.
We have now 푀∗ = ⊕픞푖푦
∗
푖
, 푏̃(푀)(Λ) = ⊕픠푖픞푖푦
∗
푖
with linearly independent
푦푖 ∗∈ 푊
∗, fractional ideals 픞푖 from a fixed set of representatives of the ideal
classes in푅 and integral ideals 픠푖 ⊆ 푅. We choose again 푧푖 ∈ (픞푖픠푖)
−1Λ ⊆ 푉
with 푏̃(푊 )(푧푖) = 푦
∗
푖
and 푥1,… , 푥푟 ∈ 푊 with 푦
∗
푖
(푥푗) = 훿푖푗 = 푏(푧푖, 푥푗). We
have then 푀 = ⊕푟
푖=1
픞−1
푖
푥푖 and 푏(푥푖,Λ) = 픞푖픠푖. Over each completion all
the ideals are principal, so we can argue locally as in the case 푅 = ℤ to
see that 픠1… 픠푟 divides the volume ideal of Λ, thus there are again only
finitely many possibilities for these ideals. Changing the 푧푖 as above mod-
ulo 픠−1
푖
픞−1
푖
∑푖
푗=1
픞−1
푗
푥푗 ⊆ we can change 푏(푧푖, 푧푗) ∈ (픞푖픞푗픠푖픠푗)
−1 modulo
(픠푖픞푖픞푗)
−1 for 푗 ≤ 푖, which allows us to reduce the 푏(푧푖, 푧푗) to a finite set
of representatives of (픞푖픞푗픠푖픠푗)
−1 modulo (픠푖픞푖픞푗)
−1. There are hence only
finitely many possibilities for the isometry class of 푀 ⊕
∑푟
푖=1
픞푖픠푖푧푖 ⊆ Λ,
and the rest of the proof proceeds as above. 
THEOREM 8.10. Let푅 = 푅푣 be the ring of integers in the local non archimedean
field 퐹 = 퐹푣, let푀 be a lattice on the quadratic space (푊 ,푄
′) over 퐹 , let
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푐 ∈ ℕ. Then there are only finitely many classes of representations of im-
primitivity bounded by 푐 into non degenerate quadratic lattices (Λ, 푄) of
fixed rank 푛 and determinant 푑.
PROOF. As in the global case we can restrict attention to primitive inclu-
sions 푖푀,Λ ∶ 푀 → Λ. By considering the possible Jordan decompositions
of Λ of fixed rank and determinant one sees that there are only finitely many
possibilities for the isometry class of Λ. The rest of the proof goes through
as in the global case. 
COROLLARY 8.11. For 푀 as in the theorem and Λ fixed there are only
finitely many classes of representations of푀 by Λ.
All representations of 푀 by Λ for which the image of 푀 is regularly em-
bedded into Λ are in the same 푅 = 푅푣-class, in particular, if푀 is regular,
there is only one class of representations of푀 by Λ.
PROOF. The finiteness assertion is a consequence of the theorem. The
assertion for regularly embedded푀 follows from Theorem 1.44. 
THEOREM 8.12. Let 푅 be the ring of integers in the number field 퐹 , let푀
be an 푅 lattice on the quadratic space (푊 ,푄′) over 퐹 . Then the number
of genera of representations of푀 by lattices Λ′ in the genus of a fixed non
degenerate quadratic lattice (Λ, 푄) with index of imprimitivity bounded by
some fixed integer 푐 is finite.
PROOF. It is easily seen that for almost all places 푣 of 퐹 the representa-
tions of푀푣 by Λ푣 are regularly embedded and that the number of genera of
representations is the product over all 푣 of the numbers 푐푣(푀푣,Λ푣) of rep-
resentations of푀푣 by Λ푣 (with the boundedness condition on the imprimi-
tivity). Since almost all of these numbers are 1 the assertion follows. 
8.2. Representation and measures in the adelic orthogonal group
Let (푉 ,푄) be a quadratic space over the number field 퐹 , let Λ be a lattice
on 푉 . The adelic (special) orthogonal group 푂푉 (픸) = {휙 = (휙푣)푣∈Σ퐹 ∣
휙푣 ∈ 푂푉 (퐹푣), 휙푣(Λ) = Λ for almost all 푣} (resp. 푆푂푉 (픸)) of (푉 ,푄) carries
the restricted direct product topology coming from the topological groups
푆푂푉 (퐹푣), i.e., one has a basis of open sets of the form
∏
푣 푈푣, where each
푈푣 is open in 푂(퐹푣) and almost all 푈푣 are equal to 푂푉 (퐹푣; Λ) = {휙 ∈
푂(퐹푣) ∣ 휙(Λ) = Λ}. With respect to this topology 푂푉 (픸) is known to be
a locally compact group and as such carries an up to scalar multiplication
unique left invariant measure or Haar measure [5]. Moreover, if (푉 ,푄) is
non degenerate (which we assume in the sequel), the group is semisimple
and the Haar measure is biinvariant. We normalize the Haar measure on
the adele group 픸 = 픸퐹 by requiring that 픸퐹∕퐹 has measure 1. Using
some algebraic geometry a Haar measure on 퐺(픸) can be defined (for any
linear algebraic group퐺 defined over퐹 ) as a converging product 휇 =
∏
푣 휇푣
over all places of 퐹 of local Haar measures, using a left differential form
휔 ( a so called gauge form) on 퐺 defined over 퐹 ; a gauge form is unique
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up to 퐹 -multiples. The local integrals and measures are then defined by
identifying coordinate neighborhoods in 퐺(퐹푣) with subsets of 퐹
dim퐺
푣
and
the Haar measure on 픸dim퐺
퐹
induced from the Haar measure on 픸퐹 fixed
above. Changing 휔 by a factor 푐 changes the local measures 휇푣 by the factor|푐|푣, so that the product formula of algebraic number theory implies that
the Haar measure on the adelic orthogonal group attached to a gauge form
휔 defined over 퐹 is independent of the choice of the gauge form 휔. This
unique Haar measure 휇 on 퐺 attached to a gauge form is then called the
Tamagawa measure 휇, and it makes sense to define the Tamagawa number
of 퐺 as 휏(퐺) = 휇(퐺(퐹 )∖퐺(픸)). It is known that 휏(퐺) = 1 for connected
simple simply connected groups and that 휏(푆푂푉 ) = 2 for non degenerate
(푉 ,푄) independent of the (non degenerate) quadratic space (푉 ,푄). We will
take this for granted in the sequel, details can be found in [28, 19]. It will be
convenient to write
푂푉 (픸푓 ) = {휙 = (휙푣)푣∈(Σ퐹 ⧵∞ ∣ 휙푣 ∈ 푂푉 (퐹푣), 휙푣(Λ) = Λ for almost all 푣}
for the subgroup of finite adeles in the adelic orthogonal group and푂푉 (퐹∞) =∏
푣∈∞푂(퐹푣) for the archimedean component of푂푉 (픸), we have then푂푉 (픸) =
푂푉 (퐹∞) × 푂푉 (픸푓 ). We may also view both 푂푉 (퐹∞) and 푂푉 (픸푓 ) as sub-
groups of 푂푉 (픸) by setting the respective other components equal to 1.
Analogous notations are used for the special orthogonal group.
We have to explain in more detail what we mean by 휇(퐺(퐹 )∖퐺(픸)).
DEFINITION 8.13. Let 퐺 be a group acting transitively on the topological
space 푆 which carries a 퐺-invariant Borel measure. A Borel set  ⊆ 푆 is
called a fundamental domain for the action of 퐺 if 푆 is the disjoint union
of its translates 푔 for 푔 ∈ 퐺. The measure of  is then also called the
measure of the homogeneous space 퐺∖푆.
REMARK 8.14. a) Frequently one requires a fundamental domain to be
connected and to satisfy some smoothness condition on the bound-
ary. This will play no role in our case, so we omit such conditions.
b) It is known that two fundamental domains for the action of 퐺 on 푆
have the same measure, so the measure of 퐺∖푆 is a well defined
quantity.
DEFINITION 8.15. Let (푉 ,푄) be a quadratic space over 퐹 and let Λ be an
푅-lattice on 푉 , let푁 ∈ ℕ.
Then
퐻 ∶= 푂푉 (퐹 ; Λ, 푁Λ)
∶= {휙 ∈ 푂푉 (퐹 ) ∣ 휙(푥) ≡ 푥 mod 푁Λ for all 푥 ∈ Λ} ⊆ 푂푉 (퐹 ; Λ)
is called a principal congruence subgroup in 푂푉 (퐹 ).
Principal congruence subgroups in 푂푉 (퐹푣), 푂푉 (픸), 푂푉 (픸푓 ) (where 푣 is a
non archimedean place of 퐹 ) and in the corresponding special orthogonal
groups are defined analogously.
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A subgroup 퐻 of 푂푉 (퐹 ) (resp. 푂푉 (퐹푣), 푂푉 (픸), 푂푉 (픸푓 ) or the respective
special orthogonal groups) is called a congruence subgroup if it contains a
principal congruence subgroup with finite index.
REMARK 8.16. a) Since for 휙 ∈ 푂푉 (퐹 ) one has 푂푉 (퐹 ;휙Λ, 푁휙Λ) =
휙푂푉 (퐹 ; Λ, 푁Λ)휙
−1, all conjugates of congruence subgroups are con-
gruence subgroups (globally, locally, adelically).
b) In the non archimedean local and in the adelic case (restricted to the
finite adeles 픸푓 ) the congruence subgroups are precisely the com-
pact open subgroups of 푂푉 (퐹푣), 푂푉 (픸푓 ), they form a basis of open
neighborhoods of the identity element.
c) A congruence subgroup퐻 of푂푉 (픸) is of the shape퐻 = 푂푉 (퐹∞)×
퐻푓 , where퐻푓 is a congruence subgroup of 푂푉 (픸푓 ).
LEMMA 8.17. Let (푉 ,푄) be a non degenerate quadratic space over the num-
ber field 퐹 with ring of integers푅, let Λ be a lattice on 푉 . Let 푉 = 푈 ⟂ 푊
be an orthogonal splitting of 푉 into non degenerate subspaces of (푉 ,푄).
Then 푂푈 (퐹 ; Λ) is a congruence subgroup of 푂푈 (퐹 ). The analogous asser-
tion is true for the non archimedean local and adelic (special) orthogonal
groups.
PROOF. Let 퐾1 = 푈 ∩Λ and denote by퐾2 ⊇ 퐾1 the orthogonal projec-
tion pr푈 (Λ) ofΛ to푈 , let푁 ∈ ℕ satisfy푁퐾2 ⊆ 푁1. For휙 ∈ 푂푈 (퐹 ;퐾2, 푁퐾2)
we have then 휙(푧) − 푧 ∈ Λ for all 푧 ∈ 퐾2. We consider 푥 = 푦 + 푧 ∈ Λ
with 푦 ∈ 푊 , 푧 ∈ 퐾2 and extend 휙 to all of 푉 by letting it act trivially on
푊 , obtaining 휙(푥) = 푥 + (휙(푧) − 푧) ∈ Λ. This gives 푂푈 (퐹 ;퐾2, 푁퐾2) ⊆
푂푈 (퐹 ; Λ) ⊆ 푂푈 (퐹 ;퐾2), so 푂푈 (퐹 ; Λ) is a congruence group. The proof
carries over to the non archimedean local and to the adelic situation without
change. 
LEMMA 8.18. Let Λ1,Λ2 be lattices on 푉 and 푁1, 푁2 ∈ ℕ. Then the prin-
cipal congruence subgroups 푂푉 (퐹 ; Λ1, 푁1Λ1), 푂푉 (퐹 ; Λ2, 푁2Λ2) are com-
mensurable, i.e., their intersection has finite index in both of them.
The same assertion holds for non archimedean local and adelic congruence
subgroups of the (special) orthogonal group.
PROOF. It is enough to prove the assertion for 푁1 = 푁2 = 1 since
푂푉 (퐹 ; Λ, 푁Λ) has finite index in 푂푉 (퐹 ; Λ) for any푁 .
One can find nonzero 푎, 푏 ∈ ℤwith 푎푏Λ1 ⊆ 푎Λ2 ⊆ Λ1. Then푂푉 (퐹 ; Λ1, 푎푏Λ1)
is contained in 푂푉 (퐹 ; Λ2) ∩ 푂푉 (퐹 ; Λ1) and has finite index in 푂푉 (퐹 ; Λ1).
In the same way one sees that the intersection has finite index in 푂푉 (퐹 ; Λ2).
It is clear that the proof works for the non archimedean local and the adelic
case as well. 
REMARK 8.19. For the applications towards Siegel’s theorem the Haar mea-
sure on local and adelic (special) orthogonal groups is actually needed only
for measurable sets which are finite unions of translates of congruence sub-
groups (often called congruence sets). Since all congruence subgroups have
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finite index over intersections of finitely many of them, any congruence set
is a finite union of cosets of a single congruence subgroup 퐻 , i.e., it is of
the shape ∪푟
푖=1
휙푖퐻 and has measure 푟휇(퐻). In [15] this is used to define an
invariant measure (or more correctly: an invariant measuring function) on
congruence sets in the non archimedean local situation by setting 휇(퐻0) = 1
for some fixed congruence subgroup퐻0, defining
휇(퐻) ∶=
(퐻 ∶ 퐻0 ∩퐻)
(퐻0 ∶ 퐻0 ∩퐻)
for congruence subgroups 퐻 and 휇(∪푟
푖=1
휙푖퐻) = 푟휇(퐻) for an arbitrary
congruence set; the latter number is easily seen to be independent of the
representation of the congruence set as a finite union of cosets. It is also
clear that on congruence sets it agrees with the Haar measure normalized
to 휇(퐻0) = 1 and that any such left invariant measuring function must be a
scalar multiple of this 휇.
Moreover, it is not difficult to prove that it is also right invariant without
using this property for the Haar measure: For 휙 ∈ 푂푉 (퐹 ) the function 휇
′
on congruence sets given by 휇′(푋) ∶= 휇(푋휙) is a left invariant measuring
function as well, hence 휇′ = 푐(휙)휇 with 푐(휙◦휓) = 푐(휙)푐(휓). Since the
orthogonal group is generated by reflections 휏 which satisfy 휏2 = Id푉 , one
must have 푐(휙)=1 for all 휙. The problem is then to choose the normaliza-
tions of the local measures in such a way that their product over all places
(including the archimedean ones, where the measure has to be defined by
analytic means) is the (uniquely normalized) Tamagawa measure.
It should be noted that in thisway one can also define a biinvariantmeasuring
function on the set of all finite unions of cosets of congruence subgroups of
the global orthogonal group푂푉 (퐹 ) for a number field퐹 . For the congruence
subgroups this is then up to a constant multiple the inverse of the measure of
a fundamental domain for the action of the congruence subgroup on푂푉 (퐹∞)
by left translations.
THEOREM 8.20. Let (푉 ,푄) be a non degenerate quadratic space over the
number field 퐹 with ring of integers 푅, let퐻 be a congruence subgroup of
푂푉 (픸), assume that a fundamental domain ∞ for the action of 푂푉 (퐹 ) ∩퐻
by left translations on 푂푉 (퐹∞) is given, write 퐻푓 = 퐻 ∩ 푂푉 (픸푓 ) for the
finite part of퐻 .
Then ∞ × 퐻푓 is a fundamental domain both for the action of 푂푉 (퐹 ) on
푂푉 (퐹 )퐻 and for the action of 푂푉 (퐹 ) ∩퐻 on퐻 .
PROOF. For 휎1, 휎2 ∈ 푂푉 (퐹 ) one has 휎1(∞ ×퐻푓 ) ∩ 휎2(∞ ×퐻푓 ) = ∅
since otherwise one had 휎−1
2
휎1 ∈ 푂푉 (퐹 ) ∩ 퐻 with 휎
−1
2
휎1∞ ∩ ∞ ≠ ∅,
in contradiction to the assumption that ∞ is a fundamental domain for the
action of 푂푉 (퐹 ) ∩퐻 on 푂푉 (퐹∞).
Since one has
퐻 = 푂푉 (퐹∞) ×퐻푓 = ⊍휎∈퐻∩푂푉 (퐹 )휎(∞ ×퐻푓 )
푂푉 (퐹 )퐻 = ∪휎∈푂푉 (퐹 )휎(∞ ×퐻푓 ),
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the assertion follows. 
REMARK 8.21. If 퐹 is totally real and (푉 ,푄) totally definite, the group
푂푉 (퐹∞) is compact and 푂푉 (퐹 ) ∩퐻 is finite, so that it is not difficult to find
a fundamental domain∞ of finite measure as assumed above. One has then
휇(푂푉 (퐹∞)) = |퐻 ∩ 푂푉 (퐹 )| ⋅ 휇(∞).
Siegel has shown [25] that in the indefinite case a fundamental domain of
finite volume exists too, a more general version of this statement for arith-
metic groups is due to Borel and Harish-Chandra, see [3].
COROLLARY 8.22. In the situation of the theorem let 휙 = (휙∞, 휙푓 ) ∈
푂푉 (픸) and assume that ∞,휙 is a fundamental domain for the action of
푂푉 (퐹 ) ∩ 휙퐻휙
−1 on 푂푉 (퐹∞) by left translation.
Then ∞,휙 × 휙푓퐻푓 is a fundamental domain for the action of 휙퐻휙−1 ∩
푂푉 (퐹 ) on 푂푉 (퐹∞) ×휙푓퐻푓 and for the action of 푂푉 (퐹 ) on the double coset
푂푉 (퐹 )휙퐻 ⊆ 푂푉 (픸).
PROOF. Obvious. 
THEOREM 8.23 (Siegel’s main theorem on quadratic forms, first version).
Let (푉 ,푄) be a non degenerate quadratic space over the number field 퐹
with ring of integers푅, let퐻 be a congruence subgroup of 푆푂푉 (픸) and let
푆푂푉 (픸) = ⊍
푟
푖=1
푆푂푣(퐹 )휙푖퐻
be a finite disjoint coset decomposition. Assume that fundamental domains
∞,휙푖 for the action of 푆푂푉 (퐹 ) ∩ 휙푖퐻휙−1푖 by left translations on 푆푂푉 (퐹∞)
are given for 1 ≤ 푖 ≤ 푟 and let 휇 be the Tamagawa measure on 푆푂푉 (픸),
factored as 휇 = 휇∞ ⋅ 휇푓 with Haar measures 휇∞ on 푆푂푉 (퐹∞) and 휇푓 =∏
푣∉∞ 휇푣 on 푆푂푉 (픸푓 ).
Then one has
푟∑
푖=1
휇∞(∞,푖) = 2휇푓 (퐻푓 ) .
In particular, if 퐹 is totally real and (푉 ,푄) totally definite and if in addition
퐻푓 =
∏
푣∉∞퐻푣 one has
푟∑
푖=1
1|푆푂푉 (퐹 ) ∩ 휙푖퐻휙−1푖 | = 2휇∞(푆푂푉 (퐹∞))∏푣∉∞ 휇푣(퐻푣) .
8.3. Computation of the local measures, non-archimedean places
In this section 퐹 is a non archimedean local field with ring of integers 푅,
prime element 휋, maximal ideal 푃 = (휋) and residue field 푅∕푃 = 픽푞.
We want to express the local measures in terms of numbers of solutions of
certain congruences. An important tool will be a quantitative refinement of
Theorem 5.15 (Hensel’s Lemma):
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LEMMA 8.24. Let (푉 ,푄) and (푊 ,푄′) be finite dimensional quadratic spaces
over 퐹 with associated symmetric bilinear forms 푏, 푏′ and let 퐿,푀 be lat-
tices of ranks 퓁, 푚 in 푉 ,푊 respectively. Let 푘 ∈ ℕ be such that 푃 푘푄′(푀) ⊆
푃 .
Let 푓 ∶ 퐿 → 푊 be an 푅-linear map with 푏(푓 (퐿),푀) ⊆ 푅 and write 푏̃′푓
for the linear map from푊 to Hom푅(퐿, 퐹 ) with 푏̃
′
푓 (푧)(푥) = 푏
′(푓 (푥), 푧) for
all 푥 ∈ 퐿.
Assume that one has
a) 퐿∗ = 푏̃′푓 (푀) + 푃퐿
∗
b) 푄′(푓 (푥)) ≡ 푄(푥) mod 푃 푘 for all 푥 ∈ 퐿
Then the number of modulo 푃 푘+1푀 distinct 푅- linear maps 푓 ′ ∶ 퐿 → 푊
with 푓 ′(푥) ≡ 푓 (푥) mod 푃 푘푀 and 푄′(푓 ′(푥)) ≡ 푄(푥) mod 푃 푘+1 for all 푥 ∈
퐿 is equal to 푞퓁푚−
퓁(퓁+1)
2 .
All of these also satisfy the condition 퐿∗ = 푏̃′푓 ′(푀) + 푃퐿
∗
PROOF. As in the proof of Theorem 5.15 we write 푓 ′ = 푓 + 푔 where 푔
maps 퐿 into 푃 푘푀 and satisfies
푏̃′푓 (푔(푦))(푥) ≡ −훽(푥, 푦) mod 푃 푘+1
for all 푥, 푦 ∈ 퐿.
Now, for any 픽푞-linear map ℎ̄ ∶ 퐿∕푃퐿 → 푀∕푃푀 we can define an 픽푞-
valued quadratic form 푄̄ℎ̄ on 퐿∕푃퐿 by
푄̄ℎ̄(푥̄) ∶= −푏̄((푓 (푥), ℎ̄(푥)),
and the modulo 푃 푘+1 distinct maps 푔 as above can be obtained as 푔 = 휋푘ℎ,
where ℎ ∶ 퐿 → 푀 is considered modulo 푃 . As in the proof of Theorem
5.15 we see that the linear map ℎ̄ ↦ 푄̄ℎ̄ from Hom픽푞 (퐿∕푃퐿,푀∕푃푀) to
the space 푋 of 픽푞-valued quadratic forms on 퐿∕푃퐿 is surjective. Since
Hom
픽푞
(퐿∕푃퐿,푀∕푃푀) has dimension 퓁푚 and the space 푋 has dimension
퓁(퓁+1)
2
, the assertion follows. 
COROLLARY 8.25. LetΛ be a lattice on the non degenerate quadratic space
(푉 ,푄) over 퐹 of dimension 푛, let 푘 ∈ ℕ be such that 푃 푘푄(Λ#) ⊆ 푃 holds.
Then with푂푉 (퐹 ; Λ, 푃
푘Λ#) = {휙 ∈ 푂푉 (퐹 ; Λ) ∣ 휙(푥)−푥 ∈ 푃
푘Λ# for all 푥 ∈
Λ} and 퐴(Λ,Λ mod 푃 푘Λ#) ∶= |{휙 ∈ Hom푅(Λ,Λ∕푃 푘Λ#) ∣ 푄(휙(푥)) ≡
푄(푥) mod 푃 푘 for all 푥 ∈ Λ}| one has
(푂푉 (퐹 ; Λ, 푃
푘Λ#) ∶ 푂푉 (퐹 ; Λ, 푃
푘+1Λ#)) = 푞푛
푛−1
2
and
(푂푉 (퐹 ; Λ) ∶ 푂푉 (퐹 ; Λ, 푃
푘Λ#)) = 퐴(Λ,Λ mod 푃 푘Λ#).
If 휇 is a Haar measure on 푂푉 (퐹 ) one has
휇(푂푉 (퐹 ; Λ, 푃
푘Λ#))
휇(푂푉 (퐹 ; Λ, 푃
푘+1Λ#))
= 푞
푛(푛−1)
2 .
PROOF. This follows directly from Theorem 5.15 and the lemma. 
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PROPOSITION 8.26. Let (푉 ,푄) be a non degenerate quadratic space over
퐹 of dimension 푛, let Λ be an 푅- lattice on 푉 with 푄(Λ) ⊆ 푅. Identify
End퐹 (푉 ) with푀푛(퐹 ) and End푅(Λ) with푀푛(푅) with respect to some fixed
푅-basis of Λ, equip 퐹 with the (additive) Haar measure 휇퐹 under which 푅
has measure 1.
Let 휔 =
⋀
푖,푗 푑푥푖푗 denote the gauge form on  ∶= End퐹 (푉 ) which induces
(with the given choice of 휇퐹 and the given coordinate mappings) the Haar
measure 휇 on  with 휇 (End푅(Λ)) = 1.
Let 휇 denote the Haar measure on  ∶= 푀 sym푛 (퐹 ) with 휇(푀 sym푛 (푅)) = 1,
denote by 휔 the gauge form on  inducing 휇 and write ∗ = {푆 ∈  ∣
푆 = 푡푋푆0푋 for an 푋 ∈ 퐺퐿푛(퐹 )}.
Denote by 푆0 ∈  the Gram matrix of Λ with respect to the given basis of
Λ and put  (푆0)
푆
∶= {푋 ∈  ∣ 푡푋푆0푋 = 푆} for 푆 ∈  .
Then there exists a differential form휔 of degree 푛(푛−1)
2
on  such that for the
measure 휇
(푆0)
푆 associated to the restriction of 휔 to  (푆0)푆 (for 푆 ∈ ∗) one
has
∫ 푓 (푋)푑휇 = ∫∗
(
∫ (푆0)
푆
푓 (푋)푑휇
(푆0)
푆
)
푑휇
for any integrable function 푓 on  .
The measure 휇푆0 ∶= 휇
(푆0)
푆0
is then a Haar measure on  (푆0)
푆0
= 푂푉 (퐹 ), in-
duced by the gauge form 휔| (푆0)
푆0
on 푂푉 (퐹 ).
PROOF. This follows from the theory of differential forms on algebraic
varieties and their associated measures. An explicit construction is given in
[2]. 
REMARK 8.27. If we replace푄 by 푐푄 and hence푆0 by 푐푆0, we change휇푆0 to
휇푐푆0 = |푐|− 푛(푛+1)2푣 휇푆0 . Similarly, changing the Grammatrix푆0 to푆 ′0 = 푡푈푆0푈
with 푈 ∈ 퐺퐿푛(퐹 ) changes the measure by a factor of | det(푈 )|−푛−1푣 (the
map sending 푆 ∈ 푀 sym푛 (퐹 ) to
푡푈푆푈 is easily seen to have determinant
(det(푈 ))푛+1).
PROPOSITION 8.28. With notations as above one has for 푘 ∈ ℕ satisfying
푃 푘푄(Λ#) ⊆ 푃 , 푃 푘Λ# ⊆ Λ:
휇푆0(푂푉 (퐹 ; Λ)) = |2|−푛푣 푞−푘푛 푛−12 퐴(Λ,Λ mod 푃 푘Λ)
= |2|−푛
푣
푞−푘푛
푛−1
2 |det푏(Λ)|−푛푣 퐴(Λ,Λ mod 푃 푘Λ#).
PROOF. We prove the first equality, the second one is then a trivial con-
sequence.
We take for 푓 the characteristic function of {휙 ∈ End푅(Λ) ∣ 푄(휙(푥)) ≡
푄(푥) mod 푃 푘 for all 푥 ∈ Λ} and notice that this property depends only on휙
modulo 푃 푘Λ (in fact, only on휙modulo 푃 푘Λ#). If푋 is the matrix associated
to 휙 this is equivalent to 푡푋푆0푋 ≡ 푆0 mod 푃 푘, where the diagonal entries,
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which are even, are congruent modulo 2푃 푘; we write 푡푋푆0푋 ≡ev 푆0 for this
property in the sequel.
We have then (omitting superscripts (푆0) in the sequel) for 푆 ∈ ∗
∫푆 푓 (푋)푑휇푆 =
{
0 푆 ≢ev 푆0 mod 푃 푘
휇푆0(푂푉 (퐹 ; Λ)) 푆 ≡ev 푆0 mod 푃 푘 .
From the previous proposition we get then
∫ 푓 (푋)푑휇 = 휇푆0(푂푉 (퐹 ; Λ))∫푆≡ev푆0 mod 푃 푘 푑휇 .
The integral on the right hand side without the extra congruence condi-
tion on the diagonal elements equals 푞−푘푛
푛+1
2 , the extra congruence condition
gives an additional factor of |2|푛
푣
, so that we arrive at
∫ 푓 (푋)푑휇 = 휇푆0(푂푉 (퐹 ; Λ))|2|푛푣푞−푘푛 푛+12 .
We compare this with
∫ 푓 (푋)푑휇 = 휇 ({푋 ∈푀푛(푅) ∣
푡푋푆0푋 ≡ev 푆0 mod 푃 푘}
= 푞−푘푛
2
퐴(Λ,Λ mod 푃 푘Λ),
using that the validity of the congruence here depends only on 푋 modulo
푃 푘푀푛(푅), and obtain the assertion. 
REMARK 8.29. a) The formula above is valid for any 푘 satisfying the
assumptions. The independence of the right hand side of 푘 (as long
as 푘 satisfies the assumptions) can also be obtained as a consequence
of our quantitative form of Hensel’s lemma,
b) The proof shows that the factor |2|−푛
푣
does not occur if one replaces
the condition푄(휙(푥)) ≡ 푄(푥) mod 푃 푘 in the definitionof퐴(Λ,Λ mod
푃 푘Λ#) by the condition 푡푋푆0푋 ≡ 푆0 mod 푃 푘, where 푋 is the ma-
trix of 휙 with respect to the given basis. This power of 2 occurring
for dyadic places 푣 therefore does not occur in treatments working
with the symmetric bilinear form only instead of the quadratic form.
COROLLARY 8.30. With notations as above let Λ0 be a fixed lattice on 푉
with Gram matrix 푆0, write 휇 = 휇푆0 for the Haar measure on 푂푣(퐹 ) as
above. Then we have for any lattice Λ on 푉 with Λ ⊆ Λ# and 푘 ∈ ℕ with
푃 푘푄(Λ#) ⊆ 푃 , 푃 푘Λ# ⊆ Λ
휇(푂푉 (퐹 ; Λ)) = |2|−푛푣 (Λ ∶ 푃 푘Λ#) 1−푛2 퐴(Λ,Λ mod 푃 푘Λ#)| det 푆0|− 푛+12푣
and
휇(푂푉 (퐹 ,Λ, 푃
푘Λ#))(Λ ∶ 푃 푘Λ#)
푛−1
2 = |2|−푛푣 | det 푆0|− 푛+12푣
independent of the choice of Λ.
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PROOF. We fix a basis of Λ and write the Gram matrix of Λ as 푡푈푆0푆
with푈 ∈ 퐺퐿푛(퐹 ). Using휇 = | det(푈 )|푛+1푣 휇푆 and (Λ ∶ 푃 푘Λ#) = 푞푘푛|det푏(Λ)|푣
we can then rewrite the formula from the proposition as
휇(푂푉 (퐹 ; Λ)) = |2|−푛푣 | det(푈 )|푛+1푣 (Λ ∶ 푃 푘Λ#) 1−푛2 |det푏(Λ)|− 푛+12푣 퐴(Λ,Λ mod 푃 푘Λ#)
= |2|−푛
푣
(Λ ∶ 푃 푘Λ#)
1−푛
2 | det(푆0)|− 푛+12푣 퐴(Λ,Λ mod 푃 푘Λ#).
The second formula follows from this upon inserting
(푂푉 (퐹 ; Λ) ∶ 푂푉 (퐹 ; Λ, 푃
푘Λ#)) = 퐴(Λ,Λ mod 푃 푘Λ#).

8.4. Computation of local measures, definite archimedean places
We postpone the discussion of the local measure on the orthogonal group
푂(푉 ,푄)(퐹 ) in the case that that 퐹 = ℂ or that 퐹 = ℝ and 푄 is indefinite and
assume in this section that 퐹 = 퐹푣 = ℝ and that (푉 ,푄) is a positive definite
quadratic space over 퐹 . Since푄 and −푄 lead to the same orthogonal group
this covers the negative definite case as well.
We choose as in the previous section a basis of 푉 and denote by푆0 the Gram
matrix of (푉 ,푄) with respect to this basis. As in the non archimedean case
we construct a Haar measure 휇 = 휇푆0 on 푂푉 (퐹 ). For this, we first take
on 퐹 = ℝ the Lebesgue measure. We identify  = 푀 sym푛 (퐹 ) with ℝ 푛(푛+1)2
and obtain as measure 휇 on induced by the differential form⋀푖≤푗 푑푠푖푗 the
Lebesguemeasure onℝ
푛(푛+1)
2 . From this we obtain as in the non-archimedean
case measures 휇(푆0)
푆
on  (푆0)
푆
for each 푆 ∈  . Identifying 푂푉 (퐹 ) with
 (푆0)푆0 we set 휇 = 휇푆0 = 휇(푆0)푆0 , this Haar measure on 푂푉 (퐹 ) is induced
(with notations as in the non-archimedean case) by the gauge form 휔| (푆0)
푆0
.
Again as there we see that 푆 ′
0
= 푡푈푆0푈 for 푈 ∈ 퐺퐿푛(퐹 ) leads to 휇푆′
0
=| det 푈 |−푛−1
푣
휇푆0 . In particular, if we write 푆0 =
푡푈푈 with 푈 ∈ 퐺퐿푛(퐹 ) we
obtain 휇푆0 = | det(푆0)|− 푛+12푣 휇1푛 , where 1푛 denotes the identity matrix.
Fixing푆0 = 1푛 we omit superscripts (푆0) in the sequel. To proceed similarly
as in the non-archimedean case we choose now 푓 (푋) = exp(−tr(푡푋푋) as
our test function 푓 onEnd(푉 ) =푀푛(ℝ) and have ∫ 푓 (푋)푑휇 = 휋 푛
2
2 , using
∫ ∞
−∞
exp(−푥2)푑푥 =
√
휋.
In order to make the measure 휇 on ∗ explicit we parametrize  by the set
of lower triangular matrices푋 = (푥푖푗)푖,푗, mapping푋 to 푆 =
푡푋푋. We have
then by a straightforward calculation
휔 ∶=
⋀
푖≤푗
푑푠푖푗 = 2
푛
푛∏
푖=1
푥푖
푖푖
⋀
푖≥푗
푑푥푖푗,
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and 휇 is the measure induced by this differential form. The equation 휔 =
휔 ∧ 휔 gives then
휔 = 2−푛
푛∏
푖=1
푥−푖
푖푖
⋀
푖<푗
푑푥푖푗
up to summands containing one of the 푑푥푖푗 with 푖 ≥ 푗. For the computation
of
∫ 푓 (푋)푑휇 = ∫∗
(
∫ (푆0)
푆
푓 (푋)푑휇
(푆0)
푆
)
푑휇
we notice that for 푆 = 푡푋푋 ∈ ∗ we have 푆 = 푂푉 (퐹 )푋. The integrand
in the inner integral above is constant on 푆 , and the volume of 푂푉 (퐹 )푋
with respect to the restriction of 휔 to 푆 is det(푋)−1 times the volume of
푂푉 (퐹 ). This can be checked by looking at푋 = 휆1푛 for some 휆 ≠ 0 since the
quotient of these volumes is some character of퐺퐿푛(퐹 ) and hence a function
of the determinant only. We arrive at
휋
푛2
2 = ∫푀푛(퐹 ) 푓 (푋)
= ∫∗
(
∫ (푆0)
푆
푓 (푋)푑휇
(푆0)
푆
)
푑휇
= 휇1푛(푂푉 (퐹 ))∫
푛∏
푖=1
2푛푥푖−1
푖푖
exp(−
∑
푖≤푗
푥2
푖푗
)
⋀
푖≥푗
푑푥푖푗.
We use again ∫ ∞
−∞
exp(−푥2)푑푥 =
√
휋 for the integration with respect to the
variables 푥푖푗 with 푖 > 푗, for the integration with respect to the 푥푖푖 we use∫ ∞
−∞
2푥푖 exp(−푥2)푑푥 = Γ( 푖+1
2
) and obtain
휇1푛(푂푉 (퐹 )) = 휋
푛(푛+1)
4
푛∏
푖=1
(Γ(
푖
2
))−1
and hence
휇1푛(푆푂푉 (퐹 )) =
1
2
휋
푛(푛+1)
4
푛∏
푖=1
(Γ(
푖
2
))−1.
REMARK 8.31. a) The differential forms considered in this section are
the same as in the non-archimedean situation of the previous section.
b) By the well known formula vol(푆푛−1) = 2휋
푛
2 (Γ(
푛
2
))−1 for the volume
of the (푛 − 1)-dimensional unit sphere we can express the measure
of 푆푂푉 (퐹 ) also as
휇1푛(푆푂푉 (퐹 )) = 2
−푛
푛∏
푖=2
vol(푆 푖−1).
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8.5. The global Tamagawa measure
We now put together the local computations. For this, let 퐹 be a totally real
number field of degree 푟 over ℚ with discriminant퐷퐹 and different 퐹 , let
휇퐹픸 =
∏
푣∈Σ퐹
휇퐹푣 be the invariant measure on 픸퐹 with 휇퐹픸(픸퐹∕퐹 ) = 1.
We choose the usual normalization of the 휇퐹푣 with 휇퐹푣(푅푣) = |퐹 | 12푣 for
all non archimedean 푣 and 휇퐹푣 equal to the Lebesgue measure for the real
places of 퐹 . In particular, for non archimedean 푣 the measure on 퐹푣 used
now is |퐹 | 12푣 times the measure used in Section 8.3, and since 푆푂푉 (퐹푣)
has dimension 푛(푛 − 1)∕2, the measure on 푆푂푉 (퐹푉 ) is changed by a factor|퐹 | 푛(푛−1)4푣 .
By the product formula the product of these factors over all non archimedean
places of 퐹 is then |퐷퐹 |− 푛(푛−1)4 , where |퐷퐹 | is the ordinary absolute value of
the field discriminant.
Let (푉 ,푄) be a totally definite quadratic space over 퐹 , let Λ0 be a fixed
free lattice on 푉 with Gram matrix 푆0 with respect to a fixed basis. Using
our present choice of the measures 휇퐹푣 on the 퐹푣 we define local measures
휇푣 = (휇푆0)푣 on 푆푂푉 (퐹푣) and obtain the Tamagawa measure 휇픸 on 푆푂푉 (픸).
Combining our local results with the first version of the Minkowski-Siegel
theorem we obtain:
THEOREM 8.32 (Siegel’s main theorem on quadratic forms, second version).
Let Λ be an integral lattice on 푉 , denote by Λ1,… ,Λℎ representatives (on
푉 ) of the proper (with respect to 푆푂(푉 )) integral equivalence classes in the
genus of (Λ, 푄).
For non archimedean 푣 and 푘 = 푘푣 satisfying 푃
푘
푣
푄(Λ푣) ⊆ 푃푣, 푃
푘
푣
Λ#
푣
⊆ Λ푣
put
훼푣(Λ) =
1
2
|2|−푛
푣
푞
−푘 푛(푛−1)
2
푣 |det푏(Λ푣)| 1−푛2푣 퐴(Λ푣,Λ푣 mod 푃 푘푣 Λ#푣)
where 푞푣 is the order of the residue field 푅푣∕푃푣. Then one has
ℎ∑
푖=1
1|푆푂푉 (퐹 ; Λ푖) | = |퐷퐹 | 푛(푛−1)4 2푟+1휋−푟 푛(푛+1)4
푛∏
푖=1
(Γ(
푖
2
))푟
∏
푣∉∞
(훼푣(Λ))
−1.
PROOF. In our first version of Siegel’smain theoremwe use퐻 = 푆푂푉 (픸퐹 ; Λ)
and have 푆푂푉 (퐹 ) ∩ 휙푖퐻휙
−1
푖
= 푆푂(퐹 ; Λ푖) with 휙푖Λ = Λ푖. The local mea-
sures occurring there have been computed in the two preceding sections,
with the normalization of the Haar measure discussed above introducing the
extra factor |퐷퐹 | 푛(푛−1)4 . We notice that the product of the factors | det(푆0)|− 푛+12푣
over all places 푣 is equal to 1 by the product formula and obtain the asser-
tion. 
REMARK 8.33. a) The 훼푣(Λ) are called the local densities for Λ.
b) The factors |2|−푛
푣
occurring non trivially in the 훼푣 for the dyadic
places 푣 of 퐹 (i.e., the places where the 푣-value of 2 is not 1) com-
bine in the product to a total factor of 2푛푟. It is therefore not unusual
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to omit these factors in the definition of the local densities at the non
archimedean places and instead to insert a factor of 2푛 for each of
the real places.
c) It is easily checked that
∑ℎ
푖=1
1|푆푂푉 (퐹 ;Λ푖) | = 2∑ℎ′푖=1 1|푂푉 (퐹 ;Λ′푖) |, where
Λ′
1
,… ,Λ′
ℎ′
are a set of representatives of the isometry classes in the
genus of Λ (with respect to 푂푉 (퐹 )), since for any Λ푖 admitting no
automorphism of determinant −1 the isometry class of Λ푖 splits into
two proper isometry classes. The latter sum is called the measure or
Maß, often also written as “mass”, 푚(Λ) = 푚(gen(Λ)) of the genus
of Λ. We have then
푚(gen(Λ)) = |퐷퐹 | 푛(푛−1)2 2푟휋−푟 푛(푛+1)4 푛∏
푖=1
(Γ(
푖
2
))푟
∏
푣∉∞
(훼푣(Λ))
−1.
Another way to check this is to consider the subgroup
푆푂푉 (픸퐹 ) ∪ {휙 = (휙푣)푣∈Σ퐹 ∈ 푂푣(픸퐹 ) ∣ det(휙푣) = −1 for all 푣 ∈ Σ퐹}
of 푂푉 (픸퐹 ) in which 푆푂푉 (픸퐹 ) has index 2. A fundamental domain
for the action of 푆푂푉 (퐹 ) on 푆푂푉 (픸퐹 ) is then also a fundamental
domain for the action of 푂푉 (퐹 ) on this group.
If퐻 ⊆ 푆푂푉 (픸퐹 ) is a congruence subgroup of푆푂푉 (픸퐹 ; Λ) for a latticeΛ as
above andwe have a double coset decomposition푆푂푉 (픸퐹 ) = ∪
푡
푗=1
푆푂푉 (퐹 )휓푗퐻 ,
we can use our two versions of Siegel’s theorem to express the sum of the in-
verses of the |푆푂푣(퐹 )∩휓푗퐻휓−1푗 by the left hand side of the theorem above
and the index of퐻 in 푆푂푉 (픸퐹 ; Λ).
For example we get the following result first proven by van der Blij in clas-
sical matrix notation:
COROLLARY 8.34. Let Λ be a lattice as above and fix 푥0 ∈ Λ
#, write
푆푂푉 (퐹 , 푥0+Λ) = {휙 ∈ 푆푂푉 ∣ 휙)푥0+Λ) = 푥0+Λ} and define푆푂푉 (픸퐹 , 푥0+
Λ) analogously. Then푆푂푉 (픸퐹 , 푥0+Λ) is a congruence subgroup of푆푂푉 (픸퐹 ,Λ).
For a lattice Λ′ ∈ gen(Λ) and 푥 ∈ (Λ′)# say that 푥 + Λ′ is in the proper
class of 푥0 + Λ if there exists 휙 ∈ 푆푂푉 (퐹 ) with 휙(푥0 + Λ) = 푥 + Λ
′ and
that that 푥+Λ′ is in the proper genus of 푥0+Λ if there exists 휙 ∈ 푆푂푉 (픸퐹 )
with 휙푣(푥0 + Λ) = 푥 + Λ
′
푣
for all 푣 ∈ Σ퐹 .
Let {푥푗 +Λ
′
푗
} be a set of representatives of the (finitely many, say 푡) classes
in the genus of 푥0 + Λ and write 푠푣 for the index of 푆푂푉 (퐹푣, 푥0 + Λ)in
푆푂푉 (퐹 ; Λ).
Then 푠푣 = 1 for almost all 푣, and with 푠 =
∏
푣 푠푣 we have
푡∑
푗=1
1|푆푂푉 (퐹 ; 푥푗 + Λ′푗) | = 푠
ℎ∑
푖=1
1|푆푂푉 (퐹 ; Λ푖)| .
PROOF. Obvious. 
EXAMPLE 8.35. Let 퐹 = ℚ and let Λ be an even unimodular ℤ-lattice on
the positive definite quadratic space (푉 ,푄) overℚ (i.e., we have 푄(Λ) ⊆ ℤ
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and det푏(Λ) = 1). It is known that such lattices only occur with rank 푛 = 2푚
divisible by 8 and that the 퐸8 root lattice represents the unique isometry
class of such lattices in dimension 8.
For the computation of the local factors we can take 푘 = 푘푝 = 1 for all
primes 푝, which gives
훼푝(Λ) = |2|−푛푝 푞− (푛(푛−1)2 |푆푂Λ∕푝Λ(픽푝)|,
where the factor |2|−푛
푝
is equal to 2푛 for 푝 = 2 and equal to 1 for the odd
primes 푝.
Since the quadratic space Λ∕푝Λ over 픽푝 is an orthogonal sum of 푚 =
푛
2
hyperbolic planes we have (see Section 13 of [15])
|푆푂Λ∕푝Λ(픽푝)| = 푝 푛(푛−1)2 (1 − 푝−푚) 푚−1∏
푖=1
(1 − 푝−2푖),
which gives ∏
푝
(훼푝(Λ))
−1 = 2−푛휁(푚)
푚−1∏
푖=1
휁(2푖).
For 푛 = 8 this gives ∏
푝
(훼푝(Λ))
−1 =
휋16
21138537
using the well known values 휁(2) = 휋
2
6
, 휁(4) = 휋
4
90
, 휁(6) = 휋
6
945
. The remain-
ing factor 22휋−
푛(푛+1)
4
∏푛
푖=1 Γ(
푖
2
) evaluates to
335
22휋16
,
and we obtain |푆푂푉 (ℚ; Λ)| = |푆푂(퐸8)| = 21335527, which is indeed in
agreement with the known value for the order of the special orthogonal
group of the 퐸8 root lattice.
The same computation in rank 16 can be used to prove that there are only
two isometry classes of even unimodular lattices of rank 16, represented by
the lattices 퐸8 ⟂ 퐸8 and 퐷
+
16
discussed in Section 6.4.
The measure (or Maß) of the unique genus of even unimodular lattices then
grows rapidly with the rank and is of the order of magnitude of 4⋅107 already
in rank 32, which implies that the number of isometry classes is at least 80
million in this rank, so that an explicit classification is no longer possible or
useful. The even unimodular lattices of rank 24 have been classified, there
are exactly 24 isometry classes.
Having established the maßformel for the measure of a genus we now need
some preparations for the formula for representationmeasures (Darstellungs-
maße).
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LEMMA 8.36. Let (푉 ,푄) be a non degenerate quadratic space over the non-
archimedean local field 퐹 = 퐹푣 with an orthogonal splitting 푉 = 푈 ⟂ 푊
into nonzero non degenerate subspaces 푈,푊 , write 푛, 푢, 푤 for their respec-
tive dimensions. Let Λ be an integral lattice on 푉 and 푀 = 푊 ∩ Λ a
primitive sublattice of Λ on푊 , denote by 푖푀,Λ ∶푀 → Λ the inclusion map
of푀 into Λ. Let 푘 ∈ ℕ satisfy 푃 푘푄(Λ#) ⊆ 푃 , 푃 푘Λ# ⊆ Λ. Then
(푂푉 (퐹 ; Λ) ∶ 푂푉 (퐹 ; Λ, 푃
푘Λ#))
(푂푈 (퐹 ; Λ) ∶ 푂푈 (퐹 ; Λ, 푃
푘Λ#))
= 퐴(푖푀,Λ,Λ mod 푃
푘Λ#),
where퐴(푖푀,Λ,Λ mod 푃
푘Λ#) denotes the number of푅-linearmaps휙 ∶푀 →
Λ∕푃 푘Λ# with 휙 = 휓 mod 푃 푘Λ# for an isometry 휓 ∶ 푀 → Λ in the class
of 푖푀,Λ.
PROOF. By the isomorphism theorem of group theory we have
(푂푈 (퐹 ; Λ) ∶ 푂푈 (퐹 ; Λ, 푃
푘Λ#)) = (푂푈 (퐹 ; Λ)푂푉 (퐹 ; Λ, 푃
푘Λ#) ∶ 푂푉 (퐹 ; Λ, 푃
푘Λ#)),
and get
(푂푉 (퐹 ; Λ) ∶ 푂푉 (퐹 ; Λ, 푃
푘Λ#)
(푂푈 (퐹 ; Λ) ∶ 푂푈 (퐹 ; Λ, 푃
푘Λ#))
= (푂푉 (퐹 ; Λ) ∶ 푂푈 (퐹 ; Λ)푂푉 (퐹 ; Λ, 푃
푘Λ#)).
Weput푂푉 (퐹 ; Λ, (푀,푃
푘Λ#)) ∶= {휙 ∈ 푂푉 (퐹 ; Λ) ∣ 휙(푥)−푥 ∈ 푃
푘Λ# for all 푥 ∈
푀} and claim that 푂푈 (퐹 ; Λ)푂푉 (퐹 ; Λ, 푃
푘Λ#) = 푂푉 (퐹 ; Λ,푀, 푃
푘Λ#) holds.
The inclusion from left to right is trivial, for the other direction let 휙 ∈
푂푉 (퐹 ; Λ, (푀,푃
푘Λ#)) be given. Since 푀 is primitive in Λ there exists a
primitive sublattice 퐾 ⊆ Λ with Λ = 푀 ⊕ 퐾 , write 휎 = 휙 ⊕ Id퐾 which
is a linear map, but not necessarily an isometry. For 푥 = 푦 + 푧 ∈ Λ with
푦 ∈ 푀, 푧 ∈ 퐾 we have 푦′ ∶= 휎(푦) − 푦 = 휙(푦) − 푦 ∈ 푃 푘Λ# and hence
푄(휎(푥)) = 푄(푦 + 푦′ + 푧) ≡ 푄(푥) mod 푃 푘, and for 푥 ∈ 푀 we even have
푄(휎(푥)) = 푄(휙(푥)).
By Hensel’s Lemma there exists an isometric map 휌 ∶ Λ → Λ# with 휌(푥) ≡
휎(푥) mod 푃 푘Λ# for all푥 ∈ Λ, fromwhichwe see that 휌 ∈ 푂푉 (퐹 ; Λ,푀, 푃
푘Λ#)
holds. More precisely, going through the proof of Theorem 5.15 we see that
the bilinear form 훽 used there can be chosen to satisfy 훽(푥, 푦) = 0 for all
푦 ∈푀 . If (푒1,… , 푒푛) is a basis of Λ for which the first푤 vectors form a ba-
sis of푀 and the remaining 푢 vectors form a basis of퐾 , we can then choose
the linear map 푔 in that proof to satisfy 푔(푒1) = ⋯ = 푔(푒푤) = 0 and hence
푔|푀 = 0, i.e., the isometric map 휌 mentioned above can be constructed in
such a way that it satisfies 휌|푀 = 휙|푀 .
We have therefore 휙휌−1 ∈ 푂푈 (퐹 ; Λ), which proves the claimed equality.
The quotient of group indices in the assertion of the Lemma is therefore
equal to (푂푉 (퐹 ; Λ) ∶ 푂푉 (퐹 ; Λ, (푀,푃
푘Λ#))). But obviously휙, 휓 ∈ 푂푉 (퐹 ; Λ)
are in the same coset modulo푂푉 (퐹 ; Λ, (푀,푃
푘Λ#)) if and only if they induce
the same map푀 → Λ∕푃 푘Λ#, which proves the assertion. 
LEMMA 8.37. With notations as before let 푆0 be the Gram matrix of (푉 ,푄)
with respect to some fixed basis of 푉 and analogously 푇0 a Gram matrix of
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(푊 ,푄), denote by 휇푉 , 휇푈 the Haar measures on푂푉 (퐹 ), 푂푈 (퐹 ) constructed
with respect to these Gram matrices as in Section 8.3.
Then one has
휇푉 (푂푉 (퐹 ; Λ, 푃
푘Λ#))
휇푈 (푂푈 (퐹 ; Λ, 푃
푘Λ#))
= 푞푘푤
1−푢−푛
2 |det푏(푀)| 1−푢2푣 |det푏(Λ)|−푤2푣 | det(푆0)|−
푛+1
2
푣 |2|−푛푣| det(푇0)|− 푢+12푣 |2|−푢푣 .
PROOF. We denote by 퐿 the orthogonal projection of Λ onto 푈 . By
Lemma1.65we have퐿# = Λ#∩푈 and byTheorem 2.16 det푏(Λ) = det푏(푀)det푏(퐿),
which implies (Λ ∶ 푃 푘Λ#) = (푀 ∶ 푃 푘푀#)(퐿 ∶ 푃 푘퐿#).
We claim that
푂푈 (퐹 ; Λ, 푃
푘Λ#) = 푂푈 (퐹 ;퐿, 푃
푘퐿#).
The inclusion from left to right is trivial, for the other direction let 휙 ∈
푂푈 (퐹 ;퐿, 푃
푘퐿#) and 푥 = 푦 + 푧 ∈ Λ with 푦 ∈ 푊 , 푧 ∈ 퐿. We see that
휙(푥) = 푦 + 휙(푧) = 푦 + 푧 + 푧′ with 푧′ ∈ 푃 푘퐿# = 푃 푘Λ# ∩ 푈 , which implies
휙(푥) − 푥 ∈ 푃 푘Λ# for all 푥 ∈ Λ and proves our claim.
We can now apply Corollary 8.30 and obtain
휇푉 (푂푉 (퐹 ; Λ, 푃
푘Λ#))
휇푈 (푂푈 (퐹 ; Λ, 푃
푘Λ#))
=
(Λ ∶ 푃 푘Λ#)
1−푛
2
(퐿 ∶ 푃 푘퐿#)
1−푢
2
|2|−푛
푣
| det(푆0)|− 푛+12|2|−푢
푣
| det(푇0)− 푢+12
= (Λ ∶ 푃 푘Λ#)−
푤
2 (푀 ∶ 푃 푘푀#)
1−푢
2
|2|−푛
푣
| det(푆0)|− 푛+12|2|−푢
푣
| det(푇0)− 푢+12
= 푞푘푤
1−푢−푛
2 |det푏(푀)| 1−푢2푣 |det푏(Λ)|−푤2푣 |2|−푛푣 | det(푆0)|− 푛+12|2|−푢
푣
| det(푇0)− 푢+12 .

PROPOSITION 8.38. With notations as above let
훼푣(푖푀,Λ) ∶=
| det(푆0)| 푛+12푣 휇푉 (푂푉 (퐹 ; Λ))| det(푇0)| 푢+12푣 휇푈 (푂푈 (퐹 ; Λ))
and write 훼∗
푣
(Λ,푀) for the sum of the 훼푣(푖푀,Λ푖)), where the inclusions 푖푀,Λ푖
run through a set of representatives of the classes of primitive representa-
tions of푀 by latticesΛ푖 on푉 in the class ofΛ. Similarly, write퐴
∗(푀,Λ mod
푃 푘Λ) for the same sum of the 퐴(푖푀,Λ푖 ,Λ mod 푃
푘Λ). Then 퐴∗(푀,Λ∕푃 푘Λ#)
is equal to the number of 푅-linear maps 휙 ∶ 푀 → Λ∕푃 푘Λ# satisfying
푄(휙(푥)) ≡ 푄(푥) mod 푃 푘 for all 푥 ∈ Λ for which 휙(푀) is a direct sum-
mand in Λ∕푃 푘Λ# and we have
훼푣(푖푀,Λ) = 푞
푘푤 1−푢−푛
2 |det푏(푀)| 1−푢2푣 |det푏(Λ)|−푤2푣 |2|푢−푛푣 퐴(푖푀,Λ,Λ mod 푃 푘Λ#),
훼∗
푣
(Λ,푀) = 푞푘푤
1−푢−푛
2 |det푏(푀)| 1−푢2푣 |det푏(Λ)|−푤2푣 |2|푢−푛푣 퐴∗(푀,Λ mod 푃 푘Λ#).
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PROOF. The first assertion is a direct consequence of the two lemmas
above.
For the second assertion we observe that the quotient in the second lemma
above is independent of the class of the representation at hand. The assertion
therefore follows upon summation over the classes of primitive representa-
tions. 
REMARK 8.39. The 훼∗
푣
(Λ,푀) are called the primitive local representation
densities.
THEOREM 8.40 (Siegel’s main theorem for representations, definite case).
Let 퐹 be a totally real number field of degree 푟 over ℚ and (푉 ,푄), (푊 ,푄′)
totally definite quadratic spaces over 퐹 with dim(푊 ) = 푤 < dim(푉 ) = 푛.
LetΛ be a lattice on 푉 and푀 a lattice on푊 ′ that is represented locally ev-
erywhere primitively by Λ, let (without loss of generality) 휙 ∶ 푀 → Λ be a
primitive representation of푀 byΛ, letΛ1,… ,Λℎ be a set of representatives
of the proper classes in the genus of Λ.
a) For a latticeΛ푗 ∈ gen(Λ) let 푟(gen(휙),Λ푗) denote the number of rep-
resentations of푀 byΛ푗 which are in the genus of the representation
휙 (all of which are primitive), let
푟(gen(휙)) =
∑ℎ
푗=1
푟(gen(휙),Λ푗)|푆푂푉 (퐹 ; Λ푗)|∑ℎ
푗=1
1|푆푂푉 (퐹 ; Λ푗)|
.
Then
푟(gen(휙)) = |퐷퐹 |− (푛+푢−1)(푛−푢)4 휋 푟(푛+푢+1)(푛−푢)4 푛∏
푗=푢+1
(Γ(
푗
2
))−푟
∏
푣∉∞
훼푣(휙).
b) Let 푟∗(Λ푗 ,푀) denote the number of primitive representations of푀
by Λ푗 , let
푟∗(gen(Λ),푀) =
∑ℎ
푗=1
푟∗(Λ푗 ,푀)|푆푂푉 (퐹 ; Λ푗)|∑ℎ
푗=1
1|푆푂푉 (퐹 ; Λ푗)|
.
Then
푟∗(gen(Λ),푀) = |퐷퐹 |− (푛+푢−1)(푛−푢)4 휋 푟(푛+푢+1)(푛−푢)4 푛∏
푗=푢+1
(Γ(
푗
2
))−푟
∏
푣∉∞
훼∗
푣
(Λ,푀).
If one replaces proper classes by classes and 푆푂푉 by 푂푉 in the definitions
of 푟∗(gen(휙)), 푟∗(gen(Λ),푀), these numbers remain unchanged.
PROOF. We know that we can restrict attention to inclusion mappings
푖푀,Λ푗 . Let such an 푖푀,Λ푗 be given. Then 푆푂푉 (퐹 ; Λ) operates transitively on
the set of representations of푀 by Λ푗 which are in the proper class of 푖푀,Λ푗 ,
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and the stabilizer of 푖푀,Λ푗 is 푆푂푈 (퐹 ; Λ푗). If we sum here over all classes
of representations of푀 by Λ푗 which are in the genus of 푖푀,Λ푗 (representing
each such class by an inclusion) we find
푟(gen(휙),Λ푗)|푆푂푉 (퐹 ; Λ푗)| = 1푆푂푈 (퐹 ; Λ푗) .
With a double coset decomposition
푆푂푈 (픸퐹 ) =
푡⋃
푗=1
푆푂푈 (퐹 )휙푗푆푂푈 (픸퐹 ; Λ)
we can write here 푆푂푈 (퐹 ;휙푗(Λ)) = 푆푂푈 (퐹 )∩휙푗푆푂푈 (픸퐹 ; Λ)휙
−1
푗
, and our
first version of Siegel’s main theorem, applied to the congruence subgroup
퐻 = 푆푂푈 (픸퐹 ; Λ) of 푆푂푈 (픸퐹 ) gives
ℎ∑
푗=1
푟(gen(휙),Λ푗)|푆푂푉 (퐹 ; Λ푗)| = 2휇푈,∞(푆푂푈 (퐹∞))∏푣∉∞ 휇푈,푣(푆푂푈 (퐹푣; Λ)) ,
where the 휇푈,푣 are the local factors of the Tamagawa measure for 푆푂푈 (픸퐹 ).
We divide this equation by the equation given by the first version of Siegel’s
main theorem for the congruence subgroup 푆푂푉 (픸퐹 ,Λ) of 푆푂푉 (픸퐹 ) and
obtain, in view of the definition of the 훼푣(푖푀,Λ) and inserting the measures
of the infinity components already computed, the assertion in a). Notice
that the factors | det(푆0)|− 푛+12푣 , | det(푇0)|− 푢+12푣 occurring in the local measures
for all places 푣 including the archimedean ones cancel out because of the
product formula.
The assertion in b) then follows upon summation over the genera of primitive
representations.
That changing from 푆푂 to 푂 doesn’t change anything is obvious since nu-
merator and denominator both change by a factor of 2. 
REMARK 8.41. As in Theorem 8.32 the factors |2|푢−푛
푣
occurring non trivially
in the 훼푣 for the dyadic places 푣 of 퐹 (i.e., the places where the 푣-value of 2
is not 1) combine in the product to a total factor of 2푟(푛−푢) = 2푟푤. It is again
not unusual to omit these factors in the definition of the local densities at the
non archimedean places and instead to insert a factor of 2푛−푢 = 2푤 for each
of the real places.
EXAMPLE 8.42. We let (Λ, 푄) = 퐼4 be the four dimensional cube lattice
whose Gram matrix is diagonal with diagonal entries 2. The lattice is uni-
modular over ℤ푝 for all odd primes 푝, for 푝 = 2 we have Λ
#
2
=
1
2
Λ with
푄(Λ#
2
)ℤ =
1
4
ℤ, so that we can choose 푘 = 푘2 = 3 at the prime 2. For 푀
we choose the 1-dimensional lattice with Gram matrix 2푡 for some 푡 ∈ ℕ.
For odd primes 푝 we have to count the primitive solutions modulo 푝 of∑4
푖=1 푥
2
푖 = 푡, where primitive is here the same as nonzero modulo 푝. This
is most easily done writing the completion Λ푝 as a sum of two hyperbolic
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planes, we find (see also Section 13 of [15]) 푝3 − 푝 = 푝(푝2 − 1) for 푝 ∤ 푡 and
푝3 + 푝2 − 푝 − 1 = (푝 + 1)(푝2 − 1).
At the prime 2we have to count the number of solutions of
∑4
푖=1
푥2
푖
≡ 푡 mod
8 where the 푥푖 are considered modulo 4 and where at least one of the 푥푖 is
odd. For 푡 = 1we have
∑4
푖=1
푥2
푖
≡ 1 mod 8 if and only if precisely one of the
푥푖 is odd and either one or all of the remaining variables are zero modulo 4,
which gives a total of 4 ⋅2 ⋅ (3+1) = 32 solutions. Since the lattice (Λ2, 푡푄)
is easily seen to be isometric to (Λ2, 푄) overℤ2 for all odd 푡, one obtains the
same result for all odd 푡, alternatively one can count the solutions for those
푡 directly as well. For 푡 congruent to 2 or 6 modulo 8 precisely 2 of the 푥푖
have to be odd and we obtain 48 solutions, for 푡 ≡ 4 mod 8 all 푥푖 have to be
odd and we obtain 16 solutions, for 푡 ≡ 0 mod 8 there are no solutions.
For 푡 = 1 our formula gives then with 훼2(퐼4, 푡) ∶= 훼2(Λ,푀) = 1 and
훼푝(퐼4, 푡) ∶= 훼푝(Λ,푀) = (1 − 푝
−2) for 푝 ≠ 2 and using 휁(2) = 휋2
6
푟(1, 퐼4) = 휋
2
∏
푝
훼푝(Λ,푀)
= 휋2
4
3
휁(2)−1
= 8,
in agreement with the obvious count for this number.
For 푝 ∤ 푡 we have the same values of 훼푝 as above, for 푝 ∣ 푡 and 2 ≠ 푝we have
훼∗
푝
(퐼4, 푡) =
푝+1
푝
|푡|−1
푝
훼푝(퐼4, 1), for 푝 = 2 we obtain
훼∗
2
(퐼4, 푡) =
{
3 푡 ≡ 2, 6 mod 8
2 푡 ≡ 4 mod 8
and hence with 푡 = 2푠푡′, 푠 ∤ 푡′
푟∗(퐼4, 푡) = 푡
′
∏
2≠푝∣푡
푝 + 1
푝
⎧⎪⎨⎪⎩
8 2 ∤ 푡
24 푡 ≡ 2, 6 mod 8
16 푡 ≡ 4 mod 8
.
The formula for the number 푟(퐼4, 푡) =
∑
푑2∣푡 푟
∗(퐼4,
푡
푑2
) of all representations
of 푡 by 퐼4 looks smoother, we obtain
푟(퐼4, 푡) = 8
∑
푑∣푡,4∤푑
푑,
a formula which was first obtained by Jacobi with the help of a study of the
analytic properties of the theta series
∑∞
푡=0
푟(퐼4, 푡) exp(휋푖푡푧).
So far we have only considered primitive representations, let us now turn
towards imprimitive representations.
LEMMA 8.43. With notations as before let푀 ′ be an integral lattice on푊
and denote by푀1,… ,푀푡 the integral overlattices of푀
′.
Then 푟(Λ,푀 ′) =
∑푡
푖=1
푟∗(Λ,푀푖).
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PROOF. Obvious. 
LEMMA 8.44. With notations as above let 푣 be a non archimedean place of
퐹 and write 퐴(푀 ′,푀 ; Λ mod 푃 푘Λ#) for the number of 푅-linear maps 휙 ∶
푀 ′ → Λ∕푃 푘Λ# satisfying휙(푀) = 휙(푊 )∩Λ and푄(휙(푥)) ≡ 푄(푥) mod 푃 푘
for all 푥 ∈푀 ′, let 훼푣(Λ;푀
′,푀) be obtained from퐴(푀 ′,푀 ; Λ mod 푃 푘Λ#)
as we obtained 훼∗
푣
(Λ;푀) from 퐴∗(푀 ; Λ mod 푃 푘Λ#) above.
Then for large enough 푘
퐴(푀 ′,푀 ; Λ mod 푃 푘Λ#) = (푀 ∶ 푀 ′)1−푢퐴∗(푀 ; Λ∕푃 푘Λ#),
and one has
훼푣(Λ;푀
′,푀) = 훼∗
푣
(Λ;푀).
PROOF. The second formula follows from the first one. By the elemen-
tary divisor theorem there is a basis푓1,… , 푓푤 of푀 such that휋
푠1
푣 푓1,… , 휋
푠푤
푣 푓푤
with some 0 ≤ 푠1 ≤ ⋯ ≤ 푠푤 is a basis of푀 ′, where 휋푣 is a prime element
of 푅푣. Let 푇 denote the Gram matrix of 푄 with respect to the 푓푖.
Let 휙 ∶ 푊 → 푉 be an 푅-linear (hence 퐹 -linear) map such that 휙(푀) ⊆ Λ
is primitive. Then 휙 restricted to푀 ′ is an isometry modulo 푃 푘 if and only
if the Gram matrix 푇 (휙,푀
′) of (푀 ′, 푄) with respect to the 휙(휋푠푖푣 푓푖) satisfies
푡(휙,푀
′)
푖푗 ≡푒푣 휋푠푖+푠푗푣 푡푖푗 mod 푃 푘, where≡푒푣 denotes as earlier that the congruence
is modulo 2푃 푘 for 푖 = 푗. Equivalently, we may write 푡(휙,푀)푖푗 ≡푒푣 푡푖푗 mod
푃 푘−(푠푖+푠푗 ), where 푇 (휙,푀) denotes the Gram matrix of (푀,푄) with respect to
the 휙(푓푖). The number of modulo 푃
푘 different such Gram matrices 푇
퓁
is∏
푖≤푗 푞푠푖푞푠푗 = (푀 ∶ 푀 ′)푤+1.
The proof of Hensel’s Lemma (Theorem 5.15) shows that for large enough 푘
the number of modulo 푃 푘Λ# distinct 푅-linear maps 휓 ∶ 푀 → Λ for which
휓(푀) is primitive in Λ and 푇 (휓,푀) ≡푒푣 푇퓁 mod 푃 푘 for one of these 푇퓁 holds
is (푀 ∶ 푀 ′)푤+1퐴∗(푀 ; Λ mod 푃 푘Λ#). In other words, all these matrices
occur equally often among the Gram matrices modulo 푃 푘 associated to re-
finements modulo 푃 푘Λ# of the maps counted by 퐴∗(푀 ; Λ mod 푃 푘−2푠푤Λ#).
Furthermore, each of these 휓 yields upon restriction to푀 ′ one of the maps
휙 counted in 퐴(푀 ′,푀 ; Λ mod 푃 푘Λ#), and each of those 휙 occurs as the
restriction of (푀 ′ ∶ 푀)푛 different 휓 . Summing up and noticing 1 − 푢 =
1 +푤 − 푛 we see that indeed
퐴(푀 ′,푀 ; Λ mod 푃 푘Λ#) = (푀 ∶ 푀 ′)1−푢퐴∗(푀 ; Λ∕푃 푘Λ#),
holds.
Inserting this result into the formula relating the 훼푣( ), 훼
∗
푣
( ) with the
퐴( ), 퐴∗( ) one obtains the second part of the assertion. 
REMARK 8.45. For both lemmas the argument above is valid for the case
푊 = 푉 as well.
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THEOREM 8.46. With notations as above one has
푟(gen(Λ),푀 ′) =
∑ℎ
푗=1
푟(Λ푗,푀
′)|푆푂푉 (퐹 ; Λ푗)|∑ℎ
푗=1
1|푆푂푉 (퐹 ; Λ푗)|
satisfies
푟(gen(Λ),푀 ′) = |퐷퐹 |− (푛+푢−1)(푛−푢)4 휋 푟(푛+푢+1)(푛−푢)4 푛∏
푗=푢+1
(Γ(
푗
2
))−푟
∏
푣∉∞
훼푣(Λ,푀
′).
In the case 푉 = 푊 (i.e, 푢 = 0 in the formula above) one has to adjust here
the definition of 훼푣(Λ,푀
′) by a factor
1
2
on the right hand side.
PROOF. The first of the above lemmas expresses the number of represen-
tations of푀 ′ by Λ in terms of the primitive representation numbers of the
integral overlattices of푀 ′. The resulting sum of numbers of primitive rep-
resentations can then be expressed using the primitive local densities 훼∗
푣
for
these overlattices, and application of the second lemma finishes the proof.
Notice that the factor 1
2
already occurred in the formula for the Maß (mea-
sure) of a genus, it occurs here for the same reason. 

CHAPTER 9
Spin Group and Strong Approximation
In this chapter 퐹 is a field of characteristic not 2 and (푉 ,푄) is a non degen-
erate quadratic space over 퐹 . In the definition of the Clifford group we will
follow the by now standard twisted approach introduced by Atiyah and Bott,
modifying the original definition of Chevalley.
9.1. Clifford group and spin group
DEFINITION 9.1. The Clifford group Γ(푉 ,푄) = Γ푉 is defined by
Γ푉 ∶= {푥 ∈ 퐶(푉 ,푄)
× ∣ 퐶(− Id)(푥)푣푥−1 ∈ 푉 for all 푣 ∈ 푉 }.
LEMMA 9.2. Γ푉 acts on 푉 by 푥.푣 = 퐶(− Id)(푥)푣푥
−1, and the homomor-
phism 휌 ∶ Γ푉 → 퐺퐿(푉 ) defined by this group action has kernel 퐹
× ⊆ Γ푉 .
PROOF. It is obvious that 푥.푣 = 퐶(− Id)(푥)푣푥−1 defines a group action
of Γ푉 on 푉 If 퐱 ∈ Γ푉 is in the kernel of 휌 we write 푥 = 푥0 + 푥1 with
푥푖 ∈ 퐶푖(푉 ,푄) and have 푥0푣−푥1푣 = 푣푥0+푣푥1 and isolating the components
in the grading we see 푥0푣 = 푣푥0, 푥1푣 = −푣푥1. This implies 푥0푧 = 푧푥0 for
all 푧 ∈ 퐶(푉 ,푄) and 푥1푧푗 = (−1)
푗푢푗푥1 for 푧푗 ∈ 퐶푗(푉 ,푄). We see that 푥 is
in the graded center of 퐶(푉 ,푄) as defined in Remark 7.23, and since this
graded center is trivial we obtain the assertion. 
DEFINITION AND LEMMA 9.3. For 푥 ∈ Γ푉 one has
푛(푥) ∶= 푥̄푥 ∈ 퐹
and 푥̄푥 = 푥푥̄. Moreover, 푛 is a group homomorphism from Γ푉 to 퐹
× satis-
fying 푛(푥) = −푄(푥) for 푥 ∈ 푉 with 푄(푥) ≠ 0.
We call 푛(푥) the norm or the Clifford norm of 푥.
PROOF. We apply the standard involution푥 ↦ 푥̄ of퐶(푉 ,푄) to the equa-
tion 퐶(− Id)(푥)푣푥−1 = 푤 ∈ 푉 to get 푥̄−1푣퐶(− Id)푥̄ = 푤. From this we get
푣 = 퐶(− Id)(푥̄푥)푣(푥̄푥)−1), i.e., 푥̄푥 is in the kernel of the homomorphism 휌
above and therefore in 퐹 ×.
We see then 푥(푥̄푥) = (푥̄푥)푥 and thus 푥̄푥 = 푥푥̄, which easily gives that 푛 is
a group homomorphism. The definition of 푥̄ finally implies 푛(푥) = −푄(푥)
for 푥 ∈ 푉 with 푄(푥) ≠ 0. 
LEMMA 9.4. For 푥 ∈ 푉 with푄(푥) ≠ 0 we have 푥 ∈ Γ푉 and 휌(푥)(푣) = 휏푥(푣)
for all 푣 ∈ 푉 .
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PROOF. We have
퐶(− Id)(푥)푣푥−1 = −푥푣
푥
푄(푥)
=
(푣푥 − 푏(푥, 푣))푥
푄(푥)
= 푣 −
푏(푥, 푣)
푄(푥)
푥
= 휏푥(푣)
for all 푣 ∈ 푉 . 
THEOREM 9.5. The homomorphism Γ푉 ∕퐹
×
→ 퐺퐿(푉 ) induced by 휌 is an
isomorphism onto 푂푉 (퐹 ).
PROOF. Let 푣 ∈ 푉 with 푄(푣) ≠ 0. We have
−푄(퐶(− Id)(푥)푣푥−1) = 푛(퐶(− Id)(푥)푣푥−1) = −푛(퐶(− Id)(푥))푄(푣)푛(푥)−1
since 푛 is a group homomorphism and 푣 ∈ Γ푉 by the previous lemma.
But 퐶(− Id)(푥) = 퐶(− Id)(푥) implies 푛(퐶(− Id)(푥)) = 푛(푥) and we obtain
푄(휌(푥)(푣)) = 푄(푣) for all anisotropic 푣. If 푣 ∈ 푉 is isotropic with 푤 =
휌(푥)(푣), we have 푣 = 휌(푥−1)(푤), so푤 has to be isotropic as well, and we see
that indeed 휌(푥) ∈ 푂푉 (퐹 ).
To see that 휌 is surjective we recall that by Witt’s generation theorem 1.32
푂푉 (퐹 ) is generated by symmetries 휏푥 with anisotropic 푥, which are in the
image of 휌 by the previous lemma. 
COROLLARY 9.6. Any 푥 ∈ Γ푉 is homogeneous, i. e., it is either in 퐶0(푉 ,푄)
or in 퐶1(푉 ,푄). More precisely, it can be written as a monomial 푣1… 푣푟
with 푣푖 ∈ 푉 and det(휌(푥)) = (−1)
푟.
PROOF. Obvious. 
DEFINITION 9.7. The Spin group Spin(푉 ,푄) = Spin푉 (퐹 ) of (푉 ,푄) is {푥 ∈
Γ푉 ∩ 퐶0(푉 ,푄) ∣ 푛(푥) = 1}. The group Pin푉 (퐹 ) is {푥 ∈ Γ푉 ∣ 푛(푥) = 1}.
The group 푂′
푉
(퐹 ) ⊆ 푆푂푉 (퐹 ) is the image of Spin푉 (퐹 ) under 휌.
LEMMA 9.8. The group푂′
푉
(퐹 ) contains the commutator subgroup of푂푉 (퐹 ).
PROOF. This is obvious since (휏푦1◦… ◦휏푦푟)
−1 = 휏푦푟◦… ◦휏푦1 holds. 
9.2. Spinor norm, spinor genus, and strong approximation
DEFINITION 9.9. Let 휙 ∈ 푆푂푉 (퐹 ), 휙 = 휌(푥) with 푥 ∈ Γ푉 ∩퐶0(푉 ,푄). The
spinor norm 휃(휙) of 휙 is the square class 푛(푥)(퐹 ×)2.
LEMMA 9.10. Let 휙 = 휏푦1◦… ◦휏푦푟 ∈ 푆푂푉 (퐹 ) with anisotropic vectors
푦푖 ∈ 푉 . Then 휃(휙) = 푄(푦1)…푄(푦푟)(퐹
×)2.
In particular, the square class 푄(푦1)…푄(푦푟)(퐹
×)2 is independent of the
choice of a product decomposition 휙 = 휏푦1◦… ◦휏푦푟 ∈ 푆푂푉 (퐹 ).
PROOF. Obvious. 
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REMARK 9.11. If one scales the quadratic form 푄 by a factor 푐 ∈ 퐹 ×,
the orthogonal group obviously doesn’t change, and the spinor norm of a
휙 ∈ 푆푂푉 (퐹 ) doesn’t change either. It is of course possible to define the
spinor norm for orthogonal transformations of determinant −1 as well, but
it will then not be invariant under scaling of the quadratic form.
EXAMPLE 9.12. a) Let 퐹 = ℝ and (푉 ,푄) be positive definite. Then
휃(휙) = (ℝ×)2 for all 휙 ∈ 푆푂푉 (퐹 ) since all the 푄(푣) are positive,
and the restriction of the homomorphism 휌 to Spin푉 (ℝ) is surjective.
Since its kernel is {±1}, the spin group is in this case a double cover
of the special orthogonal group.
b) If 퐹 is ℂ or another algebraically closed field, the surjectivity of
휌|Spin푉 (퐹 ) is obvious and we have again a double covering of푆푂푉 (퐹 )
by Spin푉 (퐹 ). In particular, in the sense of the theory of algebraic
groups, the spin group (as an algebraic group) is a double cover of
the special orthogonal group. If 퐹 is a field that is not algebraically
closed, e. g. 퐹 = ℚ, the image푂′
푉
(퐹 ) of the 퐹 -points Spin푉 (퐹 ) can
nevertheless be smaller than 푆푂푉 (퐹 ).
DEFINITION 9.13. Let 퐹 be a number field, let Λ,Λ′ be lattices on 푉 .
Λ′ is said to be in the spinor genus of Λ and one writes Λ′ ∈ spn(Λ) if there
are 휎 ∈ 푂푉 (퐹 ) and 휙 = (휙푣)푣∈Σ퐹 ∈ 푂
′
푉
(픸퐹 ) with Λ
′ = 휎(휙(Λ)).
If here 휎 can be chosen in 푆푂푉 (퐹 ) we say that Λ
′ is in the proper spinor
genus spn+(Λ).
REMARK 9.14. It is clear that lattices in the same spinor genus are a fortiori
in the same genus and that a spinor genus consists of full isometry classes.
It turns out that in some cases the concepts of spinor genus and isometry
class coincide.
THEOREM 9.15 (Strong approximation). Let 퐹 be a global field and (푉 ,푄)
be a non degenerate quadratic space over 퐹 , let 푆 ⊆ Σ퐹 be a finite set of
places such that (푉푣, 푄푣) is isotropic for at least one 푣 ∈ 푆.
Then Spin푉 admits strong approximation with respect to 푆, i, e.,
Spin푉 (퐹 )
∏
푣∈푆 Spin푉 (퐹푣) is dense in Spin푉 (픸퐹 ).
PROOF. This has been proven for all almost simple simply connected
classical groups over number fields by Kneser in [16], a first form of the
result is due to Eichler [10]. For the general proof and historical remarks
see [23]. 
REMARK 9.16. The group Spin푉 (픸퐹 ) of adelic points of the spin group is as
usual the restricted direct product of the Spin푉 (퐹푣) with respect to a family
of compact subgroups퐻푣 for the non archimedean places 푣 of 퐹 , which can
be taken (equivalently) as
퐻푣 = Spin푉 (퐹푣; Λ) ∶= {푥 ∈ Spin푉 (퐹푣) ∣ 휌(푥)(Λ) ⊆ Λ}
for a fixed (but arbitrary) lattice Λ on 푉 or as퐻푣 = {
∑
푗 훼푗푧푗 ∈ Spin푉 (퐹푣) ∣
훼푗 ∈ 푅푣}, where the 푧푗 comprise some fixed basis of 퐶0(푉 ,푄) as vector
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space over 퐹 and 푅푣 is the valuation ring of 퐹푣. A basis of open neighbor-
hoods of 1 in Spin(픸퐹 ) is then given by the
∏
푣푈푣, where each 푈푣 is open
in Spin푣(퐹푣) and may be chosen to be a principal congruence subgroup of
Spin푣(퐹푣) for non archimedean 푣, and where 푈푣 = 퐻푣 for almost all 푣.
To give the strong approximation property a more concrete shape we formu-
late the following corollary:
COROLLARY 9.17. Let 퐹 and 푆 ⊆ Σ퐹 be as in the theorem, assume that 푆
contains all archimedean places of 퐹 and let 푣1,… , 푣푟 ∈ Σ퐹 ⧵ 푆 be given.
Let moreover 푔푗 ∈ Spin푉 (퐹푣푗 ), 휙푗 ∈ 푂
′
푉
(픽푣푗 ) and 푠푗 ∈ ℕ be given for
1 ≤ 푗 ≤ 푟. Let Spin푉 (퐹푣; Λ, 휋푠푗Λ) ⊆ Spin푉 (퐹푣,Λ) for a lattice Λ on 푉
denote the congruence subgroup consisting of all 푔 ∈ Spin푉 (퐹푣) satisfying
휌(푥) − 푥 ∈ 휋푠푗Λ for all 푥 ∈ Λ. Then
a) There exists 푔 ∈ Spin푉 (퐹 ) with 푔 ∈ 푔푗Spin푉 (퐹푣푗 ; Λ, 휋
푠푗
푣 Λ) for 1 ≤
푗 ≤ 푟 and 푔 ∈ Spin푉 (퐹푣; Λ) for all 푣 ∉ (푆 ∪ {푣1,… , 푣푟}).
b) There exists 휎 ∈ 푂′
푉
(퐹 ) satisfying휎 ∈ 휙푗(푂
′
푉
(퐹푣)∩푆푂푉 (퐹푣; Λ, 휋
푠푗Λ)
for 1 ≤ 푗 ≤ 푟 and 휎 ∈ 푆푂푉 (퐹푣; Λ) for all 푣 ∈ Σ퐹 ⧵(푆∩{푣1,… , 푣푟}).
PROOF. This is obtained by writing out the statement of the theorem in
terms of the topology of Spin푉 (픸퐹 ). 
THEOREM 9.18 (Eichler). Let 퐹 be a number field andΛ a lattice on the non
degenerate quadratic space (푉 ,푄) over 퐹 , assume that (푉푣, 푄푣) is indefinite
for at least one archimedean place of 퐹 .
Then the (proper) spinor genus of Λ consists of only one (proper) class.
PROOF. LetΛ′ be a lattice on 푉 in the spinor genus ofΛ, wemay assume
that Λ′ = 휙(Λ) for some 휙 = (휙푣)푣 ∈ 푂
′
푉
(픸퐹 ). Let 푆 = ∞ denote the
set of archimedean places of 퐹 and denote by 푣1,… , 푣푟 the finitely many
푣 ∈ Σ퐹 ⧵ 푆 with Λ
′
푣
≠ Λ.
By Corollary 9.17 there exists 휎 ∈ 푂′푉 (퐹 )satisfying 휎 ∈ 휙푣푗푆푂푉 (퐹푣; Λ) for
1 ≤ 푗 ≤ 푟 and 휙 ∈ 푆푂푉 (퐹푣; Λ) for all non archimedean 푣 ∉ {푣1,… , 푣푟}.
We have then 휎(Λ푣) = Λ
′
푣
for all non archimedean 푣, hence 휎(Λ) = Λ′,
and Λ′ is in the class of Λ. The argument for the proper spinor genus is
identical. 
The main advantage of the concept of spinor genus is that questions about
spinor genera can essentially be decided on a local level. We want to show
next that the number of spinor genera in a given genus of lattices can be
explicitly computed as an index of idele groups. For this we need some
lemmas.
LEMMA 9.19. Let 퐹 = 퐹푣 be a non archimedean local field for which 2 is
a unit in the valuation ring 푅 = 푅푣 (a nondyadic local field). Let Λ be a
unimodular lattice on the non degenerate quadratic space (푉 ,푄) over 퐹 of
dimension ≥ 2. Then 휃(푆푂푉 (퐹 ; Λ)) = 푅×(퐹 ×)2.
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PROOF. As in the proof of Theorem 1.32 one proves by induction on
dim(푉 ) that푂푉 (퐹 ; Λ) is generated by symmetries 휏푥 with respect to vectors
푥 ∈ Λ with 푄(푥) ∈ 푅×; indeed in all places where we had the condition
that 푄(푧) ≠ 0 for some vector 푧 we can replace it here by 푄(푧) ∈ 푅×, the
fact that 2 and hence 4 is a unit in 푅 is crucial for this. Since a unimodular
푅-lattice of rank ≥ 2 represents all units (here we use again that 2 is a unit),
the assertion follows. 
DEFINITION AND LEMMA 9.20. Let (푉 ,푄) be a non degenerate quadratic
space over the number field 퐹 , let 휙 = (휙푣)푣 ∈ 푆푂푉 (픸퐹 ). Then 휃(휙푣) ∩
푅×
푣
≠ ∅ for almost all places 푣 of 퐹 , and there is an idele 훼 = (훼푣)푣 ∈ 퐽퐹
with 훼푣 ∈ 휃(휙푣) for all 푣 ∈ Σ퐹 , and all such ideles form a square class
modulo 퐽 2
퐹
.
This square class 훼퐽 2
퐹
⊆ 퐽퐹 is denoted by 휃(휙) and is called the idele spinor
norm of 휙.
PROOF. Let Λ be a lattice on 푉 . Since 휙푣 ∈ 푆푂푉 (퐹푣; Λ푣) holds for
almost all 푣 and Λ푣 is unimodular for almost all 푣, the assertion follows
from the previous lemma. 
THEOREM 9.21. Let (푉 ,푄) and 퐹 be as before, Λ a lattice on 푉 , let 휙 =
(휙푣)푣 ∈ 푆푂푉 (픸퐹 ).
Then 휙(Λ) is in the proper spinor genus of Λ if and only if
휃(휙) ∈ 휃(푆푂푉 (퐹 ))휃(푆푂푉 (픸퐹 ; Λ))
holds.
The number of proper spinor genera in the genus of Λ is equal to the group
index
(퐽 푉
퐹
∶ 휃(푆푂푉 (퐹 ))휃(푆푂푉 (픸퐹 ; Λ))),
where 퐽 푉
퐹
= 휃(푆푂푉 (픸퐹 )).
PROOF. 휙(Λ) ∈ spn+(Λ) is equivalent to휙 ∈ 푆푂푉 (퐹 )푂
′
푉
(픸퐹 )푆푂푉 (픸퐹 ; Λ).
This is again equivalent to 휃(휙) ∈ 휃(푆푂푉 (퐹 ))휃(푆푂푉 (픸퐹 ; Λ)), notice for
this that in 푆푂푉 (퐹 )푂
′
푉
(픸퐹 )푆푂푉 (픸퐹 ; Λ) the order of the factors can be ex-
changed since 푂′
푉
(픸퐹 ) contains all commutators in 푆푂푉 (픸퐹 ).
The number of proper spinor genera is equal to the number of double cosets
in the decomposition
푆푂푉 (픸퐹 ) =
⋃
푗
푆푂푉 (퐹 )휙푗푂
′
푉
(픸퐹 )푆푂푉 (픸퐹 ; Λ).
By the same argument as above, the map associating to the double coset
푆푂푉 (퐹 )휙푂
′
푉
(픸퐹 )푆푂푉 (픸퐹 ; Λ) the coset of 휃(휙) in the factor group
퐽 푉
퐹
∕휃(푆푂푉 (퐹 ))휃(푆푂푉 (픸퐹 ; Λ))
is a bijection. 
We can make the last formula a little more explicit:
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LEMMA 9.22. Let 퐽 푉
퐹
be as in the theorem and assume dim(푉 ) ≥ 3. Then
퐽 푉
퐹
= {훼 = (훼푣)푣 ∈ 퐽퐹 ∣ 훼푣 > 0 for all real 푣 with (푉푣, 푄푣) definite}
and 휃(푆푂푉 (퐹 )) = 퐹
× ∩ 퐽 푉퐹 .
PROOF. For archimedean 푣 it is obvious that 휃(푆푂푉 (퐹푣)) = 퐹
× if 푣 is
complex or (푉푣, 푄푣) indefinite and that 휃(푆푂푉 (퐹푣)) consists of the positive
elements of 퐹 ×푣 = ℝ
× if 푣 is real and (푉푣, 푄푣) definite.
Let now 푣 be non archimedean. If dim(푉 ) ≥ 4 holds, the completion
(푉푣, 푄푣) is universal and hence 휃(푆푂푉 (퐹푣)) = 퐹
×. Let dim(푉 ) = 3 and
푎 ∈ 퐹 ×
푣
, by scaling the quadratic form we may assume that det퐵(푉 ) is
the square class of a prime element. If 푎 is a unit in 푅푣, we have −푎 ∉
det퐵(푉푣), hence the 4-dimensional space 푉푣 ⟂ [−푎] over 퐹푣 has determinant≠ (퐹 ×
푣
)2 and must be isotropic, which implies 푎 ∈ 푄(푉푣). On the other hand,
det퐵(푉 ) = 휋푣(퐹
×
푣
)2 for a prime element 휋푣 of 푅푣 implies that at least one
prime element is in 푄(푉푣), and we see that 휃(푆푂푉 (퐹푣)) = 퐹
×
푣
.
For the statement about the global spinor norm group 휃(푆푂푉 (퐹 )) the inclu-
sion 휃(푆푂푉 (퐹 )) ⊆ 퐹
× ∩ 퐽 푉
퐹
is clear.
Denote by 푇 the set of all real places 푣 for which (푉푣, 푄푣) is definite. Let
dim(푉 ) ≥ 4 and let 푎 ∈ 퐹 × be positive at all 푣 ∈ 푇 , let 0 ≠ 푏 ∈ 푄(푉 ).
Then 푎푏 is positive and hence in푄(푉푣) at all 푣 ∈ 푇 , and 푎푏 ∈ 푄(푉푣) for the
remaining 푣 ∈ Σ퐹 since (푉푣, 푄푣 is universal for these 푣. By the Minkowski-
Hasse Theorem we have 푎푏 ∈ 푄(푉 ), hence 푎푏2 ∈ 휃(푆푂푉 (퐹 )) and 푎 ∈
휃(푆푂푉 (퐹 )).
Let now dim(푉 ) = 3 and 푎 be as above, by scaling the quadratic formwemay
assume det퐵(푉 ) = (퐹
×)2. Denote by 푆 the finite set of all non archimedean
푣 for which (푉푣, 푄푣) is anisotropic. Using weak approximation we choose
푏 ∈ 퐹 × such that 푏 ∉ (퐹 ×
푣
)2,−푎푏 ∉ (퐹 ×
푣
)2 hold for all 푣 ∈ 푆 ∪푇 , in particu-
lar, −푏 and hence −푎푏 are negative at all 푣 ∈ 푇 . The 4-dimensional spaces
푊1 = 푉 ⟂ [−푏],푊2 = 푉 ⟂ [−푎푏] are then isotropic over all completions
퐹푣, and theMinkowski-Hasse Theorem implies 푏 ∈ 푄(푉 ), 푎푏 ∈ 푄(푉 ), from
which we obtain 푎 ∈ 휃(푆푂푉 (퐹 )). 
LEMMA 9.23. Let 퐹 = 퐹푣 be a non archimedean local field, char(퐹 ) ≠ 2,
let (푉 ,푄) be a non degenerate quadratic space of dimension ≥ 3 over 퐹
and Λ be a maximal lattice on 푉 .
Then 휃(푆푂푉 (퐹푣; Λ)) ⊇ 푅
×
푣
.
PROOF. If (푉 ,푄) is anisotropic Λ is the set of all 푥 ∈ 푉 with 푄(푥) ∈
푅 by Theorem 5.27 and hence 푆푂푉 (퐹푣; Λ) = 푆푂푉 (퐹푣), which implies
휃(푆푂푉 (퐹푣; Λ)) = 퐹
×
푣
. Otherwise we can write 휆 = 퐻 ⟂ Λ′ with a hyper-
bolic plane퐻 by Theorem 2.19 and we see 휃(푆푂푉 (퐹푣; Λ)) ⊇ 푅
×
푣
as asserted
since already the orthogonal group of퐻 has all units as spinor norms. 
THEOREM 9.24. Let (푉 ,푄) be a non degenerate quadratic space over ℚ.
Then all ℤ-maximal lattices on 푉 belong to the same proper spinor genus.
In particular, for any signature (푛+, 푛−) with 푛+ ≠ 0 ≠ 푛− there exists at
most one class of even unimodular ℤ-lattices of this signature.
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PROOF. Sinceℚ has class number 1 this follows from Theorem 9.21 and
the lemmas following it. 
REMARK 9.25. The spinor norm groups of the automorphism groups of
local lattices have been computed, following the initial work of Eichler and
Kneser, in great detail by Hsia, Earnest, and Beli. In particular, it has been
proven that the spinor norm group of a unimodular ℤ2-lattice of rank ≥ 3
contains (as in the case of maximal lattice treated above) all units, so that
a genus of unimodular ℤ-lattices (odd or even) contains only one proper
spinor genus.
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9.3. Neighboring lattices and anzahlmatrices
THEOREM 9.26. Let 퐹 be a number field and (푉 ,푄) a non degenerate qua-
dratic space. Let 푣0 ∈ Σ퐹 be a non archimedean place such for which
(푉푣0 , 푄) is isotropic, let Λ1,Λ2 be lattices on 푉 in the same spinor genus.
Then there exists a lattice Λ′
2
in the isometry class of Λ2 with (Λ2)
′
푣
= (Λ1)푣
for all 푣 ∈ Σ퐹 ⧵ {푣0}.
PROOF. without loss of generality we can assume that there exist 휙 ∈
푂′
푉
(픸퐹 ) with Λ2 = 휙(Λ1). Let 푆 ∶= ∞ ∪ {푣0} ⊆ Σ퐹 , denote by 푣1,… , 푣푛
the finitely many places 푣 ∈ Σ퐹 with (Λ1)푣 ≠ (Λ2)푣. By Corollary 9.17
there exist 휎 ∈ 푂′
푉
(퐹 ) with 휎 ∈ 휙−1
푣푗
푂′
푉
(퐹푣푗 ; Λ2) for 1 ≤ 푗 ≤ 푛 and 휎 ∈
푂′
푉
(퐹푣; 휆2) for all 푣 ∉ 푆 ∪ {푣1,… , 푣푛}.
Then 휎(Λ2) =∶ Λ
′
2
is as required. 
REMARK 9.27. The lattices Λ1,Λ2 or the space (푉 ,푄) supporting them are
called arithmetically indefinite (“arithmetisch indefinit”) following Eichler,
who introduced this idea in [11].
DEFINITION 9.28 (Kneser). Let (푉 ,푄) be a non degenerate quadratic space
over the number field 퐹 and let 푣 ∈ Σ퐹 be a non archimedean place of 퐹
and 푃 the associated maximal ideal in the ring of integers 푅 of 퐹 .
Lattices Λ,Λ′ on 푉 are called 푣-neighbors or 푃 -neighbors if one has
Λ∕(Λ ∩ Λ′) ≅ 푅∕푃 ≅ Λ′∕(Λ ∩ Λ′).
IfΛ = Λ1,… ,Λℎ is a set of representatives of the isometry classes of lattices
in the genus of Λ denote by푁푣(Λ푖,Λ푗) = 푁푃 (Λ푖,Λ푗) the number of lattices
in the isometry class of Λ푗 which are 푃 -neighbors of Λ푖.
The ℎ × ℎ matrix (푁푃 (Λ푖,Λ푗))푖,푗 is called 푃 -neighborhood matrix of the
genus of Λ.
REMARK 9.29. The 푃 -neighborhood matrix defined above is a special case
of the anzahlmatrix associated to a fixed system of elementary divisors for
an ideal complex as defined by Eichler in [10].
As noticed byEichler the anzahlmatrices satisfy a certain symmetry relation.
We formulate and prove this in a slightly more general context:
PROPOSITION 9.30 (Eichler,[10]). Let퐹 be a number field or a non archimedean
local field with ring of integers 푅, let (푉 ,푄) be a regular quadratic space
over 퐹 .
Let ∼1,∼2 be two relations on the set of lattices on 푉 such that for all 휙 ∈
푂푉 (퐹 ) and all lattices Λ1,Λ2 on 푉 one has 휙(Λ2) ∼1 Λ1 if and only if
휙−1(Λ1) ∼2 Λ2 holds. Assume moreover that for all lattices Λ on 푉 there
are only finitely many lattices Λ′ on 푉 satisfying Λ′ ∼1 Λ or Λ
′ ∼2 Λ.
For 푖 = 1, 2 let푁푖(Λ1,Λ2) denote the number of lattices푀 on 푉 which are
isometric to Λ2 and satisfy푀 ∼푖 Λ1.
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Then푁1(Λ1,Λ2) = 0 if and only if푁2(Λ2,Λ1) = 0, and if both are nonzero
one has
푁1(Λ1,Λ2)
푁2(Λ2,Λ1)
=
(푂푉 (퐹 ; Λ1) ∶ 푂푉 (퐹 ; Λ1) ∩ 푂푉 (퐹 ; Λ2))
(푂푉 (퐹 ; Λ2) ∶ 푂푉 (퐹 ; Λ1) ∩ 푂푉 (퐹 ; Λ2))
.
PROOF. Let lattices Λ1,Λ2 be given with Λ2 ∼1 Λ2, hence (setting 휙 =
Id푉 in the assumption)Λ1 ∼2 Λ2 and let 휙1(Λ2),…휙푞(Λ2)with휙푖 ∈ 푂푉 (퐹 )
denote the different lattices푀 in the class of Λ2 with푀 ∼1 Λ1. The cosets
휙푖푂푉 (퐹 ; Λ2) are then distinct and uniquely determined and their union is
equal to 푋 ∶= {휙 ∈ 푂푉 (퐹 ) ∣ 휙(Λ2) ∼1 Λ1. Let 휓1(Λ1),… , 휓푟(Λ1) de-
note the different lattices 퐾 in the class of Λ1 with 퐾 ∼2 Λ2. The cosets
휓푘푂푉 (퐹 ; Λ1) = 푂푉 (퐹 ;휓푘(Λ1))휓푘 are then also distinct and uniquely de-
termined. and their union is equal to 푌 = {휓 ∈ 푂푉 (퐹 ) ∣ 휓(Λ1) ∼2 Λ2}.
Moreover, by our assumption on the relations ∼1,∼2 we see that 푌 is just
the set of inverses of the elements of 푋. Let
퐺 = 푂푉 (퐹 ; Λ2) ∩ 푂푉 (퐹 ;휙
−1
1
(Λ2)) ∩⋯ ∩ 푂푉 (퐹 ;휙
−1
푟
(Λ2))
and consider coset decompositions
푂푉 (퐹 ; Λ2) =
푠⋃
휇
휎휇퐺
푂푉 (퐹 ;휓푘Λ1) =
푡⋃
휈
퐺휌푘휈 .
Notice that remark 8.19 on the elementary construction of a biinvariant Haar
measure on congruence sets implies (푂푉 (퐹 ;휓푘Λ1) ∶ 퐺) = (푂푉 (퐹 ;휓푘′Λ1) ∶
퐺) for all 푘, 푘′, so that the index 휈 above indeed runs over the same set
1 ≤ 휈 ≤ 푡 for all 푘. We have 휙푖휎휇퐺 = 휙푖′휎휇′퐺 if and only if 푖 = 푖′, 휇 = 휇′
hold and 퐺휌푘휈휓푘 = 퐺휌푘′휈′휓푘′ if and only if 푘 = 푘
′, 휈 = 휈′. Since 휙 ↦ 휙−1
defines a bijection of 푋 =
⋃
푖,휇 휙푖휎휇퐺 onto 푌 =
⋃
푘,휈 퐺휌푘휈휓푘 we obtain
푞푠 = 푟푡, which is the assertion. 
COROLLARY 9.31. With notations as above write 푚푗 for the measure
휇∞(푂푉 (퐹 ; Λ푗)∖(푂푉 (퐹∞))) of the volume of a fundamental domain in푂푉 (퐹∞)
under the action of the arithmetic subgroup푂푉 (퐹 ; Λ푗), where퐹∞ =
∏
푣∈∞ 퐹푣
and 휇∞ is a (fixed) Haar measure on 푂푉 (퐹∞) .
Then one has
푚푖푁푃 (Λ푖,Λ푗) = 푚푗푁푃 (Λ푖,Λ푗).
In particular, if (푉 ,푄) is totally definite, one has|푂푉 (퐹 ; Λ푗)|푁푃 (Λ푖,Λ푗) = |푂푉 (퐹 ; Λ푖)|푁푃 (Λ푖,Λ푗).
Moreover, the 푃 -neighborhood matrices for different maximal ideals com-
mute pairwise and the algebra generated by the 푃 -neighborhood matrices
for all maximal ideals 푃 can be diagonalized simultaneously.
130 9. SPIN GROUP AND STRONG APPROXIMATION
PROOF. Upon letting ∼1=∼2 be the relation “is 푃 -neighbor of”, the first
assertion follows from the proposition because of
푚푖
푚푗
=
(푂푉 (퐹 ; Λ푗) ∶ 푂푉 (퐹 ; Λ푖) ∩ 푂푉 (퐹 ; Λ푗)
(푂푉 (퐹 ; Λ푖) ∶ 푂푉 (퐹 ; Λ푖) ∩ 푂푉 (퐹 ; Λ푗)
.
The assertion in the totally definite case is just a reformulation using the
finiteness of the automorphism groups of the lattices in that case.
The last part of the assertion is obvious since by the first part all matrices
in question can be simultaneously transformed into symmetric matrices by
conjugation with a diagonal matrix. 
COROLLARY 9.32. With notations as above let Λ1 ⊆ Λ2. Let 푞 be the num-
ber of sublattices of Λ1 which are isometric to Λ2 and 푟 be the number of
overlattices of Λ2 which are isometric to Λ1. Then
푞
푟
=
(푂푉 (퐹 ; Λ1) ∶ 푂푉 (퐹 ; Λ1) ∩ 푂푉 (퐹 ; Λ2))
(푂푉 (퐹 ; Λ2) ∶ 푂푉 (퐹 ; Λ1) ∩ 푂푉 (퐹 ; Λ2))
.
PROOF. With 푀 ∼1 퐿 if and only if 푀 ⊆ 퐿, 퐿 ∼2 푀 if and only if
퐿 ⊇ 푀 this follows directly from the proposition. 
REMARK 9.33. Eichler proves in [10] analogous results for anzahlmatri-
ces of ideal complexes with fixed elementary divisor systems. These can
be obtained from our proposition in the same way as Corollary 9.31 using
similitude groups instead of groups of isometries. The assertion of Corollary
9.32 can be obtained from Eichler’s results, it has been formulated and used
for classification results about positive definite lattices by B. B. Venkov and
is sometimes called Venkov’s theorem. From our general setting it is clear
that analogous results (with unitary isometry groups instead of orthogonal
groups) hold for hermitian lattices.
THEOREM 9.34. Let (푉 ,푄) be a positive definite quadratic space over ℚ
of dimension ≥ 5, let Λ,Λ′ be unimodular ℤ-lattices on 푉 which are in the
same genus, let 푝 ∈ ℕ be a prime.
Then there exists a chain Λ = Λ0,Λ1,… ,Λ푟 of unimodular lattices on 푉
such that Λ푖,Λ푖+1 are 푝-neighbors for 0 ≤ 푖 < 푟 and Λ푟 is in the isometry
class of Λ′.
If 푝 = 2 the condition thatΛ,Λ′ should be in the same genus can be omitted.
PROOF. From Remark 9.25 it follows that the genus of 휆 consists of only
one spinor genus. By theorem 9.26 we can therefore assume that Λ
퓁
= Λ′
퓁
for all primes 퓁 ≠ 푝. If Λ ≠ Λ′ there exists 푥 ∈ Λ′, 푥 ∉ Λ with 푝푥 ∈ Λ.
Since 푝푥 is then primitive in Λ we have 푏(푝푥,Λ) ⊈ 푝ℤ푝. It follows that
Λ푥 ∶= {푦 ∈ Λ ∣ 푏(푥, 푦) ∈ ℤ} is a sublattice of Λ of index 푝, and setting
Λ1 ∶= ℤ푥+Λ푥 we obtain another unimodularℤ-lattice Λ1 on 푉 which is a
푝-neighbor of Λ.
FromΛ∩Λ′ ⊆ Λ푥 ⊆ Λ1we seeΛ∩Λ
′ ⊆ Λ′ ⊆ Λ1, and this inclusion is proper
since 푥 ∉ Λ∩Λ′, 푥 ∈ Λ′Λ1. By induction on (Λ ∶ Λ ∩Λ
′) = (Λ′ ∶ Λ ∩Λ′)
the assertion follows. 
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REMARK 9.35. a) If 푝 = 2 and Λ,Λ′ are both even all members of the
chain constructed above are even as well.
b) Starting from a given unimodular ℤ-lattice Λ one can algorithmi-
cally determine all 푝-neighbors of it. Continuing this until repre-
sentatives of all classes in the genus of Λ have been found one can
classify genera of positive definite lattices. This is Kneser’s neigh-
boring lattice method from [17]. It has been generalized by various
authors and is now part of some computer algebra packages, in par-
ticular MAGMA.
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