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Abstract
The magnetic properties of spin doped fullerenes are investigated in hybrid
organic/inorganic structures with the aim of establishing the extent to which
magnetic states can be induced and controlled in these materials.
Volume magnetometry is used to measure a reduction of net magne-
tization and an increase in coercivity in cobalt which can be understood
in terms of a transfer of majority spin electrons from the transition metal
d-band into spin polarized hybrid interface states. This is supported by
PNR and XAS studies of Co/C60 which reveal AF coupling between Co
metal films and a hybrid interfacial region where magnetic ground states
are induced in fullerenes through charge transfer.
Investigations of hybridization between C60 and the RE-TM alloy CoGd
show that the compensation temperature of the ferrimagnet is altered by the
presence of C60. PNR measurements of CoGd/C60 MLs reveal interfacial
coupling which creates an AF region 1.5 ± 0.1 nm thick. Magnetometry of
Gd/C60 bilayers indicates that hybridization between the metal conduction
bands and the C60 LUMO modifies magnetic ordering in Gd. This is sup-
ported by the observation of novel features in the temperature dependence
of magnetization and resistivity in the composite. XAS of Gd/C60 bilayers
shows a large peak in the carbon K-edge at 282 eV which is attributed to
interfacial hybridization.
It is shown that PL quenching in C60 is greater over Co than Au which
is attributed to the greater electron transfer between Co and C60. PL
quenching is proposed as an effective way to measure magnetic coupling
and electron transfer in interfaces. Raman spectra are recorded in C60
junctions during spin polarised transport. The Ag(2) peak splitting is shown
to depend on the polarisation of injected current acting as an effective probe
of triplet formation in C60. Finally, XAS at the carbon K-edge is recorded
during spin transport. A suppression of the LUMO to zero and increase in
the intensity of the 282 eV peak occurs after removal of external bias and is
shown to be reversible and repeatable under cycles of grounding and charge
injection. A proposed mechanism involving the redistribution of charge
following the removal of bias which causes electrons to become trapped in
interfacial states is suggested.
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Chapter 1
Introduction
1
1. INTRODUCTION
1.1 Molecular Innovation
The attraction of molecular and organic electronics is the promise of a technological
future radically different to our past, in which the artificial constructs of our technol-
ogy and the naturally occurring constructs of living things are built from the same
fundamental components. Whether it is the development of the steel plough in 1837,
the emergence of anti-biotics in 1928 or the development of Colossus, the first digital
computer; human history, or at least modern history, can be seen as the continual in-
novation of new solutions to the challenges of life. In the past century, the exponential
growth of computer technology has propelled an unprecedented expansion of human
capability. However, it is quite probable that the next century will prove unusually chal-
lenging and new innovation is the key to our survival. Our society and global economy
is now dependent on computational technologies but the environmental and economic
cost of meeting demand using currently available materials is becoming unmanageable.
[1]
For now and for the foreseeable future, metal-oxide-semiconductor technology will
dominate the electronic market, [2] especially with the recent emergence of commer-
cially viable, sub-5nm nanowire FETs. [3] However, molecular electronics allows for
more than mere imitation of MOSFETs. The use of diverse species of molecules and
molecular solids allows devices to be fabricated with a wide range of properties not pos-
sible in inorganic counterparts. Perhaps the most successful application of molecular
electronics has been the creation of organic light emitting diodes (OLEDs) [4] which
have now enabled novel technologies such as flexible displays to be constructed. [5]
Recently, the goal of many researchers in this field has been to build a single molecule
transistor: a device which achieves transistor-like behaviour using a single molecule and
a manipulation mechanism, be it light, gate voltage or other means. [6] This is primar-
ily an exercise in miniaturisation wherein the use of a single molecule in the basic unit
of a logic circuit could lead to an extension of Moore’s Law. Several examples of possi-
ble single molecule transistors exist, perhaps the most famous being based on a carbon
nanotube (CNT) and, more recently, a single pthalocyanine molecule. [7, 8] Graphene
has also received world-wide attention as a new basis for transistors, [9] although these
devices come with many problems of their own. [10]
The encroaching hard limit of Moore’s Law has prompted the rise of spintronics,
which achieves greater functionality by utilizing the spin degree of freedom in addition
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to, or instead of, the motion of charge, gaining data density while reducing heat dis-
sipation and power requirements. [11] In the past decade, molecules have emerged as
potential components in this new spintronic generation of devices. Molecular spintron-
ics, sometimes subsumed under the title organic spintronics, focuses on using molecular
solids or single molecules in place of inorganic materials in spin-based logic and memory
devices. [12] The field emerged as the result of attempts to improve the performance
of organic light emitting diodes (OLEDs) by injecting spin polarised electrons from
ferromagnetic electrodes. The measurement of a high magneto-resistance ratio in the
organic sexithienyl prompted a rush of investigation into various molecular and organic
materials for use in spintronic devices. [13] [14]
Choosing the best molecules for a given application is difficult due to the complexity
and variety of possible species and research in this field has, so far, involved a few
families of molecules which have been shown to exhibit desirable properties such as good
mobility, long spin diffusion lengths, simple processing and low toxicity. A few common
materials are cyano-group molecules such as pthalocyanines [15] or tetracyanoethylene
[16] with a variety of dopant atoms, Alq3 [17], aromatic molecules such as rubrene [18]
and carbon fullerenes such as C60 [19] and carbon nanotubes. [20]
1.2 Buckminsterfullerene: C60
Buckminsterfullerene was first isolated as a constituent of carbon vapour by Richard
Smalley and Harold Kroto in 1985. [21] They and their team used a pulsed Nd:YAG
laser to produce a vapour of carbon atoms from a graphite disc which was then quenched
in a high density He gas. The original experiment aimed to reproduce the conditions
in which carbon clusters might form in interstellar space. Surprisingly, the carbon
vapour produced stable geometric structures with the most common being C60 (>50%
of the evaporated mass) and C70 (5% of evaporated mass). However, the original goal
of the experiment has been vindicated by the observation of C60 in interstellar space.
[22] Five years after its discovery, C60 was isolated in bulk from carbon soot using a
benzene dispersal method. [23] This allowed large quantities of C60 to be produced
for the first time and thus wholesale experimentation on its properties began with the
swift discovery of metallic behaviour [24] and superconductivity in C60 doped with
alkali metal atoms [25], which occurred at far higher temperatures than predicted.
While fullerene superconductors could not compete with the cuprates, interest in C60
3
1. INTRODUCTION
remained despite the crisis in fullerene research brought about by one of the most
famous cases of academic fraud in recent history. [26]
As organic spintronics gained momentum at the turn of the second decade of the
new millennium, C60 came forward as an ideal candidate for the development of organic
devices. In addition to the low spin orbit coupling characteristic of the light atoms in
organic materials, it also lacked hydrogen atoms which were a source of hyperfine
scattering of spins. This indicated that C60 should have a very long spin diffusion
length, the mean distance an electron will diffuse before undergoing a spin-flip. In
2012, the spin diffusion length in bulk C60 crystals was found to exceed 100 nm [27]
allowing C60 based spin valves to show excellent MR ratios at room temperature. [19]
In this work, the high first electron affinity of C60, 2.7 eV [28], also makes it an ideal
candidate for charge transfer studies. To date, a large body of work exists detailing C60
charge transfer complexes and surface interactions which will be discussed in section
2.2 and 2.4.
1.3 Molecular Spintronics and Spinterface Physics
In order to utilise molecules in spintronics, materials had to be chosen carefully such
that polarized carriers could be injected and transported with high fidelity. This re-
quires molecular solids with long spin diffusion lengths and lifetimes. Initial observa-
tions, such as the experiments by Dediu et al [13] were very promising since molecules
generally comprise light elements: C, N, O, H; with low spin orbit coupling, reducing
the scattering of spin polarised electrons. However, use of organic and molecular ma-
terials present particular challenges, not least understanding the processes involved in
spin injection.
Any device which aims to have spins reside within an organic layer has to con-
sider how spin polarised carriers will move between this organic layer and electrodes.
[29] This is challenging due to the difference in electronic structure between metals or
semi-conductors with extended band structures and molecular systems where electronic
states are highly localised [30] and because of the complex interfacial interactions be-
tween molecules and electrode materials, such as the emergence of spin hybridization
induced polarized states and the transfer of charge or formation of interfacial dipoles.
[17] [31] The study of interfacial hybridization and its impact on the field of organic
and molecular spintronics has been dubbed ’spinterface science’. [32]
4
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As with other aspects of organic and molecular spintronics, these interfacial interac-
tions offer not a hindrance to easy manufacture, but a method of manipulating device
properties to gain new functionality. That is, provided we have sufficient understand-
ing to control and predict their behaviour. The observation by Cespedes et al that
contact with ferromagnetic substrates can induce a magnetic ground state in carbon
nanotubes through spin polarized charge transfer offers one such possibility. [33] The
engineering of magnetic interface states has also been applied to the development of
molecular memory [34] and the development of novel ferromagnetic composites using
copper and manganese. [35] In this work, the properties of interfaces between C60 and
ferromagnetic metals will be analysed in order to explore the idea that molecules can be
used to influence and control the magnetic behaviour of other materials and that these
interfaces can be engineered to control spin transport in a new generation of molecular
spintronic devices.
1.4 Thesis Layout
This thesis studies the properties of C60-ferromagnetic composites with a spintronics
perspective. The research herein aims to establish the effects of ferromagnets on the
molecule C60 and the reciprocal effects of C60 on ferromagnets as well as discussing
the interactions of spin polarised electrons in C60 films of the type used in spintronic
devices.
Chapter 2 discusses pertinent theoretical background from first principles. The ori-
gin of itinerant, indirect and molecular ferromagnetic exchange is discussed and the
dependences of each form of magnetic exchange on band structure are introduced, sec-
tion 2.1 and 2.2, such that the changes in the magnetic properties of the materials
in chapters 4 and 5 can be understood in terms of spin polarized electron transfer
and band distortions due to hybridization. A brief overview is provided of the role of
fullerenes as semiconductors in the field of molecular electronics, section 2.3, before the
modern science of molecular spintronics is introduced. A discussion of the importance
of interfacial interactions in metal-organic hybrid materials is provided with reference
to current research into spinterface physics, section 2.4. An overview of anisotropy and
exchange bias is provided, section 2.5, for comparison to the observtion of hysterisis
loop asymmetry in Co/C60 presented in section 4.5. The physical origins of SQUID
magnetometry are discussed, section 2.6, to provide context for one of the key tech-
5
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niques used in this work for characterisation of ferromagnetic thin films. The equations
governing X-ray and neutron reflectivity are explained, sections 2.7 and 2.8, in order
to justify the use of the polarised neutron reflectivity technique as a probe of depth
dependent magnetisation in multi-layer hybrid structures in sections 4.4 and 5.2. The
technique of X-ray absorption spectroscopy is introduced, section 2.9, with the details
of the carbon K-edge, transition metal L edge and rare earth M edge discussed to aid
interpretation of the results in sections 4.3, 5.5 and 6.5. The techniques of photolumi-
nescence and Raman spectroscopy are covered, sections 2.10 and 2.11, to provide the
necessary context for the results presented in chapter 6.
Chapter 3 introduces the experimental details for equipment and samples used in
this work. Section 3.1 presents the deposition of hybrid layers in detail, including a
description of the steps taken to prevent oxygen intercalation, the deposition of caps
and metal over-layers without metal diffusion, the co-deposition of rare-earth transition-
metal alloys and the use of shadow masks to create junctions for spin injection. The
instruments used for magnetometry, both conventional and SQUID-VSM, are detailed,
section 3.2. The use of laser light to study the Raman and photoluminescence spectra
of C60 is discussed, including considerations of photo-induced polymerization, section
3.3. The beamlines used in this work are briefly introduced: the I1011 and BOREAS
beamlines used for XMCD, section 3.4, and the CRISP and POLREF beamlines used
for PNR, section 3.5. The cryostat used for low temperature transport is presented in
section 5.4 is briefly introduced, section 3.6.
In chapter 4, C60 films are deposited on thin films of the three transition metal fer-
romagnets, section 4.2. Transfer of spin polarized electrons, spin doping, is determined
by observing the bulk magnetization of the ferromagnetic films. These results indicate
that there is a transfer of majority spin electrons from Co and Fe into C60 which causes
a magnetization reduction up to 270 ± 10 emu/cc in 5 nm thick Co films. Further detail
is obtained using the XAS, XMCD and PNR techniques, section 4.3. XAS identifies
a shoulder which emerges below the LUMO in the NEXAFS of C60 thin films which
can be attributed to hybridized interface states near the Fermi energy. [36] [37] PNR
supports this interpretation of the interfacial coupling, section 4.4. [32] A hybrid inter-
facial region, 1.5 ± 0.1 nm thick is identified in fits of the reflectivity spectrum which is
anti-ferromagnetically coupled to the underlying cobalt substrate. Finally, the impact
of interfacial hybridization on the anisotropy of cobalt is studied using SQUID magne-
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tometry and AC susceptibility, section 4.5. Asymmetry is identified in the hysteresis
loops of hybrid CoC60 bilayers indicative of some uniaxial anisotropy. AC susceptibility
identifies time evolution which hints at some frustrated magnetic order at the hybrid
interface. These results are tentatively attributed to frustration of magnetic moments
in the hybrid interface due to variations in interfacial coupling. Frustrated interfacial
moments are expected to freeze into a disordered state at low temperatures. [38]
In chapter 5, the interactions between C60 and rare earth ferromagnets are studied.
Heavy rare earths also exhibit ferromagnetic ordering but with a very different exchange
mechanism with localised moments interacting via an indirect, RKKY exchange pro-
cess. [39] Ferrimagnetic alloys of CoGd are prepared using a composite target so that
the magnetization of alloy, interface and molecular layers can be measured above and
below the alloy’s compensation temperature, section 5.2. The molecular layer is found
to reverse the sign of its magnetization as the alloy is cooled through the compensation
temperature, indicating that spin doped fullerenes couple preferentially to the cobalt
sublattice. The compensation temperature and compensated fraction of a CoGd alloy
is found to be modified by the presence of C60. Magnetometry of GdC60 bilayers finds
unexpected changes in magnetization as a function of temperature, section 5.3. Resis-
tance vs temperature measurements are compared with magnetometry to suggest an
intermediate disordered state which emerges between the ferromagnetic and paramag-
netic phases of Gd induced by the presence of C60, section 5.4. XAS is used to identify
evidence of hybridization in GdC60 bilayers, section 5.5. This behaviour is interpreted
as a change in the band structure and population of the conduction bands of Gd and
a corresponding change in the periodicity of RKKY coupling resulting in a chiral or
anti-ferromagnetic phase analogous to those found in Er, Ho and Dy. [40]
In chapter 6: photoluminescence, Raman and x-ray absorption spectroscopy are
used to identify the effects of spin injection on the vibrational spectrum and electronic
structure of C60 molecules. A study of photo-luminescence at metal-molecule interfaces
shows that photoluminescence quenching is enhanced by spin doping and hybridization
and is proposed as a probe of interfacial charge transfer, section 6.2. [41] Measurements
of the Raman spectrum of C60 during spin injection show an increase in the low energy
variant of the Ag(2) vibron peak, confirming its association with the formation of
spin triplets [42] and indicating it is an effective probe of spin injection, section 6.4.
Photoluminescence is also shown to reduce during spin injection and this is attributed to
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the spin-forbidding of recombination pathways and a corresponding increase in carrier
lifetime, section 6.4. [43] Finally, XAS at the carbon K-edge is recorded during spin
injection in a tunnel junction, section 6.5. While limited changes in the C 1s - LUMO
transition are observed, significant changes in the NEXAFS of C60 are observed when
an external bias is removed after transport. The LUMO is supressed to effectively zero
while a lower energy feature becomes dominant. This altered edge is persistent for
time periods in excess of 30 minutes and can be reversed by connecting the junction
electrodes to an external ground. This effect is attributed to interfacial charge trapping
which occurs when the charge density of the C60 layer is redistributed in order to achieve
equilibrium following transport.
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2. THEORETICAL BACKGROUND
2.1 Magnetism in Metals
2.1.1 Origin of Ferromagnetism
Ferromagnet, a portmanteau of the Latin word ferrum (iron) and Greek magnetes
(Magnesia, the primary source of lodestone in antiquity), refers to any material which
exhibits spontaneous magnetization at zero field. The origin of ferromagnetism is the
exchange interaction which occurs between the spins of electrons whose wave-functions
overlap and leads to increased order in collections of spins. The exchange interaction is
quantum mechanical in origin and can be described by considering two electrons which
can interact but are spatially separate such that they have a total state
Ψ1,2 = ψa(r1)ψb(r2), (2.1)
where Ψ1,2 is the total wavefunction describing state 1 and 2 and ψa,b(r1,2) describes
the individual wavefunctions of electron a or b at spatial site r1 or r2. According to
the Pauli Exclusion principle, the overall wavefunction must be anti-symmetric under
particle exchange such that
ψa(r1)ψb(r2) = –ψa(r2)ψb(r1). (2.2)
This can be achieved with anti-symmetric, spin, χ, or spatial, φ, components
Ψ(r) = φ(r)χ(s) (2.3)
where φ(r) = –φ(r) (2.4)
or χ(s) = –χ(s), (2.5)
where s describes spin coordinate. In the case where the spatial component is symmet-
tric, the result is a spin singlet χs
Ψs =
1√
2
[(
φ(r1)φ(r2) + φ(r2)φ(r1)
)
χs(s)
]
, (2.6)
or, if the spatial component is anti-symmetric, the result is a spin triplet χt
Ψt =
1√
2
[(
φ(r1)φ(r2) – φ(r2)φ(r1)
)
χt(s)
]
. (2.7)
The energy of either state can be calculated from the expectation value
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Es,t =
∫
Ψ*s,tHΨs,tdr1dr2, (2.8)
where * denotes the complex conjugate. The potential energy operator, V1,2 will de-
scribe interactions between the states
V1,2 = k
e2
Δr1,2
, (2.9)
where e is the electron charge, k the Coulomb constant and Δr1,2 the spatial separation
of states 1 and 2. The cross coupling terms between different states can be divided into
a Coulomb term, Ec
Ec =
∫ e2
kΔr1,2
∑∣∣ψa(r1,2)∣∣2∣∣ψb(r2,1)∣∣2dr1dr2, (2.10)
and an exchange term, Ej
Ej =
∫ e2
kΔr1,2
∑
ψ*a(r1,2)ψ*b(r2,1)ψa(r2,1)ψb(r1,2)dr1dr2. (2.11)
This second integral is the energy difference between the singlet and triplet state. The
integral in equation 2.11 can be denoted Ji,j, where i and j are any two spatially separate
spins, and is referred to as the exchange integral. A spin dependent Hamiltonian
describing the energy of nearest neighbour spins whose spin vectors are denoted si,j,
called the Heisenberg Hamiltonian, can be constructed where
H = –
∑
i,j
Jijsi · sj. (2.12)
From this it can be seen that when the exchange integral has a value greater than 0,
energy is minimized by maximizing the dot product of the two spins, thus allowing the
two spin system to minimize its energy by adopting a triplet configuration, giving rise
to spontaneous magnetization. If the exchange integral has a value less than 0, energy
is minimized by minimizing the dot product, favouring a singlet state. [44]
In real metals, delocalised electronic states can be described macroscopically ac-
cording to the free-electron model. In transition metals, the partially filled 3d band
intersects the Fermi energy. In order to describe the itinerant ferromagnetism of the
transition metals, it is necessary to consider the effect of the exchange interaction on
the 3d band.
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All but three metals in the d-transition block do not exhibit ferromagnetism though
seventeen are paramagnetic. Paramagnetic materials have a magnetic moment which
aligns to an applied field but retains no spontaneous magnetization. In the band picture
of transition metals, this can be understood by dividing the 3d band into spin up and
spin down populations. When a field is applied, the energy of a given state which is
anti-aligned to the field is raised by the Zeeman energy for a single electron moment,
μB, in a field B while the energy of a given aligned state is lowered by the same amount.
Since the Fermi energy, EF is the same for both bands, this will result in a change in
population for the up and down 3d bands. If the total density of states is described by
a function g(E) the total imbalance of the spin population (the total number of ’up’
spins minus the total number of ’down’ spins) will be
nu – nd =
∫ EF
0
g(E)μBBdE. (2.13)
If we assume the change in energy is small with respect to the size of the band, we
can limit discussion to the states in the vicinity of the Fermi energy. Counting each
imbalanced electron as contributing μB to the macroscopic moment, a magnetization,
M, can be defined
M = g(EF)μ2BB = μB(nu – nd). (2.14)
In a ferromagnet, magnetization is retained even in the absence of an external field.
From the above discussion, this can be described by considering that the exchange
interaction creates some inherent imbalance of the spin population which follows the
magnetization rather than the applied field. This inherent imbalance is described as
the action of a molecular field. That is, an internal field generated by the magnetiza-
tion which maintains the magnetization. The feedback of magnetization generating a
field which maintains the magnetization is an intuitive way of understanding sponta-
neous magnetization. Before the determination of the Heisenberg Hamiltonian, equa-
tion 2.12, the Weiss molecular field allowed ferromagnetism to be interpreted using
classical physics.
Consider that the molecular field causes an energy shift δE which can be viewed as
the range of states below the Fermi energy which are shifted from the minority spin
band to the majority spin band. The total change in energy ΔEk can be stated as
12
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ΔEK =
1
2g(Ef)δE
2. (2.15)
The molecular field must offset this cost. The proportionality of the molecular field,
Hm, to the magnetization can be described in terms of a scalar, λ, which is related to
the Coulomb potential, U, between delocalised electrons by λ = U
m0m2B
Hm = μ0λM. (2.16)
The energy of the molecular field acting on the magnetization is
ΔEm = –
1
2μ0λM
2 = –12μ0μ
2
Bλ(nu – nd)
2. (2.17)
Assuming the magnetization is the sum of the imbalanced spins each contributing μB.
The molecular field is related to the Coulomb interaction, U, which, from equation 2.8,
is related to the exchange interaction. The energy of the molecular field acting on the
spins in the ferromagnet can be rewritten in terms of the density of states by assuming
that the excess population of spin up electrons is equal to the density of states at the
Fermi level multiplied by a small variation in energy δE
ΔEm = –
1
2U(g(EF)δE)
2. (2.18)
The sum of the two energy contributions is
ΔEK + ΔEm =
1
2g(EF)(δE)
2(1 – Ug(EF)). (2.19)
Whether or not the spin imbalance is favourable, ΔEm > ΔEK, or unfavourable,
ΔEm < ΔEK, depends on the sign of the last bracket, which provides the famous
stoner criterion
Ug(EF) ≥ 1, (2.20)
often stated in terms of the exchange integral as
Jg(EF) ≥ 1, (2.21)
where J is the exchange integral for a given set of states.
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Thus, whether spontaneous magnetization emerges or not is determined by com-
paring the decrease in energy of a collection of electrons whose spins are aligned due
to the action of the exchange integral to the increase of kinetic energy when polarized
electrons shift to higher energy states in a given band. [44, 45]
In real metals, the stability of ferromagnetism is related to the band structure via
the density of states and the molecular field. Changes to the band structure can thus
be expected to affect the macroscopic magnetic properties, such a magnetisation, of a
material. Chapter 4 looks at how surface interactions and resultant changes to the spin
dependent DOS of the ferromagnet cobalt change its macroscopic magnetic properties.
2.1.2 Anisotropy
With only the above arguments, one might imagine that a ferromagnet would be de-
scribed by one macroscopic vector, M, indicative of a magnetization which could simply
follow any applied field, B, with no energy cost. Particles of sufficiently small size can
behave in this manner; [46] however, most ferromagnetic materials will preferentially
maintain magnetization in a particular direction or plane. This property is due to the
presence of an energy cost associated with the rotation of the magnetization vector into
particular axes, called anisotropy. This barrier has multiple sources which can vary in
significance depending on the material. The first and most obvious anisotropy arises
from a magnets shape. The magnetostatic energy, E, of a dipole in an external field
can be described as
E = –μ02
∫
M ·HdV, (2.22)
where M and H are the magnetization vector and total internal field respectively and V
is the object volume. The total internal field is described as a combination of external
Hext and demagnetizing fields Hd
H = Hext + Hd. (2.23)
Since the demagnetizing field is proportional to magnetization and demagnetizing fac-
tor, N
Hd = –NM. (2.24)
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The magnetostatic energy will be higher when the sample is oriented to maximize the
demagnetizing factor. Depending on the sample shape, the demagnetization factor can
make it more favourable for the magnetization to remain perpendicular to applied fields
of several tesla. [47]
Another important source of anisotropy is the interaction of the spins in a material
lattice with the lattice itself through the spin-orbit interaction. The spin-orbit inter-
action couples the spin moment of an electron to the magnetic field produced by its
orbital motion
HSO =
–e¯h2
2m2ec2r
dφ
dr S · L, (2.25)
where HSO is the spin-orbit Hamiltonian, h¯ the reduced Planck constant, me the elec-
tron mass, dfdr is the gradient of the nuclear potential and S and L are spin and angular
momentum vectors. The spin orbit coupling can be described as an effective field acting
only on orbital moments
HSO = –ml ·Horb, (2.26)
where ml is the orbital moment and
Horb =
–e¯h2Mˆ
4m2ec2rμB
, (2.27)
where Mˆ is the unit vector for the magnetization. The projection of the orbital moment
can then be described simply as the susceptibility of orbital moments, χorb to this
effective spin orbit field
ml = χorb ·Horb. (2.28)
The susceptibility, χorb is a rank 2 tensor whose elements are dependent on the crystal
structure. Depending on the symmetry of the crystal, the susceptibility will vary for
different crystallographic planes. Where crystals are more symmetric, such as Fe and
Ni which exhibit bcc and fcc structures respectively, there is little difference between
the diagonal terms of the orbital susceptibility tensor and the total susceptibility varies
little for different planes. For less symmetric crystals such as hcp Co, there is significant
variation between planes which can be observed experimentally. [48, 49]
15
2. THEORETICAL BACKGROUND
It is useful to note that significant changes occur in the symmetry and anisotropy
of magnetic layers near their boundaries. This surface anisotropy was first described
by Ne´el. [50] Simply, the loss of symmetry created by the boundary at a ferromagnet
surface means the anisotropy constants, K, are modified close to the surface. The total
anisotropy energy, Eani, of a material can then be treated as the sum of these three
contributions: shape anisotropy, magneto-crystalline anisotropy and surface anisotropy
Eani = Ksin2Θ =
(
– μ0M2 +
2Ks
t + Kv
)
sin2Θ, (2.29)
where K is the total anisotropy, Ks,v are the anisotropy constants for the surface and
volume respectively, M the magnitude of the magnetization vector, t the thickness of
the magnetic film and Θ is the angle between the anisotropy axis and magnetization
assuming the anisotropy is symmetric about one axis, known as uniaxial anisotropy.
Figure 2.1: Hysterisis loops showing the projection of the magnetization vector on to the
anisotropy axis for various Θ values, angles of applied field. Figure adapted from [51].
This now provides a more realistic depiction of the behaviour of ferromagnets: spon-
taneous magnetization is maintained by the molecular field and magnetization, the mag-
netization vector will align to external fields subject to the effects of anisotropy which
preferentially maintains the magnetization in one or more axes (usually called easy
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axes). However, there remains the issue that such a material is expected to exhibit a
uniform magnetization throughout with no local variation. Such ’single-domain’ objects
do occur under certain conditions where domain formation is energetically unfavourable
and are called Stoner-Wohlfarth particles after the physicists who first described their
behaviour with the eponymous model. [52]
In the Stoner-Wohlfarth model, the energy of a ferromagnetic material with uniaxial
anisotropy can be defined as function of two angles, Θ and φ, which represent the angles
between the magnetization vector and the anisotropy axis and between the applied field
and anisotropy axis respectively
E = Ksin2(Θ) – μ0HMscos(Θ – φ), (2.30)
where Ms is the saturation magnetization of the object and H the magnitude of the
applied field. Minimizing the energy for a given field allows the magnetization direction
to be determined. Plotting the projection of the magnetization vector on to the axis
of the applied field for increasingly large fields maps the well known hysteresis loop of
a ferromagnetic material. The squareness of the hysteresis loop is determined then by
the angle Θ between the applied field and the easy axis with a completely square loop
achieved when Θ = 0, figure 2.1.
2.1.3 RE Ferromagnetism
Apart from the three 3d ferromagnets (Co, Ni and Fe), the only elements to exhibit
bulk ferromagnetism are in the Lanthanide series, period 6. An initial examination of
these materials would indicate that it should be impossible, given the arguments of the
prior sections, for these materials to be ferromagnetic. The 4f shell in the lanthanides
is progressively filled with gadolinium containing the half full shell. From Hund’s rule,
this is where maximum multiplicity should give rise to a large spin moment per atom.
However, unlike the 3d shell in transition metals, the 4f shell is highly localised. As
the nuclear charge increases for heavier atoms, the screening of this charge by inner
electrons becomes less effective and the attraction between outer electrons and nucleus
becomes greater. This leads to Lanthanide contraction, the property of successive lan-
thanides that their atomic radii decrease as the 4f shell is filled. In particular, the
4f electrons lie within the 5d- and 6s-orbitals, screening them from exterior poten-
tials. [39] Since the exchange, equation 2.11, is dependent on the overlap between the
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two spin states i and j, this localization should mean nearest neighbour atoms cannot
exhibit ferromagnetic order since their unpaired 4f electrons are non-interacting. How-
ever, heavy lanthanides (those with a more than half full 4f shell) exhibit a number
of magnetic behaviours with gadolinium exhibiting bulk ferromagnetism below 293 K,
Terbium below 219 K, dysprosium below 85 K and Holmium below 19 K with the latter
having the highest magnetic moment of any naturally occurring element. Lanthanides
exhibit exotic ordering such as helical anti-ferromagnetism (Dysprosium, Erbium, and
Holmium) which are not seen outside the lanthanide series. [53]
Explaining this magnetic behaviour relies on the realisation that direct exchange
is not the only method by which spin correlation can occur. In the lanthanides, the
unpaired electrons in the 4f shell are able to interact via the itinerant conduction
electrons. Considering equation 2.12, the exchange interaction between a localised
4f-orbital and 6s conduction electrons can be written as
Hsf = –Js
∑
i
·Si, (2.31)
where s represents a single conduction electron spin and Si are the unpaired 4f spins.
The 4f spins for a collection of rare earth ions at positions Ri can be described as a
collection of localised fields, Hi(Ri) , which act on a delocalised moment, μ(r), which
describes the spins of the conduction electrons
Hsf = –
∫
Hi(Ri) · μ(r)dr. (2.32)
The moment of a conduction electron moving between two locations r and r’ can be
described as the product of the susceptibility of that electron to the local field produced
by the 4f electrons at another point, Hj(Rj)
μ(r) =
∫
χ(r – r’)Hj(Rj)dr’. (2.33)
The susceptibility χ(r– r′) is the susceptibility of an electron scattering from position r
to r′. This definition is convenient since, under a Fourier transformation, it is possible
to express the susceptibility in terms of a scattering wavevector q, involving ion centres
at Ri and Rj, equation 2.38. Inserting this definition into equation 2.32, the coupling
between two sites i and j is expressed as the product of their local fields and the
susceptibility of conduction electrons to those fields
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Hij = –
∫ ∫
Hi(Ri)χ(r – r’)Hj(Rj).drdr’ (2.34)
If the conduction electron moment arises from N conduction electrons contributing μB,
the effective field can be defined as
H(Ri) =
1
NμB
J(r – Ri)Si. (2.35)
It is useful to restate this relationship in terms of the scattering vector, q, which
describes the scattering of a conduction electron between two points on the Fermi
surface. Under a Fourier transformation, the susceptibility becomes
χ(r) = 1(2pi)3
∫
χ(q)eiq·rdq, (2.36)
and the exchange integral becomes
J(r) = 1(2pi)3
∫
J(q)eiq·rdq. (2.37)
Reverting then to the version of the Heisenberg Hamiltonian in equation 2.31, the
coupling between two 4f spins S at sites i and j can be described as the product of
the exchange integral for a scattering event, q between i and j and -q between j and i
multiplied by the susceptibility of the conduction electrons to the local fields at site i
and j
Hff = –
1
N2μ2B(2pi)3
∑
ij
∫
χ(q)J(q)J(-q)eiq·(Ri–Rj)Si · Sjdq, (2.38)
where Rij are the positions of two rare earth ions which we now assume are equivalent
to the conduction electron coordinates r and r’. This can be simplified to a more
familiar form
Hff = –
∑
ij
J(ij)SiSj, (2.39)
where J is the exchange integral for ions i and j which is related to the 4f-6s exchange
integral by the relationships
J(ij) = 1(2pi)3
∑
q
J(q)eiq·(Ri–Rj), (2.40)
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and
J(q) = 1
N2μ2b
|J(q)|2χ(q). (2.41)
The susceptibility of the conduction electrons to the 4f field, χ(q), can be defined as
χ(q) = μ2B
∫ fk – fk–q
E(k) – E(k – q)dk, (2.42)
where fk is the Fermi-Dirac distribution for conduction electrons and fk–q is the Fermi-
dirac distribution following scattering through a wavevector q. E(k) takes the form,
E = h¯
2k2
2m* where m* is the electron effective mass. Thus, the coupling between two
4f electrons is sensitive to the band structure of the conduction electrons via their
susceptibility to the field produced by 4f spins. This is, perhaps, easier to see in the
original Hamiltonian suggested by Ruderman and Kittel for the coupling of nuclear
moments via conduction electrons [54]
H
(
Ri,j
)
=
Ii · Ij
4
|ΔkFkF |2m*
(2pi)3R4i,jh¯2
[
2kFRi,jcos(2kmRi,j) – sin(2kFRi,j)
]
, (2.43)
where Ii,j are the nuclear spins of atoms i and j, ΔkFkF is the hyperfine coupling
constant for conduction electrons with wavevector, kF scattering from ions i and j.
The term |ΔkFkF |2 comes from the double scattering of an electron from k → k′ and
k′ → k with the assumption that all scattering involves small deviations from the
Fermi wavevector such that k ∼ k′ ∼ kF. Rij is the distance between ion centres i
and j. Changes in the effective mass, band bending or alterations in the distribution
of conduction electrons affects the susceptibility of conduction electrons to the local, 4f
fields thus changing the magnitude and periodicity of the interaction.
An interesting behaviour arises when the exchange integral is determined for various
values of q. For all the magnetic rare earths apart from Gd, there is a peak in the
exchange integral for some non-zero value of q. This peak arises due to the resonant
scattering of pairs of states on parallel components of the Fermi surface separated by
a wavevector q, a phenomenon known as Fermi surface nesting, which gives rise to
peaks in the exchange at this wavevector, known as Kohn anomalies. Under Fourier
transformation, this peak at a non-zero q gives rise to an oscillation of the exchange
integral with ion separation R known as Friedel oscillations, such that the sign of the
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exchange integral oscillates depending on ion separation. The competition between FM
and AF interactions between ions with different separations gives rise to the well known
periodic order observed in RE ferromagnets such as Ho, Er and Dy. The lack of Kohn
anomalies in Gd also explains why Gd is not observed to produce periodic magnetic
coupling. [39]
2.2 Molecular Magnetism
Molecules, unlike metals, have, as individual units, collections of atoms bonded in
complex structures rather than individual atoms in a regular lattice. This increased
complexity makes it hard to describe global properties for molecular solids but allows
for a far wider variety of magnetic and electronic behaviours to be engineered. Recent
investigation has led to the development of many molecular magnets for use in various
applications despite the fact that light elements were, until a few decades ago, thought
to be unable to exhibit ferromagnetism. [55, 56]
The exchange interaction described in section 2.1.1 would apply equally to degen-
erate, orthogonal orbitals on a single light atom or nearest neighbour orbitals on two
bonded atoms since we can simply assign the spin pair ij to any two electrons in spatially
separate, degenerate orbitals. Thus, a triplet state can be stabilized by the exchange
interaction to create unpaired spins on molecules with degenerate, orthogonal orbitals.
This can be used to explain the paramagnetism of molecular oxygen, which has un-
paired electrons in its 2p-orbitals. However, as seen in the transition metals, unpaired
electrons at a single lattice site does not necessarily lead to ferromagnetism. Molecules
tend to be weakly bonded together, reducing the strength of inter-molecular interac-
tions, and are largely composed of light elements dominated by s- and p-orbitals which
tend to couple anti-ferromagnetically. The Heisenberg model has it that only metals
from the transition block with partially full 3d-orbitals can meet the Stoner criterion
for direct exchange and Lanthanides with partially (but greater than half) full 4f shell
for indirect exchange. [39, 57]
Molecules containing transition metal ions can exhibit ferromagnetic coupling and
several examples were prevalent long before the advent of pure organic magnetism.
[58, 59] Even in such materials, the weak inter-molecular interactions and wide spacing
between nearest neighbours means there is little opportunity for direct exchange and
magnetic interactions occur via superexchange at low temperatures. Such exchange
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occurs when metal radicals couple together via ligands, commonly oxygen atoms, and
is usually anti-ferromagnetic with a few exceptions. [60]
Ferromagnetic interactions between high-spin atoms in purely organic materials,
without transition metal ions, are observed in several molecules such as galvinoxyl [61]
and tanol suberate [62]; but these materials were found not to exhibit bulk organic fer-
romagnetism, being a one dimensional ferromagnet and a meta-magnetic state emerging
from an otherwise paramagnetic system respectively. [63, 64] Bulk, 3D organic mag-
netism was first observed in nitronyl nitroxides, experimentally confirmed at 1.48 K in
1993. [65, 66] In these nitroxides, ferromagnetism emerges due to charge transfer, de-
localization of uncompensated spins and the arrangement of positive and negative spin
concentrations through particular stacking orientations. In the nitrogen-oxygen bond,
an unpaired electron can exist in two degenerate configurations on either the nitrogen
or oxygen atom meaning it is effectively delocalized in the N-O pair. In biradicals
with two nitrogen or oxygen atoms, the delocalization of uncompensated spins leads
to polarization of terminal radicals which can couple ferro or anti-ferromagnetically
depending on the configuration of the p-orbitals. Where there is significant overlap
between all the p-orbitals in a planar group, the coupling is anti-ferromagnetic while it
becomes ferromagnetic when one of the p-orbitals is perpendicular to the others. This
demonstrates that molecular symmetry is vital in determining magnetic properties. [67]
The coupling between nitroxides in a lattice occurs due to the McConnel mechanism.
[68] This is a special case of the exchange interaction considered for aromatic radicals.
In this model, the Heisenberg Hamiltonian is re-written to approximate the coupling
between two pi electrons, i and j, on aromatic rings, A and B
H = –
∑
ij
JABij SAi · SBj . (2.44)
The spin operators can be written as total spin densities for the two rings, ρA,Bi,j
H = –
∑
ij
JABij ρAi ρBj . (2.45)
The exchange integral between two overlapping p-orbitals is almost universally negative
and would stabilize anti-ferromagnetic coupling between the delocalized electrons on
stacked aromatic rings and, by extension, other planar molecules with delocalized,
uncompensated spins. However, certain configurations allow areas of positive spin
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density and negative spin density to overlap. The negative exchange integral and
negative product of the two spin densities then give overall positive coupling leading to
ferromagnetic interaction. This explains why para-nitrophenyl nitronyl nitroxide was
shown to undergo a ferromagnetic transition at sub-Kelvin temperatures when none of
its other phases did. [69]
A second McConnell model was applied to describing triplet states in charge trans-
fer complexes where a triplet emerged in the excitations of electrons between a donor
and acceptor molecule. [70] This model was extended by Yamaguchi to describe how
the negative exchange interactions for a donor-acceptor pair and the negative ex-
change interaction between a chain of donor-acceptor pairs could, for certain struc-
tures, produce charge transfer complexes with ferri- or ferromagnetic order and a net
magnetic moment. [71] The importance of structure is highlighted when consider-
ing the case of the first charge transfer complex which showed evidence of ferromag-
netism: tetrakis(dimethylamino)ehtylene(TDAE)C60. While initial studies of this ma-
terial found a ferromagnetic transition at 16 K, though it was noted that it may be
super-paramagnetic due to the lack of clear remanence in DC magnetometry, [72] it
took almost a decade before it was shown that annealing TDAE-C60 crystals above 350
K solved the issue of reproducibility and confirmed the existence of ferromagnetism. It
was realised that the necessity of annealing was due to the conformational restrictions
on the emergence of magnetism. [73]
2.3 Fullerenes as Semiconductors
In bulk, C60 forms a face-centred-cubic structure in which individual molecules con-
tinuously rotate between degenerate configurations via a ratcheting mechanism. Below
249 K, it undergoes a structural transition to a simple cubic structure due to the ori-
entational ordering of the molecules. [74] Ratcheting between low energy orientations
continues down to 90 K, below which the rotational degree of freedom becomes frozen.
[75]
The weak, van der Waals bonding between fullerenes means the solid retains much
of the band characteristics of the isolated molecules with narrow HOMO and LUMO
bands, ≈ 0.5 eV wide. In an isolated fullerene, the band gap is 1.9 eV. The measured
bandgap is 1.69 eV in the solid due to the formation of a Frenkel exciton, see section
2.10. The true band gap is 2.3 eV if on fullerene Coulomb interactions between electrons
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and holes are ignored. [76, 77, 78] Inter-molecular charge transfer occurs via a hopping
mechanism with an activation energy of 0.58 eV at room temperature, aided by the
formation of mid-gap states. [79, 80]
Molecular hopping can be visualised as the process by which an electron, which is
localized on a single charged molecule, can scatter from the intra-molecular vibrations,
vibrons, in order to overcome the energy barrier for it to move to an adjacent molecule.
The transfer rates, 1t are usually described at high temperature by the Marcus electron
transfer theorem [81, 82]
1
τ
= V
2
h¯
√
pi
λkBT
exp
(
– (ΔG
0 + λ)2
4λkBT
)
, (2.46)
where, ΔG0 is the free energy gap between the initial and final states of an electron
moving between two molecular sites, λ is the reorganization energy which can be defined
as the energy cost associated with the geometric distortions of the molecule and its en-
vironment which occur when a molecule goes from being neutral to being charged. V is
sometimes referred to as the electron transfer integral and describes the intermolecular
coupling strength.
When an electric field, E, is applied, the Marcus expression becomes
1
τ
= V
2
h¯
√
pi
λkBT
exp
(
– (ΔG
0 + eEa + λ)2
4λkBT
)
, (2.47)
where e is the electron charge and a is the intersite distance, such that the hopping
time, and therefore conductivity, varies non-linearly with applied field. In a system
where all molecular sites are identical, such as a single crystal of C60 the free energy
difference can be assumed to be zero such that the key components are the charge
transfer integral V, the reorganization energy λ and the thermal energy. The charge
carrier mobility μ can be calculated using the single step model in which it is assumed
that the hopping event is driven by the thermal energy and that a single hopping event
can be extended to describe diffusive behaviour over the whole system. The Einstein
relation provides a description of the carrier mobility in terms of a diffusion constant
D
μ = ekBT
D, (2.48)
where D can be given by
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D = 12d
〈l(t)2〉
t , (2.49)
where l(t) is expectation value for the distance between the charges position at time 0
and t and d is the dimensionality of the system (1,2 or 3). The distance between the
charges position at time 0 and t can be approximated as the intermolecular distance a
and the time as the hopping rate k
D = a2k. (2.50)
Using equations 2.47, 2.48 and 2.50, it can be seen that the mobility can be expressed
in terms of temperature as
μ = ea
2V2
h¯kBT3/2
√
pi
λkB
exp
(
– (eEa + λ)
2
4λkBT
)
, (2.51)
giving the characteristic T–3/2 dependence of mobility at high temperatures and inverse
exponential dependence at low temperatures. [83] Since this form of hopping transport
is entirely mediated by thermal energy, it is sometimes known as thermally activated
hopping. In the case of a molecule such as C60, we can thus consider the transport of
electrons as a sequence of short jumps between localised states which relies on thermal
energy.
In organic and molecular semiconductors, the reorganisation potential can create a
distortion of the molecular structure which couples to the charge carrier as it moves
through a solid. This coupling of distortion and charge carrier is usually described as
a quasi-particle called a polaron. [84] In organic or molecular solids where small, local
distortions are involved in polaron formation, the Holstein ”small polaron” model can
be applied. [85] The small polaron model describes hopping in terms of a tight binding
model where the local band structure, in this case the molecular orbitals, require only
a small correction to describe the global band structure. In this approximation, the
correction defines the width of a narrow conduction band derived from the molecular
LUMO. This width is defined by the activation energy for a polaron, i.e the energy
required to cause a hopping event and form a small polaron. In the case of C60, this
gives rise to a narrow conduction band (Ea ≈ 0.5 eV)just above the Fermi energy. [86]
[77]
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Photoconductivity measurements of solid C60, in which a laser was used to create
excitons and the decay of conductivity following the excitation used as a measure of
recombination time, showed weak temperature dependence and strong transfer integral
dependence compatible with a hopping transport mechanism between 100 and 400 K.
[80] The structural transition in C60 at ≈ 250 K is clearly evident in conductivity
measurements and can be explained in a hopping model by recognising the change in
inter-molecular distance which occurs as a result of the change from FCC to SC crystal
structure. [79] C60 has demonstrated good field effect mobility amoung molecular
semiconductors and has been successfully incorporated into OFETs. In pure, well
ordered crystals, C60 can have electron mobilities as high as 11 cm2V–1s–1. [87]
In studies of spin injection and transport in C60, hopping is treated as a chain
of intermolecular tunnelling events. This provides good agreement with experiment,
particularly in modelling the long spin diffusion lengths of C60 layers, since each inter-
molecular tunnelling event is spin conserving. [19] [88] C60 shows a long spin diffusion
length, 110 nm at room temperature. [27]
2.4 Interfacial Charge Transfer and Spinterface Physics
More recently, organic molecules have been invoked as a potentially revolutionary alter-
native to inorganic semiconductors in spintronics. [29] [12] However, interfacial effects
and charge transfer were increasingly acknowledged as a vital consideration for organic
spintronic devices as the field gained momentum. [89, 90, 13] Following the observation
by O Cespedes et al that contact with a ferromagnet could induce magnetism in carbon
nanotubes, a focus of research became the spin polarization which could occur in var-
ious carbon allotropes due to interfacial hybridization with ferromagnetic substrates.
[91, 33] In 2010, Clement Barraud and colleagues used the idea of a magnetic, hybrid
interface to explain hitherto mysterious anomalies in the sign of magneto-resistance in
(La, Sr)MnO3/tris[8 – hydroxyquinoline]aluminium/Co, LSMO/Alq3/Co, spin valves,
naming this phenomenon spin hybridization induced interface polarized states (SHIPS).
[17] This phenomenon was applied by K V Raman et al to create intrinsic spin filter
layers in organic materials in 2013. [34] The study of SHIPs and the inclusion of this
understanding in future engineering of organic spintronic devices was named by Stefano
Sanvito, who coined the term Spinterface physics. [32]
Consider the interface formed between a semiconductor with electron affinity Ea
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and conduction band Ec above the Fermi energy and a metal with workfunction φ.
Where these materials are in contact, the Fermi energy becomes a universal reference
in both systems. However, aligning the Fermi energies at the surface means the vacuum
levels are not the same since Ea + Ec 6= φ.
Figure 2.2: Illustration of the interfacial coupling between a metal and C60. The solid state
band gap of C60 is 2.3 eV and the electron affinity is around 4.6 eV. The LUMO states define
a narrow band due to phonon-electron coupling with a width of 0.5 eV. [77][92] [86] Near the
surface, polarization of the metal substrate, hybridization of molecular orbitals and redistri-
bution of surface charge causes the gap to narrow and the LUMO derived band to broaden.
This moves the LUMO closer to the Fermi energy through the process known as Fermi level
pinning. Depending on the degree of hybridization and charge redistribution, the bottom of
the LUMO derived band can shift below the Fermi energy allowing electrons from the metal to
occupy metallic hybrid interface states. [93] [37]. The bottom panel shows a DFT simulation of
a C60/Au and C60/Ag contact with the resulting redistribution of charge mapped over a small
region. Figure reproduced from [94].
The difference between their Fermi levels creates an effective potential between the
two systems called the contact potential. This potential causes an interfacial dipole
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to emerge at the interface between metal and semiconductor due to the action of this
electric field. In the semiconductor, this potential means that electrons near the in-
terface are at a higher energy with respect to the vacuum level, effectively distorting
the band structure so that the conduction band is closer to the vacuum level the closer
one moves toward the interface. When contact is established between semiconductor
and metal, the vacuum levels at the contact are identical and the distortion of the
band structure is a maximum. This ’band-bending’ and the resultant change in the
energy difference between conduction states in the semiconductor and metallic states,
the Schottky barrier height, is well established in inorganic-metal contacts and is a key
consideration in the engineering of semiconductor devices. [95] However, the simplistic
model presented here does not describe observed Schottky barrier heights well. Metal
work function is found, in reality, to be far less influential than expected in determining
interfacial band distortions. This weak dependence is referred to as Fermi-level pinning,
because the valence and conduction bands in the semiconductor preferentially maintain
their alignment to the Fermi level rather than the vacuum level. [96] Understanding
Fermi-level pinning requires bonding, hybridization and interfacial charge distribution
to be considered in the model.
If we consider the case of a molecular semiconductor like C60, the valence and
conduction bands are made up from the localised, degenerate HOMO and LUMO. The
measured ionization potential in C60 is 6.9 eV and the band gap is 2.3 eV. [77] [92]
The LUMO lies just above the Fermi energy such that the workfunction for C60 should
fall between 4.6 eV and 4.85 eV given a band width of ≈ 0.5 eV. This is confirmed by
Photoelectron/photoemission spectroscopy (PES) in the study of Lof et al. [92] We
might expect, therefore, that metals with work functions below about 4.6 eV should
create sufficient contact potential with solid C60 to push the LUMO below the Fermi
energy, resulting in charge mixing between the metal and molecular semiconductor.
While charge transfer is observed for metals such as Mg (φ = 3.6 eV), it is also
observed in metals such as Au (φ = 5.1 eV), and Co (φ = 5 eV) and appears not to
depend on vacuum level alignment for metals with a range of workfunctions 1.5 eV wide.
[37] This Fermi-level pinning in organic-metal interfaces is key to understanding the
formation of a spinterface. PES of C60 films on metal substrates shows that adsorption
reduces the molecular band gap. [97] This is interpreted in theory as the result of two
effects. First, a molecule such as C60 adsorbed to a metal will exhibit some overlap
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of pi-orbitals and the extended, delocalised 3d-orbitals of the metal. Hybridization
between these discrete, localised orbitals and extended, delocalised orbitals broadens
the molecular orbitals into a hybrid band. Second, the reorganization of charge at
the interface which occurs due to the adsorption of the molecule creates a polarization
in the metal. The molecular band gap includes a Coulomb term which affects the
energy of electrons or holes in the LUMO or HOMO as seen in the case of the Frenkel
exciton.[77] Polarization of the metal increases the attraction between electrons and
holes in the HOMO and LUMO bands reducing the observed band gap at the interface.
[93] In C60, this shifting and broadening of interfacial orbitals aligns the LUMO, at
least partially, below the Fermi energy for a wide range of different transition metals,
irrespective of their work function, allowing charge mixing in which the LUMO at the
interface is partially filled by electrons from the metal, figure 2.2.
Where the metal substrate has a net spin polarization, the coupling between molec-
ular orbitals and metal orbitals is also different for spin up and spin down. [98] Spin-
terface interactions are, in many ways, similar to the ideas outlined in the McConnel
and Yamaguchi mechanisms in that they concern the overlap between molecular or-
bitals, the excitation of transferred charge between different parts of the system and
the stabilization of different spin configurations due to the coupling between spin polar-
ized electrons. However, while McConnel and Yamaguchi consider donor and acceptor
atoms in a molecule or molecules in a complex; the donor and acceptor here are a bulk
ferromagnet and a molecule. A simple, general picture relies on considering how the
DOS of the two systems will change as they interact.
As described above, hybridization and dipole formation causes the molecular or-
bitals to broaden into hybrid interface states and narrows the band gap so that they
are moved closer to the Fermi level. This hybridization is dependent on the symmetry
and population of the partially filled metal orbitals. Where exchange splitting means
the population of spin up and spin down bands in the metal substrate is not equal,
broadening and Fermi-level pinning of the molecular orbitals is also not equal leading
to a net spin polarization of the LUMO close to ferromagnetic interfaces, figure 2.3.[99]
Measurements of spin valves with hybrid organic-ferromagnet interfaces demonstrated
this spinterface model of the interfacial interaction could explain the observed MR. It
was determined that the spin polarization of the interface dominates spin injection into
molecular semiconductors prompting some researchers to start including tunnel barri-
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ers between FM electrodes and molecular layers where a spinterface was not desired
or designing new structures which included the spinterface as an active component.
[98, 100, 101, 34, 102] Thus far, the metal in this model is treated as an infinite pool of
electrons in which any interfacial effects are strongly screened and do not affect bulk
properties. Chapters 4 and 5 specifically analyse the effect of such interfaces on the
metal.
Figure 2.3: Illustration of the interfacial coupling between molecule and magnet reproduced
in the manner of [32]. In isolated molecules, the molecular LUMO is a discrete, degenerate
multiplet. As they are brought into contact, the interfacial coupling between the two materials
broadens the LUMO and shifts its energy to align the Fermi levels at the interface. A spin-split
orbital can emerge due to unequal population of the spin up and spin down bands in the metal
producing a polarization at the interface. This may even be inverse to the FM polarization
depending on the choice of materials.
2.5 Frustration, Disorder and Exchange Bias
In 1957, Meiklejohn and Bean noticed that the hysteresis loops obtained from oxidized
cobalt nano-particles were not symmetric in field, figure 2.4. The hysteresis loop could
be described accurately by the Stoner Wohlfarth model as given in equation 2.30, save
that there appeared to be an additional component of the anisotropy which acted
unidirectionally rather than uniaxially. [103]
Using equation 2.30, we can state the offset as though an additional field Hb were
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Figure 2.4: Illustration of the same magnetic material with (red) an without (blue) exchange
anisotropy. Simplistically, the bias field, Hb would perfectly offset the hysteresis loop from zero
without changing its reversal dynamics. For real interfaces, the mechanisms by which domain
walls form in exchange biased systems can make the loop highly asymmetric around Hb. [104]
Also, disorder and frustration at real interfaces will often result in a significant increase in the
corrected coercivity (half width) of the loop. [105]
acting on the magnet to maintain its direction
E = Ksin2Θ – μ0(H + Hb)Mscos(Θ – φ). (2.52)
It is worth noting that for the simple case that the field is applied entirely perpendicular
to the anisotropy axis we have
E = Ksin2Θ – μ0(H + Hb)Mscos(Θ –
pi
2). (2.53)
Minimization of the first term occurs when the magnetization vector lies on the anisotropy
axis, minimization of the second term occurs when the magnetization vector points in
the direction of the applied field. For the magnetization vector to lie completely along
the direction of the applied field it must be great enough that
K ≤ μ0(H + Hb)Ms. (2.54)
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This creates a convenient notation where, in the absence of domains or any other devi-
ation from the Stoner-Wohlfarth model, the anisotropy contributions can be expressed
as effective fields
Hk =
Ka
μ0Ms
, (2.55)
and
Hb =
Kd
μ0Ms
, (2.56)
where Ka and Kd are the uniaxial and unidirectional components of the anisotropy
respectively. As can be seen from equation 2.30, the uniaxial anisotropy has axial sym-
metry because its sign is determined by magnetization vector. Thus, if the magnetiza-
tion vector changes sign, the anisotropy follows it. Unidirectional anisotropy does not
reverse if the sign of the magnetization changes. In order for anisotropy to be unidirec-
tional, it must be independent of the magnetization direction of the sample. Meiklejohn
and Bean quickly realised that this could be explained by the anti-ferromagnetic phase
of CoO. In an antiferromagnet, as described in section 2.1.1, nearest neighbour spins
couple with opposite sign. In a crystal lattice, this opposite coupling produces a mate-
rial with no net magnetization and therefore no susceptibility. This would be precisely
true in an infinite single crystal. However, in a film spins at the surface will be compen-
sated on one side only leaving an uncompensated plane. A ferromagnet which interacts
with this uncompensated plane will couple to the surface spins. If the anti-ferromagnet
is raised above its Ne´el temperature, the surface spins will spontaneously align to the
magnetization of the ferromagnet. When cooled again, this direction will be set as
the anti-ferromagnet orders and will define a unidirectional anisotropy. Because the
susceptibility of the anti-ferromagnet is nominally zero, the unidirectional anisotropy
will not reverse with field.
In reality, anti-ferromagnets are not perfect single crystals and the interface between
two films is not a perfectly flat plane. These deviations from the ideal model presented
by Mieklejohn and Bean are evident from the apparent weakness of the exchange field
compared to its theoretical value.
If the energy for two interfacial spins is simply given by the 1D solution to the
Heisenberg Hamiltonian (equation 2.12), then the exchange energy per unit cell for
interfacial spins is
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E = –
2Ji,jsisj
a2 , (2.57)
where a is the cubic lattice parameter assuming both lattices are simple cubic with exact
lattice matching. The magnetostatic energy for the volume element of the ferromagnet
which is being held opposite to the applied field is
E = –HMa2t, (2.58)
or, per unit cell,
E = –HMt. (2.59)
At the point where these two energies are exactly equal, we recover the behaviour of
the isolated ferromagnet with an offset in applied field given by the bias field
Hb =
2Ji,jsisj
a2MFMtFM
, (2.60)
where a is the the cubic lattice constant, MFM the ferromagnet magnetization and
tFM the ferromagnet thickness. Giving an estimate for the magnitude of the bias field
which is proportional to the exchange stiffness: J 〈s〉
2
a2 and inversely proportional to
magnetization and thickness of the ferromagnet.
This model seems intuitively accurate and the 1/t proportionality is consistently
observed in exchange biased systems. [106] However, reasonable estimates for the
interfacial exchange are two or three orders of magnitude lower than experimentally
obtained values. [107]
Understanding the interfacial coupling remained a challenge for decades and a num-
ber of different models were proposed. [108] It is now understood that the coupling in
real interfaces is influenced by random defects, geometrical disorder and the influence
of multiple sub-lattices at the boundary which all act to modify the exchange energy.
[104] In a model which attempted to account for random interfacial defects, Malozemoff
stated the exchange field as
Hb =
2
MFMtFM
√
JKAF
a , (2.61)
which provides closer agreement with observation but still lacks realistic depictions of
interfacial defects. [109] [110] Further modifications to models of exchange bias based
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on interfacial disorder were made in the early millennium such as the Schulthess-Butler
model. [111]
In addition, where coupling is strong at a surface, it is predicted that the exchange
field will still be reduced due to the formation of partial anti-ferromagnetic domain walls
as ferromagnet spins exert a torque on the uncompensated surface spins. A detailed
description of this model was given by Mauri [107] and a further description including
spin-flop transitions which can occur when partial domain walls are rotated up to some
critical angle was described by Stiles and McMichael. [112]
The complexity of the relationship between interfacial roughness, defects and bias
field means that theoretical models still lack generality. More recently, exchange bias
has been investigated using a number of different materials which demonstrate differ-
ent forms of magnetic order including disordered systems such as spin glasses. [38]
Exchange bias has been observed in molecule-metal hybrids where anti-ferromagnetic
stacks of 2D Pthalocyanine molecules were layered on top of the ferromagnetic sub-
strate and C60 films have been observed to modify perpendicular magnetic anisotropy
in cobalt. [113] [114] As yet unexplored is the use of interfacial hybridization and charge
transfer to create this kind of unidirectional anisotropy without any intrinsic AF order.
This idea is the subject of section 4.5.
2.6 SQUID Magnetometry
While Vibrating Sample Magnetometry has been common since its inception in 1959,
[115] the more recent application of Josephson junctions to magnetic sensing [116] has
created a new generation of magnetometers. These instruments utilize the properties
of Superconducting Quantum Interference Devices (SQUIDs) which provide far higher
sensitivity and additional measurement capability such as measuring AC susceptibility.
[117] [118]
A SQUID consists of two Josephson junctions set in a loop of superconducting
material. The superconducting loop will expel any flux applied to the loop as would
be expected from the Meissner effect. A screening current, Js, flows around the loop
in order to expel the flux which would penetrate the loop.
In a single Josephson junction, the current flow between the two superconducting
regions can be defined in terms of the critical current of the junction, Jc and the phase
difference of the superconducting wavefunction across the weak link, φ
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Js = Jcsin(φ). (2.62)
If a flux flows through the loop, a screening current flows around the loop. The
Aharanov-Bohm effect describes how a charged particle, described by a wavefunction
ψ, following a path around a non zero vector potential, A, acquires some phase, φ
ψ = eifψ. (2.63)
The phase can be related to the total magnetic flux through the loop, Φ, by recognising
that the phase can be defined
φ = qh¯
∫
A · dl, (2.64)
where q is the particle charge and l is a vector describing the path. If the path is a
closed path around the whole loop, Stokes theorem can be used to show this phase is
equivalent to the total flux in the loop
∮
A · dl = qh¯
∫
B · dS = qh¯Φ. (2.65)
The Born condition stipulates that the wavefunction describing this charged particle
must be singly valued everywhere. In the superconducting ring the supercurrent is
described by a macroscopic wavefunction, such that for a closed path around the ring
ψeif0 = ψeif0+f, (2.66)
which is achieved where φ = 2pin, where n is an integer. Using equation 2.64, this shows
that the total flux flowing through the superconducting loop must be quantized
φ = qh¯
∮
c
A · dl = qh¯Φ = 2pin. (2.67)
Which, since a cooper pair has charge 2e, allows the definition of a flux quantum, Φ0
Φ0 =
h
2e
J
A(Wb). (2.68)
If we now define the two Josephson junctions as A and B, we can define two paths for
charge carriers through the SQUID, a and b. The phase change due to this motion is
defined as
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φa,b =
q
h¯
∫
a,b
A · dl. (2.69)
The phase difference between these paths can be defined trivially as
φa – φb =
q
h¯
∫
a
A · dl – qh¯
∫
b
A · dl, (2.70)
These two paths, a and b, also describe the same closed path as in equation 2.65
φa – φb =
q
h¯
∮
A · dl (2.71)
φa – φb =
q
h¯Φ. (2.72)
This can be redefined in terms of the flux quantum defined in equation 2.68
φa – φb = pi
Φ
Φ0
. (2.73)
The phase difference across either junction can now be described as the intrinsic phase
difference modified by the phase change due to the screening current. The total current
in the loop between the branching and meeting point of the paths a and b can then be
described by the sum of the currents Ja and Jb
Ja + Jb = 2Jc
(
sin
(
φavg +
piΦ
Φ0
)
+ sin
(
φavg –
piΦ
Φ0
))
, (2.74)
where φavg = fa+fb2 . This can be simplified to
Jtot = 2Jcsinφavgcos
(
piΦ
Φ0
)
. (2.75)
If we concern ourselves only with the phase difference between junction A and B, taking
the intrinsic phase φavg as a constant with flux, it can be seen that the total current
flowing through the SQUID oscillates with flux as
Jtot = 2Jccos
(
piΦ
Φ0
)
. (2.76)
If the SQUID used is operated close to the critical current, the screening current can
cause the current density in one Josephson junction to become super critical current
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Figure 2.5: Illustration of SQUID device showing the current flow through the two JJ
branches. Applied field increases the current in one of the branches causing an oscillation
in the measured voltage across the junction with a period of Φ0.
such that the loop becomes a resistively shunted Josephson junction. The voltage
measured across one junction, V0, is now given as
V20 = R2(J20 – J2c), (2.77)
where R is the junction resistance when normal, J0 is the current density through the
junction in normal mode and Jc the critical current density. Assuming that the current
flow in one of the junctions is half the total in 2.76
V20 = R2
(
J2ccos2
(piΦ
Φ0
)
– J2c
)
. (2.78)
Since the voltage across the normal junction is the total voltage between points a and
b
V2SQUID = R
2J2csin2
piΦ
Φ0
, (2.79)
such that VSQUID is non-zero and oscillates with a period Φ0. This oscillating voltage
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provides the SQUID its high sensitivity. In reality, the dimensions of the junction cannot
be ignored but, in a simple picture, this provides an explanation for the SQUIDs high
resolution as flux sensor.
2.7 X-Ray Reflectivity
Probing structures on an atomic level requires radiation with a characteristic wave-
length of similar magnitude to interatomic distances: 10–10 m. This is at the boundary
between hard and soft X-Rays. Most commonly, X-Ray investigations of atomic struc-
ture are undertaken using radiation at 1.54 A˚, the wavelength of copper Kα emission.
This wavelength is largely used because of the simplicity of its production via X-Ray
tubes. Electrons are accelerated from an anode to a cathode of a chosen material, in
this case copper. As hot electrons impact the surface they rapidly lose energy through
the Bremsstrahlung mechanism, producing a continuous spectrum of X-Rays. Addi-
tionally, scattering between hot electrons and core shell electrons results in a core-hole,
recombination of the core hole with an outer shell electron emits peak radiation at wave-
lengths characteristic for the material such as the copper Kα. The resultant radiation
can be collimated and used to probe thin film samples. [119]
Figure 2.6: Representation of X-Ray scattering from the surface of an ideally smooth thin
film [Left]. [Right] Graph showing simulations of a plain, ideally flat Si surface showing the
characteristic q–4 behaviour (black), an ideal metal film showing the Kiessig fringes (blue) and
a ten repeat multilayer of Cobalt and C60 similar to those used in this research showing Bragg
peaks (red).
The information obtainable from small angle scattering of X-Rays is four-fold: the
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critical edge provides information about the average electron density of sample in-
terfaces; the super-critical dependence of reflected intensity on incident angle tells us
about the homogeneity and roughness of an interface; Kiessig fringes tell us about the
total thickness of a thin film and Bragg peaks tell us about the correlation length of
structures in a film, figure 2.6.
At very small angles, many materials act like near perfect mirrors even if their
reflectivity is poor at higher angles. This can easily be seen by observing a mirage. This
phenomenon is generally referred to in optics as total external reflection and is defined
as near unity reflectivity of a surface at sub-critical incident angles. The critical angle
for a surface is derived from Snell’s Law by considering that total external reflection
will occur whenever the angle of refraction is greater than or equal to p2
αcritical = arcsin(n2). (2.80)
For X-Rays the refractive index is, by convention, written as a small modification δ to
unity
n = 1 – δ. (2.81)
In order to take advantage of the small angle approximation, we can state the critical
angle in terms of θ, angle between incident light and the surface, and simplify
θc =
√
2δ. (2.82)
We may then restate δ as a dispersion term related to scattering of X-Rays from elec-
trons, we can assume elastic scattering for soft X-Rays
δ = r0neλ
2
2pi , (2.83)
where r0 is the Bohr radius, λ the X-Ray wavelength and ne the electron density. Since
the density of atoms in a solid varies only slightly with atomic number while ne scales
directly with Z
θc ∝ λ
√
Z. (2.84)
The critical angle for X-Ray reflectivity is an excellent probe of atomic number in thin
films. [120]
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Above this critical angle, the reflected intensity drops with a characteristic (sinθ)–4
behaviour. The scattering process at small angles can be considered in terms of a
partial reflection from a perfectly smooth interface. The incident and reflected angles
must be equal, θi = θr and, since the scattering is elastic, the wave-vectors ki and kr
must also be equal. On reflection, there is a change in momentum perpendicular to the
surface, qz
qz = 2ksinθ, (2.85)
or, in terms of wavelength
qz =
4pi
λ
sinθ. (2.86)
Using the Born approximation for scattering cross-section, assuming a perfectly smooth
surface and specular reflection, the reflectivity of the surface is described by Sinha et
al, reference [121], as
∣∣R∣∣2 = 16pi2r20n2eλ2bq4z , (2.87)
where qz is the z component of the photon momentum and b the x-ray scattering length
for a given atom which is related the more commonly used scattering cross-section by:
4pib2 = σ. This is sometimes referred to as Porod’s Law. As well as demonstrating the
typical dependence of X-Ray reflectivity on angle, it is worth noting that materials with
higher electron densities are predicted here to have higher reflectivity across all angles.
It is, therefore, more difficult to use XRR to investigate lighter elements. However, this
approximation is only valid when the surface is smooth and the specular condition in
the differential scattering cross section, dsdW , is met
dσ
dΩ =
4pi2
q2z
r20n2eLxLyδ(qx)δ(qy). (2.88)
Here, σ represents the scattering cross-section, Ω is solid scattering angle, Lx and Ly
defines the probed area of the sample plane. The two delta functions express the
specular condition, requiring that only the z component of the momentum scattering
not be zero. This can be assumed to be the case where rl << 1 i.e where the length scale
of roughness and inhomogeneity, r, is much smaller than the wavelength of the X-Rays.
If the specular conditions are not met, the differential scattering cross section must be
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modified to take account of off-specular scattering. Deriving the exact dependence of
the off-specular components on surface roughness is unnecessary here save to note that
rougher surfaces cause significantly faster loss of reflected intensity in θ.
When X-Rays scatter coherently from multiple surfaces, interference can occur. By
observing interference maxima in a reflectivity spectrum, one can determine the spacing
of the layers. In order for this to be a useful probe, the path difference between X-Rays
reflected from two surfaces must be on the order of λ for small angles.
The interference of X-Rays from interfaces can be described by Bragg’s Law
mλ = 2dsinθ, (2.89)
where X-Rays reflect from a periodic structure, the intensity peaks which occur due to
constructive interference are referred to as Bragg peaks. These peaks can be modelled
using a modified Bragg equation
mλ = 2sinθnΛ
[
1 – δsin2θn
]
, (2.90)
where Λ is the period of the superlattice and θn is the angular position of the nth in-
terference maximum. Where such maxima occur, the superposition of many reflections
can result in unity reflectivity. Because the reflectivity of multi-layer structures can be
unity at Bragg peaks, they are often employed as high efficiency mirrors for X-Rays
otherwise known as Go¨bel mirrors. In this research, Bragg peaks are used to determine
the periodicity of superlattices. [122]
2.8 Polarized Neutron Reflectivity
Neutrons can be used to probe materials in a manner analogous to x-rays. X-rays
scatter with different amplitudes from materials of different Z allowing them to probe
layered structures by scanning reflected amplitude above the critical angle. Neutrons
can, similarly, be scattered from material interfaces but the mechanism of scattering
is very different. Neutrons scatter from both the atomic nucleus and electron cloud
where X-rays are principally scattered by the electron cloud. Thus, neutrons are more
sensitive to different nuclear composition even for elements with similar Z. The neutron
spin can interact with the internal field of an atom as well as the nucleus. This means
that, for neutrons, magnetic and structural scattering can be deconvoluted. As a
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result, polarized neutron reflectivity (PNR) is a powerful tool for probing microscopic
magnetism. [123]
From reference [124], the scattering of a neutron from a given nucleus can be defined
in terms of the potential V(r)
V(r) = 2pih
2
mn
bjδ(r – rj), (2.91)
where mn is the neutron mass and δ(r – rj) is the Dirac delta function for the neutron
coordinate r and nuclear coordinate rj with scattering length bj where scattering length
and cross-section, σ are related for low energy scattering by: 4pib2j = σ. Because the
wavelength of the neutron, ≈ 1A˚, is far greater than the radius of the nucleus, ≈ 5 fm
the nucleus can be treated as a point such that the delta function is nonzero for a radius
r0. Rearranging for the scattering length, taking the fourier transform of the potential
and integrating over the scattering volume, the scattering length can be defined as
b = mn2pih2 a
(
4
3pir
3
0
)
, (2.92)
where a is the value of the potential within the radius r0. For a collection of N atoms,
the potential is written
V = 2pih
2
mn
Nb, (2.93)
where Nb is the scattering length density (SLD). For a neutron impacting a surface,
total reflection will occur if the kinetic energy of the neutron is less than the potential
E⊥ = V =
(
h¯2(ksinθi)2
2mn
)
= 2pih
2
mn
Nb. (2.94)
Rearranging, this becomes
sin2θi = 4piλ2Nb, (2.95)
where λ = 1k . The critical momentum, Qc can be defined as
Qc =
√
16piNb, (2.96)
where the momentum Qc = 4pl sinθc. This is the same dependence as observed for
the critical angle of x-ray reflection. However, as can be seen from equation 2.92, it
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is dependent on the nuclear scattering cross section rather than Z, making it more
sensitive to changes in density even in isotopes of the same element. Other than these
adjustments, neutrons can be treated in the same manner as scattered x-rays with a
wavelength given by the de Broglie wavelength.
Finally, as mentioned, the total scattering of neutrons contains both nuclear and
magnetic terms. The magnetic potential is simply defined by the neutron moment, μ
and the magnetic field of the atom, B
Vm = –μ ·B. (2.97)
The total potential is thus modified by the alignment of the neutron moment to the local
magnetic field and, thus, the scattering length has a polarization dependence. Probing
a given material with polarized neutrons aligned or anti-aligned with the sample mag-
netization provides two different reflectivity spectra from which can be extracted the
alignment of the magnetization of each layer to the neutron beam polarization.
2.9 X-Ray Absorption Spectroscopy
It is convenient in complexes involving many different materials and involving unknown
atomic interactions to look at element specific band structures and magnetism. This
can be achieved through resonant excitation of core-hole excitons. An electron in an
inner shell can be excited to an empty state above the Fermi level at a resonant energy
which is unique to the atomic orbital structure and, therefore, can be isolated from
its environment. The energies required for these excitations vary depending on the
element and the initial and final states but generally range between 50 - 2000 eV.
This energy range corresponds to soft x-ray emission such as those produced from
synchrotron radiation. The use of x-rays in probing these resonances gives the name
X-ray absorption spectroscopy to this technique.
In this work the carbon K-edge, transition metal L-edges and rare earth M-edges
are all probed in different contexts. The carbon K-edge appears at 280-290 eV and
involves the excitation of an electron from the 1s-orbital to the 2p-orbital. The carbon
K-edge exhibits a high degree of near-edge x-ray absorption fine structure (NEXAFS)
due to the different bonding symmetries and energies in carbon molecules. These are
generally divided into the pi* and σ* resonances occurring between 280 - 289 eV and
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Figure 2.7: a. Diagram of C60 NEXAFS reproduced from [126] to show a typical NEXAFS in
pristine solid C60. The separate curves show the spectra for (a) 0.25 ML, (b) 1 ML and (c) 5 ML.
b. Shows a Huckel diagram for all molecular orbitals below the ionization potential (IP) and
above the HOMO with their symmetry labels and degeneracy. [127] The energy of the resonant
excitations for each orbital in NEXAFS are labelled on the right hand side. Localisation of the
core-hole exciton causes a reduction of the exciton energy which is greatest for the LUMO (-1.8
eV) and is progressively less for higher energy excitations due to weaker localisation (LUMO +1
0.35 eV, LUMO +2 0.15 eV). [128] Note that the t1g and t2u are not usually observed as their
resonance overlaps significantly with the more dominant LUMO and LUMO+1 transitions.
Because they were not observed experimentally in early NEXAFS observations, they are, by
convention, not counted in the numbering of resonances above the LUMO.
290 - 310 eV respectively. The number and position of the pi* peaks is indicative of the
molecular orbital structure and can be used to distinguish different carbon allotropes.
[125]
It is notable that, as in the PL spectra (section 2.10) , the core-hole exciton appears
at a lower than expected energy in many carbon allotropes due to the effect of the
core hole. The LUMO peak observed in the carbon K-edge for C60 exists 2.2 eV
below the expected position derived from PES. [128] [129] The energy for the various
resonant transitions expected in the NEXAFS of C60 are presented in figure 2.7 using
values recorded in C60 on an Si substrate found in [130]. Excluded are transitions
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to delocalised σ*-orbitals above the ionization potential. Unlike the narrow, localised
core-hole excitons associated with the pi*-orbitals below the ionization potentials, these
transitions to delocalised states create a broad resonance between 290 eV and 310 eV.
Some resonant peaks exist within this region and a bound σ* exciton is sometimes
observed at the onset of the σ* resonance. [126] This exciton remains localised due to
Coulomb attraction between the core hole and excited electron. It has been studied
extensively in graphite. [131]
It is not possible to apply the principles of XMCD, described below, to carbon
because the K-transition probes only the orbital moment. [132] Despite this, magnetism
in K-edges can still be detected where there is strong spin-orbit coupling. [133] In
light elements such as carbon, measurement of magnetic dichroism in the K-edge is
challenging but has been achieved in a few cases. [134] [135] [36] In C60, spin-orbit
coupling is increased compared to other carbon allotropes due to the curvature of the
molecule which makes measurements of spin moment more feasible than in a 2D carbon
system such as graphene. [136]
The transition metal L-edges involve the excitation of an electron from the 2p-
orbital to the 3d-orbital. In transition metals, the 2p-orbitals are split via the spin
orbit interaction into two sub-orbitals corresponding to total angular momentum, j,
of 32 and
1
2 giving rise to the labels p 32 and p 12 . The transitions from these orbitals
into the d-band are respectively labelled L3 and L2. The splitting of the 2p-orbital
in transition metals allows the spin population of the d band to be probed by using
different helicities of circularly polarized light to pump the exciton.
The selection rules for possible excitations for circularly polarized light can be stated
as
Δj = 0,±1,Δs = 0,Δl = ±1,Δm = +1(μ+), –1(μ–), (2.98)
where j is the total angular momentum quantum number, s the spin, l the orbital
moment and m the azimuthal quantum number. Δm = +1 corresponds to right handed
helicity and Δm = –1 to left handed helicity. Note that in either case the spin is
unaffected.
The one electron transition probabilities for all allowed transitions can be calculated
using Wigner Eckhart theorem and are presented in detail in [137]. Summed over all
spin states for + and - helicities, the L3 transition occurs with probability P+– = 23
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while the L2 transition occurs with P+– = 13 . If the d band is exchange split and has
an unequal population of spin up and spin down states, the transition probability for
spin-up and spin-down states will be different in both L2 and L3 transitions. For left
handed helicity (-), the transition of a spin up electron from the p-orbitals occurs with
P– = 58 from the L3 edge and P– =
1
4 from the L2 edge. A transition involving a
spin down electron occurs with P– = 38 from the L3 orbital and P– =
3
4 from the L2
orbital. This is inverse for right handed helicity (+). Thus, if the available states in
the d-band are not equal for spin up and spin down, the sum of both spin up and spin
down transitions for left and right helicities at the L2 and L3 peaks will not be equal.
The difference in intensity for left and right helicity at the two peaks is indicative of
exchange splitting in the d-band. [138]
The spin and orbital moment (mspin and morb respectively) of a transition metal
atom can be extracted from the inequality of the left and right helicity edges using the
sum rules developed by Thole et al. [140] These rules were found to match experimental
data in the study of iron and cobalt by Chen et al [139]
morb = –
4
∫
L3+L2(μ+ – μ–)dE
3
∫
L3+L2(μ+ + μ–)dE
(10 – n3d) (2.99)
mspin = –6
∫
L3(μ+ – μ–)dE – 4
∫
L3+L2(μ+ – μ–)dE∫
L3+L2(μ+ + μ–)dE
× (10 – n3d)
(
1 + 7〈Tz〉2〈Sz〉
)–1
. (2.100)
The integrals can be found by taking the area of the dichroism within the limits of the
L2, L3 or entire edge, the difference between the signal with left and right helicity. 〈TZ〉
and 〈Sz〉 are the expectation values of the magnetic dipole and spin operators for the
transition and n3d is the number of d-band holes. While it is quite possible to apply
these rules to well known systems such as pure cobalt and iron, in novel systems it is
difficult to determine exact values for n3d. Where the ratio
7〈Tz〉
2〈Sz〉 is small, this term can
be neglected. Chen at al discuss in reference [139] the contribution of this correction
to Co and Fe. If this term is negelcted, the number holes, n3d, need not be known if
calculating the ratio of spin and orbital moment
morb
mspin
= 2q9p – 6q , (2.101)
where p and q are integrals of the dichroism defined in figure 2.8. The rare earth M
transitions involve the excitation of an electron from the 3d-orbital to the 4f-orbital.
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Figure 2.8: Example of the applied sum rules for the L2,3 edge fo cobalt. Figure reproduced
from [139]
The 3d-orbital is similarly split by spin orbit coupling, this time between states with
j = 52 ,
3
2 labelled M4,5. The sum rules can be derived using a similar method but require
a correction factor C which takes into account the orbital mixing of the split 3d-orbitals
due to strong Coulomb interactions in the rare-earths [141]
morb
mspin
= 2C5pq – 3
(
1 + 6〈Tz〉mspin
)
, (2.102)
where p and q have the same values as in figure 2.8. [141]
Various methods can be used to measure the absorption of X-rays. The most obvious
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and, arguably, most accurate method is transmission spectroscopy. This measures the
transmitted intensity of an X-ray beam passed through a thin film of material enabling
the experimenter to calculate the exact absorption cross section. [137] However, this
method is limited in practice since one must ensure a film is thin enough to allow a
detectable intensity of beam to pass through to the detector. Thick substrates such as
the 1 mm thick Si wafers used in this work are, thus prohibited.
Figure 2.9: Cartoon of the Auger process in TEY. [From left to right] an x-ray is absorbed
during an inner electron transition. The core hole exciton recombines and the energy loss causes
an outer electron to be ejected to the vacuum level which is then measured as a drain current.
Other methods rely on measuring the result of recombination rather than direct
absorption. Flourescence measures the photons emitted through radiative recombina-
tion processes. [142] However, flourescence yields tend to be low in carbon due to
non-radiative, multielectron recombination mechanisms. [143]
In this work, the primary detection method is total electron yield (TEY). This
measures the secondary electrons emitted during the decay of the core-hole exciton,
particularly Auger electrons, figure 2.9. In the Auger process, the de-excitation of the
core-hole exciton scatters with an electron in the outer orbitals of the atom, causing
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Figure 2.10: Figure reproduced from [144] showing the fractional peak intensity reduction
for Auger electrons produced in a chromium 1s transition passing through an alumina film of
varying depth. The thicknesses of the caps used in section 4.3 and 6.5 are shown.
it to be raised above the vacuum level and emitted as a free electron. A conducting
contact attached to the film surface will allow these emitted electrons to drain to ground
and be detected as a current which is proportional to photon absorption. [137] The
key limitation of TEY is the limited escape depth of secondary electrons. Secondary
electrons scatter from sample atoms and lose energy, eventually being recaptured before
detection if the emitting atom is too far from the drain contact, see figure 2.10. In C60,
the escape depth is expected to be very shallow. Rotenberg et al predict only 3 ML.
[145] For aluminium oxide, the escape depth of Auger electrons is ≈ 2.2nm limiting
possible cap thickness. [144]
2.10 Photo-Luminescence
In many non-metals, the gap between valence and conduction bands is of a similar
order to visible light. When a photon of energy greater than or equal to the direct
band gap is incident on the material it can create an exciton (electron-hole pair). This
pair will relax via Coulomb or electron phonon scattering until it occupies the band
minimum before recombining, releasing a photon of energy exactly equal to the semi-
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conducting band gap. This allows light to be used as a probe of the band structure
of a semiconductor. Excitations across the bandgap or recombinations can also occur
through scattering with phonons. These multi-particle recombination processes can
lead to phonon emission at energies other than that of the direct band-gap. Such
emission is called a phonon replica and can reveal information about the phonon-
electron interactions in semiconductors. [95]
Figure 2.11: a. Example of PL spectrum of C60 recorded at 10 K showing the main peak
(1.69 eV) created by recombination across the direct bandgap and the key phonon replicas,
especially the strong phonon replica peak at 1.5 eV. Figure replicated from [146] The singlet
(S) and triplet (T) exciton configurations are included. The singlet state has a lifetime of the
order of ns while the more stable triplet has a lifetime of ms. Thus, the PL spectrum is mostly
due to singlet recombination. b. Diagram of excitations in an arbitrary semiconductor. Where
excitons are highly localised, the Coulomb interaction, U, lowers the exciton energy. If the
excited electron scatters with a phonon, it can move to another region of the band in k-space
as well as changing the energy of the recombination.
This description of excitation and recombination might be suitable for discussing
excitons in materials where bands are broad and excitons are delocalised. However, C60
and many other molecular semiconductors, as discussed in section 2.2, are described
in a tight binding model in which the band structure of the isolated molecule is well
preserved as a narrow band in the solid and motion of charge carriers occurs via short
hops between localised states. If one measures the band structure of C60 by photo-
electron or inverse-photo-electron spectroscopy (PES, IPES) in which electrons are
excited to vacuum from valence bands, a band gap of 2.3 eV is observed. [77] However,
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if one measures photo-luminescence from C60 the luminescence peak is clearly observed
at 1.69 eV, fig 2.11. This inconsistency is solved by invoking the concept of a Frenkel
exciton.
In a simplified picture, a Frenkel exciton occurs in localised or poorly screened
systems where there is strong Coulomb interaction between the electron-hole pair that
make up the exciton. This attraction serves to lower the energy of the excitation such
that it lies within the semi-conducting band gap. The recombination of excitons in C60
is not a trivial problem. For a start, electric dipole recombination of the singlet excitons
has been shown to be forbidden with recombination occurring through inter-system
coupling via a Herzberg-Teller mechanism. [147] In addition, a triplet exciton (aligned
spins in HOMO and LUMO) can be accessed through inter-molecular interactions which
is more stable than the singlet exciton (anti-aligned spins in HOMO and LUMO). The
singlet has a short lifetime of 1.2 ns while the triplet exciton exhibits a long lifetime
on the order of ms. [148] The dynamics of recombination are discussed in detail in
both [149] and [150] with reference to the triplet transition and the lifetime of singlet
excitons responsible for the fluorescence spectrum.
2.11 The Raman Effect
Molecules vibrate when at finite temperatures. These vibrations can be imagined simply
by picturing a molecule as a collection of spheres linked by rigid springs. When energy is
imparted to the molecule, the springs flex and oscillate in a complex manner dependent
on the positions and relative masses of the different spheres and the ’flexibility’ of the
bonds. Through this analogy, it is easy to see that molecular vibrations will occur at
various frequencies which build up a characteristic spectrum unique to every molecular
structure. Taking a structure as simple as an H2O molecule, three non-degenerate
vibrational modes can be identified.
Where charge is not evenly distributed around a molecule, such as in the H-O
bond in water, such oscillations constitute an oscillating dipole. In 1928, C.V. Raman
determined that the coupling between these dipole oscillations and light could produce
a change in the frequency of light which has passed through a material containing
such oscillating dipoles: named Raman scattering. [151] In short, Raman scattering
can be described as the inelastic scattering of light from polarisable molecules. The
inelastic scattering can be partially explained by classical electromagnetism. [152] The
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Figure 2.12: The three non-degenerate vibrations of water molecules.
oscillation of a molecule in one mode can described by a displacement Qk
Qk(t) = Q0kcos2piνkt, (2.103)
where Q0k is the displacement amplitude and νk the frequency of mode k. The induced
electric dipole moment, μ, can be described as
μ = αE = αE0cos2piν0t, (2.104)
where E is the oscillating field of a coherent beam of light, such as a laser, at frequency
ν0 and α the polarizability. Because the electric dipole moment of the molecule is
proportional to the displacement of the charges, the change of the polarizability can be
described with respect to the displacement vector (shown to a first order approximation
here)
α = α0 +
( ∂α
∂Qk
)
0
Qk + ... (2.105)
Thus
αE = μ = α0E +
( ∂α
∂Qk
)
0
QkE. (2.106)
Substituting equation 2.103 and 2.104
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μ = α0E0cos2piν0t + E0Q0k
( ∂α
∂Qk
)
0
cos2piν0tcos2piνkt, (2.107)
which, expanded, becomes
μ = α0E0cos2piν0t +
1
2E0Q
2
k
( ∂α
∂Qk
)
0
[cos2pi(ν0 + νk)t + cos2pi(ν0 – νk)t]. (2.108)
Figure 2.13: The three processes of dipole scattering of light (Left) elastic scattering which
dominates. (Middle) Stokes scattering which reduces the energy of scattered photons and can
be shown to dominate in-elastic scattering when considering thermal population of different
states. (Right) Anti-Stokes scattering: the molecule begins in an excited state and scatters
with the incident photon to a higher energy virtual state. Relaxation to the ground state thus
results in the emission of a photon at higher energy than the incident photon.
The first term here describes the fully elastic component of the scattering where
the dipole oscillation occurs at the same frequency as the incident light, the Rayleigh
scattering. The two terms in the square bracket refer to the inelastic components where
the scattered light has its frequency altered by interaction with the dipole oscillations.
Where the scattering occurs from a higher frequency to a lower frequency producing a
photon with a higher energy than the incident photon, (ν0 +νk) the scattering is called
anti-Stokes. Where the scattering occurs from a lower frequency to a higher frequency,
(ν0 – νk), this is called Stokes. The Stokes and anti-Stokes processes can be more easily
visualized by considering a band diagram with a virtual excited state comprising the
superposition of the incident light and internal vibration of the molecule, figure 2.13.
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This derivation relies on a 1D approximation and ignores thermal effects on the
population of different vibrational states and quantum mechanical effects on the po-
larizability. These corrections show that Stokes scattering will significantly outweigh
Anti-Stokes scattering due to different populations of higher energy states. In C60 there
are ten non-degenerate, Raman active vibration modes. [153] These are separated into
two categories based on the symmetry of the oscillation. The two symmetries are la-
belled with the characters Hg and Ag, with H and A representing single and quintuple
degeneracy and the g subscript inversion symmetry. [154] Two Ag modes can be ob-
served in the Raman spectrum of C60 and eight Hg modes. The Ag(2) mode at 1470
cm–1 is the dominant mode.
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3.1 Deposition Methods
3.1.1 DC Magnetron Sputtering
In order to study the properties of materials, especially magnetic materials, it is nec-
essary to create material samples with strictly controlled parameters. The parameters
most crucial to this research are physical dimensions, crystallinity, stoichiometry, con-
taminant/impurity concentration, surface morphology and roughness. Controlling all
of these, especially surface morphology and crystallinity, would require an epitaxial
growth method. While this might produce mono-crystalline samples, it is a time-
intensive technique.
The C60 molecule is 7 A˚ in diameter. This means any layer of C60, even deposited
in an ideal mono-crystalline form, would have a root mean square (RMS) roughness of
approximately half this diameter. C60 layers deposited using the evaporation method
have typical roughness between 7-20 A˚, as measured by XRR and AFM. While epitax-
ially grown metal layers may have roughness on the order of one unit cell (a few A˚).
Thus, epitaxial methods would be redundant due to the intrinsic roughness introduced
by C60. Control over physical dimensions, contaminant/impurity concentration and
stoichiometry can be obtained by DC magnetron sputtering to a sufficient degree.
DC magnetron sputtering is a Physical Vapour Deposition (PVD) method for thin
film growth. PVD uses a physical process such as heating or ion bombardment, unlike
CVD where volatile reactants are included, to produce a vapour of material which can
be directed toward a substrate for deposition. As with all vapour deposition techniques,
PVD relies on strict control of the atmosphere and is usually performed under high
vacuum (HV) conditions (10–8 < P < 10–6 Torr).
Sputtering uses accelerated ions to liberate atoms from a target in order to create
the vapour. A gas, usually an inert gas to prevent reaction between the sputter gas and
material vapour, is injected into the space between an anode and a cathode. A high
voltage is created between the electrodes in order to produce a strong electric field.
When the voltage becomes high enough, a breakdown occurs in the gas.
Electrons are stripped from the gas to create a conducting pathway between the
electrodes, otherwise known as an arc. If the current sourced across the electrodes is
sufficient to balance the flow through the arc, a stable plasma can be created as the
ionized gas and free electrons are accelerated by the voltage and continue to collide,
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producing further ions in a cascade. A plume of stable plasma can thus be formed
between the electrodes. The ionized atoms and free electrons have opposite charge
and will thus be accelerated toward opposite electrodes. However, the lower mass
electrons will not transfer momentum to the anode as efficiently as the high mass ions
will to the cathode. Deceleration of the electrons will create thermal excitations in
the anode causing heating but, unless the acceleration voltage is in the range of tens
of kilovolts, it will not cause sufficient heating to significantly evaporate the anode
material. However, the heavier ions will collide with atoms in the cathode and transfer
momentum fairly elastically to the similar mass atoms in the cathode material. The
transfer of momentum to those atoms near the surface of the cathode will provide
sufficient energy for them to overcome their binding energy in the lattice and release
them into vacuum. These released atoms can then be transferred to any substrate
simply by placing it in the vapour, figure 3.1.
Sputtering in this manner is limited by low deposition rates (typically hundredths
of A˚ per second), high required gas pressure (10–2 mbar) and high operating voltages
(2-3 kV). Magnetron sputtering, developed in the 70’s, solves many of these problems
allowing higher deposition rates (A˚s per second), operating voltages of a few hundred
volts and operating pressures of 10–3 mbar. [155]
When a magnetron is present, the ions which move close to the anode surface follow
a circular path due to the Lorentz force. The magnet poles are arranged such that one
polarity forms a ring around the cathode circumference while the other is a point in the
centre, this confines the spiralling ions to the region of the cathode. In this region, the
acceleration and confinement induced by the field causes a significant increase in the
number of collisions between ions and un-activated neutrals. These collisions release
further free electrons which follow a similar but opposite circular path causing further
collisions. This increase in collision and ionization means the plasma in the region
close to the cathode surface is significantly more dense than elsewhere in the gap. The
toroidal region of high density plasma preferentially erodes a circular region on the
sputter target known as a racetrack.
Many variants of the magnetron sputtering system exist for a host of different
applications. One of the most common industrial usages is the unbalanced magnetron
where the magnetic field is stronger in one part of the cathode than others producing
very high deposition rates for commercial applications. However, because this research
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Figure 3.1: Cartoon demonstrating the internal mechanics of a DC magnetron sputter gun
showing the position of the anode (1) and target material which forms the cathode (3). The
substrate for deposition is attached to the anode and positioned in the plasma. Above the
target, the field created by the ring magnets beneath the target (5) cause a high density plasma
to be confined in a ring near the target surface. In order to prevent damage to the radial
magnets and ensure a uniform contact, a thick copper buffer is placed between them and the
target (4). The apparatus is surrounded by grounded shields (6) to drain the significant static
charges which can build up during deposition which are separated from the target material by
ceramic spacers.
is primarily concerned with films in the sub-micron range, it is far more important
that any deposition technique used produces films with a very low thickness tolerance.
Therefore, samples in this research are all deposited using balanced magnetrons.
The system used for deposition in this research is a multi-source, high vacuum
sputtering chamber. The system comprises a single growth chamber which can be
evacuated to a pressure of 10–7 Torr (1.3× 10–10 atm: partial pressures, H2O 7× 10–8
Torr, N2 1 × 10–8 Torr, O2 < 0.1 × 10–8 Torr) using a combination of an oil-based
mechanical pump and a helium based cryopump. The pressure can be further decreased
to a base of 10–9 Torr using a nitrogen based trap to condense residual water vapour
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from the atmosphere. Due to the surface sensitivity of this research, the greatest threat
to sample quality is the presence of oxygen or water as residual gases in the growth
environment as these can easily bond to interfaces and quench interfacial coupling.
Oxygen is easily captured by the cryopump. However, the low molecular weight of
water makes it hard to capture. Therefore, all samples in this research were grown
using the nitrogen trap in order to remove residual water. Utilising the nitrogen trap,
the total chamber pressure can be reduced to 2 – 3× 10–8 Torr (partial pressures, H2O
1.4 ×10–8 N2 1 ×10–8 O2 1 ×10–9).
3.1.2 Sublimation
Molecules such as fullerenes with high molecular weight and low inter-molecular bind-
ing energy can easily be evaporated without resorting to plasma or beam techniques.
Sublimation of C60 occurs between 700 and 900 K in atmosphere and significantly
lower in UHV. [156] Dissociation of C60 cages occurs primarily due to C2 emission at
10.8±0.3 eV .[157] Coalescence of C60 can occur at 1073 K but has only been observed
at such low temperatures in nanopeapod structures. [158] Full coalescence of isolated
molecules occurs around 1500 K. The large gap in energy between inter-molecular and
inter-atomic forces, and the resulting difference in temperature required for sublimation
and cage destruction in this system make it easy to deposit via evaporation without
changing chemical composition. A detailed review of the sublimation rates and vapour
pressures of solid C60 at various temperatures can be found in [159].
C60 crystals are loaded into an alumina crucible which sits in a tungsten filament
inside a copper shield completely sealed save a small aperture through which the molec-
ular vapour may escape, figure 3.2. It is vital when depositing C60 that the molecular
plume be strictly confined since the higher scattering cross-section of the large and mas-
sive C60 molecule increases the diffusion of material throughout the deposition chamber
due to random walks. The copper shield is externally water cooled to prevent excessive
heating of the surrounding components throughout the long growth times. A quartz
microbalance is located inside the shield just off the escape aperture, 5 cm from the
crucible, to collect material from the plume in order to monitor the sublimation rate.
During sublimation, a current of between 19-25 A is passed through the tungsten
filament causing it to heat to several hundred degrees Kelvin. The quartz balance allows
the deposition rate to be monitored and the filament current adjusted to maintain a
59
3. EXPERIMENTAL METHODS
stable rate. This monitoring was vital to account for variations in the vapour pressure
of the molecules. Over the course of 3 hrs, the deposition rate can vary by 30%. The
throw distance between the crucible and the substrate is 10 cm.
Figure 3.2: Illustration of the evaporation source interior. The crucible sits within a high
resistance W coil. Water is cycled around the outside of the copper shield to prevent overheating.
The quartz balance sits in the molecular plume. A quartz crystal is driven at resonance by a
piezo electric motor. As matter adheres to the crystal, the resonant frequency changes. The
phase difference between the driving frequency and the resonant frequency provides a measure
of the total mass adhered to the crystal.
C60 is unstable to oxidation and can degrade very quickly under ambient condi-
tions. A key cause of degradation is photo-assisted oxidation and decomposition. [160]
Without photons to excite reactive species, C60 is quite stable at room temperature
and pressure. When heated above 473 K in the presence of atmospheric oxygen, C60
undergoes irreversible oxidation forming an epoxide and amorphous fullerene-oxide pre-
cursors which lead to full breakdown of the C60 cages and oxidation to CO2 at around
930 K. [161] Even at low temperatures and without photo-oxidation, the intercalation
of oxygen into C60 crystals can occur even if reduction to CO2 does not occur until it
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is illuminated or heated. [162]
By necessity of the deposition system, the fullerenes used in this study are exposed
to air regularly when being loaded into the evaporation system and when the UHV
chamber is opened to remove samples. This could cause serious problems if irreversible
oxidation were allowed to occur. Such contamination is prevented through the depo-
sition method itself. Firstly, the molecules which are used as a source are prepared in
macroscopic crystals. Due to the smaller number of lattice defects and smaller surface
area to volume ratio, larger crystals are known to be more stable to oxygen interca-
lation. [156] Secondly, the crucible is contained in a near sealed container, the only
opening being the aperture through which the molecular plume will be delivered to
the substrate. This means the molecules are stored in darkness even when the UHV
chamber is opened to atmosphere. Even though oxygen may intercalate into the C60
crystals, it will not cause irreversible oxidation. In studies of both powders and thin
films, the concentration of oxygen in C60 which has been exposed to atmospheric con-
ditions is shown to drop at 400 K and reaches near pristine levels by 450 K. [163] This
is the peak desorption temperature for both graphite and C60 and is notably far be-
low the temperature required for irreversible oxidation in the absence of light at 930
K. Before evaporation but after the chamber has been fully evacuated, the crucible
is heated to a temperature just below the sublimation temperature. This ensures the
C60 molecules are fully outgassed before reaching the temperature at which irreversible
oxidation would occur.
Over time, degradation of the source molecules is inevitable. Incomplete outgassing
of the source before sublimation or exposure to small amounts of light will result in
the build up of C60 polymers or fragments as well as quantities of soot comprising a
mixture of various carbon allotropes and oxides. [164] These compounds are often more
vulnerable to oxidation and oxygen intercalation and will speed up further degrada-
tion of the remaining C60. However, the precautions taken: high vacuum, minimizing
exposure to light, outgassing below sublimation to remove intercalated oxygen; when
using this growth system allow us to deposit high purity C60 for several weeks using
the same source molecules. Degradation of the source molecules can be monitored by
observing the decline of sublimation rates over time as more stable carbon allotropes
and polymers begin to dominate.
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3.1.3 Co-deposition of RE Alloys
When creating thin films of alloys, there are a number of available choices for the
growth method. Perhaps the most controllable is co-deposition, using multiple sputter
guns angled toward a single substrate which sputter simultaneously to produce an al-
loy where the proportions of the different phases is determined by the relative growth
rates. This is only possible where sputter guns can be angled to produce a co-deposition
plasma. Where this is not possible, alloyed targets provide an alternative. While the
structure of an alloyed target cannot necessarily be transferred to a substrate, the ratio
of materials in the target and their relative melting points will influence the final alloy.
The mass of the species in an alloy will cause some variation in composition between
target and substrate due to variations in scattering with the sputter gas and ’resput-
tering’ (deposition of lighter species back onto the sputter target due to scattering with
the sputter gas) which will supress the Co concentration slightly at 24 mTorr. [165]
The heat of vaporization of Gd is 305 kJ/mol and Co 375 kJ/mol. [166] The rate of
evaporation and energy of ejected atoms is related to the heat of vaporisation since this
determines the ion energy required to overcome the binding energy of the lattice. Co
and Gd will evaporate at similar rates with the Gd deposition rate slightly increased
by its lower binding energy.
CoGd alloys in this research were deposited from a composite target comprising a Co
medallion doped with Gd foil. By calculating the proportion of the racetrack intersected
by the Gd foil, it is possible to approximate the final ratios of the alloy. This allows
the ratio to be adjusted between growths to optimise the critical temperature. The
optimisation is detailed in section 5.2.
3.1.4 Thin Film Deposition
Samples used in this research are deposited on p-doped silicon with either native oxide
or thermal oxide surfaces. Both substrates have one polished side. Substrates with
native oxide are used when the transport characteristics of the samples will not be
measured. These native oxides will be on the order of 10 A˚. [167] Substrates with
thermal oxides are used when there is the potential for current to shunt through the
substrate during transport measurements. The thermal oxide is generated to a thickness
of ≈ 100 nm maintaining similar roughness to unoxidised wafers but with a thick
insulating barrier.
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Metals such as cobalt or organic materials such as C60 deposited directly on to sili-
con have increased surface roughness due to surface tension between substrate and film
which can cause aggregation, lattice stress and stacking errors. Tantalum seed layers
have been shown to reduce roughness in Co films and improve inter-layer coupling.
This is most clearly demonstrated in exchange bias systems where, as in this research,
interfacial coupling is key. The priming of a substrate with a Ta layer of less than 5 nm
not only creates a metal surface with near atomic flatness but also seeds the lattice of
Co layers, inducing a body-centred cubic crystal structure with a (111) surface. This
is useful for interfacial studies since, in BCC structures, a (111) plane has a higher
number of atoms per unit area at the surface. [168]
Figure 3.3: a. TEM of CoC60 multilayer with no Ta seed and b. an identical multilayer using
a Ta seed with the first three layers magnified to show the smooth interfaces obtained by using
the seed. TEM c. and Fourier analysis d. of a CoC60 multilayer showing the distinction of the
layers and polycrystallinity. Cross-sectional TEM performed at University of York by Daniel
Gilks and Vlado Lazarov a.-b. and Luis Hueso and David Ciudad at CIC NanoGUNE c.-d.
and included in the Supplementary Information of [169]
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In super-lattices of Co and C60, Ta seeding produced crystallinity in Co layers above
3 nm, figure 3.3. Co layers deposited on C60 showed some crystallinity when over 5
nm thick irrespective of the presence of a Ta seed. C60 layers were highly amorphous
in all cases as evidenced by the lack of structural peaks in X-Ray diffraction studies.
In multilayers of up to ten repeats, there was no evidence of significant intermixing
between Co and C60 layers or progressive increase in roughness from layer to layer.
This is a vital consideration in hybrid layers and vertical junctions. Control of the ’ill-
defined’ layer has been a persistent problem in organic spintronic architectures so the
apparent resistance of C60 to Co intercalation makes these structures ideal for studying
interfaces. [102]
Metal layers are deposited from DC sputter guns operating at currents of 50 mA
and powers of 12 - 20 W. Argon is used as a sputter gas and is injected at a constant
rate of 24 standard cubic centimetres per minute (SCCM) which, balanced against a
cryo pump, maintains a constant chamber pressure of 2.3 - 2.5 mTorr. This pressure
is chosen both to ensure a sputter rate which is not so slow as to unduly expose the
layer to residual oxygen and not so fast as to lack sufficient control over the thickness,
and also to ensure the surface tension of metal films in the argon atmosphere promotes
complete wetting without introducing stresses into the film as it grows. A 20mT field
is applied across the substrate during growth to ensure magnetic anisotropy is uniaxial
with an easy axis set at growth.
When fullerenes are sublimated, the key consideration is minimizing interfacial con-
tamination. While UHV conditions slow oxidation, exposing a surface to these con-
ditions for long time periods can still lead to oxidation of a surface. It is, therefore,
necessary to minimize the time any surface is exposed. In addition, fullerenes, due to
their large cross-section and comparatively low kinetic energy, are more likely to scatter
from sputter gas atoms than are metal atoms. If evaporation is performed in the sput-
ter gas the longer flight time of molecules would result in undue oxidation of fullerenes.
Thus, during sublimation, the flow of sputter gas is turned off and the delay between
the end of the growth of a metal layer and the start of the growth of the fullerene layer
is kept below 10 s.
Finally, even if a sample is grown in ideal conditions, both Co and C60 will quickly
oxidize in atmosphere. It is necessary to protect these materials from atmospheric
contamination by covering them with a layer of material which will be inert to atmo-
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Figure 3.4: Hystersis loops for two examples of samples prepared for XMCD. The sample
structure is indicated in the bottom right corner. Samples were cooled from 300 K to 120 K
in an applied field of 50 mT. Note that Al caps of less than 4 nm produced hysteresis loops
with clear exchange bias due to the penetration of oxygen. Mn, included in these structures as
a probe of local magnetism, increases the roughness and oxygen affinity of layers below the Al
cap. Samples without this layer were also stable with caps thicker than 4.5 nm.
sphere. Aluminium oxidises in air to form amorphous Al2O3 which is inert, low density,
insulating and transparent. The penetration of oxygen into aluminium metal becomes
stable over a time period of a week due to the expansion of the Al lattice which oc-
curs during oxidation with oxygen penetrating to a maximum depth of ≈ 22 A˚. [170]
This makes aluminium an ideal capping material to protect sensitive structures. How-
ever, aluminium metal caps have been observed to deposit poorly on carbon surfaces.
Aluminium poorly wets carbon surfaces causing beading during deposition such that
aluminium caps which should provide an effective barrier to oxidation become porous.
Aluminium layers deposited on graphite are shown to produce 3D clusters up to 25 A˚
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in diameter and an interfacial region of Al-C bonds up to 18 A˚. [171] Diffusion of Al
into C60 has also been observed. Diffusion of aluminium atoms into interstitial lattice
sites in C60 occurs during deposition at room temperature for Al layers up to 10 A˚
and C60 layers of 6 ML. [172] This, coupled with the intrinsic roughness of C60 layers,
makes it hard to get full aluminium coverage to the depth of 22 A˚ as would be required
to prevent oxidation without depositing excessively thick capping layers.
When measuring magnetometry in these samples, the negligible signal an aluminium
cap would give makes it preferable to deposit very thick caps for the protection of
magnetic layers. In such samples, caps were grown between 15-20 nm.
Caps grown on metal layers deposited onto C60 were stable to oxygen above 4.5
nm, figure 3.4. The effectiveness of thin film caps was determined by growing CoC60
bilayers and measuring hysteresis loops below 291 K. CoO is antiferromagnetic with a
Ne´el temperature of 291 K. If a crystalline layer of CoO has grown on top of Co at
remanence it will create exchange bias.
3.1.5 Junction Deposition
Measurements of the conductivity of C60 layers were performed using four point mea-
surements with a crossed electrode configuration, figure 3.5. These are deposited using
shadow masks selected in-situ using separable sample and mask mounts which can be
detached and moved independently. In junctions, Ta seed layers are not used. This
is because, while the shadow masks are kept in place with spring loaded mounts, it is
possible for masks to shift slightly when the sample mounts are moved. A conducting
seed layer could potentially create a short which shunts current through non-polarized
channels.
In transport samples it was necessary that caps were non-conducting. These caps
were optimized by determining the maximum thickness at which the resistance of the
capping layer was not measureable indicating full oxidation, determined to be 2.5 nm.
The deposition of electrodes on top of fullerene layers in these structures prevents
diffusion and island formation of Al on C60 such that thinner Al caps are stable to
oxygen.
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Figure 3.5: Example of a single barrier junction used in this research. The lower electrode is
made from a magnetic material to inject spin polarized current. Insulating barriers are used in
some junctions to preserve polarization and decouple the ferromagnet from the molecular layer.
The top electrodes are deposited from non-magnetic materials and capped with an aluminium
layer. Electrodes are 100 μm wide. Measurements are made in a four point configuration.
3.2 Magnetometry
Vibrating Sample Magnetometry relies on simplistic principles of magnetic induction
as described in Faraday’s law
– dφdt = ε, (3.1)
where φ is the magnetic flux through a given surface and ε is electromotive force. In at-
tempting to quantify the volume magnetization of a given finite object, a simple method
for transforming the magnetization into a measureable voltage is to move the object
within a coil of wire, creating a current whose magnitude is proportional to the rate
at which the object is moved, its size and shape (as described by its demagnetization
field) and its magnetization. The flux density, B, within the sample can be expressed
as the superposition of the magnetic field, H, and the sample magnetization, M,
B = μ0(H + M) (3.2)
For the special case of a spherical sample, the internal magnetic field, Hi measured
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anywhere inside the sample is given by
Hi = Hext – NM (3.3)
where Hext is the external or applied field and N is a demagnetizing factor and
depends on the sample shape and orienatation, in this case N = 13 . The correction
–NM to the field is known as the demagnetizing field, Hd. Outside the sample, M = 0
and
B = μ0H (3.4)
However, the field, H, measured at a point outside the sample volume will comprise
contributions from any external magnetic moments, such as the uniform field applied
by a solenoid Happ, and the magnetic moment of the sample itself, often called the
stray field Hstray
H = Happ + Hstray (3.5)
The relationship between B, H and M is shown in figure 3.6. When the sample
is vibrated at a known frequency within a loop of wire, the stray field produced by
the sample magnetic moment will oscillate producing a current in the coil. Only this
component of the total flux density, B, will oscillate at the known frequency and can be
isolated from all other surrounding electronics, RF interference, thermal fluctuations or
magnetic contamination. Isolation of the sample signal is achieved using a band pass
filter/amplifier such as a lock-in amplifier. This outputs the product of the measured
signal, Vs, oscillating at a frequency ωs and some reference signal, Vr oscillating at a
known frequency ωr and with phase φs and φr respectively
VLock–In = VsVrsin(ωst + φs)sin(ωrt + φr) (3.6)
which can be expanded to
VLock–In =
1
2VrVs
[
cos
(
[ωs – ωr]t + φs – φr
)
– cos
(
[ωs + ωr]t + Δφs + φr
)]
(3.7)
If the signal is passed through a band pass filter, the signal will be zero except in
the case that ωs = ωr ± δω where δω is the band-width of the filter. Where this is the
case, the final signal, V, will be
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V = 12VrVscos
(
φs – φr
)
(3.8)
In VSM measurements, the reference signal is provided by the vibration controller
such that any voltage in the induction coils which oscillates at the same frequency will
produce a net DC voltage when averaged over a period several times greater than the
oscillation period while oscillations at other frequencies will be rejected.
Figure 3.6: Illustration of the relationship between B, M and H following the manner of
reference [173]. It is the flux density in the detection coil which is measured by the VSM,
φ =
∫ ∫
B · dA.
The sample oscillates within the range of the detection coils in a resonant regime.
We can see that the rate of change of flux in the detection coils will oscillate at the
same frequency. This method allows very small sample moments to be observed even
in a relatively noisy environment.
Conventional VSM magnetometry presented in this research was performed using
an Oxford Instruments MagLab VSM, shown in figure 3.7, which provides temperature
control over a range of 305 to 1.5 K. Temperature control is provided by liquid helium
gas, fed into the variable temperature insert (VTI) by a needle valve, and a DC resis-
tance heater located at the base of the VTI. The VTI is maintained at vacuum by a
rotary pump, this is vital since the main components of air: water vapour, nitrogen
and oxygen, all freeze at the base temperature of the VTI: that is 1.5 K; and could
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Figure 3.7: Representation of the Oxford Instruments Vibrating Sample Magnetometer used
in this research highlighting key components.
block key components. The sample is held on a Polyether etherketone (PEEK) paddle,
chosen for its low absorption of water by volume (0.1% in 24 hrs), high tensile strength
(90-100 MPa), resistance to thermal degradation and high thermal conductivity (0.25
W/m K) in comparison to other members of the polyaryletherketone (PAEK) family.
[174] This paddle is attached to a carbon fibre rod which attaches to the vibration
motor outside the VTI. An LN2 jacket and outer vacuum jacket ensures that rime and
extreme thermal gradients cannot interfere with the control assembly at the top of the
VTI or cause fast boil off of liquid cryogens.
SQUID magnetometry is performed in an LOT-QuantumDesign MPMS 3 SQUID
VSM. The cryogenic system here uses dry cooling with a closed torus surrounding the
sample chamber through which helium is fed. This system has a base temperature of
1.8 K and a max temperature of 400 K. Samples are attached to quartz paddles with
low temperature varnish and held using a carbon fibre rod. For high temperture mea-
surements, a specialised sample paddle with a built in contact heater can be attached
to the sample with a high thermal conductivity adhesive in order to reach temperatures
of 1000 K.
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3.2.1 AC Susceptibility
While conventional VSM measurements provide time averaged information about the
magnetization of a material, it provides limited information about the magnetization
dynamics. Magnetization can be described in terms of the magnetic susceptibility, χ
M(H) = χH, (3.9)
or, in the case of ferromagnets, susceptibility can be described as a tensor
χdij =
∂Mi
∂Hj
. (3.10)
As the applied field is changed, different parts of the hysteresis loop can be accessed
and the susceptibility changes. The susceptibility at different points can be measured
by creating a small oscillation in the field. The magnetization can then be described
as a combination of DC and AC components
M = χ(HDC + HACsinωt). (3.11)
The susceptibility, χ, is a complex quantity
χ(ω, H) = χ′(ω, H) – iχ′′(ω, H). (3.12)
The AC magnetization can then be described by a phase, φ
MAC = χ(ω, H)HACsinωt(cosφ – isinφ). (3.13)
This phase change describes the lag between the change in the AC field and the AC
magnetization and characterises dissipation or viscosity of the magnetic system. Thus,
at low frequency, the AC susceptibility closely follows the DC susceptibility. At higher
frequencies, changes in the phase can be detected by measuring relative magnitudes of
the real and imaginary components of the AC magnetization.
For low DC fields, the susceptibility of some disordered systems such as spin glasses
shows a first order transition at the freezing temperature, Tf , defined as the temper-
ature at which different spin configurations are no longer thermally degenerate. This
transition is similar to the Ne´el temperature of antiferromagnets and occurs due to the
’freezing’ of moments into a random, disordered state. An example of such as transition
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is shown in figure 3.8. This shows the glass transition in a CuMn spin glass. It is impor-
tant to note that higher DC fields lead to progressive broadening of the susceptibility
peak, discussed in detail in reference [175].
Figure 3.8: Example of the real part of the AC susceptibility in a CuMn alloy. The freezing
of the spins below the glass transition temperature can be observed as a cusp at the transition
temperature. The inset shows the dependence of the transition on the AC field frequency:
squares, 1.33 kHz; circles 234 Hz; crosses, 10.4 Hz; triangles, 2.6 Hz. Figure from [176].
3.3 Raman Spectroscopy and Photo-Luminescence
Raman spectroscopy in this research is performed using a Horiba LabRam HR800 Ra-
man Microscope. A schematic is shown in figure 3.9. This makes three laser frequencies
available for illuminating samples on a motorized Marzhauser stage. The beam is fil-
tered and collimated to occlude any contaminant light and create a sufficiently narrow
beam to map sample features. An optical microscope is used to focus the beam. The
reflected beam is passed through a beam splitter such that the reflected portion can be
isolated and sent to a diffraction grating. A CCD detector mounted on a worm motor
can scan across the diffraction pattern and isolate components of the spectrum. The
resolution at the nth maximum is determined by the chromatic resolving power, Δλ,
of the grating:
72
3.3 Raman Spectroscopy and Photo-Luminescence
nN = λ
Δλ
(3.14)
Where N is the line density of the grating. Two gratings can be used with line
densities of 600 or 1800. As mentioned in section 3.1.2, photo-assisted degradation and
oxidation is a significant problem for molecular devices. During Raman spectroscopy,
it is possible for the higher energy lasers, blue and green, to cause what is often termed
photo-bleaching. That is the degradation of fluorescence due to chemical changes in
the sample induced by photons.
Figure 3.9: Diagram of the workings of the Horiba Raman microscope. The laser (1) is
directed through a chromatic filter (2) to remove contaminant light and through one of a set of
intensity filters mounted on a rotating plate (3). The hole (4) acts to collimate the light before
it reaches the sample. After this, the beam passes through a beam splitter (6) and a microscope
(7). Light reflected from the sample is directed toward a diffraction grating (8) through a band
pass filter (5) which removes contaminant light. The resultant pattern is analysed by a 1024
detector CCD (9).
The wavelength dependence of the diffraction pattern is accommodated by cali-
brating the CCD worm motor using a standard silicon sample. Silicon produces a well
73
3. EXPERIMENTAL METHODS
defined first order Raman peak at 520 cm–1 at 300 K. Because the peak is narrow
and changes little as a function of impurity concentration, it is an ideal standard for
calibration. [177] Using this and the zero-shift Rayleigh peak, it is possible to convert
the CCD motor position to a wavenumber/wavelength/energy axis as per requirement.
While it is not possible to prevent photo-induced degradation entirely without using
a lower energy laser, it is possible to significantly reduce the proportion of molecules
destroyed by this process. Firstly, an automated shutter ensures that, during mea-
surement, the beam is only incident on the sample while data is being recorded. This
eliminates unnecessary flux which might damage the sample while the CCD is moving
or data is being stitched. Second, a selectable filter is placed between the beam and
the sample which can reduce the beam flux by several orders of magnitude. Optimal
results are usually obtained for intensities of 0.1 mW. Finally, the choice of capping
material can protect the molecules not only from atmospheric stress but also from evap-
oration, by decreasing the exposed surface area, and reduce the overall intensity of the
beam. However, it is important to note that long exposure times are just as injurious
to sample quality as high intensities with the additional factor that if the sample has
poor thermal conductivity, heat from the beam will build up in small region of the
sample and lead to small areas of evaporation or chemical changes such as oxidation.
It is, therefore, always necessary to balance low intensity against short exposure times.
Raman scattering is a relatively rare event with ≈ 10–7 % of photons undergoing Stokes
scattering. [152]
One way to significantly improve the signal to noise ratio in Raman samples is to
ensure the molecular layer is deposited on top of a conductor. This is because, when
conducting surfaces are not perfectly smooth, the scattering of photons with free elec-
trons in the conductor surface can produce surface plasmons which oscillate at the same
frequency as the incident light. These plasmons amplify the electric field in a region
approximately equal to the photon wavelength near the conductor surface increasing
the magnitude of the molecular dipole oscillations described in equation 2.108. This
process is known as surface enhanced Raman scattering. [178] These considerations
provide important information about how to construct samples for Raman.
While the Horiba microscope has mostly been used for Raman spectroscopy, the
detector makes no distinction between photon scattering and other photon sources or
scattering processes in the sample. This can be problematic when unexpected high
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energy events lead to noise spikes or when contaminant light leads to distortion of the
Raman spectrum, but it also allows the instrument to be used to investigate luminescent
phenomena without changing any aspect of the set up. Any of the lasers can be
used to create an excitation provided they produce photons of high enough energy
and a UV light can also be installed to provide illumination where none of the lasers
suffice. Because the focal optics for the detector act on the reflected portion of the light
independent of the incident portion, there is no need to use a focused or collimated
light source to perform photoluminescence experiments.
3.4 I1011 and BOREAS Beamlines
The XMCD technique is employed in this research to probe the magnetic and electronic
structures of hybridized composites, specifically CoC60. XMCD data was recorded at
the BL29-BOREAS beamline in the ALBA facility, Barcelona, and the I1011 beamline
at the MAXII facility, Lund. Both systems are similarly structured according to the
diagram in figure 3.10. X-Rays are produced using an undulator, a set of alternating
magnetic poles mounted on rails which can be moved relative to one another to produce
a helical field vector. Synchrotron electrons entering the undulator undergo a spiral
motion, producing X-Rays with a polarization vector determined by the arrangement of
the magnets in the undulator. Since the emitted photons conserve angular momentum,
left or right handed spirals can be used to generate opposite circular polarization while
changing the gap between the rails in the undulator can change the radius of the
spiral and, therefore, the peak energy output. Moving the rails such that the electrons
undergo a wave like motion with no spiral can produce linearly polarized light. [137]
Undulator radiation is monchromated to narrow the spectrum and allow high res-
olution spectroscopy. Monochromation is achieved using a variable line spacing (VLS)
reflection grating which disperses the spectrum without loss of polarization. [180] The
desired energy can then be selected using a focusing mirror. In both the BOREAS and
I1011 beamlines, three gratings are available, optimized for different energy ranges.
The monochromated beam can then be focused and collimated using X-Ray mirrors
into a beam of ≈ 0.1 mm (BOREAS) or 0.2 × 0.8 mm (I1011) before being directed
into the endstation. At BOREAS, the HECTOR endstation is used for all data pre-
sented in this research. At I1011, the UHV in-situ endstation is used. In both systems,
the experimental chamber is evacuated using a cryo-pump to 10–10 mbar in order to
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Figure 3.10: Simplified schematic of the BOREAS beamline [179]. Circularly polarized X-
Rays are generated at the undulator (1) and directed into the monochromator array (2). The
monochromated X-Rays are then collimated and focused using an array of mirrors (3). An
attenuation grating can be inserted (4) to control the beam intensity. The beam is then passed
through a gold calibration grating (5) which records a baseline TEY for the beam intensity, I2,
before being directed into the sample chamber. Coils are arranged to apply a field parallel to
the beam direction (6) with the sample mounted on a conducting plate (7) which is attached
to an external ammeter to detect the sample TEY, I3. The plate can be cooled by the cold
finger cryostat (8) with liquid helium contained in a built in reservoir. The entire endstation
is mounted on a scaffold with 3-deminsional mobility afforded by worm motors. The chamber
moves independent of the sample mount to allow the beam to scan across the sample.
minimize interaction of the beam with bodies other than the sample and reduce sample
decay. Samples are observed in TEY by mounting them on a conducting paddle with a
connection to ground and a picoammeter to measure the flow of free electrons from the
sample surface. Because Si, C60 and Al2O3 all have high resistivities, a drain contact
is made to improve conductivity between the sample surface and the paddle. In both
cases, samples are introduced to the experimental chamber via a loadlock to protect
the vacuum of the beamline. In the BOREAS beamline, a field is applied from a set
of fixed coils in the plane of the beam. Fields can be applied up to 6 T. In the I1011
beamline, hollow core rotating coils can apply fields up to 0.6 T in almost any direc-
tion limited only by those positions at which the coils obscure the beam path. [181]
In the BOREAS beamline, a cold finger cryostat can be used to control the sample
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temperature with a base of 2 K.
3.4.1 Transport XMCD
Observing the effects of charge and spin polarized transport on the NEXAFS of C60
required current channels to be effectively separated. Since the drain current is on the
order of pico amps and the current driven in junctions is on the order of nano amps,
there is a danger that the channels could be mixed with source current escaping to
ground or drain current escaping to source meter ground.
Figure 3.11: a. Comparison of the signal from a C60 layer with different contacts showing
the difference in the signal to noise ratio. The blue curve is K-edge when the sample is set up
as shown on the right. The black is when all contacts are removed save the drain contact. The
red is when I and V on the diagram are connected to a common ground. b. Schematic of the
junction on the sample plate. The insulating SiO2 substrate separates the gold plate from the
junction. A drain contact to the C60 layer is made using a piece of carbon tape covered with
colloidal silver. The carbon tape is separated from the probed region by 1 mm to ensure it does
not contaminate the C60 K-edge. The junction centre is located by triangulating the Mn and
Co edges.
The drain contact for junctions is made directly to the central C60 island with a
strip of conducting carbon tape coated with colloidal silver. This provides an adequately
conducting channel for the drain current to escape. Current and voltage measurement
contacts must be left floating while the edge is measured, else the drain current escapes
into the instrument ground. Noise from the aerial effect of floating contacts increases
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noise in all measurements. It is thus necessary to completely disconnect all contacts
where possible, see figure 3.11.
3.5 CRISP and POLREF Beamlines
PNR experiments were performed at the ISIS pulsed muon and neutron facility using
the CRISP and POLREF beamlines whose basic layout is illustrated is figure 3.12.
Both beamlines use a variable aperture chopper disc to define a wavelength band of
0.5 to 6.5 A˚ for CRISP and 1-15 A˚ for PORLEF. An electromagnet can provide fields
up to 0.8 T and a cryostat can be used to control sample temperature down to a base
temperature of 2 K. The sample is angled by means of worm motors in the case of
CRISP or by angling a bench containing the sample, collimation slits and analyser all
at once in the case of POLREF. Neutrons are detected by a He3 detector in which He3
captures incident neutrons and undergoes decay into a hydrogen and tritium nucleus,
which are easily detected by their charge.
As detailed in section 2.8, much of the physics of XRR can be applied to neutron
reflectivity. This means that we can scan Δq by varying the angle of the detector with
respect to the sample surface as in equation 2.86. However, unlike XRR, there is no
way to monochromate the neutron beam in PNR. Neutrons are produced via spallation
of a target with a high energy proton beam [183] and have a broad range of energies
meaning that, for any given detector angle, neutrons of a broad range of q values can
be detected. To solve this problem, PNR utilises time of flight detection.
Firstly, the highest and lowest energy neutrons are removed using a chopper built
from a nimonic alloy of Ni, Cr and Co which is chosen for its high tensile strength
and melting point, allowing it to be used for fast rotating components. The chopper
is essentially a spinning disc with holes cut into it which rotates in phase with the
proton beam pulse. The holes allow a range of neutron velocities to be selected from
the spallation event since fast neutrons will arrive at the chopper earlier than slow
neutrons. It also allows the gamma flash, a burst of gamma rays which occurs as a result
of spallation, to be blocked and prevented from interfering with the measurement. The
selected range of neutron velocities is called a frame. The frame spectrum is monitored
by a beam monitor placed just after the chopper, marked in figure 3.12 as 4. A second
monitor, 6, is located before the sample which is used to normalise the intensity of the
reflectivity spectrum since the flux of different neutron velocities is not equal. Once the
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Figure 3.12: Simplified diagram of the POLREF beamline. [182] 1. The impact of a proton
beam on a spallation source produces neutrons. This beam can be blocked by a Gd shutter (1)
allowing the beam to be ”turned off” by the user. A nimonic chopper (2) spins with identical
period to the beam pulse enabling it to isolate specific parts of the spallation pulse called
frames. After the chopper, a beam monitor (4) detects the passage of neutrons providing the
start time for calculating the time of flight. Neutrons then pass through a spin flipper (5),
comprising a magnet array and set of polarising mirrors which isolate a particular polarisation
of neutrons. The neutrons are then detected a second time by another monitor (6) to calculate
their intial momentum. The beam is then collimated by a slit (7) and directed toward the
sample which sits between the coils of an electromagnet (8) and can be mounted into a cryostat
for low temperature measurements. From the sample onward the entire apparatus is mounted
on a motorized stage allowing it to be raised at a well defined angle to the beam path. The
reflected beam is passed through a second set of slits (9) and finally impacts the detector (10).
The angle of reflection and the time of flight recorded by monitors 4 and 6 is used to calculate
the change in Qz.
velocities of the incident neutrons is established, the time taken for them to traverse
the beamline is known and neutrons of different q can be distinguished by the time they
arrive at the detector. Thus, for a given angle, the reflectivity spectrum can be built
up by measuring the amplitudes by which neutrons of various q are scattered from the
sample. [184]
The beam width of the POLREF beamline is ≈ 6 by 3 cm meaning samples with
a large surface area are required to achieve high counts. The flux of POLREF is 107
cm–2s–1 allowing a sample with dimensions 2 by 2 cm to be measured over a time
period of 1.5 hrs.
Reflectivity data is fit using the GenX optical matrix package created by M Bjo¨rk.
[185] Spectra are simultaneously fit for spin up to spin up scattering amplitude and spin
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down to spin down. Interlayer variation means that fitting the entire superlattice is
infeasible in GenX due to the high possible number of degrees of freedom. To minimize
degrees of freedom in the final fit, individual layer thickness and interfacial roughness
are fit using XRR spectra. VSM measurements are used to determine the volume mag-
netization normalized for the entire film. In the final fit, the remaining free parameters
are the magnetic moment per atom in each layer (while the total magnetization was
fixed by VSM) and the density and interdiffusion roughness of the interfacial layers.
The magnetic moment per atom is free to vary but the sum total of all moments in the
film are tied to the volume magnetization. The fit optimization is performed using the
inbuilt differential evolution tools in GenX and identified by a figure of merit calculated
from the logarithmic sum of the residuals:
FOM = 1N – 1
∑
i
|log(Mi) – log(Si)| (3.15)
Where N is the total number of points, Mi is the measured value and Si the sim-
ulated value. Once a minimum was established, the region of conformational space
was explored with various valid combinations of magnetic moment per C60 cage to
determine whether the minima observed were local or general. The fits generated a
magnetic profile of each sample, revealing how magnetic moment varied layer to layer.
These profiles could then be graphically represented to show the sample structures.
The imaginary part of the neutron scattering cross-section, which describes magnetic
components, is used to plot the mixing of magnetic layers and to weight the moment
per atom determined by the best fit.
3.6 Low Temperature and Conventional Transport
Transport measurements are made using both constant current (Keithley 6221) and
constant voltage (Keithley 2400) sources using a crossed electrode configuration in a
four point measurement. Room temperature measurements are performed with spring-
loaded pins as contact points. Low temperature transport is performed using ultra-pure
aluminium contacts bonded to electrode pads using a wedge bonder. Both contact
methods penetrate the sample film.
Low temperature transport is performed using an Oxford Instruments He4 wet
cryostat. The system uses a variable temperature insert (VTI) cooled through the
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expansion of helium gas from a liquid helium reservoir to a base temperature of 1.5 K.
The temperature can be controlled using a resistance heater and an automated needle
valve to restrict helium gas flow. The temperature is monitored with a CERNOX
thermometer inserted into the sample holder which enabled the sample temperature
to be recorded with a resolution of 0.1 K during cooling. It is important to note that
there will be a difference in the actual and recorded sample temperature due to the
finite separation between Cernox and sample. This will depend on cooling rate and
time. The cooling rate used in this research is 4 K/min and results in a 3 K difference
between heating and cooling curves. The sample head is attached to a low temperature
hollow stick which carries the electrical channels. The total resistance of the channels
and Al wire contacts was ≈ 220 Ω. Thermal EMF was eliminated by measuring 8
points, four positive and four negative, for each resistance versus temperature data
point. The frequency of this oscillation was less than 10 Hz. The voltage applied for
each data point in section 5.4 was 10 ± 0.002 mV.
Figure 3.13: Illustration of the Oxford instruments cryostat used in this research reproduced
from [186].
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4.1 Introduction
As discussed in section 2.4, the overlap of metallic and molecular orbitals at material
interfaces can lead to significant changes in molecular band-structure. However, a
fairly underexplored notion is that this effect might be reciprocal and the transfer of
charge, changes in interfacial potential and alignment of fermi levels might alter the
characteristics of a metal. There are a few key factors which should limit this effect.
First, metals cannot support internal potentials and when an external potential exists
screening is far greater in metals than molecular solids. Where a point charge is inserted
into a metal, the Coulomb potential will be damped over the Thomas-Fermi screening
length, k0
k20 = 4pie2N(EF), (4.1)
where e is the electron charge and N(EF) is the density of states at the Fermi level. In
a dielectric medium, the permittivity affects how far electrostatic interactions persist.
In C60 the relative permittivity is around 5 allowing the effects of charges to propagate
small polarizations of molecules over several nanometers. [187] Locally, the band struc-
ture of molecules is strongly coupled to the molecular structure such that when bonds
are formed or when dipolar interactions cause distortions of molecular symmetry, the
band structure is altered through Jahn-Teller distortions or changes to electron affinity.
[188] When molecules bond to a metal surface, the changes to molecular band structure
and alignment of Fermi-levels implicit in the description of a spinterface in section 2.4
is stabilized by the formation of an interfacial dipole. This surface dipole is screened in
both metal and molecule. [189] One might expect from the different screening processes
in metal and molecule that the impact of this interfacial dipole on the electronic struc-
ture of the metal would be minimal since screening in the metal will occur over a few
A˚ while polarizations may propagate several nanometers in molecules. However, when
the surface of a hybridized metal/molecule interface is probed, significant changes in
the density of states can be observed. [190]
In a metal-molecule contact, the alignment of Fermi levels might change the con-
tact resistance and, therefore, influence conductance of molecular devices. In magnet-
molecule contacts, changes in the interfacial DOS of a ferromagnetic material could
significantly alter the magnetic properties of a device. The effect of such interfaces has
been studied extensively from the perspective of magnetic interface states in molecules,
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particularly the study of MR in LSMO/Alq3 by Barraud et al [17] and the use of
such interfaces as spin filters by Raman et al [34], but not from the perspective of the
changes in the magnetic properties of the metal. The following chapter discusses the
characterisation of magnet-molecule interfaces with a focus on the properties of the
ferromagnet: including magnetic moment, net magnetization and anisotropy.
4.2 Magnetometry of Ferromagnet/C60 Bilayers
Bilayers were deposited using the joint sublimation/DC sputtering deposition cham-
ber described in section 3.1.1 and 3.1.2. The relative coupling strengths of the three
transition metal ferromagnets were studied by comparing 5 nm films deposited using
identical methods in UHV conditions onto silicon dioxide substrates with a seed layer
comprising 3 nm of Ta. This ensured that the interfaces of each sample type were as
consistent as possible.
Figure 4.1: a. Hysteresis loops of NiC60 showing the lack of a trend in magnetization with C60
thickness. b. Various spacer layers tested in FeC60 bilayers. Ta was found to cause damage to
the metal layer and cause erroneous magnetization reduction. Alumina was an effective spacer
but was excluded due to the danger of overoxidation during the reactive sputtering process used
to deposit the oxide from a metallic target. Cu was found to provide the best spacer with bulk
values for the magnetization of iron achieved when the spacer was 5 nm thick.
For each metal, a set of samples were used to build up increasingly thick C60 layers
to observe changes in magnetization (figure 4.2). Control samples were fabricated by
de-coupling the metal and molecule using a conducting spacer layer. A layer of copper
sputtered between the metal and molecule layers screens any interfacial interactions.
84
4.2 Magnetometry of Ferromagnet/C60 Bilayers
Bulk properties are recovered when the spacer layer is extended to 5 nm (figure 4.1).
Figure 4.2: a. Percentage reduction of volume magnetization of 5 nm layers of Co and Fe
as a function of C60 thickness for Co (black) and Fe (red). The reduction in magnetization is
significantly greater for all thicknesses of C60 in Co than Fe. Both metals recover bulk values,
of 1440 and 1708 emu/cc respectively, when a Cu spacer layer of 5 nm is placed between the
magnetic material and the C60 layer. Hysteresis loops of Co (b.) and Fe (c.), taken at 100 K
using a VSM, show a significant increase in the coercivity of Co layers as the C60 layer is built
up which does not occur for Fe. In both materials, magnetization reduction shows an inverse
exponential dependence on C60 layer thickness.
The formation of the hybrid interface was shown to reduce the volume magnetization
of both Co and Fe. In Ni, no correlation was observed. As thicker C60 layers were
deposited, a greater reduction in magnetization was observed. The dependence of
magnetization reduction on C60 thickness was such that additional C60 had less impact
on magnetization the further it was from the interface. However, measureable changes
could still be seen for C60 layers 100-200 nm thick indicating that the interaction
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between molecules and metal is not limited to the first few monolayers as was suspected.
Of Co and Fe, Co showed the most pronounced reduction in magnetization with a
maximum observed change of 21% corresponding to a total change of 270 ± 10 emu/cc
for a 200 nm C60 layer.
As discussed in theoretical models of spin hybridization induced polarized states
(SHIPS), the different population of spin split bands in ferromagnets leads to asym-
metric broadening of molecular orbitals. [17] The transfer of majority spin electrons
into the SHIPS would result in a preferential depopulation of the majority spin band in
the ferromagnet and an overall reduction of the total magnetic moment of the film. The
differences in the magnetization reduction in Fe, Co and Ni may be due to differences
in density of states or s-d mixing in these three metals. Further DFT simulation would
be needed to complete a model of interfacial coupling in all three metals.
4.3 XAS and XMCD of Co/C60 Interfaces
As discussed in section 2.4, hybridization of molecular and metallic orbitals at interfaces
is expected to alter the band structure of the molecule, broadening and shifting the
degenerate orbitals to match Fermi levels at the interface. Additionally, Boyen et. al.
indicate that changes in metal DOS can be expected due to the formation of interfacial
dipoles at metal molecule contacts. [190] In order to probe for changes in DOS, spin
population and hybridization, XAS and XMCD were used to analyse bilayer structures
of Co/C60. As discussed in section 2.9, TEY measured XAS is a surface sensitive
technique due to the limited escape depth of Auger electrons from a film. It is also
an element specific technique which can isolate specific transitions in a spectrum by
monochromating the probing X-Ray beam and tuning it to resonant core transitions.
It is, therefore, possible for XAS to analyse the L transition for surface layers of a Co
film and the K-transition of C60 in a single sample.
XMCD allows the population and polarization of these bands to be probed. The
sum rules for transition metals allow the absolute moment per atom of the surface layers
of Co to be determined by fitting the L-2 and L-3 transitions in order to observe any
drop in moment associated with the loss of majority spins to the molecules. [139] Such
specific information cannot be gained from the carbon edge in C60 due to the lack of
a spin-orbit split core level and weaker spin-orbit coupling. However, the curvature of
the C60 molecule means it has higher spin-orbit coupling than other carbon allotropes.
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[136] Dichroism in the K-edge is indicative of orbital moment. [132] Since C60 is
usually diamagnetic, any dichroism in the pi edges at zero field indicates some induced
polarization of the pi-orbitals even though a magnetic moment per atom cannot be
calculated. Examples of the use of carbon XMCD can be found in [134] where orbital
moment in amorphous carbon films with magnetism induced by an Fe film is studied
using XMCD or in [132] where pi electron ferromagnetism is observed using XMCD. In
addition, XAS is a probe of available states as core electrons can only be excited into
unoccupied states in higher energy bands. Observing the magnitude of different peaks
in the C K-edge provides insight into how these bands are occupied and therefore how
much charge is present in the molecule or how the band structure had been altered by
interaction with the metal.
Bilayer structures were prepared on thermally oxidized silicon substrates with Ta
seed layers and Al caps. Co layers were deposited at 10 nm to maximize cobalt signal.
Since XAS probes only upper layers, the additional thickness with respect to bilayers
used in magnetometry would not have a significant effect since the surface will dominate
the signal. The auger escape depth in cobalt is expected to be approx 1.5 nm. [191]
Capping layers in these structures were kept to 2.5 nm so as not to excessively reduce
electron yield from the lower layers by exceeding escape depth. While a cap of this
thickness could be stable, [171] there is an increased risk that oxygen could penetrate
the sample. Oxygen penetration could be monitored at the Co edge. CoO has well
characterised double peaks due to the formation of bonds involving d electrons. [192]
Two systems with different C60 layer thicknesses were observed in order to probe
different layers, figure 4.3. A discontinuous, 5 nm layer was used to allow the interfacial
molecular layers to be observed. A 20 nm layer was used to measure a continuous C60
layer with thickness far greater than the expected 3 ML escape depth for TEY in order
to observe C60 far from the interface. [145]
The first peak at 284.5 eV corresponds to the LUMO. [130] In the thin layer, the
next peak to appear is at 288 eV, close to the ionization potential at 289 eV. This may
either be the LUMO +3 or a localised σ exciton similar to that observed at the onset
of the σ resonance in other carbon allotropes. [126] [131] The broad features between
290 and 310 eV are the σ-orbital resonances. [125] In the thicker C60 layer, the LUMO
+1 and +2 peaks are also clearly visible at 286 eV and 286.8 eV respectively while in
the thinner layer these peaks are not visible. Reductions of peak intensity in carbon
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Figure 4.3: a. XAS at the C-edge for a 5 nm discontinuous C60 layer deposited on cobalt
for opposite polarizations. b. The C-edge for a 20 nm C60 layer on cobalt. The dotted line is
the spectrum obtained from a 99.99% pure C60 film deposited on silicon oxide. c. The XAS at
the Co edge for a 10 nm Co film with 5 nm of C60 deposited over it. While some signal was
lost due to attenuation in the carbon layer, the polarization of the L-2 and L-3 peaks is clearly
visible. d. Schematic of the samples and emission processes expected for XMCD measurement
in the samples shown in a. and b. The Alumina caps are omitted for simplicity.
NEXAFS are observed for ultrathin C60 films on Au, though to a lesser extent. Changes
in the recombination process of the core-hole exciton such as increase in participator
events involving the metal may play a role in supressing these peaks. [97] The key
feature which emerges is the shoulder of the LUMO derived peak. This has previously
been traced to partially occupied hybridized interface states forming just below the
C60 LUMO. The peak emerges due to the shift of the core-level binding energy due
to charge transfer from the metal into the molecular LUMO. [193] [194] [36] The mlms
ratio for the cobalt layer calculated from the sum rules for transition metals, equation
2.101, is 0.41 as compared to the expected bulk value of 0.099. [139] Without precise
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knowledge of the occupancy of the 3d band, which is infeasible in this case due to the
expected changes induced by hybridization, it is not possible to determine whether this
change is due to alterations in the band structure due to hybridization or a change
in spin polarization due to majority spin transfer. What is clear, however, is that the
magnetic moment of the surface cobalt is altered by the presence of C60 and the absence
of splitting of the L-2 and L-3 peaks precludes the involvement of oxide species.
Density Functional Theory simulations performed at the University of Liverpool
by Gilberto Teobaldi provide further support for a spinterface interpretation of these
effects. [169] Simulations for four C60 cages relaxing onto 2ML of cobalt indicate
interfacial hybridization would result in metallic hybrid states appearing below the
LUMO with a definite polarization. Distortion of the 3d band in cobalt and the transfer
of majority spin electrons is predicted to cause a total loss of 3.7 μB for every C60 cage
added. The moment in C60 cages is expected to oscillate but is anti-ferromagnetically
coupled closest to the interface with a maximum moment of 0.02 μB per atom or 1.2
μB per cage. The full details of these calculations can be found in the supplementary
information of [169].
4.4 PNR of Co/C60 Multiplayers
While XMCD provides element specific information about magnetic moments, it pro-
vides limited depth resolution. The clear difference between XMCD signals for dif-
ferent C60 thicknesses indicates some variation in magnetic moment in fullerenes at
different proximity to the interface but does little to determine length scales and does
not allow calculations of moment per atom. In addition, observations in magnetometry
that the reduction in magnetic moment of a ferromagnet is inversely related to total
fullerene layer thickness indicating that there is (reduced) interaction between metal
and molecule over a tens of nm. Polarized Neutron Reflectivity, section 2.8, allows the
mapping of this magnetic profile.
The large penetration depth of neutrons, owed in part to their lack of charge, means
they can easily be used to probe films many hundreds of nanometers thick while the de
Broglie wavelength of slow neutrons, ≈ 0.5 - 15 A˚, makes them able to explore a material
with sub-nanometer resolution. Coherent scattering of neutrons produces interference
patterns to which the formalism of XRR described in section 2.7 can be applied. The
different reflectivity spectra obtained when scattering neutrons of opposite polarization
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from a magnetic material provide detailed information about the magnetic structure.
Figure 4.4: a. PNR data and fits obtained using structural information from XRR (inset)
and magnetic information from VSM. Free parameters were the μB per atom in each layer
and the interdiffusion of the interfaces. The inset shows the landscape of the FOM for various
plausible values of μB per C60 cage indicating the optimum is achieved at 1.2 μB per cage.
b. Fit for the 5 layer sample with insets showing the FOM landscape and XRR data. While
exploring the FOM landscape, the moment of other layers is adjusted in parallel by tying the
total magnetization to the VSM value of 137 emu/cc (for all layers including C60 ensuring all
simulations have physical significance.
Determining the expected changes in reflectivity for a magnetic material is not
trivial but there are some broad predictions which can be made. The critical edge
and Kiessig fringes will provide information about the material averaged density and
magnetization, the signal decay will provide information about interface roughness
and the length scale of magnetic distributions, Bragg peaks will be dependent on the
90
4.4 PNR of Co/C60 Multiplayers
interlayer correlation of the multilayer. To probe the magnetic distribution within the
film, maximum contrast between polarizations must be achieved in Bragg peaks. This
requires the development of a superlattice with sufficiently high correlation between
repeats that the reflectivity at the maxima in the modified Bragg equation, 2.90, is
close to unity.
Figure 4.5: Colour plot (c.) showing the magnetic profile of the five layer sample. The
interface between each successive layer is modelled as a Gaussian fitted using the imaginary
component of the depth dependent SLD (b.) used in the best fit. The SLD is isolated and
normalised for each layer then multiplied by the moment for that layer to model intermixing.
Clearly evident are the anti-ferromagnetically coupled interfacial regions which flank all but
one of the Cobalt layers. The C60 layers each have a positive magnetic moment which is too
small to be seen here but has a significant effect on the FOM. In the pre-correction profile (a.),
the C60 layer moments are multiplied by ten to show the variations between layers.
Multilayer structures of Co/C60 were developed using the same method as the bi-
layers discussed in section 4.2. The thicknesses of layers were guided by reflectivity
simulations using the Python GenX package [185] to provide maximum contrast in
Bragg peaks when interfacial moments were changed. These simulations were per-
formed by Dr Oscar Cespedes and indicated an optimum structure of Ta(5 nm)/[Co(4
nm)/C60 (21 nm)] × 10/Al(3 nm). A second structure with thinner C60 and Co layers
was also chosen in order to determine what effect total layer thickness would have on
the magnetic profile. This structure was optimised with five layers: Ta(5 nm)/[Co(2
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nm)/C60 (13 nm)] x 5/Al (3 nm). These superlattices were grown on 2 x 2 cm silicon
dioxide substrates. The larger surface area is designed to maximize the sample signal
since the beam width is 3 x 6 cm with a total flux of 107 cm–2s–1. Reflectivity is
displayed in figure 4.4.
Figure 4.6: a. Profile of the ten layer sample used showing the absolute moment per atom in
each layer from the best fit. Note that the moment per atom of all layers is significantly lower on
average for the top five layers. As in figure 4.5, C60 moments per atom are multiplied by ten in
order to show the differences between layers. b. Colour map of the SLD corrected moment per
atom in the ten layer multi-layer. Due to their increased thickness, Cobalt layers have magnetic
properties closer to bulk while interfacial magnetism is comparatively lower. However, reversal
of the interfacial magnetization is still observable in some interfaces.
These structures were measured in the POLREF beamline at the ISIS pulsed muon
and neutron facility discussed in section 3.5. Samples were measured at saturation,
determined using VSM, with applied fields of 150 mT in the ten repeat structure and
50 mT in the five repeat structure and fitted using the GenX package. [185] Depth
profiles are shown in figures 4.5 and 4.6. In each fit, there is clear evidence that an
interfacial region forms between Co and C60 with a moment below that of cobalt but
anti-ferromagnetically coupled. In the ten layer structure, upper layers show smaller
overall moments in all layers and in the SLD corrected profile only a few interfaces
show a clear negative polarisation. This correlates with the idea that interface quality
is key to strong coupling and large charge transfer, though roughness and disorder is
shown to have additional effects discussed in section 4.5.
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In the five layer structure, negative polarisation at all but one possible Co/C60
interfaces is supported by the fits. Both simulations agree that the average moment
per atom in C60 cages is 1.2 ± 0.3 μB. The fit is more strongly supported in five layers
than ten due to better correlation between layers where compound roughness is less
significant. In all cases, the moment per atom in cobalt layers was below the bulk value
of 1.7 μB supporting the conclusion of XMCD and DFT that there is a net transfer of
majority spin electrons from the ferromagnet to fullerenes, supressing magnetization in
the cobalt and inducing magnetism in coupled fullerenes. Due to limitations in DFT
simulation of bulk molecular solids, the cause of the changes in polarisation between
interfacial and bulk fullerenes is as yet unknown. However, since exchange interactions
in C60 could not be strong enough to allow intrinsic ferromagnetism, it is expected that
as interfacial coupling tends to zero away from the interface, charged fullerenes in the
bulk will behave as paramagnets. C60 charge transfer composites such as N@C60 show
paramagnetism similar to polarised atoms. [195]
4.5 Exchange Asymmetry and Dynamics of Co/C60 Inter-
faces
DOS, orbital symmetry and band structure are also related to exchange and anisotropy
in ferromagnets as discussed in section 2.1. The strength of exchange interactions can be
observed quite efficiently by measuring the temperature dependence of magnetization
and deriving the Curie temperature which is proportional to the exchange integral
TC =
2zJijj(j + 1)
3kB
, (4.2)
where TC is the Curie temperature, z the distance between magnetic centres, Jij the
exchange integral, j the angular momentum quantum number and kB the Boltzmann
constant. [44] At high temperature, ferromagnets such as Co, Ni and Fe should obey
the Curie-Bloch relation
M(T)
M(0) =
(
1 –
( T
Tc
)a)b
, (4.3)
where M(T) is the saturation magnetization at temperature T, M(0) is the expected
magnetization at 0 K, Tc is the Curie temperature and α and β are material specific
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critical exponents.
A piece of the ten layer sample measured in section 4.4 was measured in a SQUID-
VSM over a temperature range of 10 - 375 K in applied fields of 150 mT, above satu-
ration at 300 K. The multilayers show an unexpected variation in magnetization with
temperature at low temperatures (figure 4.7 left inset). Fitting a Curie-Bloch law above
173 K indicates the Curie temperature is supressed to 936 K from 1400 K (figure 4.7
left). By demagnetizing the multilayer and cooling in zero field, it is possible to observe
a blocked state below 173 K (figure 4.7 right). Applying small fields, below saturation,
multiple transitions can be observed as the multilayer is heated and when cooling,
deviation from a Bloch’s law is more significant with a suppression of magnetization
occurring as the sample is cooled below the first transition at 205 K and increasing
again below the last transition at 19.5 K. As shown in section 4.4, these multilayers are
not consistent from layer to layer.
Figure 4.7: a. Zero-field cooled/field cooled measurement of a ten layer Co/C60 multilayer
showing the blocked state below 173 K. The inset shows the upturn in magnetisation at low
temperatures. b. Zero-field/field cooled measurement of the same sample using a 50 Oe applied
field. Inflection points are picked out. A drop in magnetization is evident in the field cooled
branch below 250 K.
To observe interfaces with greater consistency, trilayers were deposited with the
structure Co(x nm)/C60 (18 nm)/Co(x nm). Zero-field/field cooled measurements were
performed in order to observe the changes which occur in the transition temperatures,
figure 4.8. In each case, the sample is demagnetized at 300 K before cooling in zero field.
However, it was observed that even very small residual fields resulted in a significant
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magnetization at low temperatures. Multiple transitions are still observable in samples
with thicknesses above 0.8 nm. The transition temperature, Tr is taken as the first
inflection point after the magnetization reversal as a clear inflection was observable
in all but the thickest sample. The field applied was consistently 50 ± 1 Oe. The
transition temperature decreases as the reciprocal of cobalt layer thickness once the
layers become continuous after 0.5 nm (figure 4.8 left).
Figure 4.8: a. Dependence of transition temperature Tr on cobalt layer thickness fit to T0t .
Below 0.5 nm, deviation from the fit can be explained by discontinuity of the cobalt film.
The inset shows an illustration of the sample construction. b. Example ZFC/FC measured
in a trilayer with 6 nm cobalt layers. The starting negative magnetization is due to a small
residual field left after the demagnetization process. Demagnetization is performed by placing
the sample in an oscillating field with a decaying magnitude. The transition temperature is
picked out. The inset shows the second derivative of the ZFC branch. The transition is located
by taking the second derivative of the zero-field branch and locating the first point after the
transition at which the change in gradient is zero within a five point average.
Below this thickness, deviation from the fit can be traced to total film thickness
being below the c-axis spacing of hcp cobalt. The appearance of additional transitions
above 0.8 nm may be correlated to the film thickness exceeding the intrinsic roughness
of C60 at 0.7 nm allowing the top cobalt layer to become continuous. By 20 nm, the
cobalt films display near bulk behaviour. This behaviour is characteristic of interfacial
effects like exchange bias where coupling of interfacial spin planes becomes less and less
significant as ferromagnetic layers become thicker and bulk ferromagnetic properties
begin to dominate behaviour as in equation 2.60 for exchange bias field or in the surface
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term of the Stoner-Wohlfarth model, equation 2.30. [196]
Figure 4.9: a. Hysteresis loops at various temperatures for a trilayer of Co(1.5 nm)/C60
(10 nm)/Co(1.5 nm) showing the emergence of two distinct loops at low temperatures. The
two different coercivities can be traced to the different interfacial roughness for the upper and
lower cobalt layers. The inset shows the coercivity for the isolated loops showing that they
diverge after 200 K. b. Shows hysteresis loops at 10 K for trilayers of Co(1.5 nm)/C60 (x
nm)/Co(1.5 nm). As the C60 layer is built up, the two magnetic layers decouple and show
different coercivities, confirming this behaviour is related to interface morphology. The inset
shows two hysteresis loops from bilayers with only a lower cobalt layer (black) [Co(0.8 nm)/C60
(20 nm)] or upper layer (red) [C60 (60 nm)/Co (2 nm)] showing that it is the upper interface
which has the higher coercivity.
Further information on the exchange and anisotropy changes caused by interfacial
hybridization can be obtained by observing the temperature dependence of hysteresis
loops. Observations of trilayers show that, below 150 K, two distinct loops with different
coercivity become apparent (figure 4.9 left). These correspond to the upper and lower
layers where the different interfacial roughness created by depositing cobalt directly
onto silicon dioxide or onto a C60 layer alters the anisotropy. This is confirmed by
varying the thickness of the separating C60 layer. Building it up from discontinuity,
one can see that the two loops emerge only when the C60 layer becomes continuous
around 5 nm and the loops change little after this point (figure 4.9 right). While
many organic materials might allow significant diffusion of sputtered metal, [102], the
TEM characterisation of sputtered samples showed very small interdiffusion between
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molecular and metal layers in C60/Co, figure 3.3. Isolating individual layers confirms
that the upper layers produce the higher coercivity (figure 4.9 right inset). This may
simply be a result of increased surface roughness due to the C60 film since roughness
has been observed to increase coercivity in thin Co films. [197] Increased coercivity
is also observed in exchange biased systems as a result of interfacial frustration and
disorder. [198] [38]
Indeed, hysteresis loops obtained from bilayers with only the upper layer also show
asymmetry in the hysteresis loop when cooled in fields in excess of 1 T (figure 4.10).
Asymmetry emerges below the Tr predicted from figure 4.8 and is larger in samples with
thinner cobalt layers indicating this behaviour is also a result of interfacial hybridiza-
tion. However, very thin samples, below 4 nm, do not show measurable asymmetry
at 10 K, figure 4.11a. While asymmetry is retained when cooling fields are removed,
it can be altered by applying large fields thereafter. In a trilayer sample, shown in
figure 4.10d, the measured asymmetry is reduced after cycling the field to ± 2 T. This
is very similar to the training effects observed in exchange biased bilayers which can
be attributed to irreversible reorganisation at disordered interfaces, particularly the
creation of anti-ferromagnetic domain walls. [199]
Out of plane measurements show that bilayers with cobalt layers below 4 nm have
significant out of plane components of their anisotropy (figure 4.11b). This is confirmed
by measuring the impact of C60 layers on exchange bias. Exchange bias relies on the
formation of uniaxial anisotropy through interfacial coupling. An iridium manganese
layer is deposited onto a cobalt layer which has been saturated in an applied field.
Iridium manganese was chosen as it has been studied extensively in exchange biased
bilayers produced using the same deposition system as used in this work. [200] The
coupling between uncompensated spin planes in the anti-ferromagnetic iridium man-
ganese alloy with the surface spins in the cobalt layer forms a uniaxial anisotropy which
lies in the film plane. Higher interfacial roughness or strong out of plane anisotropy
would be orthogonal to this in-plane symmetry breaking and no bias field or a reduced
bias field would result. Measurements of these exchange bias bilayers deposited on top
of 20 nm C60 layers show that cobalt layers below 4 nm deviate from the expected
dependence on ferromagnet layer thickness (figure 4.11c).
Together, these results indicate that the interfacial hybridization produces some uni-
axial anisotropy. This occurs after cooling cobalt/C60 interfaces of sufficient interfacial
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Figure 4.10: Hysteresis loops at various temperatures for bilayers of C60 (60 nm)/Co(x
nm)/Al(10 nm) where x is 4 nm (a.) 5 nm (b.) and 8 nm (c.) cooled in 2 T. Asymmetry
is evident at low temperatures when these structures are cooled in fields greater than 1 T.
Insets show the asymmetry ratio calculated by integrating the positive and negative branches
of the hysteresis loop. On each inset, the expected Tr from figure 4.8. Asymmetry is strongest
in the thinnest layer and decreases as the cobalt layer becomes thicker. c. shows a trilayer
structure of Co(1.5 nm)/C60 (60 nm)/Co(1.5 nm)/Al(10 nm) which has been cooled in 2 T to
10 K. A small asymmetry is evident which is marked in the inset. However, as the hysteresis
loop is cycled to ± 300 mT, the asymmetry is reduced until it reaches unity.
98
4.5 Exchange Asymmetry and Dynamics of Co/C60 Interfaces
Figure 4.11: a. Shows the asymmetry measured in bilayers at 10 K after being cooled in 1 T
as a function of cobalt layer thickness. The inset shows the method for calculating asymmetry
in an example loop. b. Shows three such bilayers measured in an out of plane configuration.
At 6 nm, a normal out of plane hysteresis loop is observed while cobalt layers of 4 nm and
below show a significant out of plane anisotropy. c. Shows the control samples, exchange
biased bilayers indicating the expected 1tCo dependence of bias field Hex in these systems and
similar systems where the roughness of a C60 layer has been mimicked by depositing a thin
aluminium layer beneath the ferromagnetic layer. The lower panel shows the bias field in C60
(20 nm)/Co(x nm)/IrMn(9 nm)/Al(10 nm) as a function of cobalt thickness. The fit of the
control samples is shown in red.
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roughness in large applied fields. Asymmetric anisotropy is retained after this field is
removed. These structures exhibit training effects similar to those seen in exchange
biased systems indicating that disorder plays a role in asymmetry. [201] It is infeasible
that charged C60 alone could possess magnetic order which could lead to exchange
bias but as demonstrated in 4.3 and 4.4, there is an interfacial region with a metallic
band structure and high moment per atom and anti-ferromagnetic coupling. That only
the upper interfaces of trilayers have been shown to exhibit asymmetry implies that a
disordered or frustrated interface is key.
Loop asymmetry which behaves much like exchange bias has been observed in com-
posites of AF stacks of magnetic molecules coupling to an FM substrate. [113] The
appearance of asymmetry without any measurable bias field sets this system apart from
such hybrid systems where there are easily identifiable uncompensated spin planes. In
Co/CoO nanoparticles, asymmetry is understood to be the result of the freezing of
uncompensated moments in the anti-ferromagnetic CoO shell. This freezing provides
an additional component of anisotropy which overcomes the Zeeman energy associated
with those shell moments. Reference [202] details how transverse susceptibility mea-
surements can be used to show that the energy barrier for magnetization reversal is
asymmetric and does not reverse after saturation. This relies on uncompensated mo-
ments in a low susceptibility material such as anti-ferromagentic CoO being frozen in a
particular configuration during field cooling and not being reconfigured by the reversal
of the core or bulk ferromagnet. This has also been associated with the formation of
glassy disordered states. [203]
However, this study has eliminated the formation of nano-particles since out of
plane measurements reveal strong in-plane anisotropy emergent in films in excess of
4 nm and the formation of oxides is not indicated in XRR, XMCD and PNR which
show no evidence of anti-ferromagnetically ordered oxide layers and the optimisation
of aluminium caps discussed in section 3.1.4 prevents penetration of oxygen. It should
also be noted that oxidised core-shell nanoparticles show exchange bias in addition to
asymmetry where this system shows no bias field in any measured samples.
However, it is known from XMCD and PNR, section 4.3 and 4.4, that an interfa-
cial region forms between cobalt and C60 which is anti-ferromagnetically coupled to
the bulk ferromagnet. From magnetometry, section 4.2, it is known that interfacial
hybridization between cobalt and C60 leads to magnetic hardening. In addition, the
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supplementary information of reference [169] contains DFT simulations performed by
Gilberto Teobaldi which indicate that molecule configuration and interatomic distance
could have profound effects on the magnetic state of surface molecules and PNR mea-
surements of ten layer multilayers observe lower net moment associated with rougher
layers, as shown in figure 4.6, which indicate a more disordered magnetic state.
It is proposed that the ZFC/FC behaviour shows the freezing of this disordered
interface in which a distribution of uncompensated moments exist as a result of charge
transfer into SHIPS and inhomogeneous coupling across the interface due to roughness
and disorder. The zero field branch begins with both the bulk ferromagnet and interface
in a zero-net moment configuration whose coercivity rapidly decreases as the interface
unfreezes and its contribution to the anisotropy energy disappears. In the field cooled
branch, a distinctive low temperature behaviour observed, particularly the upturn in
magnetization seen below Tr, is similar to that observed in surface spin glasses as they
are frozen in a configuration dictated by external fields. [204] The asymmetry arises
from these frozen moments and their contribution to the anisotropy which does not
reverse with the bulk ferromagnet but can be reconfigured by sufficiently large fields as
evidenced by the training effect observed in asymmetric loops. The fact that there is no
measureable exchange bias, evidenced by the equal positive and negative coercivities,
indicates that the bulk ferromagnet is not pinned by any interfacial coupling. Instead
there is a distribution of pinning sites created by the frozen interfacial moments which
affect the reversal dynamics.
Such a glassy or disordered state should be evident in susceptibility measurements.
The increase in coercivity expected in a ferromagnet should be monotonically correlated
to temperature while a phase transition to a glassy state should produce an inflection
in susceptibility. Susceptibility measurements were performed on the ten repeat struc-
ture: [Co(4 nm)/C60 (17.8 nm) × 10] Al(3 nm). A multilayer was used to attempt
to maximise the measureable signal since bilayers of the type used in figure 4.10 had
poor signal to noise ratios in AC measurements. A DC field of 40 Oe is applied with
an oscillating field of 10 Oe driven a 5 Hz. The susceptibility shows a clear transition
around 170 K (figure 4.12 top and inset). This is higher than predicted for a 4 nm
layer which may be correlated to the use of multilayers since ZFC/FC measurements
of ten layer repeats also show a transition around 170 K (figure 4.7). In addition, spin
glasses and dynamic disordered systems show ergodicity breaking effects, particularly a
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Figure 4.12: The top panel shows the AC susceptibility for a ten layer sample: Co(4 nm)C60
(17.8 nm) × 10 Al(3 nm). The inset shows the differential in order to highlight the inflection.
The bottom panel shows the AC susceptibility with a pause at 100 K.
dependence of magnetic behaviour on waiting times. In particular, alloyed spin glasses
such as CuMn are known to exhibit a dependence of susceptibility on the time the
material is kept at a constant temperature in a constant field due to the relaxation
of disordered states and resultant increase in stability over long timescales. [205] To
further indicate the presence of a glassy state, the susceptibility measurements were
repeated but with a pause at 100 K at which all external fields were set to zero and
the temperature left stable for 90 minutes. When the external field is re-applied, it
can be seen the susceptibility has increased (figure 4.12 bottom). Warming from low
temperature, it is observed that there is a peak in susceptibility around the transition
temperature which then swiftly settles back to its original value. This indicates that
waiting below the transition temperature allows the disordered interfacial state to relax
into a configuration determined by the ferromagnetic layers which would make it easier
to magnetize the sample in this direction. The original susceptibilty is only recovered
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when the interfacial moments unfreeze.
4.6 Conclusions and Discussion
Investigation of Co/C60 multilayers clearly indicates that the molecular layer introduces
significant magnetic changes in cobalt layers. Firstly, the magnetization of the cobalt
layer is reduced indicating a loss of majority spin electrons due to electron transfer
from the cobalt 3d band into the spin split hybridized interface states formed between
the molecular and ferromagnetic layers. The trend for magnetization reduction to
increase for C60 layers up to 200 nm thick indicates that not only surface molecules are
involved in the electron transfer process. This behaviour is surprising since the most
distant molecules in such a layer are more than 100 hopping events from the interface
(N.B the precise distribution of hopping distances is not known but modelling indicates
that average distances of 1.4 nm produce good agreement with mobility data for thick
C60 films) though the spin diffusion length in C60 films is on the order of 100 nm.
[206] [27] XMCD confirms the presence of a hybrid band just below the energy of the
LUMO indicating charge transfer. XAS for C60 layers up to 20 nm thick show the
band structure recovers near bulk behaviour at a greater distance from the interface.
This supports the notion of a spinterface like interaction where surface molecules form
hybrid orbitals and have a radically different band structure, even becoming metallic
as indicated in DFT simulations.
PNR builds up a depth profile of this system and reveals that there is a distribution
of charge throughout the C60 layer with an average magnetic moment per cage of 1.2
μB. This supports the expectation from magnetometry on bilayers with very thick C60
layers that the whole C60 layer, not just interfacial molecules, are involved in the charge
transfer process. However, the interfacial region, which extends between 1-2 nm from
the cobalt surface, is anti-ferromagnetically coupled to the underlying ferromagnet and
has a significantly higher moment and an average density which indicates involvement of
both surface cobalt atoms and C60 cages. This is very similar to the proposed character
of a spinterface as indicated by Sanvito in [32] where band bending is spin split due to
polarization of the metal d band. However, the bulk C60 appears to follow the applied
field which indicates a paramagnetic character expected for charged fullerenes. This
will be further explored in Chapter 5. The mechanism for long range charge diffusion
in C60 is, as yet, unknown.
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Further investigation into the behaviours of the composite system reveals that,
when the interfacial region is sufficiently disordered, a glassy state emerges below a
Tr which is inversely proportional to cobalt layer thickness. This glassy state provides
an asymmetric contribution to anisotropy, pinning regions of the composite against
applied fields during the magnetization reversal process. It is not reversed when the
bulk cobalt layer undergoes magnetization reversal but can be reduced through applying
high fields to re-order the interfacial moments resulting in training effects. Interfacial
coupling is not strong enough to create a measurable exchange bias indicating that
the anisotropy energy of the glassy interface state is significantly less than the Zeeman
energy associated with the bulk cobalt layer. AC susceptibility further supports the
notion of a glassy state, showing ergodicity breaking effects wherein pausing below Tr
to allow the disordered state to relax has a profound affect on the susceptibility. Further
investigations should focus on rigorous susceptibility measurement and characterisation
of the thermo-remanant relaxation of composites in order to define the distribution of
relaxation times associated with interfacial moments as a function of temperature and
correlate this to the observed transitions in ZFC/FC measurements. There is also the
possibility of using muon spin relaxation measurements to confirm the existence of a
spin glass or other disordered state by attempting to observe the well known Gaussian
Kubo-Toyabe (GKT) relaxation behaviour. [207]
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5.1 Introduction
While investigations into Co/C60 have shown that hybridization and charge transfer
between transition metals and molecules can influence the magnetic properties of the
metal as well as those of the molecules, there are a wide range of magnetic materials
in everyday use to which the same principles would not necessarily apply. In section
4.2, Ni, Fe and Co were all shown to couple differently to the C60 molecular layer as
evidenced by the different reductions of magnetization observed for equivalent com-
plexes. It may, therefore, be expected that other metals will couple to C60 in unique
ways producing novel compound materials which must be determined experimentally.
Figure 5.1: Dependence of the compensation temperature in a Co1–xGdx alloy, at which the
zero net magnetization state is achieved, with composition calculated from an approximation
in which critical exponents are similar for Gd and Co, the exact exponents can be found here
[208]. The gadolinium fraction required for a given compensation temperature is slightly higher
than predicted here (for example Kaiser et al found an alloy with a Gd fraction of 2.6 had a
Tcomp of 150 K where this model predicts this would be achieved by an alloy with Gd fraction
2.2 [209]) but variation due to imperfect mixing or deposition rate fluctuation produces larger
variation in Tcomp than the difference between simplified and realistic critical exponents. The
inset shows the two Curie-Bloch model of the compensation for an x = 0.2 Co1–xGdx alloy with
the net magnetization plotted as the mod-sum of the difference between the curves. Again, this
is a simplification since gadolinium departs from Curie-Bloch behaviour below 50 K. [210] This
model also assumes perfect mixing and homogeneity of the alloy but can be used to illustrate
the mechanism.
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Of particular interest for molecular control of magnetism are the lanthanides. These
metals occupy the 4f transition block in the 6th period and progress from Lanthanum
to Lutetium. Heavy lanthanide metal atoms, Gd and heavier, can have large moments
due to unpaired electrons in the 4f shell. However, the 4f shell is highly localised in
comparison to the 3d shell of the transition metals and is screened by its conduction
electrons. [211] This prohibits any direct modification of the magnetism in lanthanides
using the same principles outlined in chapter 4. As described in section 2.1.3 , rare
earth atoms couple via the RKKY mechanism whereby indirect exchange occurs be-
tween atoms and is mediated by conduction electrons. [212] This means that while
the magnetic 4f shell of rare earths cannot be directly manipulated with molecules, the
interaction between those moments can be affected through the hybridization between
molecular pi orbitals and the RE conduction bands.
Investigation into rare earth magnets proceeded in two forms. First, the ferrimag-
netic alloy CoGd was used as an ideal system to study the coupling of C60 to transition
and rare earth metals. Co and Gd form an amorphous alloy where the two elemental
sublattices are anti-ferromagnetically coupled. [213] Because Gd has a far higher mo-
ment per atom than Co, 7.55 μB as opposed to 1.7 μB, it dominates the magnetization
at low temperature and overcomes the magnetostatic energy of the Co sublattice, forc-
ing it to align against external fields. However, Gd has a far lower Curie temperature
than Co, 293 K as opposed to 1400 K. If the Curie-Bloch curves for these two sublat-
tices are plotted together, it can be seen that at some temperature, determined by the
ratio of alloy components, the net magnetization of the two sublattices will be equal.
At this temperature, called the compensation temperature, the net magnetization of
the alloy will be zero (figure 5.1). However the transport polarization of the alloy at
the compensation temperature is non-zero .[214] This makes it an ideal material for
studying spin injection as the background magnetization of the alloy can be reduced
or removed while still conferring a polarization to a host material. In this case, a com-
pensated CoGd alloy would show whether the magnetic molecular layer mentioned in
section 4.4 couples to the underlying magnetic structure or behaves paramagnetically
and follows only an external field. By measuring the moment per atom of each layer
using PNR above and below the compensation temperature, it is possible to see the
polarization of those layers whose magnetism is induced by the cobalt sublattice flip.
Paramagnetic components would be unaffected by this transition. The results of PNR
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and magnetometry on these structures are outlined in section 5.2.
Second, the hybridization between a pure Gd film and C60 is studied using mag-
netometry to determine how hybridization between conduction bands in the rare-earth
and the molecule LUMO affect RKKY coupling. Since the RKKY Hamiltonian is de-
pendent on the conduction band structure (equation 2.42), which might be altered by
band bending and hybridization, it is expected that strong interfacial coupling might
affect the periodicity and magnitude of RKKY exchange in Gd resulting in changes to
magnetic order. [54] The results of magnetometry on these structures are outlined in
section 5.3. Resistance is measured in GdC60 films is also used to measure spin disorder
scattering, section 5.4, and XAS is used to study the interfacial hybridization between
Gd and C60, section 5.5.
5.2 Hybridization in CoGd/C60 Multilayers: Magnetom-
etry and PNR
CoGd alloys were sputtered from a composite target described in section 3.1.3. Thin
Gd foil was pressed into the racetrack of a Co target covering a fraction of the sputter-
ing surface which approximated the target ratio for the alloy. The target gadolinium
fraction was 0.25 as this would produce a compensation temperature of ≈ 200 K. Vari-
ations in concentration due to the different conductivity, melting point or coverage of
the gadolinium foil would still produce a compensation temperature between 10 - 300 K
for variations of ± 0.05. Gadolinium content was varied by adding or removing sections
of gadolinium foil to modify the compensation.
Deposition currents and chamber pressure were varied in order to vary deposition
rate to achieve optimal mixing. The deposition rates for Gd doped Co targets were
found to increase from 1.1 A˚s–1 (for undoped targets) to 2.1 A˚s–1 with an increase
in distributed power from 16 W to 18 W. This is due to the higher resistivity of
Gd (120 μΩcm at 300 K) [210] as opposed to Co (1.11 nΩcm at 295 K) [215] and
the difference in the binding energy of the different metals as demonstrated by their
melting points (1585 K for Gd and 1768 K for Co). The optimal results for isolated
CoGd layers were achieved when 30 % of the Co target racetrack was covered by Gd
foil and sputtering power was 18 W with a sputter gas pressure of 1.8 mTorr (figure
5.2a). This compensation temperature correlates to a gadolinium fraction of 0.21 ±
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0.01. Determining the exact fraction from the measured alloy density is not possible
in this case due to the mixing of various phases with very different density and crystal
structure in amorphous CoGd films. [213] This result is in good agreement with the
results of the study by Hansen et al. [216]
Figure 5.2: a. Moment vs Temperature for a multilayer structure shown in the inset measured
via SQUID magnetometry. Zero magnetization is not achieved at any temperature but a clear
minimum is observable at 116 K, the moment of the alloy at 295 K was 141 ± 2 emu/cc.
Compensation temperature and moment indicate an alloy composition Co1–xGdx with an x
value fo 0.21 ± 0.01. The doped target is illustrated in b. Gd foil is placed to cover the
racetrack intersecting a total of 30 % of the racetrack circumference. c. Is a single layer of
Gd flanked by a Ta seed and cap. The target coverage is identical to a. chamber pressure was
1.73 mTorr. All other multilayers deposited with a CoGd/Ta interface showed a reduced or no
compensation. d. Shows the moment vs temperature curve for a 10 nm CoGd layer with Ta
seed and cap deposited using a target with 25 % Gd foil coverage.
Capping material was found to influence the compensation behaviour. Samples
which used heavy metals such as Ta as capping materials broadened the compensation
(figure 5.2 c and d). Multilayers of CoGd/Al/C60 still showed good compensation in-
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Figure 5.3: a. Moment vs Temperature curves recorded in applied fields of 0.1 T for ten layer
multilayers of Ta(5 nm)/[CoGd(5 nm)/C60 (x nm)]x10/Al(5 nm). The control sample (A) has
10 nm of C60 separated from the CoGd layers by 5 nm of Al. The 5 nm (B) sample has a
different alloy composition with 25 % coverage on the target, hence the lower magnetization.
dicating that the roughness of multilayer structures do not prevent compensation. All
samples were measured using a SQUID VSM, moment vs temperature curves were
recorded in applied fields of 0.1 T, above Hsat, to determine if compensation was
achieved. Deposition of C60 changed the compensated fraction and temperature in
all CoGd samples. The composition used in figure 5.2 a was used in multilayers with
10 nm and 20 nm of C60 and a composition with lower gadolinium concentration, 25
% intersection, was used in multilayers with 5 and 50 nm of C60. Multilayers with up
to 10 nm of C60 still showed a compensation point where the magnetization dipped
below the value at 10 K. At 20 nm, the compensation is still present but does not go
below the magnetization at 10 K indicating that while there may be a magnetic phase
transition, there is not a true compensation. By 50 nm, no compensation is observable
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(figure 5.3).
Figure 5.4: a. Magnetic profile of the ten layer multilayer Ta(5 nm)/[CoGd(5 nm)/C60 (5
nm)]x10/Al(5 nm) derived from fitting the polarized neutron reflectivity spectrum obtained
at 300 K b. As in section 4.4, structural parameters were fixed from XRR such that only
magnetic moment per atom was a free parameter. However, due to the very high neutron
capture cross-section of Gd [217] the neutron scattering parameter b was also freed for the
alloy layers since the alloy composition is not determined from XRR. The inset shows the local
FOM landscape determined by varying all C60 moments, adjusting the alloy layer to maintain
a constant magnetization within a small variance to achieve the best fit. The red point shows
the FOM for the fit shown in panel b. which is obtained by allowing C60 layers to vary with
respect to one another. d. Shows the magnetic profile corrected by the SLD to show gradual
change as in section 4.4.
The multilayer in figure 5.3 B showed compensation at 18.5 K. While the compen-
sated fraction was low (≈ 10%) the overall moment was also low, 80 emu/cc at 4.2 K.
Higher Gd concentrations quench Co moment leading to higher average magnetization
near compensation. Since lower overall moment at the compensation point is prefer-
able, this composition was selected. [216] [214] This multilayer was observed using PNR
in applied fields of 0.1 T at 5 K, 18.5 K and 300 K. At 300 K, fitting the PNR spectrum
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using the same method described in section 4.4 reveals a similar anti-ferromagnetic
interfacial coupling to CoC60 (figure 5.4). The thinner C60 layers do not show clear
evidence of paramagnetism and change the sign of their magnetization through the
compensation point. This indicates that magnetic coupling propagates through these
thin C60, acting on spins beyond the first monolayer. The best fit predicts a moment
per C60 cage in the bulk of 1.2 μB. However, exploring the FOM landscape shows that
this may be a local minimum and the true moment may extend as high as 3 μB per
cage, though this would not be expected to be stable due to Coulomb repulsion between
cages.
Figure 5.5: a. Magnetic profile at 18.5 K which is where the alloy compensates as shown in
figure 5.3. b. Shows the spectra and fit. The inset shows the FOM. d. the corrected cross
section. The FOM landscape indicates that the C60 moment is close to zero though allowing
layers to vary with respect to each other produces a good fit with a positive moment, red data
point.
At the compensation point it is immediately apparent that the C60 polarization
has reversed (figure 5.5). However, the interfacial polarization is unchanged, averaged
over the ML. The scattering density for the interfacial region is 0.049± 0.009A˚–3 while
the alloy has a scattering density of 0.040± 0.006A˚–3 and C60 has a scattering density
of 0.0014 ± 0.0001 indicating this interfacial region includes a high proportion of Co
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and Gd atoms. The interfacial region extends for 1.5 ± 0.1 nm and the thickness is,
at least within the significance of the fit, independent of temperature. Cooling below
the compensation point, there is a recovery of the magnetic moment of the alloy while
the polarization of the interfaces and C60 remains unchanged confirming that both the
5 K and 18.5 K spectra are in a Gd dominated regime (figure 5.6). Observing the
SLD corrected profiles side by side, one can see that the greatest changes between the
spectra recorded at 5 and 300 K occur in the interfacial and C60 region due to the
reversal of the C60 polarization.
Figure 5.6: a. Magnetic profile at 5 K b. Shows the spectra and fit. The inset shows the
FOM and d. the corrected cross section. Here, the FOM landscape shows a clear tendency
toward positive moments.
The fitting procedure in these multilayers is the same as for the CoC60 system from
section 4.4. Structural information is fixed by XRR and magnetic information by the
mvT so that fewer free parameters are present in the fit. Despite this, the significance of
this fit is lower than that for CoC60 due the necessity of leaving the neutron scattering
parameter b free to accommodate the possible variation in alloy mixing. The FOM
plots shown in figures 5.4, 5.5 and 5.6 show that a change in C60 polarization occurs
between 5 and 300 K. This is clear evidence that there exists a preferential coupling of
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the moment induced in C60 to the underlying Co sublattice while the screened moment
of Gd 4f electrons contributes little to the C60 polarization. This study also indicates
that the magnetic coupling of C60 moments extends up to 2.8 nm from the metal surface
as indicated in the thickest C60 layer observed in this sample which still reverses its
polarization when passing the compensation point.
Figure 5.7: a. Simplified diagram of the layers of one unit of the CoGd multilayer showing
the net moment of the Co and Gd sublattices at 5 and 300 K. The interfacial region includes
the surface atoms of the CoGd layer (indicated in red) and the C60 layer. b. Difference between
the SLD corrected magnetic moment profiles at 5 and 300 K. c. The predicted magnetisation
of each fit (at 300, 18.5 and 5 K) compared to the MvT recorded in this sample using SQUID
magnetometry. At each point the average C60 moment predicted by the best fit is shown. The
error in the magnetization shows the deviation in magnetization allowed to produce a good fit
when testing different C60 moments. C60 μB per cage are indicated for each point.
The behaviour of the interfacial region provides insight into interfacial coupling
between molecule and alloy. Above and below the compensation temperature, an in-
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terfacial region 1.5 ± 0.1 nm exists which is antiferromagnetically coupled to the rest
of the alloy. The density and scattering length of this region indicates it includes both
C60 and CoGd. This is interpreted as the result of the effect of hybridization on the
surface atoms of the CoGd alloy and the transfer of spin polarized electrons into hy-
bird interface states in the C60 analagous to the behaviour observed in 4. Since the
magnetic moment of the interface changes little as a function of temperature, the anti-
ferromagnetic coupling of interfacial moments to the rest of the alloy can be considered
a general property of hybrid interfaces and not necassarily related to the direction of
the moments in the Co sublattice. Beyond this interfacial region, C60 moments are
shown to change sign when passing through the compensation point indicating these
moments are coupled to one particular sublattice in the alloy, not only the net moment.
The expected behaviour of each layer is detailed in 5.7.
5.3 GdC60 Hybridization and Evidence for Magnetic Phase
Transitions
The observation that C60 can lead to a significant modification of the compensation
behaviour in CoGd alloys (figure 5.3) but did not appear to couple to 4f moments in
the Gd sublattice raises an important question regarding the nature of the interaction
between molecules and rare earth ferromagnets: namely, how might hybridization to
conduction electrons alter magnetic structure? As mentioned in the introduction to this
chapter (section 5.3), it is possible that the RKKY interaction which couples 4f moments
together via intermediate conduction electrons could be modified by hybridization.
Distortion of the 6s and 5d conduction bands in Gd could lead to alterations in magnetic
coupling. To study the extent to which this occurred, it was necessary to move away
from CoGd alloys and focus on the interaction between C60 and pure Gd. Gd was
deposited using the DC magnetron sputtering method described in section 3.1.1 on
silicon dioxide substrates at room temperature. These films are deposited close to their
Curie temperature so the permanent magnet array will not necessarily set a well defined
easy axis.
Gd is deposited from a 99.95% pure coin mounted in a DC magnetron. Deposition
takes place in an atmosphere of argon at 2.8 mTorr with a bias of 308 V and a deposition
power of 13 W. This produces a deposition rate of 1.53 A˚s–1. 3 nm Ta layers are used
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Figure 5.8: MvT of a 30 nm Gd metal film at 0.1 T recorded using a SQUID-VSM. Insets
show hysteresis loop at 100 K and XRR recorded in the same film.
to seed an atomically flat surface to minimize roughness. A 30 nm metallic layer with
a 5 nm Ta cap produced a TC of 279.0 ± 0.5 K measured at 0.1 T with a saturation
magnetization of 1370±10 emu/cc at 100 K with a coercive field HC = 17±1 mT (figure
5.8). This is lower than the expected TC and Msat for single crystal Gd. [210] However,
the ordering temperature of Gd is known to be strongly depend on crystallinity. [217]
This value of magnetization is in agreement with studies of Gd thin films sputter
deposited at room temperature onto Ta seed layers (Scheunert et. al. give values
of 1353 and 1274 emu/cc depending on deposition rate). [218] XRR showed RMS
roughness of 1 – 2A˚ with no evidence of oxide layers.
C60 was deposited onto Gd films of varying thickness in order to assess the range of
interfacial interactions in Gd and the effect hybridization would have on magnetization.
The cap used in each case was a 20 nm layer of Al. Thin films of Gd were found to
have significantly reduced magnetization in the presence of C60 at 100 K (figure 5.9).
Recovery of bulk magnetization was achieved above 30 nm.
Hysteresis loops were recorded for Gd films of various thicknesses at 2 K (figure
5.10). Very thin films of 1 nm thickness showed superparamagnetic behaviour with
high saturation magnetization but zero coercivity. This may be because the film is too
thin to be continuous. However, whether or not it is continuous, it demonstrates that
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Figure 5.9: Saturation magnetization vs Gd film thickness for bilayers of Gd(xnm)C60(20nm).
Magnetization is determined by measuring hysteresis loops in a VSM at 100 K. The background
is removed as a linear correction and the magnetization derived from the measured sample
dimensions. The magnetization axis is plotted logarithmically to show the variation in magne-
tization in the thinnest films. The red point is the bulk value obtained in the control presented
in figure 5.8.
the moment per atom of Gd does not decrease in the presence of C60 since the super-
paramagnetic moment is still large. This indicates changes in the magnetic ordering are
responsible for the suppression of magnetization rather than loss of 4f majority spins
as was the case for Co/C60, section 4.2. This is in line with the idea that 4f electrons
are screened from direct interaction with by the conduction electrons. Therefore, the
only change in moment per atom which could occur would be the small portion of the
atomic moment associated with the outer shells, 0.55μB of the 7.55μB total. [219] Films
up to 5 nm thick show very low remanance, < 30 emu/cc, and otherwise paramagnetic
behaviour. Between 7 and 10 nm, an unexpected behaviour emerges in that the sus-
ceptibility of the Gd is significantly reduced even as magnetization begins to recover.
Finally, by 20 nm, the hysteresis loop becomes bulk like, recovering full magnetization
by 30 nm.
Measuring the moment as a function of temperature shows a magnetic transition
at low temperature and reveals unexpected behaviour in films between 5-10 nm thick
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Figure 5.10: Hysteresis loops recorded at 2 K in a conventional VSM (c. 7 nm and d. 30
nm) and SQUID VSM from GdC60 bilayers Ta(3 nm)/Gd(x nm)/C60 (20 nm)/Al(20 nm). All
samples were zero field cooled from 300 K before measurement.
(figure 5.11). Bilayers of GdC60 are cooled in zero field after demagnetization at 300
K. Gd films 7 and 8 nm thick show a zero magnetization state below 10 K in applied
fields up to 50 mT. Up to 10 nm, Gd films show magnetic oscillations as a function of
temperature below 10 K. The susceptibility of 7 and 10 nm films was determined from
the derivative of the hysteresis curve at the coercivity (figure 5.12). Susceptibility is
supressed with a clear transition occurring as the temperature is raised through the
oscillations up to 10 K. The 30 nm film closely resembles studies of single crystal Gd at
low fields. [218] [210] The change in behaviour above and below 10 nm may be related
to the size induced phase change from hcp to fcc crystal structure observed in Gd thin
films below 10 nm. [220]
The deviation from ferromagnetic behaviour at low temperatures, characterised
by the downturn in in-plane magnetization, is attributed to the rotation of the easy
axis in Gd as a function of temperature due to temperature dependent changes in the
lattice constants of the Gd unit cell. [210] Neutron diffraction studies of Gd hcp single
crystals demonstrate that the easy magnetization axis rotates with respect to the c axis,
being fully aligned at room temperature but rotating to a maximum of 75◦ at 195 K
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Figure 5.11: a. Moment vs temperature recorded for bilayers of Ta(3 nm)/Gd(x nm)/C60(20
nm)/Al(20 nm) in applied fields of 50 mT. b. Below 5 nm, MvT curves fit well to Curie-Weiss
law indicating paramagnetic behaviour.
before moving back to 30◦ at 4 K. [221] The canting of the easy axis and the resultant
magnetization vs temperature behaviour prompted much discussion in the 1960s as
to whether a spiralling magnetic state might emerge in Gd around 210 K where the
transitions are most apparent. The much discussed result of Belov et al. [222] seemed
to indicate a transition between a ferromagnetic state and a spiral spin structure which
occurred at 210 K. However, later studies such as that by Graham [223] did not support
this conclusion. However, the emergence of such a spiral state might well be supposed
since Er, Ho and Dy all show spiral states close to their Ne´el temperatures. The lack
of a helical phase in Gd is attributed to the lack of Kohn anomalies in the conduction
electron momentum variation in the strength of inter-atomic interactions, see section
2.1.3. The coupling constants are stronger in Gd than any of the latter rare earths
which exhibit helical or spiral phases and do not change sign for any q value. [40]
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Figure 5.12: The 7 nm (a) and 10 nm (b) samples shown with susceptibility data. The
blue data points show the susceptibility calculated at the coercive field for loops at various
temperatures in each film while the black points show the magnetisation at 50 mT. In the case
of the 7 nm film, the derivative was taken following adjacent averaging with an aperture of 10
in order to reduce the effect of thermal noise from the conventional VSM measurement. The
insets show the hysteresis loops recorded at 3 K and 50 K.
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The thinnest films, those below 5 nm, are paramagnetic at all available tempera-
tures. Any correlation between film thickness and Curie point in thicker films is not
clear, not least due to the broad ferro-para magnetic transition characteristic of Gd.
However, the change in MvT dependence is indicative of some deviation from the usual
conventional ferromagnetism in Gd.
The identifying features of anti-ferromagnetic and helical phases in rare earths have
been studied in detail. [40] Other than the purely paramagnetic phases expected in
films thinner than 5 nm, the candidates for the additional transitions are a wave-like
anti-ferromagnetic phase and a spiral phase. It is also possible that neither state exist
and the oscillation of the easy axis angle is altered, changing the susceptibility but not
introducing any periodicity.
5.4 Resistance vs Temperature in GdC60 Films
Different spin ordering in rare-earth films can manifest as differences in the spin disorder
scattering term of the conductivity. As discussed in the theory presented by Elliott and
Wedgwood [224] and observed by Singh et al [225], the spin scattering is a probe of
correlation in rare earths. In magnets where the order is a wavelike anti-ferromagnet
or a spiral phase, the spin ordering is periodic but with a periodicity different to the
crystal lattice. These different periodicities can alter the Brillouin boundary conditions
and alter the resistivity of the metal. A rigorous treatment of this problem was first
given by Miwa. [226] It is, therefore, possible to see magnetic transitions such as the
spiral phases in Ho and Dy as peaks in the resistivity vs temperature curves of these
metal films. Resistivity curves in zero-field cooled Erbium crystals show a characteristic
hump in the resistivity just below the Ne´el temperature and additional transitions at
53 K and 20 K corresponding to the emergence of a wave-like periodic structure and a
conical structure respectively (figure 5.13). These features are most visible in the c-axis
where they manifest as clear, first order phase transitions. [227] The polycrystallinity
of Gd films deposited in this study will make it impossible to observe first order phase
transitions such as those seen in Erbium single crystals. However, it will still be possible
to extract information about spin disorder from resistivity measurements.
Bilayer films of Gd(30 and 8 nm)C60a-C(10 nm)Al(2 nm) were deposited for resis-
tance measurements. The amorphous carbon layer (a-C) is used to stabilize the cap
and prevent the diffusion and beading which would usually preclude the use of such
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Figure 5.13: Figure adapted from [227] showing the resistivity of erbium as a function of
temperature (right) and figure adapted from [210] showing the resistivity of Gd. The Ne´el
temperature at 85 K is where the Erbium film undergoes a transition from a paramagnetic
phase to an anti-ferromagnet. The paramagnetic transition in Gd at 293 K is evidenced by the
broad maximum in the c-axis resistivity.
a thin Al cap on C60. The cap is necessarily thin to prevent the shunting of applied
current through metallic layers other than Gd which may distort the result. The film
was wirebonded in four point van der Pauw configuration with Al wire and inserted
into a He cryostat as described in section 3.6.
The resistance was measured using applied voltages of 0.4 mV (figure 5.14). Sam-
ples were cooled from 300 K in zero field. Measuring with increasing temperature from
zero field, the 30 nm sample whose magnetisation vs temperature behaviour was closest
to bulk Gd, showed some inflection at 20 K corresponding to the observed low tem-
perature inflection in the MvT. The RvT curve in this sample is non-linear and there
is no clear inflection at the Curie temperature. In the 8 nm sample, where the zero
net magnetization state was observed at low temperatures, there is a complex RvT
dependence with at least two transitions observable corresponding to the observed on-
set of the low temperature oscillations in the MvT and the paramagnetic transition.
The low temperature peak occurs at 31.5 K and resembles the inflection in the c-axis
resistivity of Gd in figure 5.13 near the Curie temperature. However, the hysteresis
loops collected at 50 K in similar samples, figure 5.13, show that this is not a param-
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Figure 5.14: Resisitance vs Temperature curves for GdC60 bilayers of 30 nm (left) and 8 nm
(right). Dotted line show the MvTs for equivalent samples.
agnetic transition. The steep decrease in resistivity above 190 K agrees with the MvT
and seems to indicate the paramagnetic transition. The region between 31.5 and 190
K then represents an intermediate phase with increased susceptibility and resistivity.
This intermediate phase bears many similarities to the periodic anti-ferromagnetic and
spiral states in other rare earths such as Erbium and Dysprosium, though without the
first order transitions observable in single crystals. However, this information can only
indicate a greater spin disorder in this intermediate region, not the exact nature of that
disorder. Neutron diffraction would be required to determine the exact nature of the
intermediate state and identify spiral or other periodic structures.
5.5 XAS and XMCD in GdC60 Bilayers
XMCD was used to probe the bilayer interface and identify traces of hybridization in
the NEXAFS of the carbon edge similar to the features found in CoC60 in section 4.3
(figure 5.15). Analysis of the M-4,5 transitions in Gd also determines whether or not
there is any hybridization of the Gd 4f shell. A GdC60 bilayer was deposited with
Gd(6 nm)/C60 (15 nm)/Al(3 nm) such that the magnetic behaviour should be at the
thickness limit where the mvT oscillations emerge. The C60 was thinner than that used
in magnetometry due to the limited escape depth of free electrons in XAS which also
limited the cap thickness. The cap was deposited in the same manner as the CoC60
bilayers used in section 4.3. The bilayer was measured at saturation at both 4 K and
300 K. At 4 K, the applied field was 3 T and at 300 K was 1 T. The sample was placed
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at 45 degrees to the polarization vector of the X-rays after being saturated in plane.
The XAS of Gd at the M-4,5 edge agrees with reports on pure Gd. [228] Though it
should be noted that the shielding of 4f electrons means the XAS of the M transition in
rare earths is usually unchanged in compounds. However, this does confirm that there
is no hybridization between C60 and the 4f shell. The expectation value of the spin
moment is calculated from the sum rules for the d-f core transition. A full discussion
of the derivation of these sum rules can be found in [229] while the physical parameters
are detailed in [228]
∫ E
EF
[(
μ+M5 – μ
–
M5
)
– 32
(
μ+M4 – μ
–
M4
)]
dE = N3Nh
(〈σz〉+ 6〈Tz〉), (5.1)
where μ+,–,0M4,5 are the XAS with positive, negative and zero polarization at the M4 and
M5 edges. N is the sum of the integrals of positive, negative and zero polarization
spectra. Nh is the number of holes in the 4f band. 〈σz〉 and 〈Tz〉 are the expectation
values of the spin and dipole moments respectively. The values of Nh and 〈Tz〉 are
taken from the Hubbard corrected, generalized-gradient approximation found in [228].
The resultant spin moment, corrected for a 45◦ projection onto the polarization axis
is 3.29 ± 0.02 μB per atom indicating moment is supressed even for high fields at low
temperatures.
The carbon edge shows a clear peak at 283.5 eV, the position of the hybrid shoulder
in the spectra in figure 4.3. At the expected LUMO energy, 284.5 eV, there is a small
peak evident. Additional peaks appear at 285.3 and 286.4 eV. The 285.3 eV peak is
attributed to C60 aggregation while the peak at 286.4 eV corresponds to the LUMO
+1. [230] A higher order pi* peak is observable at 287.4 eV, which can be attributed to
the LUMO +3, with an additional peak emerging at 289.7 eV, just below the ionization
potential, which may be a bound σ* exciton. [126] There is a feature below the LUMO
(282 eV) observable just above the noise. At low temperature, the peak at 283.5 eV is
split into two distinct peaks which can be attributed to the T1u and T1g symmetric
orbitals which become degenerate at higher temperatures. [231] This indicates that
this feature is the LUMO and the energy of the core hole exciton has been reduced
as observed in hybridization with transition metals. [232] The magnitude of this peak
with respect to the expected LUMO at 284.5 eV indicates a far greater number of C60
molecules experience a change in LUMO energy than was observed in Co/C60.
At 300 K, many of the additional features in the carbon edge have been lost. The
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Figure 5.15: XMCD recorded in GdC60 bilayer films. a. is a figure adapted from the XMCD
study of pure Gd performed by Abdelouahed et al [228] presented for comparison of the M4,5
edges. The post-absorption peak structure in both M5 and M4 edges is due to core-hole exciton
interactions in the 4f shell described in [228] b. Shows the XAS recorded with positive and
negative polarization in Gd at 4 K. c. Shows the XAS for positive and negative polarizations
at the carbon edge at 4 K. The two polarizations are almost coincident though there is some
possible dichroism shown at 287.5 eV shown in the inset. d. Shows the C edge at 300 K.
peak at 283.5 eV and the aggregation peak at 285.3 eV are still present. The other
higher order LUMO peaks have been subsumed into the σ* resonance though the peak
at the onset of the σ* resonance, which may be a bound σ* exciton, is still present.
There is no longer any evidence of splitting in the 283.5 eV peak though the FWHM of
the peak is identical at both temperatures indicating thermal degeneracy has merged
the two peaks.
A second bilayer was prepared with C60 (20 nm)/Gd(7 nm)/Al(3 nm). Due to the
surface sensitivity of the XMCD technique, this arrangement provides more informa-
tion on those carbon atoms closest to the interface. Indeed, this structure revealed a
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Figure 5.16: XAS in a field of +3 T at 4 K at the carbon edge for both polarizations. Focused
on the near edge, it is possible to see it is divided into two peaks. The small features below the
edge are also just visible above the background noise at this scale. The XMCD for positive and
negative fields is shown in the inset. While the dichroism is evident above the noise in positive
fields it does not fully reverse upon changing the sign of the field.
significant peak in the region of the small feature at 282 eV (figure 5.15). Though the
effect of the core hole on the energy of the exciton is unknown, this peak falls 2.5 eV
below the expected LUMO which should place it below the Fermi energy. [128] The
appearance of this peak at the GdC60 interface is particularly significant when consid-
ering the transport dependent XMCD in section 6.5 which appears after applying a bias
voltage to a C60 junction. The aggregation and LUMO +1 peaks, 285.3 and 286.4 eV,
are entirely absent while a pi* peak is still observable at 287.1 eV as well as the σ* peak
at 289 eV. It is argued that the peak at 282 eV is due to the formation of interfacial
hybrid orbitals with energy close to or potentially below the Fermi energy as described
in section 2.4. The arrangement of layers in the structure measured in figure 5.16 makes
it possible to probe the first ML of C60 which would be obscured in figure 5.15 due
to the limited escape depth of photoelectrons in C60. The NEXAFS in figure 5.16,
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Figure 5.17: XAS at the carbon edge for the bilayer C60 (20 nm)/Gd(7 nm)/Al(3 nm) recorded
at 5 K in zero field after cooling in zero field from 300 K.
does not resemble graphite [131] or amorphous carbon [233] precluding a graphitic or
amorphous surface layer as the origin of the modified edge. Another possibility is that
diffusion of Gd into the C60 surface results in a metallic state, similar to the metallic
states observed in alkali metal doped solid C60 above its transition temperature. [234]
5.6 Conclusions and Discussion
The study of CoGd alloys clearly demonstrated that C60 can have a profound effect on
the compensation behaviour of ferrimagnetic alloys. Control multilayers showed normal
compensation indicating it is not the roughness of C60 surfaces which is responsible for
the modification and very thin C60 layers do not eliminate compensation indicating
the introduction of impurities is not responsible. The dependence of the compensation
behaviour on total C60 thickness points to a hybridization process as observed in CoC60
multilayers, where the transfer of electrons into the molecular layer as well as the for-
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mation of hybrid interface states modifies magnetic properties. However, extrapolating
the loss of Co moment due to charge transfer defined in chapter 4 does not explain the
behaviour since a transfer of majority spin electrons from Gd is not possible due to
screening of the 4f orbital. PNR investigation reveals a complex interfacial structure
with a broad interfacial region anti-ferromagnetically aligned to the bulk alloy. The
density of this region indicates it is comrpises the surface atoms of the CoGd alloy and
interfacial molecules with a total thickness of 1.5 ± 0.1 nm. This AF coupled region is
present above and below the compensation temperature. The ferromagnetic coupling
between metal and molecule persists up to 2.8 nm in the C60 layer as is evidenced by the
fact that the molecular layer switches its polarization through the compensation point.
The C60 layer is polarized against the Co magnetization indicating the AF coupling
observed in section 4.4 extends into this layer.
However, Gd is not inert to interaction with C60 as shown in the study of GdC60
bilayers. While the superparamagnetic thin layers show saturation close to the bulk
value, thicker layers show heavily supressed magnetization. This indicates that while
the moment per atom of Gd may be unchanged, at least in the 4f shell, the magnetic
order in thin films is altered by interaction with C60. The proposed mechanism for
this interaction is a modification of the conduction bands of Gd which influences the
magnitude and sign of the RKKY interaction.
While pure Gd shows conventional ferromagnetism owing to the strength of the
inter-atomic interactions, most of the heavy lanthanides do not and undergo complex
transformations from ferromagnetic to anti-ferromagnetic and paramagnetic phases
with increasing temperature involving wave-like, spiral and conical magnetic phases.
[40] While Gd shows a canting of the angle of its easy axis away from the c axis in
hcp structures, it does not usually show periodic magnetic order, though spiral phases
are observed in various Gd-transition metal alloys. [235] Introducing a C60 interface
gives rise to new magnetic behaviours which have some characteristics in common with
the periodic anti-ferromagnetic phases of Ho, Er, and Dy. This involves new low tem-
perature features in the MvT of alloys between 5 and 10 nm accompanied by clear
transitions in the susceptibility at the same temperatures. In addition, the resistivity
of bilayer films shows unexpected behaviour which can be explained as changes in the
spin-disorder scattering due to magnetic phase transitions. In particular, the resisitiv-
ity of a GdC60 film with an 8 nm Gd layer, which showed the most significant changes
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in magnetic moment at low temperature, between the paramagnetic transition at 190
K and the onset of the low temperature magnetization features at 31.5 K indicates
some intermediate, disordered phase. Detailed information as to the nature of this
intermediate phase will require an additional technique, such as neutron diffraction, to
determine whether there are momentum dependent changes in exchange which might
indicate Kohn anomalies. However, the polycrystallinity of the sputtered films here
presented may prohibit the use of the coherent neutron scattering techniques used to
confirm helical magnetic structures in Dy and Er. [236] [237]
XAS of GdC60 bilayers show evidence of hybridization at low temperatures, partic-
ularly the dominance of a peak at 283.5 eV and the emergence of a large peak at 282
eV when the first ML of the GdC60 interface is probed. XMCD could not be observed
in this peak as in CoC60. Higher order charge peaks in the carbon edge also indicate a
significant charge transfer, though the exact charge per cage cannot be determined by
NEXAFS alone. The Gd M transition shows no deviation from its expected structure
save that the dichroism indicates a reduced moment per atom: 3.29 ± 0.02 μB per atom
where 7.55 μB is expected. [210]
Further investigation into the induced magnetization of fullerenes may require the
use of other ferrimagnetic alloys though further investigation of hybridization with Gd
may inform the selection of alloy compositions which show full compensation with thick
C60 layers. Otherwise, insulating ferrimagnets may offer a possible solution provided
hybridization with the transition metal sub-lattice can still be achieved. The possibility
of inducing a helical state long debated but conclusively disproven in pure Gd is of
particular fascination since it indicates the variety of complex behaviours which become
accessible through molecular control of magnetism. It also demonstrates that the direct
coupling of molecular orbitals to magnetic orbitals in metals is not the only route to
altering magnetism. However, further study is needed to determine the exact nature of
the introduced transitions and confirm the existence of a periodic magnetic structure,
be it spiral, conical or wave-like. Improving the crystallinity of sputtered Gd films
would be key to such a study since the rotation of the easy axis with respect to the c
axis of hcp structures is likely to play a role in the low temperature transitions. Future
study should include other lanthanides, especially Ho, Dy and Er to determine the
effect hybridization has on the existent spiral and conical phases of these metals.
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Chapter 6
Spectroscopy During Spin Transport in C60
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6.1 Introduction
The previous chapters have discussed the hybridization of molecular and metal orbitals
at material interfaces as a method of constructing new and uniquely controllable mate-
rials for various spintronic and magneto-electronic applications. However, the bulk of
molecular spintronics is concerned with the motion of electrons through molecules and
molecular solids. The following chapter will outline research into methods of measuring
spin injection into C60 using three different spectroscopy techniques which probe differ-
ent energy scales: Raman spectroscopy which probes the low energy vibrational modes
of the molecule and the role of vibronic coupling in spin-transport, photo-luminescence
which probes the band gap of C60 and the role of excitons and their recombination
and X-ray absorption spectroscopy which probes the band structure above the Fermi
energy through core-hole excitation and the role of different orbitals in spin transport.
The Raman spectrum of C60 has been theoretically modelled in detail with the
most accurate being the model of Schettino et al. [238] Ten Raman active modes are
expected: the two Ag and eight Hg modes. Experimentally, there has been much dis-
cussion about the apparent duality of the Raman active mode frequencies, particularly
the dominant Ag(2) mode which, in solid C60 films, appears at both 1469 cm–1 and
1459 cm–1 often simultaneously in the same sample. [239] This doubling has variously
been assigned to the photo-assisted intercalation of oxygen, [240] the formation of long-
lifetime triplet states [241] and a photo-activated transformation from a rotationally
disordered solid phase to an ordered solid phase. [239] Later observations made by Luo
et al showed that the Raman spectrum, particularly the ratio between the dual Ag(2)
peaks, responded to applied fields which they attributed to the intermolecular coupling
of triplet states in C60 dimers. [242]
The vibrational modes of C60 and their coupling, or lack of coupling, to spin-
polarised excited states is a key line of enquiry in organic spintronics. The formation of
electron-vibron quasi-particles described in Holstein’s model for van der Waals bonded
solids, discussed in section 2.3, is key to the transport of electrons between the localised
states of C60 cages and the formation of a LUMO derived conduction band.[243] Be-
cause vibrational modes are strongly dependent on molecular symmetry and are largely
intra-molecular, being mostly unaffected by weak inter-molecular forces, the coupling
between vibrational modes and electrons can provide a very sensitive probe of electron
transport and, potentially, spin transport. [244] A limitation of organic spintronics has
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been the difficulties faced in applying common spectroscopic techniques to their study.
[245] More specialized spectroscopic tools, such as a probe based on spin dependent
Raman spectroscopy, may provide a method for investigating and clarifying some of
the more controversial aspects of organic spintronics such as the mechanisms of spin
transport and scattering [29], long spin diffusion length in C60 [246] or the unexpected
lack of the Hanle effect in organic spintronic devices. [247]
A related persistent issue is the measurement of the spin population in organic
materials. While MR devices can now be produced and measured to provide quali-
tatively consistent data, electrical measurements struggle to measure spin population
or residence time for a spin polarized electron on a single molecular site. [29] The
suggestion that spin polarization could affect recombination processes in organic opto-
electronic devices provides a possible route toward a useful probe of spin population
via photo-luminescence. [43]
Finally, core excitation spectroscopy techniques such as XAS have been applied
to investigating numerous charge transfer processes including hopping. [129] In this
context, XAS is a form of pump-probe technique with the ’pump’ being the excitation
of a core-hole exciton which then forms the probe for processes with a characteristic
timescale equivalent to the core-hole exciton lifetime. These techniques are particularly
useful in van der Waals bonded solids such as C60 because the intra-molecular structure
is well preserved in the solid. A review of the use of core spectroscopies in various
forms of nano-carbon was prepared by Bru¨nwiler and is found in [128]. In C60 the 1s
excitation to the LUMO forms an exciton which resides in the HOMO-LUMO gap while
the width of the LUMO derived peak provides information on the vibronic coupling
and resultant LUMO band-width. The transfer of charge in complexes or at interfaces
has been studied in detail in the carbon K-edge including the data presented in section
4.3. [248] [249] However, XAS measurements during spin polarised transport have
not been performed. The hopping of the excited core electron before recombination
during transport can quench recombination channels, evident as a suppression of the
peaks in the XAS corresponding to those channels. As pointed out by Bru¨nwiler: since
the core-hole exciton formed by excitation from the 1s level to the LUMO lies in the
gap, there should be minimal diffusion of the excited electron to adjacent molecules in
equilibrium conditions. However, Lof et al note that any change in the charge state
of C60 produces a significant perturbation to the band structure. [77] Therefore, XAS
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performed during transport should show significant changes in the LUMO and higher
order peaks due to charge transfer only in the case that an external potential causes
a hopping event before recombination of the core exciton providing potential insight
into hopping time, recombination pathways and changes to the symmetry or orbital
structure of the molecules.
6.2 Spin Dependence of Photoluminescence Quenching
The photoluminescence spectrum of C60 was studied using the Raman optics described
in section 3.3. The excitons were generated using a 473 nm blue diode laser. The PL
spectrum showed two peaks at 1.69 and 1.51 eV corresponding to the Frenkel exciton
recombination and main phonon replica respectively (figure 6.1). [146] Exposure to a
high intensity with the 473 nm laser over a period longer than one minute produced
some change in Pl intensity due to bleaching. The beam intensity was restricted to
≈ 0.1mW. Scans which caused any visible photo-bleaching of the film on inspection
were discounted from the data set.
Figure 6.1: Typical photoluminescence recorded from a C60 film using a 473 nm laser. At 300
K, the only clear features are the Frenkel exciton at 1.69 eV and the phonon replica at 1.51 eV.
In order to determine the effect of hybridization on the luminescence, electrodes
were deposited in a junction configuration onto a silicon dioxide substrate and a C60
layer deposited on top such that regions of hybridized C60 and pristine C60 could be
identified on the same sample. The sample structure was Au(5 nm)/Co(5 nm)/C60 (20
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nm)/Al(5 nm). Scans were taken in a regular grid pattern over the sample surface in
the region of the junction allowing a map of the various features to be created. The
position and ratio of the Ag(2) peaks were not found to vary over the sample surface
though the intensity of the Ag(2) peak is highly supressed over the region of the Co
electrode. The photoluminescence spectrum varied depending on the sample region. In
particular, the PL was quenched over the Au and Co electrodes (figure 6.2). Applying
a 250 mT field out of plane to the Co electrode further modifies the spectrum, reducing
the PL quenching, but less so over the Co electrode than the Au electrode. The position
of the highest peak in the PL was also observed to change slightly in different regions of
the sample. Over the Co electrode, the Frenkel exciton exists at a slightly lower energy
(1.68 eV) while over the Au electrode it exists at a slightly higher energy (1.7 eV).
PL quenching in proximity to metal surfaces is well known, having been studied
in fatty acid films by Drexhage and explained in both classical and Quantum Electro-
Dynamic theoretical frameworks by Chance. [250] [251] Two mechanisms are described.
First, an exciton can decay without emitting a photon by dissipating energy into the
nearby metal and second, the metal surface can act as a mirror to reflect the emitted
radiation in the near field resulting in destructive interference. Kuhnke et al studied
PL quenching of C60 films in proximity to Au and Ag films at various distances from
the metal surface and found that non-radiative damping processes significantly altered
exciton lifetime. [41] We expect that in close proximity to the metal interface, coupling
of dipoles to surface plasmon modes is responsible for the PL quenching. A detailed
description of the damping process, as determined by Kuhnke using the Persson and
Lang model, is found in [252]. Simply, oscillations of magnetic and electric dipoles in
proximity to a metal induces free electron motion, dissipating energy into the metal
lattice.
The current experimental set up is not sufficient to distinguish the precise damping
mechanisms since there is currently no means to detect exciton lifetime or surface
plasmons in the underlying metal. Many different exciton decay mechanisms in C60 are
discussed in literature which may or may not be affected by metal interfaces (such as the
Herzberg-Teller mechanisms involved in singlet exciton decay [253], second harmonic
generation [254], intermolecular charge transfer [255] or formation of triplet excitons
[148]) but the study of Kuhnke already presents extensive detail on this subject. [41]
The changes observed here all occur in the region of the Frenkel exciton at 1.69 eV and
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Figure 6.2: a. Map of the junction area showing the Co and Au electrodes. The PL intensity
is quenched over the metal. b. Map of the same area with a magnetic field applied. Note
that both electrodes show increased PL intensity but the Au electrode is increased by a larger
fraction. c. Shows the Frenkel exciton energy with red and black being higher energy and
green lower energy. d. Shows the Frenkel exciton energy while the junction is irradiated with
UV light. This figure is a reproduction of figure 2 from [244] originally created by Dr Oscar
Cespedes.
the phonon replica at 1.51 eV.
Despite the lack of detailed information regarding the quenching mechanism, this
work can add to the canon of PL quenching the additional observation that quenching
is greater over Co and Au. It is expected that this is evidence of the greater electron
transfer from Co to C60 of 1.3 electrons per cage as opposed to Au of 0.2 electrons per
cage.[94] There are several possible interpretations of the increased quenching. First,
the DFT study referenced in [169] indicates metallic interface states in the fullerenes.
Since the damping is distance dependent, creating metallic states in the first few ML of
the molecular solid would effectively move the metal surface closer to a given dipole in-
creasing the damping experienced by that dipole. Second, the greater transfer of charge
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into the fullerene layer might suppress PL by reducing unoccupied LUMO states, de-
creasing quantum efficiency, and providing additional damping mechanisms through the
coupling of oscillating dipoles to stable charged fullerenes. In a more complex picture,
additional charge may also affect the radiative decay of excitons by altering the avail-
able decay paths, such as the decay of the singlet exciton via vibronic, inter-molecular
exchange. [253] The spin polarization of transferred electrons could also suppress the
formation of singlet excitons in favour of triplets with a much longer lifetime. [43]
[148] More detailed information regarding the decay mechanisms involved could be ob-
tained by measuring the separation dependence of PL quenching. This would require
a single monolayer of C60 separated from the metal surface by an insulating barrier of
well-known thickness analogous to the Kuhnke study.
Further insight is provided by the application of an out of plane field of 250 mT.
The application of this field increases PL over the metal electrodes. However, while
PL over the Au electrode recovers to 40% of its unquenched value, the recovery over
Co is only 10%. Two key differences between these regions can be considered. First,
hybridization between Au and C60 is weak and involves only a small electron transfer
of 0.2 electrons per cage as opposed to 1.3 in Co. Second, the ferromagnetism of the Co
electrode induces magnetic ground states in C60 such that the partially occupied hybrid
bands are spin split and couple anti-ferromagnetically at the interface as discussed in
detail in chapter 4. It is clear that the difference in PL is couched in the magnetic
coupling between Co and C60.
It is convenient to first consider the recovery of PL over the Au electrode. Inves-
tigations of recombination of singlet excitons in C60 indicate that an electric dipole
transition is forbidden and the recombination occurs either through a magnetic dipole
transition or through a Herzberg-Teller mechanism. [148] [41] The interaction between
magnetic and electric dipoles and metallic surface has a complex orientation depen-
dence. The review by Barnes gives some detail of the expected energy loss mechanisms
for different electric dipole orientations. [256] Assuming orthogonality between the
electric and magnetic dipole solutions, a transition from an isotropic distribution of
orientations to a perpendicular orientation of magnetic dipoles should lead to a larger
fraction of radiated energy and a lower energy loss to surface plasmon modes (figure
6.3). This is supported by the early discussion of magnetic dipole orientation by Lukosz
and Kunz, though their discussion is more focused on partially reflective semiconductors
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and is not a direct comparison. [257] The orientation dependence of magnetic dipole
decay is well known, to the extent that Noginova et al have proposed its application as
a probe of local magnetism in the near field. [258]
Figure 6.3: Figure taken from [256] showing the different mechanisms by which power may
be dissipated from an electric dipole depending on its orientation to and distance from a metal
surface a. perpendicular orientation, b. parallel and c isotropic. It is assumed that magnetic
dipoles would be orthogonal. The ”lossy waves” are electron density oscillations distinct from
SPs described by Ford and Weber in [259]
In the case of the Co electrode, a field of 250 mT is insufficient to saturate the
magnet out of plane. The small recovery can then be assigned to a small rotation of
the magnetization vector perpendicular to the metal surface while it remains mostly in
plane. The interfacial magnetic states in the C60 described in chapter 4 are coupled to
the Co magnetization. Thus, in this region the magnetic dipoles are still mostly in the
parallel regime and lose a higher portion of their energy to surface plasmons and lossy
waves in the metal.
Finally, we must consider the PL peak position. Becker et al have observed shifts
137
6. SPECTROSCOPY DURING SPIN TRANSPORT IN C60
in PL peak emission in the polymer PPV on aluminium films. [260] This is attributed
to wavelength dependent changes in quantum efficiency as a result of interference be-
tween the evanescent waves in the metal film and the emission from the polymer. While
interference cannot be discounted in this set up, the prior discussion points toward non-
radiative decay paths as being dominant where the PL is quenched. Instead, the PL
peak shift is attributed to phonon-induced spin flip events. As discussed, the spin
polarized charge transfer between Co and C60 would increase the formation of triplet
excitons or triplet charge transfer states which reduces recombination at the Frenkel
exciton energy. [43] The triplet state is far longer lived than the singlet (lifetime is typi-
cally milliseconds rather than the 1.8 μs expected for radiative decay of singlet excitons).
[261] [262] However, electron spin resonance (ESR) studies of the dynamics of the triplet
exciton indicate an intermolecular recombination process mediated by polarons which
can enhance photoluminescence. [263] It is, therefore, expected that phonon induced
recombination will increasingly dominate photoluminescence where quenching is due
to triplet formation either due to spin flip events from phonon scattering or because of
the coupling of excitons and phonons to create polarons which facilitate intermolecular
decay processes. However, as the detailed understanding of photo-physics in C60 thin
films is not yet matched in CoC60 composites, this conclusion is not yet confirmed. The
larger shift in PL peak position observed during UV radiation at 6 eV can be inter-
preted as either an increased charge transfer from the metal due to the photo-electric
effect, further increasing polarization and triplet formation in C60, or an increase in
recombination events due to photo-induced intermolecular charge transfer facilitated
by UV photons. [255]
The presence of metal layers clearly quenches PL as expected from the literature
but this study adds the observation that the magnetic coupling between Co and C60
produces greater quenching and shifts the PL peak to lower energies. While a few
possible explanations have been presented here, future study may reveal precisely how
the transfer of spin polarized electrons into C60 can affect recombination pathways
and the coupling of magnetic dipoles to metal films. A detailed understanding of the
spin dependence of optical properties in C60 would be vitally important to spintronic
applications of C60 since mechanisms for manipulating exciton lifetimes in molecular
films will also allow manipulation of conductivity in optoelectrical devices. [43]
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6.3 Raman Spectra of C60 During Transport
A 20 nm film of C60 was used to provide a reference for further measurements (figure
6.4). This control used a 5 nm Al cap requiring slightly higher laser intensity to produce
a good signal to noise ratio. Because of the threat of photo-assisted polymerization
or oxygen diffusion, all measured changes in the Raman spectrum were compared in
multiple scans at the same point in order to establish if changes occurred solely due
to the action of the laser. [240] [264] All spectra are composed of multiple acquisitions
with a minimum of three scans used to filter out transient peaks.
Figure 6.4: Spectra collected from a 20 nm C60 film. The black line is the original data and
the red line a fit taking into account all discernible peaks. The blue line is the signal recorded
using a blue laser at 473 nm, the other data is collected using a green laser at 532.01 nm. Seven
of the expected ten peaks are observable. Hg (4,5,6) are of typically low intensity and may well
be subsumed into other features or background noise. [153] The substrate peaks at 521 cm–1
and 970 cm–1 are clearly identified. [177] The splitting of the Hg (1) peak and negative offset
of the Hg (8) peak are indicative of some degree of polymerization. [265] The additional peaks
can be traced to either the formation of amorphous carbon regions during the deposition of the
cap or the presence of aluminium oxide in the cap. [266] [267]
Junctions for Raman spectroscopy were deposited using shadow mask deposition
detailed in section 3.1.5. C60 sublimation was performed using a filament current of
21.5 A which resulted in a film growth rate of 0.8 - 1.2 A˚s–1 in an atmosphere of
less than 0.01 mTorr and water vapour and oxygen partial pressures of less than 10–8
Torr and 10–9 Torr respectively. The structure was Co (5 nm)/AlOx (1.4 nm)/C60 (40
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nm)/AlOx (1.4 nm)/Au (5 nm) where the bottom cobalt layer comprises the bottom
electrode and the top Au layer the top electrode.
The double alumina barriers decouple both interfaces from the C60. This ensures
that any effects observed will be solely a property of charges involved in transport
and not interfacial potentials. The barrier between the Co electrode and C60 has the
additional advantage of conserving the polarization of the Co electrode during spin
injection. Each barrier is deposited using plasma oxidation. A 1.4 nm Al layer was
first deposited before raising the partial pressure of oxygen to create an oxygen plasma
which is maintained for 40 s. The process of producing tunnel barriers for C60 devices
in this apparatus was optimised by May Wheeler. [268] The ideal gas flows determined
through this optimisation were 16 SCCM of argon and 76 SCCM of oxygen creating a
total chamber pressure of 7.2 mTorr. Because the upper alumina barrier provides an
effective barrier to C60 oxidation and the deposition of further Al capping layers only
risks creating additional current pathways, no further cap was deposited.
These junctions were entirely linear within the limit of ±0.2V. Higher bias was not
used since it was observed that this could cause irreversible changes in the junction
resistivity which was attributed to the penetration of the alumina tunnel barriers by
pinholes. The resistivity of the double barrier junction was 1.51 ± 0.01 MΩ. Wheeler
observed small but detectable MR in similar junctions with C60 layers up to 60 nm
thick at low temperatures and 20 nm thick at room temperature. The study performed
by Zhang et al also indicates spin diffusion lengths up to 100 nm at room temperature.
[246] The magnetic electrode is grown such that the magnetocrystalline easy axis lies
along the electrode length. The electrode is also magnetized using a permanent magnet
at 250 mT prior to measurement.
Raman spectra were acquired at different points on the IV with constant current
densities from a DC source (figure 6.5). Negative currents inject non-polarized electrons
from the Au electrode. Positive currents inject electrons from the Co electrode with
a net spin polarization. The junction area is 104μm2. When current flows from the
magnetic electrode, the Ag(2) peak is clearly split with a dominant main peak, identified
as Ag(2) at 1466 cm–1, and a smaller sub-peak, Ag(2)’ at 1459 cm–1. The positions
of these two peaks vary as a function of current direction but are separated by ≈ 10
cm–1.
The appearance of the Ag(2)’ peak is dependent on both the current set point and
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Figure 6.5: Raman scans of the region of the Ag(2) peak with different current densities. Each
peak region is fitted with the Hg(7) and Hg(8) peaks and the split Ag(2) peak. a. Zero current
flow. Note that while the Ag(2)’ peak is still present, its intensity is near the level of background
noise. b. Negative current, electrons are coming from the Au electrode and are unpolarized.
c. Positive current with a net polarization from the Co electrode. d. 0 current density scans
taken at various points to check for irreversible photo-polymerisation. Scan 1 was taken in the
pristine state. Scan 2 after all subsequent current dependence scans were completed and scan 3
after leaving the junction attached to an external ground in a dark cabinet for 2 minutes. The
inset shows the ratio of the Ag(2) peaks. The red circled blue data point is the ratio during
transport with a current density set point of 5 J/m2 corresponding to the data in c. and the
black curve in d.
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Figure 6.6: a. Raman spectra recorded from the junction Co (5 nm)/AlOx (1.4 nm)/C60 (40
nm)/AlOx (1.4 nm)/Au (5 nm) for different current densities. Orange denotes current sourced
from the Au side and blue from the Co side. b. Shows the position of the Ag (2) peak for
these current densities. c. shows the ratio between the Ag(2)’ and Ag(2) peak. d. Shows the
junction structure with colour coded arrows denoting the flow of negative charge.
the sign of the current. When no bias is applied and current density is zero, the Ag(2)’
peak is almost at the level of noise. With current sourced from the Au electrode, the
relative magnitude of the Ag(2)’ peak increases. When a current sourced from the Co
electrode, The Ag(2)’ peak is significantly increased. The pump-probe study by Jeoung
et al points to new Raman peaks emerging as a result of the triplet exciton in C60, one
of which appears at 1461 cm–1. [241]
The study by Akers et al [239] indicated that the split Ag(2) peak could not be
attributed to a triplet state because of the lack of triplet-triplet absorption and the
fact that there was no observed depletion of the C60 ground state equivalent to the
excitation of triplets. The contemporaneous study by Sauvajol et al [42] showed that
the split Ag(2) peak could be progressively excited with increasing pump laser pulse
power and was wholly reversible but only at low temperature. This agrees with an
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earlier study which attributed the new peak to triplet excited C60 at 40 K. [269] Notable
in all these studies is that the lower wavevector of the Ag(2) peak is attributed to a
lowering of the symmetry of the molecule. The formation of a molecular dipole due
to exciton formation should lower the symmetry of the molecule, giving rise to the
additional peak. However, the relative magnitude of the Ag(2)’ peak is greater when
the current is sourced from the Co electrode, even when the current density is identical.
In an extended band scheme, the population of triplet and singlet excitons should
occur with a 3:1 ratio when one or fewer electrodes have a net spin polarisation in-
dependent of the current direction. This assumes that the population of singlets and
triplets exists at equilibrium over long time periods. However, this assumption fails if
there are spin selective recombination processes.
Since electrons sourced from the Co or Au electrode should result in equal numbers
of triplet excitons, it follows that the greater polarisation of electrons when the current
is sourced from Co is responsible for the difference in the Raman spectra. The study of
organic opto-electronic devices in high magnetic fields by Wang et al showed that spin
polarized currents affect the number of singlet and triplet charge transfer states. That
is, states formed by intermolecular interaction between electrons and holes on different
molecules. [43] In C60, intersystem crossing from singlets to triplets occurs easily
since the energy difference between the triplet and singlet is smaller than the hopping
energy: 0.37 eV in comparison to 0.5 eV. [150] Where electrons are spin polarised, charge
transfer states and intersystem crossing processes may lead to a higher population
of triplets. Alternately, intermolecular interactions may affect the mobility of spin
polarised electrons leading to a larger number of C60 anions or trapped excitons when
injected electrons are spin polarised.
Further study of the dependence of the Ag(2) peaks proceeded un-systematically
so as to exclude photoassisted transformations (figure 6.6). Alternating negative and
positive current densities were used and zero current measurements were taken before
and after to observe irreversible changes. While some photo-polymerization has clearly
occurred, as can be seen from the appearance of the Ag(2)’ peak after measurement
(figure 6.5 d), this cannot account for the intensity of the Ag(2)’ peak when a current
is sourced. In addition, the expected depletion of the ground state is observed as the
Ag(2) peak is reduced with respect to the Ag(2)’ peak. Finally, a displacement of the
Ag(2) peak is observed which only occurs when the current is sourced from the magnetic
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electrode. These results confirm that the Raman spectrum in the region of the Ag(2)
pentagonal pinch mode is dependent on current and that the relative magnitude of the
Ag(2)’ peak is dependent on the injection of spin polarised electrons.
6.4 Photoluminscence of C60 During Transport
Following this observation, measurements of the PL during transport were performed
in order to determine whether there was a reduction of the PL which might betray the
presence of long-lifetime triplets (figure 6.7). A double barrier junction was deposited
with the structure: Py (30 nm)/AlOx (1.4 nm)/C60 (20 nm)/AlOx (1.4 nm)/Au (5
nm). Py has the advantage of a slightly higher spin polarisation (40% over 37.5%)
[270] [271] and is more resistant to oxidation than Co reducing the risk associated with
accidental over oxidation of the barrier. [272] PL spectra were recorded in the junction
intersection using a 473 nm laser. The metal interfaces still reduced the peak intensity
but the oxide barrier also served to separate the interfaces, reducing quenching. The
application of an out of plane field is observed to increase the PL intensity both with
and without bias in a manner analogous to section 6.2. The exception to this is when
an out of plane field is applied while a current is sourced from the Py electrode.
On sourcing a current through the junction from the Py side, the PL intensity
was observed to drop. This might be understood in terms of the negative photo-
luminescence effect. This occurs when there is some method of carrier extraction from
a semiconductor, such that all the excitons generated by incident light do not necessarily
recombine to produce luminescence leading to a departure from Kirchhoff’s Law. [273]
As discussed in section , when electrons are spin polarised, intermolecular interac-
tions may lead to different hopping times and different singlet/triplet populations due
to intersystem crossing and charge transfer states. The extraction of electrons or holes
from a localised exciton would reduce PL in the same manner as the NPL mechanism
described above. However, the lack of a significant change in the PL intensity when a
current is sourced form the Au electrode indicates this is dependent on the spin polar-
isation of electrons. Greater generation of triplet charge transfer states would reduce
PL intensity since recombination of triplet excitons is spin forbidden and decay must
occur via intersystem crossing instead producing phosphorescent emission. [262] This
is illustrated in figure 6.7b.
A spin polarized exciton can be created or can decay in the absence of a magnetic
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Figure 6.7: a. PL spectra recorded from the junction centre at different current setpoints
and applied fields. The inset shows the intensity of the Frenkel peak normalized to the zero-
current, zero-field intensity. b. Shows a diagram of the NPL mechanism in organic materials,
the photo-excited carrier is extracted due to the bias before recombination. If electron hopping
times are spin dependent, this process would be different depending on the sign of the current.
The lower panel shows two non-polarised excitons interacting to create a triplet state through
charge transfer. The triplet cannot recombine due to the Pauli exclusion principle and must
decay via intersystem crossing to a spin singlet. This figure is a partial reproduction of figure
3 from [244]
field through the absorption or emission of a circularly polarized photon through spin-
orbit coupling. [274] This makes circularly polarized luminescence spectroscopy (CPL)
an efficient method of determining spin polarization in many semiconductors. [275]
However, the emission of circularly polarized photons during recombination is generally
facilitated by spin-orbit coupling of the electronic states in question. [276] In C60 low
spin-orbit coupling should make it unfavourable for spin polarized excitons to recombine
through the emission of polarized photons.
It is notable, however, that the curvature of the C60 molecule increases spin orbit
coupling compared to other carbon allotropes. [136] Measurement of the fraction of
luminescent photons with CPL would determine the extent of recombination of spin
polarized excitons. [150] Morphology is known to profoundly affect the decay of ex-
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citons in many organic crystals, including C60, particularly the decay of singlets into
triplets, trapping of excitons and spin-flip events which may affect the magnitude of
PL reduction due to spin injection. [277] [278] These effects will affect the PL reduc-
tion during spin injection making it difficult to determine the exact polarization of the
injected current.
The use of spin-polarized electron transfer has already been employed to improve
the performance of organic photo-voltaic cells by increasing carrier lifetime through
exploiting spin-forbidden recombination in a manner very similar to the model proposed
here. [279] This is supported by the fact that the recovery of PL intensity with out of
plane fields does not occur when the current flows from the Py electrode. The effect
of proximity to metal interfaces, as discussed in section 6.2, is to provide non-radiative
decay paths for excitons and to damp the oscillation of magnetic or electric dipoles
such that energy is lost to the metal surface. When magnetic dipoles are aligned
perpendicular to the surface, the non-radiative decay of excitons is lessened and there
is a recovery of radiative decay paths. However, if radiative decay paths are spin-
forbidden, there should be no recovery of PL with magnetic dipole orientation, only a
reduction of energy dissipated into the metal which would not affect the PL intensity.
6.5 XAS with Simultaneous Transport
As described in section 6.1, core-hole excitation spectroscopies are a useful probe of
charge transfer dynamics and band-structure: dynamics because of the use of the core-
hole exciton as a local probe with a characteristic timescale given by its lifetime; and
band-structure because of its element specific excitation allowing the contribution of
different elements to be distinguished. XAS has been used in C60 to probe charge
transfer complexes and interfacial hybridization but has yet to be applied to probing
spin transport in fullerene solids. [128]
Junctions were deposited in a single barrier configuration: Ta (3 nm)/Co(30 nm)/AlOx
(1.4 nm)/C60 (15 nm)/Mn (3 nm)/Al(4.5 nm), see figure 2.10 for the attenuation ex-
pected here. This structure was intended to allow observation of C60 molecules close to
the tunnel barrier and the transport of spin polarized electrons through the molecular
layer. The thin Mn electrode was included as a paramagnetic probe of local magnetism
though in practice its roughness and small signal precluded this use. The inclusion of
the Ta seed layer was required to seed the Co layer, and was found to improve the yield
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of intact tunnel barriers during sample optimisation. While it is possible that the Co
and Ta shadow masks did not entirely overlap, the factor 10 difference in the thickness
should ensure that polarized electrons from Co are significantly involved in transport.
The junction had a resistance of 320 kΩ at room temperature indicating that both C60
molecular film and tunnel barriers were intact. Applied voltages were kept below 100
mV in order to avoid breakdown of the barrier.
Figure 6.8: The carbon K-edge recorded for the C60 junction at various current setpoints. The
black line shows the signal when the sample is isolated from the current source. The red when
the current source is attached but no current is sourced. The dotted lines show the equivalent
negative current densities for the blue and green lines. Positive current densities source a
polarized current from the Co electrode, negative source a current from the Mn electrode.
The junction was attached to a gold coated plate with isolated transport contacts
in a four point configuration. A drain contact was made between the molecular film
and the gold coated plate using conducting carbon tape with a coating of colloidal
silver to improve conductivity. This plate was then attached to a motorized arm in the
endstation of the BOREAS beamline in the ALBA synchrotron. The four transport
contacts were threaded through a shielded cable and contacted to a floating current
source. The drain contact was threaded through a separate cable and the TEY mea-
sured by a nanovoltmeter between the drain and ground. See figure 3.11. The lifetime
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Figure 6.9: Carbon K-edge recorded before application of an external bias (pristine) after
the application and removal of a bias but before grounding (charged). a. shows the un-
normalized TEY current and the TEY current measured at the Au calibration grid. b. shows the
normalized TEY current in the different states and the recovery of the intial state (discharged)
after connected the electrodes to a common ground. The dotted black line in b. shows the
signal obtained from a pure C60 film without contacts.
of the C 1s exciton in C60 is estimated to be 6 ± 3 fs while the hopping time at room
temperature is predicted to be around 40 ps making the core-hole exciton a probe of
the instantaneous state of the C60 molecule during transport. [129] [280]
During transport, the noise level in the NEXAFS was significantly increased due
to TEY signal draining into the electrodes or injected current escaping into the drain
contact. Noise was higher when the current was sourced from the Mn electrode due
to the junction asymmetry. At room temperature before electrical contact was made,
the carbon edge showed the LUMO at 284 eV and a second peak at 287 eV which may
be attributed to the LUMO +2. [231] A small feature is observable in the pre-edge
structure at 282 eV which can be attributed to hybridization and charge transfer and
also appears in GdC60 in section 5.5. With the electrodes attached, the edge appears
shifted by 0.2 eV with a clear separation between the LUMO and the feature at 282 eV.
The peak at 287 eV is lost in the noise near the σ resonance. Sourcing a positive current,
with electrons moving into C60 from the Co, the LUMO appears slightly suppressed
while a negative current produces no change with respect to the zero current edge. This
may indicate some occupation of the LUMO during transport though it is difficult to
draw this conclusion due to the increased noise, figure 6.8. The connection of electrical
contacts clearly does affect the edge due to the draining of TEY current.
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A very clear change occurs when the bias is removed. After sourcing a current
and removing the external bias without making a connection to ground, the edge is
modified, figure 6.9. This modification is identical whether the current is positive or
negative and persists for periods in excess of 30 minutes during measurement.
Figure 6.10: a. Carbon K-edge observed in the modified state after pulses of out of plane
fields. b. Zoom of the LUMO region in various states: A Shows the state immediately after
charging. B After a 5 T out of plane field pulse. C Shows the state after discharging and
recharging without further magnetization of the Co electrode following B. D Shows the result
of discharging, saturating the Co electrode in plane with a 5 T field and recharging. E shows the
result of demagnetizing the electrode using an oscillating in plane field. c. Dichroism measured
in the charged state, averaged over 23 scans, the most significant difference is measured in the
282 eV peak. d. The normalised intensity at 284 eV for progressive scans showing some affect
of the beam. However, the total affect after 12 scans is only 1.5 cps while the change induced
by demagnetization is more than 4 cps between two consecutive scans.
The modification is characterised by a suppression of the LUMO peak to zero in-
tensity while the peak at 282 eV becomes dominant. It is vital before attempting to
analyze this edge to address some artefacts introduced by normalization. Because hy-
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drocarbon contamination is common the normalization signal obtained from the gold
grid has an absorption peak in the region of the carbon edge. For large signals, this
has the effect of reducing the intensity of the LUMO at 284.5 eV. In most measure-
ments, this constant reduction is negligible. However, in the case that the LUMO is
significantly suppressed, the sample absorption at 284.5 eV can drop below the grid
absorption producing an apparently negative peak when the signal is normalised. This
also occurs at the ionization threshold at 290 eV where there is an inflection in the ab-
sorption at the normalization grid which caused the unexpected negative peak at 290
eV in the normalized data. [230] Thus, while the exact intensity of the LUMO peak and
ionization threshold cannot be considered accurate, it is clear from the un-normalized
signal that the LUMO suppression is real. The LUMO can be restored to its initial
state by connecting the electrodes, briefly, to a common ground. This process is com-
pletely reversible and repeatable indicating a non-destructive yet significant change of
the C60 band structure.
The modified edge shows dichroism in the 282 eV peak, figure 6.10, indicating a
significant orbital moment associated with this state. The edge is also dependent on
the magnetization of the Co electrode. This becomes apparent when out of plane field
pulses are used to partially demagnetise the magnetic electrode. The out of plane
hysteresis loop for the Co electrode has a remanant fraction of 0.17 so that it can be
partially demagnetized through out of plane saturation.
The carbon edge shows progressive recovery of the LUMO as the Co electrode is
demagnetized though it never recovers its initial state since the electrode could not be
fully demagnetized in this way. In plane demagnetization was attempted by oscillating
applied fields in a decaying sine wave which also proved effective. If connected to an
external ground and then recharged with an applied voltage, a similar edge is recovered
to that seen after a 5 T out of plane field. If the electrode is saturated in plane, the edge
returns to something close to its fully suppressed character though with some modifica-
tion which has not yet been explained. Prolonged exposure to the beam induces some
change in the modified edge which can be attributed either to depletion of the modified
state through increased participator recombination of core-holes or by radiolysis of C60
cages. [128] It should be noted that in TEY detection, magnetic fields can affect the
detected current due to the Hall effect, demagnetization of the Co electrode may have
a similar effect due to changes in the stray field.
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Since no such changes are observed during transport, one must conclude that the
modification of the carbon edge occurs as equilibrium is re-established following the
removal of an external voltage. Considering the low current densities used, it is sur-
prising that the LUMO is suppressed to effectively zero. An approximate calculation
of the density of electrons in the C60 layer when the current density is 0.1 A/m2,
one can see that only an approximate 1 % of molecules should host an extra charge
per second. The post-transport edge indicates that, at the very least, to the limit of
the escape depth, 100 % of the molecules are in a modified state. Since the expected
photo-electron escape depth from C60 layers is 3 ML, this would be explained if ≈ 100
% of the molecules in the top 3 ML of the C60 layer were in the modified state. [145]
The feature at 282 eV has the same approximate width (2.0 ± 0.5 eV) and the same
peak energy as the feature observed in C60 Gd in figure 5.16. In section 5.5, this peak
emerged in the first ML of C60 in contact with a Gd layer.
In this modified state, the excitation of core-hole excitons is dominated by a transi-
tion to a lower energy state lying 2.5 eV below the LUMO exciton. The LUMO exciton
itself would usually reside in the band gap due to the effect of the core-hole meaning
that the first exciton in the modified edge exists below the unmodified Fermi Energy.
[128] [281] This indicates that the excitation is either into holes created by the transfer
of electrons out of the HOMO or that the LUMO and Fermi Energy of the molecule
have been supressed by more than 2.5 eV. A drop in the Fermi Energy and LUMO of
C60 is observed in some charge transfer complexes and in some metal/C60 interfaces.
[282] [283] However, without photoemission spectroscopy to observe the relative posi-
tions of the HOMO no conclusion can yet be drawn. What can be determined is that
the removal of external bias following transport induces a persistent, modified state in
C60.
C60 and other molecular semiconductors have been considered as key components
of multi-organic memory devices due to their implied ability to trap charge in non-
volatile states over long timescales. [284] [285] For C60, this is usually realised by
distributing the molecules in an insulating matrix such as poly-4-vinyl phenol (PVP)
or in ’double-float’ gated devices where the trap is a film lying between two tunnel
barriers to form a gate for transistors. [286] [287] [288] During measurement, we did
not observe the transport hysteresis characteristic of such devices, indicating that while
charge trapping may occur, this system does not exhibit the bistability observed in
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true C60 memory devices. In thin films, trapped charges are observed to occur due to
boundaries (such as crystalline domains) and varying electronic coupling (such as metal-
organic boundaries). [289] [290] [291] [284] In C60 self-trapping states can also appear
due to the effect of excitons on molecular symmetry and on site Coulomb interactions
meaning certain charge states can localise themselves by distorting their host molecule.
[292]
Figure 6.11: A basic schematic of the proposed mechanism. During transport (here shown
from the Co electrode) charges move through the LUMO derived band via the variable range
hopping mechanism. On removing the external bias, the molecular layer contains localised
charges which then attempt to achieve equilibrium by flowing into the metal electrodes. Some
of these charges become trapped in interface states. The origin of the trap states is unknown but
possibilities are: 1. self trapping of charges in interfacial states as detailed in [292] facilitated by
the interfacial interactions between Mn and C60 or 2. trapping of charge in modified interface
states induced by a change in the oxidation state of the Mn electrode due to the presence of
MnO2 clusters as detailed in [293].
Another possibility is that the Mn electrode has formed an oxide during sputtering.
Manganese oxides are semiconductors, n or p type depending on the stoichiometry,
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with band gaps of approximately 1 eV. The most common natural oxide is manganese
dioxide, MnO2. As described in section 2.4, depending on the work function of the
electrode, electrons could move from the HOMO of the C60 to create holes near the
Fermi-energy. Transitions to these holes would create a new resonance in the NEXAFS.
However, MnO2 has been observed to play a very different role in electrolytic capacitors
wherein charging and discharging of the capacitor through thin MnO2 electrodes leads
to a reversible change in the Mn oxidation state which alters the distribution of ions in
the electrolyte. This mechanism was studied in detail by Toupin, [293]. The conclusions
drawn in this study are not easily extrapolated to organic semiconductors. However,
the presence of MnO2 in this sample could not be entirely ruled out. Future study
should determine whether clusters of MnO2 are present and play any role in charge
storage.
While it is not possible to draw any certain conclusion from the observations shown
here, these results support the conjecture that shallow trap states emerge at the inter-
face between the Mn electrode and C60. A shallow trap would escape observation in
electrical measurements since a small voltage would be sufficient to allow electrons to
escape. On removing this external potential, the C60 would retain its instantaneous
state. That is, it would retain the charges which were localised at molecular sites when
the bias was turned off. A charged organic layer connected to metal electrodes is a
non-equilibrium state and the establishment of equilibrium would require the redistri-
bution of charge i.e by draining into the Mn electrode. Thus, charges may become
trapped in interfacial states as they drain into the metal electrode. This mechanism is
outlined the illustration of figure 6.11. While it is not understood as yet how these trap
states emerge, this reorganisation of charge results in a significant modification of the
charge distribution at the C60 manganese interface producing the observed persistent,
modified edge seen in the XAS. Redistribution of charges through an organic layer in
this manner has been observed, though at a far slower rate, in PVP-C60. [287]
The interaction between Mn and C60 is known to induce a magnetic ground state
in Mn. The polarisation of hybrid interface states due to this magnetic interaction
could explain the dichroism observed in the carbon K-edge near the interface. [35]
A more detailed study of MnC60 thin films via XAS or PES in an analogous fashion
to the CoC60 study presented in chapter 4 would be needed to establish the exact
nature of the interfacial interaction and its role in the modified edge. The response of
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Figure 6.12: Photo-luminescence recorded in an identical structure to those used in figures
6.8-6.10. A Initial state before any bias is applied. B Measurement while 30 mV is applied. C
After removing the 30 mV bias. D After connecting electrodes to a common ground. The inset
shows the ratio of the replica to the Frenkel exciton peak in each instance.
the modified state to the magnetization state of the Co electrode, provided potential
artefacts in the TEY current can be removed, indicates that the local magnetic field
plays a role in the interfacial trapping and maintaining spin polarized charge.
Measurement of the photoluminescence in an identical device using a 473 nm diode
laser as an excitation source showed that PL intensity is suppressed following external
bias and that this state is also persistent after the bias has been removed, figure 6.12.
In the modified state, the replica peak height is increased with respect to the Frenkel
exciton indicating a greater fraction of recombination events occur due to phonon scat-
tering. This behaviour is analogous to the changes in PL intensity observed in section
6.4 though here it has been observed to persist in the absence of applied voltage. The
relative change in the phonon replica peak intensity and the stray field dependence
of the carbon edge can be used to infer that spin polarization at the Mn/C60 inter-
face plays a role in charge trapping and LUMO suppression. Attempts to measure the
carbon edge in large applied fields showed edge changes in control samples due to the
effect of large magnetic fields on Auger electrons and were thus discounted though a
non-magnetic device measured in various applied fields would represent a more con-
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trolled study of the field dependent behaviour if these artefacts could be removed.
6.6 Conclusions and Discussion
Measurements of the PL reduction over metal electrodes in a junction-like configuration
show that the interfacial coupling and charge transfer, which is stronger in Co that
Au, increases the well-known phenomenon of PL quenching in C60. The response of
the PL quenching to external fields can be understood by reference to the orientation
dependence of dipole coupling to surface plasmons in metal films. This makes PL
quenching a potential useful probe of interfacial magnetism and charge transfer in
molecule/metal composites. Future research can utilise this method to compare charge
transfer from different metals. The shift of the PL peak in different areas of the sample
may be due to changes in the quantum efficiency of the conversion of singlet excitons
to triplets or changes in the decay paths of these different excitons. To resolve this
issue, two studies are proposed. First, a study of the distance dependence of the PL
quenching and shift performed by depositing C60 monolayers on a Co film separated
by a spacer of known width. The separation dependence can be used to determine
the nature of the energy transfer from excitons to metal in a manner analogous to the
study by Kuhnke et al. [41] Secondly, measurement of exciton lifetimes would allow
conversion of singlet excitons to long lived triplets or non-radiative decay of excitons
to be distinguished.
Observations of the Raman spectra, particularly the Ag(2) pentagonal pinch mode
peak, agree with the arguments of Sauvajol at al [42] that the emergence of the Ag(2)’
peak is related to lowering of moelcular symmetry. Here, the injection of spin polarised
electrons increases the magnitude of the Ag(2)’ peak indicating increased formation
of C60 anions or triplet states when injected electrons are spin polarised. This is
supported by PL observations which show suppression of peak intensity as a result of
spin injection. This shows that carrier recombination can be controlled in C60 through
spin injection. Control of exciton recombination in this manner is a key step in the use
of organic materials such as C60 in opto-electric devices. [43] It is also possible that PL
reduction can be used as a measure of the polarization of injected electrons provided
CPL can be used to determine the proportion of spin forbidden transitions which occur
via emission of a polarized photon.
Finally, XAS observations during transport reveal only small modifications of the
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LUMO which are difficult to distinguish due to increased noise. This indicates that
the number of molecules instantaneously hosting an additional charge during transport
is very small. However, on removing the external bias, a significant modification of
the K-edge is observed in the region of the LUMO which persists over long timescales
exceeding 30 minutes. This modified edge responds to the magnetisation state of the
magnetic electrode in a manner whcih suggests it is influenced by external fields. It
is proposed that this observation uncovers interfacial charge trapping which occurs as
the molecular film redistributes localised charges in order to establish equilibrium. The
nature of the interfacial coupling between Mn and C60 is not well understood but C60
has been observed to introduce a magnetic ground state in Mn indicating there is a
significant exchange of charge between these two materials. [35] PL measurements
support the notion that there are spin polarised electrons at the interface since recom-
bination via phonon scattering is proportionally increased. Future research will focus
on determining the nature of the interfacial coupling between Mn and C60 in order to
determine the nature of the trap states and μSR characterisation of the ’charged’ state
to determine its potential as a spin storage device.
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7.1 Summary
This thesis has discussed the interfacial interactions between fullerenes and ferromag-
netic metals from both the transition metal and Lanthanide blocks and the application
of different spectroscopic techniques to the investigation of spin injection and transport
in hybrid organic-inorganic devices.
In chapter 4, the magnetic interactions between the three ferromagnetic transition
metals were investigated through volume magnetometry and it was determined that
interfacial hybridization and electron transfer result in a depletion of the majority spin
population of the ferromagnet and the formation of a magnetic interfacial layer of
fullerenes. This manifests as a reduction of the magnetization of Fe and Co layers
with increasingly thick C60 deposited on top and a magnetic hardening of Co layers.
Magnetization reduction was shown to be dependent on the total C60 layer thickness
up to 200 nm thick indicating long range diffusion of charge in C60 films.
Using Co/C60, which was found to exhibit the strongest effect with a maximum ob-
served magnetization reduction of 270 ± 10 emu/cc, this interaction was investigated
using the sensitive tools of PNR and XMCD. XAS at the carbon K-edge showed a peak
which emerged below the LUMO when the C60 layer was 5 nm thick indicating the
presence of an interfacial hybrid state expected from the literature. [36] [37] This sup-
ports a spinterface interpretation of interfacial hybridization in this system in which the
broadening and energy shift of molecular orbitals is spin dependent when the substrate
is ferromagnetic. [32] This is further supported by PNR which shows a magnetic inter-
face, anti-ferromagnetically coupled to the underlying ferromagnet. PNR also indicates
a moment in the C60 layer of 1.2 μB per cage, a value supported by DFT simulation.
[169]
Investigations of the temperature dependence of the magnetic behaviour of Co/C60
hybrid complexes revealed a blocked state at low temperatures and a deviation from
Bloch’s law in the field cooled behaviour. This is shown to be inversely proportional to
ferromagnet layer thickness indicating that interfacial interactions with the C60 layer
are responsible. Magnetometry of Co/C60 composites at various temperatures show
the emergence of hysteresis loop asymmetry at low temperatures. Observations of the
temperature dependence of the ferromagnet AC susceptibility show both a possible
transition near the ZFC-FC critical temperature, Tr, but also ergodicity breaking ef-
fects wherein allowing the system to relax over long periods significantly alters the
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observed susceptibility. A tentative comparison between the behaviour of this system
and ferromagnet-spin glass interfaces is made. [202] [203] The magnetic hardening of
the Co layer and the emergence of asymmetry in the low temperature loop is postulated
to be due to the freezing of uncompensated moments in the disordered magnetic inter-
face. The magnetic disorder is expected to occur due to the distribution of different
fullerene orientations and Co-C atomic distances at the interface.
In chapter 5, the ferrimagnetic RE-TM alloy CoGd is used as a spin injector for
C60. PNR measurements show that the magnetic C60 molecules are coupled to the
Co sublattice as they reverse their magnetization as the alloy passes through its com-
pensation point. However, the preparation of CoGd/C60 complexes revealed that the
inclusion of C60 modifies the compensation behaviour of the alloy. In Gd/C60 compos-
ites, it was found that the assumption that the screened 4f orbital would be unaffected
by hybridization with C60 layers was incorrect and that the magnetization of Gd was
affected by interaction with a fullerene layer. As well as reducing the magnetization
of Gd, hybridization was found to have unexpected effects on the magnetisation vs
temperature behaviour of the complex with zero net magnetization states appearing
at low temperatures for films between 6 and 10 nm. Susceptibility measurements also
show possible phase transition associated with the inflections in the MvT curves for
these films. XAS at the carbon K-edge in Gd/C60 shows a peak at 282 eV, below the
LUMO indicative of hybridization. These results indicate hybridization between the
Gd conduction bands and the C60 LUMO indirectly influences the magnetic order of
Gd thin films through the RKKY interaction. The unusual MvT behaviour and pos-
sible additional phase transitions are interpreted as an intermediate, disordered state
between the ferromagnetic and paramagnetic phases of Gd analogous to the helical
or anti-ferromagnetic phases of Dy, Er and Ho. [40] This conclusion is supported by
measurements of the resistance of Gd/C60 complexes at various temperatures, which
show an increase in resistivity in the intermediate temperature range indicated by mag-
netometry. If an intermediate, disordered state did occur in Gd/C60, such a change in
resistivity would be expected due to increased spin disorder scattering. [224]
In chapter 6, three different spectroscopy techniques are applied to the measurement
of spin injection into C60 films. Photoluminescence quenching was observed for C60
films deposited over metals as expected from the literature. [41] However, PL quenching
was more significant over Co than Au. This is attributed to the greater electron transfer
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from Co to C60. The response of PL quenching to external fields also showed a complex
dependence which is potentially explained by the orientation dependence of the coupling
between electric and magnetic dipoles and metal surfaces. [256]
The Raman spectrum of C60 was found to have a reversible dependence on spin
injection with the long debated splitting of the Ag(2) peak correlating to the injection
of spin polarised electrons. The appearance of the Ag(2) double peak, here labelled
Ag(2) and Ag(2)’, is attributed to lowering of molecular symmetry in the fullerene layer
though it is acknowledged that there is an irreversible component which arises from
photo-assisted polymerization. [244] [42] [239]
PL measurements during transport show a PL reduction when spins are injected by
tunnelling from a magnetic electrode. This reduction is interpreted as a spin dependent
negative photo-luminescence related to increased charge transfer triplet formation or
electron spin dependent hopping times for polarons.
Finally, XAS of a C60 layer during transport shows a significant change in K-
edge NEXAFS when external bias is removed. The LUMO peak is supressed to zero
and a strong peak emerges at 282 eV. This state is persistent over periods of at least
30 minutes and shows a possible response to the magnetization of the ferromagnetic
electrode. This is interpreted as the result of accumulation of charge in interfacial trap
states between the C60 and a manganese electrode as charge is redistributed in the
fullerene layer following the removal of external bias and equilibrium is established.
Possible reasons for these trap states were proposed including self-trapping states due
to moelcular distortion or reversible changes in the oxidation state of MnO2 clusters
in the electrode. [292] [293] This conclusion is currently tentative but the trapping of
charge in fullerene layers is not unexpected from the literature. [285] [292] However,
this would be the first time it has been observed in a pure C60 layer using XAS. The
dichroism observed in these interfacial states also raises the intriguing notion of using
these trap states for spin storage in organic devices.
7.2 Outlook
Molecular and organic electronics is not likely to overtake metal-oxide-semiconductor
technology on the merits of its ability to mimic MOSFET devices.[2] However, since
that first observation of the spintronic potential of organic materials [13] organic and
molecular materials have been shown to provide new functionalities which are not
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possible in their inorganic counterparts. [14]
This is particularly apparent in the study of interfacial hybridization. Beginning
with observations of spin injection and anomalies in magnetoresistance [13] [89] [33] to
interpretation of these anomalies [17] [32] and the development of spinterface physics to
the implementation of the effect in new devices [34], the study of interfacial interactions
is a model for how the complexity of molecules and their interactions, which may first
manifest as problems to be overcome, can be applied to gain new functionality. How-
ever, implementation relies on detailed information and understanding of the processes
of interfacial hybridization, charge transfer and spin injection which, for now, must be
gathered through experiment. The work presented in chapters 4 and 5 demonstrate the
degree of magnetic customization attainable in molecular-metallic composites. While it
is well known that hybridization and charge transfer can affect molecules, this research
shows that one can apply molecular layers to manipulate itinerant ferromagnetism in
metals. Future research should expand on the two examples used in this research to
explore the coercivity enhancing effects seen in section 4.2 to determine the limits of
this effect. In particular it would be valuable to explore whether the BH product of
transition-metal C60 composites can be engineered to rival rare-earth/transition-metal
permanent magnets.
The results in chapter 5 also show that molecules could provide a route to controlling
periodic magnetic structures or inducing them in materials which do not normally
exhibit periodic structure. As interest in chiral magnetic phases has grown in the wake
of Skyrmion research, [294] the prospect of inducing chiral states in rare-earths through
interfacial hybridization could be developed into a useful tool for engineering bespoke
materials for research and application. To do this, further research is required into the
Gd/C60 system to determine the nature of the disordered intermediate phase. Neutron
diffraction would be a useful study since this method allows magnetic order to be probed
as a function of scattering vector q, potentially revealing Kohn anomalies if periodic
structures are present. [236] However, even if periodic order is not present in Gd/C60
the simple fact that RKKY coupling in rare earths can be manipulated by molecules
opens up a wealth of potential composites which might exhibit induced periodic order.
To be useful for applications, molecule-metal composites must be found where periodic
order can be induced in a material which has desirable properties not available in
materials which intrinsically show chiral magnetic order or the chiral ordering must
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be externally manipulatable by altering the interfacial interactions between metal and
molecule in a non-destructive way, i.e with a gate voltage.
The results shown in chapter 6 present new spectroscopic tools for analysing charge
transfer and spin injection in molecule-metal composites. The dependence of PL
quenching on electron transfer and induced magnetism makes this a useful method
for comparing various molecule metal contacts and can act as a complimentary tech-
nique to magnetometry in determining whether there is a net transfer of charge into
the molecular layer without resorting to XAS, though XAS would still be required to
determine what changes occur in the electronic structure as a result of charge transfer.
The correlation between the Ag(2)’ peak magnitude and the spin injection makes it a
potential probe of spin polarised carriers in organic spintronic devices using C60 while
the spin dependence of PL reduction in C60 junctions confirms that spin injection can
be used to reduce carrier recombination in C60 which is vital for efficient opto-electronic
devices. Finally, the striking changes which occur in the carbon NEXAFS following
transport are an intriguing glimpse into charge trapping which has never been observed
in this way in C60 before. The question now arises that, if this modified edge is evi-
dence of charge trapping, how can it be manipulated? C60 has been used as part of
multi-organics to store charge before [287] and self trapping of electrons is expected
to occur in C60 solids [292] but can this interfacial charge trapping provide additional
functionality to composite devices? Particularly fascinating is the prospect of stor-
ing spin polarised charge at the interface between C60 thin films and magnetic layers
creating a spin capacitor utilising interfacial hybridization.
In conclusion, this research has shown that C60 is an effective tool for manipulating
magnetism and spin in a range of applications: 3d ferromagnets, RE magnets poten-
tially including chiral magnets, spin injection and potentially spin storage. C60 is an
ideal system for studying these phenomena due to its simplicity, robustness and desir-
able chemical and electrical properties, but one of the great advantages of molecular
and organic materials is the sheer variety of behaviours accessible to researchers. In
the future, it is my hope that a vast array of molecules, produced to order by syn-
thetic chemical processes, can act as a molecular toolbox for spintronic researchers and
engineers to provide the ideal materials for any application.
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