• We analyze propagation of uncertainty through computationally costly models.
While the model's formulation -the physical processes and how they are 7 treated -has a major impact on its prediction, the impact of alternative for- 
33
Before computers were available propagating uncertainty had already 3 His use of Hermite polynomials was tied to his use of a Gaussian probability density, since Hermite polynomials are orthogonal when weighted by a Gaussian density. If he had expanded in Legendre polynomials, the method requires a uniform input density, and Laguerre polynomials require an exponential density. See, for example, Eldred et al. (2008) or Xiu (2009) .
A C C E P T E D M
A N U S C R I P T concern of how using emulated responses impacts our view of response un- 
59
Running the emulator is simple. The bulk of the computation effort is in 60 building it, as the model must be run repeatedly to generate enough responses 61 to interpolate. A major point of this paper is that it is best to organize 62 4 See Appendix A for a brief discussion of how the coefficients might be computed. 5 Recall its use in the context of the meridional structure of equatorial Rossby waves. 6 The reviews of Najm (2009) and Xiu (2009) provide brief introductions to polynomial chaos and references to much of its literature. 
76
An emulator need not be restricted to polynomial interpolation. Gaus-
77
sian process interpolation has also been used for this purpose 9 . Rather than 78 treating the response as a sum of specified functions of the random inputs,
79
the response function itself is regarded as a random function. More specifi-80 cally, for each input, the output has a specified mean and variance, and for 81 each pair of inputs there is a specified covariance. It is easy to recognize 
91
We use a single input and a single output for illustrating these ideas, as 92 that allows the underlying issues to be discussed more clearly. To illustrate 
100
What matters is that the response is a highly nonlinear function of the input.
101
In the examples discussed below, polynomials and Gaussian processes provide 
114
This paper takes a step-by-step approach to illustrate the above ideas 115 incrementally. Section 2 describes the data from the database of quadrature 116 simulations and discusses the differences in the resulting 6th-and 20th-degree 117 polynomial approximations to the response curve, both of which indicate that 118 the response is a highly nonlinear function of droplet size. Section 3 discusses 119 the histograms characterizing the uncertainty in surface-concentration re-120 sponse, which reflect the differences between these two views of the response 121 curve, under the assumption that the uniform probability density for droplet 122 size on which the quadrature ensembles were based is the correct density. In actuality, there is a distribution of droplet sizes and the parameters characterizing the shape of this distribution might be taken as uncertain inputs, but for simplicity all droplets were taken to have the same size and the uncertainty of the size provided a proxy for a size distribution. specific time after the start of the spill. The Legendre polynomials are appropriate for a uniform probability density. Here droplets are assumed to range from 200 to 500 µm in size. That question will be addressed in the next section.
173
The maximum near 225 µm and minimum near 275 µm, which are clearly 
12
This particular output was chosen because of the presence of the relative extrema of its response curve, as that highly nonlinear shape provided a nice example for illustrating the interaction between the input probability density and the response curve in quantifying the uncertainty of the output. The question remains as to the practical significance of these differences.
198
Both histograms indicate a distribution that is far from Gaussian and even 199 multi-modal, and both support the conclusion that the surface oil concen- 13 To emphasize the relationship between the response curves and the histograms, the horizontal grid lines were chosen to correspond to bin boundaries.
14 If the response function were monotonic, the output density could be obtained from the input density via a change in scale where the resulting change in shape is associated with stretching or squeezing according to changes in slope for different droplet sizes. But the presence of relative extrema induce a folding in addition to the squeezing and stretching.
A C C E P T E D M A N U S C R I P T
would not would not appear to be warranted.
204
It is important to recognize that this conclusion reflects the assumption 205 that the size of the droplet is confined to be between 200 and 500 µm with 206 no preference for one value over another within this range. This assumption 4. Reconsidering the assumption of uniformity.
220
Once the response function has been approximated in a way that is easy 221 to evaluate, it is easy to explore the consequences of alternate character- is approximated by the 20th-degree polynomial discussed above.
225
Suppose that uncertainty of the droplet size is considerably less than that 226 characterized by the uniform density, which provided the rational for the 
A C C E P T E D M A N U S C R I P T
quadrature simulations used to construct the initial approximate responses.
228
For example, assume instead that the input probability density is a Gaussian histogram's black and orange bars are a bit longer than would be expected 247 for surface oil concentration described by a Gaussian density.
248
If this same N(250,10 2 ) probability density were propagated using the 
A C C E P T E D M
A N U S C R I P T response functions are quite similar for droplet sizes likely to be encountered.
253
For either response curve you could conclude that it would be highly unlikely 
275
The most dramatic sort of revision allows for a significant chance of a 276 droplet being larger (or smaller) than the sizes supporting the presumed uni- 
290
A general conclusion to be drawn from these examples is that lack of 291 knowledge of the probability density characterizing the uncertainty of the 5. Severing the coupling between polynomials and input density.
299
The previous section has illustrated that there is no need to stick with the 300 initial view of the relatively poorly known input density: once an approximate 
310
To test this more flexible approach, we combined the two sets of quadra-
311
ture points, so that we could sample from these without having to compute 312 new simulations. In this way we could explore how well low-degree polyno- : Same as figure 5 except that the response is approximated using a Gaussian process with mean set to the mean of the data and with a covariance function that is a squared exponential with length scale of 10µm, which is the same as the standard deviation characterizing the uncertainty of droplet size.
A C C E P T E D M A N U S C R I P T
set at the standard deviation of the N(250,10 2 ) probability density account- be reflected in the posterior covariance function for the Gaussian process and could have been illustrated as an envelope about the gray curve. If added, it would show the envelope decreasing to zero at the data points, increasing between them, and getting quite large as the response curve extrapolates beyond the data. As this choice of σ 2 p was somewhat arbitrary and the plot already complicated, this extra information was not illustrated. On the other hand, if the data were considered to be subject to noise characterized by a variance σ 2 n , then the approximate response curve would depend on the ratio σ 2 p /σ 2 n and it would not be required to pass through the data, aand the hyperparameters could be adjusted so that the envelope might provide a more quantitative assment of the accuracy of the interpolation.
17 Recall that the polynomial interpolation illustrated in figure 5 lead to physically impossible negative values for surface oil concentration. : Same as figure 6 except that the response is approximated using a Gaussian process with mean set to the mean of the data and with a covariance function that is a squared exponential with length scale of 30µm, which is the same as the standard deviation characterizing the uncertainty of droplet size.
A C C E P T E D

A C C E P T E D M
A N U S C R I P T probability density: 30 µm; and the variance parameter was set to 1 kg 2 /m 4 .
387
Because the Gaussian process regresses toward the prior mean when extrap- the response curve and intervals between contours replace segments.
409
In most practical situations the shape of the response function is un- 
424
The response curve considered here is highly nonlinear: the response first is to explore the impact of different assumed densities, as illustrated here.
467
The bulk of this paper treats the technical problem of interpolating the for propagating uncertainty motivated our desire for more flexible alternative.
472
We tracked the cause of this rigidity to the exploitation of orthogonality and For this reason the intrusive approach is not considered in this paper.
534
The non-intrusive alternative treats the model as a black box and deter- where P 0 (x) = 1, P 1 (x) = x, and the other polynomials depend on ρ(x) via 549 orthogonality. The expression for the orthogonality of the polynomials P n (x) 550 is:
where the integral extends over the entire support of the input density ρ(x),
552
where N k is a normalization constant, and where δ j,k is the Kronecker delta.
553
Multiplying the response function by P k (x)ρ(x) and integrating thus yields 554 an expression for each coefficient:
If the response function is sufficiently smooth, it can be approximated 556 with a polynomial of degree n by truncating the expansion:
In the two examples of figure 1, where the input density is uniform and the 558 expansion is in Legendre polynomials, one curve corresponds to n = 6 and 559 the other to n = 20.
560
As the response function is expensive to evaluate, the strategy is to ap- each term, so that:
For Gaussian quadrature, the quadrature ensemble and weights are chosen 567 so that using n + 1 points yields the exact integral whenever the integrand 568 is a polynomial of degree 2n or less 21 . So using n + 1 quadrature points to 569 evaluate all coefficients a 1 , . . . , a n guarantees that the approximate response 570 function will be a polynomial passing through each of the quadrature points. 
603
The polynomial-chaos strategy of polynomial interpolation does not re-604 quire that the polynomial coefficients be determined by quadrature (B.5).
605
A straight-forward alternative is to solve for the coefficients algebraically.
606
Rather than using simulated responses to evaluate an expression based on Within the context of polynomial interpolation, this matrix is often referred to as the Vandermonde matrix. Design matrix is terminology most often used in the context of regression modeling where there are more data than unknowns. In that case the polynomial would not be expected to agree with all the data, so an additional term is added to the A C C E P T E D M A N U S C R I P T power of the input and each row to a simulated response 23 .
627
The solution for the coefficients c = D −1 r requires D to be invertible.
628
In other words, the simulations must be chosen so that they are able to dis- 
636
If the input probability density ρ can be approximated by a density that 637 serves as an orthogonality weight for a set of orthogonal polynomials, then right-hand side of (C.1) to characterize the misfit, and the statistics of the misfit can be used to quantify the error of the polynomial fit to the data. The least-squares coefficients would be given by c = (
If the polynomial approximation had been expressed as a sum of orthogonal polynomials rather than simply powers of the inputs, then the columns of the design matrix would be the polynomials evaluated at the values of the inputs and the coefficient vector would contain the coefficients a k used for the polynomial chaos expansion.
A C C E P T E D M
A N U S C R I P T put density is broken. Most of the polynomial chaos formalism is no longer 647 needed. All that remains is the fact that the response is approximated as 648 being polynomial.
649
The next step is to consider other approximations. An obvious choice is While the posterior covariance function can also be used to measure the error of the interpolation away from the data, this measure only reflects the choice for the prior covariance function, which imposes a view of the smoothness in much the same way as truncation of an infinite series would. It should be regarded not as a quantitative measure of interpolation error but as a qualitative indication of the limits of the influence of the data given the assumptions of correlation length. Error envelopes could have been added to the plots in figures 5 and 6, but would not have added significantly to the discussion. Central to the computation of the linear combinations is the n × n co-690 variance matrix K relating the n simulations that are to be interpolated:
Its inverse converts the elements or the innovation vector r − m into a vector 
