INTRODUCTION
Special attention has over the years been given to applications of orthogonal functions, such as Chebyshev polynomials [1] , Laguerre polynomials [2] , Legendre polynomials [3] , Fourier series [4] , block-pulse functions to mention a few. These functions and polynomial series have recieved considerable attention in dealing with various problems in Engineering and Scientific applications [5] . The main characteristic that cuts across these applications is that they reduce these problems to those of solving a system of algebraic equations, thus greatly simplifying the problem [1] .
The focus of this paper however, involves solving the 
with sufficient conditions attached to the physical boundaries of the problem. The problem of this sort finds relevant applications in a good number of scientific studies such as in population dynamics, decomposition of radioactive substances and motion of a vibrating body e.t.c. (see [6] ) The approach in this paper basically entails substituting into equation (1) 
One of the techniques established in this paper demands that a differential equation be written purely in Legendre form. To achieve this, a recurrence relation of the form;
is applied for the problem of order 1 (see [7] ).
For higher order equations, a recurrence relation for obtaining th n order derivatives of Legendre polynomials is derived as;
For the sake of problems that exists in intervals other than the natural interval [1] and [8] ) Owing to orthogonality property of these polynomials (Legendre) , they play a very important role in the numerical solution of differential equations [9] .
III. CONSTRUCTION OF TRIAL SOLUTION
The construction of a trial solution consists of constructing expressions for each of the trial functions ) (x i  in equation (2) . In choosing expression for these functions, an important practical consideration is the use of functions that are algebraically as simple as possible and easy to work with [10] . Owing to these reasons and its orthogonality properties, Legendre polynomials illustrated in section 2 of this paper is used for the construction of trial functions.
Therefore the applied trial solution takes the form;
where ) (x P r are Legendre polynomials of degree r .
IV. SOLUTION TECHNIQUES
The approach in this paper involves substituting (7) into equation (1), to yield residual equation of the form;
The subsequent steps demands generating system of equations from which coefficients of expansions i a could be derived. In achieving this, several researchers have applied a number of techniques such as collocation method , least squares method, method of moments to mention a few. (see [10] and [11] ) In this paper, we apply comparison techniques and this is carried out in two forms namely Direct and Indirect comparison techniques.
A. Direct Comparison Technique.
This technique entails comparing the coefficients of independent variable x in equation (8), such that coefficients of variable x of different degrees on the right hand side (RHS) are equated correspondingly to coefficients of x on the left hand side (LHS) of the same residual equation. Through this approach, we generate a system of algebraic equations of the form; (9) where ij C and i f are known constants and i a are the DOFs.
The matrix in (9) is then solved alondside with equations derived from imposition of boundary/initial conditions on (7), thus producing numerical values of i a . These are thereafter substituted back into trial solution (7) thereby yielding the numerical solution of equations (1).
B. Indirect Comparison Technique.
This technique entails writing the entire differential equation in linear combination of Legendre polynomials
. This is acheived in such a way that after trial solution (7) is substituted into (1), there exists an inclusion of Legendre polynomials and its derivatives of different degrees n . These derivatives are expressed in terms of Legendre polynomials without derivatives by the use of equation (4) and (5) . At this point, equation (1) is being converted into linear combination of Legendre polynomials of the form;
where r D are the coefficients of corresponding Legendre polynomials and ) (x P r is the Legendre polynomial of order r . It should however be noted that the RHS of (10) is thus converted into Legendre polynomial form by the use of techniques discussed in [1] . The coefficients r D on the LHS are then equated corresponding to the coefficients of ) (x P r on the RHS. By this approach, a system of linear algebraic equations is generated. This system in conjunction with equations derived from the imposition of boundary conditions are solved to obtian the DOFs, which are thereafter substituted into trial solution (7) thus yielding the numerical solution of differential equation (1) .
It is necessary to note that equations derived from the imposition of given conditions with selected equations from coefficients comparison are taylored to yield a system of 1  N equations, this is basically to guide against over-determined and under-determined cases (see [12] ). In cases where RHS contained nonpolynomial function, the function is first expanded through the use of taylor series expansion after which subsequent steps are applied.
V. NUMERICAL EXAMPLES
The described methods of direct and indirect comparisons are in this section applied to a number of examples typical of the class of considered problems (constant coefficients, non-homogenous differential equations) and cutting across problems of order one and higher orders. This in principle is to illustrate the applicability and efficiency of these techniques and also with the aim of comparing their performances. The entire solution technique are automated via the use of symbolic algebraic program -MATLAB. 
VI. Conclusion
In this paper, we gave a numerical treatment of a class of differential equation both in initial and boundary value problems through Legendre polynomials applied via the use of two kinds of comparison techniques namely direct and indirect. Considering the result produced, it is noticed that these two techniques are highly effective for the class of problem considered, that is, constant coefficient, non-homogeneous linear differential equations. Also from the achieved accuracies as depicted through the tabulated errors, it is further observed that as the degree of trial solution N increases, better accuracies were obtained thereby minimizing the errors.
Also observed, is the fact that indirect comparison technique facilitates an evenly distribution of errors across the interval of consideration, thereby serving as an improvement to direct comparison method especially on the note of an even distribution of obtained errors.
Through this paper, the two techniques of direct or indirect comparison have been demonstrated to yield result close enough to the exact solution as to be useful in application, and their computational cost are likewise minimal when compared to a good number of existing methods like Galekin weighted residual method, collocation method, methods of moment, finite difference method to mention a few. We therefore suggest an extension to other classes of differential and integral equations.
