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The attentional blink (AB) is a deficit in reporting the second (t2) of two targets (t1, t2) when pre-
sented in close temporal succession and within a stream of distractor stimuli. the AB has received 
a great deal of attention in the past two decades because it allows to study the mechanisms that 
influence the rate and depth of information processing in various setups and therefore provides 
an elegant way to study correlates of conscious perception in supra-threshold stimuli. recently evi-
dence has accumulated suggesting that oscillatory signals play a significant role in temporally co-
ordinating information between brain areas. this review focuses on studies looking into oscillatory 
brain activity in the AB. the results of these studies indicate that the AB is related to modulations in 
oscillatory brain activity in the theta, alpha, beta, and gamma frequency bands. these modulations 
are sometimes restricted to a circumscribed brain area but more frequently include several brain 
regions. they occur before targets are presented as well as after the presentation of the targets. we 
will argue that the complexity of the findings supports the idea that the AB is not the result of a 
processing impairment in one particular process or brain area, but the consequence of a dynamic 
interplay between several processes and/or parts of a neural network.
corresponding author: cornelia Kranczioch, department of Psychology,
neuropsychology lab, carl von ossietzky University oldenburg, 26111 
oldenburg,  germany.  telephone:  ++49  (0)441  798  2172.  Fax:  ++49 
(0)441 798 5522. e-mail: cornelia.kranczioch@uni-oldenburg.de
AbstrAct
Keywords
IntroductIon
Attention  is  distributed  in  time:  We  are  quicker  to  respond  to  an 
event that happens at the moment in time we expect it or that is in 
the  focus  of  temporal  attention  (Coull,  2004).  And  yet  our  ability
to  voluntarily  distribute  attentional  resources  in  time  is  limited. 
When  two  targets  need  to  be  identified  amongst  a  rapid  stream 
of  distractor  stimuli  (see  Figure  1a)  a  deficit  for  identifying  the 
second  target  is  evident.  The  deficit  disappears  if  only  the  second 
target  needs  to  be  identified  (see  Figure  1b).  This  so-called  atten-
tional  blink (AB) is a transitory attention impairment that is most 
pronounced when the second target (T2) is presented 200-500 ms after 
the  first  target  (T1).  It  was  first  reported  in  1987  (Broadbent  & 
Broadbent,  1987;  Weichselgartner  &  Sperling,  1987)  and  received 
its  name  5  years  later  from  Raymond  and  colleagues  (Raymond, 
Shapiro, & Arnell, 1992) who where the first to study it in greater 
detail. 
Since the discovery of the AB it has been the topic of a vast amount 
of experiments, among others because it allows to study neural cor-
relates of conscious visual awareness by “rendering the visible invis-
ible” (Kim & Blake, 2005, p. 381). In numerous behavioural studies, 
properties of the distractor stream as well as the targets have been 
manipulated. This research has led to an increasing number of theories 
on the origins of the AB; research and theories have been extensively 
reviewed in recent reviews (Dux & Marois, 2009; Martens & Wyble, 
2010). One of the earliest models of the origins of the AB blink is the 
two-stage model proposed by Chun and Potter (1995) and its adapta-
tion by Potter, Staub, and O’Connor (2002). It states that in Stage 1 AdvAnces in cognitive Psychology review Article
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stimuli  activate  stored  conceptual  representations  but  in  order  to 
avoid “overwriting” by subsequently presented stimuli each stimulus 
has to be encoded and consolidated in working memory. This second 
processing stage has, however, a limited processing capacity and as a 
consequence, stimuli have to compete for access to it. When T2 fol-
lows T1 in close temporal proximity it has to wait to gain access to Sta-
ge 2, which makes it vulnerable to decay and overwriting. Thus the AB 
is seen as a consequence of a bottleneck in working memory consoli-
dation. Another early model assuming some kind of central capacity 
limitation is the interference theory by Shapiro, Raymond, and Arnell 
(1994). This theory suggests that T1 and T2, but also the T1+1 and 
the T2+1 stimuli enter working memory. All are assigned a weighting 
that depends on the space available in the store and their similarity to 
target templates. It is assumed that T2 is prone to fail to be retrieved 
from working memory because it receives a diminished weighting and 
is more open to interference from other items in the store. 
More recently theories have shifted from assuming central capacity 
limitations as underlying the AB towards the assumption of a critical 
role of the configuration of the attention network. For example, in the 
delayed attentional reengagement account by Nieuwenstein and col-
leagues  (Nieuwenstein,  2006;  Nieuwenstein,  Chun,  van  der  Lubbe, 
& Hooge, 2005; Nieuwenstein & Potter, 2006; Nieuwenstein, Potter, 
& Theeuwes, 2009) it has been proposed that the AB is the result of the 
dynamics of attentional selection: A top-down process that makes sure 
that attention is engaged to T1 and disengaged as soon as T1 disappears 
cannot react fast enough to re-engage to T2. The overinvestment theory 
(Olivers & Nieuwenhuis, 2006; Shapiro, Schmitz, Martens, Hommel, & 
Schnitzler, 2006) is another example of a model that puts great em-
phasis on attentional factors. Similar to central capacity limit models 
it is assumed that neural representations of targets and distractors 
interfere and compete for access to a capacity limited stage. However, 
the processing interference in the capacity limited processing stage is a 
direct consequence of allocating too many attentional resources to the 
distractor stream and/or T1, hence there are not enough resources left 
for processing both T1 and T2.
Soon after the seminal work by Raymond et al. (1992), researchers 
began to study the AB by means of electro-encephalographic (EEG) 
measurements in order to better understand which aspects of target 
processing are modulated in the AB. In 1996 the first event-related 
potential (ERP) study on the AB was published by Luck and colleagues 
(Luck, Vogel, & Shapiro, 1996). They used the N400 ERP to demon-
strate that even though an AB is seen in the behavior, T2 items that 
remain undetected are nevertheless processed to the point of meaning 
extraction, that is, a late stage in the processing pathway. In a later pub-
lication, the same research group could show that in spite of the un-
impaired N400, the P3 ERP component, which is suggested to reflect 
updating of working memory (Luck, 2005), was absent for undetected 
T2’s within the AB time-window. No differences were found for the 
N1 and P1 ERP components which signify sensory processing (Vogel, 
Luck, & Shapiro, 1998). Since then a number of studies have replicated, 
refined, and supplemented these early findings (e.g., Dell’Acqua, Sessa, 
Jolicoeur, & Robitaille, 2006; Jolicoeur, Sessa, Dell’Acqua, & Robitaille, 
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Figure 1.
(a) stimuli and trial structure typically used in an attentional blink 
(AB) paradigm. A stream of distractor stimuli of variable length is 
presented before the first target (t1). After the first target (t1) and 
the second target (t2) more distractors are shown. A trial finishes 
with non-speeded responses regarding the targets. All stimuli are 
normally presented at a rate of about 10 per second, resulting in 
rapid serial visual presentation (rsvP). the critical condition is the 
dual target task where both targets are task relevant. typical con-
trol conditions include the case where both targets are shown but 
only t2 is task relevant (single task condition), where the rsvP con-
tains only t1, or where no targets are contained in the rsvP. these 
conditions help to differentiate between distractor- and target-
related brain activity. 
(b) illustration of the behavioural AB effect. the graph shows the 
mean detection accuracy for the second target (t2) as a function 
of lag between t1 and t2. A t1-t2 lag of 1 indicates that t2 was the 
first stimulus after t1, etc. note that in the single task condition − 
when t1 can be ignored −t2 performance is very high. the AB is 
observed when both targets are task relevant, that is, in the dual 
task condition. t2 performance is particularly impaired for interme-
diate t1-t2 lags, which corresponds to a time window of about 200 
to 500 ms after t1 presentation. the relatively better performance 
for the shortest t1-t2 lag has become known as t1-sparing. Adapt-
ed from “event-related Potential correlates of the Attentional Blink 
Phenomenon” by c. Kranczioch, s. debener, and A. engel, 2003, 
Brain Research. Cognitive Brain Research, 17(1), pp. 179, 181.
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2006; Kranczioch, Debener, & Engel, 2003; Kranczioch, Debener, Maye, 
& Engel, 2007; Luck et al., 1996; Martens, Munneke, Smid, & Johnson, 
2006; Rolke, Heil, Streb, & Hennighausen, 2001; Sergent, Baillet, & 
Dehaene, 2005; Verleger et al., 2009, 2010). For instance, based on 
studies that compared ERPs in trials in which T2 was detected and in 
which it was missed (Kranczioch et al., 2003; Rolke et al., 2001), it is 
now commonly agreed that the P3 to T2 is not generally suppressed 
in the AB, but only if T2 is not detected. Also, evidence is accumulat-
ing that suggests that the modulation of the P3 component is not the 
earliest signature of the AB deficit but that differences are already 
evident in the T2-related N2 (Kranczioch et al., 2007; Sergent et al., 
2005) and N2pc components (Dell’Acqua et al., 2006; Jolicoeur et al., 
2006), likely to reflect processes related to attentional selection. Taken 
together, the picture that emerges from ERP research suggests that the 
AB occurs after perceptual and conceptual representations have been 
formed, that is, at a relatively late stage of processing,
One of the great strengths of ERPs is without doubt their high 
temporal  resolution,  which  allows  following  information  process-
ing on a millisecond scale. However, ERPs lack in spatial resolution. 
This is the strength of functional magnetic resonance imaging (fMRI) 
which allows identifying brain regions associated with a particular task 
or phenomenon with high spatial precision. Early fMRI-studies that 
aimed at identifying the brain areas critically involved in the AB chose 
experimental manipulations that included only one target (Marois, 
Chun, & Gore, 2000) or compared the summed activation of T1 and 
T2 (Feinstein, Stein, Castillo, & Paulus, 2004; Kranczioch, Debener, 
Schwarzbach, Goebel, & Engel, 2005; Marcantoni, Lepage, Beaudoin, 
Bourgouin, & Richer, 2003). In the study conducted by Marois et al. 
(2000), neural correlates of the AB were studied by comparing several 
conditions that included only T1 but varied in the degree of interfer-
ence of the distractors. In separate behavioral experiments the degree 
of interference of the distractors had been shown to modulate T2 per-
formance, and thus the AB. The fMRI results indicated that highly in-
terfering distracters that increased the AB were associated with higher 
activation in the right intra-parietal and frontal cortex as compared 
to the low interference conditions (Marois et al., 2000). Marcatoni et 
al. (2003) compared the summed neural activation for T1 and T2 in 
a condition where T2 was presented within the AB window (lag 3) 
and in a condition where T2 was presented outside the AB window 
(lag 7). They found increased activation in the cerebellum, the frontal, 
inferotemporal, and posterior parietal cortex in the lag 3 compared to 
the lag 7 condition. Feinstein et al. (2004) compared “blinkers”, people 
who in an AB paradigm often have an AB, with “non-blinkers”, people 
who rarely have an AB. They found that non-blinkers on average show 
an increase in activation in the anterior cingulate, the medial prefrontal 
cortex, and the right superior frontal gyrus during the AB-task when 
compared to the blinkers that peaked earlier than the estimated peak 
of the hemodynamic response. The blinkers, in contrast, showed a 
decrease in activation in these areas compared to the estimated hemo-
dynamic response function. Finally, Kranczioch et al. (2005) compared 
AB with no-AB trials collapsed over lag 1 and lag 2 conditions and 
found more activation in the right lateral occipital complex and the bi-
lateral fusiform gyrus in AB compared to no-AB trials. This activation 
preceded activation in the frontal and parietal areas, which was higher 
in the no-AB trials compared to the AB trials. Taken together, the 
results of these early studies point towards a fronto-temporo-parietal 
network as a possible locus of the AB deficit.
The first study to attempt to differentiate between the neural ac-
tivation for T1 and T2 visual “object” areas used face stimuli for T1 
and scenes for T2 (Marois, Yi, & Chun, 2004). The parahippocampal 
place area (PPA) was found to be activated in AB trials, that is, even 
when T2 was not consciously perceived. The blood oxygenation level 
dependent (BOLD) signal was smaller though than in the no-AB trials, 
which was interpreted as reflecting that increased neural responses in 
object processing regions accompany awareness of T2. Results of other 
studies (Kranczioch et al., 2005; Shapiro, Johnston, Vogels, Zaman, & 
Roberts, 2007) contradict this interpretation, however, by finding more 
BOLD activation in object processing regions if T2 remains undetec-
ted. Johnston, Shapiro, Vogels, and Roberts (2007; see also Shapiro et 
al., 2007) argue that this contradiction can be explained by considering 
the different task parameters: If attention and perceptual information 
are limited (Kranczioch et al., 2005; Shapiro et al., 2007), activation 
in object processing areas is enhanced and reflects the effort it takes 
to process a stimulus for which attention is lacking. If only perceptual 
information is limited (Marois et al., 2004; see also Slagter, Johnstone, 
Beets, & Davidson, 2010) then activation in object processing areas 
reflects the end product of successful perception. Several recent fMRI 
studies have found an increase in T2-related activation in early visual 
areas when T2 is detected (no-AB trials) and a decrease if T2 is missed 
(AB trials; Hein, Alink, Kleinschmidt, & Müller, 2009; Stein, Vallines, 
& Schneider, 2008; Williams, Visser, Cunnington, & Mattingley, 2008). 
The apparent disagreement of these results to the findings on early 
ERP components (Vogel et al., 1998) can be resolved if one assumes 
that they reflect the establishment of iterative feedback loops between 
higher and lower cortical areas (Di Lollo, Enns, & Rensink, 2000; Stein 
et al., 2008; Williams et al., 2008). In sum, the fMRI evidence so far 
implies the involvement of a fronto-temporal-parietal network in the 
AB. These higher cortical areas likely modulate activity in lower visual 
areas via iterative feedback loops. 
As  outlined  above,  ERP  and  fMRI  findings  generally  support 
the idea that the AB occurs at a relatively late stage of processing. 
The fMRI findings suggest the involvement of a network distributed 
across temporal, parietal, and frontal areas that, via iterative feedback, 
modulates activity in lower visual areas. Yet ERPs and fMRI provide 
only a limited view of event-related brain-dynamics (Makeig, Debener, 
Onton,  &  Delorme,  2004).  In  particular,  evidence  from  EEG  and 
magneto-encephalogram  (MEG)  studies  has  accumulated  suggest-
ing  that  oscillatory  signals  may  subserve  the  functions  necessary 
to temporally coordinate the information between brain areas and 
thereby establish functional networks (Engel & Fries, 2010; Fries, 2005; 
Sauseng & Klimesch, 2008; Singer, 1999; Varela, Lachaux, Rodriguez, 
& Martinerie, 2001). In the following we will review the findings of 
modulations of oscillatory brain activity in the AB and discuss which 
role oscillatory brain activity may play for the occurrence of the AB. AdvAnces in cognitive Psychology review Article
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Some baSIcS on oScIllatory braIn 
actIvIty
Oscillatory brain activity can be characterized by its amplitude, its 
phase, and its frequency. The amplitude is defined by the amount of 
Microvolts (µV) that is generated, whereas the phase of an oscillation is 
cyclic and ranges between 0 and 2π. Oscillations can be categorized into 
five frequency bands: delta (0-4 Hz), theta (4-8 Hz), alpha (8-12 Hz),
beta  (12-30  Hz),  and  gamma  (30-80  Hz;  Herrmann, Grigutsch, & 
Busch, 2002) though the precise frequency boundaries per band are 
not  stringently  applied  and  can  vary  from  one  publication  to  an-
other. Oscillatory brain activity can be spontaneous or event-related 
(Herrmann et al., 2002). Continuous EEG can be considered to consist 
largely of a mix of spontaneous oscillations at different frequencies that 
change over time (Gutberlet, Jung, & Makeig, 2009). Event-related 
oscillations can further be divided into induced and evoked oscilla-
tion. Evoked oscillations are characterized by a high degree of time 
and phase locking to an event, whereas induced activity occurs after 
an event but the onset of this occurrence and its phase vary in time 
(Herrmann et al., 2002). AB research has so far focused on three as-
pects of oscillatory brain activity: amplitude, inter-trial phase consist-
ency, and inter-area phase locking. The following section will give a 
short and general description of each of these measures and refer to the 
AB studies that used the respective measure. 
Amplitude
Among others, the amplitude of oscillatory brain activity is related to 
the number of neurons generating it. Moreover, when a large popula-
tion of neurons synchronizes the phase of an ongoing oscillation, the 
amplitude of the oscillation will also increase (Gutberlet et al., 2009). 
The amplitude of an oscillation can be extracted in different ways. 
Among the presently most popular ones is wavelet analysis, where 
the frequency content of a time series is extracted by way of convo-
lution (Herrmann et al., 2002). The advantage of wavelet analysis is 
that it allows observing both the frequency content of a signal and 
the time course of the frequency signal. This method has been used 
in some AB studies (Kranczioch et al., 2007; Slagter, Lutz, Greischar, 
Nieuwenhuis, & Davidson, 2009). Other studies restricted their analy-
sis to only one predefined frequency, in which case a very effective 
way of amplitude extraction is complex demodulation (Keil & Heim, 
2009; Keil, Ihssen, & Heim, 2006). In complex demodulation, a sine 
and cosine function at a frequency of interest (FOI) are multiplied 
with the data. For AB studies a natural choice for the FOI would 
be the presentation frequency of the stimulus sequence. The result 
of the multiplication is then filtered, usually with 2 or 3 Hz “space” 
around the FOI. After filtering, the sine and cosine time-series are 
combined resulting in a measure of amplitude over time for the FOI 
(Draganova & Popivanov, 1999; Keil & Heim, 2009; Keil et al., 2006). 
In the AB study by MacLean and Arnell (2011), analysis focused on 
just one frequency band. Here, data were bandpass filtered and the 
amplitude of the filtered EEG was then squared to provide an estimate 
of power.    
Martens and colleagues (Martens et al., 2006; Wierda, van Rijn, 
Taatgen, & Martens, 2010) analyzed distractor-related activity in an 
AB setup. The repetitive, fast presentation of stimuli evokes oscillatory 
brain activity, the steady-state visual evoked potential (ssVEP; Dawson, 
1954; Vialatte, Maurice, Dauwels, & Cichocki, 2010). Taking advantage 
of the stability of the ssVEP over trials Martens et al. compared the 
peak amplitude of the averaged ssVEP in different conditions, just as 
one would do in a standard ERP analysis.
Inter-trial phase consistency
Phase synchronization is seen as a central mechanism for information 
processing within and between brain areas (Herrmann et al., 2002). If 
considered for a single electrode site or brain area it provides a meas-
ure of how consistent the phase of an oscillation is from trial to trial. 
Phase synchronization measures the relation between the temporal 
structures of the signals regardless of signal amplitude. A widely used 
quantification is the phase-locking factor (PLF) or inter-trial phase 
coherence (ITC; Delorme & Makeig, 2004; Kranczioch et al., 2007; 
Tallon-Baudry, Bertrand, Delpuech, & Pernier, 1996) as used in the 
AB study of Kranczioch et al. (2007). Phase consistency measures such 
as ITC or PLF range between 0 and 1, indicating for each time and 
frequency analysed the degree of phase consistency, with 0 indicating 
a random phase distribution and 1 indicating perfect phase consist-
ency between trials. The phase-locking factor of Palva, Linkenkaer-
Hansen, Näätänen, and Palva (2005) used by Slagter and colleagues 
(2009) is based on a similar concept. Irrespective of the quantification 
used in the respective studies, in the following we will refer to all these 
measures as inter-trial phase consistency.   
Inter-area phase locking
The degree of phase synchronization or phase locking between a pair or 
group of electrodes or brain regions in sets of trials is often quantified 
using the phase locking index (PLI; Herrmann et al., 2002; Lachaux, 
Rodriguez, Martinerie, & Varela, 1999). Varela, Lachaux, Rodriguez, 
and  Martinerie  (2001) specify it as synchronization between brain 
areas farther apart than 1-2 cm, such as, for instance, the occipital and 
frontal lobes. Similar to inter-trial phase consistency, only the infor-
mation about the phase of the spectral estimate of each time series is 
taken into account, providing a measure that is not affected by signal 
amplitude. Inter-area phase locking varies between 0 for no phase 
locking and 1 indicating perfect synchronization (Delorme & Makeig, 
2004; Herrmann et al., 2002; Varela et al., 2001). Concepts similar or 
related to the PLI used in AB research are phase-locking value (PLV; 
Kranczioch et al., 2005), phase synchrony index (SI; Gross et al., 2004), 
and dynamic cross-lag phase synchronization (dcPSI; Nakatani, Ito, 
Nikolaev, Gong, & van Leeuwen, 2005), all of which will in the follow-
ing be referred to as inter-area phase locking.  
It should be noted though that despite the increasing use of inter-
area phase locking as a dependent measure, its interpretability is lim-
ited due to the ambiguity of relating a signal measured at the surface 
(EEG  or  MEG)  to  a  particular  brain  region.  Moreover,  oscillatory 
activity in one brain region will be recorded by almost all electrodes/AdvAnces in cognitive Psychology review Article
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sensors, making the analysis susceptible to artefactual phase locking 
(Hoechstetter et al., 2004; Nunez et al., 1997, 1999). One possible way 
to solve this problem is to transform the surface signals into source 
space and then to analyse phase locking between sources, not elec-
trodes or sensors (Gross et al., 2001; Hoechstetter et al., 2004). So far 
only one study on the AB has taken this approach (Gross et al., 2004). 
Another critical issue that should be kept in mind when running fre-
quency analyses in general and calculating inter-area phase locking in 
particular is that the choice of reference can have massive effects on the 
results (Nunez et al., 1997, 1999; Trujillo, Peterson, Kaszniak, & Allen, 
2005). Moreover, if the number of trials entering phase locking analysis 
is too small, phase locking can be over- or underestimated (Nunez et 
al., 1997, 1999). Results of a time-frequency analysis will also depend 
on how the FOI and time windows are chosen and whether the para-
meters of the analysis are set such that they give optimal resolution in 
the time or the frequency domain (Trujillo et al., 2005). 
oScIllatory actIvIty                                
In the attentIonal blInk
Models on the role of oscillatory 
activity in the attentional blink
To the best of our knowledge, the earliest neurocognitive theory on 
the AB suggested that suppression of evoked gamma oscillations may 
be the cause of the AB (Fell, Klaver, Elger, & Fernandez, 2002). Fell 
et al. (2002) reasoned that a process linked to T1 processing and in-
dexed by the T1-related P3 impairs a T2 related process indexed by 
the early evoked gamma response to T2. The early evoked gamma 
response has been suggested to be necessary for attention allocation to 
a selected object and therefore for stimulus discrimination and target 
selection/identification (Debener, Herrmann, Kranczioch, Gembris, & 
Engel, 2003; Fell et al., 2002; Herrmann & Knight, 2001; Herrmann & 
Mecklinger, 2000, 2001; Sokolov et al., 1999; Tiitinen, May, & Näätänen, 
1997;  Tiitinen,  Sinkkonen,  May,  &  Näätänen,  1994).  Based  on  the 
observations that (a) the AB reaches its peak at a T1-T2 interval of 
about 300 ms and that (b) the T1-related P3 had a peak latency of about 
400 ms (McArthur, Budd, & Michie, 1999), the T2-related process was 
hypothesized to have a latency of about 100 ms. Because research failed 
to find impairments in ERPs occurring in this time period (Vogel et 
al., 1998), Fell et al. (2002) suggested that it is the early evoked gamma 
response that is impaired. The basic idea of the model is summarized 
in Figure 2a.
Dehaene, Sergent, and Changeux (2003) applied the global work-
space model (Baars, 1998) to the AB. In this model it is proposed that 
conscious awareness of processed visual stimuli is related to the entry 
of the stimuli into a global brain state, which is described as a tempo-
rary state of connectivity between distant brain areas. It is hypothesized 
that during this period information becomes simultaneously available 
for multiple cognitive processes. The neural signatures of the global 
brain state would be long-lasting distributed activity and in particu-
lar gamma band emissions (Dehaene et al., 2003). With regard to the 
Figure 2.
(a) illustration of  the model proposed by Fell, Klaver, elger, and Fer-
nandez (2002). According to this model the P3 that is evoked by 
the presentation of t1 and peaks around 400 ms after t1 impairs 
the early evoked gamma response for t2. the gamma response 
is assumed to be necessary for selection and identification of tar-
get stimuli and its impairment causes the attentional blink (AB). 
(b) illustration of the application of the neuronal workspace 
model of conscious access to the AB as suggested by dehaene, 
sergent, and changeux (2003). the schematic architecture of 
brain areas comprises multiple specialized processors and a 
central network of high-level areas temporarily interconnect-
ing them. it is assumed that in the AB, t1 invades this “neuronal 
workspace” and areas lock into a single assembly supporting 
conscious reportability of t1. the invasion of the workspace by 
t1 blocks the processing of t2 at a similar depth thus causing 
the failure to report t2. 
(c) neural activity evoked by seen and unseen t2 targets in 
recordings simulating the neuronal workspace model of con-
scious access. A2 and B2 refer to perceptual areas processing 
t2, c and d refer to higher association areas. in trials in which 
t2-related activity is evident in area d (t2 seen trials), simu-
lated activity in lower areas c, B2, and A2 is characterized by 
long-lasting amplification (activity of area d and the resulting 
amplification are indicated in grey). if area d remains inactive, 
activity is short and mainly restricted to perceptual areas B2 
and A2 (indicated in white). sections (b) and (c) adapted from 
“A neuronal network Model linking subjective reports and 
objective Physiological data during conscious Perception” by 
s. dehaene, c. sergent, and J. P. changeux, 2003, Proceedings of 
the National Academy of Sciences of the United States of America, 
100(14), pp. 8521, 8524. copyright 2003 by the national Aca-
demy of sciences, U.s.A.
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AB, Dehaene et al. (2003) suggest that both T1 and T2 go through 
an  initial  sensory  processing  stage  by  distinct  neuronal  assemblies 
(cf. Figure 2b and Figure 2c). Visual and semantic processing during 
this feed-forward sweep is assumed to be reflected in the P1, N1, and 
N400 ERPs, and, importantly, T1 and T2 do not inhibit one another 
at this stage. However, once T1 has entered the global workspace and 
has been subject to top-down amplification, T1 elicited inhibition will 
prevent T2 to enter the global workspace until the T1-related brain 
state has subsided. Because T2 fails to trigger long-lasting distributed 
activity and gamma band emissions during this period, T2 does not 
reach conscious awareness and no P3 waveform is generated. 
  Both models have in common that they assume that a process 
related to T1 processing inhibits a T2-related process that is reflected 
in gamma band oscillations. Fell et al. (2002) propose that the impaired 
process is reflected in the early evoked gamma band response. Though 
not explicitly stated, the proposal by Dehaene et al. (2003) is more com-
patible with the assumption that the induced gamma band response is 
impaired (cf. Figure 3e; Dehaene et al., 2003). Induced gamma band 
responses have, among others, been linked to conscious perception 
(Engel,  Fries,  König,  Brecht,  &  Singer,  1999;  Schurger,  Cowey,  & 
Tallon-Baudry, 2006; Summerfield, Jack, & Burgess, 2002; but see also 
Schurger, Cowey, Cohen, Treisman, & Tallon-Baudry, 2008). As will be 
discussed below, direct empirical evidence for or against either model 
is still very sparse.
Empirical findings on oscillatory 
activity in the attentional blink
TheTa
 Theta oscillations have been related to meditation (Cahn & Polich, 
2006)  and  to  memory  function  (Jensen  &  Tesche,  2002;  Sauseng, 
Griesmayr, Freunberger, & Klimesch, 2010). Slagter et al. (2009) com-
pared AB performance and brain activity in novices and practitioners 
in meditation before and after a 3-month period of intense meditation 
training. On the behavioural side, they found that the AB was signifi-
cantly reduced in the practitioner group after the meditation training. 
T1 performance was significantly better after the meditation training 
in both groups. After detected T1-targets as well as after detected T2-
targets theta inter-trial phase consistency was enhanced. The post-T2 
theta inter-trial phase consistency to successfully identified T2 targets 
was  affected  by  meditation  training  in  that  it  increased  over  right 
ventro-lateral and midline frontal regions. This effect was restricted to 
the meditation practitioners as was the reduction of the behavioural 
AB deficit after meditation training. 
With regard to the processing of T2, the results of this study indi-
cate that it benefits from an increase in theta synchronization after its 
presentation. Furthermore meditation training appears to have a bene-
ficial effect on theta synchronization and performance in the AB task 
(Slagter et al., 2009). Frontal theta oscillations have been found to be 
related to the amount of information that needs to be held in working 
memory during task performance (Jensen & Tesche, 2002). Recently 
interregional theta synchronization has been suggested to play a role 
in the integration of various brain areas and therefore be important 
for working memory control processes (Sauseng et al., 2010). In view 
of previous research the post T1 and T2 increase in theta phase lock-
ing could represent a working memory process necessary for updating 
and/or integrating information into working memory.
alpha
Alpha oscillations have been mainly related to cognitive processing 
in the field of memory, visual attention, and perception (Herrmann 
et al., 2002). More specifically, an increase in alpha activity prior to 
stimulus presentation and a decrease in alpha activity during stimulus 
processing have been linked to improved memory task performance 
(Klimesch, 1999; Klimesch, Sauseng, & Hanslmayr, 2007). Perceptual 
performance however seems to benefit from the opposite pattern: Here 
a decrease in alpha activity prior to stimulus presentation has been re-
lated to better target detection (Hanslmayr et al., 2005; Klimesch et al., 
2007; van Dijk, Schoffelen, Oostenveld, & Jensen, 2008), likely reflect-
ing the successful direction and deployment of attention (Hanslmayr 
et al., 2007; Thut, Nietzel, Brandt, & Pascual-Leone, 2006). The link 
between alpha amplitude and perception has recently been shown to 
be of causal and not just correlational nature (Romei, Gross, & Thut, 
2010). Moreover, the phase of alpha activity seems to play a significant 
role in modulating the visual detection threshold (Busch, Dubois, & 
VanRullen, 2009; Mathewson, Fabiani, Gratton, Beck, & Lleras, 2010; 
Mathewson, Gratton, Fabiani, Beck, & Ro, 2009; Romei et al., 2010). 
Both attention and memory function have been discussed as contri-
buting to the AB and thus a relation between alpha activity and the AB 
can be expected.
This prediction however is somewhat complicated by the rapid se-
rial visual presentation (RSVP) method employed in most AB studies. 
Oscillations in the visual cortex are known to synchronize to the pre-
sentation frequency of visual stimuli, resulting in the ssVEP (Müller, 
Teder, & Hillyard, 1997; Regan, 1966). Using the RSVP method with a 
rate of 10 stimuli per second (which is typical for the AB) will therefore 
evoke an ssVEP brain response at 10 Hz, and likely harmonic and/or 
subharmonic responses (Herrmann, 2001; Vialatte et al., 2010). It is 
evident that this response could obscure modulations of, or interact 
with, the intrinsically generated alpha responses. On the other hand, an 
interesting property of the ssVEP is that its amplitude increases when 
the stimulus stream is attended compared to when it is not actively 
attended (Müller & Hillyard, 2000; Müller & Hübner, 2002; Müller, 
Malinowski, Gruber, & Hillyard, 2003). This feature could make it even 
harder to tear apart whether an effect in the alpha frequency band re-
flects changes in intrinsically generated alpha or ssVEP activity.
Keil  and  colleagues  (2006)  used  an  AB  paradigm  with  stimuli 
varying  in  emotional  content  (pleasant,  neutral,  unpleasant)  pre-
sented at a frequency of 8.6 Hz. They found a post-stimulus increase 
in amplitude at the stimulation frequency for arousing T2 stimuli as 
compared to neutral T2 stimuli starting approximately 120 ms after 
T2 onset. Furthermore, irrespective of emotional content, for T1 this 
target-related response was found to be significantly reduced in no-AB AdvAnces in cognitive Psychology review Article
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Figure 3.
stimulus (a, b) and target (c-f) related activity in the alpha and beta frequency bands. 
(a) stimulus-related network identified by gross, schmitz, schnitzler, Kessler, shapiro, hommel, and schnitzler (2004). the network was 
found to primarily link occipital to left frontal areas. the degree of beta band synchronization of the stimulus-related connections was 
modulated at the stimulus presentation frequency (about 6.8 hz). 
(b) long-range synchronization as observed by Kranczioch, debener, Maye, and engel (2007). synchronization at the stimulus presen-
tation frequency of 10 hz was increased for AB trials (red) as compared to no-AB trials (black), likely reflecting differences in distractor 
processing. As indicated by the topographic plots, differences in long-range synchronization were mainly due to higher synchroniza-
tion between parieto-occipital and (left) frontal areas in AB trials. note the similarity between the stimulus-related network in (a) and 
the pre-t1 activity of the distractor-related network in (b). 
(c) target-related network identified by gross et al. (2004). the strongest connections of the network were found between right pos-
terior parietal regions and cingulum and left temporal and frontal regions. For target-related connections, synchronization in the beta 
band was modulated mainly by targets. 
(d) long-range synchronization in the beta band as observed by Kranczioch et al. (2007). synchronization was increased for no-AB 
(black) as compared to AB (red) trials, in particular between right temporo-parietal and left frontal and temporal electrode sites. note 
the similarity between topographical patterns in (c) and (d). 
(e) Mean synchronization index (si) for the target-related connections shown in (c). the no-AB condition (upper, solid line) is charac-
terised by a stronger beta band synchronization than the AB condition (lower, dotted line). conditions begin to differ clearly before t1 
presentation. Zero corresponds to the presentation of t1. 
(f) network synchronization to t1 and t2 (positive peaks at 260 and 552 ms after t1 presentation) and network de-synchronization to 
the distractors before and after the targets (negative peaks at 114, 406, and 698 ms). in AB trials (red line), both the t2-related synchro-
nization and the distractor-related desynchronization are significantly attenuated. the black line corresponds to no-AB trials, the blue 
line to target related activation, and the green line to distractor related activity. sections (a), (c), (e), and (f) adapted from “Modulation of 
long-range neural synchrony reflects temporal limitations of visual Attention in humans” by J. gross, F. schmitz, i. schnitzler, K. Kessler, 
K. shapiro, B. hommel, and A. schnitzler, 2004, Proceedings of the National Academy of Sciences of the United States of America, 101(35), 
pp. 13052, 13053. copyright 2004 by the national Academy of sciences, U.s.A. sections (b) and (d) adapted from “temporal dynamics 
of access to consciousness in the attentional blink” by c. Kranczioch, s. debener, A. Maye, and A. engel, 2007, NeuroImage, 37(3), p. 953.
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as compared to AB trials, whereas it was increased for T2 in no-AB 
as compared to AB trials. The performance related modulation of the 
T1-ssVEP response was successfully replicated in a later study (Keil & 
Heim, 2009).
Kranczioch  et  al.  (2007)  compared  no-AB  and  AB  trials  in  a 
standard AB paradigm and found significantly smaller inter-area phase 
locking for the no-AB versus AB trials starting before T1 presentation 
until after T2 presentation. In line with previous findings (Gross et al., 
2004), increased inter-area phase locking was most evident between 
occipito-parietal  and  left  frontal  electrode  sites  (cf.  Figure  3a  and 
Figure3b). The difference in inter-area phase locking was most pro-
nounced at the stimulus presentation frequency of 10 Hz. Amplitude 
and inter-trial phase consistency where also significantly smaller in this 
time range for no-AB trials, thought the effect was not as sustained and 
only significant in a time window before T1 presentation. Furthermore, 
no-AB trials were associated with an inter-area phase locking increase 
at 13 Hz just before T1 presentation until just after T2 presentation. 
The increase in inter-area phase locking was widespread but excluded 
fronto-central electrode sites and thus was clearly different from the 
10 Hz effect.
MacLean and Arnell (2011) analysed alpha power between 10 and 
12 Hz in a 2 s period prior to the onset of the RSVP sequence. The 
expectation of the onset of the RSVP sequence reduced alpha activity 
in general. This effect was most pronounced at right frontal electrode 
sites. This reduction in pre-RSVP alpha activity was stronger in AB-
trials as compared to no-AB trials, but only if T2 was presented inside 
the AB window. If T2 was presented outside the AB window the op-
posite pattern was observed, that is, now AB trials were associated with 
a smaller reduction in pre-RSVP alpha power than no-AB trials. 
In their study on the effect of meditation on the AB and oscillatory 
brain activity discussed above, Slagter and colleagues (2009) observed 
that in addition to the post-target theta effects oscillatory alpha activity 
was related to the AB. In detail, they found after meditation practice oc-
cipital alpha inter-trial phase consistency to be reduced for meditation 
practitioners in the no-AB trials several hundred milliseconds prior to 
T1. In addition, practitioners showed an increase in the amplitude of 
the T1-induced alpha response in no-AB trials as compared to novices 
after 3 months of meditation training.
Finally, a study by Martens et al. (2006) observed differences in 
distractor-related  activity,  that  is,  the  ssVEP,  between  individuals 
who do not have an AB (non-blinkers) and those who do (blinkers). 
SsVEP amplitude was found to be significantly enhanced for blinkers 
compared to non-blinkers for the whole RSVP-period. In line with 
this finding, Wierda, van Rijn, Taatgen, and Martens (2010) found that 
when AB performance is improved by introducing a concurrent task, 
ssVEP amplitude is reduced in the concurrent task condition. 
The picture emerging from this research is one in which an in-
crease in activity in the alpha band before the appearance of T1 and 
thus during the presentation of the distractor stream is detrimental to 
AB performance (Kranczioch et al., 2007; Martens et al., 2006; Slagter 
et al., 2009; Wierda et al., 2010). It seems likely that this alpha effect is 
largely the result of a modulation of the RSVP-related ssVEP. As the 
ssVEP has been shown to increase if attention is directed to the stimu-
lus stream (Müller & Hillyard, 2000; Müller & Hübner, 2002; Müller 
et al., 2003), this alpha band modulation could reflect the overinvest-
ment of processing resources to the distractors and, potentially, to T1 
(Olivers & Nieuwenhuis, 2006). The finding of MacLean and Arnell 
(2011) that alpha power before the onset of the RSVP, where no ssVEP 
is present, is actually reduced in AB as compared to no-AB trials is in 
support of the (over-)investment theory, as a reduction of intrinsically 
generated alpha activity has been linked to anticipatory attentional 
investment (Onoda et al., 2007; Yamagishi, Goda, Callan, Anderson, & 
Kawato, 2005). The differences in intrinsically generated alpha activity 
observed by MacLean and Arnell (2011) are seconds away from the 
presentation of both T1 and T2. However, some findings also link an 
increase in alpha activity around T1-presentation to escaping the AB 
(Kranczioch et al., 2007; Slagter et al., 2009). At least for one of the 
studies (Kranczioch et al., 2007), this effect was strongest outside the 
ssVEP frequency range. Since alpha activation has been linked to active 
functional inhibition (Klimesch, Doppelmayr, Schwaiger, Auinger, & 
Winkler, 1999; Klimesch et al., 2007; van Dijk et al., 2008), this increase 
in alpha activity could reflect the (partial) inhibition of T1 processing 
that is required to free resources for successful T2 processing in the 
attention-demanding AB task. The results of Keil and colleagues (2006, 
2009) support this general idea and provide further evidence that the 
amount of resources invested into stimulus processing is reflected in 
the ssVEP. A challenge for future studies will be firstly to disentangle 
the effects of spontaneous alpha and of the ssVEP in the AB and se-
condly to study the interrelation between the two signals. Research is 
currently under way in our lab that aims to answer these important 
questions.1
BeTa 
Beta activity has classically been linked to sensorimotor process-
ing. It typically is suppressed in the primary sensorimotor region of 
the active body part during motor action but shows an increase just 
after (Herrmann et al., 2002). Despite this strong connection to sen-
sorimotor processing, beta oscillations are also frequently found in 
non-motor tasks (Buschman & Miller, 2007, 2009; Gross et al., 2004, 
2006; Kranczioch et al., 2007). Interestingly, one of the first studies to 
identify a role for beta-oscillations in a cognitive task was an AB study 
(Gross et al., 2004). In an attempt to unify the wide range of findings on 
beta band activity Engel and Fries (2010) recently suggested that beta 
oscillations indicate the tendency of a system to maintain a status quo 
or cognitive state, especially in tasks requiring endogenously driven 
top-down control. 
The study by Gross et al. (2004) used the magneto-encephalogram 
(MEG) to study oscillatory activity in the AB. Beta inter-area phase 
locking was found to be generally increased in a target-related network 
consisting  of  frontal,  temporal,  and  parietal  areas  for  no-AB  trials 
compared to AB trials (Figure 3c). Interestingly, the increase started 
considerably  before  the  presentation  of  T1  (Figure  3e).  Moreover, 
beta inter-area phase locking of the target-related network was found 
to be modulated as a function of performance. A significant phase AdvAnces in cognitive Psychology review Article
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synchronization peak occurred around 260 ms after both T1 and T2 
presentation, the T2-related peak was significantly attenuated in AB 
trials. In addition, for distractor stimuli that preceded and followed 
T1 and T2 a strong desynchronization of the network was observed, 
which was again attenuated in AB trials (Figure 3f). A later re-analysis 
of  the  original  data  indicated  that  the  post-T1  desynchronization-
synchronization pattern becomes more pronounced with increased T1 
probability (Gross et al., 2006).
In  line  with  these  results  are  the  findings  by  Kranczioch et al. 
(2007), reporting an increase in beta inter-area phase locking for no-
AB trials just before T1 presentation until just after T2 presentation. 
This increase in inter-area phase locking took primarily place over right 
temporo-parietal and left frontal regions (Figure 3d), nicely paralleling 
the pattern of inter-area phase locking found by Gross and colleagues 
(2004; cf. Figure 3c).
From  both  the  research  of  Gross  and  colleagues  (2004,  2006) 
and Kranczioch and colleagues (2007) it appears that beta inter-area 
phase locking in a fronto-temporo-parietal network is beneficial for 
T2 detection. Synchronization differences are evident even before the 
presentation of T1 and continue throughout the trial. This fits well with 
the idea of beta oscillations being related to maintaining the cognitive 
set or status quo in tasks requiring endogenously driven top-down 
control (Engel & Fries, 2010). Yet of particular relevance for task per-
formance in the AB seems to be a rapid switch between synchroniza-
tion of the network in response to targets and desynchronization in 
response to distractors. This beta synchronization/desynchronization 
could be a mechanism that enhances target processing and at the same 
time avoids interference from distractors (Gross et al., 2004, 2006). A 
somewhat different though not unrelated interpretation of the data is 
that in particular the desynchronization between T1 and T2 could be 
an essential mechanism for allowing the transition between two sta-
ble oscillatory states: Only if the T1-related stable state is sufficiently 
desynchronized T2 can enter its stable (synchronized) state and be 
reported.  Suppression  of  distractors  would  be  a  by-product  of  the 
stable states and the destabilisation between them (Gross et al., 2004; 
Kessler, Gross, Schmitz, & Schnitzler, 2006; Kessler et al., 2005). The 
idea  that  desynchronization  is  required  for  the  transition  between 
two stable states was originally proposed by Rodriguez and colleagues 
(Rodriguez et al., 1999). In the context of the AB, it is compatible with 
the delayed attentional reengagement account by Nieuwenstein and 
colleagues  discussed  above  (Nieuwenstein,  2006;  Nieuwenstein  & 
Potter, 2006; Nieuwenstein et al., 2005, 2009) as well as with the basic 
idea (though not the proposed frequency) of the global workspace ac-
count (Dehaene et al., 2003).  
Gamma 
Gamma oscillations have been related to a wide variety of cogni-
tive processes such as memory, attention, or learning (Engel, Fries, & 
Singer, 2001; Herrmann, Fründ, & Lenz, 2010; Herrmann & Kaiser, 
2010; Herrmann, Munk, & Engel, 2004; Tallon-Baudry, 2009). Early 
evoked gamma band responses are generated in early sensory cortices 
but are nevertheless under the influence of top-down processes such 
as attention and memory. Induced gamma band responses seem to 
represent later processing stages and can thus be observed in many 
different brain areas (Herrmann & Kaiser, 2010).The synchronization 
of gamma activity between brain areas seems to play an important role 
for integrating distributed neuronal processes (Fries, 2009; Varela et 
al., 2001).2
Kranczioch (2004) investigated the proposal that the early evoked 
gamma band response is impaired in the AB (Fell et al., 2002). Even 
though T1 and T2 evoked a P3 ERP in this study, no evoked gamma 
band  response  was  observed  to  either  target  and  hence  the  early 
evoked gamma account of the AB (Fell et al., 2002) could not be tested. 
Kranczioch  (2004)  suggested  that  the  failure  to  observe  an  early 
evoked gamma response could be due to the temporal coincidence of 
the response and the presentation of the targets’ masks, the size of the 
stimuli, as small stimuli hardly evoke an early gamma response (Busch, 
Debener, Kranczioch, Engel, & Herrmann, 2004), or that the number 
of trials entering analysis was not large enough to raise the signal-to-
noise ratio sufficiently. These ideas were examined in a subsequent 
study (Kranczioch, 2004; Kranczioch, Debener, Herrmann, & Engel, 
2006). In order to increase the number of events that could enter analy-
sis, this study did not apply the AB paradigm. Participants observed a 
continuous RSVP stream that contained target items that were at least 
1.5 s apart. To test whether the temporal coincidence of the expected 
early evoked gamma response to the target and the occurrence of the 
item that followed the target was a critical, RSVP presentation frequen-
cies of 10 and 7.1 Hz were compared. Moreover, the size of the stimuli 
was varied. Again no early evoked gamma response was observed. The 
authors suggested that this could be due to the high-amplitude ssVEP 
produced by RSVP which could effectively mask the low-amplitude 
early  evoked  gamma  band  response  in  the  scalp-recorded  EEG 
(Kranczioch et al., 2006). If this were indeed the case it would pose 
a serious problem for testing the early evoked gamma account of the 
AB (Fell et al., 2002), as one major contribution to the AB is the RSVP 
stream (but see, e.g., Visser, Bischof, & Di Lollo, 2004). Interestingly, 
Kranczioch et al. (2006) did observe a late induced gamma band re-
sponse that was more pronounced at a stimulus presentation frequency 
typical for the AB, that is, 10 Hz, as compared to 7.1 Hz. This response 
was not affected by stimulus size and was, in accordance with the 
“match-and-utilization-model” of gamma band responses proposed 
by Herrmann and colleagues (2004), argued to reflect a temporal sig-
nature of neural interactions leading to updating of working memory. 
Nakatani and colleagues (2005) studied the role of inter-area phase 
locking in the AB. Inter-area phase locking was found to be enhanced 
across the whole head in the experimental condition where both T1 
and T2 had to be detected, as compared to the control condition where 
only T2 was task relevant. Just before the presentation of T1 inter-area 
phase locking was enhanced for no-AB trials, but only if T2 followed 
T1  closely.  A  similar  anticipatory  enhancement  was  not  observed 
in AB trials. If T2 was presented outside the AB time window inter-
area phase locking before the presentation of T1 was generally low 
and did not differentiate between AB and no-AB trials (see Figure 4 
of Nakatani et al., 2005). Accordingly, Nakatani et al. (2005) argued AdvAnces in cognitive Psychology review Article
http://www.ac-psych.org 2011 • volume 7 (special issue) • 92-107 101
that the enhancement in anticipatory gamma inter-area phase locking 
reflects baseline attention and the recruitment of processing capacity. 
They further suggested that these processes play a less important role if 
T2 is presented outside the AB time window. 
Despite the many reports on gamma band activity in a wide variety 
of cognitive domains, from the research summarized above no clear 
picture emerges for the role of gamma band activity in the AB. The 
studies by Kranczioch (2004) and Kranczioch et al. (2006) indicate 
that it might be particularly difficult to observe early evoked gamma 
band responses in a typical AB paradigm, making it in turn difficult 
to test any hypothesis regarding the functional role of these responses 
as for instance proposed in the model by Fell and colleagues (2002). 
The baseline attention interpretation provided by Nakatani et al. (2005) 
to account for their findings seems reasonable. However, the question 
remains why anticipatory synchronization should generally be smaller 
for long T1-T2 lags. That is, if short-lag and long-lag trials are presented 
randomly as in the study by Nakatani and colleagues (2005), on average 
anticipatory synchrony should be comparable for short-lag and long-
lag trials, even though it might make a difference only for short-lag 
trials. Models on the role of oscillatory activity in the AB propose that 
the inhibition of post-T2 gamma activity may cause the AB (Dehaene 
et al., 2003; Fell et al., 2002). The empirical studies reviewed above have 
so far failed to provide evidence in support of these models. 
emergIng pIcture                                          
from empIrIcal StudIeS
The  picture  emerging  from  the  research  on  oscillatory  activity  re-
viewed here shows that the successful identification of both targets in 
an AB paradigm relates to a dynamic interplay of oscillations at dif-
ferent frequencies occurring at different moments in time. As is illus-
trated in Figure 4, even before the first target is shown, AB and no-AB 
trials differ systematically. Pre-T1 inter-area phase locking has been 
suggested to be beneficial to T2 performance in the AB task (Gross 
Figure 4.
summary of the empirical findings of studies on oscillatory brain activity in the attentional blink. Findings are sorted by frequency 
bands (theta and beta highlighted in white, alpha and gamma highlighted in grey) and are shown in approximate temporal relation 
to t1 and t2 presentation. yellow indicates changes in inter-area phase locking, blue codes for amplitude changes, and red codes for 
inter-trial phase consistency changes. Arrows indicate the direction of the change. Upward arrows indicate that an increase of activity 
has been linked to good performance in the AB task, whereas downward arrows indicate that a decrease in activity has been linked 
to good performance in the AB task. the numbers indicate the corresponding study. the diamond indicates findings that likely reflect 
the steady-state visual evoked potential (ssveP). the square indicates studies that only looked at activation related to distractors. 
(1) gross, schmitz, schnitzler, Kessler, shapiro, hommel, and schnitzler (2004) and gross, schmitz, schnitzler, Kessler, shapiro, hom-
mel, and schnitzler (2006). (2) Keil and heim (2009). (3) Keil, ihssen, and heim (2006). (4) Kranczioch, debener, Maye, and engel (2007). 
(5) Maclean and Arnell (2011). (6) Martens, Munneke, smid, and Johnson (2006). (7) nakatani et al. (2005). (8) slagter, lutz, greischar, 
nieuwenhuis, and davidson (2009). (9) wierda, van rijn, taatgen, and Martens (2010).AdvAnces in cognitive Psychology review Article
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et al., 2004; Kranczioch et al., 2007; Nakatani et al., 2005). Moreover, 
relatively higher alpha power in expectation of an RSVP trial, reduced 
distractor-related activity and decreases in both power and synchrony 
in the alpha frequency range just before T1 onset have been linked to 
escaping the AB (Kranczioch et al., 2007; Martens et al., 2006; Slagter 
et al., 2009; Wierda et al., 2010). Differences in oscillatory activity con-
tinue after the presentation of the first target. Around T1 an increase 
in alpha power becomes apparent in no-AB trials (Slagter et al., 2009) 
that lasts until after T2 presentation (Kranczioch et al., 2007). The ss-
VEP response to T1 is reduced in no-AB trials while at the same time 
the T2-ssVEP response is enhanced (Keil & Heim, 2009; Keil et al., 
2006; Kranczioch et al., 2007; Martens et al., 2006; Wierda et al., 2010). 
Successful  target  detection  is  furthermore  linked  to  target-related 
synchronization increases after T1 and T2 in the theta and beta bands 
(Gross et al., 2004, 2006; Kranczioch et al., 2007; Slagter et al., 2009) 
and systematic desynchronization in the beta band (Gross et al., 2004, 
2006).
Pre-T1 activity 
Differences in pre-T1 alpha activity (Kranczioch et al., 2007; Slagter 
et al., 2009) during the RSVP stream most likely reflect differences in 
the ssVEP. The reduction of this activity in no-AB trials may repre-
sent a restriction of resources devoted to the processing of T1 and/
or the distractor stream, an interpretation supported by the observed 
performance-related modulations of the distractor ssVEP (Martens & 
Valchev, 2009; Wierda et al., 2010) as well as the performance-related 
modulations  in  alpha  activity  in  expectation  of  the  RSVP  stream 
(MacLean  &  Arnell,  2011).  Pre-T1  or  anticipatory  beta  inter-area 
phase locking (Gross et al., 2004, 2006; Kranczioch et al., 2007) could 
reflect preparation of the system, which would allow faster succession 
of stable states. This is generally in line with the interpretation of an-
ticipatory gamma band inter-area phase locking reflecting the recruit-
ment of processing resources put forward by Nakatani et al. (2005). It 
might also reflect a top-down process responsible for the retention of 
processing resources. This fits well with the suggestion that beta activ-
ity is related to endogenously driven top-down attention which helps 
to maintain the current cognitive set and gives it priority over new sig-
nals (Engel & Fries, 2010). According to this idea one would not expect 
an anticipatory increase in gamma activity in no-AB trials though, as 
this would facilitate the conveyance of bottom-up signals (Buschman 
& Miller, 2007; Engel & Fries, 2010). This is in conflict with the findings 
of Nakatani et al. (2005), and more research is clearly needed in order 
to solve this contradiction. 
The studies on oscillatory activity in the AB provide converging 
evidence that whether in a given instance an AB occurs or not is related 
to the pre-T1 state of the brain. This opens a new perspective on the 
mechanisms underlying the AB that neither ERP nor fMRI research 
could so far provide, but is in line with the general notion that the 
current state of the brain modulates stimulus evoked responses and 
the processing of incoming information (Arieli, Sterkin, Grinvald, & 
Aertsen, 1996; Fontanini & Katz, 2008). Whether creating a brain state 
that is particularly advantageous for the task demands of the AB is 
under volitional control and whether the pre-T1 brain state is causally 
linked to the occurrence of the AB remains to be studied and is one of 
the main interests of our work.
Post-T1 activity 
Differences in oscillatory activity continue after the presentation of 
the first target and are evident in the alpha band (Kranczioch et al., 
2007; Slagter et al., 2009), the ssVEP (Keil & Heim, 2009; Keil et al., 
2006), the theta (Slagter et al., 2009), and beta bands (Gross et al., 2004, 
2006; Kranczioch et al., 2007). In detail, improved performance in 
the AB has been linked to increased alpha activity around and after 
the presentation of T1, which could indicate the activity of inhibitory 
processes (Klimesch et al., 2007). Inhibition could help to prevent that 
T1 and the surrounding distractors receive too much of a capacity-
limited resource. This fits well with the result that no-AB trials are 
associated with a relatively smaller T1-ssVEP response and a relatively 
larger T2-ssVEP response, respectively thought to reflect inhibition and 
facilitation of early sensory processing (Keil & Heim, 2009; Keil et al., 
2006). It is interesting to note that in line with ERP studies (Dell’Acqua 
et al., 2006; Jolicoeur et al., 2006; Kranczioch et al., 2007; Sergent et al., 
2005; Vogel et al., 1998) oscillation studies did not observe differences 
between target-evoked activity in AB and no-AB trials before this ss-
VEP response, that is, at about 170-200 ms. Thus, oscillation data so 
far support the view that with regard to the processing of target stimuli 
the AB operates at a stage after initial sensory processing even though 
early, pre-target anticipatory synchronization may set the stage for the 
differences in processing.
Analyses of beta band synchronization patterns in the time period 
of T1 and T2 presentation indicated that successful target processing 
is associated with target-related synchronization and, in interestingly, 
systematic desynchronization (Gross et al., 2004, 2006). This synchro-
nization/desynchronization pattern could reflect a mechanism for en-
hancing target processing and suppressing the processing of distractors 
within a network consisting of areas relevant for target detection, visual 
attention, and working memory that is particularly relevant for avoid-
ing the AB (Gross et al., 2004). However, in particular the desynchro-
nization between the T1-related synchronization and the T2-related 
synchronization could also reflect an essential mechanism required for 
the successful transition between two stable oscillatory states. In this 
scenario, suppression of distractors would be a by-product of the stable 
states and the destabilisation between them (Gross et al., 2004; Kessler 
et al., 2005, 2006). The enhancement of theta synchronization after T1 
and T2 for successfully indentified targets fits very well in this picture 
and may in particular reflect the working memory component of this 
network (Slagter et al., 2009). 
Once T1 is presented, the timing and interplay of facilitatory and 
inhibitory or modulating processes in the form of beta and theta oscil-
lations seems to be of particular importance. Escaping the AB is most 
likely if the processing of distractors close to T1 and T2 can be sup-
pressed and if the resources that are directed at T1 and that facilitate its 
processing are somewhat reduced, in favour of T2. Whether in a given 
trial this interplay can operate successfully could depend on the timely AdvAnces in cognitive Psychology review Article
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and sufficient conveyance of top-down signals. Top-down processing 
has been linked to beta band activity (Engel & Fries, 2010). Insufficient 
top-down control could lead to deficits in both the inhibition of dis-
tractors and the attenuation of T1 processing or to a slower succes-
sion of stable states and a lack of facilitation of T2 processing. If this is 
correct then beta band activity should not only be reduced for AB as 
compared to no-AB trials as has been shown previously (Gross et al., 
2004; Kranczioch et al., 2007) but could also be expected to be reduced 
or delayed for so-called blinkers that show a large AB deficit (Feinstein 
et al., 2004; Martens et al., 2006; Martens & Valchev, 2009). A similar 
prediction can be made for standard AB setups as compared to setups 
that have been found to reduce the AB (Olivers & Nieuwenhuis, 2005, 
2006; Taatgen, Juvina, Schipper, Borst, & Martens, 2009; Wierda et 
al., 2010); again a larger AB deficit should be linked to reduced beta 
band activity. However, the finding that AB performance can improve 
without an accompanying change in beta activity (Slagter et al., 2009) 
indicates that modulations of beta activity are only part of the story.
concluSIon
In a recent extensive review of AB theories and behavioural data, Dux 
and Marois (2009) argue that none of the AB models can account for all 
the findings in the literature and that therefore the most likely scenario 
is that the AB has a multifactorial origin. They leave however open the 
possibility that these multiple processes rely on a common capacity-
limited resource, which, however, would again fall short to explain all 
the findings. Along similar lines, Hommel and co-workers (2006) con-
clude from the neuroscientific evidence that it is unlikely that the AB 
can be tracked down to a single cortical structure or system, but that 
it seems that the AB arises from the fact that several components have 
to interact as a network. The problem is that communication within 
this network can refer to only one topic at a time, effectively creating 
a bottleneck for target processing. The empirical evidence Hommel 
and colleagues (2006) could draw upon at that time suggested that the 
communication within the network and in particular the bottleneck 
are tightly linked to beta band synchronization and desynchronization 
during target processing. Research on oscillatory brain activity in the 
AB published since then adds to this that task-relevant communication 
within the network may also be evident in other frequency bands at 
varying latencies, and that a modulation in the AB can occur without 
an accompanying modulation in beta activity. Taking a closer look at 
these recent findings and their interactions with beta band activity and 
performance and introducing experimental manipulations of oscilla-
tory brain activity will not only help to better understand the AB, but 
also why the mechanism creating the AB, whatever its nature, can still 
be bypassed in conditions that should normally result in blinking the 
target.
FooTnoTes
1 See Hanslmayr, Gross, Klimesch, and Shapiro (2011) for a detailed 
discussion of the potential role and interplay of alpha amplitude, phase, 
and inter-area phase locking.
2 It should be noted that recent studies by Yuval-Greenberg and 
colleagues  (Yuval-Greenberg  &  Deouell,  2009;  Yuval-Greenberg, 
Tomer, Keren, Nelken, & Deouell, 2008) suggest that many findings of 
induced gamma band responses, and in particular in EEG data, might 
not reflect neural activity but are the result of minute movements of 
extraocular muscles, called microsaccades (for a recent review of this 
topic, see Schwartzman & Kranczioch, 2011).
acknowledGemenTs
This  research  was  supported  by  a  grant  from  the  Deutsche 
Forschungsgemeinschaft to Cornelia Kranczioch (KR 3433/2-1).
ReFeRences
Arieli, A., sterkin, A., grinvald, A., & Aertsen, A. (1996). dynamics of 
ongoing activity: explanation of the large variability in evoked 
cortical responses. Science, 273(5283), 1868-1871.
Baars, B. (1998). A cognitive theory of consciousness. new york: 
cambridge University Press.
Broadbent, d. e., & Broadbent, M. h. (1987). From detection to 
identification: response to multiple targets in rapid serial visu-
al presentation. Perception & Psychophysics, 42(2), 105-113.
Busch, n. A., debener, s., Kranczioch, c., engel, A. K., & herrmann, 
c. s. (2004). size matters: effects of stimulus size, duration, 
and eccentricity on the visual gamma-band response. Clinical 
Neurophysiology, 115(8), 1810-1820.
Busch, n. A., dubois, J., & vanrullen, r. (2009). the phase of ongo-
ing eeg oscillations predicts visual perception. The Journal of 
Neuroscience, 29(24), 7869-7876.
Buschman, t. J., & Miller, e. K. (2007). top-down versus bottom-
up control of attention in the prefrontal and posterior parietal 
cortices. Science, 315(5820), 1860-1862.
Buschman, t. J., & Miller, e. K. (2009). serial, covert shifts of atten-
tion during visual search are reflected by the frontal eye fields 
and  correlated  with  population  oscillations.  Neuron,  63(3), 
386-396.
cahn, B. r., & Polich, J. (2006). Meditation states and traits: eeg, 
erP, and neuroimaging studies. Psychological Bulletin, 132(2), 
180-211.
chun, M. M., & Potter, M. c. (1995). A two-stage model for multiple 
target detection in rapid serial visual presentation. Journal of 
Experimental Psychology: Human Perception and Performance, 
21(1), 109-127. 
coull, J. t. (2004). fMri studies of temporal attention: Allocating 
attention within, or towards, time. Brain research. Cognitive 
Brain Research, 21(2), 216-226.
dawson, g. d. (1954). A summation technique for the detection 
of small evoked potentials. Electroencephalography and Clinical 
Neurophysiology, 6(1), 65-84.
debener, s., herrmann, c. s., Kranczioch, c., gembris, d., & engel, 
A. K. (2003). top-down attentional processing enhances audi-
tory  evoked  gamma  band  activity.  NeuroReport,  14(5),  683-
686.AdvAnces in cognitive Psychology review Article
http://www.ac-psych.org 2011 • volume 7 (special issue) • 92-107 104
dehaene, s., sergent, c., & changeux, J. P. (2003). A neuronal 
network model linking subjective reports and objective physi-
ological data during conscious perception. Proceedings of the 
National  Academy  of  Sciences  USA,  100(14),  8520-8525.
dell’Acqua, r., sessa, P., Jolicoeur, P., & robitaille, n. (2006). spatial 
attention freezes during the attention blink. Psychophysiology, 
43(4), 394-400.
delorme, A., & Makeig, s. (2004). eeglAB: An open source toolbox 
for analysis of single-trial eeg dynamics including indepen-
dent  component  analysis.  Journal  of  Neuroscience  Methods, 
134(1), 9-21.
di lollo, v., enns, J. t., & rensink, r. A. (2000). competition for 
consciousness  among  visual  events:  the  psychophysics  of 
reentrant visual processes. Journal of Experimental Psychology: 
General, 129(4), 481-507.
draganova, r., & Popivanov, d. (1999). Assessment of eeg fre-
quency dynamics using complex demodulation. Physiological 
Research, 48(2), 157-165.
dux, P. e., & Marois, r. (2009). the attentional blink: A review of 
data and theory. Attention, Perception, & Psychophysics, 71(8), 
1683-1700.
engel, A. K., & Fries, P. (2010). Beta-band oscillations: signalling 
the status quo? Current Opinion in Neurobiology, 20(2), 156-
165.
engel, A. K., Fries, P., König, P., Brecht, M., & singer, w. (1999). 
temporal  binding,  binocular  rivalry,  and  consciousness. 
Consciousness and Cognition, 8(2), 128-151.
engel, A. K., Fries, P., & singer, w. (2001). dynamic predictions: 
oscillations  and  synchrony  in  top-down  processing.  Nature 
Reviews Neuroscience, 2(10), 704-716.
Feinstein, J. s., stein, M. B., castillo, g. n., & Paulus, M. P. (2004). 
From sensory processes to conscious perception. Consciousness 
and Cognition, 13(2), 323-335.
Fell, J., Klaver, P., elger, c. e., & Fernandez, g. (2002). suppression 
of  eeg  gamma  activity  may  cause  the  attentional  blink. 
Consciousness and Cognition, 11(1), 114-122.
Fontanini, A., & Katz, d. B. (2008). Behavioral states, network states, 
and sensory response variability. Journal of Neurophysiology, 
100(3), 1160-1168.
Fries, P. (2005). A mechanism for cognitive dynamics: neuronal 
communication  through  neuronal  coherence.  Trends  in 
Cognitive Sciences, 9(10), 474-480.
Fries, P. (2009). neuronal gamma-band synchronization as a fun-
damental process in cortical computation. Annual Review of 
Neuroscience, 32, 209-224.
gross, J., Kujala, J., hamalainen, M., timmermann, l., schnitzler, 
A., & salmelin, r. (2001). dynamic imaging of coherent sources: 
studying neural interactions in the human brain. Proceedings 
of the National Academy of Sciences USA, 98(2), 694-699.
gross, J., schmitz, F., schnitzler, i., Kessler, K., shapiro, K., hommel, 
B., & schnitzler, A. (2004). Modulation of long-range neural 
synchrony reflects temporal limitations of visual attention in 
humans. Proceedings of the National Academy of Sciences of the 
United States of America, 101(35), 13050-13055.
gross, J., schmitz, F., schnitzler, i., Kessler, K., shapiro, K., hommel, 
B., & schnitzler, A. (2006). Anticipatory control of long-range 
phase synchronization. The European Journal of Neuroscience, 
24(7), 2057-2060.
gutberlet, i. d. s., Jung, t. P., & Makeig, s. (2009). techniques of 
eeg recording and preprocessing. in s. tong & n. v. thakor 
(eds.), Quantitative EEG analysis methods and clinical applica-
tions (pp. 23-50). london: Artech house.
hanslmayr,  s.,  Aslan,  A.,  staudigl,  t.,  Klimesch,  w.,  herrmann, 
c. s., & Bauml, K. h. (2007). Prestimulus oscillations predict 
visual perception performance between and within subjects. 
NeuroImage, 37(4), 1465-1473.
hanslmayr, s., gross, J., Klimesch, w., & shapiro, K. l. (2011). the 
role of alpha oscillations in temporal attention. Brain Research 
Reviews, 67(1-2), 331-343.
hanslmayr, s., Klimesch, w., sauseng, P., gruber, w., doppelmayr, 
M., Freunberger, r., & Pecherstorfer, t. (2005). visual discrimina-
tion performance is related to decreased alpha amplitude but 
increased phase locking. Neuroscience Letters, 375(1), 64-68.  
hein, g., Alink, A., Kleinschmidt, A., & Müller, n. g. (2009). the 
attentional blink modulates activity in the early visual cortex. 
Journal of Cognitive Neuroscience, 21(1), 197-206.
herrmann, c. s. (2001). human eeg responses to 1-100 hz flicker: 
resonance phenomena in visual cortex and their potential cor-
relation to cognitive phenomena. Experimental Brain Research, 
137(3-4), 346-353. 
herrmann, c. s., Fründ, i., & lenz, d. (2010). human gamma-band 
activity: A review on cognitive and behavioral correlates and 
network  models.  Neuroscience  and  Biobehavioral  Reviews, 
34(7), 981-992.
herrmann, c. s., grigutsch, M., & Busch, n. (2002). eeg oscillations 
and wavelet analysis. in t. c. handy (ed.), Event-related poten-
tials: A methods handbook. london: Mit Press.
herrmann, c. s., & Kaiser, J. (2010). eeg gamma-band responses 
reflect human behavior: An overview. International Journal of 
Psychophysiology, 79(1), 1-2.
herrmann, c. s., & Knight, r. t. (2001). Mechanisms of human at-
tention: event-related potentials and oscillations. Neuroscience 
and Biobehavioral Reviews, 25(6), 465-476.
herrmann, c. s., & Mecklinger, A. (2000). Magnetoencephalographic 
responses to illusory figures: early evoked gamma is affected 
by  processing  of  stimulus  features.  International  Journal  of 
Psychophysiology, 38(3), 265-281.
herrmann, c. s., & Mecklinger, A. (2001). gamma activity in hu-
man eeg is related to high-speed memory comparisions dur-
ing object selective attentions. Visual Cognition, 8, 593-608.
herrmann, c. s., Munk, M. h., & engel, A. K. (2004). cognitive func-
tions of gamma-band activity: Memory match and utilization. 
Trends in Cognitive Sciences, 8(8), 347-355.
hoechstetter, K., Bornfleth, h., weckesser, d., ille, n., Berg, P., & AdvAnces in cognitive Psychology review Article
http://www.ac-psych.org 2011 • volume 7 (special issue) • 92-107 105
scherg, M. (2004). BesA source coherence: A new method to 
study  cortical  oscillatory  coupling.  Brain  Topography,  16(4), 
233-238.
hommel, B., Kessler, K., schmitz, F., gross, J., Akyurek, e., shapiro, 
K., & schnitzler, A. (2006).  how  the  brain  blinks: towards  a 
neurocognitive model of the attentional blink. Psychological 
Research, 70(6), 425-435.
Jensen, o., & tesche, c. d. (2002). Frontal theta activity in humans 
increases with memory load in a working memory task. The 
European Journal of Neuroscience, 15(8), 1395-1399.
Johnston, s. J., shapiro, K. l., vogels, w., & roberts, n. J. (2007). 
imaging the attentional blink: Perceptual versus attentional 
limitations. NeuroReport, 18(14), 1475-1478.
Jolicoeur, P., sessa, P., dell’Acqua, r., & robitaille, n. (2006). on 
the control of visual spatial attention: evidence from human 
electrophysiology. Psychological Research, 70(6), 414-424.
Keil, A., & heim, s. (2009). Prolonged reduction of electrocortical 
activity predicts correct performance during rapid serial visual 
processing. Psychophysiology, 46(4), 718-725.
Keil, A., ihssen, n., & heim, s. (2006). early cortical facilitation for 
emotionally arousing targets during the attentional blink. BMC 
Biology, 4, 23.
Kessler, K., gross, J., schmitz, F., & schnitzler, A. (2006). cortical 
dynamics and synchronization related to multiple target con-
solidation  under  rapid-serial-visual-presentation  conditions. 
Journal of Physiology, Paris, 99(1), 21-28.
Kessler,  K.,  schmitz,  F.,  gross,  J.,  hommel,  B.,  shapiro,  K.,  & 
schnitzler, A. (2005). target consolidation under high temporal 
processing demands as revealed by Meg. NeuroImage, 26(4), 
1030-1041.
Kim, c. y., & Blake, r. (2005). Psychophysical magic: rendering the 
visible “invisible”. Trends in Cognitive Sciences, 9(8), 381-388.
Klimesch, w. (1999). eeg alpha and theta oscillations reflect cog-
nitive and memory performance: A review and analysis. Brain 
Research. Brain Research Reviews, 29(2-3), 169-195.
Klimesch, w., doppelmayr, M., schwaiger, J., Auinger, P., & winkler, 
t. (1999). “Paradoxical” alpha synchronization in a memory task. 
Brain  research.  Cognitive  Brain  Research,  7(4),  493-501.
Klimesch, w., sauseng, P., & hanslmayr, s. (2007). eeg alpha oscil-
lations: the inhibition-timing hypothesis. Brain research. Brain 
Research Reviews, 53(1), 63-88. 
Kranczioch, c. (2004). Neural correlates of target detection in the 
attentional blink. Unpublished Ph.d. thesis, otto-von-guericke-
Universität Magdeburg, germany.   
Kranczioch, c., debener, s., & engel, A. K. (2003). event-related 
potential  correlates  of  the  attentional  blink  phenomenon. 
Brain research. Cognitive Brain Research, 17(1), 177-187.  
Kranczioch, c., debener, s., herrmann, c. s., & engel, A. K. (2006). 
eeg gamma-band activity in rapid serial visual presentation. 
Experimental Brain Research, 169(2), 246-254. 
Kranczioch,  c.,  debener,  s.,  Maye,  A.,  &  engel,  A.  K.  (2007). 
temporal dynamics of access to consciousness in the atten-
tional blink. NeuroImage, 37(3), 947-955.
Kranczioch, c., debener, s., schwarzbach, J., goebel, r., & engel, 
A. K. (2005). neural correlates of conscious perception in the 
attentional blink. NeuroImage, 24(3), 704-714. 
lachaux, J. P., rodriguez, e., Martinerie, J., & varela, F. J. (1999). 
Measuring  phase  synchrony  in  brain  signals.  Human  Brain 
Mapping, 8(4), 194-208.
luck, s. J. (2005). An introduction to the event-related potential 
technique. london: the Mit Press.
luck, s. J., vogel, e. K., & shapiro, K. l. (1996). word meanings can 
be  accessed  but  not  reported  during  the  attentional  blink. 
Nature, 383(6601), 616-618.
Maclean, M. h., & Arnell, K. M. (2011). greater attentional blink 
magnitude  is  associated  with  higher  levels  of  anticipatory 
attention as measured by alpha event-related desynchroniza-
tion (erd). Brain Research, 1387, 99-107.
Makeig, s., debener, s., onton, J., & delorme, A. (2004). Mining 
event-related brain dynamics. Trends in Cognitive Sciences, 8(5), 
204-210.
Marcantoni,  w.  s.,  lepage,  M.,  Beaudoin,  g.,  Bourgouin,  P.,  & 
richer, F. (2003). neural correlates of dual task interference in 
rapid visual streams: An fMri study. Brain and Cognition, 53(2), 
318-321.
Marois, r., chun, M. M., & gore, J. c. (2000). neural correlates of 
the attentional blink. Neuron, 28(1), 299-308.
Marois, r., yi, d. J., & chun, M. M. (2004). the neural fate of con-
sciously perceived and missed events in the attentional blink. 
Neuron, 41(3), 465-472.
Martens, s., Munneke, J., smid, h., & Johnson, A. (2006). Quick 
minds  don’t  blink:  electrophysiological  correlates  of  indi-
vidual differences in attentional selection. Journal of Cognitive 
Neuroscience, 18(9), 1423-1438.
Martens, s., & valchev, n. (2009). individual differences in the at-
tentional blink. the important role of irrelevant information. 
Experimental Psychology, 56(1), 18-26.
Martens,  s.,  &  wyble,  B.  (2010).  the  attentional  blink:  Past, 
present, and future of a blind spot in perceptual awareness. 
Neuroscience  and  Biobehavioral  Reviews,  34(6),  947-957.
Mathewson, K. e., Fabiani, M., gratton, g., Beck, d. M., & lleras, A. 
(2010). rescuing stimuli from invisibility: inducing a momen-
tary release from visual masking with pre-target entrainment. 
Cognition, 115(1), 186-191.
Mathewson, K. e., gratton, g., Fabiani, M., Beck, d. M., & ro, t. 
(2009). to see or not to see: Prestimulus alpha phase predicts 
visual  awareness.  The  Journal  of  Neuroscience,  29(9),  2725-
2732.
McArthur, g., Budd, t., & Michie, P. (1999). the attentional blink 
and P300. NeuroReport, 10(17), 3691-3695.
Müller,  M.  M.,  &  hillyard,  s.  (2000).  concurrent  recording  of 
steady-state and transient event-related potentials as indices 
of visual-spatial selective attention. Clinical Neurophysiology, 
111(9), 1544-1552. AdvAnces in cognitive Psychology review Article
http://www.ac-psych.org 2011 • volume 7 (special issue) • 92-107 106
Müller, M. M., & hübner, r. (2002). can the spotlight of attention 
be shaped like a doughnut? evidence from steady-state visual 
evoked potentials. Psychological Science, 13(2), 119-124.  
Müller, M. M., Malinowski, P., gruber, t., & hillyard, s. A. (2003). 
sustained  division  of  the  attentional  spotlight.  Nature, 
424(6946), 309-312. 
Müller,  M.  M.,  teder,  w.,  &  hillyard,  s.  A.  (1997). 
Magnetoencephalographic  recording  of  steady-state  visual 
evoked cortical activity. Brain Topography, 9(3), 163-168.
nakatani, c., ito, J., nikolaev, A. r., gong, P., & van leeuwen, c. 
(2005). Phase synchronization analysis of eeg during atten-
tional blink. Journal of Cognitive Neuroscience, 17(12), 1969-
1979.
nieuwenstein, M. r. (2006). top-down controlled, delayed selec-
tion in the attentional blink. Journal of Experimental Psychology: 
Human Perception and Performance, 32(4), 973-985.
nieuwenstein, M. r., chun, M. M., van der lubbe, r. h., & hooge, 
i. t. (2005). delayed attentional engagement in the attentional 
blink.  Journal of Experimental Psychology: Human Perception 
and Performance, 31(6), 1463-1475.
nieuwenstein, M. r., & Potter, M. c. (2006). temporal limits of se-
lection and memory encoding: A comparison of whole versus 
partial report in rapid serial visual presentation. Psychological 
Science, 17(6), 471-475.
nieuwenstein, M. r., Potter, M. c., & theeuwes, J. (2009). Unmasking 
the  attentional  blink.  Journal  of  Experimental  Psychology: 
Human  Perception  and  Performance,  35(1),  159-169.
nunez, P. l., silberstein, r. B., shi, Z., carpenter, M. r., srinivasan, 
r., tucker, d. M., et al. (1999). eeg coherency ii: experimental 
comparisons of multiple measures. Clinical Neurophysiology, 
110(3), 469-486.
nunez,  P.  l.,  srinivasan,  r.,  westdorp,  A.  F.,  wijesinghe,  r.  s., 
tucker, d. M., silberstein, r. B., & cadusch, P. J. (1997). eeg co-
herency. i: statistics, reference electrode, volume conduction, 
laplacians,  cortical  imaging,  and  interpretation  at  multiple 
scales.  Electroencephalography  and  Clinical  Neurophysiology, 
103(5), 499-515.
olivers, c. n. l., & nieuwenhuis, s. (2005). the beneficial effect of 
concurrent task-irrelevant mental activity on temporal atten-
tion. Psychological Science, 16(4), 265-269.
olivers, c. n. l., & nieuwenhuis, s. (2006). the beneficial effects 
of additional task load, positive affect, and instruction on the 
attentional blink. Journal of Experimental Psychology: Human 
Perception and Performance, 32(2), 364-379.
onoda,  K.,  okamoto, y.,  shishida,  K.,  hashizume,  A.,  Ueda,  K., 
yamashita, h., & yamawaki, s. (2007). Anticipation of affective 
images and event-related desynchronization (erd) of alpha 
activity: An Meg study. Brain Research, 1151, 134-141.
Palva,  s.,  linkenkaer-hansen,  K.,  näätänen,  r.,  &  Palva,  J.  M. 
(2005).  early  neural  correlates  of  conscious  somatosensory 
perception. The Journal of Neuroscience, 25(21), 5248-5258.
Potter, M. c., staub, A., & o’connor, d. h. (2002). the time course of 
competition for attention: Attention is initially labile. Journal of 
Experimental Psychology: Human Perception and Performance, 
28(5), 1149-1162.
raymond, J. e., shapiro, K. l., & Arnell, K. M. (1992). temporary 
suppression of visual processing in an rsvP task: An attention-
al blink? Journal of Experimental Psychology: Human Perception 
and Performance, 18(3), 849-860. 
regan,  d.  (1966).  some  characteristics  of  average  steady-
state  and  transient  responses  evoked  by  modulated  light. 
Electroencephalography  and  Clinical  Neurophysiology,  20(3), 
238-248.
rodriguez, e., george, n., lachaux, J. P., Martinerie, J., renault, 
B., & varela, F. J. (1999). Perception’s shadow: long-distance 
synchronization  of  human  brain  activity.  Nature,  397(6718), 
430-433.
rolke, B., heil, M., streb, J., & hennighausen, e. (2001). Missed 
prime words within the attentional blink evoke an n400 se-
mantic priming effect. Psychophysiology, 38(2), 165-174.
romei, v., gross, J., & thut, g. (2010). on the role of prestimulus 
alpha rhythms over occipito-parietal areas in visual input re-
gulation: correlation or causation? The Journal of Neuroscience, 
30(25), 8692-8697.
sauseng, P., griesmayr, B., Freunberger, r., & Klimesch, w. (2010). 
control  mechanisms  in  working  memory:  A  possible  func-
tion of eeg theta oscillations. Neuroscience and Biobehavioral 
Reviews, 34(7), 1015-1022.
sauseng, P., & Klimesch, w. (2008). what does phase information 
of oscillatory brain activity tell us about cognitive processes? 
Neuroscience and Biobehavioral Reviews, 32(5), 1001-1013.
schurger, A., cowey, A., cohen, J. d., treisman, A., & tallon-Baudry, 
c. (2008). distinct and independent correlates of attention and 
awareness in a hemianopic patient. Neuropsychologia, 46(8), 
2189-2197.
schurger, A., cowey, A., & tallon-Baudry, c. (2006). induced gam-
ma-band oscillations correlate with awareness in hemianopic 
patient gy. Neuropsychologia, 44(10), 1796-1803.
schwartzman, d. J., & Kranczioch, c. (2011). in the blink of an eye: 
the contribution of microsaccadic activity to the induced gam-
ma band response. International Journal of Psychophysiology, 
79(1), 73-82.
sergent, c., Baillet, s., & dehaene, s. (2005). timing of the brain 
events underlying access to consciousness during the atten-
tional blink. Nature Neuroscience, 8(10), 1391-1400.
shapiro, K. l., Johnston, s. J., vogels, w., Zaman, A., & roberts, n. 
(2007). increased functional magnetic resonance imaging ac-
tivity during nonconscious perception in the attentional blink. 
NeuroReport, 18(4), 341-345.
shapiro, K. l., raymond, J. e., & Arnell, K. M. (1994). Attention 
to visual pattern information produces the attentional blink 
in  rapid  serial  visual  presentation.  Journal  of  Experimental 
Psychology:  Human  Perception  and  Performance,  20(2),  357-
371.AdvAnces in cognitive Psychology review Article
http://www.ac-psych.org 2011 • volume 7 (special issue) • 92-107 107
shapiro, K. l., schmitz, F., Martens, s., hommel, B., & schnitzler, A. 
(2006). resource sharing in the attentional blink. NeuroReport, 
17(2), 163-166.
singer, w. (1999). neurobiology: striving for coherence. Nature, 
397(6718), 391-393.
slagter, h. A., Johnstone, t., Beets, i. A., & davidson, r. J. (2010). 
neural competition for conscious representation across time: 
An fMri study. PLoS One, 5(5), e10556.
slagter,  h.  A.,  lutz,  A.,  greischar,  l.  l.,  nieuwenhuis,  s.,  & 
davidson, r. J. (2009). theta phase synchrony and conscious 
target perception: impact of intensive mental training. Journal 
of Cognitive Neuroscience, 21(8), 1536-1549.
sokolov, A., lutzenberger, w., Pavlova, M., Preissl, h., Braun, c., 
& Birbaumer, n. (1999). gamma-band Meg activity to coher-
ent motion depends on task-driven attention. NeuroReport, 
10(10), 1997-2000.
stein, t., vallines, i., & schneider, w. X. (2008). Primary visual cor-
tex reflects behavioral performance in the attentional blink. 
NeuroReport, 19(13), 1277-1281.
summerfield,  c.,  Jack,  A.  i.,  &  Burgess,  A.  P.  (2002).  induced 
gamma activity is associated with conscious awareness of pat-
tern masked nouns. International Journal of Psychophysiology, 
44(2), 93-100.
taatgen, n. A., Juvina, i., schipper, M., Borst, J. P., & Martens, s. 
(2009). too much control can hurt: A threaded cognition model 
of the attentional blink. Cognitive Psychology, 59(1), 1-29.
tallon-Baudry, c. (2009). the  roles  of  gamma-band  oscillatory 
synchrony in human visual cognition. Frontiers in Bioscience, 
14, 321-332.
tallon-Baudry, c., Bertrand, o., delpuech, c., & Pernier, J. (1996). 
stimulus  specificity  of  phase-locked  and  non-phase-locked 
40 hz visual responses in human. The Journal of Neuroscience, 
16(13), 4240-4249.
thut,  g.,  nietzel,  A.,  Brandt,  s.  A.,  &  Pascual-leone,  A.  (2006). 
Alpha-band  electroencephalographic  activity  over  occipital 
cortex indexes visuospatial attention bias and predicts visual 
target  detection.  The  Journal  of  Neuroscience,  26(37),  9494-
9502.
tiitinen, h., May, P., & näätänen, r. (1997). the transient 40-hz 
response, mismatch negativity, and attentional processes in 
humans.  Progress  in  Neuro-Psychopharmacology  &  Biological 
Psychiatry, 21(5), 751-771.
tiitinen,  h.,  sinkkonen,  J.,  May,  P.,  &  näätänen,  r.  (1994). the 
auditory transient 40-hz response is insensitive to changes in 
stimulus features. NeuroReport, 6(1), 190-192.
trujillo, l. t., Peterson, M. A., Kaszniak, A. w., & Allen, J. J. (2005). 
eeg  phase  synchrony  differences  across  visual  perception 
conditions may depend on recording and analysis methods. 
Clinical Neurophysiology, 116(1), 172-189.
van dijk, h., schoffelen, J. M., oostenveld, r., & Jensen, o. (2008). 
Prestimulus  oscillatory  activity  in  the  alpha  band  predicts 
visual discrimination ability. The Journal of Neuroscience, 28(8), 
1816-1823.
varela, F., lachaux, J. P., rodriguez, e., & Martinerie, J. (2001). the 
brainweb: Phase synchronization and large-scale integration. 
Nature Reviews. Neuroscience, 2(4), 229-239.
verleger,  r.,  Moller,  F.,  Kuniecki,  M.,  smigasiewicz,  K.,  groppa, 
s., & siebner, h. r. (2010). the left visual-field advantage in 
rapid visual presentation is amplified rather than reduced by 
posterior-parietal  rtMs.  Experimental Brain Research,  203(2), 
355-365.
verleger, r., sprenger, A., gebauer, s., Fritzmannova, M., Friedrich, 
M., Kraft, s., & Jaśkowski, P. (2009). on why left events are the 
right ones: neural mechanisms underlying the left-hemifield 
advantage  in  rapid  serial  visual  presentation.  Journal  of 
Cognitive Neuroscience, 21(3), 474-488.
vialatte,  F.  B.,  Maurice,  M.,  dauwels,  J.,  &  cichocki,  A.  (2010). 
steady-state  visually  evoked  potentials:  Focus  on  essential 
paradigms and future perspectives. Progress in Neurobiology, 
90(4), 418-438.
visser, t. A., Bischof, w. F., & di lollo, v. (2004). rapid serial visual 
distraction: task-irrelevant items can produce an attentional 
blink. Perception & Psychophysics, 66(8), 1418-1432.
vogel, e. K., luck, s. J., & shapiro, K. l. (1998). electrophysiological 
evidence for a postperceptual locus of suppression during the 
attentional blink. Journal of Experimental Psychology: Human 
Perception and Performance, 24(6), 1656-1674. 
weichselgartner,  e.,  &  sperling,  g.  (1987).  dynamics  of  auto-
matic  and  controlled  visual  attention.  Science,  238(4828),                                           
778-780.
wierda, s. M., van rijn, h., taatgen, n. A., & Martens, s. (2010). 
distracting  the  mind  improves  performance:  An  erP  study. 
PLoS One, 5(11), e15024.
williams, M. A., visser, t. A., cunnington, r., & Mattingley, J. B. 
(2008). Attenuation of neural responses in primary visual cor-
tex during the attentional blink. The Journal of Neuroscience, 
28(39), 9890-9894.
yamagishi, n., goda, n., callan, d. e., Anderson, s. J., & Kawato, 
M. (2005). Attentional shifts towards an expected visual target 
alter the level of alpha-band oscillatory activity in the human 
calcarine cortex. Brain Research. Cognitive Brain Research, 25(3), 
799-809.
yuval-greenberg, s., & deouell, l. y. (2009). the broadband-tran-
sient induced gamma-band response in scalp eeg reflects the 
execution of saccades. Brain Topography, 22(1), 3-6.
yuval-greenberg, s., tomer, o., Keren, A. s., nelken, i., & deouell, 
l.  y.  (2008).  transient  induced  gamma-band  response  in 
eeg as a manifestation of miniature saccades. Neuron, 58(3), 
429-441.
received 21.02.2011   |   AccePted 30.08.2011