Malingering is the intentional production of false or grossly exaggerated physical or psychological symptoms motivated by external incentives such as avoiding military duty, avoiding work, obtaining financial compensation, evading criminal prosecution, or obtaining drugs (American Psychiatric Association, 2000) . Estimates of its prevalence vary widely. In the United States, for example, Suchy and Sweet (2000) evaluated performance on the Information/Orientation (IO) subtest of the Wechsler Memory Scale-Revised (WMS-R) and estimated that 24% of benefit-seeking patients were malingering, and Andrikopoulos (2001) concluded that the malingering rate is even higher in this same population. Among Dutch patients involved in litigation after whiplash trauma, 61% were identified as malingering (Schmand et al., 1998) . In Germany, 14% of 145 patients with chemosensory dysfunction after trauma or exposure to occupational and environmental toxins were classified as malingerers (Delank, Nieschalk, Schmäl, & Stoll, 1999) .
These high malingering rates pose serious legal and ethical problems for society. They also pose special problems for experts called upon to evaluate the sensory capacities of individuals claiming sensory and perceptual loss. In this article, we introduce a new method to better discriminate patients with a true sensory loss from malingering patients feigning a loss. We will illustrate this method in the context of chemosensory thresholds, but the described technique can be used with any sensory modality.
Broadly speaking, the general strategy for detecting malingering is to use techniques that reveal behavior inconsistent with the claimed loss. In the field of personality assessment and psychological/psychiatric disorders, for example, the use of this strategy for the detection of malingering has a long history (Hall & Poirier, 2000; Rogers, 1997) . Indeed, most standard diagnostic tests include groups of items specifically designed to detect persons who are faking psychiatric disorders or who are attempting to hide psychiatric disorders (Nicholson et al., 1997) . A claimed sensory loss may be the basis of a personal injury lawsuit or the seeking of disability benefits. In such cases, a detailed history of the complaint can reveal inconsistencies, but these by themselves may not be sufficient to prove malingering in a court of law.
What is needed are objective measurements of sensory performance that also can serve as indicators of deception. In vision, one can make use of the fact that it is not possible to detect which of the two eyes is being stimulated (Fahle & Mohn, 1989) . In the chemical senses, Löhner (1940) , assuming that olfactory information and nasal trigeminal information are conveyed in separate neural channels, used both chemosensory and trigeminal stimuli to discriminate between true and simulated anosmias. Unfortunately, with this approach, patients with a total or partial loss of olfactory sensitivity may also show a decrease in the perception of trigeminal stimuli, as measured both by event-related potentials (Hummel et al., 1996) and by psychophysical methods (Gudziol, Schubert, & Hummel, 2001) . Furthermore, Leopold, Hornung, and Schwob (1992) concluded that congenital anosmic patients were unable to identify both olfactory and trigeminal odorants, although many of the patients appeared to have some-albeit diminished-ability to perceive at least some component of trigeminal stimuli.
Several suprathreshold tests of olfactory identification have the potential to discover malingerers. In the University of Pennsylvania Smell Identification Test (UPSIT), chance identification performance is 25% correct, and if one does significantly worse than that, one is classified as probably malingering (Doty, Shaman, Kimmelman, & Dann, 1984) . The Odorant Confusion Matrix (OCM), a test in which 10 different odorants and a blank are each presented 10 times, uses the pattern of identification responses to detect malingerers. Malingerers described vinegar with significantly fewer irritant labels than did true anosmics (Kurtz, White, Hornung, & Belknap, 1999) .
Threshold evaluation offers advantages for detecting malingerers because the limits of detection performance for normal, anosmic, and malingering observers can be predicted from detection theory (D. M. Green & Swets, 1966 /1974 Macmillan & Creelman, 1991; Wickens, 2002) . Figure 1 illustrates the receiver operating characteristics (ROCs) of a normal (upper-left panel), an anosmic (upper-right panel), and a malingerer with normal sensory capacity (lower-left panel) in a single-interval detection experiment using a weak stimulus. In a twoalternative, forced-choice (2AFC) paradigm, the probability of being correct corresponds to the area under the ROC curve. The normal observer obtains a hit rate (saying "yes" when the stimulus is present) that is higher than the false alarm rate (saying "yes" when the stimulus is absent). A blind observer obtains a hit rate equal to the false alarm rate. Persons who use sensory information to make the wrong response (i.e., to say "no" when the truthful answer is "yes") will have a hit rate that is less than the false alarm rate. Their ability to give the wrong answer is limited by their ability to correctly detect the stimulus. Thus, a person with normal sensory capacity can generate hit rate-false alarm rate pairs that must lie within the response envelope shown in the lower-right panel of Figure 1 . The stronger the stimulus becomes, the more bowed the ROC response envelope becomes.
To our knowledge, no threshold-as opposed to suprathreshold-tests to determine chemosensory sensitivity are currently used to detect malingerers. True anosmics would be expected to perform detection tasks at chance level. Malingerers, on the other hand, often perform at levels below chance (see, e.g., Prigatano, Smason, Lamb, & Bortz, 1997) . Perhaps malingerers can be discriminated from anosmics on the basis of their detection probabilities.
In the clinic of the Rocky Mountain Taste and Smell Center, we routinely measure chemosensory thresholds using a maximum-likelihood staircase procedure, combined with a 2AFC detection paradigm (Linschoten, Harvey, Eller, & Jafek, 2001) . In this method, the stimulus concentration that would give 75% correct in the 2AFC detection task is estimated after every trial on the basis of detection performance on all previous trials. The stimulus used on the next trial is the one closest to the estimated threshold concentration. A person with a normal threshold quickly converges to the threshold value, as is illustrated in the upper panel of Figure 2 . An anosmic subject, lacking any ability to detect the stimulus, drives the staircase procedure to higher and higher levels of stimulus concentration (middle panel of Figure 2 ). A malingerer, especially one who is wrong more than predicted by chance, drives the staircase to even higher stimulus levels (lower panel of Figure 2 ). The final estimate of threshold concentration at the end of a relatively small number of trials will be quite high for both anosmics and malingerers and may be sufficiently different to allow detection of the malingerer.
Another possible way to detect malingerers is based on the fact that it is very difficult for people to generate truly random sequences (Bar-Hillel & Wagenaar, 1993; Brugger, 1997; Evans, 1978; Ginsburg & Karpiuk, 1994; Horne, Evans, & Orne, 1982; Neuringer, 1986; Towse & Valentine, 1997; Tune, 1964; Wagenaar, 1970 Wagenaar, , 1972 . In a 2AFC paradigm, two response sequences are generated by the observer: the sequence of interval choices (1 or 2) and the sequence of correct and incorrect responses. There is a third sequence, of course: the sequence of the correct interval, which is determined by computer and normally is random. The use of measures of randomness to characterize response sequences is not new in psychology (Bar-Hillel & Wagenaar, 1993; Evans, 1978; Ginsburg & Karpiuk, 1994; Neuringer, 1986; Towse, 1998; Towse & Mclachlan, 1999; Towse & Valentine, 1997; Tulving, 1962; van der Helm, 2000; van der Helm, van Lier, & Leeuwenberg, 1992; Wagenaar, 1968 Wagenaar, , 1972 , but it is new in the present context. We propose to use measures of randomness to characterize the two subjectgenerated sequences (right-wrong sequence and interval 1 or 2 sequence) for the purpose of detecting malingerers.
It is likely that the malingerer, who, of course, knows what the correct response should be, especially since the stimulus will have become quite intense after a few trials and thus should be perfectly detectable, will generate response sequences that are different from the sequences generated by the anosmic observer, who lacks this knowledge. A malingerer, for example, could simply alternate responses ("1," "2," "1," "2," . . .) to achieve the chance detection probability of .5 in a 2AFC task that is characteristic of true anosmics. Such a sequence, however, is obviously nonrandom and would be easily detected by response-sequence measures such as adjacency, runs, and coupon. The purpose of the experiment reported here, therefore, is to combine the two traditional measures of psychophysical performance (threshold and probability of being correct) with measures of responsesequence randomness in an effort to discriminate malingerers from anosmics.
METHOD Participants
Twenty adults participated in the experiment. They were divided into three experimental groups: (1) 7 normal participants (2 women, 5 men; mean age 31.4 years) with no known smell dysfunction, (2) 6 participants with anosmia, either of congenital or of posttraumatic origin (4 women, 2 men; mean age 41.3 years), and (3) 7 designated malingerers (3 women, 4 men; mean age 36.3 years) with no known smell dysfunction. Participants were randomly assigned to the normal and the malingering groups. The normal and malingering participants were recruited from employees at the University of Colorado Health Sciences Center. The anosmics were re- cruited from the patient population in the Denver area who had been previously examined in the clinic. All were paid to participate and were treated in accordance with the "Ethical Principles of Psychologists and Code of Conduct" (American Psychological Association, 1992) and the ethical standards of the University of Colorado.
Stimuli
The stimuli were 20 concentrations of butyl alcohol spanning the range in quarter log steps from well above to well below the expected normal threshold of Ϫ2.5 log percent concentration. The strongest stimulus was 4% (0.60 log units), and the weakest was 0.0000711% (Ϫ4.15 log units). Stimuli were presented to the participants as 60 ml in clean 250-ml amber glass bottles fitted with Teflon nosepieces (Dalton, Wysocki, Brody, & Lawley, 1997) . The nosepiece consisted of a hollow Teflon rod that completely filled one nostril. Keeping the other nostril closed with a finger, the subject sniffed, drawing air from the headspace of the bottle into the nose.
Procedure
The threshold measurements were carried out single blind: The tester did not know which participants belonged to which group. Before entering the testing room, normal participants were told by the first author to go in and perform the olfactory detection task as instructed by the assistant administering the test. Anosmics were told to go in and listen to the tester's instructions and perform the task, but not comment to the tester that they were in fact unable to smell anything. Malingerers were told to go in and listen to the tester's instructions and, by means of their performance on the psychophysical tests, to convince the tester that they were unable to smell anything. All participants were instructed to refrain from making any comments about their olfactory ability or lack thereof. They were to only answer questions and give responses. All participants complied with these instructions. With one exception, the malingerers were tested a 2nd time to confirm that they, in fact, had normal smell sensitivity.
Thresholds were measured with a temporal 2AFC paradigm supervised by a computer program (SensoryTester) that implemented the maximum-likelihood staircase procedure. On each trial, two bottles were presented sequentially: one containing the stimulus smell and one containing distilled water. The participant sniffed the first bottle once, then the second bottle once. The participant indicated which of the two bottles had a smell different from that of water. The computer program randomly selected the interval containing the smell. If uncertain, the participant was instructed to guess. The tester entered the participant's choice into the computer. The program then computed a new estimate of the threshold and recommended the stimulus concentration for the next trial. Each nostril was tested separately in an order that alternated with participant. Detection thresholds were determined by administering 20 trials of the maximum-likelihood adaptive-staircase procedure described above (Linschoten et al., 2001) . The stimulus used on the first trial was the same for all subjects: stimulus number 10 in the sequence of 20 concentrations (0.0126%; Ϫ1.90 log units). Each trial required about 40 sec. The testing of both nostrils was completed in about 30 min.
Data Analysis
The sequence of the 20 concentrations presented to the participant, the interval in which the stimulus was presented (1 or 2), the participant's response interval ("1" or "2"), and the sequence of correct and incorrect trials was analyzed by computing the following measures:
Log threshold concentration. The adaptive-staircase procedure provides a trial-by-trial running estimate of the log threshold concentration: the concentration that produces a detection probability of .75, halfway between chance performance (.50) and perfect detection (1.0). For reasons of computational stability, the highest possible threshold estimate could not be more than 0.5 log units above the strongest stimulus, and the lowest possible threshold estimate could not be lower than 0.5 log units below the weakest stimulus. This ceiling on the estimated threshold value is clearly seen in the middle and lower panels of Figure 2 .
Probability correct. This measure is computed over all 20 trials by comparing the interval containing the stimulus with the response given by the participant. Since the stimulus concentration can change from trial to trial, this probability of being correct does not necessarily equal the 2AFC threshold performance of .75. Response sequence measures. Towse and Valentine (1997) asked 94 subjects to generate random sequences of 100 numbers using the numbers 1-10. Towse and Neil (1998) then computed 45 different measures of randomness from these sequences. These measures are described in Appendix A. A principal component analysis of these 45 measures identified four principle factors: equality of response usage, short repetitions (the repeating of responses over small sequence lengths), long repetitions (the repeating of responses over longer sequence lengths), and prepotent associates (the tendency to produce stereotyped strings of responses). One additional measure of randomness, not computed by Towse and Neil, is information load (IL), a measure of the minimum amount of information needed to describe a sequence, based on mathematician Andrey Kolmogorov's concepts of complexity (Li & Vitányi, 1997) and the structural information theory of Emanuel Leeuwenberg (Buffart, Leeuwenberg, & Restle, 1981 , 1983 van der Helm & Leeuwenberg, 1996) . The computation of IL was carried out using the computer program PISA (van der Helm, 2000; van Lier, van der Helm, & Leeuwenberg, 1995) , kindly provided by Peter van der Helm.
One set of the 46 response-sequence measures was computed from the 20-trial sequence of right or wrong, assigning the integer value of 1 to trials on which the response was correct and 0 to incorrect trials. A second set of these response-sequence measures was computed from the interval choices made by the participant on the 20 test trials (interval 1 or 2). Because our response sequences had only two values (0 and 1, or 1 and 2), and because of the small number of trials, some of the sequence measures were perfectly correlated with each other (e.g., the number correct has a correlation of Ϫ1.0 with the number incorrect), and some could not be computed at all (e.g., repetition lags greater than 10). Some measures, like coupon (mean number of trials before all responses have been given), require that each response be used at least once. One of our malingerers was wrong on all 20 trials. We added a 21st correct trial to his 20 incorrect trials in order to allow the coupon index to be computed in a way that permits comparison with coupon scores of the other participants who had sequences containing both correct and incorrect trials. Including or excluding the data from this one participant did not alter the outcome of our analyses, and we therefore include him in our results.
The correlation matrices of the two sets of 46 response-sequence measures were computed, and a principal component analysis (PCA) was performed on each (SAS Institute, 1998a , 1998b in order to identify and eliminate measures that were either perfectly correlated with each other or were so collinear that they caused a singularity during computation of the PCA. Eight PCA factors had eigenvalues greater than one, accounting for 82% of the variance in the two measurement sets. After varimax orthogonal rotation, the pattern of variable loadings on the factors was similar to that reported by Towse and Neil (1998) . Preliminary discriminant analyses allowed the elimination of additional sequence measures because they did not contribute to discrimination among the groups.
The correct-incorrect sequences ended up with 24 discriminant variables, and the interval sequences had 20 variables. The mean and standard deviation of each of these 24 correct-incorrect sequence measures are presented in Appendix B for the three groups of participants. The means and standard deviations for the 20 interval response sequence measures are presented in Appendix C.
In summary, each sequence of 20 trials was characterized by 46 variables: two traditional psychophysical measures (detection threshold [α] and probability of being correct [P c ] ), 24 measures of correct-incorrect sequence randomness, and 20 measures of response interval sequence randomness. Discriminant analyses (van de Geer, 1971) were computed with combinations of these three sets of variables (SPSS 11.0.2, Noruésis & SPSS, 1994 , 2002 . The classification functions computed by the discriminant analyses reported below assumed that the three groups of participants occurred with equal a priori probability (.333).
RESULTS

Psychophysical Measures
First we present the results for the traditional psychophysical measures: log threshold concentration threshold and probability correct. The mean values for the three groups of participants are given in Table 1 . Separate repeated measures analyses of variance (with nostril as the repeated measure) showed that the malingerers, when not malingering, did not significantly differ from the other normal participants in the experiment. The normal, anosmic, and malingering groups, however, differed significantly ( p Ͻ .0001) from each other. We therefore combined the malingerer normal data with the data from the normal group for further analysis. The distributions of the threshold values and the probability correct for the normal, anosmic, and malingerer groups are shown in Figure 3 as box-and-whisker plots. There is hardly any overlap between the values associated with normal smell function and the other two groups, but there is considerable overlap between the anosmic group and the malingering group. This overlap makes it impossible to perfectly discriminate the two groups from each other using either the threshold concentration or the probability correct variables.
This difficulty in discriminating the anosmics from the malingerers was confirmed by computing a discriminant analysis with log threshold concentration (α) and probability of a correct response (P c ) as discriminant variables. The ability of the resulting two discriminant functions to classify the cases into correct groups is shown in Table 2 . Although all of the normal subjects were correctly classified, only 68% percent of the malingerers and anosmics were correctly classified. The position of each nostril in this 2-D discriminant-function space is plotted in the upper panel of Figure 4 . The Y-shaped classification boundary in Figure 4 has its origin at the circumcenter of the triangle formed by the centroids of the three groups. From the circumcenter, each boundary line passes through the midpoint of a side of the triangle. The first discriminant dimension is able to separate the normals from both the anosmics and the malingerers. The second dimension, however, is not able to separate the malingerers from the anosmics very well. Overall, 84% of Note-Left and right nostrils were tested separately. There were 7 normals, 6 anosmics, and 7 malingerers. One malingerer was tested only on the right side. One malingerer did not return for a followup test to verify normosmia.
the three groups are correctly classified, but only 68% of the malingerers and anosmics are correctly classified. All the classification errors involve anosmics incorrectly classified as malingerers (3 out of 12) and malingerers incorrectly classified as anosmics (5 out of 13). No normal subject was incorrectly classified.
Response-Sequence Measures
Two more discriminant analyses were computed by augmenting the measures α and P c with either the 24 correct-incorrect sequence measures or the 20 response interval sequence measures. The addition of each set of the response-sequence variables improves the correct Note-Overall classification performance was 84% correct, assuming equal a priori group probability.
classification of malingerers and anosmics from 68% to 92% and 88%, respectively. The ability of the resulting two discriminant functions to classify the cases is given in Table 3 . The position of each case in the 2-D discriminant space from the discriminant analysis based on α, P c , and the correct-incorrect sequence variables is plotted in the lower panel of Figure 4 . The corresponding plot based on α, P c , and the interval sequence variables is quite similar and is not presented here. It must be noted that, although the inclusion of the sets of responsesequence variables greatly improves the discrimination of malingerers from anosmics, some of the cases that were correctly classified fall very close to the boundary between the three types of participants. A final discriminant analysis was computed with α, P c , the 24 correct-incorrect response-sequence variables, and 11 of the 20 interval one-two response-sequence variables. The nine variables that were excluded did not contribute to discrimination: Including or removing them from the analysis had no effect on the outcome. The resulting two discriminant functions classify all cases without errors. The discriminant space for this final analysis is shown in Figure 5 . The three types of cases are now closely clustered around their group centroids and fall far from the classification boundaries between groups.
The discriminant variables whose correlation with at least one of the two standardized discriminant functions is greater than 0.1 are listed in Table 4 . These correlations reveal that the first discriminant function is based on threshold concentration (α) and the probability of being correct over the 20 trials (P c ). The second discriminant function is largely based on the response-sequence variables. The correct-incorrect sequence contributes somewhat more to the second discriminant function than does the interval sequence, but both are necessary to achieve perfect classification performance.
DISCUSSION
We face a dilemma publishing the techniques for detecting malingerers: We risk giving malingerers the critical knowledge needed to successfully avoid detection. We depend to some degree on the malingerers' ignorance about the nature of psychophysical testing in order to catch them. Prior knowledge about test characteristics will influence their performance and could lead to successful malingering if only traditional psychophysical measures such as threshold value and accuracy are used.
In the present study, malingerers have higher thresholds and a lower probability of being correct. The tendency to exaggerate symptoms and responses is typical of the malingering patient (Iverson & Franzen, 1998; Morel, 1998; Schmand et al., 1998) . The successful malingerer avoids this exaggeration (Edens et al., 2001) .
The maximum-likelihood adaptive-staircase procedure has been proven to produce fast and reliable chemosensory thresholds (Linschoten et al., 2001) . By using the sequence of responses given by the participant during testing, it is also helpful for detecting malingerers. The strength of the approach described here lies in our use of response-sequence information because, while a malingerer might be able to generate responses that give a .5 probability of being correct, it is exceedingly difficult to produce the kind of response sequences characteristic of an anosmic. This is especially true because the malin- gerer, unlike the anosmic, knows what the correct response is on each testing trial and must try to ignore this knowledge. This knowledge leads the malingerer to have greater sequential dependencies than the anosmic-that is, the response given on trial n is more influenced by the response already given on trials nϪ1 and nϪ2. The sequential dependency is reflected, for example, in the higher RNG and RNG2 scores (see Appendix B) of the malingerer (.79 and .69, respectively) than those of the anosmic (.72 and .62, respectively) . Even if the malingerer could know these characteristics, it would be difficult or impossible to know how to modify his/her response sequence to become more like that of an anosmic. We do not know how to instruct a person to generate a sequence to imitate an anosmic.
In medico-legal cases, the threshold method described above can be fruitfully combined with suprathreshold olfactory tests such as the UPSIT or the OCM tests mentioned in the introduction in order to strengthen the case for or against malingering. Evaluations of nonsensory functioning, such as the Computerized Assessment of Response Bias (CARB) and the Word Memory Test (WMT), may also be used. Green and Iverson found that litigants with mild head injury who showed poor effort on the CARB or WMT were 4.5 times more likely to demonstrate olfactory deficits on the Alberta Smell Test than were litigants who showed adequate effort (P. Green & Iverson, 2001 ).
We have not provided here the specific discriminant classification function that was so successful in perfectly classifying our subjects, because we do not know how they would generalize to other populations. One should have many more than the 50 nostrils we tested to properly assess stability and reliability of the discriminant solution. What we want to provide here is motivation for carrying out more extensive investigations into the use of responsesequence statistics with a larger subject population.
It also should be noted that the 2AFC paradigm is especially useful in detecting malingerers in part because chance level performance is in the middle of the range of possible detection probabilities. The probability space where a malingerer can operate (.5-0) is just as large as the space for a normal person (1.0-.5), which makes it equally easy to detect deviations above and below chance. Contrast this symmetry with the asymmetry of a 4AFC or the UPSIT test where the probability of being correct by chance alone is .25. The operating space of a person with normal sensory capacity ranges from 1.0-.25 (a range of .75), but the operating space for a malingerer is only .25-0 (a range of .25). Note-Overall classification performance was 96% correct for the upper row and 94% for the lower, assuming equal a priori group probability. Finally, we wish to emphasize that our success in discriminating normals, anosmics, and malingerers from each other is achieved with only 20 psychophysical trials per nostril. Both nostrils can be tested in about 30 min, a reasonable amount of time, given the constraints of taste and smell testing. For vision and audition, where stimuli are usually under computer control and each trial can be completed in a couple of seconds, it would be practical to administer many more than 20 trials. We anticipate that response-sequence statistics computed on longer response sequences would be able to segregate malingerers from the other groups in the discriminant space even better. This method of analysis holds great promise for improving the interpretation of psychophysical results. APPENDIX A The response-sequence measures used in the discriminant analyses are described in detail by Towse and Neil (1998) , with the exception of Information Load (IL) (Li & Vitányi, 1997; van der Helm, 2000; van Lier et al., 1995) .
Redundancy (R).
A measure of the probability of each response relative to that expected by chance. A score of 0% indicates each response occurred equally often; A score of 100% indicates that only one response was used.
Random number generation (RNG). A measure of the dependency of a response on the previous one. A score of 0 indicates no dependency; A score of 1 indicates complete dependency.
Random number generation 2 (RNG2). A measure of the dependency of a response on the second previous one. A score of 0 indicates no dependency; A score of 1 indicates complete dependency.
Null-score quotient (NSQ). The total number of response pair permutations that do not appear in the response sequence relative to the total possible pairs. A score of 0 means that all possible pairs were used; A score of 100 means that no pairs were used.
Turning point index (TPI). The total number of trials that mark transitions between ascending and descending sequences of responses divided by the number expected in a truly random sequence. Values greater than 100% indicate too many turning points; values less than 100% indicate too few.
Runs (RUNS). The variance in the number of items in successive ascending sequences.
Coupon (CP).
Mean number of responses produced before all possible responses have been given. Adjacency (A). The percentage of the total number of response pairs in the response sequence that are adjacent pairs (e.g., 0,1 and 1,0).
First-order differences (FOD-0). The number of sequential response pairs whose responses are the same. Other first-order differences (i.e., Ϫ1 and ϩ1) are perfectly correlated with the Adjacency measure and are therefore not included here.
Repetition distance frequencies (REP_1 through REP_20). The frequencies of each possible number of trials required to repeat a response. REP_11 through REP_20 were zero in the data set and were not used.
Mean repetition gap (RG).
The mean number of trials needed for each possible response to repeat itself.
Median repetition gap (RG).
The median number of trials needed for each possible response to repeat itself.
Modal repetition gap (RG).
The modal number of trials needed for each possible response to repeat itself.
Phi index (PHI_2 through PHI_7).
A measure of the tendency to repeat a response over response sequences of different lengths. It is derived from the chi-square statistic comparing the observed frequencies with the expected frequencies. A positive value indicates more response repetition than expected; a negative value indicates less repetition than expected.
Information load (IL).
A measure of how much information is needed to completely describe a response sequence. Random sequences require the maximum amount of information, whereas a repeating sequence of alternations (e.g., 1, 2, 1, 2, . . .) require the minimum description. (Manuscript received December 3, 2002; revision accepted for publication February 11, 2004.) 
