A review is given of the pore characterization of carbonaceous materials, including activated carbon, carbon fibres, carbon nanotubes, etc., using adsorption techniques. Since the pores of carbon media are mostly of molecular dimensions, the appropriate modern tools for the analysis of adsorption isotherms are grand canonical Monte Carlo (GCMC) simulations and density functional theory (DFT). These techniques are presented and applications of such tools in the derivation of pore-size distribution highlighted.
INTRODUCTION
The characterization of porous solids is a subject of immense interest in physical chemistry and chemical engineering. Scientists and engineers alike are constantly developing new tools to allow the better characterization of porous solids, as the porous structure is known to affect equilibria and kinetics. Equilibria are affected by small pores while kinetics are strongly dictated by the larger ones. The equilibrium characterization of mesopores (2 nm < d < 50 nm) and macropores (d > 50 nm) is reasonably well understood using tools such as the BJH method (Barrett et al. 1951) , while kinetics in those pores are described adequately with the Maxwell-Stefan approach (Do 1998a,b) . As a result, the equilibria and kinetics in large pores are well described mathematically. Thus, for example, layering adsorption on those pores (behaving as an open surface) is well described by various classical equations with or without lateral interactions.
During the past few decades, the characterization of porous media has concentrated on microporous materials because of their high specific adsorption capacity. In this case, the pore dimension is of the same order as that of the adsorbate molecule, rendering methods such as the BJH and Kelvin equations inapplicable for these media. This is analogous to the flow of gases in porous media. Viscous flow (continuum) is operable in larger pores, but it breaks down in smaller pores where Knudsen diffusion (molecular flow) is the main mechanism for mass transfer (Do 1998a,b) .
For microporous solids, fluids in such a confinement behave very differently from those on open surfaces or in the bulk. Many interesting phenomena have been observed for confined fluids. This is due to the combined influence of the so-called packing effect and the overlapping of the potentials exerted by the two opposite walls of the pore. Imagine that a fluid of volume V in the bulk is placed within a pore formed by two parallel walls. If the separation between the two walls is very large, there is some densification in the layer close to the pore wall (surface adsorption) while the rest of the fluid in the interior behaves more or less the same as in the bulk state.
When we move the two walls closer to each other so that the potentials exerted by the two walls start to overlap, the fluid within the pore can be divided basically into two regions. The molecules are organized in the region close to the wall, whereas the fluid is only ordered to a small extent in the region of the inner core. Murata and Kaneko (1996) coined the name 'organized fluids' for the region close to the wall and 'confined fluids' for the region in the inner core of the pore.
The packing effect in small pores has been studied for a number of molecules. Thus, the organized structure of O 2 and CO 2 in carbon pores has been studied by Tohdoh and using a SQUID magnetometer, while Ohkubo et al. (1999 Ohkubo et al. ( , 2000 studied the ordering of methanol and ethanol via in-situ X-ray diffraction. The packing effect can also cause imperfect packing for large molecules; for example, this phenomenon has been observed for carbon tetrachloride in small pores (Iiyama et al. 1997) . The packing effect depends strongly on the ratio s ff /H, where s ff is the collision diameter and H the pore width. This can be illustrated simply with the following example. Let H 1 and H 2 be the widths of two pores such that two tightly packed layers can be accommodated in one pore and three tightly packed layers in the second. For pores having widths falling between H 1 and H 2 , the number of layers can be either two or three depending on the pore width and the chemical potential. Clearly, the density in these pores would be smaller than those for pores H 1 and H 2 due to the packing effect. Experimental studies of packing effect have been hampered by the unavailability of solids having well-defined pore widths.
The overlapping potentials exerted by the two walls enhance the densification of the molecule. Its effect is to densify the adsorbates, while the packing effect may give rise to imperfect packing. This imperfect packing results when the pore width is of a size (strictly speaking, the ratio s ff /H) such that the pore is unable to accommodate an integral number of tightly packed layers.
Adsorption in small pores clearly produces many interesting behaviours. Unlike large pores, where adsorption follows a general mechanism of two sequential processes, i.e. molecule layering on the surface followed by capillary condensation, adsorption in small pores can yield (i) a continuous pore-filling mechanism, (ii) a two-dimensional phase transition or (iii) a porefilling transition. Hysteresis has been observed in small pores because of this packing effect. Phase transitions in small pores have been observed experimentally with nitrogen, for example (Kaneko et al. 1989) .
The overlapping of potential results in stronger interaction among adsorbate molecules. This has been confirmed experimentally by observations such as the elevation of the melting points of benzene ) and carbon tetrachloride Sliwinska-Bartkowiak et al. 1999) .
Much effort has been expended on studies of the equilibria characterization of porous media. Many excellent reviews have appeared in the literature, for example those by , Cracknell et al. (1995) , Gubbins and Quirke (1996) , Gelb et al. (1999) and Sweatman and Quirke (2001) . In the present review, we will concentrate on the two advanced tools currently gaining wider application in many adsorption systems. These range from conventional activated carbon to high-value carbon such as carbon nanotube, carbon nanohorn, carbon aerogel and carbon alloys, and to recently developed silica-based solids such as MCM-41 and its derivatives. The two methods are the Density Functional Theory (DFT) and Monte Carlo (MC) simulations. Many different versions of DFT have appeared in the literature, the difference between these variations lying in the definition of smoothed density. In the Monte Carlo simulations, the main workhorse is the Grand Canonical Monte Carlo (GCMC) simulation. Recent methods such as the Gibbs Ensemble Monte Carlo (GEMC), Pseudo Ensemble Monte Carlo (PEMC) and Constant Pressure Gibbs Ensemble Monte Carlo (CPGEMC) have been added to the expanding arsenal of computer simulations. The wider applications of MC simulations and DFT are thankfully largely due to the availability of high-speed personal computers.
The modern tools of DFT and MC are no different from classical theories from the standpoint of extracting information on the pore-size distribution. Local isotherms are first obtained from these methods and more often than not the pores are assumed to behave independently so that the overall adsorption is simply the sum of the individual adsorptions of all pores. Knowing the set of local isotherms, the process of pore-size distribution (PSD) determination is simply an inverse process that, if done properly, will yield the pore volume of each pore or a group of pores of the same size. In this respect, the regularization method of Tikhonov and Arsenin (1977) is useful for deriving the pore-size distribution. So far, we have not mentioned the types of fluids and conditions one can use for this pore characterization. In principle, sub-critical fluids or supercritical fluids can be used for this purpose. Sub-critical fluids have advantages over super-critical fluids in that the operating pressure is much more manageable as well as the important fact that it is easier to fill the pore volume with sub-critical fluids than with super-critical fluids. The advantages and disadvantages of using sub-critical and super-critical fluids are summarized in Table 1 .
CLASSICAL METHOD FOR ADSORPTION IN POROUS MEDIA
Before discussing the two advanced methods for pore characterization, it should be noted that the classical methods presented in the literature are only applicable to mesoporous solids (Barrett et al. 1951; Innes 1957; Cranston and Inkley 1957; Heal 1964, 1970) . The method of Horvath and Kawazoe (1983) may be listed among early means for characterizing microporous solids. This was later modified by a number of authors (Cheng and Yang 1994; Rege and Yang 2000; Dombrowski et al. 2001; Ustinov and Do 2002) . Details of these methods can be found in the references listed as well as in review papers by .
As mentioned above, adsorption in mesopores is traditionally characterized by a mechanism involving two sequential processes: one is layering of the pore surface with adsorbed molecules and the other is the filling of the remaining pore space once a critical filling pressure has been reached. The first process is usually modelled with the now classical BET equation or any other variant such as those that allow for a finite number of layers to be accommodated within a pore and/or for the adsorbate-adsorbate interaction in the first layer (Do and Do 2002b) . The second process of pore filling is usually modelled with the modified Kelvin equation, for example in a slit-shaped pore:
(2.1)
where P 0 is the saturated vapour pressure, g is the surface tension, v M is the liquid molar volume, t is the thickness of the adsorbed layer and H is the pore width. The above equation was derived from a macroscopic thermodynamic viewpoint and based on the assumption of a smooth liquidvapour interface for which a surface tension can be defined. Implicit in equation (2.1) is the assumption of a liquid density for the adsorbed layer and the existence of a meniscus (cylindrical in the case of slit-shaped pores). In addition, the surface tension and liquid molar volume are assumed constant, implying that the Kelvin equation is applicable only for large pores. Lastoskie et al. (1997) have shown that the modified Kelvin equation begins to fail for pores of width less than ca. 35 Å. Many attempts have been made to extend the applicability of the classical approach to smaller pores, with variations involving allowances such as the variation of the surface tension and liquid molar volume with pore size having been studied (Maglara et al. 1996; Melrose 1966) . Including such variations allows the range of applicability of the Kelvin equation to be extended moderately. However, it must be recognized that the 'texture' of the fluid is so significant for micropores of molecular dimensions that the concept of a smooth liquid-vapour interface cannot be realized, making the surface tension concept inapplicable. Furthermore, due to the packing effect, the density of the adsorbed phase actually oscillates with respect to pore width in pores of molecular dimension. The classical approach has been improved and successfully applied to activated carbons having a wide pore-size distribution. Despite the fact that its validity in the small pore region has been criticized, co-workers (1998-2002) , Nguyen and Do (1999, 2000) and Gunko and Do (2001) have developed a new approach based on the mechanism of two sequential processes -molecular layering and pore filling. The filling process is defined as one where the pore density increases abruptly when the pressure is increased by a very small amount. The method of Do has been applied successfully to a variety of activated carbons with N 2 and benzene as the sub-critical fluids. This method assumes that the process of molecular layering and pore filling are enhanced in small pores due to the overlap of the potentials exerted by the two opposite walls of a pore. The success of the method is exemplified by the prediction of the pore-filling pressure versus the pore width, the results being remarkably close to those calculated from the DFT technique and GCMC simulations ( Figure 1 ). As seen from this figure, the pore width corresponding to the minimum as well as the pore-filling pressure at this point is well described by Do's method. Details of the Do method can be found in Do and Do (2002b) .
This method has been applied extensively to various activated carbons and has been tested thoroughly against the DFT theory for activated carbons possessing pores of different size (Kowalczyk et al. 2002) . For standard activated carbon, the Do method has been found to match very well with the DFT, although the two methods start to show some deviations when applied to purely fine microporous activated carbon. It is worthwhile mentioning here that the DFT also
disagrees with the MC simulations in small pores containing less than two molecular layers (Ravikovitch et al. 2001 ).
MODERN METHODS OF CHARACTERIZATION
There have been many applications of the advanced methods for pore characterization in recent years. The two most popular ones are the DFT (non-local) and the GCMC simulation. We will provide a brief discussion here of these two powerful tools for pore characterization. But first, common to these methods is the choice of potential energy: (i) intermolecular potential energy, (ii) intramolecular potential energy and (iii) fluid-solid potential energy. Intramolecular potential energy is usually not considered for simple molecules such as nitrogen. However, for molecules such as carbon dioxide, it should be considered because of possible bond stretching and bending.
Intermolecular potential energy
The commonly used fluid-fluid potential has been the now-celebrated 12-6 Lennard-Jones (LJ) potential. However, despite its popularity, it must be remembered that the 12-6 LJ is only an empirical equation describing the potential of interaction between two LJ centres. The parameters of this equation must be treated at best as effective parameters, and they could be a function of temperature and also possibly of particle density due to the possibility of multi-particle interaction at very high pressures. In the context of pore characterization, they are treated as constant and are usually obtained by matching the theory with the saturation properties of the bulk fluid (for example, vapour pressure, saturated liquid density and surface tension) at the temperature at which adsorption is carried out. The Lennard Jones 12-6 potential equation has the form:
where e ff is the well depth of the interaction potential and s ff is the collision diameter, and is defined as the distance at which the resulting potential energy of interaction is zero. The first term on the right-hand side of equation (3.1) is the repulsion term, which is significant when the distance r is smaller than s ff , while the second term is the attractive term. Previous work has dealt with many different forms to describe the intermolecular potential energy, their difference depending on what functional form is chosen for repulsion and for attraction. Some of these interaction potentials are shown in Table 2 .
The interaction between two centres is described by a potential energy equation as just described. This is applicable to simple molecules such as noble gases and simple spherical molecules such as Do and H.D. Do/Adsorption Science & Technology Vol. 21 No. 5 2003 Table 3 . Note that the values for MC are different from those for DFT. This is due to the mean-field approximation of the DFT method [equation (4.7) below]. 'Complex' molecules such as N 2 and CO 2 , whose adsorption is used in pore characterization, should not be treated as a single LJ centre as has been done for the noble gases, because of their elongated shape ( Figure 2 ) and interactions other than dispersive interactions.
One simple way of dealing with this problem is to treat each molecule as a combination of more than one LJ centre (the LJ centres need not coincide with the centre of the atoms). For example, N 2 is treated as a two-centre LJ molecule and CO 2 as a three-centre LJ molecule (see Figure 2 ). Because of their shape, the potential energy of interaction between two molecules depends not only on the positions of their centres of mass but also on their respective orientations. The potential energy of interaction between two molecules can be obtained by summing the pair-wise interactions between sites. Thus, if M is the number of sites in a molecule, the potential energy of interaction between two molecules i and j is:
where r i,j is the distance between the two centres of mass of the two molecules and W i and W j are their orientations. In equation (3.2a), e (a,b) (> 0) is the well depth of the interaction potential between sites a and b and s (a,b) is the collision diameter between these two sites. The distance r a,b i,j is the distance between atom a on molecule i and atom b on molecule j. The well depth e (a,b) and the collision diameter s (a,b) are usually calculated from the Lorentz-Berthelot (LB) rule:
(3.2b)
Although there are mixing rules other than the Lorentz-Berthelot rule, this remains the most popular because of its simplicity and most of all because of the lack of convincing evidence for the use of more complicated mixing rules, e.g. Kong's mixing rules (Kong 1973) . The LB mixing rule can be modified as follows to allow for the flexibility in matching between theory and experiment:
where k is called the binary interaction parameter. Beside the interaction among LJ sites on a molecule with those on another molecule, molecules such as nitrogen and carbon dioxide possess quadrupole moments. These are usually modelled as a system of point charges with the interaction between two charges taking the form of a Coulomb law of electrostatic interaction:
where e 0 is the permittivity of free space and r ab is the distance between the two charges a and b. Thus, as in the case of LJ interaction of multiple sites, the electrostatic interaction between charges on the two molecules takes the form:
where q a i is the charge a on molecule i and r ab ij is the distance between charge a on molecule i and charge b on molecule j. Here M q is the number of charges on the molecule. This may not be the same as the number of LJ sites, M.
A number of models have been proposed for nitrogen, one of the most celebrated fluids for pore characterization. Thus, Cracknell et al. (1996) , for example, proposed a two-LJ site and four-charge model. The four charges lie on the molecular axis and the distance between the two positive charges of magnitude 0.373e is 1.694 Å, while that between the two negative charges of magnitude 2 0.373e is 2.088 Å. The distance between the two LJ sites is 1.094 Å and the collision diameter and interaction energy of a centre are:
Bottani and Bakaev (1994) proposed a two-LJ site and three-charge model. One positive charge (0.910e) is at the centre of the molecular axis and the two symmetric negative charges (-0.405e)
, 
are on the same axis at a distance 1.1 Å from each other. The collision diameter and interaction energy of a centre are:
The distance between the two LJ sites is the same as that between two negative charges, i.e. the charge is on the LJ site. This model is less computer-intensive than Cracknell's model since there is one less charge to compute the electrostatic interaction. Another model which is more complicated than the models of Cracknell et al. and Bottani is that of Etter et al. (1986) . However, this is not used in pore characterization as it has not been demonstrated to be any better than its simpler counterparts.
For carbon dioxide, the model proposed by Harris and Yung (1995) is recommended. It uses three LJ sites with charges centred on each site. The molecular parameters are given below:
This model has been used by in the study of carbon dioxide adsorption on microporous carbons.
Intramolecular potential energy
In addition to the intermolecular interaction between two molecules as just discussed, molecules such as CO 2 possess intra-potential energy due to bond stretching and bond bending. Bond stretching is usually described by the Morse potential:
It should be noted that this bond length l 0 is not necessarily the equilibrium bond separation which only occurs when all the forces acting on the molecule are zero.
The intramolecular angle-bending potential is described by:
(3.6)
Usually, the first term is adequate in the description of the angle-bending potential. For the carbon dioxide model, Harris and Yung (1995) suggested the following parameters: q 0 = p and k q = 1275 kJ/(mol rad 2 ). For flexible molecules such as n-butane, the torsion potential energy must be taken into account. Readers can refer to Frenkel and Smit (2002) for further details. .
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Slit-shaped pores
The solid-fluid interaction between one atom and one wall of a slit-shaped pore is taken to follow the now well-known Steele 10-4-3 potential (Steele 1973):
( 3.7) where r s is the density of the carbon centre (114 × 10 27 m -3 ), D is the interlayer graphite spacing (3.35 × 10 -10 m) and s sf and e sf are fluid-solid molecular parameters. The latter two parameters are usually obtained by matching against the adsorption data on non-porous graphitized thermal carbon black. Usually, the Henry constant is used in the fitting. It is defined as:
( 3.8) where K = G/P. Here G is the surface excess (mol/m 2 ) and P is the bulk fluid pressure. In experimental measurements, the surface excess is the quantity one would measure from a volumetric apparatus. From the measurements, it is relatively easy to calculate the amount adsorbed in excess of the amount that would be there if the concentration everywhere was equal to the bulk concentration. The surface area must be known to determine the surface excess. Thus, the surface excess (and thence the Henry constant) depends on the area determination method employed. Traditionally, for non-porous solids, the standard BET method is normally used with the area being calculated on the basis of a knowledge of the molecular projection area (Gregg and Sing 1982) . In principle, by matching equation (3.8) with the experimental values, the two parameters s sf and e sf should be obtained. Unfortunately, the unique determination of these two parameters is not always possible. Under these circumstances, the LB rule may be employed to obtain s sf and the interaction energy parameter, e sf , may be determined by matching the Henry constant against the experimental data.
If the Henry constant is not available experimentally, the fluid-solid molecular parameters can be estimated from the usual LB rule as undertaken for the intermolecular interaction in Section 2.2:
(3.9) For carbon, the following parameters are normally used, s ss = 3.4 × 10 -10 m; e ss /k = 28 K. The fluid-fluid molecular parameters are obtained from bulk fluid data and the solid-fluid parameters are calculated from equation (3.9). This is often done in the literature concerning porous solid characterization.
Equation (3.7) is the fluid-solid interaction energy either for atoms such as those of the noble gases or 1C-LJ molecules (i.e. molecules treated as one-centre LJ sites for interaction calculations, such as methane). For a rigid molecule with M centres of LJ type, the solid-fluid interaction energy can be calculated from:
( 3.10) where e s,a and s s,a are the molecular parameters for the interaction between the solid and site a on molecule j. They can be obtained from the LB mixing rule:
(3.11)
The variable z a j is the distance between site a on molecule j and the plane passing through the centres of all the atoms of the outermost layer of the pore wall.
Once the solid-fluid potential energy for one wall has been obtained [equations (3.7) or (3.10)], the potential energy between one molecule and a slit-shaped pore of width H is ( Figure 3) :
(3.12)
Cylindrical pores
The solid-fluid potential dealt with above was for slit-shaped pores and for this reason it is only applicable for solids such as activated carbon and activated carbon fibres. nanotubes and any other solids possessing cylindrical pores, the following potential may be used:
( 3.13a) where r s is the surface number density of LJ atoms on the pore wall, and I 6 and I 3 are given by (Tjatjopoulos et al. 1988) :
Here R is the pore radius and r is the distance from the centre to the adsorbate centre ( Figure 4 ). The potential energy equation (3.13a) has been used by , Gordon and Saeger (1999) , and Ohba and Do and H.D. Do/Adsorption Science & Technology Vol. 21 No. 5 2003 Figure 4 . Schematic diagram of a cylindrical pore.
DENSITY FUNCTIONAL THEORY

Introduction to DFT
Density functional theory is a powerful tool for studying many phenomena in physical chemistry and chemical engineering. It has been applied in the study of the equilibrium of bulk fluids or in confinements such as pores in adsorbents and catalyst particles. Phase transitions and interfacial phenomena have also been investigated by this method. The success of the method is justified by comparing its performance to that of Monte Carlo simulations. The density functional theory was popularized in the early 1960s by Hohenberg and Kohn (1964) , Kohn and Sham (1965) and Mermin (1965) , but it was not until the 1980s that this theory found widespread application in many interfacial problems, e.g. Rowlinson and Widom (1982) . Capillary condensation in pores was studied systematically by Evans, Tarazona and co-workers (1986), and the first paper applying this technique to the problem of PSD determination of carbon particle was that of Seaton et al. (1989) . This work used a local density functional theory but has now been superseded by the non-local density functional theory developed by Tarazona (1985a,b) and Tarazona et al. (1987) . It is this method that is now widely used in the characterization of pore-size distributions. Various variants of this method can be found in Rosenfeld (1989) , Denton and Ashcroft (1991a,b) , Kierlik and Rosinberg (1990, 1991) , Curtin and Ashcroft (1985) and Patra and Ghosh (1993a,b) . The differences mostly lie in the definition of the smoothed density [defined below in equation (4.4b)]. Despite the many versions available in the literature, the method of Tarazona et al. (1987) remains the most popular working procedure for studying adsorption in pores. This technique has widespread applications in many surface science problems. Table 4 lists some of the applications of DFT in the last few decades.
The success of the DFT method lies in its foundation in thermodynamics and its comparable performance with Monte Carlo simulations (Kierlik et al. 1992; Lastoskie et al. 1993 Lastoskie et al. , 1997 Babluena and Gubbins 1993; Olivier 1994; Ravikovitch et al. 2001) .
The DFT method
The development of the Non-Local Density Functional Theory (NLDFT) is presented below. In contrast to the local density functional theory, the non-local density functional theory takes short-ranged correlations in the fluid density into account. In inhomogeneous fluids, in particular close to the surface where the oscillation of the fluid density is very strong, the non-local density functional theory describes the fluid density behaviour more accurately than its local DFT.
The NLDFT is applied on a grand canonical ensemble in which we specify the chemical potential, temperature and volume. The starting premise of the DFT method is the following grand potential function of the system:
where the first term is the Helmholtz free energy, the second term is the contribution to the grand potential due to the external force and the last term is the contribution from the chemical potential of the system. Equation (4.1) is a function of the particle singlet density, r(r), which is a function of the spatial position vector r. The definition of this particle singlet density is that r(r) dr is the number of particles in the differential volume dr. Once the grand potential is defined, the task is simply that of searching for a solution r(r) such that the grand potential is minimized. If there is more than one solution, the one that has the least grand potential is the equilibrium solution. This criterion is the one that will be applied to determine the phase transition (if it exists) in the system whether it is a bulk fluid or a confined fluid in a pore.
In the grand potential as defined in equation (4.1), the Helmholtz free energy of the system (the first term) is the one that requires attention, since the external potential function and the imposed chemical potential are readily defined. The Helmholtz free energy of the system can be described as the sum of two terms. One term arises from the repulsive part of the system (a hard sphere is chosen for this and taken as the reference) while the other part is due to the attractive component (perturbed component). This idea dates back to the time when van der Waals developed his famous equation of state. Thus, we can write the Helmholtz free energy of the system as: As derived in detail in the appendix, the Helmholtz free energy of a hard sphere with repulsion is given by:
where is the excess molecular Helmholtz free energy. If the hard-sphere fluid is described by the Carnahan-Starling (1969) (4.4b)
In the above equation, w is the weighting function of the distance between a particle at position r and another particle at position r¢. It is also a function of the smoothed density at position r. Tarazona et al. (1987) have presented the following expression for this weighting function:
The first term on the left-hand side of equation (4.2) is the ideal gas contribution to the Helmholtz energy (which account for the momenta of all the particles), while the second term is the repulsive part of the hard sphere (i.e. the interaction between hard spheres). Note that the ideal gas contribution is a function of singlet particle density while the contribution due to the repulsion is a function of smoothed density. The second term on the right-hand side of equation (4.2) is the contribution of the attractive force towards the Helmholtz free energy. It is given by:
( 4.5) where r (2) (r, r¢) is the pair distribution function and u att is the attractive portion of the fluid-fluid potential because the repulsive portion has already been accounted for in the first term of equation (4.2). The WCA approximation (Weeks et al. 1971 ) of the fluid-fluid potential is widely used in the literature. For example, for the 12-6 LJ potential, it is given by:
(4.6)
The factor 1 / 2 in equation (4.5) is introduced to avoid counting the interaction twice.
We have now defined the two necessary terms for the Helmholtz free energy of the system. What remains is the evaluation of the integral in equation (4.5). Applying the mean-field approximation in which the correlations due to attractive force are neglected can alleviate the task of determining the pair distribution function. With this approximation, the pair distribution can be replaced by the product of the local densities at the points r and r¢. Thus, equation (4.5) becomes:
(4.7)
For a given density distribution in the system, the above equation can be readily integrated numerically.
Substituting the repulsive and attractive components of the Helmholtz free energy of the system [equations (4.3) and (4.7)] into the grand potential equation [equation (4.1)], we have the final working equation for the reduced grand potential (scaled against kT):
(4.8)
The chemical potential of the gas phase m is written as: (4.10)
The solution of r(r) can be found by minimizing the grand potential of the above equation.
The solution procedure
Minimization of the grand potential of equation (4.10) may be achieved by two methods. One method is that suggested by Tarazona (1985a,b) while the other is due to . In the approach of Tarazona, the Euler problem was solved, which was basically the search for the stationary point of the grand potential with respect to density:
(4.11)
while Neimark used a Lagrange multiplier method to search for the solution. We briefly present his method here because of its flexibility. The following Lagrange functional is introduced: 
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In the case of local density functional theory (Seaton et al. 1989) , the weighting function is:
i.e. the smoothed density is the same as the local density. The set of equations (4.13) reduces to:
(4.14)
The LDFT is now replaced by the NLDFT but the LDFT might be useful in providing the initial guess for the successive iteration scheme for NLDFT. Here, we briefly describe one such scheme suggested by Neimark (1995).
Iteration scheme
(i) Let r (0) (r) be the initial guess for the local density profile. It can be the solution of equation (4.14) of the LDFT, or it can be the equilibrium solution obtained for the previous value of the chemical potential which is close to the value under consideration. The initial guess for the smoothed density profile is from:
and then the initial Lagrange multiplier function l (0) (r) is obtained from equation (4.13b). (ii) Knowing (0) (r), (0) (r), l (0) (r), the next iterated solution r (1) (r) is obtained from equation (4.13a). This process is repeated until the required convergence is achieved. Very often the iterated solution r (1) (r) calculated from equation (4.13a) leads to divergence. To avoid this, we can control the next iterated solution as:
where [r (k+1) (r)]* is calculated from equation (4.13a) and the parameter b is chosen to avoid divergence. It may be chosen such that the relative error between the (k + 1)-th iterated solution and the k-th iterated solution is less than that between the k-th iterated solution and the (k-1)-th iterated solution. We find that this parameter usually falls in the range between 0.01 and 0.2.
This has completed the formulation of the DFT method for the determination of the density distribution in a confined slit-shaped pore. We now turn to the discussion of the parameters required for the prediction of the density distribution. One set of parameters is that for fluid-fluid interaction (collision diameter s ff and interaction energy e ff ), and the other set is for solid-fluid interaction (collision diameter s sf and interaction energy e sf ). The solid-fluid interaction parameters can be obtained by matching the Henry constant as mentioned above. The fluid-fluid interaction parameters can be obtained by matching the fluid properties, such as the vapour pressure and the saturated liquid density as predicted from the DFT model, against experimental data. This will now be presented briefly. The fluid-fluid molecular parameters can be obtained by solving the DFT equation for the bulk homogeneous fluid. The relevant grand potential can be obtained from equation (4.8) by simply setting the external force in that equation to zero. We have:
( 4.15) where r(r) is the particle singlet density of the bulk fluid. The Euler problem of the bulk fluid is obtained by taking the derivative of this equation with respect to density and thence setting the result to zero, i.e.:
(4.16)
Since the integral has an arbitrary domain of integration, the zero of the integral implies that the integrand must be identically zero. Thus, we can solve for the chemical potential in terms of the density distribution, the result of which is shown below:
(4.17)
Since the bulk fluid is of infinite extent and the extent of the attraction potential decays radially as r -6 , the integral of the above equation can be cast in spherical coordinates as written below:
(4.18a)
where r is the radial distance from a central molecule. Knowing the chemical potential of the bulk fluid, the pressure can be obtained from the use of the fundamental thermodynamic relationship dm = V dP = dP/r. Thus, we derive below the expression for the pressure in terms of the bulk fluid density: 
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For the attractive portion of the 12-6 LJ potential [equation (4.6)], we can integrate the above equations to finally obtain the expressions for the chemical potential and pressure in terms of the bulk fluid density:
If we only keep the first term on the right-hand side of the above equation of state, it reduces to the Carnahan-Starling equation of state (Carnahan and Starling 1969) .
The above set of two equations allows us to study the co-existence region between the vapour and liquid phases. When these two phases are in equilibrium, thermodynamics requires that the pressures of two phases are equal and hence the chemical potentials:
where m and P are evaluated from equation (4.19). The above set of four equations contains four unknowns r G , r L , m 0 and P 0 . By matching the macroscopic quantities, such as the saturated liquid density, pressure and surface tension, against the respective experimental values, the molecular parameters e ff and s ff can be extracted Ravikovitch et al. 2001) . The following values have been obtained for argon and nitrogen:
Argon: s ff = 3.305 Å and e ff /k = 118.05 K Nitrogen: s ff = 3.5746 Å and e ff /k = 93.746 K It should be noted that these values are not the same as those used in GCMC simulation. This is due to the mean-field approximation in the DFT formulation.
Adsorbed density
Knowing the molecular parameters from the macroscopic properties of the bulk fluid, equation (4.13) can be solved numerically to obtain the singlet particle density distribution, r(r), and the smoothed density distribution, (r). In the case of slit-shaped pores of infinite extent, the densities are functions of the normal distance from one wall of the pore, z. This distance z is the shortest distance between the centre of a molecule to the plane passing through all carbon centres of the outermost layer of one wall. If S is the area of one wall, the amount adsorbed inside the pore can be obtained by simply integrating the particle singlet density with respect to the distance z across the full width of the pore: Knowing the amount adsorbed, the average adsorbed density is defined as the amount adsorbed per unit pore volume. But how do we define pore volume with pores of molecular dimensions? One method of achieving this unambiguously is by choosing the volume of a pore having a width H as V = SH, and hence the average adsorbed density is simply:
(4.22)
If we use this density in the determination of the pore-size distribution (PSD), the pore volume calculated from such a PSD would refer to the volume extending to the full width of the pore. Another way of defining the pore volume is to use the physical width (H -D) in the volume calculation, where D is the distance between two adjacent graphite layers. The pore volume in this case is V = S(H 2 D), and therefore the average pore density is:
(4.23)
With this definition of average pore density, the pore volume derived will refer to the physical volume of the pore, i.e. the volume accessible to adsorbate molecules. This definition is more logical than the first because not all the pore volumes calculated from definition (4.22) are available to adsorbate molecules.
MONTE CARLO SIMULATIONS
The calculation of the adsorption in pores is undertaken most effectively using the grand canonical Monte Carlo simulation in which the chemical potential, temperature and volume of the pore are all specified. The number of particles is then obtained from the simulation for a given chemical potential. Thus, the GCMC simulation method will yield directly the number of particles (and hence the density) in terms of the chemical potential. Since the adsorption isotherm is usually reported as adsorbed density versus gas-phase density or pressure, we have to relate the chemical potential in terms of the pressure. This can be achieved via the use of the bulk-phase equation of state, or a GCMC simulation is carried out for the bulk phase. The former approach is more commonly employed. Possessing an equation of state capable of describing the real fluid (for example, PR of Bender EOS), the approach outlined in the appendix can be used to provide the required relationship between the chemical potential and the gas pressure. If the fluid under consideration is an LJ-fluid, we can use the modified BWR equation of state suggested by Johnson et al. (1993) . If the fluid behaves as an ideal gas, the chemical potential is related to the bulk fluid density according to equation (4.9). The GCMC is easy to apply and its extension to mixtures is straightforward. The disadvantage of this technique is that when the density is very high, the probability of insertion a particle into the simulation box is very low. This can be a severe problem when the molecule is large and complex. However, for the characterization of porous media, the molecules are small and simple (for example, argon and nitrogen), making the GCMC a suitable choice for calculating the adsorption isotherm. Procedure of the GCMC In the GCMC, there are three basic moves which are selected stochastically: (i) displacement, (ii) insertion and (iii) removal. The removal trial and insertion trial are attempted with equal probability.
1. Displacement of particles: In this move, a particle is selected at random and given a new conformation (translation and rotation). This move has the following probability:
where U N is the configuration energy of the new configuration while U OLD is that of the old configuration. If the new configurational energy is lower than that of the old configuration, the move is accepted. However, if the new configurational energy is larger than the old configurational energy, the probability is calculated according to equation (5.1) and its value compared with a random number between 0 and 1. If the random value is smaller than the calculated probability, the move is accepted; otherwise it is rejected. In this move, the parameter at the user's disposal is the displacement step. It is usually adjusted after each cycle of N displacements (where N is the number of particles in the simulation box) to ensure that the acceptance ratio is between 25% and 50%.
The probability given in equation (5.1) involves U N and U OLD , but they appear in the form of the difference and as such there is no need to evaluate the energies of interaction among all N particles before and after the move is made. This difference is simply the difference between the interaction energy of the selected particle with the remaining N 2 1 particles before it is moved and that after it is moved. The calculation of interaction energy is based on the nearest periodic image convention (Allen and Tildesley 1987) . 2. Insertion of a particle: The second move in the GCMC is the insertion of a particle at a random position in the simulation box that already contains N particles. The inserted particle is denoted as the (N + 1)-th particle. This insertion has the following probability:
where V is the volume of the simulation box, L is the thermal de Broglie wavelength and m is the bulk gas chemical potential. The difference U(N + 1) -U(N) is simply the interaction of the inserted (N+1)-th particle with the nearest images of the other N particles in the simulation box. Instead of supplying the chemical potential to the simulation, we can supply the activity:
(5.3)
3. Removal of a particle: The third move in the GCMC is the removal of a particle. A particle is chosen at random and then removed. The selected particle is assigned as the N-th particle.
The probability of such removal is:
The difference U(N) -U(N -1) in the above expression is the interaction energy of the selected particle with the nearest images of the remaining N -1 particles.
The GCMC simulation can be readily performed for a set of pores of various widths of interest. The result will be a set of local isotherms. For supercritical fluids, the local isotherms do not exhibit phase transitions and they follow a typical pattern as shown in Figure 5 for argon within a range of slit-shaped pores at 298 K. As seen from the figure, all the local isotherms exhibited a monotonic pattern with respect to activity. The difference in the maximum density in each pore is simply due to the packing effects. The high maximum density for the 6.5 Å pore is due to the fact that argon molecules fit tightly inside the pore as a single layer, whilst that of the 9 Å pore arises because argon molecules can fit tightly as two layers within that pore. Thus, for pores having widths between 6.5 Å and 9 Å, the packing is not perfect as seen in Figure 5 for the two pores having widths of 7 Å and 8 Å, respectively.
For sub-critical fluids, depending on the temperature and the pore width, the phase transition may occur as shown in Figure 6 for argon at 87.3 K for a number of pore widths, where the Pore Characterization of Carbonaceous Materials by DFT and GCMC Simulations Figure 5 . Plot of pore density rs 3 versus the non-dimensional activity Zs 3 for argon at 298 K. The number on the curve is the pore width in Å.
LJ-pore density, rs 3 , has been plotted as a function of reduced pressure. In this case, the change in density is continuous for the 8 Å pore, due to the continuous filling of a single layer in that pore. The small jump in density at a reduced pressure of ca. 10 -4 may be attributed to the molecular arrangement allowing further small additions of molecules into the pore. The adsorption behaviour in the 10 Å pore is interesting. Here, a very sharp change in density may be observed at a reduced pressure of 2 × 10 -5 for the adsorption branch and at 1 × 10 -5 for the desorption branch. This sharp change is the two-dimensional condensation of the two layers in that pore.
The behaviour of the plot of pore density versus the reduced pressure in larger pores of width 20 Å and 30 Å is typical of layering and pore filling. If we take the 20 Å pore as an example, the behaviour is that of layering for reduced pressures less than ca. 6 × 10 -2 , at which the pore is instantly filled with adsorbed molecules. This is for the adsorption branch. For desorption, instantaneous evaporation occurs at ca. 2.5 × 10 -2 . A clear hysteresis occurs between the adsorption and desorption branches. Due to fluctuations within the pore, the equilibrium transition between the low and high densities will occur at equilibrium pressure, i.e. between the two spinoidal points. One method of determining this equilibrium transition is that of Petersen and Gubbins (1987) who used the thermodynamic integration approach. In this method, another isotherm at a temperature greater than the pore critical temperature is generated (the pore critical 412 D.D. Do and H.D. Do/Adsorption Science & Technology Vol. 21 No. 5 2003 Figure 6 . Plot of pore density rs 3 versus reduced pressure for argon at 87.3 K.
temperature is usually less than the critical temperature of the bulk fluid). This is shown schematically in Figure 7 as a plot of the number of particles in the pore versus the chemical potential.
The isotherm (EF-DC) is the adsorption isotherm at the temperature of interest, T. The temperature T 2 is greater than the pore critical temperature and its continuous isotherm is the curve AB in Figure 7 . To obtain the equilibrium transition pressure for the adsorption isotherm T, we refer to the following two fundamental thermodynamic equations:
where W is the grand potential W = A -Nm. Here U is the total internal energy given by:
(5.5c) with E being the average potential energy directly calculated in the GCMC simulations .
The procedure of thermodynamic integration due to Peterson and Gubbins (1987) is briefly described here. Knowing the grand potential at low pressure (ideal gas law) as:
(5.6) equation (5.5a) can be integrated to determine the grand potential along the branches AB and EF. This is because the densities at points A and E are sufficiently low to enable the calculation of the grand potential at these points using equation (5.6). The grand potential at point B is calculated from:
( 5.7) where W A = -kT ln N A . The integral in the above equation can be integrated numerically. Similarly, the grand potential for any point along the branch EF can be calculated from:
Next, equation (5.5b) is applied along the line BC of constant chemical potential to obtain the grand potential of point C from the grand potential of point B, which is known from the previous step (equation 5.7). We then have:
Once this is done, the grand potential along the branch CD is obtained from the integration of equation (5.5a), i.e.:
(5.10) Finally, the grand potentials of branches EF [equation (5.8)] and CD [equation (5.10)] are compared, the stable branch being that which has a lower grand potential, with the equilibrium transition point being the point where potentials of branches EF and CD are equal.
The phase equilibria in the pore can be obtained by the Gibbs ensemble Monte Carlo (GEMC) first proposed by Panagiotopoulos (1987) . This method basically involves the simulation of two simulation boxes. If the two boxes are volumes within the pore (called pore-pore GEMC), the method will provide the densities of the two phases, if the phase transition exists. However, it does not provide the chemical potential at which the transition takes place. This can be found by either applying the Widom method or using the phase densities obtained from the pore-pore GEMC in the GCMC simulation curve. Instead of using the pore-pore GEMC, the pore-fluid GEMC can be carried out to determine the vapour-liquid equilibrium in the pore directly as undertaken by Lastoskie et al. (1997) .
Another method is the gauge cell method recently presented by and Vishnyakov and Neimark (2001) . Readers are referred to those papers for an exposition of that method.
DETERMINATION OF PORE-SIZE DISTRIBUTION
The GCMC and DFT methods presented above can be carried out to obtain a set of isotherms for pores of different width. This will constitute a set of local isotherms. These can be used to determine the overall adsorption equilibria if the pore-size distribution is known, or to determine the pore-size distribution if the overall isotherm is accurately available over a wide range of pressure. However, the pore-size distribution must be regarded as the effective pore-size distribution for the following reasons:
1. Carbon pores do not conform perfectly to the assumed shape (slit or cylinder). 2. Defects on the graphene surface are not accounted for in the pore model. 3. Interference of functional groups residing on the outer edges of the graphene layers is neglected. 4. The pore connectivity is not allowed for in the model. 5. The choice of the intermolecular potential.
Various aspects concerning pores have been considered in the literature, such as the choice of pore model (Davies and Seaton 1998) , pore shape (Boulton et al. 1997) , defects on surfaces (Turner and Quirke 1998) and networking among pores (Lastoskie et al. 1994) .
We describe a procedure below for determining the effective pore-size distribution. Knowing the local isotherms for each pore as r (mol per unit cubic metre volume of pore), the adsorption density of activated carbon is then given by:
( 6.1) where f(H) dH is the specific volume (m 3 /kg) for a group of pores having widths between H and H + dH. In a discrete form which is more suitable for computation, the above equation can be written as:
where M is the number of pore groups considered in the pore-size distribution, r j is the local isotherm for a group of pores having a representative width H j and V j is the specific volume of that group. Thus, our task is simply to determine this set of volumes for a given set of pore widths (we define this set of pore widths). This task is effectively undertaken using standard optimization routines or using the regularization method of Tikhonov and Arsenin (1977) . Methods for determining pore-size distributions have been presented by a number of authors, for example Davies and Seaton (1999) and Davies et al. (1999) . Knowing the volumes of all groups of pores, the total pore volume up to the last pore group of width H M is simply the sum of all the volumes, i.e.: (6.3)
Another piece of information that can be derived from this analysis is the geometrical surface area. For a specific group of slit-shaped pores having a width H j and a volume V j , the geometrical surface area A j is: if the pore adsorbed density follows the definition of equation (4.22). On the other hand, if we take the pore density as defined by equation (4.23), the geometrical surface area is:
Finally, the total geometrical surface area is obtained as the sum of all individual geometrical surface areas. Figure 8(a) shows a typical fitting between the theory using the local isotherms generated from GCMC and the experimental data for nitrogen adsorption on a commercial activated carbon. The derived effective pore-size distribution is shown in Figure 8(b) , where we can identify two major peaks. The first peak occurs at ca. 1 nm, typical of many commercial activated carbon samples, while the second occurs at ca. 2 nm.
The DFT and GCMC methods have been increasingly applied by many to derive the effective pore-size distributions for carbons. Table 5 lists some representative work in which these methods have been applied to the study of nitrogen and argon adsorption isotherms under sub-critical conditions to derive effective PSDs. The temperatures employed are usually 77 K for nitrogen and 87 K for argon. At such cryogenic temperatures, adsorption in very small pores is severely limited from a diffusional viewpoint and equilibrium might not be attained within a practical time scale. Hence, the derived effective PSD may not be so reliable over the range of very small pore widths.
The DFT and GCMC methods are not restricted to just sub-critical fluids. Recent interest in super-critical adsorption has prompted many publications in this area (for example, Vermesse and Levesque 1994) . Table 6 lists some of the work undertaken using the DFT and GCMC in studies of super-critical adsorption in porous carbons. The PSD derived from an analysis of super-critical fluids is reliable only in the micropore range because adsorption in large pores is not completed under practical conditions. It is therefore recommended that one should combine the PSD derived from sub-critical fluids (reliable for pores greater than ultramicropores) and the PSD derived from super-critical fluids (reliable for pores in the micropore range). Carbon aerogel 77 Gavalda et al. (2001 Gavalda et al. ( , 2002 ) GCMC 
CONCLUSIONS
A brief review of the two modern tools for pore characterization of carbon and its derivatives has been presented in this paper. Their methods of development have been exposed in some detail so that readers can apply them in the analysis of adsorption isotherms and the derivation of effective pore-size distributions. PSDs derived from an analysis of the adsorption isotherms of sub-critical fluids and super-critical fluids may be effectively combined to yield a more 'reliable' pore-size distribution.
where the coefficients are h 1 = 0.3837, h 2 = 1.035, h 3 = 0.4249 and h 4 = 1. If the equation of state is written as in equation (A.1), it is possible to derive the thermodynamic properties of the fluid. At constant temperature, the molecular Helmholtz free energy is calculated from:
Substituting equation (A.1a) into the above equation and then integrating the result, we obtain the following expression for the molecular Helmholtz free energy: (A.4) where C 1 is the integration constant which will be determined later when we deal with the chemical potential. The chemical potential is calculated from the thermodynamic relationship m = A + P/r. We have: In the case of inhomogeneous fluids of hard-sphere particles, in which the singlet particle density is denoted as r(r), the Helmholtz energy of a volume of fluid is calculated from: (A.12) where the first term is the ideal gas contribution and the second term is the excess contribution due to the repulsion among hard sphere. Here r(r) dr is the number of molecule centres within the differential volume dr. Note that in equation (A.12) the ideal gas contribution to the Helmholtz free energy is a function of the singlet particle density, while the excess part (4y -3y 2 )/(1y) 2 depends on the smoothed density [equation (4.4b)] rather than the singlet particle density.
For LJ-type fluids (treated as hard spheres perturbed with an attractive term), the Helmholtz free energy is written as: (A.13) where r (2) (r, r¢) is the pair distribution function and u att is the attractive portion of the fluid-fluid potential. If the mean field approximation is invoked, whereby the correlations due to attractive forces are neglected, the pair distribution function is replaced by: 
