Abstract. Let S a,b denote the sequence of leading digits of a n in base b. It is well known that if a is not a rational power of b, then the sequence S a,b satisfies Benford's Law; that is, digit d occurs in S a,b with frequency log
1. Introduction 1.1. Benford's Law. The celebrated Benford's Law, named after Frank Benford [5] , states that leading digits in many data sets tend to follow the Benford distribution, given by Thus, in a data set following this distribution, approximately log 10 2 ≈ 30.1% of the numbers begin with digit 1, approximately log 10 (3/2) ≈ 17.6% begin with digit 2, while only around log 10 (10/9) ≈ 4.6% begin with digit 9. Benford's Law has been found to be a good match for a wide range of real world data ranging from street addresses to populations of cities and accounting data, and it has become an important tool in detecting tax and accounting fraud. Several books on the topic have appeared in recent years (see, e.g., [7] , [21] , [22] ), and nearly one thousand articles have been published (see [8] ).
In recent decades, there has been a growing body of literature investigating Benford's Law for mathematical sequences. Benford's Law has been shown to hold (in the sense of asymptotic density) for large classes of sequences, including exponentially growing sequences such as the powers of 2 and the Fibonacci numbers, factorials, and the partition function; see, for example, Raimi [23] , Diaconis [11] , Hill [15] , Anderson et al. [3] , and Massé and Schneider [19] .
While the global distribution and the global fit to Benford's Law have been extensively investigated for large classes of arithmetic sequences and are now well understood, the local distribution of such sequences remains to a large extent unexplored, and more mysterious. Recent work (see [9] and [10] ) revealed that most (but not all) of the classes of sequences that are known to satisfy Benford's Law have poor local distribution properties, in the sense that k-tuples of leading digits of consecutive terms in the sequence do not behave like k independent Benford-distributed random variables. This is illustrated in Table 1 , which shows the leading digits (in base 10) of the first 50 terms of the sequences {a n }, a = 2, . . . , 9. While the global distribution of digits in this table is roughly as predicted by Benford's Law (for example, 30% of the 400 digits in the table are 1), the local distribution is completely different: In some cases (e.g., for the sequence {2 n }) the leading digits seem to follow a near-periodic pattern, while in other cases (e.g., for the sequence {9 n }) they show excessive repetition in leading digits. In either case, there is a strong dependence of leading digits of consecutive terms of the sequence.
Sequence
Leading digits of first 50 terms (concatenated) Table 1 . Leading digits (in base 10) of the first 50 terms of the sequences {a n }, a = 2, . . . , 9.
Similar behavior can be found in more general sequences. For example, in [10] it is shown that sequences of the form {2 p(n) }, where p(n) is a polynomial, have excellent global, but poor local distribution properties with respect to Benford's Law. On the other hand, numerical data obtained in [9] suggests that the leading digits of the sequence {2 pn }, where p n is the n-th prime, satisfy Benford's Law on both the global and the local scale.
Complexity of sequences.
In this paper we investigate leading digit sequences from the point of view of complexity. The "complexity" of a sequence S = {a n } over a finite set of symbols (for example, the digits 1, 2, . . . , 9) can be measured in a variety of ways; see the surveys of Allouche [2] , Ferenczi [12] , and Kamae [18] for an overview of different complexity measures. Here we will use as our primary complexity measure the block complexity 1 defined as the function p(n) = p S (n) that counts the number of distinct "blocks" of length n (i.e., n-tuples of consecutive terms) occurring in a sequence S.
The block complexity function p S (n) is the most commonly used complexity measure for arithmetical sequences S and has been extensively studied. The rate of growth of p S (n) is a measure of how "predictable" the sequence S is. The faster p S (n) grows, the less predictable and the more "complex" the sequence becomes. On the one hand, it is easy to see that the function p S (n) is bounded if and only if the sequence S is eventually periodic (and hence completely predictable). On the other hand, for random (and thus completely unpredictable) sequences, the block complexity function p S (n) grows at an exponential rate; more precisely, it satisfies p S (n) = k n , where k is the number of distinct symbols in the sequence. In between these two extremes there is a rich spectrum of sequences with intermediate levels of complexity and corresponding rates of growth of p S (n). We refer to the papers cited above-in particular, Ferenczi [12] -for further details, examples, and references.
1 Equivalent terms for "block complexity" are subword complexity and factor complexity, with an infinite sequence being considered an infinite word over a given alphabet. The terminology we are using here-block complexity-is the one found in the mathematical literature on the subject, e.g., the surveys by Allouche [2] and Ferenczi [12] .
1.3.
The leading digit sequences S a,b . Our main focus in this paper will be on leading digit sequences for geometrically growing sequences such as those shown in Table 1 . More precisely, given an integer b ≥ 3 and a real number a > 0, we consider the sequence S a,b of leading digits of a n in base b; that is, S a,b is defined as
, where D b (x) denotes the leading digit of x in base b, defined by
We denote by p a,b (n) the associated (block) complexity function, i.e., the number of distinct blocks of length n occurring in the sequence S a,b . More formally, p a,b (n) is given by
The data in Table 1 suggests that the sequences S a,b , while not being periodic, have low complexity. More extended computations confirm this: Figure 1 shows the behavior of the "empirical" complexity functions p a,10 (n) for selected values of a and n ≤ 100, based on the first 100, 000 terms of the sequence.
2 Figure 1 . Empirical complexity functions for the leading digit sequences of {2 n }, {3 n }, {5 n }, {9 n } in base 10, based on the first 100, 000 terms of these sequences. 2 We use the term "empirical" here to emphasize the fact that the data were obtained by counting the number of distinct blocks of length n observed in a finite (though very large) initial segment of the sequence and thus are not necessarily equal to the actual complexity function. However, the theoretical results we will prove here confirm the data presented in Figure 1 .
The figure suggests that the functions p a,10 (n) grow at a linear rate, with slopes depending on the value of a, though the precise nature of this dependence is unclear. Motivated by questions such as these, we seek to develop a complete understanding of the complexity of the sequences S a,b .
1.4.
Summary of results and outline of paper. In Section 2 we state our main result, Theorem 2.2, which completely determines the complexity function p a,b (n) of the leading digit sequence S a,b , for any squarefree base b ≥ 5 and any positive rational number a that is not an integral power of b. We show that, under these assumptions, p a,b (n) is linear, i.e., satisfies
we give explicit formulas for the coefficients c a,b and d a,b in (1.5), and we derive several corollaries from this result. To complement Theorem 2.2, we show in Theorem 2.3 and Corollary 2.4 that the requirement that b be squarefree cannot be dropped: For any non-squarefree integer b ≥ 5 there exists an integer a with 1 < a < b such that the complexity function p a,b (n) is not of the form (1.5) with c a,b ≥ 1.
In Section 3 we prove Theorems 2.2 and 2.3. Our approach uses results and techniques from the theory of dynamical systems generated by irrational "shifts" on the torus T, along with some numbertheoretic arguments.
In Section 4 we consider extreme values of the complexity function p a,b (n). We show that, under the above assumptions on a and b, the complexity function p a,b (n) satisfies
and that the upper and lower bounds are both sharp. In Section 5 we determine the asymptotic behavior of the "slope" c a,b in (1.5) as b → ∞ while a is fixed. In particular, we show that if a is an integer ≥ 2, then the slope c a,b satisfies
In Section 6 we consider the question which complexity functions p(n) can be realized as the complexity function p a,b (n) of a leading digit sequence S a,b of the above type. By (1.5) such a complexity function is necessarily linear. However, not all linear functions cn + d arise in this manner, and the question of which pairs (c, d) of coefficients correspond to leading digit complexity functions leads to some interesting number-theoretic problems.
In Section 7 we consider another complexity measure, the "cyclomatic" complexity, which has been originally developed as a measure for the complexity of a graph, and was adapted to the context of leading digit sequences by Iyengar et al. [16] and Kak [17] . We will determine the cyclomatic complexity for sequences of the form S a,b .
In the final section, Section 8, we discuss some related work, and present some open problems.
2. The complexity of S a,b : Main results 2.1. Notations and conventions. We let (n, m) denote the greatest common divisor of two integers n and m. We denote by x and x the floor and ceiling functions, defined as the largest integer ≤ x, resp. the smallest integer ≥ x. We let {x} = x − x denote the fractional part of x. Throughout this paper we assume that b is an integer ≥ 3 and a is a positive real number. For our main results we will restrict b and a further as follows: The tuple notation, (a, b), used in this definition is also the notation for the greatest common divisor. However, this will not cause any confusion, as the meaning will always be clear from the context.
(ii) a is a positive rational number that is not an integral power of b.
Given an admissible pair (a, b), we can represent the (rational) number a uniquely in the form
In particular, if 1 < a < b, then the integer k in (2.1) is 0, so the representation (2.1) reduces to a = r/s, the standard representation of a as a reduced rational number.
Main result.
We are now ready to state our main result, which completely describes the complexity function of S a,b , for any admissible pair (a, b). 
In particular, this result shows that Table 2 gives a numerical illustration of the formulas of Theorem 2.2, showing the complexity functions for the leading digit sequences S a,b for a = 2, 3, . . . , 9 and selected squarefree bases. In particular, the results for b = 10 confirm the empirical observations made in Figure 1 . It is natural to ask to what extent the restrictions imposed by the admissibility requirement can be relaxed. The following remarks address this question:
(1) The requirement that a is not an integral power of b serves to exclude trivial situations such as the sequence {10 n } in base 10. Indeed, it is not hard to see that whenever a is a rational power of b, the sequence S a,b is periodic, and hence has a bounded complexity function. We remark that, under the additional assumptions (which are part of the admissibility condition) that b is squarefree and a is rational, the two conditions "a is not an integral power of b" and "a is not a rational power of b" are equivalent (cf. the proof of Corollary 3.3 below).
(2) We have stated our result only for rational values of a as this is the most interesting, and most challenging, case. The result could be extended to irrational values of a, but complications arise in certain special cases, such as the sequence {( √ 2) n }. For "generic" irrational numbers a, one can show that p a,b (n) = (b − 1)n, n = 1, 2, . . . . In particular, p a,b (n) is of this form whenever a is a transcendental number and b an arbitrary integer ≥ 4, not necessarily squarefree. 
In particular, under the above assumptions on a and b, the complexity function p a,b (n) is not linear for n ≥ 1.
Corollary 2.4 (Failure of Theorem 2.2 for non-squarefree bases).
Given any non-squarefree integer b ≥ 5, there exists an integer a with 1 < a < b such that p a,b (n) is not of the form
for some integers c ≥ 1 and d.
Proof. Given a non-squarefree integer b ≥ 5, let q be a prime such that q 2 divides b, and take a = q. If b is not a power of q, then Theorem 2.3 yields the desired conclusion. If b is a power of q, say b = q k with k ≥ 2, then the sequence S a,b of leading digits of a n (= q n ) in base b = q k is the periodic sequence q, q 2 , . . . , q k−1 , 1, q, q 2 , . . . , q k−1 , 1, q, q 2 , . . . , and hence has bounded complexity function p a,b (n). In particular, (2.6) cannot hold with a positive coefficient c.
We remark that, while for non-squarefree bases b ≥ 5 and values of a that are not rational powers of b, the complexity function p a,b (n) in general is not linear, one can show that, under these conditions, p a,b (n) is ultimately linear, i.e., is of the form p a,b (n) = cn+d for n ≥ n 0 , for suitable integers n 0 , c and 
Proof. The assumptions on a and b ensure that the pair (a, b) is admissible, so we can apply the formulas of Theorem 2.2.
Suppose first that a is an integer satisfying 1 < a < b. Then in ( Example. In base b = 10, formula (2.7) gives c a,10 = 10 − 9/a − (a, 10) as the slope of the complexity function of S a,10 , Substituting a = 2, 3, . . . , 9 in this formula yields the slopes 4, 6, 6, 4, 7, 8, 7, 8, respectively. By (2.4), the corresponding intercepts are given by d a,10 = 9 − c a,10 , so the associated complexity functions are 4n + 5, 6n + 3, 6n + 3, 4n + 5, 7n + 2, 8n + 1, 7n + 2, 8n + 1, respectively. These are the functions shown in the last row of Table 2 .
Corollary 2.6 (Special Case: a = 2). Let b be a squarefree integer ≥ 5. Then the complexity function of the leading digit sequence of 2 n in base b is given by
Proof. The requirement that b is squarefree and ≥ 5 ensures that (2, b) is admissible. We can therefore apply Corollary 2.5 to get
If b is even, this reduces to
while for b odd we get
so in either case we have
By the formulas (2.4) and (2.2), it follows that
Corollary 2.7 (Symmetry Property). Let (a, b) be an admissible pair. Then (b/a, b) is admissible and the sequences S a,b and S b/a,b have the same complexity function, i.e., we have
Example. The symmetry property can be used to explain some (but not all) of the coincidences of complexity functions shown in Table 2 . For example, in base 10 the leading digit sequences of {2 n } and {5 n } both have complexity function 4n + 5. In base 6, the leading digit sequences of {2 n } and {3 n } both have complexity function 2n + 3. Since 5 = 10/2 and 3 = 6/2, these relations follow from the symmetry property. 
Replacing a by ab −k with a suitable integer k if necessary, we may assume that a lies in the range 1 < a < b. Let r/s be the representation of a as a reduced rational number, as given by (2.1). Then (2.4) gives
Now consider a = b/a, and let r /s be the representation of a as a reduced rational number. Since 1 < a < b we have 1 < a < b, so formula (2.4) applies again with r and s replaced by r and s , respectively, to give
To prove the result, it suffices to show that the expressions on the right of (2.12) and (2.13) are equal. Substituting a = r/s into the definition of a gives (2.14)
where (2.15)
.
Since (b 1 , r 1 ) = 1 and (r, s) = 1, the numerator and denominator in the fraction on the right of (2.14) are coprime and hence must be equal to the quantities r and s in (2.13); that is, we have
It follows that
since (r, s) = 1. Substituting (2.16) and (2.17) into (2.13), we get
On the other hand, (2.12) can be written as
Comparing (2.18) and (2.19), we see that the equality of these expressions will follow if we show that
But this follows from the identity
which holds since the open interval ((h − 1)/k, h/k) does not contain an integer.
Proof of Theorems 2.2 and 2.3
We begin with two general results that we will need in the course of the proof. We recall that D b (x) denotes the leading digit of x in base b, as defined in (1.3), and that {t} denotes the fractional part of t, defined as {t} = t − t . Lemma 3.1 (Leading digit criterion). Let x be a positive real number and b an integer ≥ 3. Then for any digit d ∈ {1, 2, . . . , b − 1} we have
Proof. By the definition of D b (x), we have
where we used the fact that 0 Proof. Part (i) follows immediately from Lemma 3.2 since the assumption "a is not a rational power of b" is equivalent to "log b a is irrational," i.e., to the hypothesis of Lemma 3.2 with α = log b a.
For part (ii), assume (a, b) is an admissible pair. Then b is squarefree, say b = p 1 . . . p k , where the p i are distinct primes, and a is a positive rational number that is not an integral power of b. Let a = m/n be the reduced rational representation of a, so that m and n are coprime positive integers.
By the result of part (i), it suffices to show that a is not a rational power of b. We argue by contradiction. Suppose a = b p/q , where p and q are coprime positive integers. Then m/n = a = b p/q , and thus m q = b p n q . Since (m, n) = 1, this can only hold if n = 1, so we have m q = b p = p For the remainder of this section we fix an admissible pair (a, b). Thus b ≥ 5 is squarefree and a is not an integral power of b. We remark that the assumption that b is squarefree will only be needed in the latter part of the proof of Theorem 2.2 (beginning with Lemma 3.6); Lemmas 3.4 and 3.5 hold without this assumption.
Multiplying a by a power of b if necessary, we may assume without loss of generality that 1 < a < b, so that a = r/s, where r and s are as in Theorem 2.2 (see (2.1)). The assumption 1 < a < b then implies
We introduce the following notations:
We regard the sets L k as subsets of the one-dimensional torus T = R/Z by identifying elements that differ by an integer. The following key result relates the sets L k to the complexity function that we seek to evaluate. 
where |L k | denotes the cardinality of L k .
Proof. Recall that p(k) denotes the number of blocks of length k in the sequence S a,b , i.e., the number of distinct tuples
Using Lemma 3.1 we see that (recall that, by (3.3), α = log b a)
It follows that (3.8) holds if and only if
for some m 0 , . . . , m k−1 ∈ Z. Interpreting both sides of (3.9) as elements of T = R/Z, we can rewrite this relation as
Now, note that, by Corollary 3.3, the sequence {nα} is dense in the unit interval [0, 1). Thus, if the interval on the right of (3.10) is non-empty, it must contain an element of this sequence. Hence, given any k-tuple (d 0 , . . . , d k−1 ) of digits in D for which the interval on the right of (3.10) is non-empty, there exists an n ∈ N such that (3.8) holds for this tuple, i.e., the tuple (d 0 , . . . , d k−1 ) occurs as a block of length k in the sequence S a,b . Conversely, if (d 0 , . . . , d k−1 ) is a block of length k occurring in S a,b , then there exists an n such that relation (3.10) holds, so the interval on the right of (3.10) must be non-empty.
It follows 4 that the number of blocks of length k in the sequence S a,b (and hence the value of the complexity function p(k)) is equal to the number of non-empty intervals in T generated on the right of (3.10) as each d i runs through the digits in D = {1, 2, . . . , b − 1}. But these intervals are exactly the intervals obtained by splitting up T at the points
so the number of such intervals is equal to the number of distinct elements in (3.11). The latter elements form the elements of the set L k , so the desired number is |L k |. This completes the proof of Lemma 3.4.
To complete the proof of Theorem 2.2, it remains to evaluate the numbers |L k |. As mentioned, we consider the sets L k as subsets of T. Thus, in what follows relations involving the elements of these sets are to be interpreted as relations among elements in T, i.e., as relations that hold modulo 1.
Lemma 3.5. We have
To prove (3.13), it therefore suffices to show
For the proof of (3.14), consider an element x ∈ L ∩ (L − α). Since x ∈ L, x must be of the form
Similarly, since x ∈ L − α, x must also be of the form
for some d ∈ D and m ∈ Z. We therefore have
Since a = r/s, the latter relation can be written as Therefore we have
where N 0 (resp. N 1 ) is the number of elements d ∈ D satisfying (3.15) for some d ∈ D with m = 0 (resp. m = 1). We will show that N 0 and N 1 are equal to the two terms on the right of (3.14). Consider first the case m = 0. Then (3.15) reduces to 
Now suppose that m = 1. Then (3.15) reduces to
. 
where in the last step we used the bound r/s < b. Thus the contribution of the case m = 1 to the set L ∩ (L − α) is equal to the number of positive integers d 0 satisfying (3.21), i.e., we have (3.22)
Substituting (3.19) and (3.22) into (3.16) yields the desired relation (3.14).
Up to this point, our argument did not make use of the assumption that b be squarefree. The following lemma, however, depends on this assumption in a crucial manner. 
Proof. By the definition of the sets L k we have
it follows that (3.24)
Now note that for k = 1 the right-hand side of (3.24) reduces to |L| − |L ∩ (L − α)|, whereas the left-hand side becomes |L 2 | − |L 1 |. Thus, to prove the desired relation (3.23), it suffices to show that
This in turn will follow if we can show that, for any positive integer i ≥ 2,
It remains to prove (3.25). Fix i ≥ 2, and consider an element
. Since x ∈ L, x must be of the form Using a = r/s, this can be written as
On the other hand, by (3.26) the desired relation (3.28) is equivalent to
i.e., Thus, d ∈ D, and the proof of the lemma is complete.
Proof of Theorem 2.2. We need to show that
where
By Lemma 3.4 we have p(k) = |L k | for any positive integer k, so it suffices to show that (3.39) holds with |L k | in place of p(k).
By the first part of Lemma 3.5 we have (3.40)
so (3.39) holds for k = 1. By the second part of Lemma 3.5 and Lemma 3.6 we have, for any k ≥ 2,
which, combined with the relation |L k | = p(k), proves the desired formula (3.39). This completes the proof of Theorem 2.2.
Proof of Theorem 2.3. Assume that b ≥ 5 and a ≥ 2 are integers such that a 2 divides b and b is not a rational power of a. We will show that in this case the complexity function p(n) = p a,b (n) satisfies
, and hence is not linear. Since a 2 divides b and b is not a rational power of a, we have
for some integer b 1 ≥ 2. By Lemmas 3.4 and 3.5 (which, as noted above, do not depend on the assumption that b is squarefree) it suffices to show (3.42)
Now, as in the proof of Lemma 3.6 (see (3.25)) we see that (3.42) is equivalent to
Thus, it suffices to construct an element x ∈ L such that x ∈ L − 2α, but x ∈ L − α. (Recall that the sets L are to be understood as subsets in T = R/Z, so all relations are to be interpreted as relations that hold modulo 1.). We take
Moreover, since α = log b a, we have
On the other hand, we have
and since (a 2 − 1)/a is not an integer, but falls into the interval 1 < (a 2 − 1)/a < b, it follows that x ∈ L − α. Thus, (3.43) holds, and the proof of Theorem 2.3 is complete.
Extreme values of the complexity function p a,b (n)
Theorem 4.1 (Extreme values of the complexity of S a,b ). Let (a, b) be an admissible pair. Then we have
Moreover, the bounds in (4.1) and (4.2) are sharp: The upper bounds are attained for a = b + 1, while the lower bounds are attained for a = 2.
Proof. First note that, by (2.4), we can write
Thus, the maximal and minimal values of p a,b (n) are achieved when c a,b is maximal and minimal, respectively, and it therefore suffices to prove the bounds (4.1) for c a,b .
The upper bound c a,b ≤ b − 1 in (4.1) follows immediately from formula (2.3) of Theorem 2.2, and Corollary 2.5 shows that this bound is attained for a = b + 1.
Now consider the lower bound in (4.1). When a = 2, this bound follows from Corollary 2.6, which also shows that the bound is attained in this case. By the symmetry property (Corollary 2.7), the same conclusion holds for a = b/2.
We now consider the case when a = 2 and a = b/2. Without loss of generality we may assume 1 < a < b, so that we have a = r/s in the representation (2.1). Since, by the symmetry property, p a,b (n) = p b/a,b (n), we may further restrict the range for a to 1 < a < √ b. (Note that we do not need to consider the case a = √ b since then the pair (a, b) is not admissible.) Thus we have a = r/s, were r and s are positive integers satisfying
Note that, since r/s > 1, we necessarily have r ≥ 2. Moreoever, the case r = 2 can only occur when s = 1, but this reduces to the case a = r/s = 2 we considered above. Thus we may assume that r ≥ 3. In this case, the bounds (4.3) imply
By Theorem 2.2 we have
the desired bound c a,b ≥ (b − 1)/2 is seen to be equivalent to
To complete the proof of Theorem 4.1, it then remains to show that the inequality (4.6) holds whenever r, s are positive integers satisfying (4.3) and (4.4). We break the argument into several cases.
Case I: r ≥ b. By (4.4), we have in this case s > r/ √ b ≥ √ b and hence s > 2. Therefore,
so the inequality (4.6) holds.
Case II: b/3 ≤ r < b, b ≥ 16. First note that since r < b we have (b, r) ≤ b/3 unless b is even and r = b/2. In the latter case, we may assume s ≥ 2 since s = 1 would reduce to the special case a = r/s = b/2 we considered earlier. Thus we have
where in the last step we used the assumption b ≥ 16. Taking into account the lower bound r ≥ b/3, we obtain
Thus (4.6) holds in this case.
say, where
Since g (r) = −(b−1)r −2 +1, the function g(r) is decreasing in the range 3 ≤ r < √ b − 1 and increasing in the range r > √ b − 1. Hence, the maximal value of this function on the interval 3 ≤ r ≤ b/3 occurs at one of the endpoints, r = 3 and r = b/3. Now, since b ≥ 16, we have
Thus we have the bound
which proves (4.6) for Case III. In this section we consider two natural questions about the complexity of leading digit sequences S a,b :
(1) Given a sequence {a n }, how does the complexity of the associated leading digit sequence S a,b behave as the base b tends to infinity? (2) Given a base b, what can we say about the "average" complexity of the leading digit sequences S a,b ?
We will focus mainly on the case when a is an integer. Figure 2 provides numerical data on these questions. Figure 2 suggests that, as b → ∞, the slope c a,b is asymptotically proportional to b, with the proportionality constant depending on the value a. In the following theorem we show that this is indeed the case and we determine the proportionality constant involved. We now turn to second question above, concerning the average behavior of the complexity function. In the theorem below we give an asymptotic estimate for the average slope of the complexity function 
Let S 1 and S 2 denote the last two sums. Then
Moreover,
where τ (b) denotes the number of divisors of b, and in the last step we have used the estimate (see 
as claimed.
6. The set of complexity functions p a,b (n)
A fundamental question in the complexity theory of sequences is which functions can arise as the complexity function p S (n) of some sequence S. There exists a large body of results in the literature establishing necessary or sufficient conditions on a complexity function; see Ferenczi [12] for a survey. In particular, it is known that any function of form cn + d, where c and d are positive integers, is the complexity function of some sequence S.
By Theorem 2.2, if (a, b) is admissible, then the complexity function p a,b (n) of the leading digit sequence S a,b is necessarily a linear function of the form cn + d. In light of the result mentioned above, the theorem therefore does not give rise to new classes of complexity functions. However, one can ask which functions cn + d can be obtained as complexity functions of a sequence of the special form S a,b . In this section we address this question. We begin with the following definition. We define the sets
Thus, G is the set of all "good" pairs (c, d), and |G(c)| is the number of good pairs with first coordinate c. Figure 3 shows the behavior of |G(c)|/ √ c as a function of c and of ( c≤N |G(c)|)N −3/2 as a function of N . The data suggests the first of these two functions is bounded above and below by positive constants, but does not converge to a limit, while the second function appears to converge to a limit. (i) There exist positive constants k 1 and k 2 such that
for all sufficiently large c, but the limit
(ii) There exists a positive constant k such that
The numerical data presented in Figure 3 suggests that we can take k 1 = 1 and k 2 = 2.5 in (6.3). and k = 1 in (6.5)
Other complexity measures
In a series of papers in the early 1980s (see [16] , [17] , [24] ), S. Iyengar, A.K. Rajagopal, S.C. Kak and others studied the complexity of the sequence of leading digits of 2 n using graph-theoretic complexity measures. In this section, we describe this approach, and we determine explicitly the complexity of sequences S a,b with respect to a particular graph-theoretic complexity measure, the so-called cyclomatic complexity.
Cyclomatic complexity is a well-known complexity measure for graphs that is widely used as a measure for the complexity of computer programs. [20] , Berge [6] )). Let G be a finite directed graph. The cyclomatic complexity of G, C G , is defined as
where e is the number of (directed) edges, n the number of vertices, and p the number of connected components of the graph G.
In order to apply this concept to the complexity of a sequence, one has to associate a graph to the sequence. Iyengar et al. [16] suggest several ways to do so. The simplest, and most natural, approach is to consider the transition graph, G S , of the sequence S, defined as the directed graph whose vertices are the symbols in S, and which contains an edge from a to b if and only if a and b occur in consecutive positions in the sequence S. We thus make the following definition. Definition 7.2 (Cyclomatic Complexity of a Sequence S). Let S be an infinite sequence over a finite set of symbols, and let G be its transition graph. The cyclomatic complexity, C S , of the sequence S is defined as the cyclomatic complexity of the transition graph G.
We now focus on the case of leading digit sequences of the form S a,b , and we denote the cyclomatic complexity of such a sequence by C a,b , i.e., we set C a,b = C S , where S = S a,b .
As an application of Theorem 2.2, we now determine C a,b for general sequences S a,b :
be an admissible pair, and let S a,b be the sequence of leading digits of a n in base b. Then the cyclomatic complexity of S a,b is given by
where c a,b is defined as in Theorem 2.2, i.e.,
where r and s are uniquely determined by
Proof of Theorem 7.3. Let G be the transition graph of S a,b , and let n, e, and p denote, respectively, the number of vertices, directed edges, and connected components of G. The number of vertices in G is the number of symbols in the sequence, which in turn is equal to the number of distinct blocks of length 1 in the sequence, i.e., the quantity p a,b (1). Thus, we have d 2 ) of consecutive terms in the sequence. But the latter number is the number of distinct blocks of length 2 in the sequence, so we have
Finally, we will show that the graph G has only one connected component. To see this, note first that each digit d ∈ {1, 2, . . . , b − 1} occurs infinitely often in the sequence, as can be seen by using the argument following (3.10). Therefore, given any pair (d 1 , d 2 ) of such digits, the sequence must contain a string of consecutive digits beginning with d 1 and ending with d 2 . By the definition of the transition graph G, this means that there is a path from d 1 to d 2 . Since d 1 and d 2 were arbitrary digits (i.e., vertices in G), it follows that the graph can have only one connected component. Hence we have (7.7) p = 1.
Combining (7.6), (7.5) , and (7.7), we obtain
Substituting the formula p a,b (n) = c a,b n + d a,b from Theorem 2.2, we get
which is the desired formula (7.2).
Concluding remarks
In this section we discuss some related concepts and open questions suggested by our results.
Coding sequences of irrational rotations. Given an irrational number α > 0, a real number x, and a partition of the unit interval 0 = β 0 < β 1 < · · · < β p = 1, one can define an associated "coding sequence" S = {s n } by letting s n = k if and only if {nα + x} ∈ [β k−1 , β k ). The leading digit sequences S a,b can be viewed as a special type of coding sequence. To see this, note that a n has leading digit d in base b if and only if {n log b a} ∈ [log b d, log b (d + 1)), for d = 1, 2, . . . , b − 1. Thus, S a,b is the coding sequence associated with the numbers α = log b a and x = 0, and the partition 0 = log b 1 < log b 2 < · · · < log b (b − 1) < log b b = 1. (Note that the "shift" α = log b a is irrational whenever (a, b) is an admissible pair.) We refer to Alessandri and Berthé [1] for a survey of results on coding sequences of irrational rotations. In particular, it is known that the complexity function of such a coding sequence is ultimately linear (i.e., satisfies p(n) = cn + d for sufficiently large n), but not necessarily linear (i.e., of the form p(n) = cn + d for all n ≥ 1). The leading digit complexity functions p a,b (n) studied in the present paper thus form a proper subset of complexity functions of coding sequences. It would be interesting to explore how this subset compares to the set of complexity functions of general coding sequences.
Rauzy graphs. In Section 7 we defined the cyclomatic complexity of a sequence S as the (graphtheoretic) cyclomatic complexity of the transition graph G S associated with this sequence. This transition graph is a particular case of a family of graphs associated with the sequence S, known as Rauzy graphs, and defined as follows: Given a sequence S, the Rauzy graph of level n, Γ n (S), is the directed graph whose vertices are the distinct "blocks" of length n occurring in S, and in which two blocks of length n are connected by a directed edge if and only if the second block "continues" the first block in the sense that it overlaps with the first block in its first n − 1 positions; see Arnoux and Rauzy [4] and also Section 2.1 of [1] .
The Rauzy graph Γ 1 (S) is the transition graph G S we have used to define the cyclomatic complexity of a sequence S. We remark that for sequences S a,b the cyclomatic complexity of the Rauzy graph Γ n (S a,b ) is independent of n: Indeed, the graph Γ n (S a,b ) has p a,b (n) vertices, p a,b (n + 1) edges, and one connected component, so its cyclomatic complexity is p a,b (n + 1) − p a,b (n) + 1 = c a,b + 1, where c a,b is the "slope" of p a,b (n), given by (2.3).
Another graph-theoretic complexity measure for sequences. In their paper [16] , Iyengar et al. proposed an interesting graph-theoretic complexity measure for the leading digit sequence of {2 n } that is different from the one we considered in the previous section. It is based on the remarkable fact, established in [16] , that the sequence of leading digits of 2 n can be completely decomposed into the five blocks a = 1248, b = 1249, c = 125, d = 136, and e = 137. Rewriting the sequence as a sequence in the symbols a, b, c, d, e, one can then consider the associated transition graph between these symbols. This graph is different from the simple transition graph, and also from the general Rauzy graphs Γ n (S) considered above. Yet, as Iyengar et al. have shown, when S is the leading digit sequence of {2 n }, all of these graphs have the same cyclomatic complexity, namely 5.
Iyengar et al. focused mainly on the leading digit sequence of {2 n }. It would be interesting to see if their approach can be extended to the more general leading digit sequences S a,b we have considered in the present paper.
Complexity functions of other "natural" arithmetic sequences. A key motivation for the present work was to completely determine the complexity function for a natural class of sequences of arithmetic interest, namely the sequences S a,b of leading digits of a n in base b. Another class of arithmetic sequences whose complexity has been analyzed in a similarly systematic manner are sequences obtained as expansions with respect to an irrational base β > 1; see Frougny et al. [13] .
As a natural extension of our results on the complexity of the sequences S a,b , one can try to determine the complexity of more general leading digit sequences, such as the leading digits of {2 n 2 }, {n!}, and {n n }. Recent work [10] on the local distribution of sequences of this type suggests that these sequences have relatively low complexity, possibly of polynomial rate of growth. On the other hand, a plausible conjecture is that the leading digits of sufficiently fast growing sequences such as the Fermat numbers {2 2 n + 1} behave like independent Benford-distributed random variables. If true, this would imply that these leading digit sequences have maximal complexity, i.e., satisfy p(n) = 9 n (in the case of base 10). Interestingly, recent numerical investigations [9] suggest that the same holds for the much slower growing sequence of Mersenne numbers {2 pn − 1}, where p n denotes the n-th prime number. Proving results of this type, however, seems to be well out of reach.
