Abstract-We present an efficient approach to forming feature maps. The method involves three stages. In the first stage, we use the -means algorithm to select 2 (i.e., the size of the feature map to be formed) cluster centers from a data set. Then a heuristic assignment strategy is employed to organize the 2 selected data points into an neural array so as to form an initial feature map. If the initial map is not good enough, then it will be fine-tuned by the traditional Kohonen self-organizing feature map (SOM) algorithm under a fast cooling regime in the third stage. By our three-stage method, a topologically ordered feature map would be formed very quickly instead of requiring a huge amount of iterations to fine-tune the weights toward the density distribution of the data points, which usually happened in the conventional SOM algorithm. Three data sets are utilized to illustrate the proposed method.
I. INTRODUCTION
F EATURE maps (e.g., retinotopic maps, tonotopic maps, and somatosensoric maps) constitute basic building blocks in the information-processing infrastructure of the nervous system. These maps are able to preserve neighborhood relations in the input data and have the property to represent regions of high signal density on correspondingly large parts of the topological structure. This distinct feature of the human brain motivates the development of the class of self-organizing neural networks. Basically, there are two different models of self-organizing neural networks originally proposed by Willshaw and Von Der Malsburg [1] and Kohonen [2] , respectively. The Willshaw-Von Der Malsburg model is specialized to mappings where the input dimension is the same as the output dimension. However, the Kohonen model is more general than the Willshaw-Von Der Malsburg model in the sense that the former one is capable of generating mappings from high-dimensional signal spaces to lower dimensional topological structure. These mappings are performed adaptively in a topologically ordered fashion. The mappings make topological neighborhood relationship geometrically explicit in low-dimensional feature map. This makes them interesting for applications in various areas ranging from simulations used for the purpose of understanding and modeling of computational maps in the brain [3] to subsystems for engineering applications such as cluster analysis [4] , motor control [5] , speech recognition [6] , vector quantization [7] , adaptive equalization [8] , and combinational optimization [9] . Kohonen et al. [10] provided partial reviews.
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It has been noted that the success of conventional feature map formation (e.g., trained by the Kohonen self-organizing feature map algorithm) is critically dependent on how the main parameters of the algorithm, namely, the learning rate and the neighborhood function, are selected and how the weights are initialized. Unfortunately, a process of trial and error usually determines them. Often one realizes only at the end of a simulation that usually requires a huge amount of iterations that different selections of the parameters or initial weights would have been more appropriate. In addition, another problem associated with Kohonen self-organizing feature map (SOM) algorithm is that it tends to overrepresent regions of low input density and underrepresent regions of high input density [11] . Several different approaches have been proposed to improve the conventional SOM algorithm. Some researchers used genetic algorithms to form feature maps [12] - [15] . Lo and Bavarian addressed the effect of neighborhood function selection on the rate of convergence of the SOM algorithm [16] . Kiang et al.developed a "circular" training algorithm that tries to overcome some of the ineffective topological representations caused by the "boundary" effect [17] . Fritzke proposed a new self-organizing neural network model that can determine shape as well as size of the network during the simulation in an incremental fashion [18] . Jun et al.proposed a self-organizing feature map learning algorithm based on incremental ordering [19] . A multilayer self-organizing feature map was proposed in [20] . Samad and Harp showed how the Kohonen self-organizing feature map model can be extended so that partial training data can be utilized [21] . Hulle and Leuven introduced the maximum entropy learning rule (MER) to achieve a globally ordered map by performing local weight updates only. Hence, contrary to Kohonen's SOM algorithm, no neighborhood function is needed [22] . The weights are usually initialized randomly in the SOM algorithm; however, we can assign the weight vectors to be the randomly chosen training patterns to ensure that they are all in the right domain [23] , [24] .
In this paper, we propose an efficient method to generate a topologically ordered feature map that reflects variations in the statistics of the input distribution as strictly as possible. The remainder of this paper is organized as follows. The next section briefly presents the Kohonen SOM algorithm. In the third section, we will give a detailed discussion of our method of generating a feature map. Simulation results of three data sets are provided in the fourth section. The conclusions are given in the last section.
II. SELF-ORGANIZING FEATURE MAP ALGORITHM
The principal goal of self-organizing feature maps is to transform patterns of arbitrary dimensionality into the responses of 1045-9227/00$10.00 © 2000 IEEE one-or two-dimensional (2-D) arrays of neurons and to perform this transform adaptively in a topological ordered fashion. The essential constituents of feature maps are as follows [2] :
• an array of neurons that compute simple output functions of incoming inputs of arbitrary dimensionality; • a mechanism for selecting the neuron with the largest output; • an adaptive mechanism that updates the weights of the selected neuron and its neighbors. The training algorithm proposed by Kohonen for forming a feature map is summarized as follows.
Step 1) Initialization: Choose random values for the initial weights .
Step 2) Winner Finding: Find the winning neuron at time , using the minimum-distance Euclidean criterion (1) where represents the th input pattern, is the total number of neurons, and indicates the Euclidean norm.
Step 3) Weights Updating: Adjust the weights of the winner and its neighbors, using the following rule:
where is a positive constant and is the topological neighborhood function of the winner neuron at time . It should be emphasized that the success of the map formation is critically dependent on how the values of the main parameters (i.e., and ), initial values of weight vectors, and the number of iterations are prespecified.
III. THREE-STAGE METHOD
To begin with, let denote a spatially continuous input space, the topology of which is defined by the metric relationship of the input vectors . The input vector is a random variable distributed according to an unknown probability density function . Let denote a spatially discrete output space, the topology of which is endowed by arranging a set of neurons as the computation nodes of a lattice.
Our objective is to generate a mapping from onto a twodimensional topological structure , as shown by (3) This mapping should have the following properties.
• Nearby input vectors are mapped onto neighboring locations in the output space , and topologically close nodes in should have similar signals being mapped onto them.
• Regions in the input space from which input vectors are drawn with a high probability of occurrence are mapped onto large domains of the output space , and therefore with better resolution than regions in from which input are drawn with a low probability of occurrence.
We propose a method involving three stages to generate such a topologically ordered feature map. These three stages will be discussed in the following three subsections.
A. Selection of Data Points
Let denote the size of the square feature map to be generated. We use the -means algorithm (also known as -means algorithm) to select cluster centers from a data set containing data points. For a batch-mode operation, the -means algorithm consists of the following steps. 1) Randomly choose initial cluster centers .
2) For each sample, find the cluster center nearest it. Put the sample in the cluster identified with this nearest cluster center. 3) Compute the new cluster centers (4) where is the number of samples in that denotes the set of samples whose cluster centers is at time .
4) If
, for , or the number of iterations has reached its prespecified number, the procedure is terminated. Otherwise, go to Step 2). These data points selected by the -means algorithm would reflect variations in the statistics of the input distribution as strictly as possible. Unlike the -means algorithm, the conventional SOM algorithm has to simultaneously update the weight vectors of the winner as well as its corresponding neighbors. Understandably, the -means algorithm would require much less computational resources than the conventional SOM algorithm. Here we suggest terminating the updating procedure of the -means algorithm by checking whether the number of iterations has reached the prespecified number since we will use the SOM algorithm to fine-tune the cluster centers in stage 3. After we have selected the most representative data points, we enter the second stage where we try to arrange these data points into an neural array so as to form a feature map as topologically ordered as possible.
B. Assignment of the Data Points
A number of algorithms have been proposed to represent data from a high-dimensional space in a low-dimensional space so as to preserve as far as possible the "internal structure" of the data in the high-dimensional space. They are metric multidimensional scaling (metric MDS) [25] - [27] , minimal wiring [28] , [29] , minimal path length [29] - [31] , minimal distortion [32] , [33] , dynamic link matching [34] , [35] , Sammons's method [36] , nonmetric MDS [37] , and the approach of Jones et al. [38] . Basically, these approaches construct such mapping by optimizing some particular object functions. Goodhill and Sejnowski showed that several of these approaches could be seen as particular cases of a more general objective function [39] , [40] . A problem associated with these approaches is that there are usually many local minima on object functions, and getting stuck in some local minimum is unavoidable if a gradient-based method is employed as an optimization tool. Therefore, genetic algorithms and simulated annealing are alternatives.
Although these approaches can construct good mappings that preserve neighborhood relationships, they are not appropriate tools suitable of the aim of this stage. The reasons are as follows. They can project a set of high-dimensional data points onto a two-dimensional space without any doubt. However, the aim of this stage is not only to project the cluster centers into a two-dimensional space but also to arrange them into an matrix configuration. Here a heuristic method that does not follow the gradient of an object function is proposed to accomplish this task. Let denote the Euclidean distance between the weight vectors of neuron and neuron . The 2-D planar distance between these two neurons is denoted as . The neurons are labeled in the manner shown in Fig. 1 . The aim of the heuristic method is to find a simple and efficient way to configure the selected cluster centers into an matrix so as to make the resultant map own the following topological characteristics. Now the proposed heuristic method is given as follows. Step 1) Assignment of the Neurons on the Four Corners: We first select a pair of data points whose interpattern distance is the largest one among the data points. The weight vectors of the neurons on the lower left corner and the upper right corners (i.e., and ) are set to be the coordinates of the two selected data points. From the remaining ( -2) data points, the coordinates of the pattern that is farthest from the two selected data points is then assigned to be the weight vector of the neuron on the upper left corner (i.e.,
). Then we assign the data point that is farthest from the three selected data points to the neuron on the lower right corner (i.e.,
). The basic idea of this step is to quickly find four data points from the data points such that the hyperbox spanned by these four data points can cover as many remaining data points as possible. The procedure involved in Step 1) is illustrated by Fig. 2 .
Step 2) Assignment of the Neurons on the Four Edges: Without loss of generality, we just present the method of selecting ( 2) data points to compute the weight vectors of the ( 2) neurons on the top edge (i.e. ). We first select ( 2) data points whose summed distances to and are the first ( 2) largest ones. The coordinates of these ( 2) data points are then sequentially assigned to be the weight vectors of the neurons on the top edge in the increasing order of the distance between the data point and . The other three edges are processed in the same manner.
Step 3) Assignment of the Remaining Neurons: We process the assignment of the remaining neurons in the same manner as we peel an onion layer by layer. There are ( 1)/2 layers in a neural array containing neurons. We label the layers in the manner shown in Fig. 3 . Suppose we are to process the assignment of the neurons on the th layer. Without loss of generality, we still present the method of selecting data points to compute the weight vectors of the neurons on the top edge. In the same manner as in Step 2), we first select data points whose summed distances to are the first largest ones. The coordinates of these data points are then assigned to be the weight vectors of the neurons on the top edge accordingly. We repeat the process until all weight vectors of neurons in the neural array have been computed. Fig. 4 illustrates the whole procedure. Fig. 9 . The resultant feature maps constructed by the three methods under the first cooling regime for the 579 data set: the left column is method 1; the center column is method 2; and the right column is method 3.
C. Fine-Tuning of the Initial Map
If the initial map constructed in the previous stage is not good enough, we will use the Kohonen SOM algorithm under a fast cooling regime to fine-tune it. Since we start from an initial map that roughly preserves the topological property of the data set, we then will not need a lot of amount of iterations to fine-tune the map.
Let denote the number of training data. For the conventional SOM algorithm, it requires the computation of distances, comparison operations to select winners, and updates to modify weight vectors within an epoch. Here it should be emphasized that (2) usually involves a large amount of computation in computing the neighborhood function values if a Gaussian-type function is utilized to implement . Although the -means algorithm also requires the computation of distances, comparison operations to find the most nearest cluster centers, and updates to modify cluster centers within an epoch, the amount of computation involved in (4) is much less than the amount involved in (2). If we run the -means algorithm times, then times that amount of computation is required to find out cluster centers. If is not a huge number, then the whole computational complexity of the -means algorithm is much less than the SOM algorithm. When we enter stage B, we first have to establish a look-up table for the distances to lessen the computational burden. Then it requires comparison operations to find and summations and comparison operations to find , and comparison operations and summations to find . In
Step 2), it requires 4 summations and comparison operations to initialize the neurons on the four edges of the network. Let denote the total amount of computation required in Step 2). Since there are layers in an network, the total amount of computation required for Steps 2) and 3) will be less than times of . If is not much greater than , then the complexity of our method is less than the SOM algorithm.
IV. SIMULATION RESULTS
Three data sets are used to illustrate the performance of our method. The first data set consists of 579 2-D data points shown in Fig. 5 . The second data set is the well-known iris data set that consists of 150 four-dimensional (4-D) data points. A 2-D configuration for the iris data set using Sammon's projection Fig. 11 . The resultant calibrated maps constructed by the three methods under the first cooling regime for the iris data set: the left column is method 1; the center column is method 2; and the right column is method 3. method is shown in Fig. 6 . The 150 patterns in Fig. 6 have been labeled by category to highlight the separation of the three categories. The third data set is the animal data set originally introduced by Ritter and Kohonen [41] . Fig. 7 shows the 2-D projection of the 16 patterns in two dimensions by Sammon's method. For all simulations of the three data sets, we iterated the -means algorithm for only five times to select the most representative data points from each data set. To illustrate the effectiveness of our method, we use three different approaches to forming feature maps. The first method is to use the random initialization scheme. Method 2 randomly selects training data to initialize the weight vectors. Our method is the third Fig. 12 . The resultant calibrated maps constructed by the three methods under the second cooling regime for the iris data set: the left column is method 1; the center column is method 2; and the right column is method 3.
method. To further demonstrate the performance of our method two different cooling regimes were utilized. The values of the parameters were kept the same irrespective of the data used. Regime 1) and , where and of the edge length of the lattice (i.e., ), , and . Regime 2) and , where and . In addition, we update only the winners' weight vec -TABLE I  ANIMAL NAMES AND BINARY ATTRIBUTES (ADAPTED FROM RITTER AND KOHONEN, 1989): IF AN ATTRIBUTE APPLIES FOR AN ANIMAL, THE CORRESPONDING  TABLE ENTRY IS 1; OTHERWISE, 0 tors for the last one-third epochs. The intention of this cooling regime is to quickly cool down the training procedure. Note that the parameter represents the number of epochs in our simulations.
Example 1) 2-D Data Set: A 15 15 network is trained by the artificial data set shown in Fig. 5. Fig. 8 shows the 225 cluster centers found by the -means algorithm. Figs. 9 and 10 show the resultant maps constructed by the three different methods under regimes 1 and 2, respectively. The left column, the center column, and the right column of these two figures show the maps constructed by method 1, method 2, and method 3, respectively. By viewing Fig. 9 , we find that the conventional SOM algorithm under a convenient cooling regime is insensible to initial weights. All three methods constructed topologically ordered maps. Note that although topologically ordered maps can be formed in the 10th epoch more updates were still required to fine-tune the weights toward the density distribution of the data points. On the contrary, Fig. 10 tells us that the conventional SOM algorithm under a fast cooling regime is very sensible to initial weights, and only our method can form a good topologically ordered map. In the case of our method, the mesh remains untangled and quickly adapts in detail within ten epochs. On the other hand, the meshes on the left two columns of Fig. 10 first tangled and then tried to unfold themselves. Unfortunately, even if we used 90 more epochs to continue the training process, the incorrect topological ordering was not eliminated. In fact, the meshes still tangled even when we continued the training process for another 900 epochs.
Example 2) Iris Data Set: The iris data set has three subsets (i.e., iris setosa, iris versicolor, and iris virginical), two of which are overlapping. The iris data are in a four-dimensional space, and there are total 150 patterns in the data set. Each class has 50 patterns. A network with 15 15 neurons was trained by the iris data set. Since it is not possible to visualize a 4-D mesh, we decided to provide "calibrated maps" so that one may easily validate whether the resultant maps are topologically ordered or not. A map is calibrated if the neurons of the network are labeled according to their responses to specific known input vectors. Throughout our simulations, such labeling was achieved by so-called minimum distance method (i.e., a neuron is labeled to class if its nearest neighbor belongs to class .) The resultant calibrated maps are shown in Figs. 11 and 12 for regimes 1 and 2, respectively. We have manually drawn boundaries (black thin curves) between different classes on some calibrated maps in order to ease the comparisons of the three methods. Again, Fig. 11 confirms that the conventional SOM algorithm under a convenient cooling regime is insensible to initial weights. Although the three maps shown in Fig. 11(b) , (f), and (j) have no small fragment regions, they have not yet matched the density distribution of the data set. As the learning procedure progressed, they matched the data distribution more. From Fig. 12(d) , we find that the number of neurons most responding to class 1 (i.e., iris setosa) is much less than the other two kinds of neurons, indicating that the feature map is not well formed. This phenomenon also exists in Fig. 12(h) . Furthermore, class 1 is split into two regions in Fig. 12(h) , indicating a more serious defect. On the contrary, classes 1, 2, and 3 shown in Fig. 12(l) are almost separable from each other except for two small isolated regions. That classes 2 and 3 do overlap each other in the original 4-D space indicates that this feature map matches the data structure of the iris data. Again, a good topologically ordered map can be constructed more quickly and correctly by our method than the SOM algorithm. Fig. 13 . The resultant calibrated maps constructed by the three methods under the first cooling regime for the animal data set: the left column is method 1; the center column is method 2; and the right column is method 3.
Example 3) Animal Data Set:
The animal data set was originally introduced by Ritter and Kohonen to illustrate the SOM for high-dimensional data set. It consists of the description of 16 animals by binary property lists tabulated in Table I . We then group these 16 animals into three classes ("1" represents bird, "2" represents carnivore, and "3" represents herbivore). Note that we find that the 2-D projection of the animal data set is linearly separable from each other by viewing Fig. 7 . The 13 properties consist of the input vector to the network of 11 11 neurons. The calibrated feature maps are shown in Figs. 13 Fig. 14. The resultant calibrated maps constructed by the three methods under the second cooling regime for the animal data set: the left column is method 1; the center column is method 2; and the right column is method 3. and 14 for regimes 1 and 2, respectively. From Fig. 13 , we observe that all three methods can construct topologically ordered maps quickly. However, Fig. 14 demonstrates totally different results. In Fig. 14(d), classes 1, 2, and 3 span two, three, and two clusters, respectively; indicating that the feature map is not correctly formed because it is too fragmented. The map shown in Fig. 14(h) also is fragmented. On the contrary, from Fig. 14(l) , we find that the three classes are entirely enclosed by their population clusters, indicating that the feature map is well formed. Once again, a topologically ordered map can be constructed quickly and correctly by our method.
V. CONCLUSION
In this paper, an efficient method for forming a topologically ordered feature map is proposed. Observing the simulation results, we can make the following four concluding remarks.
1) The initial map constructed in the second stage already roughly preserves the topological property of the data set. Viewing Figs. 10(i), 12(i), and 14(i) can confirm this observation. In other words, we almost achieve one-pass learning.
2) The topological relations of data can be more preserved if we fine-tune the initial map in the third stage. More important, we can use a fast cooling regime instead of a slow cooling regime usually adopted by the conventional SOM algorithm. 3) Our method is less sensible to the selections of learning parameters than the conventional SOM algorithm since our method can form topologically ordered feature maps under two different cooling regimes. 4) The conventional SOM algorithm under a convenient cooling regime can construct topologically ordered feature maps no matter which initialization scheme is utilized. This can be confirmed by viewing Figs. 9, 11, and 13. The only price one has to pay is a large amount of updates required to fine-tune the maps to move weights toward the density distribution of the data. His current research interests include neural networks, pattern recognition, and fuzzy systems.
