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ABSTRACT 
A MARKET SHARE MODEL OF THE BEVERAGE CONTAINER INDUSTRY 
FEBRUARY, 1992 
JOHN J. MCGILL JR., B.S., UNIVERSITY OF CONNECTICUT 
M.B.A., UNIVERSITY OF NEW HAVEN 
Ph.D., UNIVERSITY OF MASSACHUSETTS 
Directed by: Professor Stephen Coelen 
The U.S. beverage container industry is a highly 
competitive industry in which firms compete for market 
share. This study has two purposes. The first purpose of 
this study is to show the relationship between beverage 
container market share and container-specific variables, 
which affect beverage container demand. The second purpose 
of this study is to show the nature of beverage container 
competition in terms of the container-specific variables. 
To show the relationship between market share and 
container-specific variables, this study developed a model 
of the beverage container industry. This model was a 
multiplicative competitive interaction (MCI) attraction 
model. The theoretical basis of the model is the attraction 
of beverage container "consumers," consisting of beverage 
companies and end consumers, toward competing containers. 
The model was applied to the two principal markets of 
the beverage container industry: the beer market, and the 
vi 
soft drink market. The competitors in each market were 
aluminum cans, steel cans, one-way glass bottles, returnable 
glass bottles, and plastic bottles (soft drink market only). 
The explanatory variables used in each model were raw 
material prices, primary product prices, aluminum can 
recycling rate, and scrap prices. The models were estimated 
using ordinary least squares, applied separately to each 
container equation. 
To show the nature of beverage container competition, 
this study used market share elasticities. These 
elasticities were calculated from the parameter estimates of 
the beer and soft drink market models, and from average 
market shares. 
This study found that beverage container competition 
is different in the beer and soft drink markets. In the 
beer market, the market share responses of aluminum cans and 
glass bottles are similar. In the soft drink market, the 
market share responses of aluminum cans and plastic bottles 
are similar. Also, the market share responses of steel cans 
and glass bottles are similar. Of the models' variables, 
steel sheet prices and aluminum ingot prices have the 
largest impact on beer container market share. In the soft 
drink market, steel sheet prices and aluminum can recycling 
have the largest impact. 
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GLOSSARY 
Adoption Process. The sequence of stages that individuals 
and firms go through in the process of accepting new 
products [Bennett, 1988]. 
Advertising. Paid, nonpersonal communication through 
various media by business firms, nonprofit 
organizations, and individuals who are in some way 
identified in the advertising message and who hope to 
inform and/or persuade members of a particular audience 
[Bennett, 1988]. 
Attraction Model. A market share model that predicts a 
particular brand's market share as the quotient of that 
brand's "attraction" divided by the sum of the 
"attraction" levels for all brands in the market. The 
attraction level for a brand is often expressed as a 
function of customer characteristics, the marketing 
mix, and the competitive environment [Bennett, 1988]. 
Brand. A name, term, design, symbol, or any other feature 
that identifies one seller's good or service as 
distinct from those of other sellers. A brand may 
identify one item, a family of items, or all items of 
that seller [Bennett, 1988]. For example, a brand 
could be a two-piece 209/211x413 12 oz. aluminum beer- 
beverage can (one item) or an aluminum can (family of 
items). (See Individual Brand, and Family Brand.) 
Competition. Rivalry between two or more containers for 
market share as levels of container-specific variables 
(e.g. price, advertising etc.) change. Two containers 
compete in terms of a variable if the signs of the 
market share own elasticities with respect to the 
variable are opposite the signs of the market share 
cross-elasticities with respect to the variable. 
Consumer. The user, buyer or purchase decision maker of 
goods, ideas and services [Bennett, 1988]. (See 
Intermediate Consumer, End Consumer, and Final 
Consumer.) 
xxiii 
Consumer Products. Products produced for, and purchased by 
households for their use [Bennett, 1988], They are 
often classified as convenience products, shopping 
products, and specialty products. For example, soft 
drinks, and beer are consumer products. 
Diffusion Model. A model representing the contagion or 
spread of something through a population. In 
marketing, they often are applied to the adoption of a 
new product, or the exposure of potential customers to 
some information about a product [Bennett, 1988]. 
End Consumer (User). A person or organization that consumes 
a good or service that may consist of the input of 
numerous firms [Bennett, 1988], For example, John 
Smith may be the end user for an aluminum can, 
originally produced for and sold to the Miller Brewing 
Company. (See Consumer, Intermediate Consumer, Final 
Consumer.) 
Family Brand. A brand that is used on two or more 
individual products. The product group may or may not 
be all of that firm's product line. The individual 
members of the family also carry individual brands to 
differentiate them from other family members [Bennett, 
1988]. (See Brand, Individual Brand.) 
Filler. In the beverage industry, those firms, generally 
beverage producers, which combine ("fill") containers 
with beverages. In the soft drink industry, these 
firms often distribute the product (i.e., serve as 
wholesalers). 
Final Consumer (User). A person or organization that 
recycles or disposes of a good after the end consumer 
has finished with it. Commercially, this represents an 
"after-market." (See Consumer, Intermediate Consumer, 
End Consumer.) 
Goods. Products that have tangible form, in contrast to 
services, which are intangible [Bennett, 1988]. 
Individual Brand. The brand identity given to an individual 
product, as separate from other products in the market 
and from other items in the product's own line. A 
trademark [Bennett, 1988]. (See Brand, and Family 
Brand.) 
Industrial Products. Goods meant for use in producing other 
goods (e.g., bauxite, bottling eguipment, cans etc.). 
Generally classified as installations, accessory 
equipment, raw materials, parts, supplies, and semi¬ 
manufactured goods. 
xxiv 
Industry. A set of firms that are competing for the same 
group of potential customers [Cooper and Nakanishi, 
1988] . 
Intermediate Consumer. A person or organization that buys 
or uses a product before the end consumer. For 
example, fillers, wholesalers and retailers are 
intermediate consumers of beverage containers. (See 
Consumer, End Consumer, and Final Consumer.) 
Market. The set of products judged to be substitutes within 
those usage segments in which similar patterns of 
benefits are sought [Day, Shocker, and Srivastava, 
1979]; a group of potential customers with similar 
needs and sellers offering various ways of satisfying 
those needs [McCarthy, and Perreault, 1984]. 
Marketing Mix. The variables under a firm's control that 
can affect the level of demand [Lilien, 1986]. These 
variables are typically classified as product, place, 
promotion, and price [McCarthy and Perreault, 1984]. 
Market Share. The percentage of market sales (either in 
quantity sold or dollar volume) for a product in a 
given period and in a given geographical area. 
Mathematically, 
Sales of Product i 
Market Share of Product i = -. 
Total Sales for the Market 
Place (Distribution). The marketing and carrying of 
products to consumers [Bennett, 1988]. Involves making 
products available in the right quantities, in the 
right locations, and at the right time for consumers to 
use them [McCarthy and Perreault, 1984]. 
Price. The formal ratio that indicates the quantities of 
money goods or services needed to acquire a given 
quantity of goods or services [Bennett, 1988]. 
Product. A bundle of attributes (features, functions, 
benefits and uses) capable of exchange or use; usually 
a mix of tangible and intangible forms. Thus, a 
product may be an idea, a physical entity (a good), or 
a service, or any combination of the three [Bennett, 
1988] . 
xxv 
Product Class. That group of products which are homogeneous 
or generally considered as substitutes for each other. 
The class is considered as narrow or broad depending on 
how substitutable the various products are [Bennett, 
1988], For example, a product class of beverage 
containers might consist of aluminum cans, steel cans, 
and glass bottles. 
Product Line. A group of products marketed by an 
organization to one general market. The products have 
some characteristics, customers, and/or users in 
common, and may also share technologies, distribution 
channels, prices, etc. [Bennett, 1988]. For example, a 
firm may have both glass bottles and metal cans in its 
product line. 
Promotion. Various communication techniques such as 
advertising, personal selling, sales promotion and 
public relations/product publicity [Bennett, 1988]. 
Retailer. Merchant middleman engaged primarily in selling 
to end consumers [Bennett, 1988]. 
Substitute Products. Products which the user views as 
alternatives for other products. The substitution is 
rarely perfect, and varies from time to time depending 
on price, availability etc. [Bennett, 1988]. 
Substitution Process. The process whereby a new product or 
technology competes with and gradually supplants an 
older one [Stern, Ayres, and Shapanka, 1975]. 
Wholesaler. Merchant establishment operated by a firm that 
is primarily engaged in buying, taking title to, 
usually storing and physically handling goods in large 
quantities, and reselling the goods (usually in smaller 
quantities) to retailers [Bennett, 1988]. Examples 
include Coca-Cola Bottling Company of New England, 
Bayside (Beer) Distributing, Inc. 
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CHAPTER I 
INTRODUCTION 
A. Overview 
The U.S. beverage container industry is highly 
competitive. Since 1950, dramatic changes in market share 
testify to the intense rivalry between beverage containers. 
In 1950, returnable glass bottles held a commanding 83% 
share of the U.S. beer and soft drink markets; in 1986, that 
share had plummeted to 16%. In 1950, aluminum cans did not 
exist; in 1986, they accounted for 48% of beer and soft 
drink containers sold. 
Many factors contributed to these changes in market 
share. This study will investigate some of these factors. 
To do this, a market share model will be developed. This 
model will show the relationship between beverage container 
market share, and several container-specific variables. 
Container-specific variables are those variables that 
can be associated with a specific container. For example, 
aluminum can recycling is associated with aluminum cans. 
Container-specific variables are analogous to marketing mix 
variables in firm and brand studies. Unlike marketing mix 
variables, container-specific variables are not controllable 
legally by the container industry. 
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The model, which this study will develop, could help 
managers in the beverage container industry analyze 
competitive effects on container market share. Also, 
successfully developing this model will show the feasibility 
of the modeling approach to other types of packaging, and to 
industry studies. 
B. Purpose 
This study has several purposes. The first purpose is 
to show the relationship between market share and container- 
specific variables in the beverage container industry. To 
show this relationship, this study will develop a market 
share model for the two principal markets of the beverage 
container industry: the beer market and the soft drink 
market. From these models, the relative responsiveness of 
beverage container market share to changes in the container- 
specific variables (i.e., market share elasticities) can be 
derived. 
The second purpose of this study is to examine the 
nature of beverage container competition in the beer and 
soft drink markets. Analyzing competition is complex since 
it involves many quantitative and qualitative factors. Yet, 
this study will take a narrow focus. This study will use 
the market share elasticities, which are produced by the 
models, to analyze container competition. This study 
assumes that two containers compete if their own and cross¬ 
elasticities with respect to the container-specific 
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variables are opposite in sign. Therefore, competition will 
be described using only the container-specific variables 
studied. 
C. Importance of Study 
This study is important for several reasons. First, 
most studies of market share [Banks, 1961; Weiss, 1968] have 
involved convenience goods sold to an end consumer through 
retail stores. Typical convenience goods studied have been 
cigarettes, laundry detergents, and food items. In 
contrast, this study involves beverage containers, which are 
the packaging component of a convenience good. Also, 
beverage container are industrial goods to beverage 
producers. Therefore, the results of this study will show 
the feasibility of the modeling approach to packaging, and 
industrial goods. 
Second, many studies of market share have been at the 
brand or firm level. Competition is between individual 
brands or firms. Often, these studies used point-of-sale 
(e.g., scanner panel) data. In contrast, the level of 
analysis of this study is at the industry level. 
Competition is between segments of the beverage container 
industry, not between individual brands or firms. Also, 
this study will use aggregate data. Therefore, the results 
of this study will show the feasibility of the modeling 
approach to industry segments. 
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Third, this study is important because the models' 
output, market share elasticities, are the basis of a 
decision support tool. This decision support tool can help 
managers in the beverage container industry examine 
competitive effects on market share. For example, managers 
can assess the impact of increased container recycling on 
their market share. 
D. Research Questions 
This study will investigate two research questions. 
The first question is, what is the relationship between 
market share and container-specific variables in the U.S. 
beverage container industry? From this question, several 
subsidiary questions can be derived: 
1. Does a multiplicative competitive interaction (MCI) 
attraction model describe the relationship between 
container market share and container-specific 
variables? 
2. What is the relative responsiveness of beverage 
container market share to relative changes in container 
raw material and primary product prices? 
3. What is the relative responsiveness of beverage 
container market share to relative changes in steel and 
aluminum scrap prices? 
4. What is the relative responsiveness of beverage 
container market share to relative changes in aluminum 
beverage can recycling? 
The second research question is, what is the nature of 
competition in the U.S. beverage container industry? From 
this question, several subsidiary questions can be derived: 
1. Do aluminum and steel cans compete using the container- 
specific variables? 
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2. Do aluminum cans and NR and R glass bottles compete 
using the container-specific variables? 
3. Do aluminum cans and plastic bottles compete using the 
container-specific variables? 
4. Do steel cans and NR and R glass bottles compete using 
the container-specific variables? 
5. Do steel cans and plastic bottles compete using the 
container-specific variables? 
6. Do NR and R glass bottles compete with plastic bottles 
using the container-specific variables? 
7. Do NR glass bottles and R glass bottles compete using 
the container-specific variables? 
E. Delimitations 
Several studies comparing different market share 
models have shown that model results depend on the product 
analyzed [Leeflang and Reuyl, 1984; Brodie and de Kluyver, 
1984; Ghosh, Neslin and Shoemaker, 1984]. Because this 
study considers only the beverage container industry, 
generalizing the model results to other products or 
industries is unwarranted. Any conclusions drawn from the 
model will be limited to the beverage container industry. 
This study assumes that the beverage container 
industry is in the maturity stage of the product life cycle. 
The pattern of industry sales over the period of this study 
suggests this. Therefore, generalizing to other stages of 
the product life cycle is not recommended. For example, the 
results of this study are inapplicable to the introductory 
stage, in which new products create a new industry, product 
class, or market. 
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The structure of the beverage container industry is 
imperfectly competitive, but stops far short of monopoly. 
The type of product, the ease of entry, the number of firms, 
and the pattern of pricing suggest this. Since competition 
is different between market structures, the results of this 
study may not be generalized to other market structures. 
F. Limitations 
This study has several limitations that restrict its 
validity. The main limitation of this study is the quality 
of the data. First, data for some explanatory variables 
were unavailable. For example, container price data were 
unavailable. Second, some explanatory variables have 
missing observations. Values for these observations were 
estimated by the author. Third, the data may have 
measurement errors, because firms do not measure accurately 
the variables. Fourth, the explanatory variables are 
related to each other. Therefore, the model has high 
multicollinearity. 
Other limitations of this study involve beverage 
container competition. First, this study specified the 
competitive set (i.e., the competing containers) a priori 
using industry practice. Second, beverage container 
competition is described using only the variables studied. 
Yet, beverage containers compete using many other variables. 
Third, this study describes beverage container competition 
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using elasticities. Yet, other approaches, such as 
switching behavior, describe competition also. 
G. Organization 
This dissertation has eight chapters. Following this 
introductory chapter, essential background information about 
the beverage container industry is discussed in Chapter II. 
Chapter III is a review of the literature, which examines 
different classes of market share models. Chapter IV 
discusses the formulation and estimation of the 
multiplicative competitive interaction (MCI) attraction 
model used in the beer and soft drink markets. Chapter V 
develops an MCI attraction model for the beer market. In 
this chapter, explanatory variables are identified and 
defined, estimation results are presented, and the model is 
validated. Paralleling the beer market model chapter. 
Chapter VI describes the soft drink market model. 
Chapter VII describes the nature of beverage container 
competition in the soft drink and beer markets. The final 
chapter. Chapter VIII, reviews the principal findings from 
the previous chapters. 
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CHAPTER II 
BEVERAGE CONTAINER INDUSTRY 
A. Introduction 
The purpose of this chapter is to describe those 
characteristics of the beverage container industry needed to 
develop the beverage container model. These characteristics 
involve processes, material flows, and information flows. 
Also, this chapter will explain briefly how the segments of 
the beverage container industry try to influence container 
demand. 
B. The Beverage Container System 
A system has three elements: inputs, processes, and 
outputs. The beverage container industry can be conceived 
of as a system. Its processes begin with raw material 
production or extraction, and end with the final disposal of 
the container (see fig. 1, page 9). 
1. Raw Material and Primary Product Production 
In the beverage container system, several companies 
extract, mine, or produce raw materials. Some companies are 
Newmont Mining, USX Corporation, and Getty Corporation. 
Table 1 (page 10) shows the raw materials, which these 
companies produce. 
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Primary products are made from raw materials. Several 
companies that produce primary products are Alcoa, USX 
Corporation and Kodak Chemicals. Table 1 (page 10) shows 
the principal primary products used to make beverage 
containers. 
Container Manufacture 
(e.g., steel can, plastic bottle etc. 
Fig. 1. Processes of the beverage container system. 
Vertical integration among the suppliers of raw and 
primary materials varies with segment. Some aluminum 
companies own their bauxite sources and alumina refineries. 
Yet, only one company, Reynolds Metals Corporation, produces 
aluminum beverage cans too. Many steel companies mine iron 
ore, a raw material, and produce steel, a primary product. 
Glass bottle companies typically own their supplies of raw 
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materials. Few oil companies produce primary products, such 
as chemicals or PET resin. Yet, some chemical companies 
produce PET resin pellets also. 
The extent of vertical integration in the different 
segments is important. Control of several processes permits 
greater management of material cost, availability, and 
usage. These factors affect directly container price, and 
competitiveness. 
Table 1.—Principal material outputs of beverage container 
system processes 
Process 
Container 
Aluminum Steel Glass Plastic 
Raw Mat'1 
Mining/ 
Production 
Bauxite Iron Ore Silica Sand 
Soda Asha 
Limestone 
Petroleum3 
Prim. Prod: 
Phase 1 
Phase 2 
Phase 3 
Alumina 
A1 Ingota 
Al Sheet 
Iron 
Stl Sheeta 
Tin Plate 
NAb 
NAb 
NAb 
Cracking 
Products0 
PET Resin 
Container 
Manufacture 
Aluminum 
Can 
Steel 
Can 
Glass 
Bottle 
Plastic 
Bottle 
aPrice of this material is in the beverage container market 
share model. 
bNot Applicable. Glass bottles are made directly from raw 
materials. 
cCracking products are ethane, methane, propane, butane, and 
naphtha. These are used to produce ethylene glycol, which 
makes PET resin when combined with terephthalic acid. PET 
resin is sold as small, solid pellets. 
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The producers of primary products try to influence 
container demand. For example, Alcoa, USX Corporation, and 
Kodak Chemicals advertise to beverage producers, and end 
consumers. These advertisements extoll the benefits of the 
containers manufactured from their primary products. 
2. Container Manufacture 
Container manufacturers, such as Crown Cork and Seal 
Corporation, and Ball Corporation, use primary products to 
produce metal cans, glass bottles or plastic bottles. Cost, 
manufacturing efficiency, and product acceptance are 
important to container manufacturers because competition is 
intense. 
To reduce costs and increase efficiency, beverage 
container firms have closed many out-dated manufacturing 
facilities. Often, these facilities have been consolidated 
into larger, more modern facilities. Also, many beverage 
container firms have purchased or merged with competitors. 
The reason for merging with competitors is to reduce the 
risk of declining demand for some containers. Consolidation 
has resulted in fewer beverage container firms, but more 
firms producing a mix of containers. 
To increase product acceptance, beverage container 
firms improve existing products, and introduce new ones. 
For example, Owens-Illinois has introduced a plastic 
wrapper, called Plasti-Shield, which permits glass bottles 
to be lighter and stronger. Continental Can, now part of 
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Crown Cork and Seal, and Reynolds Metals have test marketed 
aluminum bottles ["Continental's Resealable," 1981; 
"Resealable Aluminum Bottle," 1982]. Petainer Corporation 
has test marketed a plastic soft drink can ["Coke Debuts," 
1985]. To improve existing products and develop new ones, 
beverage container firms invest heavily in research and 
development. 
3. Beverage Production 
After container manufacture, beverage producers fill 
the container with beverage. Some beverage producers are 
Coca-Cola, PepsiCo, and Anheuser-Busch. Filling the 
container takes place in regional beer breweries or local 
soft drink bottling plants. Often, these plants have both 
bottling and can filling lines. Also, some can filling 
lines can be modified to use either aluminum or steel cans 
with a simple setup change. 
Beverage producers are vertically integrated. Many 
beverage producers manufacture containers ("self 
manufacture") for their regional breweries or local bottling 
plants. Also, soft drink bottlers distribute their products 
locally to retailers, including schools, restaurants, and 
other places of consumption. 
The beverage producer attempts to influence beverage 
demand through product, price, promotion, and distribution. 
For example, the beverage producer must decide which 
products to offer. These product decisions involve flavor. 
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type of container (e.g., aluminum can, steel can etc.)/ the 
number of container sizes, type of labelling, type of 
carrier (plastic or cardboard), type of crown or closure, 
and serving size (e.g., 6-pack, 12-pack etc.). Also, the 
beverage producer must select the advertising media (e.g., 
television, radio, print), and frequency. 
There are fewer beer breweries than soft drink 
bottling plants. To support the same geographic area, beer 
breweries, therefore, ship their product over longer 
distances than do soft drink bottlers. This means that 
transportation costs, and container breakage and leakage are 
more important to beer producers. 
4. Wholesale/Retail Distribution 
Beer brewers ship packaged beer directly to a 
wholesale distributor. This distributor warehouses, and 
delivers the beer to the retail outlets. In contrast, soft 
drinks are delivered directly to the retail outlet from the 
local franchise bottler. 
Retailers distribute most packaged beer and soft 
drinks to the individual consumer or household. Typical 
beverage retailers are supermarkets, convenience stores, 
taverns and restaurants. Also, soft drink beverages are 
sold in vending machines. Retailers, such as supermarkets, 
attempt to influence packaged beverage demand though local 
advertising, coupons, point-of-sale promotions, and 
allocation of shelf space. 
13 
5. Disposal and Recycling 
After beverage purchase and consumption by the 
consumer, the container must be disposed, or recycled. 
Usually, a specialized firm, such as Waste Management, Inc. 
or Wellman, Inc., performs these activities. With the 
recent emphasis on recycling, the number of firms 
specializing in recycling beverage containers has grown. 
Recycling offers several benefits to the producers and 
consumers in the beverage container system. First, using 
recycled materials reduces the material costs of container 
manufacturers. Still, this benefit was not available to the 
plastic bottle segment until 1991, when recycled plastic 
bottles were first introduced. Second, recycling increases 
container attractiveness to the increasing number of 
environmentally conscious consumers. 
6. Trade Associations 
An important element of the beverage container 
industry is the industry trade association. Each process in 
the beverage container system has a trade association. For 
example, the Aluminum Association, and the American Iron and 
Steel Institute are trade associations for primary product 
producers. The Can Manufacturers Institute, and the Glass 
Packaging Institute are trade associations for container 
manufacturers. The Beer Institute, and the National Soft 
Drink Association are trade associations for beverage 
producers. 
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These trade associations serve several functions. 
First, these associations lobby national and state 
governments. For example, these associations try to 
influence legislation on container deposits. Second, these 
associations compile industry sales and market share 
statistics from data submitted by their members. Also, 
these associations commission research studies on such 
issues as the energy efficiency of containers. Finally, 
these associations advertise the products of the firms and 
segment that they represent. For example, the Aluminum 
Association advertises often the benefits of aluminum cans. 
C. Beverage Container Information Flow 
Purchases by the individual consumer or household 
trigger the retailer to place an order with a wholesaler. 
Typically, this process is automatic as the wholesaler 
monitors the stock on the retailers' shelves. The guantity 
ordered by the retailer depends on several factors besides 
the purchases made by individual consumers. For example, 
anticipated advertising by a beverage producer, such as 
Pepsi, may require ordering larger quantities. 
The wholesaler combines the orders from retailers. 
Also, the wholesaler forecasts retail sales, and monitors 
wholesale inventory levels. Using actual and forecast data, 
the wholesaler transmits an order for a particular item, 
quantity, and date of delivery to the beverage producer. 
For example, an order may be for 100 cases of Diet Coke in 
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12 oz. aluminum cans to be delivered within one week. In 
the beer industry, the time between placing this order, and 
receipt of goods is from four to six weeks. In the soft 
drink industry, the time is from several days to one week. 
Beverage producers decide how much to produce using 
the wholesalers' or retailers' actual orders, and forecasts. 
In the beer industry, beverage producers forecast the 
quantity of beer to be brewed. Yet, they package beer to 
customer order. In the soft drink industry, both the 
quantity, type of soft drink, and packaging are done to 
customer order. 
Typically, beverage producers purchase containers on 
long-term contracts from major suppliers. Contracts are 
negotiated often in the fall of each year for delivery in 
the following year. 
Recently, soft drink bottling companies have formed 
buying cooperatives. The result has been increased price 
competition among container manufacturers. Also, non-price 
competition, involving service (e.g., willingness to change 
labelling, delivery times etc.), has increased. 
D. Product Components 
The processes of the beverage container system produce 
different outputs, or products. McCarthy and Perreault 
[1984] suggested that products have three components: 
(1) product idea, (2) package, and (3) brand. Product idea 
refers to product features, accessories, installation. 
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instructions, service, warranty, and product line. Package 
provides protection and/or promotion. Brand refers to the 
name, design or symbol used to identify the product. 
The products produced by the processes of the beverage 
container system vary. Fig. 2 (page 18) shows how the 
beverage end consumer might view the physical product. 
Beverage containers are the packaging component of a 
convenience good for beverage end consumers, wholesalers, 
and retailers. Yet, for beverage producers, beverage 
containers are component parts, an industrial good. For 
container manufacturers, beverage containers are the final, 
total product. 
The different groups of customers in the beverage 
container system are attracted to different product 
components. For example, a brand name, such as Pepsi, may 
be more important to end consumers than to primary product 
producers. Yet, service may be more important to primary 
product producers than to end consumers. Therefore, 
McCarthy and Perreault's three product components influence 
differently the buying decisions made at all levels of the 
beverage container system. 
E. Nature of Demand 
Industrial goods, such as beverage containers, have a 
derived demand. This implies that if the demand for 
packaged beverages is known, then the number of reguired 
containers can be calculated. A derived demand implies also 
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that the industry demand for beverage containers is 
inelastic. Therefore, container manufacturers compete for 
market share, since they are unable to increase industry 
demand. 
Total Beverage 
Product 
Contents Package 
Regular 
Diet 
Flavor 
Brc und 
Premium 
Popular 
Light 
Imports 
Malts 
Low 
Alcohol 
Soft Drinkl Beer Primary Secondary! Individual | F amily 
Label 
Wrapper 
Carrier 
Multi- 
Serve 
Closure 
Fig. 2. End user's view of the physical beverage product. 
Besides product, the end user's product choice is influenced 
by promotion, price, and distribution. 
F. Markets Served 
The beverage container industry serves several 
beverage markets. The most important markets in sales are 
the beer market and the soft drink market. The beverage 
container industry considers these two markets separately 
for several reasons. First, end consumers of beer are 
18 
different from end consumers of soft drinks. For example, 
beer consumers must be at least 21 years old. Second, the 
containers sold in each market are different. For example, 
plastic bottles do not exist in the U.S. beer market because 
of pasteurization requirements. Also, a greater variety of 
container sizes are offered in the beer market than in the 
soft drink market. Third, the industrial buying patterns 
are different in the two markets. For example, breweries 
may be less likely to make capital expenditures in new 
filling equipment now. The reason is that beer industry 
sales have been growing more slowly than soft drink industry 
sales (see fig. 3). 
Fig. 3. U.S. packaged beer and soft drink consumption 
(mbbl): 1950-1988. 
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Finally, the beer and soft drink markets have different 
market structures. The beer market has few breweries, 
whereas the soft drink market has many bottling companies. 
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CHAPTER III 
REVIEW OF RESEARCH AND THEORY 
A. Introduction 
Researchers have used many approaches to study 
competition. These approaches involve either managerial 
judgment, customer judgment, or actual purchase behavior of 
customers [Lehmann and Winer, 1991]. 
Also, researchers have used many types of market share 
models. Several types of models, which use aggregate data, 
are substitution models, diffusion models, linear models, 
multiplicative models, and attraction models. 
The review of literature has five sections related to 
competition, and to these market share models. These 
sections are (1) analyzing competition, (2) properties of 
market share models, (3) substitution and diffusion models, 
(4) linear and multiplicative models, and (5) attraction 
models. 
B. Analyzing Competition 
Firms compete in many arenas. One competitive arena 
involves the fight for customers; competition is for sales 
or market share. Other competitive arenas involve labor 
supply, distribution channel, or shelf space. For example, 
competition may be for the supply of engineers. In the 
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beverage container industry, the most important competitive 
arena is the struggle for market share. 
Researchers have used many approaches to study 
competition. Lehmann and Winer [1991] have classified these 
approaches as managerial judgment approaches, and customer- 
based approaches. Managerial judgment approaches involve 
obtaining the opinions of managers about competition. 
Although managers' opinions may be accurate, managerial 
judgment approaches are not considered scientific. 
Customer-based approaches involve the customer 
directly. These approaches consider either actual purchase 
behavior, or customer judgments. To study actual purchase 
behavior, Lehmann and Winer [1991] suggest the following 
analytical methods: brand switching, interpurchase times, 
and cross-elasticity of demand. 
The premise behind brand switching is that consumers 
are more likely to switch between close substitutes than 
distant ones. Therefore, the greater the likelihood of 
switching, the greater the competition between the products. 
The likelihood of switching is measured by conditional 
probabilities. Conditional probabilities are the 
probability of purchasing a brand, given that another brand 
was purchased on the last occasion. Therefore, brand 
switching models are based on Markov processes. 
Brand switching models have several limitations [Day, 
Shocker and Srivastava, 1979]. First, the products must be 
specified a priori. Second, the products must have high 
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repeat purchase rates. Third, purchase data are at the 
household level, which obscures individual switching 
behavior. Fourth, as a Markov process, the customer choice 
process is assumed to be stable throughout the sequence of 
purchases. These factors limit the use of brand switching 
models to the beverage container industry. 
The second analytical method involving actual purchase 
behavior uses interpurchase times. Two products are perfect 
substitutes if the expected interpurchase time for a repeat 
purchase is the same as the time between switching. Like 
brand switching models, this method is useful only for 
frequently purchased products. 
The third analytical method involving actual purchase 
behavior uses cross-elasticities. Cross-elasticity is the 
percentage change in one product's sales with respect to a 
percentage change in another product's marketing variable. 
Yet, Lehmann and Winer suggest that the elasticity method 
has several flaws. First, the products must be specified a 
priori. Second, the method assumes that the market is 
static with respect to new entrants, and product design. 
Third, the conceptual definition of elasticity assumes that 
there is no competitive response to changes in a variable. 
Still, Cooper and Nakanishi [1988] suggest that the 
elasticity method is preferable to other approaches. First, 
the elasticity method gives information on the pattern of 
competition using explanatory (e.g. decision) variables. 
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Second, the elasticity method gives information on the 
influence of explanatory variables on product performance. 
Also, Cooper and Nakanishi suggest using market share 
elasticity, not demand elasticity. Their reason is that 
only market share isolates those factors that affect a 
product from the more general factors that affect the entire 
industry. Those factors that may affect the entire industry 
are population growth, and demographics. Therefore, this 
study will use market share elasticities to study the nature 
of beverage container competition. 
C. Desirable Properties of Market Share Models 
Market share models should have certain properties, 
which are derived from logic, and from marketing and 
economic theory. These properties can be used to evaluate 
and compare different types of market share models. Still, 
having these properties doesn't exclude accurately 
predicting market share as a criterion for comparing models. 
The first property that market share models should 
have is logical consistency. Logical consistency means that 
the model should produce market share forecasts that meet 
certain conditions. First, predicted market shares should 
be between 0% and 100% (i.e., range constraint). The reason 
is that market share is the ratio of product sales to total 
sales. Second, predicted market shares should sum to 100% 
(i.e., sum constraint). This result requires that the 
market share model includes all brands in the market. 
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The second property that market share models should 
have is consistency with marketing theory. Marketing theory 
suggests that the effects of explanatory variables should 
meet several conditions. First, the marginal effect of 
marketing mix variables should change as the amount of the 
variable changes. For example, the effect of a one dollar 
price increase should not be the same for a good selling for 
five dollars, as for the same good selling for ten dollars. 
Second, many marketing mix variables, such as advertising, 
should have threshold and saturation effects [Little, 1979]. 
Also, marketing theory suggests that the market share 
elasticities, produced by the model, should meet several 
conditions [Cooper and Nakanishi, 1988]: 
1. A brand's sales elasticity should be the sum of 
industry sales elasticity and the brand's share 
elasticity. Formally, = Q*s^, so from the product 
rule of calculus, &Qi.x = eQ.x + esi*x* 
2. A brand's share elasticity should approach zero as the 
share for that brand approaches one. For example, if a 
brand has a 95% share of a market, then the brand 
cannot increase its share more than 5%. This result is 
true even if the level of the marketing mix variable 
increases more than 5%. Formally, if s^ is an 
increasing function in X, es^,x -> 0 as s^ -> 1. This 
result occurs because 6q^#x -> e, 
Qi -> Q* 
‘si • x _> 0 as si 1- 
;Q#X as s-l -> 1 and 
3. A brand's market share elasticity should approach zero 
as the marketing effort for that brand increases. 
Formally, if s^ is a strictly increasing function in X, 
esi*x ”> 0 as x -> infinity. 
In these properties, ey.x is the elasticity of variable y 
with respect to variable x, is the quantity demanded of 
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product i, Q is total market demand, and is the market 
share of product i. 
The third property that market share models should 
have is consistency with economic theory, especially demand 
theory. Demand theory requires demand to be a function of 
the prices of all products, and of the income of all 
consumers. McGuire, Weiss and Houston [1977] feel that 
demand models and market share models should meet the 
following conditions: 
1. Homogeneity condition - equally proportionate changes 
in income and in all prices should have no effect on 
the quantity demanded (and market share). 
2. Slutsky symmetry conditions - the cross substitution 
effects should be equal for all pairs of brands. 
3. Budget constraint - the predicted (budget) shares 
should sum to one. Dividing both sides of the budget 
constraint by income shows this. 
The ideal market share model should be consistent with 
logic, with marketing theory, and with economic theory. 
Yet, marketing and economic theory conflict on substitution 
effects. The Slutsky conditions require equal cross 
substitution effects. Yet, marketing theory suggests that 
cross substitution effects may be unequal. 
This study will assume that cross substitution effects 
may be unequal (i.e., competition is asymmetric). The 
reason is that the Slutsky conditions assume a perfectly 
competitive market. Yet, the beverage container industry is 
imperfectly competitive. 
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D. Substitution and Diffusion Models 
1. Mansfield's Diffusion Model 
In a seminal study, Mansfield [1961] attempted to 
model the market share of the beverage container industry. 
He proposed a diffusion model that showed how the beverage 
container industry progressively adopted a new product, the 
tin can. Mansfield showed that the adoption of the tin can 
by beverage companies followed an S-shaped curve over time 
(see fig. 4, page 28). 
The equation of Mansfield's diffusion model is 
(1) mit/n = 1/(1 + e"^oi + ^i*1^)/ 
where 
mit 
n 
mit/n 
R 
t 
the number of consumers adopting product i, 
the total number of consumers in the market, 
the market share of product i, 
parameters characterizing product growth, 
time. 
Mansfield's model has several limitations. First, 
time is the only independent variable. Therefore, the model 
is unable to explain the relationship between market share 
and explanatory variables, like price. Second, the model 
does not consider the effects of competitors. Third, the 
rate of diffusion is assumed to be a function only of 
interpersonal communication or social interaction between 
prior adopters and potential adopters. 
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Fig. 4. Diffusion Curve. 
2. The Stern. Ayres, and Shapanka Substitution Model 
To overcome some limitations of the Mansfield model. 
Stern, Ayres, and Shapanka [1975] proposed a substitution 
model. This model attempted to show how plastic bottles 
competed with, and gradually replaced glass bottles in the 
food and beverage market. 
The Stern, Ayres and Shapanka substitution model 
offers several improvements over the Mansfield model. 
First, the model uses container price, a marketing mix 
variable, and time as explanatory variables. Second, the 
model considers two competing products, plastic bottles and 
glass bottles. Third, the model uses the perceived 
importance of container characteristics, another marketing 
mix variable, to modify container prices. 
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Still, the Stern, Ayres and Shapanka substitution 
model has several limitations. First, the rate of diffusion 
is assumed to be a function of only interpersonal 
communication like the Mansfield model. Second, price 
serves only to limit the total number of potential adopters. 
Third, the price elasticity of demand is constant. Fourth, 
the model cannot handle readily other marketing mix 
variables than price and container characteristics. Fifth, 
the model cannot handle readily more than two competitors. 
3. Summary of Substitution and Diffusion Models 
The Mansfield diffusion model, and the Stern, Ayres 
and Shapanka substitution model are useful primarily for 
forecasting market share. These models do not explain why 
certain substitutions happen. The underlying behavioral 
assumption of these models is that innovators first adopt 
the product; then, others follow because of word-of-mouth 
communication. Still, these studies suggest the importance 
of forms of communication, such as advertising, as 
explanatory variables in market share models. Also, these 
studies suggest an S-shaped response function. 
E. Linear and Multiplicative Models 
1. Linear Models 
The first attempts at showing the relationship between 
market share and explanatory variables involved simple 
linear additive models. These models assumed that market 
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share was a linear and additive function of marketing mix 
variables. Fig. 5 (page 31) depicts this relationship. 
The equation of the linear additive market share model 
is 
K 
(2) si = VXki + £i' 
k=l 
o, 
where 
s^ = the market share of product i (i = 1, 2, . . . , m), 
k = index on explanatory variable, 
K = the number of explanatory variables, 
Bk = the effect of the kth explanatory variable for 
product i on the market share of product i, 
Xj^ = the value of the k^*1 explanatory variable for 
product i, 
= the stochastic error for product i. 
Banks [1961] and Weiss [1968] found that linear 
additive models performed satisfactorily in showing the 
relationship between market share and marketing mix 
variables. Their conclusions were based on the coefficient 
of determination. Also, Banks and Weiss found these models 
easy to estimate using ordinary least squares. 
Still, linear additive models have several 
deficiencies. First, fig. 6 (page 32) shows that linear 
additive models are not range constrained (i.e., forecasted 
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market shares may not be between zero and one). Second, 
linear additive models are not sum constrained (i.e., the 
sum of forecasted market shares may not equal one). 
Fig. 5. Causal relationships in linear additive market 
share models. 
To overcome the violation of the sum constraint, Naert 
and Weverbergh [1981] suggested a sum constrained, but not 
range constrained, linear additive model. They found that a 
sum constrained linear model gave better predictions than a 
linear model without constraints. 
Still, constrained and unconstrained linear models are 
inconsistent with marketing theory. First, linear models 
assume that the marginal effect of explanatory variables is 
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constant. Yet, marketing theory suggests that the marginal 
effect of many explanatory variables is not constant but 
diminishes. For example, repeated exposure to advertising 
decreases its effectiveness. 
Fig. 6. Violation of range constraint by linear market 
share models. The one independent variable equation, which 
is illustrated, is Si = + 131X1 where X-^ > 0. 
Second, the market share elasticity of linear models, 
^kxki/si' -*-s inconsistent with marketing theory. When 
market share approaches one, elasticity does not approach 
zero. Also, as the level of marketing effort, Xk^, 
increases toward infinity, elasticity increases toward 
infinity. Yet, marketing theory suggests that elasticity 
should approach zero. 
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2. Multiplicative Models 
To overcome the limitations of linear models, 
researchers have employed multiplicative models. This type 
of model is the demand counterpart of the Cobb-Douglas 
production function. Fig. 7 (page 34) shows the 
relationships between variables in the multiplicative model. 
The equation of the multiplicative market share model 
is 
K 
(3) sL = 7r Xki“ • eif 
k=l 
0, 
where 
s^ = the market share of product i (i = 1, 2, . . . ,m), 
k = index on explanatory variable, 
K = the number of explanatory variables, 
= the value of the kth explanatory variable for 
product i, 
= the effect of the kth explanatory variable for 
product i on the market share of product i, 
= the stochastic error for product i. 
In comparing linear and multiplicative models, Weiss 
[1968] found that the multiplicative model provided a better 
fit than the linear additive model. He concluded this using 
the coefficient of determination. 
Also, the multiplicative model is more consistent with 
marketing theory. The marginal effects of explanatory 
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variables change as the variables change. Also, the 
multiplicative model explicitly permits interactions between 
explanatory variables. 
PRODUCT 
(Physical &c 
Perceptual 
Characteristics, 
Quality, 
Package, 
Service) 
t 
Inter¬ 
actions 
PROMOTION 
(Advertising, 
Personal 
Selling, 
Sales 
Promotion) 
Interactions 
Interactions 
PLACE 
(Distribution 
Channel: 
Wholesale, 
Retail) 
Inter¬ 
actions 
PRICE 
(At Factory, 
To 
Wholesalers, 
To Retailers, 
Deals etc.) 
Fig. 7. Causal relationships in multiplicative market share 
models. 
Still, the multiplicative model has several flaws. 
First, the multiplicative model is inconsistent with logic. 
Fig. 8 (page 35) shows that the model is not range 
constrained. Also, the multiplicative model is not sum 
constrained. 
Second, the multiplicative model assumes that 
elasticity, 13k, is constant. This assumption is 
inconsistent with marketing theory, which suggests that the 
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greater the share of a brand, the smaller the elasticities 
should be [Cooper and Nakanishi, 1988]. 
Fig. 8. Violation of range constraint by multiplicative 
market share models. The one-independent variable equation, 
which is illustrated, is = 6QX11^1 where Xl:L >0. No 
interaction effect is present since only one independent 
variable is used. 
F. Attraction Models 
1. Functional Form 
Given the limitations of linear and multiplicative 
models, researchers have proposed attraction models. Bell, 
Keeney, and Little [1975] developed the theoretical 
foundation for these models. Bell, Keeney, and Little 
suggested that market share reflects customers' attraction 
to a company's product relative to the attraction toward all 
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products. The marketing actions of the selling companies 
influence customers' attractions toward products (see 
fig. 9, page 37). 
Mathematically, Bell, Keeney, and Little showed that 
the relationship between market share and explanatory 
variables is 
(4) 
m 
/ 2 Ai 
j=l D 
(5) Ai = f(Xk), 
Ai > 0, 
where 
1 
m 
the market share of product i (i = 1, 2, . . . 
the attraction of product i (i = 1, 2, . . . , 
index on product (j = 1, 2, ...,i, ..., 
the number of products, 
the attraction of product j, 
the value of the k^^1 explanatory variable for 
product i. 
, m) , 
m) , 
m) , 
The appendix, "Derivation of Attraction Model," (page 151) 
shows how these equations are derived. 
2. Characteristics 
Compared with linear and multiplicative models, 
attraction models have several desirable characteristics. 
Attraction models are consistent with logic. Bell, Keeney, 
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and Little [1975] showed that attraction models are both 
range and sum constrained. 
Fig. 9. Bell, Keeney, and Little's attraction market share 
model. 
Attraction models are consistent with much marketing 
theory. First, attraction models incorporate competitive 
effects by including competitors' attractions. Second, 
Cooper and Nakanishi [1988] showed that the marginal effect 
of the explanatory variables in attraction models changes as 
the levels of the variables change. Third, Cooper and 
Nakanishi showed that the elasticities, produced by 
attraction models, change as market share and explanatory 
variables change. Finally, attraction models can exhibit 
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both threshold and saturation effects (see fig. 10, 
page 38). 
Fig. 10. Threshold and saturation effects of attraction 
models. The illustrated equation is = A-^/where 
:Xn)5, A, = lotx,,)1*1, X„ = X,,, X,, > 0, 
‘12 
= .10(X 
> o. 
and 
3. Performance 
In spite of the desirable properties of attraction 
models, researchers have obtained mixed results using them. 
In a seminal study, Naert and Weverbergh [1981] compared the 
performance of attraction models with linear and 
multiplicative models. Naert and Weverbergh used two types 
of attraction models. One attraction model did not permit 
the parameters of the model to vary across brands. The 
other attraction model permitted some model parameters to 
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vary across brands. Also, Naert and Weverbergh used several 
versions of linear and multiplicative models. These 
versions were unconstrained, and sum-constrained by 
parameter restrictions. Naert and Weverbergh applied these 
models to two product classes, electric razors and gasoline. 
Naert and Weverbergh estimated each model using three 
technigues: ordinary least sguares (OLS), generalized least 
squares (GLS), and iterative generalized least squares 
(IGLS). As OLS and GLS are well known, only IGLS will be 
explained. First, Naert and Weverbergh estimated the system 
of equations by OLS. Then, they estimated the 
contemporaneous correlations from the residuals. Next, they 
estimated the parameters using GLS. Finally, they repeated 
this process until convergence was obtained. 
Comparing models and estimation techniques, Naert and 
Weverbergh concluded that attraction models made better 
predictions based on Theil's inequality coefficient. 
Although IGLS and GLS produce similar results for large 
samples [Judge et al., 1988], Naert and Weverbergh did not 
observe this because they used small samples. Also, Naert 
and Weverbergh found that GLS produced better results than 
OLS. Better results were obtained with GLS because GLS 
accounts for contemporaneous correlation. 
Since the publication of the Naert and Weverbergh 
study, other researchers have obtained contradictory 
results. Leeflang and Reuyl [1984] compared attraction 
models with restricted and unrestricted linear models, and 
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with multiplicative models. The product class was 
cigarettes. 
Leeflang and Reuyl found that attraction models did 
not produce better results than unrestricted linear additive 
and multiplicative models. Also, models with parameter 
restrictions did not produce better results than their 
unrestricted counterparts. As expected, GLS increased the 
efficiency of the parameter estimates compared with OLS. 
Brodie and de Kluyver [1984] compared linear, 
multiplicative, and attraction models also. The product 
classes studied were cookies, detergents and toothpaste. 
Brodie and de Kluyver found that the linear additive and 
multiplicative models produced a slightly better fit than 
the attraction models. Also, they observed that OLS and GLS 
gave similar results in linear and multiplicative models. 
Yet, GLS gave better results in attraction models. 
G. Chapter Summary 
Researchers have used many approaches to study 
competition. These approaches have involved either 
managerial judgment, customer judgment, or actual purchase 
behavior of customers. Only models of actual purchase 
behavior produce elasticities, which show the effects of 
explanatory variables. 
Several market share models that use aggregate 
purchase data are substitution models, diffusion models, 
linear models, multiplicative models, and attraction models. 
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Substitution and diffusion models are time-series models, 
which describe the spread of a product through a population. 
Linear, multiplicative, and attraction models are 
explanatory models, which show how variables affect market 
share. 
Market share models should be consistent with logic, 
and with marketing and economic theory. To be consistent 
with logic, market share models should produce forecasts 
that are between zero and one. Also, the sum of all 
forecasted market shares should be one. To be consistent 
with marketing and economic theory, the marginal effects of 
explanatory variables should vary. Also, elasticity should 
not be constant. 
Of the market share models that use aggregate data, 
only attraction models are consistent with logic, and with 
most aspects of marketing and economic theory. Therefore, 
this study will use an attraction model to describe the 
beverage container industry. Still, the basic attraction 
model, described in this chapter, must be adapted to the 
characteristics of the beverage container industry. The 
next chapter will describe the explicit functional form of 
that model. 
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CHAPTER IV 
MODEL DEVELOPMENT AND ESTIMATION 
A. Introduction 
To develop a market share model requires several 
steps: specification, estimation, and diagnostic testing. 
Specification consists of identifying the conceptual 
variables, and specifying the functional form. 
The previous chapter showed the implicit functional 
form of the attraction model. This chapter will show the 
explicit functional form of the beverage container 
attraction model. This functional form will be used in the 
models of the beer and soft drink markets. The chapters 
dealing with those models will identify the conceptual and 
empirical variables. 
Also, this chapter will explain how the beverage 
container model can be estimated using ordinary least 
squares or generalized least squares. This study will use 
one of these methods to estimate the parameters of the beer 
and soft drink market models. The chapters dealing with 
those models will give the estimation and diagnostic testing 
results. 
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B. Model Specification 
1. Aggregation of Consumers 
The beverage container system involves many types of 
consumers. Beverage producers, wholesalers, and retailers 
are intermediate consumers. Beverage consumers, generally 
individuals or households, are end consumers. Organizations 
that recycle or dispose of containers are final consumers. 
Present market share attraction models consider only 
one type of consumer, the end consumer. Therefore, these 
models use only the attraction function of the end consumer. 
In the beverage container industry, the different groups of 
consumers have different attraction functions. These 
attraction functions differ in functional form, and in 
variables. Probably, these attraction functions interact 
also. 
Given its structure, estimating an attraction model 
that has different and interacting attraction functions is 
infeasible. Therefore, this study will combine all 
consumers—intermediate, end, and final—into one 
"consumer.” Therefore, this study will have only one 
attraction function reflecting all consumers' combined 
attractions. 
Combining all consumers into one "consumer" is 
reasonable. An objective of this study is to show the 
response of market share to containerspecific variables. So 
the overall response of all consumers is important, not the 
responses of separate groups of consumers. 
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2. Competitive Set 
To study the nature of beverage container competition, 
competitors must be defined. 
In some sense, everything competes with everything else. 
The key question, therefore, is not whether products or 
services compete but the extent to which they compete. 
Defining competition, therefore, requires a balance 
between identifying too many competitors (and 
complicating instead of simplifying decision making) and 
identifying too few (and overlooking a key set) [Lehmann 
and Winer, 1991]. 
Who are the competitors in the beverage container 
industry? Are they two-piece 209/211 x 413 12 oz. aluminum 
beer-beverage cans, or 12 oz. aluminum cans? Are they 
aluminum cans, or metal cans? To answer these questions 
requires determining the level of product aggregation. This 
study will use industry practice to determine the level of 
product aggregation, and competitive set. 
The beverage container industry aggregates products in 
several ways. The National Soft Drink Association (NSDA) 
reports soft drink sales in aluminum cans, bi-metal cans, 
refillable glass bottles, one-way glass bottles, and plastic 
bottles. The Beer Institute (BI) reports beer sales in 
metal cans, one-way bottles, and refillable bottles. The 
Can Manufacturers Institute (CMI) reports beverage can 
shipments by 3-pc beer cans, 2-pc steel beer cans, 2-pc 
aluminum beer cans, 3-pc soft drink cans, 2-pc steel soft 
drink cans, and 2-pc aluminum soft drink cans. Alcoa 
Corporation monitors shipments of aluminum cans, steel cans, 
refillable glass bottles, one-way glass bottles, and plastic 
bottles. The U.S. Department of Commerce reports beverage 
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container shipments by metal cans, glass bottles, and 
plastic bottles. 
Consistent with industry practice, this study will 
define the competitive set as (1) steel cans, (2) aluminum 
cans, (3) nonreturnable (one-way) glass bottles, 
(4) returnable (refillable) glass bottles, and (5) plastic 
bottles (soft drink market only). Also, this study will 
assume that these containers compete in two separate 
markets: the beer market, and the soft drink market. 
3. Market Share Measurement 
In this study, the dependent variable is beverage 
container market share. Market share may be calculated 
either on a dollar basis, a unit basis or a beverage volume 
basis. 
For example, consider sales of one 12-ounce aluminum 
can for $0.75, and two 6-ounce bottles for $0.50 each. On a 
dollar basis, market share is calculated from the dollar 
value of containers sold. Therefore, the market shares are 
.75/1.75 or 43% for aluminum cans and 1.00/1.75 or 57% for 
bottles. On a unit basis, market share is calculated from 
the number of containers sold. On this basis, the market 
shares are 1/3 or 33% for aluminum cans and 2/3 or 67% for 
bottles. On a beverage volume basis, market share is 
calculated from the volume of beverage consumed in each 
container. Therefore, the market shares are 12/24 or 50% 
for aluminum cans and 12/24 or 50% for bottles. 
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Each measure of market share reflects different 
factors. Market shares calculated on unit and beverage 
volume bases reflect volume differences among competitors. 
Yet, market shares calculated on a dollar basis reflect a 
combination of volume and price differences. 
Different organizations in the beverage container 
industry use different methods to measure market share. The 
National Soft Drink Association uses a unit basis, and a 
beverage volume basis. The Beer Institute uses a beverage 
volume basis. The Can Manufacturers Institute uses a unit 
basis. The U.S. Department of Commerce uses a unit basis, 
and a dollar basis. These organizations use different 
methods because they have different information needs. This 
fact suggests that the use of market share should determine 
its measurement. 
Market share has several uses. First, market share is 
a measure of managerial performance. Changes in unit or 
beverage volume, not price, reflect managerial performance. 
Second, market share is used to forecast container demand in 
units. To do this, total beverage (volume) demand, 
container market share on a beverage volume basis, and the 
average container size by volume are used. The forecast 
number of containers is the product of these three factors. 
The results of this study should be useful for 
planning and forecasting. Therefore, this study will 
calculate market share on a beverage volume basis. 
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4. Treatment of Time 
The effects of explanatory variables may be seen in a 
single period or over many periods. If seen over many 
periods, these effects are called lagged or delayed effects. 
Since the beverage container system has both intermediate 
and end consumers, a delay in the response of either group 
may occur. 
According to Intriligator [1978], a lagged response 
might occur for several reasons. One reason is technical: 
production of containers or the installation of a new 
filling line reguires time. A second reason is 
institutional: it takes time to respond to external events. 
These events might require renegotiating contracts for 
container supply, or arranging for the purchase of capital 
equipment. A third reason is psychological: inertia and 
habit often influence behavior. For example, end consumers 
may purchase their favorite beverage in the same container 
out of habit. 
Although good reasons exist for using lagged 
variables, this study will not employ them. The reason is 
that this study uses annual data. Annual data require that 
the response to lagged variables occurs more than a year 
later. Yet, fig. 11 (page 48) suggests that most 
intermediate and end consumers could respond to material 
changes within a year. 
Besides having delayed or lagged effects, explanatory 
variables may have effects that change over time. For 
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example, the importance of recyclability to consumers in 
1950 is probably different from what it is now. Therefore, 
the effect of the same level of recycling on market share 
would be different between 1950 and now. 
Life Cycle Stage 
Fig. 11. Beverage container material residence times by 
life cycle stage. Instead of recycling, containers may be 
disposed. The data are from the U.S. Department of the 
Interior [1989]. 
Having effects that change over time means that the 
parameters of the model should vary over time. Yet, 
allowing parameters to vary over time creates too many 
parameters given the available data. Therefore, this study 
will have model parameters that are constant over time. 
Still, the relative effects of explanatory variables 
on market share, measured by market share elasticity, do 
change over time. The reason is that market share 
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elasticity depends on changing market shares, and constant 
model parameters. Therefore, market share elasticities 
change over time because market shares change over time. 
5. Interactions Between Explanatory Variables 
Explanatory variables influence the demand of both 
intermediate and end consumers. Besides having a direct 
effect on demand, these explanatory variables may affect 
each other or interact. 
Several sources suggest that explanatory variables 
interact. Consider the following magazine advertisement by 
Reynolds Metals, Aluminum Can Division: 
We give you a lot more reasons to go with Reynolds 
Aluminum cans. And we give you reasons that make sense. 
Take can sizes for example. Reynolds give you more of 
them than any other aluminum can manufacturer. From 
single service 5.5-ounces to a full 32-ounces. 
Lightweight, recyclable aluminum cans in sizes that meet 
all your marketing needs [Beverage World, November 
1989]. 
Managers at Reynolds Metals feel that the effect of having 
several container sizes is increased by advertising the 
sizes available. Therefore, the number of container sizes 
and advertising interact. 
Prasad and Ring [1976] used a field experiment to 
investigate the individual and interactive effects upon 
market share of marketing mix variables. Prasad and Ring 
selected two markets that had similar demographic variables, 
such as income, home ownership, family size and race. One 
market (the experimental market) viewed selected television 
advertisements; the other market (the control market) did 
49 
not. In the experimental market, Prasad and Ring found that 
the effect of television advertising depended upon the 
relative price level of the brand. They also found 
significant interaction effects between television, 
newspaper, and magazine advertising. 
In an earlier study, Weiss [1968] compared the 
performance of nine multiple regression models in explaining 
market share. These models had different functional forms, 
and transformations of independent variables. The 
untransformed independent variables were price and 
advertising expenditures. Weiss found that the 
multiplicative model produced the best fit as measured by 
the coefficient of determination. He concluded that price 
and advertising interact positively to influence market 
share. 
These studies suggest that the beverage container 
model should have explanatory variables that interact. 
Interaction implies that all explanatory variables appear in 
all equations. Also, these studies suggest that the 
interaction should be multiplicative. Therefore, this study 
will use a multiplicative attraction function: 
(6) A = 60-(X1)B1-(X2)62 . . . (Xn)6n. 
This function allows interactions at all levels 
between explanatory variables. Specifically, the effect of 
a marginal change in an explanatory variable depends on the 
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level of all other explanatory variables. The first order 
partial derivative, 
(7) Sh/SXL = 60-6i-(X1)61 . . . (X^61-1 . . . (Xn)6n, 
shows this effect. If 6^ is positive, then the marginal 
effect of is greater with more of the other variables. 
The explanatory variables are synergistic as might be 
expected with container recycling and advertising about 
recycling. If 6^ is negative, then the marginal effect of 
X^ is less with more of the other variables. Therefore, the 
explanatory variables are not synergistic. 
6. Different Own-Effects of Explanatory Variables 
This study assumes that the response of market share 
to "own" explanatory variables (i.e., variables normally 
associated with a container) will be different between 
containers. For example, assume that the price of steel 
cans (XSTL), and the price of aluminum cans (XALU) change by 
the same dollar amount. The effects of these price changes 
on the market shares of steel cans (MSgTL), and aluminum 
cans (MSalu) probably would be different. For a 
multiplicative model, 
(8) MSSTl = 
ft . y &1 
Ji0 astl 
(9) msalu = 
ft . y ^3 
J32 XALU 
(10) 61 + ^3 * 
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Therefore, the parameters of "own" explanatory variables 
will be container-specific. 
7. Different Cross-Effects of Explanatory Variables 
Because the explanatory variables interact, all 
explanatory variables appear in all equations. The question 
arises, should the effect of a container-specific variable 
be the same on all competing containers? 
This study assumes that a container-specific variable 
will have different relative effects (i.e., "cross-effects") 
on the market shares of competing containers. For example, 
a decline in the price of aluminum cans (XALU) might affect 
the market share of steel cans (MSSTL) disproportionately 
more than the market share of NR glass bottles (MSNRG). In 
the extreme case, the market share of NR glass bottles might 
remain unchanged. For a multiplicative model, 
(11) MSSTl = 
ft . y &1 
J*0 aalu 
(12) msnrg = 
ft . y ^3 
15 2 XALU 
(13) *1 * £3 . 
Clarke [1973] provides some empirical evidence for 
different relative effects of explanatory variables. He 
studied advertising competition between 19 brands of a low- 
priced, frequently purchased consumer good sold in 
supermarkets. In his study, Clarke defined advertising 
competition in the following way: 
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Brand A will be said to compete with brand B through 
advertising if a change in the advertising of brand A is 
associated with a change in the sales of brand B. Note 
that this definition does not imply symmetry; the fact 
that brand A competes with brand B through advertising 
does not imply that brand B competes with brand A 
through advertising [Clarke, 1973]. 
To analyze competition, Clarke developed a linear 
additive market share model, from which sales-advertising 
cross-elasticities could be computed. He assumed that these 
cross-elasticities were a measure of advertising effect. 
Clarke found that the values of these elasticities were 
different between pairs of brands. He concluded that 
advertising influences the sales of the advertising brand, 
and the sales of other brands in different ways. 
8. The Beverage Container Model 
Fig. 12 (page 54) depicts the relationships between 
market share and the explanatory variables in the beverage 
container model. The functional form of this model is 
(14) ;it 
m 
Ait /.2 Ajt' 
1=1 
(15) 
K m . . 
Ait = exp(o:i + eit) 7r n (Xkjt) D 
k—1 j“1 
where 
D 
m 
the market share of container i in time t, 
the attraction of container i in time t, 
index on container, 
the number of containers, 
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A 
a 
e 
jt 
1 
it 
k 
K 
the attraction of container j in time t, 
the constant for container i, 
the stochastic error for container i in time t, 
index on explanatory variables, 
the number of explanatory variables, 
the value of the explanatory variable for 
container j in time t, 
the effect of the k^ explanatory variable for 
container j on the market share of container i. 
Fig. 12. Causal relationships in the beverage container 
model. 
For example, consider two competitors, steel cans 
(j =1) and aluminum cans (j = 2), and two variables, price 
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(k = 1) and recycling (k = 2) . Since there are m = 2 
competitors, the model has two market share equations. 
Since each competitor has two variables, there are four 
explanatory variables. For time period t (subscripts not 
shown for clarity), these equations are 
(16) Sl = -, 
(A1 + A2) 
(17) s2 = -, 
(A1 + A2) 
where 
s-l = market share of steel cans, 
s2 = market share of aluminum cans, 
A2 = attraction function of steel cans, 
A2 = attraction function of aluminum cans. 
In these market share equations, the attraction functions 
are 
(18) A± = exp(a±+e±) »(X±1)3111•(X12)3112• 
(x21)3211•(x22)3212 , 
(19) A2 = exp(a2+e2) • (Xl;L)3121* (X12)B122- 
/ y \3221 /v \£222 
\A21' vA22' 
In this example, there are two competitors and two 
share equations. If there were m competitors, there would 
be m market share equations. The competitors represent 
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cross-sectional units. Since the observations on these 
competitors are for different time periods, the model has 
both time-series and cross-sectional data. 
Zellner [1962] has called equations that combine time- 
series and cross-sectional data, and that have 
contemporaneously correlated error terms as "seemingly 
unrelated regression equations" (SURE). In the beverage 
container model, the equations are nonlinear. Therefore, 
equation (14) (page 53) is a set of nonlinear, seemingly 
unrelated regression equations. 
9. Elasticities 
An objective of this study is to understand better the 
nature of competition in the beverage container industry. 
Market share elasticities provide insight into the nature of 
competition. The cross-effects attraction model, given in 
equation (14) (page 53), has direct and cross elasticities. 
The elasticity formula is (see appendix, "Derivation of 
Elasticity," page 153) 
(20) 
m 
ekij = ®ki j ' s sh'6khj' 
h=l 
where 
eki j = the elasticity of market share for container i 
with respect to changes in the kth explanatory 
variable for container j, X^j, 
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h 
m 
sh 
Bkhj 
the effect of the kth explanatory variable for 
container j on the market share of container i, 
index on container (h = 1, 2, . . . , m), 
the number of containers, 
the market share of container h, 
the effect of the kth explanatory variable for 
container j on the market share of container h. 
For example, consider two containers (steel cans and 
aluminum cans), and two variables (price and recycling). In 
time t, the elasticity of market share for steel cans 
(i = 1) with respect to changes in the price (k = 1) of 
aluminum cans (j = 2) is 
(2!) eH2 = ^112 “ sl*6112 “ s2'^122' 
where 
e112 
6 
112 
S1 
s2 
3122 
the elasticity of market share for steel cans 
with respect to changes in the price of aluminum 
cans, 
the effect of the price of aluminum cans on the 
market share of steel cans, 
the market share of steel cans, 
the market share of aluminum cans, 
the effect of the price of aluminum cans on the 
market share of aluminum cans. 
A change in an explanatory variable has both direct 
and indirect effects. Consider, for example, the effect of 
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a price change in aluminum cans on the market share of steel 
cans. The indirect effect occurs because the market share 
of aluminum cans should change if the price of aluminum cans 
changes. This change in the market share of aluminum cans 
causes the market share of steel cans to change since market 
shares must sum to one. This indirect effect is reflected 
in the s2*^i22 term of equation (21) (page 57). The direct 
effect of a change in the price of aluminum cans on the 
market share of steel cans is reflected in the 
6112 " s1<6112 term’ 
The effect of changes in an explanatory variable 
depends on the "market power" of the competitors. This 
result occurs because elasticity is a function of market 
share. For example, assume that aluminum cans are dominant 
in the container industry with a 95% market share. The 
effect of a price decrease in aluminum cans on its market 
share would be small; the market share of aluminum cans 
cannot increase more than 5%. Conversely, if aluminum cans 
had a 50% market share, then the effect of a price decrease 
could be greater. 
C. Estimation 
1. Linear Form of the Model 
Several methods exist for estimating the parameters of 
the beverage container model, given in equation (14) 
(page 53). One approach is to transform the nonlinear share 
function into a linear form. In a linear form, the model 
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can be estimated by ordinary least squares (OLS) or 
generalized least squares (GLS). 
Nakanishi and Cooper [1974] proposed a simple log 
transformation by which a nonlinear attraction model can be 
made linear in parameters. Also, McGuire, Weiss, and 
Houston [1977] showed that this approach can be applied to 
models in which the parameters are brand specific. The 
appendix, "Derivation of Linear Equation," (page 158) shows 
that a log transformation applied to equation (14) (page 53) 
yields 
Km 
(22) ln(sit/Gt) = - a) + E Z (Dkij - .j)*ln(Xkjt) 
k—1 
+ (eit - et), 
where 
Sit = 
k 
D 
e it 
the market share of container i in time t, 
geometric mean of in time t, 
(slfs2fs3f • • • ,smt)1/ln' 
the constant for container i, 
index on explanatory variables (k = 1, . . . , K), 
index on container (j = 1, 2, . . . , m), 
the effect of the kth explanatory variable for 
container j on the market share of container i, 
the value of the kth explanatory variable for 
container j in time t, 
the stochastic error for container i. 
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For example, consider two competitors, steel cans 
(j = 1) and aluminum cans (j = 2), and two variables, price 
(k = 1) and recycling (k = 2). Since there are m = 2 
competitors, the model has two market share equations. 
Using an asterisk to denote deviations from the arithmetic 
mean, these equations are 
(23) Ln(s1/V(s1-s2)) a1* + 6*m * In (X11) 
+ ^*211*ln(x2l) 
+ fl*112-ln(X12) 
+ ^*212 *ln(x22^ 
(24) Ln(s2/V(s1*s2) ) = a2* + ft*121 • In(X1:L) + 6*122 • In(X12) 
+ ^*221 *ln(X21^ + ^*222 *ln(X22^ 
+ e2. 
In the model represented by equation (22) (page 59), 
there are m competitors. Therefore, there are m market 
share equations. These m equations can be "stacked” to form 
a "super model," which can be estimated as a single equation 
(SURE). The m equations must be in the following form for 
"stacking": 
m m K m 
(25) s*it = al* + 2 a.i'«d-j + 2 Z E • • dh • ln (Xk^t) 
j =2 J J j=1 k=l h=l J J 
+ eit' 
where 
a1* = the constant for container 1, 
= al ~ avg(a), 
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a. 
k 
h 
B* kij 
B kij 
e it 
= index on container (j = 1, 2, . . . , m), 
= Q!j — o:^ = the constant for container j, 
= dummy variable, dj = 1 if j = i, dj = 0 otherwise, 
= index on explanatory variables (k = 1, . . . , K) , 
= index on container (h = 1, 2, . . . , m), 
= deviation of B^j from the arithmetic mean of Bj^j 
over all i containers (i = 1, 2, . . . , m), 
= the effect of the k^*1 explanatory variable for 
container j on the market share of container i, 
= dummy variable, d^ = 1 if h = j, d^ = 0 otherwise, 
= the value of the k^*1 explanatory variable for 
container j in time t, 
= the stochastic error for container i. 
In the previous equation, the dependent variable is 
(26) s*it = ln(sit/Gt), 
where 
s^t = the market share of container i in time t, 
Gt = geometric mean of s^t in time t, 
= <slt's2fs3f • • ' -smt)1/m' 
m = the number of containers. 
Also, is the deviation of Bk^j from the arithmetic 
mean of 6k-j-; over all i containers. 
(27) B* kij = B kij 
m 
- Z 
i=l 
B kij /m, 
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where 
= the effect of the kth explanatory variable for 
container j on the market share of container i, 
i = index on container (i = 1, 2, . . . , m). 
2. Estimation Technique 
The beverage container model can be estimated three 
ways. First, ordinary least squares (OLS) can be applied 
separately to each of the m equations given by equation (22) 
(page 59). Second, OLS can be applied to the system of m 
equations given by equation (25) (page 60). Third, 
generalized least squares (GLS) can be applied to the system 
of m equations given by equation (25) (page 60). 
Each approach leads to slightly different results. 
Applying OLS to each of the m equations gives the same 
parameter estimates as applying OLS to the system of m 
equations. Yet, the observed significance level of the 
estimated parameters will be different. This result occurs 
because the degrees of freedom and t-statistics are 
different. Applying GLS to the system of m equations gives 
similar parameter estimates as OLS. 
Zellner [1962] has shown that a gain in efficiency can 
be obtained by using GLS with systems of seemingly unrelated 
regression equations, like the beverage container model's 
equations. Yet, two situations exist under which GLS will 
not lead to a gain in efficiency. One situation is when 
contemporaneous correlations are zero. The other situation 
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is when the explanatory variables in each equation are 
identical [Judge et al., 1988], 
3. Elasticities 
The elasticity formula for the model given in 
equations (22) (page 59) and (25) (page 60) is 
(28) R* kij 
m 
- 2 sh 
h=l 
R* khj 
where 
ekij 
R* kij 
R kij 
h 
m 
sh 
the elasticity of market share for container i, 
s^, with respect to changes in the kth variable of 
container j, X^j, 
deviation of 6^— from the arithmetic mean of 
over all i containers (i = 1, 2, . . . , m), 
the effect of the kth explanatory variable for 
container j on the market share of container i, 
index on container (h = 1, 2, . . . , m) , 
the number of container, 
the market share of container h. 
This formula corresponds to equation (20) (page 56). Also, 
both equations produce the same elasticities. 
D. Chapter Summary 
This chapter developed the explicit functional form of 
the beverage container model. This model has the following 
key characteristics: 
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1. The intermediate, end, and final consumers are combined 
into one aggregated "consumer." 
2. Market share is a function of the aggregated consumer's 
attraction toward all containers. 
3. The aggregated consumer's attraction toward a container 
is a function of explanatory variables. 
4. Explanatory variables interact (i.e., the model has a 
multiplicative attraction function). 
5. The effectiveness of "own" explanatory variables 
differs between containers (i.e., container-specific 
parameters). 
6. The explanatory variables of a container affect the 
market shares of other containers disproportionately 
(i.e., cross-effects). 
This chapter explained how the beverage container 
model can be estimated. The beverage container model is a 
set of nonlinear seemingly unrelated regression equations. 
Yet, a log transformation can make these equations linear in 
parameters. Therefore, ordinary least squares or 
generalized least squares can be used to estimate the 
parameters of the model. 
To show the nature of beverage container competition, 
this study will apply the beverage container model to the 
beer, and soft drink markets. The next two chapters will 
describe the beer and soft drink market models. These 
chapters will be followed by a description of beverage 
container competition in terms of the models' variables. 
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CHAPTER V 
BEER CONTAINER MARKET SHARE MODEL 
A. Introduction 
This chapter will explain the development of the beer 
container market share model. The four sections related to 
developing the model are database, specification, 
estimation, and validation. 
B. Database 
The first step in building the beer market model is 
identifying the conceptual variables, which influence market 
share. These conceptual variables must be defined, and 
empirical measures for them developed. Then, data for the 
empirical variables must be obtained. Completing this step 
results in a database from which the model can be estimated. 
This section will identify the conceptual variables, 
and their empirical measures. Also, this section will 
identify the sources of data, and show the strengths and 
weaknesses of the data. 
1. Data Requirements 
Many variables influence market share. McCarthy and 
Perreault [1984] identified the marketing mix variables that 
influence market share in any industry (see table 2, 
page 66). 
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Table 2.—Variables affecting demand and market share 
Mktg Mix Variable Decision Variable 
Product Features 
Accessories 
Installation 
Instruction 
Service 
Warranty 
Product Lines 
Packaging 
Branding 
Place Objectives 
Channel type 
Market exposure 
Kinds of middlemen 
Kinds and locations of stores 
Who handles transporting and storing 
Service levels 
Recruiting middlemen 
Managing channels 
Promotion Objectives 
Promotion blend 
Sales people: 
Kind 
Number 
Selection 
Training 
Motivation 
Advertising: 
Targets 
Kind of ads 
Media type 
Copy thrust 
Prepared by whom 
Sales promotion 
Publicity 
Price Objectives 
Flexibility 
Level over product life cycle 
Geographic terms 
Discounts 
Allowances 
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Table 3 (page 68) shows the variables that influence sales 
and market share in the beverage container industry. 
As a representation of reality, a model cannot be 
expected to include all variables that affect market share. 
Only those variables that affect market share most, or are 
most important to a decision maker should be included. 
Still, the availability of data is an important criterion in 
selecting variables. 
This study used the following conceptual variables to 
build the beer market database: 
1. price - raw material or primary product price charged 
by manufacturers; 
2. advertising - effectiveness of container advertising by 
container manufacturers; 
3. recyclability - ability of container to be recycled 
into another beverage container or into another 
product; 
4. scrap price - scrap material price; 
5. container size - average container size. 
Several reasons justify using these conceptual 
variables. Marketing and economic theory suggest that price 
and advertising influence market share. Since container 
price data were unavailable, this study used raw material 
and primary product prices. Using these prices is 
acceptable if they are related directly to container price. 
Recyclability probably influences market share for 
several reasons. First, environmentally conscious consumers 
are more attracted to recyclable containers. Second, 
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Table 3.—Variables affecting demand and market share of 
beverage containers 
Source Variables 
American Iron and 
Steel Institute 
[1989] 
Flavor protection; Cost; Filling 
reliability; Compatibility with 
existincr lines; Recvclabilitv 
Beverage Marketing 
Corporation 
[1987a, 1987b] 
Convenience; Image; Ability to hold 
taste and carbonation; Availability in 
ranae of sizes; Container size; 
Breakability; Ease of returnability; 
Ease of transport; Advertisina bv 
container mfcr. ; Cost economy; 
Margin in vending market 
Beverage World 
[Davis, 1989; Lang, 
1989; Wolf, 1989] 
Container price; Container 
characteristics; Consumer preference; 
Advertisina; Weiaht; Recvclabilitv; 
Flavor protection; Damage resistance; 
Enerav use; Raw material costs 
Dernier [1980] Market structure (firm size, 
integration, competition); Government 
laws; Consumer demographics & per 
capita income; Consumer tastes; 
Fillers' costs (breakage, 
transportation, storage, equipment); 
Filling efficiency; Cost & 
inconvenience of returning; Container 
mfa. costs (raw material, eauioment); 
Research & development; Price; Weight; 
Durability; Recvclabilitv; 
Convenience; Image 
Saunders, V-Pres., 
Weirton Steel 
[Davis, 1987] 
Product aualitv; Advertisina; 
Marketing; Cost; Reliable filling; 
Damage-free distribution 
U.S. Bureau of 
Census 
[Copperthite, 1988] 
Container price; Container 
characteristics; Population and 
income/expenditure trends; Consumer 
lifestyles & packaging perceptions; 
Waste manaaement; Recvclina 
(continued, next page) 
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Table 3—Continued. 
Source Variables 
Stern, Ayres & 
Shapanka [1975] 
FOR BOTTLERS: Heat resistance; 
Nonpermeability; Pressure resistance; 
Flexibility to color & shape; 
Labeling space; Adaptability to 
existing equipment; 
FOR CONSUMERS: Transparency; 
Tradition; Reusability; 
Convenient dispensing; Chilling time; 
FOR BOTH: Unbreakability; Weight; 
Compactness; Chemical inertness; 
FOR SOCIETY: Disposability; 
Recyclability 
Note: Underlined variables are in the beverage container 
database. 
recyclability probably influences market share because the 
cost of recycled material is often less than the cost of 
virgin material. 
Scrap price probably influences market share also. 
Beverage producers can offset the purchase cost of 
containers by selling used beverage containers (UBC) to 
scrap dealers. Although recyclability and scrap price are 
related, recyclability (i.e., recycling rate) depends on 
many other factors: the presence of a recycling 
infrastructure, the technology of recycling, and consumer 
acceptance. 
Container size, a physical characteristic, probably 
influences market share because consumers prefer beverages 
in different sized containers. Also, beverage producers 
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prefer larger containers since more beverage is sold in 
them. Still, technology limits the container sizes of some 
beverages. 
Table 4 (page 71) shows the empirical measures of the 
beer market conceptual variables. The appendix, "Database" 
(page 162), shows the values of these variables. 
2. Sources of Data 
Data were difficult to obtain for this study. Over 
fifty firms were contacted. Many firms were unable to 
provide data because of data retention policies, which limit 
the length of time data are kept. Other firms were 
reluctant to provide confidential, proprietary data, which 
might identify the firm. 
In alphabetical order, the sources of data for the 
variables in table 4 (page 71) are 
1. Aluminum Association, 
2. American Metal Market, 
3. Can Manufacturing Institute, 
4. Dernier (Ph.D. dissertation), 
5. U.S. Bureau of Mines, 
6. U.S. Department of Commerce, 
7. U.S. Internal Revenue Service, 
8. Weinberg Associates. 
The appendix, "Database" (page 162), shows the sources of 
data by variable and year. 
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Table 4.—Empirical measures of beer market variables 
Conceptual 
Variable 
Container Empirical Measure 
Market 
Share 
All 
Containers 
Annual beer consumption in mbbl + 
Total annual beer consumption 
Price 
(Raw Mat) 
Glass Bottles 
Glass Bottles 
Soda ash price (U.S.) ($/ton) 
Silica sand price (U.S.) ($/ton) 
Price 
(Primary 
Product) 
Aluminum Cans 
Steel Cans 
99%+ aluminum ingot price, 
delivered buyer's plant ($/ton) 
Hot-rolled steel sheet prices, 
10 gauge, fob Pittsburgh ($/ton) 
Adver¬ 
tising 
Metal Cans Total annual advertising expenses 
of corporations by Enterprise 
SIC: Metal Cans & Shipping 
Containers (million $) 
Glass Bottles Total annual advertising expenses 
of corporations by Enterprise 
SIC: Glass Products (million $) 
Recycl¬ 
ability 
Aluminum Cans Percentage of aluminum cans 
recycled by weight 
Scrap 
Price 
Aluminum Cans Average annual cast aluminum 
scrap price (New York) ($/ton) 
Steel Cans Average annual No 1 heavy melting 
steel scrap (composite) price 
($/ton) 
Container 
Size 
All 
Containers 
Annual consumption in ounces + 
Annual shipments in units 
3. Strengths and Weaknesses of Data 
The data for this study have several weaknesses. 
First, there are few observations. Only 24 observations 
(i.e., cases) are in the 1964-87 estimation period. Having 
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few observations can make the parameter estimates unstable, 
and statistical testing more difficult. Second, some 
variables show little variability because the data are 
aggregated. Lack of variability causes unreliable parameter 
estimates. Third, the data may have measurement error. 
Measurement error occurs because companies, the original 
data sources, do not record the variables accurately. 
Fourth, the data have sampling error because only a sample 
of companies provided the data to the data suppliers. 
Fifth, observations for some variables are missing. The 
author estimated these observations. Sixth, some variables 
are aggregated into other categories than the four 
containers studied. For example, advertising expenditures 
are aggregated by metal cans and glass products. Last, the 
empirical measures are imperfect proxies of the conceptual 
variables. For example, advertising copy and frequency, not 
advertising expenditures, probably determine advertising 
effectiveness. 
The data for this study have two strengths. One 
strength is that the data are the most accurate data 
available. Another strength is the acceptability of the 
data to the firms in the beverage container industry. 
C. Specification 
Model specification has two elements: (1) identifying 
the conceptual variables, which influence beverage container 
market share; (2) specifying the functional form, which 
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shows the relationship between market share and the 
explanatory variables. This section will present the 
variables and functional form of the beer market model. 
1. Variables 
The beer market database has six conceptual variables. 
Yet, the beer market model does not use all six variables. 
Advertising, and container size were eliminated during the 
model building process. Table 5 (page 73) shows the 
variables in the beer market model. 
Table 5.—Variables in the beer market model 
Variable Container Symbol 
Market Share Aluminum Cans MAB 
Steel Cans MSB 
NR Glass Bottles MNB 
R Glass Bottles MRB 
Raw Mat'l Price: 
Soda Ash Glass Bottles RMPSA 
Prim. Prod. Price: 
Aluminum Ingot Aluminum Cans PPPAI 
HR Steel Sheet Steel Cans PPPHRS 
Recycling Rate Aluminum Cans RA 
Scrap Price: 
Cast Aluminum Aluminum Cans SPA 
Hvy Melt. Steel Steel Cans SPS 
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2. Non-Linear Form of the Model 
For time period t (subscripts not shown for clarity), 
the market share equations are 
(29) MAB = 
ALU 
(aalu + astl + anrg + arg) 
(30) MSB = 
STL 
(aalu + astl + anrg + arg^ 
(31) MNB = 
VNRG 
(aalu + astl + anrg + arg) 
(32) MRB = 
RG 
(aalu + astl + anrg + arg) 
where 
MAB 
MSB 
MNB 
MRB 
AALU 
astl 
anrg 
arg 
market share of aluminum beer cans, 
market share of steel beer cans, 
market share of nonreturnable glass beer bottles, 
market share of returnable glass beer bottles, 
attraction function of aluminum beer cans, 
attraction function of steel beer cans, 
attraction function of nonreturnable glass beer 
bottles, 
attraction function of returnable glass beer 
bottles. 
In market share equations (29) thru (32) (page 74), the 
attraction functions are 
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(33) 
(34) 
(35) 
(36) 
"ALU 
lSTL 
NRG 
^RG 
= exp(a1+e1) • (PPPAI)311- (PPPHRS)321- (RMPSA)331 
(RA)341-(SPA)351-(SPS)361, 
= exp(a2+e2)•(PPPAI)312-(PPPHRS)322-(RMPSA)332 
(RA)342•(SPA)352•(SPS)362, 
= exp (0:3 + 63 ) • (PPPAI)313 • (PPPHRS)323 • (RMPSA)333 
(RA)343•(SPA)353•(SPS)363, 
= exp(a4+e4)•(PPPAI)314-(PPPHRS)324-(RMPSA)334 
(RA)344•(SPA)354•(SPS)364. 
Table 5 (page 73) gives the symbols of the explanatory 
variables. 
3. Linear Form of the Model 
Market share equations (29) thru (32) (page 74) are 
intrinsically linear. Transforming each market share 
equation by equation (22) (page 59) gives 
(37) Ln(CMAB) = a±* + 1±•In(PPPAI) + 13*2±•In(PPPHRS) 
+ 13*31-In (RMPSA) + 6*41*ln(RA) 
+ 13*5i *ln (SPA) + 13*61 • In (SPS) + e1, 
(38) Ln(CMSB) = a2* + 13* 12 • In (PPPAI) + B*22 • ln (PPPHRS) 
+ 13*32-In (RMPSA) + 13*42*ln(RA) 
+ 13*52 • ln (SPA) + 13*62 • ln (SPS) + e2, 
(39) Ln(CMNB) = a3* + 13*13 • ln (PPPAI) + 13*2 3 • ln (PPPHRS) 
+ 13*33-In (RMPSA) + 13*43-ln(RA) 
+ 13*53 • ln(SPA) + 13*63 • ln(SPS) + e3, 
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(40) Ln(CMRB) = a4* + J3*14 • In(PPPAI) + 13*24 • In(PPPHRS) 
+ B*34-ln(RMPSA) + ft*44•In(RA) 
+ J3*54 • In (SPA) + ft*64 • In (SPS) + c4. 
Table 5 (page 73) gives the symbols of the explanatory 
variables. 
In equations (37) thru (40) (pages 75-76), the 
dependent variables are log centered market shares. These 
are calculated by the following equations: 
(41) Ln(CMAB) = Ln(MAB/(MAB*MSB‘MNB‘MRB)1/4), 
(42) Ln(CMSB) = Ln(MSB/(MAB-MSB-MNB-MRB)1/4), 
(43) Ln(CMNB) = Ln(MNB/(MAB-MSB-MNB-MRB)X/4), 
(44) Ln(CMRB) = Ln (MRB/ (MAB-MSB-MNB-MRB) . 
Estimation of equations (37) thru (40) (pages 75-76) 
gives numeric values for the estimators (e.g., a^*, B*1:l, 
13*21 etc.). Because the equations are transformed, these 
estimators must be interpreted with caution. For example, 
from equation (27) (page 61) the first three coefficients in 
the aluminum can regression equation, equation (37) 
(page 75), are 
(45) a^* = “l > (<*1 + a2 + a3 + <*4) /4, 
(46) 5*11 = bi:l (fill + R12 + ^13 + ^14 ) /4 ' 
(47) 
»*21 = ^21 (521 + R22 
+ ^23 + ^24)/4 * 
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The parameters on the right-hand side of equations (45) thru 
(47) (page 76) (e.g., a1, ft2i etc*) are the effects on 
market share. 
D. Estimation 
1. Method 
Although several methods exist for estimating the beer 
market model, this study used ordinary least squares (OLS). 
OLS was applied separately to equations (37) thru (40) 
(pages 75-76). The reason OLS was applied separately to 
each equation is that "stacking" the equations, and 
estimating them as a single equation (i.e., seemingly 
unrelated regression equation) would not have had any 
benefit. No benefit would have been obtained because the 
same explanatory variables were used in all equations. 
This study used the same explanatory variables for two 
reasons. First, the significance of many parameters of the 
model could not be determined because the t-ratios were 
smaller due to multicollinearity. Second, this study's a 
priori analysis suggests using the same variables in all 
equations. 
2. Results 
This section will summarize the regression results of 
the beer market model. The appendix, "Analysis of Beer 
Market Model" (page 187), gives a detailed description. 
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Table 6 (page 78) shows the standard errors of the 
estimate (Se), and the adjusted coefficients of 
determination (R2). The standard errors have little 
economic meaning since the dependent variables have been 
transformed. 
Table 6.—Summary statistics of the beer market regression 
model 
Statistic 
Equation 
Aluminum Steel NR Glass R Glass 
Se 
Adj-R2 
0.214 
0.981 
0.501 
0.916 
0.185 
0.867 
0.215 
0.849 
The adjusted coefficients of determination (R2) are 
high. These high R2 values suggest that the explanatory 
variables "explain" much of the variation in the dependent 
variables. Still, high R2 values with few significant 
estimated parameters (see table 7, page 79) suggest two 
problems. One problem could be multicollinearity. Another 
problem could be that the explanatory variables are 
unrelated to the dependent variables. 
Table 7 (page 79) shows the parameter estimates of the 
beer market model. Their interpretation is difficult for 
several reasons. First, the parameters are deviations of 
the product effect from the industry effect (see equations 
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(45) thru (47), page 76, or equation (27), page 61). 
Second, the explanatory variables are expressed as 
logarithms. Third, the dependent variable is the logarithm 
of market share centered on the geometric mean of all market 
shares. Therefore, this study will not attempt to interpret 
the parameter estimates. 
Table 7.—Regression coefficients in the beer market model 
Variable 
Equation 
Aluminum Steel NR Glass R Glass 
CONSTANT 8.4463* -6.3790 -0.8973 -1.1699 
Ln(PPPAI) -0.9626 2.1780 -0.5333 -0.6821 
Ln(PPPHRS) 1.7183* -7.8068* 2.8290* 3.2593* 
Ln(RMPSA) -0.9453* 1.9504* -0.3960 -0.6090* 
Ln(RA) 1.2885* 0.3568 -0.5299* -1.1154* 
Ln(SPA) 0.8266* -0.9991* 0.2784 -0.1060 
Ln(SPS) -0.5898* 1.5775* -0.5677* -0.4199* 
* ^ _ 
p < .10. 
E. Validation 
The purpose of validation is to show whether the beer 
container model is an accurate representation of the real- 
world beer container system. Since the beer container model 
is only an approximation of the real-world system, one 
cannot speak of absolute validity. One can speak only of 
the degree to which the model represents reality. 
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Many measures of validity exist. Ideally, a model 
should be valid using all measures. In practice, a model 
valid for one purpose may be invalid for other purposes. 
For example, a model may have equations with high t-ratios 
and F-statistics (i.e., high statistical validity), but fail 
as a forecasting device (i.e., low predictive validity). 
This anomaly can occur because of volatility in the 
dependent variable. Therefore, the model’s purpose should 
determine the measures of validity used to judge the model. 
Three approaches are employed to validate the beer 
market model. These approaches are (1) statistical testing, 
(2) elasticity analysis, and (3) forecast evaluation. Since 
one purpose of this study is to show the nature of beer 
container competition, elasticity analysis is most 
important. 
1. Statistical Validation 
Statistical or diagnostic testing involves hypothesis 
testing, collinearity analysis, residual analysis, and 
influence analysis. The next four sections will summarize 
the results of these procedures. The appendix, "Analysis of 
Beer Market Model" (page 187), gives details. 
a. Hypothesis Testing 
Hypothesis testing has several purposes. First, 
hypothesis testing provides useful information on the 
overall fit of a set of variables. Second, hypothesis 
testing shows which individual variables are significant. 
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Third, hypothesis testing helps to evaluate the 
appropriateness of the functional form of the model 
equation. 
To test the overall fit of a set of variables, an 
F-test is used. The null hypothesis is that all parameters 
are zero versus the alternative hypothesis that at least one 
parameter is not zero. In all regression equations, the 
F-statistics exceed the critical value at the .10 level. 
Therefore, there is a statistically significant relationship 
between the dependent variables and the explanatory 
variables at the .10 level in all four equations of the beer 
market model. 
To test the significance of individual parameters, a 
t-test is used. The null hypothesis is that the parameter 
is zero versus the alternative hypothesis that the parameter 
is not zero. Table 7 (page 79) shows that most estimated 
parameters are significant at the .10 level of significance. 
Still, collinearity analysis will show that the model has 
high multicollinearity, which understates the number of non¬ 
zero parameters in the model. 
b. Collinearity Analysis 
The purpose of collinearity analysis is to reveal the 
linear dependencies of the explanatory variables. This 
evaluates the assumption of the linear model that there is 
no exact linear relationship between the explanatory 
variables. 
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The correlation matrix of the regression data shows 
high correlations between the explanatory variables (see 
appendix table 34, page 192). Also, most correlations are 
significantly different from zero (see appendix table 35, 
page 193). 
Although simple correlations show pairwise 
relationships, singular value decomposition shows more 
complex relationships. Singular value decomposition 
suggests a strong linear relationship between the constant 
and Ln(PPPAI) (see appendix table 37, page 197). This 
relationship is due to the lack of variability in Ln(PPPAI). 
Also, singular value decomposition suggests a strong linear 
relationship between Ln(PPPHRS), Ln(RA), and Ln(SPA). 
Collinearity analysis reveals that the regression 
equations have high multicollinearity. Although this study 
used several methods to reduce this, none were successful. 
The presence of multicollinearity has several 
important implications. First, multicollinearity causes 
larger standard errors of the estimated parameters, and 
smaller t-ratios. Therefore, the number of non-zero 
parameters in the model may be understated. This result 
suggests that the significance of the estimated parameters 
should not be an important criterion in evaluating the 
model. Second, multicollinearity means that the estimated 
market share elasticities have higher variances. This 
result occurs because the market share elasticities are 
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calculated using the estimated parameters, which have higher 
variances due to multicollinearity. 
c. Residual Analysis 
The purposes of residual analysis are to evaluate the 
appropriateness of the regression equations, and to study 
potential violations of their assumptions. One assumption 
of the linear regression model is that the error term is 
normally distributed with zero mean. This study did not use 
any statistical test for normality. Still, histograms of 
the standardized residuals were produced for visual analysis 
(see pages 201, 207, 212, and 217). 
A second assumption of the linear regression model is 
that the variance of the error term is constant for all 
observations (homoscedastic). This study did not use any 
statistical test for heteroscedasticity. Still, plots of 
the standardized residuals over time, and of the 
standardized residuals versus the predicted dependent 
variable were produced for visual analysis (see pages 202, 
207-208, 213, and 218). 
A third assumption of the linear regression model is 
that the errors corresponding to different observations are 
uncorrelated. A test of this assumption is the Durbin- 
Watson test. In all regression equations in the beer 
market, the Durbin-Watson test is inconclusive. 
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d. Influence Analysis 
The purpose of influence analysis is to discover the 
potential effect or "influence" of each observation on the 
fitted model [Belsley, Kuh, and Welsch, 1980]. According to 
Judge et al. [1988], 
Influential observations in an estimated regression 
equation are those observations that make a relatively 
large contribution to the values of the estimates. 
Observations can be influential because they result from 
equation errors that are large in absolute value 
(outliers) or because of certain characteristics of the 
regressors. 
In the aluminum beer can regression equation, the 
response of the dependent variable in 1964 exerted a strong 
effect on the fitted model. In the steel beer can, NR glass 
beer bottle, and R glass beer bottle regression equations, 
the response of the dependent variable in 1987 exerted a 
strong effect on the fitted models. 
A possible reason for these strong effects is 
measurement error. When market share and sales are small, 
firms are unwilling to provide data that can identify the 
firm. Aluminum beer cans in 1964, and steel beer cans in 
1987 had small market shares. Therefore, the market shares 
of these containers may have been measured in error. 
Observations associated with explanatory variables may 
have influential effects on the fitted model. In 1986, at 
least one explanatory variable had a strong effect on all 
fitted regression equations. Although all material prices 
declined in 1986, aluminum ingot price declined most. 
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Therefore, the 1986 aluminum ingot price, PPPAI, is probably 
an extreme observation. 
No standard procedure exists for handling influential 
observations. Yet, one procedure is to delete the 
observation. For example, since aluminum ingot price in 
1986 is extreme, then all 1986 data are deleted. Still, 
several reasons justify not doing this. First, no 
theoretical justification exists. Second, data that are not 
influential are deleted also. Third, the number of 
observations is decreased. Therefore, this study did not 
delete any influential observations. 
2. Validation thru Theory 
Validation with theory involves ensuring that the beer 
market model is consistent with economic and marketing 
theory. Selecting the functional form and variables using 
theory partly validates a model. Since the beer market 
model was based on economic and marketing theory, the model 
is partly validated. 
Another theoretical consideration is whether the 
elasticities produced by the model conform to prior 
expectations. These prior expectations should be consistent 
with economic and marketing theory. For example, the model 
should produce own price elasticities that are negative. 
This study assumed the following about own 
elasticities: 
1. The average market share elasticity of aluminum cans 
with respect to aluminum ingot price is negative. 
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2. The average market share elasticity of steel cans with 
respect to steel sheet price is negative. 
3. The average market share elasticities of NR and R glass 
bottles with respect to soda ash price is negative. 
4. The average market share elasticity of aluminum cans 
with respect to aluminum can recycling rate is 
positive. 
5. The average market share elasticity of aluminum cans 
with respect to aluminum scrap price is positive. 
6. The average market share elasticity of steel cans with 
respect to steel scrap price is positive. 
Market share elasticities show the relative 
responsiveness of market share to relative changes in an 
explanatory variable. Mathematically, market share 
elasticity is the percentage change in market share due to a 
percentage change in an explanatory variable. For the beer 
market model, equation 20 (page 56) shows how direct (own) 
and cross elasticities are calculated. Average elasticities 
may be calculated from average market shares using this 
equation. 
For the beer market model, the average market shares 
are 0.3338, 0.2387, 0.2400, and 0.1875 for aluminum cans, 
steel cans, NR glass bottles, and R glass bottles 
respectively. These values and the regression coefficients 
from table 7 (page 79) determine the average direct and 
cross elasticities. 
For example, the average elasticity of aluminum beer 
can market share (MAB) with respect to aluminum ingot price 
(PPPAI) is 
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(48) ePPPAI • MAB " B*ll " i5*n,MAB 
- 13*12*MSB 
- i3*13-mnb 
- 13*,,-MRB, 
= (-0.9626) (-0.9626)•(0.3338) 
( 2.1780)•(0.2387) 
(-0.5333)•(0.2400) 
(-0.6821)•(0.1875), 
= -0.9053. 
This result is a direct (own) elasticity. 
Also, the average elasticity of aluminum can market 
share (MAB) with respect to steel sheet price (PPPHRS) is 
(49) ePPPHRS *MAB ~ R*21 ~ B*21#MAB 
- 13*22-MSB 
- 13*23 *MNB 
- 13*24’MRB, 
= (1.7183) - ( 1.7183) • (0.3338) 
- (-7.8068)•(0.2387) 
- ( 2.8290)•(0.2400) 
- ( 3.2593) • (0.1875) , 
= 1.7181. 
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This result is a cross elasticity. Table 8 (page 88) shows 
the average market share elasticities for all variables and 
containers in the beer market model. 
Table 8.—Average market share elasticities for the beer 
market 
Variable 
Beer Container 
Aluminum Steel NR Glass R Glass 
PPPAI -0.9053a 2.2354 -0.4760 -0.6248 
PPPHRS 1.7181 -7.8071a 2.8288 3.2591 
RMPSA -0.8862 2.0097 -0.3369a —0.5498a 
RA 1.1096a 0.1780 -0.7088 -1.2943 
SPA 0.7423a -1.0835 0.1941 -0.1904 
SPS -0.5545 1.6128a -0.5324 -0.3846 
aOwn elasticity. 
The own elasticities in table 8 (page 88) conform to 
prior expectations. This result is not surprising because 
the number of own elasticities with correct signs was a 
criterion used in building the beer market model. Still, 
that all own elasticities have the expected sign validates 
the model. 
Collinearity analysis suggested that the model 
equations have high multicollinearity. Because 
multicollinearity increases the variances of the estimators, 
the estimated market share elasticities have higher 
variances also. This result occurs because the estimated 
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market share elasticities are calculated using the parameter 
estimates. 
3. Predictive Validation 
Predictive validation involves determining the 
forecast performance of the model. To see how forecasting 
serves to validate the model, consider the steps leading to 
the forecast. First, the data, model specification, and 
estimation technique determine the regression parameter 
estimates. Second, the regression parameter estimates and 
actual market shares are used to calculate the market share 
elasticities. Third, the market share elasticities produced 
by the model are used to develop forecasts of market share. 
Therefore, the "closeness" of actual and predicted market 
shares validates the model. 
This study used two strategies to validate the beer 
market model using forecasts. First, market share forecasts 
were developed for 1965-87. These forecasts employed the 
same data that were used to develop the model. Second, an 
"ex-post" forecast of market share was made for 1988. This 
forecast did not employ the same data that were used to 
develop the model. Then, the performance of both forecasts 
were evaluated. 
a. Forecast Development 
For the first strategy, the following steps were used 
to forecast market share: 
89 
1. Estimate the regression coefficients for each equation 
using the 1964-87 data. 
2. Compute the elasticities for each year using the 
regression coefficients (from step 1) and the actual 
market shares in each year. 
3. Compute the actual percentage change in the values of 
the explanatory variables between each year and the 
prior year. 
4. Compute the forecasted percentage change in market 
share by multiplying the actual percentage change in 
the values of the explanatory variables (from step 3) 
by the elasticities (from step 2). 
5. Compute the forecasted change in market share by 
multiplying each year's actual market share by the 
forecasted percentage change in market share (from 
step 4). 
6. Compute the forecasted market share by adding the 
forecasted change in market share (from step 5) to the 
prior year's actual market share. 
Mathematically, the market share forecast for the ith 
container in time t+1 is given by the following equation: 
(50) ;it+l 
K m 
2 2 - 
k=l j=l 
xkjt “ x(kjt-1) 
X (kjt-1) 
ekijfsit + s it' 
where 
sit 
k 
K 
3 
m 
the market share of container i in year t, 
index on explanatory variables, 
the number of explanatory variables, 
index on container, 
the number of containers, 
the value of the k^ explanatory variable Xk 
of container j in year t, 
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ekijt = elasticity of the kth explanatory variable 
of container j on the market share of container i 
in year t. 
b. Forecast Evaluation 
Fig. 13 thru fig. 16 (pages 92-93) show actual and 
forecasted market shares over time. Most forecast errors 
are due to unexpectedly large values of explanatory 
variables. 
Table 9 (page 91) evaluates the market share forecasts 
using summary statistics. The forecasted market share of 
steel beer cans was most inaccurate. 
Table 9.—Evaluation of beer market forecasts for 1965-87 
Container 
Criteria 
MADa MSEb MAPEC 
Theil's 
U 
Missed 
Turning 
Point 
Aluminum 0.0520 0.0018 20.71% 0.0493 43.48% 
Steel 0.0831 0.0003 50.10% 0.0301 47.83% 
NR Glass 0.0392 0.0003 16.46% 0.0351 56.52% 
R Glass 0.0389 0.0019 23.55% 0.1080 39.13% 
aMean absolute deviation. 
^Mean square error. 
cMean absolute percentage error. 
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Actual Share -•»«•••• Forecast Share 
Fig. 13. Beer market actual and forecast shares: aluminum 
cans. The data are in appendix table 52 (page 225). 
Actual Share —»*— Forecast Share 
Fig. 14. Beer market actual and forecast shares: steel 
cans. The data are in appendix table 53 (page 226). 
92 
Actual Share *—*«—• Forecast Share 
Fig. 15. Beer market actual and forecast shares: NR glass 
bottles. The data are in appendix table 54 (page 227). 
Actual Share Forecast Share 
Fig. 16. Beer market actual and forecast shares: R glass 
bottles. The data are in appendix table 55 (page 228). 
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All container forecasts show many missed turning 
points. For example, actual aluminum beer can market share 
increased every year except one. Yet, the model forecast a 
decline almost 43.48% of the time. 
c. Ex-Post Forecast 
The beer market model was developed using 1964-87 
data. The parameter estimates and estimated elasticities 
developed from this model were used to forecast market 
shares for 1988. Table 10 (page 94) shows the results of 
this forecast. 
Table 10.—1988 beer market forecasts (ex-post) 
Container Actual Forecast Error 
Aluminum 67.54% 72.80% -5.26% 
Steel 0.06% 0.26% -0.20% 
NR Glass 25.20% 22.14% 3.06% 
R Glass 7.20% 4.80% 2.40% 
The 1965-87 and 1988 market share forecasts are 
reasonable. The forecasted market shares describe the trend 
of the actual market shares. Whether the forecasting 
technique could be used in practice depends upon the 
criteria for forecast accuracy. 
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F. Conclusion 
This chapter developed the beer container market share 
model. The four topics related to developing the model were 
database, specification, estimation, and validation. 
The beer market database has six conceptual variables: 
raw material price, primary product price, recyclability, 
scrap price, advertising, and container size. These six 
variables were selected based on marketing theory, industry 
recommendations, and data availability. 
The beer container model was formulated as a 
multiplicative competitive interaction (MCI) attraction 
model. The model has four conceptual variables: raw 
material price, primary product price, recyclability, and 
scrap price. The variables were not lagged or adjusted by 
the producer price index. 
Each container market share equation was transformed 
into a linear form for estimating. The parameters of each 
equation were estimated by ordinary least squares (OLS). 
OLS was used because the same explanatory variables appeared 
in all equations. 
Diagnostic testing, residual analysis, and influence 
analysis revealed several problems. The most critical 
problem was multicollinearity. Multicollinearity may have 
caused the number of non-zero parameters in the model to be 
understated. Also, multicollinearity caused the market 
share elasticities to have higher variances. 
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The validity of the beer market model was examined 
also by forecasting the market shares of the four containers 
using the model's estimated elasticities. Since the 
forecasted market shares were reasonably close to the actual 
market shares, the model can be used for forecasting. Also, 
the estimated market share elasticities can be used to 
examine the nature of beer container competition. Similar 
to this chapter, the next chapter will developed the soft 
drink container market share model. 
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CHAPTER VI 
SOFT DRINK CONTAINER MARKET SHARE MODEL 
A. Introduction 
This chapter will explain the development of the soft 
drink container market share model. The four sections 
related to this are database, specification, estimation, and 
validation. 
B. Database 
The first step in building the soft drink model is 
identifying the conceptual variables, which influence market 
share. These conceptual variables must be defined, and 
empirical measures for them developed. Then, data for the 
empirical variables must be obtained. Completing this step 
results in a database from which the soft drink model can be 
estimated. 
This section will identify the conceptual variables, 
and their empirical measures. Also, this section will 
identify the sources of data, and show the strengths and 
weaknesses of the data. 
1. Data Requirements 
Many variables influence market share. Table 2 
(page 66) shows the marketing mix variables that influence 
market share in any industry. Table 3 (page 68) shows the 
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variables that influence sales and market share in the 
beverage container industry. 
This study used the following conceptual variables to 
build the soft drink market database: 
1. price - raw material or primary product price charged 
by manufacturers; 
2. advertising - effectiveness of container advertising by 
container manufacturers; 
3. recyclability - ability of container to be recycled 
into another beverage container or into another 
product; 
4. scrap price - scrap material price; 
5. container size - average container size; 
6. distribution effort - effectiveness of beverage 
distribution in container. 
Table 11 (page 99) shows the empirical measures of 
these soft drink market variables. The appendix, "Database" 
(page 162), shows the values of these variables. 
2. Sources of Data 
In alphabetical order, the sources of data for the 
variables in table 11 (page 99) are 
1. Aluminum Association, 
2. American Metal Market, 
3. American Petroleum Institute, 
4. Beverage Marketing Corporation, 
5. Can Manufacturing Institute, 
6. Dernier (Ph.D. dissertation), 
7. Edgell Communications, 
8. U.S. Bureau of Mines, 
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Table 11.—Empirical measures of soft drink market variables 
Conceptual 
Variable 
Container Empirical Measure 
Market 
Share 
All 
Containers 
Annual soft drink consumption + 
Total annual soft drink consump. 
Price 
(Raw 
Material) 
Glass Bottles 
Glass Bottles 
Soda ash price (U.S.) ($/ton) 
Silica sand price (U.S.) ($/ton) 
Plastic Bot. Avg. U.S. crude petroleum price 
(wellhead) ($/billion barrels) 
Price 
(Primary 
Product) 
Aluminum Cans 
Steel Cans 
99%+ aluminum ingot price, 
delivered buyer's plant ($/ton) 
Hot-rolled steel sheet prices, 
10 gauge, fob Pittsburgh ($/ton) 
Adver¬ 
tising 
Metal Cans Total annual advertising expenses 
of corporations by Enterprise 
SIC: Metal Cans & Shipping 
Containers (million $) 
Glass Bottles Total annual advertising expenses 
of corporations by Enterprise 
SIC: Glass Products (million $) 
Plastic Bot. Total annual advertising expenses 
of corporations by Enterprise 
SIC: Misc. Plastic Products 
(million $) 
Recycl¬ 
ability 
Aluminum Cans Percentage of aluminum cans 
recycled by weight 
Scrap 
Price 
Aluminum Cans Average annual cast aluminum 
scrap price (New York) ($/ton) 
Steel Cans Average annual No 1 heavy melting 
steel scrap (composite) price 
($/ton) 
Container 
Size 
All 
Containers 
Total consumption in ounces + 
Annual shipments in units 
Distri¬ 
bution 
Metal Cans 
Glass Bottles 
Number of vending machines 
on location (thousands) 
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9. U.S. Department of Commerce, 
10. U.S. Internal Revenue Service, 
11. Vending Times. 
The appendix, "Database" (page 162), shows the sources of 
data by variable and year. 
3. Strengths and Weaknesses of Data 
The data for the soft drink market model have the same 
weaknesses as the beer market model. These weaknesses are: 
1. There are too few observations. 
2. There is too little variability in some variables. 
3. The data may have measurement errors. 
4. The data have sampling error. 
5. Observations for some variables are missing. 
6. Some variables are aggregated into categories other 
than the five containers studied. 
7. The empirical measures are imperfect measures of the 
conceptual variables. 
The data for this study have two strengths. First, 
the data are the most accurate data available. Second, the 
data are acceptable to firms in the beverage container 
industry. 
C. Specification 
1. Introduction 
Model specification has two elements: (1) identifying 
the conceptual variables, which influence beverage container 
market share; (2) specifying the functional form, which 
shows the relationship between market share and the 
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explanatory variables. This section will present the 
variables and functional form of the soft drink market 
model. 
2. Variables 
The soft drink market database has seven conceptual 
variables. Yet, the soft drink model does not use all seven 
variables. Advertising, container size, and distribution 
were eliminated during the model building process. Table 12 
(page 101) shows the variables in the soft drink market 
model. 
Table 12.—Variables in the soft drink market model 
Variable Container Symbol 
Market Share Aluminum Cans CMAS 
(Centered) Steel Cans CMSS 
NR Glass Bottles CMNS 
R Glass Bottles CMRS 
Plastic Bottles CMPS 
Raw Mat'l Price: 
Soda Ash Glass Bottles RMPSA 
Petroleum Plastic Bottles RMPP 
Prim. Prod. Price: 
Aluminum Ingot Aluminum Cans PPPAI 
HR Steel Sheet Steel Cans PPPHRS 
Recycling Rate Aluminum Cans RA 
Scrap Price: 
Cast Aluminum Aluminum Cans SPA 
Hvy Melt. Steel Steel Cans SPS 
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3. Functional Form 
For consistency, the soft drink market model has the 
same functional form as the beer market model. Using the 
symbols in table 12 (page 101), the eguations that were 
estimated in the soft drink market model are 
(51 ) Ln (CMAS) = + 13* 
+ 13* 
+ 13* 
+ R* 
(52 ) Ln (CMSS) = a2* + R* 
+ R* 
+ 13* 
+ 13* 
(53 ) Ln (CMNS) = a3* + 13* 
+ 13* 
+ 13* 
+ 13* 
(54 ) Ln (CMRS) = <*4* + R* 
+ R* 
+ R* 
+ R* 
(55 ) Ln (CMPS) = “5* + R* 
+ R* 
+ R* 
+ R* 
11•ln(PPPAI) + R*21-ln(PPPHRS) 
31•ln(RMPSA) + 13*41 • ln (RMPP) 
51* In(RA) + 13*61 • ln (SPA) 
71•ln(SPS) + ^ 1 r 
12-In(PPPAI) + R*22-ln(PPPHRS) 
32‘In(RMPSA) + R*42‘ln(RMPP) 
52•ln(RA) + 13*62 • In (SPA) 
72‘ln(SPS) + e2' 
13-In(PPPAI) + 3*23•In(PPPHRS) 
33•ln(RMPSA) + R*43-ln(RMPP) 
53 * In (RA) + R*63•ln(SPA) 
73•ln(SPS) + e3' 
14-In(PPPAI) + i3*24 * In (PPPHRS) 
34-In(RMPSA) + 13*44-In(RMPP) 
54 * In (RA) + 13*64 * In (SPA) 
74 *ln(SPS) + e4' 
15-In(PPPAI) + 13*25-In (PPPHRS) 
35-In(RMPSA) + 13*45 • ln (RMPP) 
55 * In(RA) + 13*65 • In (SPA) 
75•ln(SPS) + 6 5 * 
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D. Estimation 
1. Method 
Ordinary least squares was applied separately to 
equations (51) thru (55) (page 102). The reason is that 
"stacking" the equations, and estimating them as a single 
equation (i.e., seemingly unrelated regression equation) 
would not have had any benefit. No benefit would have been 
obtained because the same explanatory variables were used in 
all equations. 
This study used the same explanatory variables for two 
reasons. First, the significance of many parameters of the 
model could not be determined because of smaller t-ratios 
due to multicollinearity. Second, this study's a priori 
analysis suggests using the same variables in all equations. 
2. Results 
This section will summarize the regression results of 
the soft drink market model. The appendix, "Analysis of 
Soft Drink Market Model" (page 234), gives a detailed 
description. 
Table 13 (page 104) shows the standard errors of the 
estimate (Se), and the adjusted coefficients of 
determination (R2). The standard errors have little 
economic meaning since the dependent variables have been 
transformed. The high R2 values suggest that the 
explanatory variables "explain" much of the variation in the 
dependent variables. Still, high R2 values with few 
103 
significant parameters (see table 14, page 105) suggest two 
problems. One problem could be multicollinearity. Another 
problem could be that the explanatory variables are 
unrelated to the dependent variables. 
Table 13.—Summary statistics of the soft drink market 
regression model 
Statistic 
Equation 
Aluminum Steel NR Glass R Glass Plastic 
Se 
Adj-R2 
0.086 
0.979 
0.098 
0.991 
0.065 0.111 
0.958 0.947 
0.169 
0.850 
Table 14 (page 105) shows the parameter estimates of 
the soft drink market model. Like the beer market model, 
interpreting the parameter estimates is difficult because of 
the transformation to linear form. Therefore, this study 
will not attempt to interpret the parameter estimates. 
E. Validation 
The purpose of validation is to show whether the soft 
drink container model is an accurate representation of the 
real-world soft drink container system. Since the soft 
drink container model is only an approximation of the real- 
world system, absolute validity does not exist. Only the 
degree to which the model represents reality exists. 
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Table 14.—Regression coefficients in the soft drink market 
model 
Variable 
Equation 
Aluminum Steel NR Glass R Glass Plastic 
CONSTANT 
Ln(PPPAI) -0.3999 0.6436 0.4696 0.2039 -0.9172 
Ln(PPPHRS) 1.4830* -2.2871* -0.6139 -0.1833 1.6014 
Ln(RMPSA) 0.0398 -0.3276 -0.1663 -0.2556 0.7098 
Ln(RMPP) -0.3264 0.4958* -0.1630 0.2397 -0.2461 
Ln(RA) 0.7058 -1.8198* 0.9227* -0.7660 0.9572 
Ln(SPA) 0.4432 -0.9686* 0.0742 -0.5195 0.9706 
Ln(SPS) -0.2637 0.6966 -0.0192 0.2158 -0.6295 
* ^ _ 
p < .10. 
Three approaches were employed to validate the soft 
drink market model. These approaches are (1) statistical 
testing, (2) elasticity analysis, and (3) forecast 
evaluation. Ideally, all three approaches should validate 
the model. Yet, one purpose of this study is to show the 
nature of soft drink container competition. Therefore, 
elasticity analysis is most important. 
1. Statistical Validation 
Statistical or diagnostic testing involves hypothesis 
testing, collinearity analysis, residual analysis, and 
influence analysis. The next four sections will summarize 
the results of each procedure. The appendix, "Analysis of 
Soft Drink Market Model" (page 234), gives details. 
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a. Hypothesis Testing 
To test the overall fit of a set of variables, an 
F-test is used. The null hypothesis is that all parameters 
are zero versus the alternative hypothesis that at least one 
parameter is not zero. In all regression equations, the 
F-statistics exceed the critical value at the .10 level. 
Therefore, there is a statistically significant relationship 
between the dependent variables and the explanatory 
variables at the .10 level in all five equations of the soft 
drink market model. 
To test the significance of individual parameters, a 
t-test is used. The null hypothesis is that the parameter 
is zero versus the alternative hypothesis that the parameter 
is not zero. Table 14 (page 105) shows that few parameters 
are significant at the .10 level of significance. In the 
R glass bottle and plastic bottle equations, no parameter is 
significant. These results contradict the conclusions from 
the F-tests probably because of multicollinearity. 
b. Collinearity Analysis 
The correlation matrix of the regression data shows 
high correlations between the explanatory variables (see 
appendix table 58, page 238). Also, most correlations are 
significantly different from zero (see appendix table 59, 
page 243). 
Although simple correlations show pairwise 
relationships, singular value decomposition shows more 
complex relationships. Singular value decomposition 
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suggests a strong linear relationship between Ln(PPPAI) 
Ln(PPPHRS), and Ln(RA) (see appendix table 61, page 250). 
Also, singular value decomposition suggests a strong linear 
relationship between Ln(RA), Ln(SPA), and Ln(SPS). Finally, 
a strong linear relationship exists between Ln(RMPSA), 
Ln(RMPP), and Ln(RA). 
These findings suggest that the regression equations 
have high multicollinearity. Therefore, the number of non¬ 
zero parameters in the model may be understated. Also, the 
estimated market share elasticities have higher variances. 
This result occurs because market share elasticities are 
calculated using the estimated parameters, which have higher 
variances due to multicollinearity. 
c. Residual Analysis 
One assumption of the linear regression model is that 
the error term is normally distributed with zero mean. 
Another assumption is that the variance of the error term is 
constant for all observations (homoscedastic). This study 
did not use any statistical test for normality or for 
heteroscedasticity because of few observations. Still, 
histograms of the standardized residuals, and plots of the 
standardized residuals over time and of the standardized 
residuals versus the predicted dependent variable were 
produced (see pages 254-256, 260-261, 264-265, 268-269, 
273-274). 
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A third assumption of the linear regression model is 
that the errors corresponding to different observations are 
uncorrelated. In all regression eguations in the soft drink 
market, the Durbin-Watson test was inconclusive. 
d. Influence Analysis 
The purpose of influence analysis is to discover the 
potential effect or "influence" of each observation on the 
fitted model [Belsley, Kuh, and Welsch, 1980]. According to 
Judge et al. [1988], 
Influential observations in an estimated regression 
equation are those observations that make a relatively 
large contribution to the values of the estimates. 
Observations can be influential because they result from 
equation errors that are large in absolute value 
(outliers) or because of certain characteristics of the 
regressors. 
In most soft drink regression equations, the responses 
of the dependent variable in 1978 and 1987 were influential. 
Since the dependent variable is computed using all market 
shares, one or more market shares in 1978 and 1987 may be 
extreme. 
Appendix table 24 (page 169) suggests that the market 
shares of NR glass bottles, and of plastic bottles in 1978 
are probably extreme observations. Also, the market shares 
of R glass bottles, and of plastic bottles in 1987 are 
probably extreme observations. No reason is known why these 
observations may be extreme. 
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2. Validation thru Theory 
Validation with theory involves ensuring that the soft 
drink market model is consistent with economic and marketing 
theory. Having selected the functional form and variables 
of the soft drink market model using theory partly validates 
the model. Another theoretical consideration is whether the 
elasticities produced by the model conform to prior 
expectations. 
Table 15 (page 109) shows the average market share 
elasticities for all variables and containers in the soft 
drink market model. 
Table 15.—Average market share elasticities for the soft 
drink market 
Variable 
Soft Drink Container 
Aluminum Steel NR Glass R Glass Plastic 
PPPAI -0.2829a 0.7607 0.5866 0.3210 -0.8002 
PPPHRS 1.0997 -2.6704a -0.9972 -0.5666 1.2181 
RMPSA 0.0080 -0.3595 -0.1981a -0.2874a 0.6780 
RMPP -0.2757 0.5467 -0.1122 0.2906 -0.1953a 
RA 0.5743a -1.9514 0.7912 -0.8977 0.8257 
SPA 0.3464a -1.0654 -0.0226 -0.6164 0.8739 
SPS -0.1864 0.774la 0.0582 0.2932 -0.5521 
a0wn elasticity. 
The own elasticities in table 15 (page 109) conform to 
prior expectations (see page 85). This result is not 
surprising because the number of own elasticities with 
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correct signs was a criterion used in building the soft 
drink market model. Still, that all own elasticities have 
the expected sign validates the model. 
3. Predictive Validation 
Predictive validation involves determining the 
forecast performance of the model. The elasticities 
produced by the model are used to develop forecasts of 
market share. The "closeness" of actual and predicted 
market shares validates the model. 
This study used two strategies to validate the soft 
drink market model using forecasts. First, market share 
forecasts were developed for 1979-87. These forecasts 
employed the same data that were used to develop the model. 
Second, an "ex-post" forecast of market share was made for 
1988. This forecast did not employ the same data that were 
used to develop the model. Then, the performance of both 
forecasts were evaluated. 
a. Forecast Evaluation 
Fig. 17 thru fig. 21 (pages 111-113) show actual and 
forecasted market shares over time. Many forecast errors 
are due to unexpectedly large values of the aluminum can 
recycling rate (RA) in 1980, and of aluminum scrap prices 
(SPA) in 1983 and 1985. This study is unable to explain the 
reasons why these values are large. 
110 
Actual Share Forecast Share 
Fig. 17. Soft drink market actual and forecast shares: 
aluminum cans. The data are in appendix table 79 
(page 279). 
Actual Share Forecast Share 
Fig. 18. Soft drink market actual and forecast shares: 
steel cans. The data are in appendix table 80 (page 279). 
Ill 
Actual Share —■**— Forecast Share 
Fig. 19. Soft drink market actual and forecast shares: 
NR glass bottles. The data are in appendix table 81 
(page 280). 
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Fig. 20. Soft drink market actual and forecast shares: 
R glass bottles. The data are in appendix table 82 
(page 280). 
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Actual Share Forecast Share 
Fig. 21. Soft drink market actual and forecast shares: 
plastic bottles. The data are in appendix table 83 
(page 281). 
Table 16 (page 114) evaluates these forecasts using 
summary statistics. This table shows that the forecast of 
plastic bottle market share was most inaccurate. On 
average, the forecasted market share of plastic bottles 
differed from the actual market share by 2.78%. This 
represents 12.12% of the actual market share value. Also, 
the container forecasts show between 22.22% and 44.44% 
missed turning points. Still, the forecasts of soft drink 
market share were better than the forecasts of beer market 
share. 
b. Ex-Post Forecast 
The soft drink container model was developed using 
1978-87 data. The parameter estimates and estimated 
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elasticities developed from this model were used to forecast 
market shares for 1988. Table 17 (page 114) shows the 
results of this forecast. 
Table 16.—Evaluation of soft drink market forecasts for 
1979-88 
Container 
Criteria 
MADa MSEb MAPEC 
Theil*s 
U 
Missed 
Turning 
Point 
Aluminum 0.0147 0.0000 4.77% 0.0076 33.33% 
Steel 0.0108 0.0004 14.38% 0.1116 33.33% 
NR Glass 0.0143 0.0007 10.60% 0.0931 22.22% 
R Glass 0.0223 0.0001 10.87% 0.0204 44.44% 
Plastic 0.0278 0.0001 12.12% 0.0244 44.44% 
aMean absolute deviation. 
bMean square error. 
cMean absolute percentage error. 
Table 17.—1988 soft drink market forecasts (ex-post) 
Container Actual Forecast Error 
Aluminum 41.32% 38.58% 2.74% 
Steel 3.18% 2.70% 0.47% 
NR Glass 13.08% 18.29% -5.20% 
R Glass 10.70% 13.02% -2.31% 
Plastic 31.72% 27.41% 4.29% 
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F. Conclusion 
This chapter explained the development of the soft 
drink container market share model. The four topics related 
to this were database, specification, estimation, and 
validation. 
The soft drink market database has seven conceptual 
variables: raw material price, primary product price, 
recyclability, scrap price, advertising, container size, and 
distribution. These seven variables were selected based on 
marketing theory, industry recommendations, and data 
availability. 
The soft drink container model was formulated as a 
multiplicative competitive interaction (MCI) attraction 
model. The model has four conceptual variables: raw 
material price, primary product price, recyclability, and 
scrap price. The variables were not lagged or adjusted by 
the producer price index. 
Each container market share equation was transformed 
into a linear form for estimating. The parameters of each 
equation were estimated using ordinary least squares (OLS). 
OLS was used because the same explanatory variables appeared 
in all equations. 
Diagnostic testing, residual analysis, and influence 
analysis revealed several problems. The most critical 
problem was multicollinearity. Multicollinearity may have 
caused the number of non-zero parameters in the model to be 
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understated. Also, multicollinearity caused the estimated 
market share elasticities to have higher variances. 
The validity of the soft drink model was examined also 
by forecasting the market shares of the five containers 
using the estimated elasticities, produced by the model. 
Since the forecasted market shares were reasonably close to 
the actual market shares, the model can be used for 
forecasting. Also, the estimated market share elasticities, 
employed to develop the forecasts, can be used to examine 
the nature of soft drink container competition. The next 
chapter will examine container competition in the U.S. 
packaged soft drink and beer markets using the elasticities 
of the models' variables. 
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CHAPTER VII 
BEVERAGE CONTAINER COMPETITION 
A. Introduction 
This chapter will examine the nature of beverage 
container competition in the U.S. packaged beer and soft 
drink markets using market share elasticities. Also, this 
chapter will define beverage container competition 
theoretically and empirically. This chapter has four 
sections related to these topics: (1) competition defined; 
(2) container competition in the soft drink market; 
(3) container competition in the beer market; (4) reasons 
for differences in container competition. 
B. Competition Defined 
Before competition can be examined, it must be 
defined. Bennett [1988] defined competition as 
Rivalry among sellers trying to achieve such goals as 
increasing profits, market share, and sales volume by 
varying the elements of the marketing mix: price, 
product, distribution and promotion. 
Although generally satisfactory, this definition must 
be modified to meet the needs of this study. First, the 
focus of this study is only on market share. Second, the 
sellers are industry segments representing beverage 
containers: aluminum cans, steel cans, NR glass bottles etc. 
As such, the sellers are not units that can directly control 
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anything. Still, one can assess the impact of variables, 
which affect only one segment directly, on the market shares 
of other segments. Therefore, this study defines beverage 
container competition as rivalry among two or more container 
segments trying to increase market share as levels of 
container-specific variables change. 
Researchers have used many approaches to study 
competition. Lehmann and Winer [1991] have classified these 
approaches as managerial judgment approaches, and customer- 
based approaches. The former involves managers, and 
considers only their opinions about competition. This calls 
for a more qualitative study than the present one. The 
latter, customer-based approaches, involves the customer 
directly, and considers either their actual purchase 
behavior, or their judgments. In our study, the customers 
are brewers, bottlers, and end consumers; all are involved 
in some form of purchase of containers. Their actual 
purchase behavior at the aggregate level is used to develop 
the beverage container model, which produces market share 
elasticities. It is these market share elasticities that we 
propose to use in showing the nature of beverage container 
competition. The estimates of these market share 
elasticities are arguably the most important contribution of 
the model and of this study. 
Since this study has shown that container market share 
is a function of various container-specific variables, we 
express the market share elasticity as the ratio of the 
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relative change in a market share corresponding to a 
relative change in any of the container-specific variable. 
For convenience, we define two types of elasticities as own- 
elasticities and cross-elasticities. Own-elasticity is the 
percentage change in a container's market share with respect 
to percentage changes in values of variables reflecting 
characteristics, such as price, of the container in 
question. Cross-elasticity is the percentage change in a 
container's market share with respect to percentage changes 
in the values of another container's variable. 
In this study, we can define that two containers 
compete for market share from the perspective of a 
container-specific variable whenever the own and cross¬ 
elasticities with respect to that variable are opposite in 
sign. For example, assume that the own and 
cross-elasticities with respect to a container-specific 
variable are -2.0, and +1.0 respectively. Then, the first 
container gains in the competition for market share with the 
second container whenever that container-specific variable 
decreases. Also, the second container loses in the 
competition for market share. 
Under this definition, that two containers compete for 
market share with regard to one variable does not imply that 
the two containers compete for market share from the 
perspective of other variables. For example, two containers 
would compete for market share with regard to a variable, 
such as price, if their elasticities have different signs. 
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Yet, the two containers would not compete for market share 
from the perspective of other variables, such as 
advertising, if their elasticities had the same sign. Such 
situations might well arise in practice if the variable, 
such as advertising, extolled the benefits of the product 
class to which both containers belong. Such shifts in 
market share, moving in the same direction, can occur only 
if a third container exists outside the product class. It 
would be the market share of this third container that would 
change in the opposite direction as required for their 
shares to add to one. 
Market share elasticities require the use of existing 
share data in their calculation. These, in turn, may be 
calculated for a given year using the market shares in that 
year, or over a range of years using average market shares. 
If calculated for a given year, the elasticities are 
dynamic, changing in magnitude over time as historical 
market shares change. This study uses average elasticities 
calculated from average market shares to simplify analysis. 
These average elasticities provide information about the 
nature of competition, and the competitive structure of the 
market over the period of this study. 
Market share elasticities are a powerful tool to study 
competition. Yet, such elasticities have several 
limitations. First, they do not necessarily reveal the 
underlying pattern of buyer demand in the market since the 
econometric model, which produces the elasticities, uses 
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aggregate data. Aggregate data provide no information about 
the underlying pattern of buyer demand. While market share 
elasticities may show, for example, that container A 
competes directly with container B but not with container C, 
buyers may perceive containers A and B as alternatives, but 
not containers A and C. Because of the possibilities of 
missing variables and other difficulties in empiricism, the 
aggregate data may simply not show what one would find in 
asking customers directly. Ultimately, the two are designed 
to give similar results. 
Survey data on individuals, however, would be useless 
for this study because beverage companies and retail 
customers do not respond directly to all of the variables 
used in the study. For example, beverage companies respond 
directly to container prices, not raw material prices, which 
this study has used. This study used the raw material 
prices because this study could not obtain container prices. 
Therefore, any explanations given in this study about the 
underlying pattern of buyer demand are guesses. 
A second limitation of elasticities is that market 
shares, the dependent variable in the regression model, must 
change over time. If they didn't, while there might be some 
competition in the market (with the competition acting as 
the force counterbalancing each other), it would be hard to 
estimate the model. In the extreme, the dependent variable 
would have no variance. Thus, the elasticities could not be 
estimated. 
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C. Container Competition in the Soft Drink Market 
This section will describe the nature of beverage 
container competition in the U.S. packaged soft drink market 
as estimated using market share elasticities, and attempt to 
explain why the pattern of competition described by the 
market share elasticities might have occurred. Table 18 
(page 123) and fig. 22 (page 124) show the average market 
share elasticities in the soft drink market. These average 
market share elasticities were calculated from 1978-87 data. 
These elasticities were ordered row-wise and column-wise in 
approximately decreasing order to make description and 
observation of the elasticities' impact easier. The similar 
signs of the elasticities, as shown in these tables, 
suggested separating the soft drink containers into two 
groups or "product mixes." However, such "product mixes" 
are not literally combined by container manufacturers or 
sellers, hence it would be unwarranted to suggest that the 
two "product mixes" compete. 
Table 18 (page 123) shows that the market share 
elasticities of plastic soft drink bottles and aluminum soft 
drink cans ("Product Mix 1") have the same sign. Identical 
signs on elasticities, as described, suggest that these 
containers do not compete. When the price of aluminum ingot 
(PPPAI) increases, the market shares of aluminum cans and 
plastic bottles both decline. Also, if the price of 
petroleum (RMPP) increases, then the market shares of 
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aluminum cans and plastic bottles both decline, and so 
forth. 
Table 18.—Soft drink market average market share 
elasticities (ordered): 1978-1987 
Variable 
Product Mix 1 Product Mix 2 
Plastic Aluminum NR Glass R Glass Steel 
PPPHRS 1.22 1.10 -1.00 -0.57 -2.67a 
RA 0.83 0.57a 0.79 -0.90 -1.95 
SPA 0.87 0.35a -0.02 -0.62 -1.07 
RMPSA 0.68 0.01 -0.2 0a -0.29a -0.36 
RMPP -0.20a -0.28 -0.11 0.29 0.55 
SPS -0.55 -0.19 0.06 0.29 0.77a 
PPPAI -0.80 1 o
 
• N
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00
 
0.59 0.32 0.76 
Note: The average market shares are as follows: plastic 
bottles, 20%; aluminum cans, 29%; NR glass bottles, 14%; 
R glass bottles, 27%; steel cans, 10%. Significance tests 
for differences of elasticities from zero are not reported, 
since such elasticity significances can only be approximated 
(see Kmenta, p. 444). Not all regression coefficients, on 
which the elasticities are based are significant at, say, 
the .10 level, but all were used since the model once 
formulated requires the use of all variables in all 
equations. 
a0wn elasticity. 
The market share elasticities of glass soft drink 
bottles and steel cans ("Product Mix 2") have similar signs 
also. The same signs on the elasticities with respect to 
raw material and primary product prices suggest that the 
market shares of steel cans and glass bottles respond 
similarly to these variables. These containers then could 
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be described as being non-competitive within the product 
mix. 
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Fig. 22. Soft drink market average market share 
elasticities: 1978-1987. 
The pattern of competition across the two product 
mixes is clear. Whenever one product mix variable rises, it 
produces opposite reactions in the other product mix. With 
the exception of the cross-elasticity of NR glass with 
respect to RMPP, this implies a nearly perfect pattern of 
competition between the two product mixes. Why does this 
pattern of competition occur? 
Several reasons may explain the pattern of soft drink 
container competition. First, the analytical technique may 
be the reason. Fig. 23 (page 125) shows that the market 
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shares of plastic soft drink bottles and aluminum soft drink 
cans have increasingly moved in parallel in the historical 
period for which data are available. This inhibits the 
separate identification of all competition that may exist in 
the market. This study, using aggregate annual data, lacks 
the ability to show the finer level of competition that may 
emerge in a smaller periodicity of data collection. 
Fig. 23. U.S. packaged soft drink market share by 
container: 1978-1987. 
The study also aggregates containers by material 
(i.e., glass, aluminum etc.), not by container size, 
multipacking or beverage brand. Had this study used data 
measured at the retail level then a different pattern of 
competition might have been observed. For example, Arthur 
Christiani, Business Analysis Manager at Pepsi, [personal 
interview, October 1989] used POS scanner data to find such 
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competitions among containers as Pepsi in 2 liter plastic 
bottles competing with Coke in 2 liter plastic bottles and 
with Pepsi in 6-packs of 12 oz. aluminum cans. 
A second possible explanation for the similar market 
share responses of aluminum cans and plastic bottles, and of 
steel cans and glass bottles is that, in fact, the sets of 
containers within groups do not compete at the aggregate 
level, but such competition may appear in variables beyond 
those obtainable for this study. The reason for the similar 
market share responses at the aggregate level has to do with 
demanders (i.e., soft drink consumers), and suppliers (i.e., 
soft drink bottlers). 
Soft drink consumers can be segmented by demographics 
and usage patterns. Within different demographic and usage 
segment, containers compete differently. For example, 
aluminum cans may compete with plastic bottles in one 
segment, but not in another segment. The soft drink model 
shows a different pattern of competition than may be found 
in some market segments because the soft drink model 
considers the total soft drink market. The demand function 
of the total market is different from the demand functions 
of the individual market segments. 
In the total soft drink market, soft drink consumers 
prefer soft drinks in both plastic bottles and metal cans. 
These containers tend to be demanded or consumed together. 
End consumers prefer plastic bottles to glass bottles 
because of plastic bottles' lighter weight, nonbreakability, 
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and convenient (e.g., large) serving sizes. End consumers 
want metal cans because they are light weight, nonbreakable, 
quick chilling, and available in multipacks. Metal cans and 
plastic bottles are not alternatives because they appeal to 
different segments of end consumers, which when aggregated 
together, want both containers. Therefore, soft drinks in 
these containers tend to be consumed together but by 
different population segments on different occasions. 
In the total soft drink market, which metal cans, 
aluminum or steel, do consumers prefer? According to Ralph 
Lund, Manager of Business Analysis for ALCOA, [telephone 
interview, February 1989] "consumers cannot distinguish 
easily steel and aluminum cans." Both containers are 
metallic, nonbreakable and have the same size. Since end 
consumers cannot distinguish them easily, other factors 
explain competition involving aluminum cans and steel cans. 
Soft drink bottlers explain partly the pattern of 
price competition between aluminum cans and plastic bottles, 
and between steel cans and glass bottles. Soft drink 
bottlers choose between aluminum cans and steel cans 
primarily for economic reasons. Therefore, aluminum cans 
and steel cans compete with each other in terms of economic 
variables. Although aluminum cans are often priced slightly 
higher than steel cans, aluminum cans are lighter weight, 
which reduces transportation costs. Also, aluminum cans 
have a higher recycling value, which offsets their initial 
purchase cost. Besides economic reasons, aluminum cans and 
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steel cans compete in terms of recycling rate. Bottlers do 
not want to be labelled anti-recycling by environmental and 
consumer groups for using steel cans, which have a low 
recycling rate. For these reasons, most soft drink bottlers 
prefer to use aluminum cans. Still, if the demand for steel 
cans is high enough, bottlers will supply them. For 
example, the steel can is supplied in niche markets, such as 
the steel manufacturing areas of the Midwest, which have 
strong loyalty to steel products [Gary Hughes, personal 
interview, June 1990]. 
To some extent, soft drink bottlers choose between 
plastic bottles and glass bottles, especially in the 16 oz. 
size. Again, bottlers choose primarily for economic 
reasons. Plastic soft drink bottles are usually lower 
priced than glass bottles. Also, plastic bottles are 
lighter weight and nonbreakable, which reduces 
transportation and filling costs. With these 
characteristics, plastic bottles are similar to aluminum 
cans, which partly explains the lack of competition between 
them. Plastic bottles are easier to manufacture than other 
containers also. Therefore, many soft drink bottlers make 
plastic bottles rather than buy them to lower costs. For 
these economic reasons, most soft drink bottlers prefer to 
use plastic bottles. 
Still, if glass bottles offer an economic advantage, 
then some soft drink bottlers will use them. According to 
Ron Peterson, Vice-President of Mid-Continent Bottlers, 
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[telephone interview, May 1990] Mid-Continent switched from 
16 oz. plastic bottles to 16 oz. glass bottles for three 
reasons: glass bottles had a lower price, the cost of 
conversion was reasonable ($40-50 thousand), and their 
"competitors were in glass." Since Mid-Continent is in 
Iowa, a mandatory deposit state, container recycling had a 
negligible advantage. Also, Mid-Continent continued to 
produce soft drinks in 12 oz. aluminum cans to satisfy 
consumer demand. 
Container supply capacity plays a role in determining 
the pattern of competition also. Given consumer demand and 
their own preferences for supplying soft drinks in aluminum 
cans and plastic bottles, most soft drink bottlers have 
aluminum can and plastic bottle filling lines. Since these 
filling lines must be used efficiently, bottlers will tend 
to produce soft drinks in aluminum cans and plastic bottles 
until consumers no longer demand them. Also, fewer steel 
can and glass bottle filling lines exist. Therefore, 
bottlers cannot produce easily more soft drinks in steel 
cans or glass bottles without installing expensive 
equipment. Given the low profit margins in the soft drink 
market now, purchasing such equipment is unlikely. Since 
less soft drinks are packaged in steel cans and glass 
bottles, soft drinks in these containers are less likely to 
be available to consumers in a geographic area. Therefore, 
many consumers cannot buy soft drinks in these containers 
even if they wanted to. 
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In the total soft drink market, aluminum cans and 
plastic bottles are supplied together for several reasons. 
Aluminum cans and plastic bottles have similar 
characteristics. They are light weight and nonbreakable, 
which reduces transportation and filling costs. Having 
common characteristics means that aluminum cans and plastic 
bottles do not compete with each other in terms of these 
characteristics. Instead, aluminum cans and plastic bottles 
compete with other containers, such as glass bottles, which 
do not have these characteristics. Although steel cans are 
light weight and nonbreakable also, bottlers prefer to use 
aluminum cans because of aluminum cans' lighter weight, 
higher scrap value and higher recycling rate. Also, 
bottlers prefer to use plastic bottles because they have a 
lower price than glass bottles. Soft drink bottlers in 
aggregate prefer aluminum cans and plastic bottles for cost 
reasons. Therefore, soft drinks in these containers tend to 
be supplied together. Since aluminum cans and plastic 
bottles tend to be supplied and demand together in the total 
soft drink market, these containers do not compete for 
market share in terms of the model's variables. 
Given consumers and soft drink bottlers' preferences, 
why haven't steel cans and glass bottles disappeared from 
the market, a possibility suggested by fig. 23 (page 125)? 
One reason is that some soft drink consumers will always 
prefer soft drinks in steel cans or glass bottles, 
especially NR glass bottles. A second reason involves 
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legislation on recycling rate and recycled content. Plastic 
bottles have a limited ability to be recycled; this will 
restrict their market penetration. Therefore, some portion 
of the soft drink market will exist for glass bottles unless 
the technology of plastic bottle recycling changes 
drastically. A third reason steel cans and glass bottles 
haven't disappeared from the market involves raw material 
and container costs. Whenever the prices of steel cans or 
glass bottles decline below those of aluminum cans or 
plastic bottles, some soft drink bottlers switch to them. 
For example, recent price increases in petroleum and PET 
resin caused several bottlers to switch from plastic bottles 
to glass bottles. Therefore, a market for glass soft drink 
bottles, and, to a lesser extent, for steel soft drink cans 
will probably exist. 
D. Container Competition in the Beer Market 
Comparably to the soft drink market analysis, this 
section will examine beverage container competition in the 
U.S. packaged beer market as estimated using the 
elasticities produced by the beer market model, and attempt 
to explain why the pattern of competition described by the 
market share elasticities might have occurred. Table 19 
(page 132) and fig. 24 (page 133) show the average market 
share elasticities in the beer market for 1964-87. The beer 
market elasticities were ordered row-wise and column-wise in 
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approximately decreasing order to make description and 
observation of the elasticities' impact easier. 
Table 19.—Beer market average market share elasticities 
(ordered): 1964-1987 
Variable 
Product Mix 1 Product Mix 2 
R Glass NR Glass Aluminum Steel 
PPPHRS 3.2 6b 2.83b 1.72b _7.8ia/b 
SPA -0.19 0.19 0.74a -1.08 
SPS -0.38b -0.53b -0.55b 1.61a'b 
RMPSA -0.55a -0.34a -0.89 2.01 
PPPAI -0.62 -0.48 -0.91a 2.24 
RA -1.29 -0.71 1. lla 0.18 
Note: The average market shares are as follows: R glass 
bottles, 19%; NR glass bottles, 24%; aluminum cans, 33%; 
steel cans, 24%. 
aOwn elasticity. 
bAll regression coefficients used in the calculation of this 
elasticity were significant at the .10 level. 
Table 19 (page 132) shows that the signs on the 
elasticities of R glass bottles, NR glass bottles, and 
aluminum cans with respect to PPPHRS, RMPSA, and PPPAI are 
the same, but opposite those of steel beer cans. This 
suggests that R glass bottles, NR glass bottles, and 
aluminum cans respond similarly to raw material and primary 
product prices (PPPHRS, RMPSA, and PPPAI). That is, they 
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form a single group, each competing over price issues with 
steel cans but not competing within the group over price. 
R Glass NR Glass Aluminum Steel 
Beer Container 
Stl Sheet Pr 
Soda Ash Pr 
22222? Alum Scrap Pr 
Alum Ingot Pr 
Stl Scrap Pr 
Alum Recycl 
Fig. 24. Beer market average market share elasticities: 
1964-1987. 
Several reasons may explain the pattern of beer 
container competition. First, the analytical technique may 
be the reason. Market shares that move in parallel in the 
historical period for which data are available inhibit the 
separate identification of all competition that may exist in 
the market. This study, using aggregate annual data, lacks 
the ability to show the finer level of competition that may 
emerge in a smaller periodicity of data collection. The 
study also aggregates containers by material (i.e., glass, 
aluminum etc.), not by container size, multipacking or beer 
brand. Had this study used data measured at the retail 
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level then a different pattern of competition might have 
been observed. 
A second possible explanation for the similar market 
share responses of aluminum cans and glass bottles is that, 
in fact, these containers do not compete with each other 
over price issues at the aggregate level, but such 
competition may appear in variables beyond those obtainable 
for this study. Yet, the reason for the similar market 
share responses to price variables at the aggregate level 
has to do with demand (i.e., beer consumers), and supply 
(i.e., beer brewers). 
The demand of end consumers of beer explains partly 
the pattern of price competition. Robert Weinberg, 
President of Weinberg Associates, a consulting firm for the 
Beer Institute, [telephone interview, June 1990] feels that 
beer consumers may be segmented into two groups: those who 
prefer beer in bottles, and those who prefer beer in cans. 
This segmentation is based on the fact that many beer 
consumers feel that metal cans impart a metallic taste to 
beer. According to Weinberg, taste is more important to 
beer consumers than to soft drink consumers. Many beer 
consumers considered putting beer into metal cans "heresy" 
when metal cans were introduced. This concern for beer 
taste affects the container preferences of many beer 
consumers. 
Beer consumers have other reasons for preferring 
either metal cans or glass bottles also. Like soft drink 
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cans, metal beer cans are nonbreakable, light weight and 
quick chilling. Unlike soft drink bottles, glass beer 
bottles have a "prestige" image. For many reasons, metal 
beer cans and glass beer bottles appeal to different 
segments of beer consumers. When aggregated into a single 
market, beer consumers want both metal cans and glass 
bottles (i.e., beer tends to be consumed in both 
containers). 
The supply side, consisting of beer brewers, explains 
partly the pattern of price competition also. To satisfy 
the demand of end consumers, brewers must package beer in 
metal cans and glass bottles. The question for brewers is, 
which metal can to supply? According to Weinberg 
Associates, cost economies are what drives the supply of 
beer containers [telephone interview, August 1991]. 
Aluminum cans have a lighter weight, a higher recycling rate 
(RA), and a higher recycling value (i.e., scrap price, SPA) 
than steel cans. Also, the aluminum can industry has 
greater production capacity than the steel can industry. 
Therefore, the aluminum can industry can meet more easily 
the needs of brewers in quantity supplied, delivery time and 
service. For these reasons, most brewers prefer to supply 
beer in aluminum cans, not in steel cans. 
The beer market model supports some of these 
observations about the preferences of beer brewers. For 
example, table 19 (page 132) shows that the cross-elasticity 
of steel can market share with respect to aluminum scrap 
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price (SPA) is -1.08. This elasticity value suggests that 
increasing aluminum scrap price decreases the market share 
of steel cans. Still, the beer market model contradicts the 
expected effects of aluminum can recycling. Table 19 
(page 132) shows that the cross-elasticity of steel can 
market share with respect to aluminum can recycling rate 
(RA) is 0.18. This elasticity value suggests that 
increasing aluminum can recycling increases slightly the 
market share of steel cans. This effect may be due to the 
perception that all metal cans are highly recyclable. 
Still, the elasticity is small; a 10% increase in aluminum 
can recycling rate increases the average market share of 
steel cans only 0.4% (.004). 
The beer market model supports the view that aluminum 
beer cans and glass beer bottles are not competitors in 
terms of raw material and primary product prices, but are 
competitors in terms of other variables. Table 19 (page 
132) shows that the cross-elasticities of R and NR glass 
bottles with respect to the recycling rate of aluminum cans 
(RA) are -1.29 and -0.71 respectively. These elasticity 
values suggest that increasing aluminum can recycling 
decreases the market shares of glass bottles. Also, the 
cross-elasticities of R and NR glass bottles with respect to 
the scrap price of aluminum (SPA) are -0.19 and 0.19 
respectively. With the exception of the elasticity of 
NR glass bottles, 0.19, the signs on these elasticities are 
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opposite those of aluminum cans. The U.S. Industrial 
Outlook 1987 - Containers supports these findings: 
The decline [in glass market share] has occurred because 
major brewers in both the mandatory container deposit 
states and elsewhere prefer aluminum cans, which have 
high recycling value [U.S. Department of Commerce, 
1987] . 
This study suggests that glass bottles and aluminum 
cans respond similarly to each other's raw material and 
primary product prices because each container appeals to 
different segments of end consumers, which, when aggregated 
together, want both containers. Beer in these containers 
tends to be consumed together but by different market 
segments. Beer in these containers are sold probably at the 
same price, so these containers compete in terms of 
recycling. Also, most brewers prefer aluminum cans to steel 
cans primarily because of the lighter weight of aluminum 
cans, their higher scrap value, and the ability of the 
aluminum can segment to meet container demand with superior 
service. Therefore, brewers in aggregate tend to supply 
beer in glass bottles and aluminum cans. 
The beer market model describes other aspects of 
container competition also. In table 19 (page 132), the 
large cross-elasticities of steel can market share with 
respect to SPA, RMPSA, and PPPAI suggest that the steel can 
is the most vulnerable beer container to the variables 
associated with other container segments. Perhaps, this 
vulnerability is due to the greater emphasis that the 
aluminum and glass industries place on the beverage 
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container market, their primary market. In contrast, the 
beverage container market is secondary in importance to the 
steel industry's primary market, the automobile market. 
The large cross-elasticities with respect to the 
primary product price of steel cans (PPPHRS) in table 19 
(page 132) suggest that steel cans have the largest ability 
to influence the market shares of other containers (i.e., 
clout). This suggests that steel cans are a small, 
aggressive price competitor. Gary Hughes, Vice-President of 
Continental Can, a manufacturer of aluminum beverage cans, 
confirms the price competitiveness of steel cans: 
Brewers and bottlers play one [container] company off 
against another. Let's say that you negotiate a $100 
price per thousand with a brewer. A couple of days 
later, the brewer will give you a call, and say that the 
steel guy was in with a $90 price. So, you drop your 
price to $85. Then, the brewer will call the steel guy, 
and say, "I've got an $85 price for aluminum cans. 
Since steel cans are always less than aluminum cans, how 
about a lower price?" So, the steel guy gives it to 
him. Nobody's making any money except the brewers and 
bottlers [personal interview, June 1990]. 
E. Reasons for Differences in Container Competition 
In the beer market, aluminum cans and glass bottles 
formed a group, in which each competes little within the 
group, but each competes more with steel cans from the 
perspective of the model's variables. This grouping pattern 
is different from the soft drink market. In the soft drink 
market, aluminum cans and plastic bottles formed one group, 
and steel cans and glass bottles formed another group. 
Within the soft drink market groups, little competition 
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occurs in terms of the model's variables but more 
competition occurs between containers in different groups. 
Why are these patterns of competition (i.e., groupings) 
different in the beer and soft drink markets? 
First, the types of beverage containers sold in each 
market are different. Although aluminum cans, steels cans, 
NR glass bottles, and R glass bottles are sold in both 
markets, plastic bottles are not sold in the beer market. 
Therefore, the patterns of competition in the beer and soft 
drink markets are different partially because competition 
with plastic bottles does not exist in the beer market. 
Second, beverage containers in the beer market have 
different sizes from those in the soft drink market. In the 
beer market, the standard size of metal cans and glass 
bottles is 12 ounces. In the soft drink market, the 
standard sizes are 12 oz. metal cans, 10 oz. and 16 oz. 
glass bottles, and 16 oz., 1 liter, and 2 liter plastic 
bottles. In the beer market, metal cans and glass bottles 
do not compete in terms of size because they are the same 
size, and are sold at the same price. Yet, metal cans, 
glass bottles, and plastic bottles compete in the soft drink 
market because of different container sizes. Therefore, the 
patterns of competition in the beer and soft drink markets 
are different partially because of different container 
sizes. 
Third, glass bottles in the beer market have more 
shapes than those in the soft drink market. These shapes 
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influence competition because bottle shape identifies brand 
or conveys image. For example, the recent popularity of 
Corona beer, a Mexican import, in long necked bottles 
prompted several U.S. brewers to switch to similar bottles. 
Also, Anheuser-Busch uses a distinctively shaped bottle for 
its Michelob brand to connote premium beer. According to 
Lewis Andrews, President of the Glass Packaging Institute, 
[telephone interview. May 1990] glass bottles convey a 
"prestige" image to consumers. Therefore, the patterns of 
competition in the beer and soft drink markets are different 
partially because beer containers compete on the basis of 
container shape. 
Fourth, competition between single serve and 
multiserve containers is different between the beer and soft 
drink markets. In the beer market, all beer is sold in 
individual containers and in multipacks. In contrast, some 
soft drink containers, such as the 2 liter PET bottle, are 
sold primarily as individual containers. In the beer 
market, beer in individual 12 oz. containers do not compete 
with multipacks of beer in 12 oz. containers. Yet, soft 
drinks in individual 2 liter PET bottles compete with 
multipacks of soft drinks in 12 oz. aluminum cans. 
Therefore, the patterns of competition in the beer and soft 
drink markets are different partially because of differences 
in competition between single serve and multiserve 
containers. 
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Fifth, consumers are different in the beer and soft 
drink markets. For example, beer consumers must be at least 
21 years old. Since container preference is related 
probably to age, container preferences will vary between 
markets. Also, beer consumers are arguably more concerned 
with beverage taste than soft drink consumers. For example, 
many beer consumers prefer glass bottles because glass 
bottles leave no aftertaste. Therefore, the patterns of 
competition in the beer and soft drink markets are different 
partially because of differences in beer and soft drink 
consumers. 
Sixth, the beer and soft drink markets have different 
market structures. There are fewer beer breweries than soft 
drink bottling plants. This means that beer breweries must 
ship their product over longer distances than do soft drink 
bottlers to support the same geographic area. 
Transportation costs, and container breakage and leakage are 
more important to beer brewers. This suggests that brewers 
prefer more strongly than soft drink bottlers to use metal 
cans, especially aluminum cans. Therefore, the patterns of 
competition in the beer and soft drink markets are different 
partially because of differences in transportation 
requirements. 
Beer brewers tend to use wholesale distributors to 
distribute their products. In contrast, soft drink bottlers 
deliver typically their product directly to the retail 
outlet. Therefore, beer containers are handled more than 
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soft drink containers, which increases the possibility of 
breakage. As a nonalcoholic beverage, soft drinks are 
distributed through more retail outlets, such as schools and 
hospitals, than beer. Also, soft drinks are distributed 
through vending machines, in which metal cans are used 
primarily. Therefore, the patterns of competition in the 
beer and soft drink markets are different partially because 
of differences in channels of distribution. 
The industrial buying patterns in the beer and soft 
drink markets are different also. Soft drink bottlers have 
formed buying cooperatives to negotiate lower container 
prices for their members. This has increased price 
competition between container manufacturers in the soft 
drink market. Also, some soft drink bottlers make plastic 
bottles ("self-manufacture"), not buy them. Therefore, the 
patterns of competition in the beer and soft drink markets 
are different partially because of differences in industrial 
buying patterns. 
F. Conclusion 
This study examined beverage container competition in 
the U.S. packaged beer and soft drink markets using market 
share elasticities. From this analysis, several conclusions 
can be drawn. 
In the soft drink market, the market share responses 
of aluminum soft drink cans and plastic soft drink bottles 
are similar. Also, the market share responses of steel soft 
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drink cans and glass soft: drink bottles are similar. The 
tain reasons are that consumers in aggregate prefer soft 
drinks in aluminuH cans and plastic bottles because of 
nultipacking, their convenient sizes, their nonbreakability, 
and their light weight. Also, soft drink bottlers in 
aggregate prefer aluminum cans to steel cans mainly because 
of aluminum cans' higher recycling value, and lower net 
cost. 
In the beer market, the market share responses of 
aluminum beer cans and glass beer bottles are similar. Each 
container competes little with each other, but each competes 
more with steel cans in terms of the model's variables. The 
main reasons are that consumers, in aggregate, want beer in 
metal cans and glass bottles because of convenience, image, 
and beverage taste. Also, beer brewers prefer aluminum cans 
to steel cans because of the lighter weight, higher scrap 
value, and lower net cost of aluminum cans. 
Market share competition in the beer and soft drink 
markets have some similarities. For example, steel cans 
have the most clout and the most vulnerability in both 
markets. Also, aluminum cans compete with steel cans in 
both markets in terms of the models' variables. Yet, 
differences in container competition exist between the two 
markets also. These differences arise from dissimilarities 
in products, consumers, and market structures. 
Finally, these conclusions reflect conditions in the 
beer market between 1S64 and 1987, and in the soft drink 
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market between 1978 and 1987. Therefore, these conclusions 
can be generalized to the present only to the extent that 
market conditions in the periods used to develop the models 
are the same now. Also, these conclusions are based on the 
aggregate responses of beverage producers and consumers. 
Therefore, generalizing these conclusions to individual 
beverage producers or consumers is unwarranted. 
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CHAPTER VIII 
SUMMARY AND CONCLUSIONS 
A. Introduction 
This study had two objectives. The first objective 
was to show the relationship between market share and 
several container-specific variables in the U.S. packaged 
beverage container industry. The second objective was to 
show the nature of beverage container competition in terms 
of the container-specific variables. 
Beginning with the second objective, this chapter will 
summarize the results of this study. The sections related 
to this summary are (1) empirical results, (2) evaluation of 
/ 
/ 
the market share model, and (3) future research directions. 
B. Empirical Results 
To show the nature of beverage container competition, 
this study used market share elasticities. These 
elasticities were produced by the beer market and soft drink 
market models. From the models* average elasticities, the 
nature of beverage container competition can be summarized 
as follows: 
1. In the beer market, aluminum cans and glass bottles 
formed a group in which each competes little with one 
another, but each competes more with steel cans in 
terms of the model's variables. 
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2. In the soft drink market, aluminum cans and plastic 
bottles formed a group. Also, steel cans and glass 
bottles formed a second group. Within each group, 
containers compete little or not at all in terms of the 
model's variables. Between groups, containers compete 
more in terms of the model's variables. 
3. Both suppliers (i.e., beverage companies) and demanders 
(i.e., beverage consumers) determine the pattern of 
competition for market share (i.e. groupings). Cost is 
most important to suppliers. Therefore, suppliers 
prefer cans to bottles, and aluminum cans to steel 
cans. Convenience and nonbreakability are most 
important to demanders. Therefore, demanders prefer 
nonbreakable cans and plastic bottles to glass bottles. 
Also, demanders, especially the family segment, prefer 
larger size plastic bottles to glass bottles. Within 
competitive groups, containers tend to be supplied and 
demanded together. 
4. NR and R glass bottles do not compete with each other 
using the models' variables. Although competition 
between them does exist, that competition is likely to 
involve such things as total container cost, including 
purchase price, handling, transportation, cleaning etc. 
This study was unable to obtain data on these 
variables. 
5. In both the beer and soft drink markets, steel cans are 
a low cost, aggressive competitor. Steel cans have 
much clout, but are also the most vulnerable container 
to changes in the models' variables. 
6. In the beer market, steel sheet price and aluminum 
ingot price have the largest impact on market share. 
In the soft drink market, steel sheet price and the 
aluminum can recycling rate have the largest impact on 
market share. 
These findings suggest that container competition is 
different in the beer and soft drink markets. Several 
reasons may explain this difference. First, the markets 
have different structures. For example, more soft drink 
bottlers exist than beer brewers. Second, the soft drink 
market has one more competitor, plastic bottles, than the 
beer market. 
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C. Evaluation of Market Share Model 
To show the relationship between market share and 
container-specific variables, this study developed a model 
of the beverage container industry. The model was a 
multiplicative competitive interaction (MCI) attraction 
model. The model was applied to the beer and soft drink 
markets to understand container competition better. 
The model had several desirable properties. The model 
was consistent with logic because it produced forecasts in 
which forecasted market shares were between zero and one, 
and the sum of all forecasted market shares was one. Also, 
the model was consistent with marketing and economic theory 
in terms of elasticities. 
Yet, the model had weaknesses. First, data for some 
important variables, like container price, were unavailable. 
Difficulties in obtaining data are understandable since 
beverage containers are industrial goods, for which 
published data are scarce. Also, data were difficult to 
obtain because the beverage container industry is highly 
competitive. Therefore, firms are reluctant to provide data 
that might weaken their competitive position. 
The second weakness of the model is that data for many 
explanatory variables were related to each other (i.e. 
correlated). Correlation between explanatory variables 
occurs often because external forces, such as inflation, 
influence all variables similarly. Also, in a competitive 
market, the actions of one industry segment produce 
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systematic reactions by competitors that can produce 
collinearity given missing variables. 
Despite these weaknesses, this study was able to build 
the beer and soft drink models, which showed the 
relationship between market share and several container- 
specific variables. Also, this study was able to compute 
the relative responsiveness of market share to relative 
changes in container-specific variables (i.e., 
elasticities). Finally, this study was able to use these 
elasticities to describe beverage container competition. 
Therefore, this study achieved its objectives reasonably 
well. 
D. Future Research Directions 
The research findings suggest that some containers 
form groupings in which little competition is observed in 
terms of the models' variables. Given these findings, it 
seems very fruitful to discover on what bases, if any, these 
containers compete. One such study would be to investigate 
the effects of other variables on container competition. 
Another study might investigate the effects of variables 
measured at the disaggregate, say retail, level on beverage 
container market share. 
This study found that the relative effects of some 
explanatory variables reversed over time (i.e., market share 
elasticities changed sign over time). For example, relative 
increases in the raw material price of glass bottles 
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decreased the market share of NR glass bottles, then 
increased the market share. This anomaly occurred because 
the market share elasticities, produced by the MCI 
attraction model, depend on fixed model parameters, and 
changing market shares. Therefore, a study that extends the 
MCI attraction model by permitting parameters to vary over 
time might provide interesting results. 
This study developed a model that produces many 
elasticities. In the beer and soft drink market models, 
almost 1,000 elasticity values were produced. These 
elasticities varied by container, explanatory variable, and 
time. To describe competition using 1,000 elasticity values 
would be difficult. Therefore, this study computed 59 
average elasticities from average market shares. These 
elasticities were analyzed in graphical and tabular form. 
Still, this process was difficult. Also, the dynamic nature 
of competition was lost. Therefore, further research into 
describing competition in a simple, graphical or numerical 
manner, without losing the dynamic nature of competition, 
may yield useful results. 
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APPENDIX A 
DERIVATION OF ATTRACTION MODEL 
Bell, Keeney, and Little [1975] developed the 
theoretical foundations for attraction models. Because 
their theorems and proofs are complex, this study will use a 
simpler derivation to show the form of attraction models. 
Assume that a container's market share is proportional 
to its attraction to the beverage container system. 
Mathematically, 
k-A. (56) 
where 
s^ = the market share of container i, 
k = proportionality constant, 
A^ = the attraction of container i. 
To be logically consistent, the market shares for an 
industry must sum to one: 
m 
(57) 1 
Substituting equation (56) for s^ in the previous equation 
gives 
m 
(58) 
i=l 
Z Vi-Ai 1 
Dividing both sides by k yields 
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(59) 1/k. 
m 
Z A. 
i=l ‘ 
Solving for k gives 
m 
(60) k = 1/ SAj 
1=1 
Substituting k into equation (56) gives 
(61) 
m 
AA/ 2 A• 
j=l D 
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APPENDIX B 
DERIVATION OF ELASTICITY 
The multiplicative cross-effects model is 
Km 
(62) Ai = expCa-) tt tt (XRi)Bklj, 
k=l j=l 
m 
(63) SL = Ai / E A.:, 
j=l 
where 
a. 
k 
K 
3 
m 
X 
kj 
£ kij 
the attraction of container i (i=l, 2, . . . , m) , 
the constant for container i, 
index on explanatory variable, 
the number of explanatory variables, 
index on container, 
the number of containers, 
the value of the kkk explanatory variable Xk for 
container j (j = 1, 2, ...,i, ...,m), 
the effect of the ktn explanatory variable for 
container j on the market share of container i, 
the market share of container i, 
the attraction of container j. 
Let ekij represent the elasticity of market share for 
container i, with respect to changes in the kth marketing 
variable for container j. From economics, elasticity is 
defined as 
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(64) eki j 
5si/si 
5Xkj/Xkj 
*si Xkj 
iXkj si 
From the quotient rule of calculus, 
m m 
S Aj • (SA±/<SXRj - A-Z <SAj/<SXkj 
j=l j=l 
(65) 5Si/<SXkj = - 
m 
(S Aj ) * 2 
j=l 
Separate container i from all other containers. Designate 
the index on all other containers as h, where h =|= i. This 
gives 
(66) Ssi/SX^ = 
m-1 
Ai- SAi/SX]<.^ + 2 Ah«<SAi/5Xkj - Ai • SA^/<SXkj 
m 
(S Aj)2 
j=l 
Combining the A^ • <SA^/<SXkj terms reduces the equation to 
m-1 m-1 
2 Ah-<SAi/<SXk- - A± • 2 <5Ah/5Xki 
h=l J h=l J 
(67) 'Ssi/5Xkj =  
m 
(2 Aj)2 
j-1 
Multiplying both sides by Xkj gives 
m-1 
Ars 5Ah/«kj 
h=l 
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(68) *Si/5Xkj.Xkj 
m-1 m-1 
Ai*^kij’2 Ah “ Ai*2 ^khj*Ah 
h=l h=l 
m 
(2 A-i) 
j=i 
Dividing both sides by s^, where s^ = A^/ZAj over all j 
gives the elasticity, ek^j, by equation (64): 
m-1 m-1 
(69) 'kij 
Ai*^kij*2 Ah Ai*2 *Ah 
h=l h=l 
m 
(2 Aj) 
j=l 
Cancelling the A^ and ZAj terms results in 
m-1 m-1 
(70) *kij 
5kij*s Ah ~ 2 ^khj *Ah 
h=l h=l 
m 
Z A. 
j=l 
Rearranging terms gives 
m 
Z A. 
j=l ‘ 
m-1 m-1 
ftkij*2 A^ 2 ^khj’A^ 
h=l h=l 
(VI) *ki j 
m 
Z A. 
m 
Z A. 
j=l j=l 
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By equation (63), the market share of container h is 
(72) 
m 
2 A 
D 
Substituting s^ for A^/EAj in the elasticity equation (71) 
gives 
(73) 
m-1 
•2 sh 
h=l 
m-1 
2 £ 
h=l 
khj 
The sum of the market shares equals 1. Therefore, 
(74) 
m 
2 s 
j=l 
3 
m-1 
2 sh + si 
h=l 
1. 
Rearranging terms, 
m-1 
(75) 2 sh = 1 - sj^. 
h=l 
Substituting (1-SjJ for 2sh in equation (73) gives 
(76) 'kij 
m-1 
^kij *(1 “ si) “ s Bkhj*sh' 
h=l 
(77) 
m-1 
= 3kij " 6kij*si “ s Bkhj’sh' 
h=l 
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(78) = 6 kij 
m 
Z 
h=l 
fikhj *sh* 
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APPENDIX C 
DERIVATION OF LINEAR EQUATION 
The multiplicative cross-effects model, with the index 
on observations (time periods) suppressed, is 
(79) 
Km 
Ai = exp(a^ + ei) *7r n (Xk-)Bki^, 
k=l j=l 
(80) 
m 
si = At / E Aif 
j=l 
where 
Ai = the attraction of container i (i = 1, 2, . . . , m), 
ai = the constant for container i, 
ei = the stochastic error for container i, 
k index on explanatory variable, 
K the number of explanatory variables, 
• 
J index on container, 
m = the number of containers, 
Xkj = the value of the ktk explanatory variable Xk for 
container j(j=l,2, ...,i, ...,m), 
Bkij = the effect of the kth explanatory variable for 
container j on the market share of container i. 
si = the market share of container i. 
>
 
v_
|. II the attraction of container j. 
This attraction model is nonlinear. To make the model 
linear in parameters, the following steps must be performed. 
Taking the logarithm of both sides of equation (80) gives 
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m 
(81) In (s^) = lniA^ - In(2 ) . 
j=l 
Using equation (79), the logarithm of is 
K m 
(82) In (A^) = aj_ + 6j_ + 2 2 J3k^ j * in (Xkj ) . 
k=l j=l 
Substituting this into equation (81) gives 
Km m 
(83) ln(si) = + ei + 2 2 6kij-ln(Xkj) - ln(2 Aj). 
k=l j=l j=l 
Summing equation (83) over all i containers gives 
m m m m K m 
(84) 2 ln(s^) = 2a^ + 2e^ + 2 2 2 Bk— • In (Xk_i) 
i=l i=i i=i i=i k=l j=l J J 
m m 
- 2 In(2 A•). 
• «, * - ^ 
1=1 3=1 
Dividing both sides by m, the number of containers, gives 
m 
(85) 
2 ln(s^) 
i=l 
m 
m 
2 a. 
m 
2 
m K m 
_ <4 S 2 S 6kij-ln(Xkj) 
1=1 1=1 1=1 k=l 3=1 
+ + 
m m m 
m m 
2 In (2 A.i) 
• ^ 
1=1 3=1 
m 
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From the properties of logarithms, the left-hand-side of 
equation (85) can be written as the logarithm of the 
geometric mean of s^, denoted by G. 
(86) 
m 
Z ln(si) 
i=l m 
- = ln(7r SjJ 1/m = ln(G) . 
m i=l 
The last term in the right-hand-side of equation (85) 
simplifies to 
(87) 
m m 
Z In (Z A-i) 
i=l j=l 
m 
m 
m*ln(Z A•) 
j=i 
m 
m 
In (Z A-j) . 
j=l 
Since the index i in the right-hand-side of equation (84) 
affects only 6^j, designate the sum of 6^ — over all i as 
j. The sum of a set of numbers divided by the total 
number of values is the arithmetic mean. Designate the 
arithmetic mean with a bar. Using this notation and the 
results from the previous two steps, equation (85) may be 
written as 
(88) ln(G) 
K m 
a + e + Z Z ■•ln(Xk^) 
k=l j=l 
m 
In(Z A•). 
j=l 
Subtracting this equation from equation (83) gives 
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(89) ln(s^) - ln(G) 
Km m 
ai + ei + 2 2 Bk^j•In(Xkj) " ln(2 Aj) 
k=l j=l j=l 
K m _ m 
- a - e - E Z 6k • In (Xk_:) + ln(E A.:) . 
=1 ]=1 3=1 
Re-arranging and combining terms gives 
Km 
(90) ln(Si/G) = (q- - a) + Z Z (13kij - BR#j)-ln(Xkj) 
k=l j=l 
+ (ei - e). 
This equation does not show individual observations. 
In the model of the beverage container industry, each 
observation is a time period. Therefore, this equation may 
be written to show these time periods. The model with 
individual observations (time periods) shown is 
Km 
(91) ln(sit/Gt) = (a- - a) + 2 2 (J5kij - 6k.j)•In(Xkjt) 
k=l j=l 
+ (eit - et). 
In the model, represented by this equation, there are 
m brands. Therefore, m market share equations must be 
estimated. Each equation is linear in parameters. 
Therefore, each equation may be estimated by ordinary least 
squares. 
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1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
APPENDIX D 
DATABASE 
20.—U.S. packaged beer consumption by container 
(million barrels) 
Aluminum 
SAB 
Steel 
SSB 
NR Glass 
SNB 
R Glass 
SRB 
Total 
STB 
15.618 2.127 42.581 60.326 
13.804 6.501 42.496 62.801 
15.598 5.430 43.643 64.671 
19.272 5.720 42.194 67.186 
20.113 5.119 39.744 64.976 
22.494 5.138 39.356 66.988 
23.816 5.152 38.807 67.775 
24.568 5.170 37.930 67.668 
25.461 5.177 37.173 67.811 
27.892 5.700 37.317 70.909 
26.646 7.113 37.828 71.587 
26.201 9.425 36.998 72.624 
27.074 11.156 36.581 74.811 
29.138 12.333 35.606 77.077 
0.303 32.207 14.184 34.806 81.500 
1.205 32.861 15.344 34.242 83.652 
2.132 36.820 16.493 32.732 88.177 
3.361 38.073 19.188 31.145 91.767 
4.104 43.841 19.690 29.029 96.664 
6.909 47.404 21.921 25.520 101.754 
9.159 50.398 22.832 24.830 107.219 
16.317 45.863 23.199 26.890 112.269 
20.880 47.297 23.707 24.019 115.903 
27.765 46.945 25.437 22.089 122.236 
35.784 44.382 27.176 21.812 129.154 
42.375 37.836 30.453 21.306 131.970 
50.453 32.082 31.892 19.633 134.060 
56.376 26.729 35.804 19.764 138.673 
60.732 24.704 42.471 16.679 144.586 
62.939 21.648 46.040 18.057 148.684 
75.324 11.391 50.790 14.841 152.346 
85.373 6.079 49.367 13.727 154.546 
92.107 1.778 45.968 13.753 153.606 
96.931 0.770 41.686 14.800 154.187 
100.739 0.510 39.073 12.318 152.640 
104.169 0.411 37.210 11.571 153.361 
105.461 0.270 38.781 12.891 157.403 
105.732 0.157 38.904 12.079 156.872 
106.623 0.094 39.782 11.367 157.866 
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Note: Weinberg Associates reported beer consumption in metal 
cans. The author disaggregated this into consumption in 
aluminum cans and steel cans. This was done using the ratio 
of unit shipments of aluminum cans, and of steel cans to 
total metal can unit shipments. For 1950-74, the unit 
shipment data were provided by the Can Manufacturers 
Institute, cited in Frederick R. Dernier, "The Nature of Tin 
Substitution in the Beverage Container Industries" (Ph.D. 
diss.. The Pennsylvania State University, 1980), 176. For 
1975-88, the unit shipment data were provided by the Can 
Manufacturers Institute, Can Shipments Report (Washington, 
D.C.: Can Manufacturers Institute, annually). 
Source: Weinberg Associates, personal correspondence 
(St. Louis, 1990). 
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Table 21.—U.S. packaged beer market share by container 
Year 
Aluminum 
MAB 
Steel 
MSB 
NR Glass 
MNB 
R Glass 
MRB 
1950 25. 89% 3 . 53% 70. 58% 
1951 21. 98% 10. 35% 67. 67% 
1952 24. 12% 8. 40% 67. 48% 
1953 28. 68% 8. 51% 62 . 80% 
1954 30. 95% 7. 88% 61. 17% 
1955 33 . 58% 7 . 67% 58 . 75% 
1956 35. 14% 7. 60% 57. 26% 
1957 36. 31% 7. 64% 56. 05% 
1958 37. 55% 7. 63% 54. 82% 
1959 39. 33% 8 . 04% 52 . 63% 
1960 37. 22% 9. 94% 52 . 84% 
1961 36. 08% 12 . 98% 50. 94% 
1962 36. 19% 14 . 91% 48. 90% 
1963 37. 80% 16. 00% 46. 20% 
1964 0. 37% 39. 52% 17. 40% 42. 71% 
1965 1. 44% 39 . 28% 18. 34% 40. 93% 
1966 2. 42% 41. 76% 18. 70% 37. 12% 
1967 3 . 66% 41. 49% 20. 91% 33 . 94% 
1968 4 . 25% 45. 35% 20. 37% 30. 03% 
1969 6. 79% 46. 59% 21. 54% 25. 08% 
1970 8. 54% 47. 00% 21. 29% 23 . 16% 
1971 14. 53% 40. 85% 20. 66% 23 . 95% 
1972 18. 02% 40. 81% 20. 45% 20. 72% 
1973 22 . 71% 38. 41% 20. 81% 18. 07% 
1974 27. 71% 34. 36% 21. 04% 16. 89% 
1975 32 . 11% 28 . 67% 23 . 08% 16. 14% 
1976 37. 63% 23 . 93% 23 . 79% 14 . 64% 
1977 40. 65% 19. 27% 25. 82% 14. 25% 
1978 42 . 00% 17 . 09% 29 . 37% 11. 54% 
1979 42 . 33% 14 . 56% 30. 96% 12 . 14% 
1980 49. 44% 7 . 48% 33 . 34% 9. 74% 
1981 55. 24% 3 . 93% 31. 94% 8 . 88% 
1982 59. 96% 1. 16% 29. 93% 8. 95% 
1983 62 . 87% 0. 50% 27 . 04% 9 . 60% 
1984 66. 00% 0. 33% 25. 60% 8. 07% 
1985 67. 92% 0. 27% 24. 26% 7. 54% 
1986 67 . 00% 0. 17% 24. 64% 8. 19% 
1987 67. 40% 0. 10% 24. 80% 7. 70% 
1988 67. 54% 0. 06% 25. 20% 7. 20% 
Note: Market share is calculated by dividing packaged beer 
consumption (mbbl) in each container by total packaged beer 
consumption (mbbl). 
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Table 22.—Beer container shipments 
(million units) 
Year 
Aluminum 
SHABa'b 
Steel 
SHSBa'b 
NR Glass 
SHNBC 
R Glass 
SHRBC 
1950 4,993.00 462.38 454.32 
1951 4,381.00 1,413.50 651.60 
1952 4,994.00 1,180.51 325.15 
1953 6,248.00 1,243.58 422.50 
1954 6,561.00 1,112.98 306.00 
1955 7,349.00 1,153.58 351.94 
1956 7,787.00 1,185.41 356.83 
1957 8,032.00 1,223.14 337.39 
1958 8,326.00 1,238.98 387.79 
1959 9,144.00 1,429.78 435.02 
1960 8,757.00 1,945.87 431.14 
1961 8,676.00 2,789.57 374.69 
1962 8,941.00 3,421.44 353.23 
1963 9,645.00 3,851.28 387.79 
1964 100.00 10,635.00 4,373.28 415.01 
1965 400.00 10,902.00 4,700.30 502.99 
1966 700.00 12,091.00 5,024.45 576.43 
1967 1,100.00 12,465.00 5,784.34 623.81 
1968 1,400.00 14,955.00 7,145.57d 600.34d 
1969 2,300.00 15,779.00 6,876.00 480.38 
1970 3,000.00 16,507.00 7,240.18 364.90 
1971 5,300.00 14,887.00 7,386.77 423.22 
1972 6,655.00 15,146.00 7,589.52 404.78 
1973 8,968.00 15,163.00 8,337.46 541.44 
1974 11,640.00 14,437.00 9,089.28 501.84 
1975 13,785.00 12,308.00 10,505.81 558.43 
1976 16,457.00 10,465.00 11,127.74 504.29 
1977 18,923.00 8,972.00 12,852.72 332.50 
1978 20,547.00 8,358.00 15,001.92 382.61 
1979 21,378.00 7,353.00 16,565.62 269.14 
1980 25,623.00 3,875.00 17,396.50 226.08 
1981 28,847.00 2,054.00 16,670.59 226.08 
1982 31,128.00 601.00 15,258.53 273.46 
1983 32,874.00 261.00 13,626.00 356.40 
1984 34,181.00 173.00 12,574.51 500.11 
1985 35,474.00 140.00 11,794.61 269.28 
1986 35,966.00 92.00 12,098.88 417.89 
1987 36,426.00 54.00 11,952.43 338.98 
1988 36,218.00 32.00 12,078.00 347.04 
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Note: The Can Manufacturers Institute, cited in Dernier, 
provided the data for aluminum and steel can shipments for 
1950-77. The Can Manufacturers Institute provided the data 
for aluminum and steel can shipments for 1978-88. 
aSource: Can Manufacturers Institute, cited in Dernier, 176. 
^Source: Can Manufacturers Institute. 
cSource: U.S. Department of Commerce, Bureau of the Census, 
Current Industrial Reports: Glass Containers (Series M32G) 
([Washington, D.C.]: U.S. Department of Commerce, Bureau of 
the Census, monthly). 
^he U.S. Department of Commerce did not report complete 
figures for glass bottles in 1968. No data were provided 
for February and March. The author estimated shipment data 
for these months from monthly changes in the prior year, 
1967, and in the succeeding year, 1969. The annual 
shipments for 1968 are the sum of the actual monthly 
shipments and the author's estimated shipments for February 
and March. 
166 
Table 23.—U.S. packaged soft drink consumption by container 
(million gallons) 
Year 
Aluminum 
SASa 
Steel 
SSSa 
NR Glass 
SNSa'b/c 
R Glass 
SRSa'b'c 
Plastic 
SPSBb'c 
1950 3.162 1,376.121 
1951 3.410 1,436.974 
1952 8.556 1,549.349 
1953 7.192 16.740 1,599.786 
1954 45.849 18.414 1,541.785 
1955 29.419 22.351 1,676.077 
1956 34.937 22.723 1,749.919 
1957 37.975 24.428 1,794.063 
1958 50.623 25.544 1,781.911 
1959 76.105 28.055 1,935.020 
1960 114.855 33.108 1,903.710 
1961 154.783 53.723 1,868.556 
1962 192.913 63.736 2,007.560 
1963 262.043 80.600 2,149.571 
1964 360.096 92.783 2,217.244 
1965 465.031 134.354 2,254.723 
1966 527.558 241.242 2,265.976 
1967 9.486 673.878 392.181 1,988.991 
1968 28.520 911.493 522.474 2,057.222 
1969 38.037 1,092.409 752.494 1,758.351 
1970 67.053 1,170.343 1,029.665 1,527.742 
1971 117.335 1,260.708 1,097.183 1,599.600 
1972 129.270 1,332.814 1,206.861 1,607.226 
1973 139.655 1,505.701 756.300 1,569.809 
1974 204.228 1,471.818 796.300 1,520.426 
1975 235.600 1,300.264 957.800 1,766.411 
1976 419.120 1,410.314 1,109.100 2,058.431 
1977 645.327 1,540.173 1,212.200 2,095.352 
1978 985.967 1,652.533 650.600 2,277.100 457.800 
1979 1,281.489 1,398.111 573.800 2,131.200 920.600 
1980 1,511.419 927.181 930.900 2,012.600 1,173.500 
1981 1,801.091 629.909 1,079.100 1,912.000 1,368.400 
1982 1,941.877 531.723 1,097.100 1,949.500 1,467.400 
1983 2,234.794 426.306 1,113.600 1,939.700 1,571.600 
1984 2,558.511 371.789 1,147.300 1,845.000 1,767.500 
1985 2,820.999 402.001 1,153.000 1,817.300 1,928.300 
1986 3,058.077 356.323 1,189.500 1,779.900 2,122.200 
1987 3,732.748 297.252 1,290.000 1,540.000 3,020.000 
1988 4,169.514 320.486 1,320.000 1,080.000 3,200.000 
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Note: Dernier provided the consumption data for aluminum and 
steel cans, and for NR and R glass bottles for 1950-77. 
Beverage Marketing Corporation provided the consumption data 
for metal cans (aggregated), NR and R glass bottles, and 
plastic bottles for 1978-86. Edgell Communications provided 
the consumption data for metal cans (aggregated), NR and 
R glass bottles, and plastic bottles for 1987 and 1988. 
Note: For 1978-88, the author calculated consumption in 
aluminum cans and steel cans by disaggregating total 
consumption in metal cans. This was done using the ratio of 
unit shipments of aluminum cans, and of steel cans to total 
metal can unit shipments. The unit shipment data were 
provided by the Can Manufacturers Institute in their Can 
Shipments Report. 
aSource: Frederick R. Dernier, "The Nature of Tin 
Substitution in the Beverage Container Industries" (Ph.D. 
diss., The Pennsylvania State University, 1980), 173. 
^Source: Beverage Marketing Corporation, The U.S. Soft Drink 
Market & Packaging Report (New York: Beverage Marketing 
Corporation, 1987). 
cSource: Edgell Communications, Beverage Industry Annual 
Manual (Cleveland, Ohio: Edgell Communications, annually). 
168 
Table 24.—U.S. packaged soft drink market share by 
container 
Year 
Aluminum 
MAS 
Steel 
MSS 
NR Glass 
MNS 
R Glass 
MRS 
Plastic 
MPS 
1950 0.23% 99.77% 
1951 0.24% 99.76% 
1952 0.55% 99.45% 
1953 0.44% 1.03% 98.53% 
1954 2.85% 1.15% 96.00% 
1955 1.70% 1.29% 97.00% 
1956 1.93% 1.26% 96.81% 
1957 2.05% 1.32% 96.64% 
1958 2.72% 1.37% 95.90% 
1959 3.73% 1.38% 94.89% 
1960 5.60% 1.61% 92.79% 
1961 7.45% 2.59% 89.96% 
1962 8.52% 2.81% 88.66% 
1963 10.51% 3.23% 86.25% 
1964 13.49% 3.47% 83.04% 
1965 16.29% 4.71% 79.00% 
1966 17.38% 7.95% 74.67% 
1967 0.31% 21.99% 12.80% 64.90% 
1968 0.81% 25.90% 14.84% 58.45% 
1969 1.04% 30.00% 20.67% 48.29% 
1970 1.77% 30.84% 27.13% 40.26% 
1971 2.88% 30.94% 26.93% 39.26% 
1972 3.02% 31.17% 28.22% 37.59% 
1973 3.52% 37.91% 19.04% 39.53% 
1974 5.11% 36.86% 19.94% 38.08% 
1975 5.53% 30.52% 22.48% 41.46% 
1976 8.39% 28.22% 22.20% 41.19% 
1977 11.75% 28.04% 22.07% 38.15% 
1978 16.37% 27.43% 10.80% 37.80% 7.60% 
1979 20.32% 22.17% 9.10% 33.80% 14.60% 
1980 23.06% 14.14% 14.20% 30.70% 17.90% 
1981 26.52% 9.28% 15.89% 28.16% 20.15% 
1982 27.79% 7.61% 15.70% 27.90% 21.00% 
1983 30.67% 5.85% 15.28% 26.62% 21.57% 
1984 33.27% 4.83% 14.92% 23.99% 22.98% 
1985 34.73% 4.95% 14.20% 22.38% 23.74% 
1986 35.95% 4.19% 13.98% 20.93% 24.95% 
1987 37.78% 3.01% 13.06% 15.59% 30.57% 
1988 41.32% 3.18% 13.08% 10.70% 31.71% 
Note: Market share is calculated by dividing packaged soft 
drink consumption (mgal) in each container by total packaged 
soft drink consumption (mgal). 
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Year 
1550 
1551 
1552 
1553 
1554 
1555 
1556 
1557 
1553 
1555 
1560 
1561 
1562 
1563 
1564 
1565 
1566 
1567 
1563 
1565 
1570 
1571 
1572 
1573 
1574 
1575 
1576 
1577 
1573 
1575 
1530 
1531 
1532 
1533 
1534 
1535 
1536 
1537 
1533 
.able 25.—Soft drink container shipments 
(million units) 
Aluminum 
SHASa'b 
Steel 
SHSSa'b 
NR Glass 
SHNSC 
R Glass Plastic 
SHRSC SHPSd 
24.19 905.90 
25.92 921.31 
64.22 1,137.31 
74.00 125.71 1,293.12 
473.00 138.67 907.78 
330.00 169.49 1,233.36 
306.00 171.07 1,330.42 
367.00 183.46 1,217.09 
359.00 192.10 1,239.55 
524.00 211.10 1,415.52 
800.00 249.12 1,407.02 
1,207.00 401.90 1,337.76 
1,627.00 476.64 1,573.92 
2,023.00 560.45 1,771.63 
2,754.00 632.02 1,911.60 
3,818.00 1,006.42 1,914.34 
5,543.00 1,979.57 1,922.54 
100.00 7,082.00 3,585.46 1,913.18 
300.00 9,579.00 5,274.14e 1,810.66e 
400.00 11,190.00 6,457.54 1,639.87 
700.00 12,217.00 8,342.93 1,716.05 
1,200.00 12,893.00 8,343.65 1,383.84 
1,375.00 14,217.00 8,777.38 1,454.26 
1,673.00 15,899.00 9,013.39 1,210.61 
2,151.00 15,789.00 8,411.04 1,039.82 
2,536.00 13,996.00 8,179.78 1,096.42 
4,471.00 15,044.00 8,121.17 1,030.32 
6,333.00 16,428.00 8,684.78 919.87 
5,517.00 15,951.00 7,922.16 868.75 624.14 
12,256.00 13,415.00 7,050.53 658.22 1,184.97 
15,554.00 9,787.00 7,671.89 595.87 2,219.42 
13,337.00 6,588.00 8,079.84 595.87 2,581.81 
20,572.00 5,633.00 8,249.90 536.98 2,737.25 
23,734.00 4,537.00 8,529.70 487.15 2,662.60 
27,320.00 3,970.00 8,564.40 302.40 3,033.51 
30,252.00 4,311.00 8,428.61 223.63 3,097.16 
32,555.00 3,845.00 3,502.34 121.10 4,989.77 
37,321.00 2,972.00 8,961.70* 28.80* 5,698.57 
41,723.00 3,207.00 9,136.94f 14.40f 6,115.98 
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Note: The Can Manufacturers Institute, cited in Dernier, 
provided the aluminum and steel can shipment data for 
1950-77. The Can Manufacturers Institute provided the 
aluminum and steel can shipment data for 1978-88 in their 
Can Shipments Report. 
aSource: Can Manufacturers Institute, cited in Dernier, 177. 
^Source: Can Manufacturers Institute. 
cSource: U.S. Department of Commerce, Bureau of the Census, 
Current Industrial Reports: Glass Containers (Series M32G). 
^Source: U.S. Department of Commerce, Bureau of the Census, 
Current Industrial Reports: Plastics Bottles (Series MA30E) 
([Washington, D.C.]: U.S. Department of Commerce, Bureau of 
the Census, annually). 
eThe U.S. Department of Commerce did not report complete 
figures for glass bottles in 1968. No data were provided 
for February and March. The author estimated shipment data 
for these months from monthly changes in the prior year, 
1967, and in the succeeding year, 1969. The annual 
shipments for 1968 are the sum of the actual monthly 
shipments and the author's estimated shipments for February 
and March. 
-p 
^The U.S. Department of Commerce reported aggregated 
shipments of glass soft drink bottles for 1987 and 1988. 
The author disaggregated this by using a moving average of 
percentage changes for R glass bottles. The estimated 
shipments of NR glass bottles is the difference between this 
estimate and the aggregated shipments reported by the U.S. 
Department of Commerce. 
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Table 26.—Beer container average size 
(ounces) 
Aluminum Steel NR Glass R Glass 
Year CSAB CSSB CSNB CSRB 
1950 12.41 18.25 371.90 
1951 12.50 18.25 258.78 
1952 12.39 18.25 532.60 
1953 12.24 18.25 396.28 
1954 12.16 18.25 515.37 
1955 12.15 17.67 443.73 
1956 12.14 17.25 431.54 
1957 12.14 16.77 446.09 
1958 12.13 16.58 380.36 
1959 12.10 15.82 340.38 
1960 12.07 14.50 348.15 
1961 11.98 13.41 391.81 
1962 12.02 12.94 410.93 
1963 11.99 12.71 364.33 
1964 12.02 12.02 12.87 332.79 
1965 11.96 11.96 12.95 270.13 
1966 12.08 12.08 13.03 225.32 
1967 12.12 12.12 13.16 198.11 
1968 11.63 11.63 10.93 191.87 
1969 11.92 11.92 12.65 210.80 
1970 12.11 12.11 12.51 270.01 
1971 12.22 12.22 12.46 252.12 
1972 12.45 12.39 12.39 235.45 
1973 12.28 12.29 12.11 161.88 
1974 12.20 12.20 11.86 172.47 
1975 12.20 12.20 11.50 151.39 
1976 12.16 12.16 11.37 154.48 
1977 11.82 11.82 11.05 235.86 
1978 11.73 11.73 11.23 172.98 
1979 11.68 11.68 11.03 266.22 
1980 11.66 11.66 11.58 260.48 
1981 11.74 11.74 11.75 240.93 
1982 11.74 11.74 11.95 199.56 
1983 11.70 11.70 12.14 164.78 
1984 11.69 11.69 12.33 97.73 
1985 11.65 11.65 12.52 170.51 
1986 11.64 11.64 12.72 122.40 
1987 11.52 11.52 12.92 141.39 
1988 11.68 11.68 13.07 129.97 
Note: Average container size is calculated by dividing 
packaged beer consumption (oz.) by beer container shipments 
in units. For R glass bottles, average container size 
represents bottle size and the number of returns (trips). 
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Table 27.—Soft drink container average size 
(ounces) 
Year 
Aluminum 
CSAS 
Steel 
CSSS 
NR Glass 
CSNS 
R Glass 
CSRS 
Plastic 
CSPS 
1950 16.73 194.44 
1951 16.84 199.64 
1952 17.05 174.37 
1953 12.44 17.04 158.36 
1954 12.41 17.00 217.40 
1955 11.41 16.88 173.95 
1956 14.61 17.00 168.36 
1957 13.24 17.04 188.68 
1958 16.24 17.02 184.01 
1959 18.59 17.01 174.98 
1960 18.38 17.01 173.18 
1961 16.41 17.11 178.79 
1962 15.18 17.12 163.27 
1963 16.54 18.41 155.31 
1964 16.74 18.79 148.47 
1965 15.59 17.09 150.76 
1966 12.18 15.60 150.87 
1967 12.14 12.18 14.00 133.07 
1968 12.17 12.18 12.68 145.43 
1969 12.17 12.50 14.92 137.25 
1970 12.26 12.26 15.80 113.95 
1971 12.52 12.52 16.83 147.96 
1972 12.00 12.00 17.60 141.46 
1973 10.68 12.12 10.74 165.98 
1974 11.93 11.93 12.12 187.16 
1975 11.89 11.89 14.99 206.22 
1976 12.00 12.00 17.48 255.73 
1977 12.00 12.00 17.87 291.57 
1978 13.26 13.26 10.51 335.50 93.89 
1979 13.34 13.34 10.42 414.44 99.44 
1980 12.13 12.13 15.53 432.33 67.68 
1981 12.24 12.24 17.09 410.72 67.84 
1982 12.08 12.08 17.02 464.71 68.62 
1983 12.03 12.03 16.71 509.66 75.55 
1984 11.99 11.99 17.15 780.95 74.58 
1985 11.94 11.94 17.51 1,040.17 79.69 
1986 11.86 11.86 17.91 1,881.25 54.44 
1987 12.80 12.80 18.43 6,844.44 67.83 
1988 12.79 12.79 18.49 9,600.00 66.97 
Note: Container size is calculated by dividing packaged soft 
drink consumption (oz.) by soft drink container shipments in 
units. For R glass bottles, average container size 
represents bottle size and the number of returns (trips). 
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1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
28.—Raw material and primary product prices 
Aluminum 
Ingot 
PPPAIa 
Steel 
HR Sheet 
PPPHRSa 
Glass 
Soda Ash 
RMPSAb 
Glass 
Sil Snd 
RMPSSb 
Plastic 
Petrol 
RMPPC 
3.57 21.49 2.49 
3.80 23.86 2.61 
3.91 24.20 2.66 
4.23 25.35 2.82 
4.42 25.69 2.81 
4.63 24.43 2.77 
4.93 26.65 2.86 
5.40 27.25 2.84 
5.60 28.08 3.20 
5.60 25.96 3.22 
5.60 25.79 3.36 
5.60 25.36 3.28 
5.60 24.88 3.31 
5.84 24.68 3.28 
474.40 5.90 23.88 3.20 
490.00 5.90 23.24 3.18 
490.00 5.96 23.40 3.14 
499.60 6.05 23.49 3.24 
511.40 5.71 20.61 3.31 
543.60 6.58 20.41 3.45 
574.40 7.27 21.03 3.65 
580.00 7.76 21.21 3.76 
529.00 8.36 22.28 3.81 
506.60 8.40 25.36 4.23 
681.20 9.98 33.87 4.64 
795.80 11.93 42.20 5.36 
889.80 12.12 49.70 5.73 
1,026.60 13.75 54.19 6.02 
1,088.80 15.36 54.51 7.50 9.00 
1,220.20 17.05 84.55 8.03 12.64 
1,416.20 18.21 89.85 9.14 21.59 
1,543.80 20.13 91.19 10.14 31.77 
1,527.60 20.80 88.35 11.26 28.52 
1,550.60 22.16 76.95 11.67 26.19 
1,620.00 23.60 67.00 12.83 25.88 
1,620.00 23.60 67.82 13.39 24.09 
1,117.38 21.15 65.29 13.10 12.51 
1,445.90 21.92 66.78 13.20 15.41 
2,201.74 21.50 66.96 12.37 12.57 
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Note: The units of measurement are as follows: 
PPPAI - 99% aluminum ingot prices, delivered buyers' plant 
in dollars per ton; 
PPPHRS - hot-rolled steel sheet prices, 10 gauge, fob 
Pittsburgh in dollars per ton; 
RMPSA - soda ash (sodium carbonate) prices in dollars per 
ton; 
RMPSS - silica sand prices in dollars per ton; 
RMPP - average U.S. crude petroleum prices (wellhead) in 
dollars per billion barrels (U.S. barrel is 42 
gallons). 
aSource: American Metal Market, Metal Statistics (New York: 
Fairchild Publications, annually). 
^Source: U.S. Department of the Interior, Bureau of Mines, 
Minerals Yearbook: Metals and Minerals ([Washington, D.C.]: 
U.S. Department of the Interior, Bureau of Mines, annually). 
cSource: American Petroleum Institute, Basic Petroleum Data 
Book: Petroleum Industry Statistics (Washington, D.C.: 
American Petroleum Institute, 1990). 
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Table 29.—Aluminum can recycling rate and scrap prices 
Recycling Rate Scrap Prices 
Aluminum Cans Aluminum Steel 
Year RAa SPAb SPSb 
1950 35.34 
1951 43.14 
1952 41.89 
1953 39.90 
1954 28.74 
1955 39.75 
1956 53.45 
1957 47.10 
1958 37.81 
1959 37.69 
1960 33.20 
1961 36.37 
1962 28.34 
1963 26.89 
1964 1.64%c 10.13 36.50 
1965 2.13%c 12.15 34.27 
1966 2.77%c 10.30 30.66 
1967 3.59%c 8.40 27.63 
1968 4.62%c 8.41 25.64 
1969 5.93%c 11.48 30.56 
1970 7.55%c 9.79 44.95 
1971 9.53%c 7.00 34.46 
1972 15.40% 5.52 36.63 
1973 15.20% 8.58 57.67 
1974 17.50% 12.78 107.83 
1975 26.90% 8.01 72.52 
1976 24.90% 13.81 77.97 
1977 26.40% 16.37 64.06 
1978 27.40% 21.39 77.14 
1979 25.70% 30.75 98.67 
1980 37.30% 32.45 92.89 
1981 53.20% 24.27 93.33 
1982 55.50% 17.45 63.73 
1983 52.90% 26.17 72.91 
1984 52.80% 30.62 87.91 
1985 51.00% 24.52 75.04 
1986 48.70% 25.53 74.17 
1987 50.50% 35.77 85.76 
1988 54.60% 52.08 108.98 
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Note: The units of measurement for scrap prices are as 
follows: 
SPA - average annual cast aluminum scrap price (New York) in 
dollars per ton; 
SPS - average annual No. 1 heavy melting steel scrap 
(composite) price in dollars per ton. 
aSource: Aluminum Association, Aluminum Statistical Review 
(Washington, D.C.: Aluminum Association, 1989). 
^Source: American Metal Market. 
cThe author estimated these values from a logistic growth 
model of the form f(t) = a/(l-be“ct). The dependent 
variable was recycling rate for 1972-88. The independent 
variable was time, t, coded 1 to 17. 
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1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 
1969 
1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
30.—Advertising expenses by Enterprise SIC 
(million dollars) 
Metal cans 
AM 
Glass products Misc. plastic 
AG AP 
1.592 8.371 
2.295 10.118 
2.350a 13.539a 
2.405 16.960 
3.596 13.470 
5.403 14.916 
4.824 17.306 
7.681 19.648 
11.100 22.283 
11.928 23.952 
14.942 25.990 
13.429 24.986 
19.714 29.270 
20.819 30.816 
21.770 30.900 
23.699 31.488 
22.865 37.088 
27.286 37.350 
31.386 36.581 
37.548 36.290 
40.574 38.664 
38.961 38.438 
45.101 52.135 
48.082 48.128 
40.678 45.169 
45.798 48.806 
56.440 64.207 
70.214 73.805 
74.624 69.591 76.952 
148.537 80.625 100.499 
194.922 87.314 121.398 
228.362 115.292 112.616 
189.509 120.978 117.577 
136.682 136.423 141.741 
171.413 164.526 127.046 
184.506 173.684 171.808 
222.645 172.965 280.027 
247.000b 152.747 326.467 
274.000b 153.000c 285.000 
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Source: U.S. Department of the Treasury, Internal Revenue 
Service, Statistics of Income Division, Source Book of 
Statistics of Income: Active Corporation Income Tax Returns. 
Massachusetts Institute of Technology, Cambridge 
([Washington, D.C.]: U.S. Department of the Treasury, 
Internal Revenue Service, Statistics of Income Division, 
annually), microfilm. 
Note: The data are reported for "Returns With and Without 
Net Income." The ESIC categories are metal cans and 
shipping containers, glass products, and miscellaneous 
plastics products. 
aThe author estimated these values by averaging the values 
of the previous year, 1951, and the succeeding year, 1953. 
bThe author estimated these values from a linear additive 
model of the form f(t) = a + bt using data from 1983-86. 
The dependent variable was advertising expenses for metal 
cans. The independent variable, t, was year. 
cThe author estimated this value from a quadratic model of 
the form f(t) = a + bt + ct2 using data from 1980-87. The 
dependent variable was advertising expenses for glass 
products. The independent variable, t, was year. 
dThe author estimated this value from a linear additive 
model of the form f(t) = a + bt using data from 1978-87. 
The dependent variable was advertising expenses for 
miscellaneous plastic products. The independent variable, 
t, was year. 
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Table 31.—Soft drink vending machines 
Unit volume Machines on location 
Cans Bottles Cans Bottles 
Year VMCUV VMBUV VMCOL VMBOL 
(bgal) (bgal) (000) (000) 
1950 3.4894 466.0 
1951 3.5344 507.2 
1952 3.5317 530.6 
1953 3.8184 565.0 
1954 3.8303 580.0 
1955 4.1490 646.0 
1956 4.4685 662.0 
1957 5.1611 737.3 
1958 5.3518 764.5 
1959 5.4510 790.0 
1960 5.5688 825.0 
1961 a 5.0510 1.7b 843.3b 
1962 a 5.1600 
3-4h 
856.6b 
1963 a 5.3140 6.6b 858.4b 
1964 a 5.5947 19 . 0b 864.0b 
1965 a 5.6754 48. lb 863.9b 
1966 a 6.0531 85.3b 857.7b 
1967 0.9104 5.2073 130.8 861.0 
1968 1.3930 5.1720 193.5 862.0 
1969 1.6984 5.0108 212.3 835.1 
1970 2.4013 5.1632 263.9 827.4 
1971 2.8084 4.0515 333.7 844.1 
1972 3.5660 4.4560 403.4 856.9 
1973 4.2400 4.7250 466.0 856.3 
1974 4.5500 4.7280 500.0 866.0 
1975 4.7200 4.4400 519.0 854.0 
1976 5.1650 4.3000 546.0 844.0 
1977 5.7300 4.2950 609.0 834.0 
1978 6.2900 4.2500 672.0 817.3 
1979 6.9750 4.5530 725.0 814.3 
1980 7.1400 4.4350 750.0 829.3 
1981 7.4900 4.3850 800.0 827.3 
1982 7.7700 4.1800 830.0 820.0 
1983 7.7800 4.1000 880.0 813.0 
1984 8.7000 4.2300 930.0 793.0 
1985 9.5000 4.2500 1,000.0 794.0 
1986 10.0000 4.1800 1,050.0 780.0 
1987 10.7400 4.1750 1,110.0 790.0 
1988 11.5000 4.3050 1,180.0 796.0 
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Source: Vend, Census of the Industry (New York: Vend, 
1950-73). 
Source: Vending Times, Vending Times: Census of the 
Industry. (New York: Vending Times, 1974-89). 
Note: Data for 1950-73 are from Vend. Data for 1974-89 are 
from Vending Times. Vend became Vending Times in 1974. 
aData were not reported. 
^For 1961-66, Vending Times reported combined can and bottle 
machines on location. The author disaggregated this by 
using can vending machine shipments from U.S. Department of 
Commerce, Bureau of the Census, Current Industrial Reports: 
Coin Operated Vending Machines (Series M35U) ([Washington, 
D.C.]: U.S. Department of Commerce, Bureau of the Census, 
annually). The cumulative can vending machines shipments 
were treated as can vending machines on location since the 
machines were recently introduced, and would not be replaced 
soon. Bottle vending machines on location is the difference 
between the number of machines reported by Vending Times and 
the author's estimated number of can vending machines on 
location. 
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APPENDIX E 
TIME SERIES PLOTS OF BEER MARKET RAW DATA 
Fig. 25. U.S. packaged beer consumption (mbbl) by 
container: 1950-1988. 
Fig. 26. U.S. packaged beer market share by container: 
1950-1988. 
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Fig. 27. U.S. packaged beer market share (cumulative) by 
container: 1950-1988. 
Fig. 28. Aluminum ingot price and beer market shares: 
1950-1988. 
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Fig. 29. Steel sheet price and beer market shares: 
1950-1988. 
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Fig. 30. Soda ash price and beer market shares: 1950-1988. 
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Fig. 31. Aluminum scrap price and beer market shares: 
1950-1988. 
Fig. 32. Steel scrap price and beer market shares: 
1950-1988. 
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Fig. 33. Aluminum can recycling rate and beer market 
shares: 1950-1988. 
186 
A
lu
m
 
R
e
c
y
c
li
n
g
 
R
a
te
 
APPENDIX F 
ANALYSIS OF BEER MARKET MODEL 
1. Data 
Table 32 (page 187) shows the data used in the beer 
container regression analyses. The dependent variables, 
Ln(CMAB), Ln(CMSB), Ln(CMNB), and Ln(CMRB), are log centered 
market shares (see equation (26) (page 61). The other 
variables, the independent variables, are logarithms of raw 
score values. 
Table 32.—Beer market regression data 
YEAR Ln(CMAB) Ln(CMSB) Ln(CMNB) Ln(CMRB) 
1964 -3.3145 1.3523 0.5322 1.4299 
1965 -2.2990 1.0065 0.2449 1.0476 
1966 -1.9067 0.9425 0.1394 0.8248 
1967 -1.5990 0.8284 0.1431 0.6275 
1968 -1.4732 0.8953 0.0949 0.4830 
1969 -1.0967 0.8291 0.0578 0.2098 
1970 -0.9040 0.8012 0.0094 0.0933 
1971 -0.4712 0.5622 -0.1193 0.0283 
1972 -0.2712 0.5465 -0.1442 -0.1311 
1973 -0.0522 0.4730 -0.1398 -0.2809 
1974 0.1387 0.3541 -0.1364 -0.3563 
1975 0.2828 0.1695 -0.0476 -0.4048 
1976 0.4638 0.0111 0.0051 -0.4800 
1977 0.5621 -0.1842 0.1081 -0.4861 
1978 0.6374 -0.2621 0.2797 -0.6550 
1979 0.6571 -0.4101 0.3445 -0.5915 
1980 0.9769 -0.9121 0.5828 -0.6475 
1981 1.2544 -1.3878 0.7067 -0.5733 
1982 1.6360 -2.3113 0.9410 -0.2657 
1983 1.8898 -2.9461 1.0459 0.0104 
1984 2.0837 -3.2025 1.1366 -0.0178 
1985 2.1905 -3.3444 1.1610 -0.0070 
1986 2.2677 -3.7008 1.2673 0.1659 
1987 2.4208 -4.0932 1.4210 
(continued, 
0.2514 
next page) 
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Table 32—Continued. 
YEAR Ln(PPPAI) Ln(PPPHRS) Ln(RMPSA) Ln(RMPSS) 
1964 6.1621 1.7750 3.1730 1.1632 
1965 6.1944 1.7750 3.1459 1.1569 
1966 6.1944 1.7851 3.1527 1.1442 
1967 6.2138 1.8001 3.1566 1.1756 
1968 6.2372 1.7422 3.0258 1.1969 
1969 6.2982 1.8840 3.0160 1.2384 
1970 6.3533 1.9838 3.0459 1.2947 
1971 6.3630 2.0490 3.0545 1.3244 
1972 6.2710 2.1235 3.1037 1.3376 
1973 6.2277 2.1282 3.2332 1.4422 
1974 6.5239 2.3006 3.5225 1.5347 
1975 6.6793 2.4791 3.7424 1.6790 
1976 6.7910 2.4949 3.9060 1.7457 
1977 6.9340 2.6210 3.9925 1.7951 
1978 6.9928 2.7318 3.9984 2.0149 
1979 7.1068 2.8362 4.4373 2.0832 
1980 7.2557 2.9020 4.4981 2.2127 
1981 7.3420 3.0022 4.5129 2.3165 
1982 7.3315 3.0350 4.4813 2.4213 
1983 7.3464 3.0983 4.3432 2.4570 
1984 7.3902 3.1612 4.2047 2.5518 
1985 7.3902 3.1612 4.2169 2.5945 
1986 7.0187 3.0516 4.1788 2.5726 
1987 7.2765 3.0874 4.2014 2.5802 
(continued, next page) 
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Table 32—Continued. 
YEAR Ln (AM) Ln(AG) Ln(RA) Ln(SPA) Ln(SPS) 
1964 3.0805 3.4308 -4.1121 2.3155 3.5973 
1965 3.1654 3.4496 -3.8477 2.4973 3.5343 
1966 3.1296 3.6133 -3.5860 2.3321 3.4230 
1967 3.3064 3.6203 -3.3278 2.1282 3.3189 
1968 3.4464 3.5995 -3.0739 2.1294 3.2442 
1969 3.6256 3.5915 -2.8255 2.4406 3.4197 
1970 3.7031 3.6549 -2.5840 2.2814 3.8056 
1971 3.6626 3.6490 -2.3510 1.9459 3.5398 
1972 3.8089 3.9538 -1.8708 1.7084 3.6009 
1973 3.8729 3.8739 -1.8839 2.1494 4.0547 
1974 3.7057 3.8104 -1.7430 2.5479 4.6806 
1975 3.8242 3.8879 -1.3130 2.0807 4.2839 
1976 4.0332 4.1621 -1.3903 2.6254 4.3563 
1977 4.2515 4.3014 -1.3318 2.7955 4.1598 
1978 4.3125 4.2426 -1.2946 3.0629 4.3456 
1979 5.0008 4.3898 -1.3587 3.4259 4.5918 
1980 5.2726 4.4695 -0.9862 3.4797 4.5314 
1981 5.4309 4.7475 -0.6311 3.1892 4.5361 
1982 5.2444 4.7956 -0.5888 2.8593 4.1547 
1983 4.9177 4.9158 -0.6368 3.2646 4.2892 
1984 5.1441 5.1031 -0.6387 3.4217 4.4763 
1985 5.2177 5.1572 -0.6733 3.1995 4.3180 
1986 5.4056 5.1531 -0.7195 3.2399 4.3064 
1987 5.5094 5.0288 -0.6832 3.5771 4.4516 
(continued, next page) 
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Table 32—Continued 
YEAR Ln(CSCB) Ln(CSNB) Ln(CSRB) 
1964 2.4863 2.5549 5.8075 
1965 2.4816 2.5614 5.5989 
1966 2.4919 2.5669 5.4175 
1967 2.4948 2.5774 5.2888 
1968 2.4538 2.3919 5.2568 
1969 2.4783 2.5377 5.3509 
1970 2.4944 2.5268 5.5985 
1971 2.5034 2.5227 5.5299 
1972 2.5170 2.5173 5.4615 
1973 2.5084 2.4937 5.0869 
1974 2.5013 2.4735 5.1502 
1975 2.5013 2.4425 5.0199 
1976 2.4985 2.4312 5.0401 
1977 2.4699 2.4028 5.4633 
1978 2.4620 2.4189 5.1532 
1979 2.4581 2.4004 5.5843 
1980 2.4566 2.4497 5.5625 
1981 2.4633 2.4639 5.4845 
1982 2.4631 2.4811 5.2961 
1983 2.4596 2.4964 5.1046 
1984 2.4591 2.5120 4.5822 
1985 2.4555 2.5272 5.1388 
1986 2.4540 2.5431 4.8073 
1987 2.4439 2.5584 4.9516 
2. Descriptive Statistics 
Table 33 (page 191) shows the mean, standard 
deviation, minimum, and maximum of the data used in the beer 
market regression analyses. Other techniques, such as stem- 
and-leaf displays, histograms, and scatter plots, were also 
used. These techniques are not shown for brevity. 
The standard deviations of the container size 
variables, Ln(CSCB), Ln(CSNB), and Ln(CSRB) reveal low 
variability. Although not shown, the coefficient of 
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variation of the primary product price of aluminum cans, 
Ln(PPPAI), suggests low variability also. 
Table 33.—Descriptive statistics of beer market regression 
data 
Variable Mean Std Dev Minimum Maximum Valid Miss 
Ln(CMAB) 0.1697 1.5694 -3.314 2.421 24 0 
Ln(CMSB) -0.5826 1.7237 -4.093 1.352 24 0 
Ln(CMNB) 0.4014 0.5063 -0.144 1.421 24 0 
Ln(CMRB) 0.0115 0.5533 -0.655 1.430 24 0 
Ln(PPPAI) 6.7456 0.4788 6.162 7.390 24 0 
Ln(PPPHRS) 2.4587 0.5324 1.742 3.161 24 0 
Ln(RMPSA) 3.7227 0.5758 3.016 4.513 24 0 
Ln(RMPSS) 1.7931 0.5521 1.144 2.595 24 0 
Ln (AM) 4.2530 0.8426 3.081 5.509 24 0 
Ln(AG) 4.1917 0.5970 3.431 5.157 24 0 
Ln(RA) -1.8105 1.1349 -4.112 -0.589 24 0 
Ln(SPA) 2.6957 0.5586 1.708 3.577 24 0 
Ln(SPS) 4.0425 0.4626 3.244 4.681 24 0 
Ln(CSCB) 2.4773 0.0214 2.444 2.517 24 0 
Ln(CSNB) 2.4938 0.0575 2.392 2.577 24 0 
Ln(CSRB) 5.2807 0.2885 4.582 5.808 24 0 
3. Correlation Matrix 
Table 34 (page 192) shows the correlations between the 
beer market regression variables. Table 35 (page 193) shows 
that most correlations are significantly different from 
zero. The large values of the correlation coefficients 
suggest the presence of multicollinearity in the regression 
analyses. 
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Table 34.—Correlation matrix of beer market regression 
data 
Ln(CMAB) 
Ln(CMSB) 
Ln(CMNB) 
Ln(CMRB) 
Ln(PPPAI) 
Ln(PPPHRS 
Ln(CMAB) 1.0000 -0.8945 0.6603 -0.6539 0.8971 0.9493 
Ln(CMSB) -0.8945 1.0000 -0.9133 0.2575 -0.8598 - ■0.8961 
Ln(CMNB) 0.6603 -0.9133 1.0000 0.0573 0.7600 0.7543 
Ln(CMRB) -0.6539 0.2575 0.0573 1.0000 -0.5614 - •0.5911 
Ln(PPPAI) 0.8971 -0.8598 0.7600 -0.5614 1.0000 0.9782 
Ln(PPPHRS) 0.9493 -0.8961 0.7543 -0.5911 0.9782 1.0000 
Ln(RMPSA) 0.8354 -0.7770 0.6954 -0.5853 0.9640 0.9487 
Ln(RMPSS) 0.9371 -0.9461 0.8414 -0.4805 0.9671 0.9867 
Ln(AM) 0.9219 -0.8937 0.7836 -0.5478 0.9430 0.9572 
Ln(AG) 0.9381 -0.9644 0.8492 -0.4335 0.9320 0.9625 
Ln(RA) 0.9752 -0.8053 0.5567 -0.7668 0.8966 0.9446 
Ln(SPA) 0.7295 -0.7881 0.7954 -0.3418 0.8812 0.8476 
Ln(SPS) 0.7892 -0.6200 0.4404 -0.7097 0.8039 0.8443 
Ln(CSCB) -0.5466 0.6985 -0.7936 0.1006 -0.7245 - •0.6518 
Ln(CSNB) -0.2420 -0.0728 0.2346 0.6986 -0.3000 - •0.2637 
Ln(CSRB) -0.6370 0.6246 -0.4212 0.2465 -0.4144 - •0.5034 
(continued, below) 
Table 34- •-Continued. 
Ln(RMPSA) Ln (AM) 
Ln(RMPSS) Ln(AG) 
Ln(RA) 
Ln(SPA) 
Ln(CMAB) 0.8354 0.9371 0.9219 0.9381 0.9752 0.7295 
Ln(CMSB) -0.7770 -0.9461 -0.8937 -0.9644 -0.8053 -0.7881 
Ln(CMNB) 0.6954 0.8414 0.7836 0.8492 0.5567 0.7954 
Ln(CMRB) -0.5853 -0.4805 -0.5478 -0.4335 -0.7668 -0.3418 
Ln(PPPAI) 0.9640 0.9671 0.9430 0.9320 0.8966 0.8812 
Ln(PPPHRS) 0.9487 0.9867 0.9572 0.9625 0.9446 0.8476 
Ln(RMPSA) 1.0000 0.9266 0.9151 0.8768 0.8599 0.8767 
Ln(RMPSS) 0.9266 1.0000 0.9659 0.9830 0.9050 0.8706 
Ln (AM) 0.9151 0.9659 1.0000 0.9511 0.9030 0.8551 
Ln(AG) 0.8768 0.9830 0.9511 1.0000 0.8901 0.8251 
Ln(RA) 0.8599 0.9050 0.9030 0.8901 1.0000 0.6799 
Ln(SPA) 0.8767 0.8706 0.8551 0.8251 0.6799 1.0000 
Ln(SPS) 0.8442 0.7864 0.7631 0.7180 0.8379 0.7444 
Ln(CSCB) -0.6846 -0.7216 -0.7154 -0.6909 -0.4718 -0.8405 
Ln(CSNB) -0.3744 -0.1712 -0.2056 -0.1051 -0.3790 -0.1684 
Ln(CSRB) -0.3344 -0.5354 -0.4142 -0.5698 -0.5575 -0.3308 
(continued, next page) 
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Table 34—Continued. 
Ln(SPS) Ln(CSCB) Ln(CSNB) Ln(CSRB) 
Ln(CMAB) 0.7892 -0.5466 -0.2420 -0.6370 
Ln(CMSB) -0.6200 0.6985 -0.0728 0.6246 
Ln(CMNB) 0.4404 -0.7936 0.2346 -0.4212 
Ln(CMRB) -0.7097 0.1006 0.6986 0.2465 
Ln(PPPAI) 0.8039 -0.7245 -0.3000 -0.4144 
Ln(PPPHRS) 0.8443 -0.6518 -0.2637 -0.5034 
Ln(RMPSA) 0.8442 -0.6846 -0.3744 -0.3344 
Ln(RMPSS) 0.7864 -0.7216 -0.1712 -0.5354 
Ln(AM) 0.7631 -0.7154 -0.2056 -0.4142 
Ln(AG) 0.7180 -0.6909 -0.1051 -0.5698 
Ln(RA) 0.8379 -0.4718 -0.3790 -0.5575 
Ln(SPA) 0.7444 -0.8405 -0.1684 -0.3308 
Ln(SPS) 1.0000 -0.3909 -0.4187 -0.4143 
Ln(CSCB) -0.3909 1.0000 0.2022 0.2410 
Ln(CSNB) -0.4187 0.2022 1.0000 0.0163 
Ln(CSRB) -0.4143 0.2410 0.0163 1.0000 
Table 35. —Probability t > 
beer market 
|r| for correlation matrix of 
regression data 
Ln(CMAB) Ln(CMNB) Ln(PPPAI) 
Ln(CMSB) Ln(CMRB) Ln(PPPHRS 
Ln(CMAB) 0.0000 0.0000 0.0004 0.0005 0.0000 0.0000 
Ln(CMSB) 0.0000 0.0000 0.0000 0.2244 0.0000 0.0000 
Ln(CMNB) 0.0004 0.0000 0.0000 0.7904 0.0000 0.0000 
Ln(CMRB) 0.0005 0.2244 0.7904 0.0000 0.0043 0.0023 
Ln(PPPAI) 0.0000 0.0000 0.0000 0.0043 0.0000 0.0000 
Ln(PPPHRS) 0.0000 0.0000 0.0000 0.0023 0.0000 0.0000 
Ln(RMPSA) 0.0000 0.0000 0.0002 0.0027 0.0000 0.0000 
Ln(RMPSS) 0.0000 0.0000 0.0000 0.0175 0.0000 0.0000 
Ln(AM) 0.0000 0.0000 0.0000 0.0056 0.0000 0.0000 
Ln(AG) 0.0000 0.0000 0.0000 0.0343 0.0000 0.0000 
Ln(RA) 0.0000 0.0000 0.0047 0.0000 0.0000 0.0000 
Ln(SPA) 0.0001 0.0000 0.0000 0.1021 0.0000 0.0000 
Ln(SPS) 0.0000 0.0012 0.0312 0.0001 0.0000 0.0000 
Ln(CSCB) 0.0057 0.0001 0.0000 0.6400 0.0001 0.0006 
Ln(CSNB) 0.2546 0.7353 0.2699 0.0001 0.1543 0.2131 
Ln(CSRB) 0.0008 0.0011 0.0404 0.2456 0.0441 0.0121 
(continued, next page) 
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Table 35—Continued 
Ln(RMPSA) Ln (AM) 
Ln(RMPSS) Ln(AG) 
Ln(RA) 
Ln(SPA) 
Ln(CMAB) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 
Ln(CMSB) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln(CMNB) 0.0002 0.0000 0.0000 0.0000 0.0047 0.0000 
Ln(CMRB) 0.0027 0.0175 0.0056 0.0343 0.0000 0.1021 
Ln(PPPAI) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln(PPPHRS) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln(RMPSA) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln(RMPSS) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln (AM) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln(AG) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Ln(RA) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 
Ln(SPA) 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000 
Ln(SPS) 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 
Ln(CSCB) 0.0002 0.0001 0.0001 0.0002 0.0199 0.0000 
Ln(CSNB) 0.0715 0.4237 0.3352 0.6250 0.0678 0.4314 
Ln(CSRB) 0.1102 0.0070 0.0442 0.0036 0.0046 
(continued. 
0.1143 
below) 
Table 35—Continued. 
Ln(SPS) Ln(CSCB) Ln(CSNB) Ln(CSRB) 
Ln(CMAB) 0.0000 0.0057 0.2546 0.0008 
Ln(CMSB) 0.0012 0.0001 0.7353 0.0011 
Ln(CMNB) 0.0312 0.0000 0.2699 0.0404 
Ln(CMRB) 0.0001 0.6400 0.0001 0.2456 
Ln(PPPAI) 0.0000 0.0001 0.1543 0.0441 
Ln(PPPHRS) 0.0000 0.0006 0.2131 0.0121 
Ln(RMPSA) 0.0000 0.0002 0.0715 0.1102 
Ln(RMPSS) 0.0000 0.0001 0.4237 0.0070 
Ln(AM) 0.0000 0.0001 0.3352 0.0442 
Ln(AG) 0.0001 0.0002 0.6250 0.0036 
Ln(RA) 0.0000 0.0199 0.0678 0.0046 
Ln(SPA) 0.0000 0.0000 0.4314 0.1143 
Ln(SPS) 0.0000 0.0589 0.0417 0.0441 
Ln(CSCB) 0.0589 0.0000 0.3434 0.2567 
Ln(CSNB) 0.0417 0.3434 0.0000 0.9397 
Ln(CSRB) 0.0441 0.2567 0.9397 0.0000 
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4. Collinearitv Analysis 
The high correlation coefficients in table 34 
(page 192) suggest that the explanatory variables are not 
independent. Although correlation coefficients show 
pairwise relationships between variables, they fail to show 
more complex relationships. Therefore, additional analysis 
is needed. 
Additional diagnostics are reported only for the 
aluminum beer can regression analyses. Only one set of 
diagnostics is reported because the diagnostics were the 
same for all equations. The exception is Theil's 
multicollinearity effect. 
The values of Theil's multicollinearity statistic are 
0.9201, 0.7689, 0.6243, and 0.4504 from the aluminum can, 
steel can, NR glass bottle, and R glass bottle equations. 
Since these values are not close to zero, the regressors are 
not orthogonal and multicollinearity exists. 
Another indicator of multicollinearity is the 
determinant of the correlation matrix. The closer the 
determinant is to zero in the zero to one interval, the more 
severe the multicollinearity. Since the value of the 
determinant is 0.0000, one or more near exact linear 
dependencies exist. 
Table 36 (page 196) shows the variance inflation 
factors (VIF) for the regression equations. Since these 
values are greater than 5.0, multicollinearity exists. 
These VIF values suggest that the logs of the primary 
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product prices of aluminum, Ln(PPPAI), and steel, 
Ln(PPPHRS), contribute most to multicollinearity. 
Table 36.—Beer market regression: variance inflation 
factors 
Variable Tolerance VIF 
Ln(PPPAI) 0.0217 46.1648 
Ln(PPPHRS) 0.0162 61.8394 
Ln(RMPSA) 0.0519 19.2705 
Ln(RA) 0.0436 22.9104 
Ln(SPA) 0.1090 9.1723 
Ln(SPS) 0.1722 5.8056 
To show complex relationships between variables, 
eigenvectors are used. Table 37 (page 197) shows the 
singular value decomposition. This table shows that 
eigenvalue #7 has a singular value of 319.7700, which is 
much larger than the criterion value of 30. Since this is 
the largest value, eigenvalue #7 is the most singular. 
Also, eigenvalue #7 contributes 0.9171 and 0.9779 to the 
variances of the estimated constant and the Ln(PPPAI) 
coefficient. Since the constant and Ln(PPPAI) are involved 
suggests that there is too little variation in the primary 
product price of aluminum. The low coefficient of variation 
(0.0709) of this variable confirms this. 
The near singularity of eigenvalue #6 (condition index 
114.1705) contributes substantial proportions to the 
variances of the estimated coefficients of Ln(PPPHRS), 
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Ln(RA), and Ln(SPA). These proportions are 0.7923, 0.8353, 
and 0.3481 for Ln(PPPHRS), Ln(RA) and Ln(SPA) respectively. 
These values suggest that there is a high degree of linear 
association between these variables. Therefore, a high 
degree of multicollinearity exists in all regression 
equations. 
Table 37.—Beer market regression: singular value 
decomposition 
Singular Value 
Constant 
Ln(PPPAI) 
Ln(PPPHRS) 
Ln(RMPSA) 
Ln(RA) 
#1 1.0000 0.0000 0.0000 0.0000 0.0000 0.0002 
#2 4.2954 0.0000 0.0000 0.0002 0.0001 0.0276 
#3 24.0004 0.0023 0.0004 0.0001 0.0000 0.0213 
#4 48.4051 0.0011 0.0029 0.0373 0.0127 0.0037 
#5 67.8795 0.0163 0.0024 0.0121 0.5953 0.0466 
#6 114.1705 0.0632 0.0164 0.7923 0.0834 0.8353 
#7 319.7700 0.9171 0.9779 0.1579 0.3085 
(continued 
0.0652 
L, below) 
Table 37—Continued. 
Ln(SPA) Ln(SPS) 
#1 0.0001 0.0000 
#2 0.0005 0.0001 
#3 0.2548 0.0177 
#4 0.0425 0.5232 
#5 0.1841 0.0022 
#6 0.3481 0.1666 
#7 0.1698 0.2901 
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Table 38.—Beer market regression: eigenvectors for the 
correlation matrix 
#1 #2 #3 #4 #5 
EIGENVAL 6.6246 0.3590 0.0115 0.0028 0.0014 
CONSTANT 0.3879 -0.0516 0.3953 -0.1330 0.3703 
Ln(PPPAI) 0.3881 0.0564 0.2145 -0.2792 0.1830 
Ln(PPPHRS) 0.3826 0.2855 0.0360 -0.3896 0.1585 
Ln(RMPSA) 0.3862 0.1744 -0.0166 -0.1754 -0.8578 
Ln(RA) -0.3254 0.9117 0.1434 0.0298 0.0749 
Ln(SPA) 0.3842 0.1981 -0.8247 0.1671 0.2479 
Ln(SPS) 0.3871 0.1087 0.3088 0.8325 -0.0385 
(continued, below) 
Table 38—Continued. 
#6 #7 
EIGENVAL 0.0005 0.0001 
CONSTANT -0.4335 0.5898 
Ln(PPPAI) -0.2831 -0.7801 
Ln(PPPHRS) 0.7610 0.1213 
Ln(RMPSA) -0.1909 0.1311 
Ln(RA) -0.1886 0.0188 
Ln(SPA) -0.2026 0.0505 
Ln(SPS) 0.1992 -0.0938 
Note: The condition number is 102252.8319. 
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Table 39.—Beer market regression: eigenvectors for the 
covariance matrix 
#1 #2 #3 #4 #5 
EIGENVAL 2254.2577 41.9309 2.3053 1.1416 0.4379 
CONSTANT 0.1028 -0.0560 0.1023 -0.0393 -0.0823 
Ln(PPPAI) 0.6975 -0.0474 0.2721 -0.4701 -0.3089 
Ln(PPPHRS) 0.2571 0.2445 -0.0509 -0.1948 -0.1140 
Ln(RMPSA) 0.3875 0.1770 -0.1566 -0.0832 0.8824 
Ln(RA) -0.1782 0.9345 0.1831 -0.0552 -0.1021 
Ln(SPA) 0.2816 0.1596 -0.8555 0.2011 -0.3052 
Ln(SPS) 0.4190 0.0691 0.3507 0.8301 -0.0500 
(continued, below) 
Table 39—Continued. 
#6 #7 
EIGENVAL 0.0903 0.0039 
CONSTANT -0.0673 0.9813 
Ln(PPPAI) -0.3032 -0.1697 
Ln(PPPHRS) 0.9051 0.0370 
Ln(RMPSA) -0.0756 0.0514 
Ln(RA) -0.2174 0.0272 
Ln(SPA) -0.1680 0.0397 
Ln(SPS) 0.0562 -0.0436 
Note: The condition number is 570790.1117. 
5. Aluminum Beer Can Regression Analysis 
a. Regression Equation 
Table 40 (page 200) shows the regression results for 
the aluminum beer can regression equation. Using an F-test, 
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there is a statistically significant relationship between 
the dependent and independent variables at the .10 level of 
significance. 
Table 40.—Aluminum beer can regression: coefficients and 
statistics 
Valid cases: 24 
Missing cases: 0 
Total SS: 56.647 
R-squared: 0.986 
Residual SS: 0.780 
F (6,17): 203.041 
Durbin-Watson: 1.518 
Dependent variable: Ln(CMAB) 
Deletion method: None 
Degrees of freedom: 17 
Rbar-squared: 0.981 
Std error of est: 0.214 
Probability of F: 0.000 
Variable Estimate 
Standard 
Error t-value 
Prob 
>|t| 
Std 
Estimate 
Cor with 
Dep Var 
CONSTANT 8.446373 3.344417 2.53 0.022 ... 
Ln(PPPAI) -0.962636 0.633603 -1.52 0.147 -0.294 0.8971 
Ln(PPPHRS) 1.718363 0.659594 2.61 0.018 0.583 0.9493 
Ln(RMPSA) -0.945373 0.340413 -2.78 0.013 -0.347 0.8354 
Ln(RA) 1.288517 0.188324 6.84 0.000 0.932 0.9752 
Ln(SPA) 0.826692 0.242102 3.41 0.003 0.294 0.7295 
Ln(SPS) -0.589826 0.232584 -2.54 0.021 -0.174 0.7892 
Using a t-test, the coefficients of all variables, 
except Ln(PPPAI), are statistically different from zero at 
the .10 level of significance. The coefficient on Ln(PPPAI) 
may be significant also. Yet, the presence of 
multicollinearity makes this impossible to determine since 
multicollinearity decreases the t-value. 
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b. Residual Analysis 
The purposes of residual analysis are to evaluate the 
appropriateness of the regression model equation, and to 
study potential violations of its assumptions. One 
assumption of the linear regression model is that the error 
term is normally distributed with zero mean. This study 
performed no test of normality. Fig. 34 (page 201) shows 
the distribution of errors in the aluminum beer can 
regression equation. 
Midpoint 
Fig. 34. Aluminum beer can regression: distribution of 
standardized residuals. Data are in table 41 (page 204). 
A second assumption of the linear regression model is 
that the variance of the error term is constant for all 
observations (homoscedastic). No statistical test of 
heteroscedasticity was performed. 
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Fig. 35. Aluminum beer can regression: standardized 
residuals over time. Data are in table 41 (page 204). 
Fig. 36. Aluminum beer can regression: standardized 
residuals versus predicted Y. 
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A third assumption of the linear regression model is 
that the errors corresponding to different observations are 
uncorrelated. A test of this assumption is the Durbin- 
Watson test. From table 40 (page 2 00) , the Durbin-Watson 
statistic is 1.518. Since this value is between the lower 
critical value (dL = 0.837) and the upper critical value 
(dy = 2.035), the Durbin-Watson test is inconclusive. 
c. Influence Analysis 
The purpose of influence analysis is to assess the 
potential effect or "influence" of each observation on the 
fitted model. Four measures of influence are (1) the 
standardized residuals, (2) the studentized deleted 
residuals, (3) the hat matrix elements, and (4) Cook’s 
distance statistic. Table 41 (page 204) shows these 
measures for the aluminum beer can equation. 
The standardized residuals, studentized deleted 
residuals, and Cook's distance statistic suggest that the 
response of the dependent variable in 1964 exerts a strong 
influence on the fitted equation. Perhaps, this response is 
influential because one or more container market shares were 
measured in error. 
The leverage or hat matrix value for 1986 suggests 
that one or more of the explanatory variables exerts a 
strong influence on the fitted equation. Fig. 28 (page 183) 
shows a sharp decline in the price of aluminum ingot in 
1986. Therefore, this observation is probably an outlier. 
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Table 41.—Aluminum beer can regression: residuals and 
influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1964 -0.373 -2.585* -3.220* 0.545 1.145* 
1965 0.120 0.648 0.637 0.259 0.021 
1966 0.235 1.213 1.231 0.184 0.047 
1967 0.313 1.624 1.715 0.188 0.088 
1968 0.065 0.369 0.360 0.322 0.009 
1969 -0.226 -1.299 -1.328 0.338 0.123 
1970 -0.076 -0.404 -0.393 0.237 0.007 
1971 0.083 0.436 0.426 0.213 0.007 
1972 -0.273 -1.592 -1.675 0.357 0.201 
1973 -0.062 -0.361 -0.352 0.357 0.010 
1974 0.250 1.657 1.756* 0.506 0.401 
1975 0.043 0.248 0.241 0.351 0.005 
1976 0.151 0.768 0.758 0.160 0.016 
1977 -0.080 -0.392 -0.382 0.088 0.002 
1978 -0.292 -1.418 -1.465 0.073 0.022 
1979 0.000 0.002 0.001 0.273 0.000 
1980 -0.152 -0.839 -0.831 0.282 0.039 
1981 -0.165 -0.867 -0.861 0.215 0.030 
1982 0.114 0.671 0.660 0.372 0.038 
1983 -0.051 -0.258 -0.251 0.142 0.002 
1984 -0.071 -0.403 -0.393 0.319 0.011 
1985 0.182 1.048 1.051 0.342 0.081 
1986 0.073 0.549 0.537 0.611* 0.068 
1987 0.194 1.061 1.065 0.267 0.059 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
e^ = - Yhat^. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if | SRES ^ | > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if iTTESTil > = 1.7396. 
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HAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 0.5833 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK.^ > F 5Q K T_K = 0.9430. 
6. Steel Beer Can Regression Analysis 
a. Regression Equation 
Table 42 (page 206) shows the regression results for 
the steel beer can equation. Using an F-test, there is 
sufficient evidence to reject the hypothesis that all 
coefficients are zero at the .10 level of significance. 
Therefore, at least one coefficient is different from zero. 
From t-tests on the individual coefficients, there is 
sufficient evidence to conclude that the individual 
coefficients on Ln(PPPHRS), Ln(RMPSA), Ln(SPA), and Ln(SPS) 
are statistically different from zero at the .10 level of 
significance. Therefore, these variables probably affect 
the dependent variable. Also, there is insufficient 
evidence to reject the hypotheses that the coefficients on 
Ln(PPPAI), and Ln(RA) are zero at the .10 level of 
significance. These coefficients may be significant, but 
this is impossible to show due to multicollinearity. 
b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed for the steel beer can 
regression equation. For serial correlation, the Durbin— 
Watson test is inconclusive since the Durbin-Watson 
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statistic, 0.942, is between the lower critical value, 
0.837, and upper critical value, 2.035. 
Table 42.—Steel beer can regression: coefficients and 
statistics 
Valid cases: 24 
Missing cases: 0 
Total SS: 68.335 
R-squared: 0.938 
Residual SS: 4.265 
F(6,17) : 42.562 
Durbin-Watson: 0.942 
Dependent variable: Ln(CMSB) 
Deletion method: None 
Degrees of freedom: 17 
Rbar-squared: 0.916 
Std error of est: 0.501 
Probability of F: 0.000 
Standard Prob Std ' Cor with 
Variable Estimate Error t- -value >|t| Estimate Dep Var 
CONSTANT -6.379075 7.822511 -0.82 0.426 — OB •mm mmt mm 
Ln(PPPAI) 2.178095 1.481983 1.47 0.160 0.605 -0.8598 
Ln(PPPHRS) -7.806848 1.542775 -5.06 0.000 -2.411 -0.8961 
Ln(RMPSA) 1.950481 0.796218 2.45 0.025 0.652 -0.7770 
Ln(RA) 0.356892 0.440485 0.81 0.429 0.235 -0.8053 
Ln(SPA) -0.999167 0.566272 -1.76 0.096 -0.324 -0.7881 
Ln(SPS) 1.577503 0.544009 2.90 0.010 0.423 -0.6200 
Fig. 37 (page 207) shows the distribution of the 
standardized residuals. Fig. 38 (page 207) and fig. 39 
(page 208) show the standardized residuals over time, and 
versus the predicted dependent variable. 
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Midpoint 
Fig. 37. Steel beer can regression: distribution of 
standardized residuals. Data are in table 43 (page 209). 
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Fig. 38. Steel beer can regression: standardized residuals 
over time. Data are in table 43 (page 209). 
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Predicted V 
Fig. 39. Steel beer can regression: standardized residuals 
versus predicted Y. 
c. Influence Analysis 
Table 43 (page 209) shows the measures of influence 
for the steel beer can regression equation. The 
standardized residuals and studentized deleted residuals for 
1978 and 1987 suggest that the response of the dependent 
variable in those years exerts a strong influence on the 
fitted equation. Since the dependent variable is calculated 
from all market shares, one market share may explain the 
strong influence. 
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Table 43.—Steel beer can regression: residuals and 
influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1964 0.084 0.249 0.242 0.545 0.011 
1965 -0.092 -0.215 -0.208 0.259 0.002 
1966 -0.174 -0.384 -0.374 0.184 0.005 
1967 -0.352 -0.781 -0.772 0.188 0.020 
1968 -0.504 -1.222 -1.242 0.322 0.101 
1969 0.368 0.903 0.898 0.338 0.059 
1970 0.086 0.197 0.192 0.237 0.002 
1971 0.320 0.720 0.709 0.213 0.020 
1972 0.485 1.207 1.225 0.357 0.115 
1973 0.020 0.049 0.047 0.357 0.000 
1974 -0.603 -1.711 -1.824* 0.506 0.428 
1975 -0.156 -0.386 -0.376 0.351 0.011 
1976 -0.296 -0.644 -0.632 0.160 0.011 
1977 0.473 0.989 0.988 0.088 0.013 
1978 1.081 2.241* 2.589* 0.073 0.056 
1979 0.641 1.500 1.562 0.273 0.121 
1980 0.225 0.531 0.520 0.282 0.016 
1981 -0.109 -0.245 -0.238 0.215 0.002 
1982 -0.435 -1.096 -1.102 0.372 0.101 
1983 -0.129 -0.277 -0.270 0.142 0.002 
1984 0.144 0.347 0.338 0.319 0.008 
1985 0.018 0.044 0.043 0.342 0.000 
1986 -0.236 -0.755 -0.745 0.611* 0.128 
1987 -0.859 -2.004* -2.225* 0.267 0.210 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
e^ = - Yhat^. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if |SRESi| > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if iTTESTil > = 1.7396. 
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dHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 0.5833 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 5Q K T-K = °*9430* 
Table 21 (page 164) suggests that the market share of 
R glass beer bottles in 1978 is probably an extreme 
observation since it shows a large decline from the previous 
year. The market share of steel beer cans in 1987 is 
probably an extreme observation. Possibly, this observation 
is extreme because of measurement error. 
The leverage or hat matrix value in 1986 suggests that 
an explanatory variable has an unusually large effect on the 
fitted equation. Like the aluminum beer can regression 
equation, that variable is probably aluminum ingot price 
(PPPAI). 
7. NR Glass Beer Bottle Regression Analysis 
a. Regression Equation 
Table 44 (page 211) shows the regression results for 
the NR glass beer bottle regression equation. Using an 
F-test, there is an overall statistically significant 
relationship between the dependent and independent variables 
at the .10 level of significance. 
From t-tests on the individual coefficients, the 
coefficients on Ln(PPPHRS), Ln(RA), and Ln(SPS) are 
statistically different from zero at the .10 level of 
significance. Also, there is insufficient evidence to 
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reject the hypotheses that the coefficients on Ln(PPPAI), 
Ln(RMPSA), Ln(SPA) are zero at the .10 level of 
significance. Still, the coefficients on these variables 
may be significant, but the presence of multicollinearity 
makes this impossible to show. 
Table 44.—NR glass beer bottle regression: coefficients and 
statistics 
Valid cases: 24 
Missing cases: 0 
Total SS: 5.896 
R-squared: 0.902 
Residual SS: 0.580 
F(6,17): 25.980 
Durbin-Watson: 1.010 
Dependent variable: Ln(CMNB) 
Deletion method: None 
Degrees of freedom: 17 
Rbar-squared: 0.867 
Std error of est: 0.185 
Probability of F: 0.000 
Variable Estimate 
Standard 
Error t- -value 
Prob 
>111 
Std 
Estimate 
Cor with 
Dep Var 
CONSTANT -0.897301 2.884093 -0.31 0.759 ___ 
Ln(PPPAI) -0.533329 0.546394 -0.98 0.343 -0.504 0.7600 
Ln(PPPHRS) 2.829095 0.568808 4.97 0.000 2.975 0.7543 
Ln(RMPSA) -0.396097 0.293559 -1.35 0.195 -0.450 0.6954 
Ln(RA) -0.529938 0.162403 -3.26 0.005 -1.188 0.5567 
Ln(SPA) 0.278495 0.208780 1.33 0.200 0.307 0.7954 
Ln(SPS) -0.567753 0.200572 -2.83 0.012 -0.519 0.4404 
b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed for the NR glass beer 
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bottle regression equation. The Durbin-Watson test for 
serial correlation is inconclusive. 
Fig. 40 (page 212) shows the distribution of the 
standardized residuals. Fig. 41 (page 213) and fig. 42 
(page 213) show the standardized residuals over time, and 
versus the predicted dependent variable. 
Midpoint 
Fig. 40. NR glass beer bottle regression: distribution of 
standardized residuals. Data are in table 45 (page 214). 
c. Influence Analysis 
Table 45 (page 214) shows the measures of influence 
for the NR glass beer bottle regression equation. The 
studentized deleted residuals for 1978, 1979 and 1987 
suggest that the response of the dependent variable in those 
years exerts a strong influence on the fitted equation. 
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Fig. 41. NR glass beer bottle regression: standardized 
residuals over time. Data are in table 45 (page 214). 
Fig. 42. NR glass beer bottle regression: standardized 
residuals versus predicted Y. 
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Table 45.—NR glass beer bottle regression: residuals and 
influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1964 0.170 1.363 1.401 0.545 0.318 
1965 -0.058 -0.362 -0.352 0.259 0.007 
1966 -0.067 -0.404 -0.394 0.184 0.005 
1967 0.040 0.242 0.235 0.188 0.002 
1968 0.208 1.368 1.407 0.322 0.127 
1969 -0.057 -0.378 -0.368 0.338 0.010 
1970 0.045 0.281 0.273 0.237 0.003 
1971 -0.193 -1.181 -1.195 0.213 0.054 
1972 -0.103 -0.697 -0.686 0.357 0.039 
1973 0.044 0.295 0.287 0.357 0.007 
1974 0.151 1.163 1.177 0.506 0.198 
1975 0.038 0.254 0.247 0.351 0.005 
1976 0.019 0.110 0.107 0.160 0.000 
1977 -0.253 -1.433 -1.483 0.088 0.028 
1978 -0.310 -1.743 -1.866* 0.073 0.034 
1979 -0.301 -1.913 -2.095* 0.273 0.196 
1980 0.003 0.016 0.016 0.282 0.000 
1981 0.166 1.018 1.019 0.215 0.041 
1982 0.188 1.282 1.309 0.372 0.139 
1983 0.005 0.028 0.027 0.142 0.000 
1984 -0.053 -0.346 -0.336 0.319 0.008 
1985 -0.070 -0.466 -0.455 0.342 0.016 
1986 0.091 0.791 0.782 0.611* 0.141 
1987 0.298 1.884 2.055* 0.267 0.185 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
ei = Yi - Yhat^. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if |SRES^| > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if ITTEST^ > t>10fT_K_1 = 1.7396. 
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UHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 0.5833 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 50 K T-K = °*9430* 
Table 21 (page 164) suggests that the market share of 
R glass beer bottles in 1978 is an extreme observation since 
it shows a sharp decline from the previous year. The market 
share of steel cans in 1979 may be an extreme observation. 
The small market share of steel beer cans in 1987 is 
probably an extreme observation. This observation may be 
extreme due to measurement error. Like the aluminum and 
steel can regression equations, aluminum ingot price in 1986 
strongly influences the fitted NR glass beer bottle 
equation. 
8. R Glass Beer Bottle Regression Analysis 
a. Regression Equation 
Table 46 (page 216) shows the regression results for 
the R glass beer bottle regression equation. Using an 
F-test, there is sufficient evidence to reject the 
hypothesis that all coefficients are zero at the .10 level 
of significance. Therefore, at least one coefficient is 
different from zero. 
From t-tests on the individual coefficients, there is 
sufficient evidence to conclude that the coefficients on 
Ln(PPPHRS), Ln(RMPSA), Ln(RA), and Ln(SPS) are statistically 
different from zero at the .10 level of significance. 
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Therefore, these variables probably have an effect on the 
dependent variable. Also, there is insufficient evidence to 
reject the hypotheses that the individual coefficients on 
Ln(PPPAI), and Ln(SPA) are zero at the .10 level of 
significance. Again, the presence of multicollinearity 
makes assessing the significance of these variables 
difficult. 
Table 46.—R glass beer bottle regression: coefficients and 
statistics 
Valid cases: 24 
Missing cases: 0 
Total SS: 7.042 
R-squared: 0.889 
Residual SS: 0.783 
F(6,17) : 22.637 
Durbin-Watson: 0.966 
Dependent variable: Ln(CMRB) 
Deletion method: None 
Degrees of freedom: 17 
Rbar-squared: 0.849 
Std error of est: 0.215 
Probability of F: 0.000 
Variable Estimate 
Standard 
Error t- -value 
Prob 
>|t| 
Std 
Estimate 
Cor with 
Dep Var 
CONSTANT -1.169993 3.352476 -0.35 0.731 mam m» w 
Ln(PPPAI) -0.682131 0.635130 -1.07 0.298 -0.590 -0.5614 
Ln(PPPHRS) 3.259390 0.661183 4.93 0.000 3.136 -0.5911 
Ln(RMPSA) -0.609011 0.341233 -1.78 0.092 -0.634 -0.5853 
Ln(RA) -1.115471 0.188778 -5.91 0.000 -2.288 -0.7668 
Ln(SPA) -0.106020 0.242686 • 
o
 I 0.668 -0.107 -0.3418 
Ln(SPS) -0.419925 0.233145 
o
 
C
O
 • 
rH
 
1 0.089 -0.351 -0.7097 
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b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed for the R glass beer 
bottle equation. The Durbin-Watson test for serial 
correlation is inconclusive since the test statistic, 0.966, 
is between the lower and upper limits of 0.837 and 2.035 
respectively. 
Fig. 43 (page 217) shows the distribution of the 
standardized residuals in the R glass beer bottle equation. 
Midpoint 
Fig. 43. R glass beer bottle regression: distribution of 
standardized residuals. Data are in table 47 (page 219). 
Fig. 44 (page 218) and fig. 45 (page 218) show the 
standardized residuals over time, and versus the predicted 
dependent variable. 
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Fig. 44. R glass beer bottle regression: standardized 
residuals over time. Data are in table 47 (page 219). 
Fig. 45. R glass beer bottle regression: standardized 
residuals versus predicted Y. 
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c. Influence Analysis 
Table 47 (page 219) shows the measures of influence 
for the R glass beer bottle regression equation. The 
standardized residuals, and studentized deleted residuals 
for 1978, and 1987 suggest that the response of the 
dependent variable in those years exerts a strong influence 
on the fitted equation. 
Table 47.—R glass beer bottle regression: residuals and 
influence diagnostics 
YEAR RESa SRESb TTESTC HATd C00Ke 
1964 0.120 0.826 0.818 0.545 0.117 
1965 0.031 0.165 0.160 0.259 0.001 
1966 0.007 0.034 0.033 0.184 0.000 
1967 -0.001 -0.007 -0.007 0.188 0.000 
1968 0.231 1.307 1.337 0.322 0.116 
1969 -0.085 -0.486 -0.475 0.338 0.017 
1970 -0.056 -0.300 -0.291 0.237 0.004 
1971 -0.209 -1.099 -1.106 0.213 0.047 
1972 -0.108 -0.628 -0.616 0.357 0.031 
1973 -0.001 -0.008 -0.008 0.357 0.000 
1974 0.202 1.338 1.372 0.506 0.262 
1975 0.075 0.435 0.424 0.351 0.015 
1976 0.126 0.642 0.630 0.160 0.011 
1977 -0.140 -0.683 -0.672 0.088 0.006 
1978 -0.478 -2.314* -2.712* 0.073 0.060 
1979 -0.340 -1.855 -2.016* 0.273 0.184 
1980 -0.076 -0.416 -0.406 0.282 0.010 
1981 0.107 0.563 0.551 0.215 0.012 
1982 0.133 0.784 0.775 0.372 0.052 
1983 0.175 0.881 0.875 0.142 0.018 
1984 -0.020 -0.111 -0.108 0.319 0.001 
1985 -0.130 -0.748 -0.738 0.342 0.042 
1986 0.071 0.533 0.521 0.611* 0.064 
1987 0.367 1.998* 2.216* 0.267 0.208 
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Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
ei = Yi - Yhati. 
^SRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if |SRES^| > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if |TTEST^| > t>10 T_R-1 = 1.7396. 
^HAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 0.5833 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 5Q K T-K = °*9430* 
Table 21 (page 164) suggests that the market share of 
R glass beer bottles in 1978 is an extreme observation due 
to its sharp decline from the previous year. The small 
market share of steel beer cans in 1987 is probably an 
extreme observation. Like the other equations, aluminum 
ingot price in 1986 is an extreme observation. 
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APPENDIX G 
TABLES OF BEER CONTAINER ELASTICITIES 
Table 48.—Elasticities of aluminum beer can market share 
Year PPPAI PPPHRS RMPSA RA SPA SPS 
1964 -1.436 2.913 -1.384 1.711 1.215 -0.933 
1965 -1.427 2.907 -1.376 1.684 1.200 -0.925 
1966 -1.496 3.198 -1.437 1.622 1.211 -0.972 
1967 -1.488 3.197 -1.430 1.583 1.189 -0.961 
1968 -1.596 3.631 -1.526 1.515 1.220 -1.038 
1969 -1.626 3.812 -1.552 1.429 1.203 -1.057 
1970 -1.633 3.884 -1.556 1.382 1.191 -1.063 
1971 -1.439 3.293 -1.377 1.332 1.083 -0.931 
1972 -1.428 3.340 -1.364 1.250 1.051 -0.924 
1973 -1.346 3.149 -1.287 1.171 0.984 -0.868 
1974 -1.217 2.779 -1.168 1.109 0.900 -0.778 
1975 -1.045 2.226 -1.011 1.075 0.801 -0.654 
1976 -0.895 1.790 -0.873 1.008 0.704 -0.549 
1977 -0.756 1.330 -0.748 0.992 0.626 -0.448 
1978 -0.695 1.123 -0.695 0.971 0.581 -0.396 
1979 -0.624 0.856 -0.633 0.991 0.549 -0.343 
1980 -0.405 0.192 -0.432 0.910 0.410 -0.186 
1981 -0.286 -0.117 -0.319 0.831 0.330 -0.107 
1982 -0.190 -0.360 -0.228 0.770 0.269 -0.047 
1983 -0.159 -0.401 -0.195 0.727 0.247 -0.033 
1984 -0.143 -0.377 -0.177 0.663 0.222 -0.027 
1985 -0.134 -0.360 -0.166 0.625 0.208 -0.024 
1986 -0.134 -0.384 -0.168 0.647 0.215 -0.023 
1987 -0.131 -0.385 -0.165 0.637 0.210 -0.021 
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Table 49.—Elasticities of steel beer can market share 
Year PPPAI PPPHRS RMPSA RA SPA SPS 
1964 1.705 -6.612 1.512 0.780 -0.611 1.234 
1965 1.713 -6.618 1.520 0.752 -0.626 1.242 
1966 1.645 -6.328 1.459 0.690 -0.615 1.195 
1967 1.653 -6.329 1.465 0.651 -0.637 1.206 
1968 1.545 -5.894 1.370 0.583 -0.606 1.129 
1969 1.515 -5.714 1.344 0.497 -0.623 1.110 
1970 1.508 -5.641 1.340 0.450 -0.635 1.105 
1971 1.702 -6.233 1.519 0.401 -0.743 1.237 
1972 1.713 -6.185 1.532 0.319 -0.775 1.243 
1973 1.794 -6.377 1.609 0.239 -0.842 1.300 
1974 1.924 -6.746 1.728 0.177 -0.926 1.389 
1975 2.096 -7.299 1.885 0.143 -1.025 1.513 
1976 2.246 -7.736 2.023 0.076 -1.122 1.619 
1977 2.385 -8.196 2.148 0.060 -1.199 1.720 
1978 2.446 -8.402 2.201 0.039 -1.245 1.771 
1979 2.516 -8.669 2.263 0.059 -1.277 1.824 
1980 2.735 -9.333 2.463 -0.022 -1.416 1.981 
1981 2.855 -9.642 2.577 -0.101 -1.496 2.060 
1982 2.951 -9.885 2.668 -0.161 -1.557 2.120 
1983 2.982 -9.926 2.701 -0.205 -1.579 2.134 
1984 2.998 -9.902 2.718 -0.269 -1.604 2.141 
1985 3.007 -9.885 2.729 -0.307 -1.618 2.143 
1986 3.007 -9.909 2.728 -0.285 -1.611 2.144 
1987 3.010 -9.910 2.731 -0.295 -1.616 2.147 
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50.—Elasticities of NR glass beer bottle market share 
PPPAI PPPHRS RMPSA RA SPA SPS 
-1.006 4.023 -0.834 -0.107 0.667 -0.911 
-0.998 4.018 -0.827 -0.135 0.651 -0.903 
-1.067 4.308 -0.888 -0.197 0.663 -0.950 
-1.059 4.307 -0.881 -0.236 0.641 -0.939 
-1.167 4.742 -0.977 -0.304 0.672 -1.016 
-1.197 4.922 -1.002 -0.390 0.654 -1.035 
-1.203 4.995 -1.007 -0.437 0.643 -1.041 
-1.010 4.403 -0.828 -0.486 0.534 -0.909 
-0.998 4.451 -0.814 -0.568 0.502 -0.902 
-0.917 4.259 -0.738 -0.648 0.436 -0.846 
-0.788 3.890 -0.618 -0.710 0.352 -0.756 
-0.615 3.336 -0.462 -0.744 0.252 -0.632 
-0.466 2.900 -0.324 -0.811 0.156 -0.527 
-0.327 2.440 -0.199 -0.827 0.078 -0.426 
-0.266 2.234 -0.146 -0.848 0.032 -0.374 
-0.195 1.966 -0.083 -0.828 0.001 -0.321 
0.024 1.303 0.117 -0.908 -0.138 -0.164 
0.144 0.994 0.230 -0.987 -0.218 -0.085 
0.239 0.751 0.321 -1.048 -0.279 -0.025 
0.271 0.710 0.354 -1.091 -0.301 -0.011 
0.286 0.734 0.372 -1.156 -0.327 -0.005 
0.296 0.750 0.383 -1.193 -0.340 -0.002 
0.295 0.727 0.381 -1.172 -0.334 -0.001 
0.298 0.726 0.384 -1.181 -0.339 0.001 
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Table 51.—Elasticities of R glass beer bottle market share 
Year PPPAI PPPHRS RMPSA RA SPA SPS 
1964 -1.155 4.454 -1.047 -0.693 0.283 -0.763 
1965 -1.147 4.448 -1.040 -0.720 0.267 -0.755 
1966 -1.215 4.739 -1.100 -0.782 0.278 -0.802 
1967 -1.208 4.738 -1.094 -0.821 0.256 -0.792 
1968 -1.316 5.172 -1.190 -0.889 0.287 -0.869 
1969 -1.345 5.353 -1.215 -0.975 0.270 -0.887 
1970 -1.352 5.425 -1.220 -1.022 0.258 -0.893 
1971 -1.158 4.834 -1.041 -1.072 0.150 -0.761 
1972 -1.147 4.881 -1.027 -1.154 0.118 -0.754 
1973 -1.066 4.690 -0.951 -1.233 0.051 -0.698 
1974 -0.936 4.320 -0.831 -1.295 -0.032 -0.608 
1975 -0.764 3.767 -0.675 -1.329 -0.132 -0.484 
1976 -0.614 3.331 -0.537 -1.396 -0.229 -0.379 
1977 -0.476 2.871 -0.412 -1.412 -0.306 -0.278 
1978 -0.415 2.664 -0.359 -1.433 -0.352 -0.226 
1979 -0.344 2.397 -0.296 -1.413 -0.384 -0.173 
1980 -0.125 1.733 -0.096 -1.494 -0.523 -0.016 
1981 -0.005 1.424 0.017 -1.573 -0.603 0.063 
1982 0.091 1.181 0.108 -1.634 -0.664 0.123 
1983 0.122 1.140 0.141 -1.677 -0.686 0.137 
1984 0.137 1.164 0.159 -1.741 -0.711 0.143 
1985 0.147 1.181 0.170 -1.779 -0.724 0.146 
1986 0.146 1.157 0.169 -1.757 -0.718 0.147 
1987 0.149 1.156 0.171 -1.767 -0.723 0.149 
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APPENDIX H 
BEER CONTAINER MARKET SHARE FORECASTS 
52.—Aluminum beer can market share forecast 
Actual 
0.37% 
1.44% 
2.42% 
3.66% 
4.25% 
6.79% 
8.54% 
14.53% 
18.02% 
22.71% 
27.71% 
32.11% 
37.63% 
40.65% 
42.00% 
42.33% 
49.44% 
55.24% 
59.96% 
62.87% 
66.00% 
67.92% 
67.00% 
67.40% 
67.54% 
Forecast 
0.67% 
2.07% 
3.30% 
5.45% 
9.09% 
6.63% 
12.85% 
26.82% 
16.64% 
13.64% 
43.38% 
37.99% 
49.43% 
50.56% 
31.09% 
59.94% 
62.35% 
54.48% 
65.64% 
64.49% 
61.71% 
72.39% 
70.31% 
72.81% 
Error 
0.77% 
0.34% 
0.36% 
-1.21% 
-2.30% 
1.92% 
1.69% 
-8.80% 
6.08% 
14.07% 
-11.27% 
-0.36% 
-8.78% 
-8.55% 
11.24% 
-10.50% 
-7.11% 
5.49% 
-2.77% 
1.50% 
6.22% 
-5.39% 
-2.91% 
-5.27% 
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53.—Steel beer can market share forecast 
Actual Forecast Error 
39.52% • • • • • • • 
39.28% 41.67% -2.38 
41.76% 44.49% -2.73 
41.49% 47.64% -6.15 
45.35% 54.59% -9.23 
46.59% 15.68% 30.91 
47.00% 59.52% -12.52 
40.85% 32.30% 8.55 
40.81% 37.88% 2.93 
38.41% 56.72% -18.31 
34.36% 65.81% -31.44 
28.67% 14.31% 14.36 
23.93% 23.72% 0.22 
19.27% -0.11% 19.38 
17.09% 3.53% 13.55 
14.56% 26.16% -11.60 
7.48% 11.73% -4.25 
3.93% 4.91% -0.97 
1.16% 1.30% -0.15 
0.50% -0.48% 0.98 
0.33% 0.15% 0.18 
0.27% 0.35% -0.08 
0.17% 0.24% -0.07 
0.10% 0.22% -0.12 
0.06% 0.26% -0.20 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
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54.—NR glass beer bottle market share forecast 
Actual Forecast Error 
17.40% • • • • • • • • 
18.34% 19.94% -1.59% 
18.70% 18.17% 0.53% 
20.91% 17.85% 3.06% 
20.37% 17.59% 2.78% 
21.54% 33.06% -11.52% 
21.29% 15.68% 5.62% 
20.66% 26.86% -6.20% 
20.45% 18.96% 1.49% 
20.81% 14.70% 6.11% 
21.04% 12.84% 8.20% 
23.08% 25.47% -2.39% 
23.79% 25.12% -1.33% 
25.82% 32.43% -6.61% 
29.37% 30.22% -0.84% 
30.96% 32.18% -1.21% 
33.34% 22.99% 10.35% 
31.94% 26.28% 5.66% 
29.93% 34.18% -4.25% 
27.04% 27.45% -0.42% 
25.60% 25.98% -0.39% 
24.26% 28.41% -4.15% 
24.64% 20.77% 3.87% 
24.80% 23.27% 1.53% 
25.20% 22.14% 3.06% 
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1967 
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1970 
1971 
1972 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
1981 
1982 
1983 
1984 
1985 
1986 
1987 
1988 
55.—R glass beer bottle market share forecast 
Actual Forecast Error 
42.71% • • • • • • • 
40.93% 37.73% 3.21 
37.12% 35.27% 1.85 
33.94% 31.22% 2.72 
30.03% 22.38% 7.65 
25.08% 42.17% -17.09 
23.16% 18.17% 4.99 
23.95% 27.99% -4.04 
20.72% 16.35% 4.37 
18.07% 11.96% 6.11 
16.89% 7.72% 9.17 
16.14% 16.85% -0.70 
14.64% 13.18% 1.46 
14.25% 18.25% -4.00 
11.54% 15.69% -4.15 
12.14% 10.58% 1.57 
9.74% 5.35% 4.39 
8.88% 6.48% 2.40 
8.95% 10.02% -1.07 
9.60% 7.41% 2.19 
8.07% 9.37% -1.30 
7.54% 9.54% -1.99 
8.19% 6.60% 1.59 
7.70% 6.22% 1.48 
7.20% 4.80% 2.40 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
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% 
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APPENDIX I 
TIME SERIES PLOTS OF SOFT DRINK MARKET RAW DATA 
Fig. 46. U.S. packaged soft drink consumption (bgal) by 
container: 1950-1988. 
Aluminum Cans Steel Cans NR Glass Bottles 
R Glass Bottles Plastic Bottles All 
Fig. 47. U.S. packaged soft drink market share by 
container: 1950-1988. 
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Fig. 48. U.S. packaged soft drink market share (cumulative) 
by container: 1950-1988. 
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Fig. 49. Aluminum ingot price and soft drink market shares: 
1950-1988. 
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Fig. 50. Steel sheet price and soft drink market shares: 
1950-1988. 
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Fig. 51. Soda ash price and soft drink market shares: 
1950-1988. 
231 
1 
1 9 
Aluminum Cans 2 
19 
Steel Cans 
■■ 
3 
19 
NR Glass Bottles 
50 1965 1980 
Year 
50 1965 1980 
Year 
50 1965 1980 
Year 
4 
19 
R Glass Bottles 
\ 
5 
19 
Plastic Bottles 6 Legend 
. Market Share 
Petroleum 
Price 
50 1965 1980 
Year 
50 1965 1980 
Year 
Fig. 52. Petroleum price and soft drink market shares: 
1950-1988. 
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Fig. 53. Aluminum scrap price and soft drink market shares: 
1950-1988. 
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Fig. 54. Steel scrap price and soft drink market shares: 
1950-1988. 
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Fig. 55. Aluminum can recycling rate and soft drink market 
shares: 1950-1988. 
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APPENDIX J 
ANALYSIS OF SOFT DRINK MARKET MODEL 
1. Data 
Table 56 (page 234) shows the data used in the soft 
drink container regression analyses. The dependent 
variables, Ln(CMAS), Ln(CMSS), Ln(CMNS), Ln(CMRS), and 
Ln(CMPS), are log centered market shares. Equation (26) 
(page 61) shows how these values were created from raw score 
values. The other variables, the independent variables, are 
logarithms of raw score values. 
Table 56.—Soft drink market regression data 
YEAR Ln(CMAS) Ln(CMSS) Ln(CMNS) Ln(CMRS) Ln(CMPS) 
1978 -0.0341 0.4823 -0.4498 0.8029 -0.8013 
1979 0.1077 0.1948 -0.6958 0.6164 -0.2231 
1980 0.1880 -0.3007 -0.2967 0.4744 -0.0651 
1981 0.3556 -0.6950 -0.1567 0.4153 0.0808 
1982 0.4285 -0.8668 -0.1425 0.4324 0.1483 
1983 0.5694 -1.0874 -0.1272 0.4278 0.2173 
1984 0.6855 -1.2433 -0.1165 0.3586 0.3157 
1985 0.7327 -1.2157 -0.1621 0.2929 0.3522 
1986 0.8001 -1.3496 -0.1441 0.2589 0.4348 
1987 0.9380 -1.5923 -0.1245 0.0527 0.7261 
(continued, next page) 
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Table 56—Continued. 
YEAR Ln(PPPAI) Ln(PPPHRS) Ln(RMPSA) Ln(RMPSS) Ln(RMPP) 
1978 6.9928 2.7318 3.9984 2.0149 2.1972 
1979 7.1068 2.8362 4.4373 2.0832 2.5369 
1980 7.2557 2.9020 4.4981 2.2127 3.0722 
1981 7.3420 3.0022 4.5129 2.3165 3.4585 
1982 7.3315 3.0350 4.4813 2.4213 3.3506 
1983 7.3464 3.0983 4.3432 2.4570 3.2654 
1984 7.3902 3.1612 4.2047 2.5518 3.2535 
1985 7.3902 3.1612 4.2169 2.5945 3.1818 
1986 7.0187 3.0516 4.1788 2.5726 2.5265 
1987 7.2765 3.0874 4.2014 2.5802 2.7350 
(continued, below) 
Table 56- -Continued. 
YEAR Ln(AM) Ln(AG) Ln(AP) Ln(VMCOL) Ln(VMBOL) 
1978 4.3125 4.2426 4.3432 6.5103 6.7060 
1979 5.0008 4.3898 4.6101 6.5862 6.7023 
1980 5.2726 4.4695 4.7991 6.6201 6.7206 
1981 5.4309 4.7475 4.7240 6.6846 6.7182 
1982 5.2444 4.7956 4.7671 6.7214 6.7093 
1983 4.9177 4.9158 4.9540 6.7799 6.7007 
1984 5.1441 5.1031 4.8445 6.8352 6.6758 
1985 5.2177 5.1572 5.1464 6.9078 6.6771 
1986 5.4056 5.1531 5.6349 6.9565 6.6593 
1987 5.5094 5.0288 5.7883 7.0121 6.6720 
(continued, next page) 
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Table 56—Continued 
YEAR Ln(CSCS) Ln(CSNS) Ln(CSRS) Ln(CSPS) 
1978 2.5848 2.3525 5.8156 4.5421 
1979 2.5908 2.3435 6.0269 4.5996 
1980 2.4954 2.7429 6.0692 4.2148 
1981 2.5046 2.8388 6.0179 4.2172 
1982 2.4918 2.8345 6.1414 4.2286 
1983 2.4872 2.8161 6.2337 4.3248 
1984 2.4838 2.8418 6.6605 4.3119 
1985 2.4796 2.8628 6.9471 4.3782 
1986 2.4733 2.8852 7.5397 3.9971 
1987 2.5496 2.9137 8.8312 4.2171 
(continued, below) 
Table 56—Continued. 
YEAR Ln(RA) Ln(SPA) Ln(SPS) 
1978 -1.2946 3.0629 4.3456 
1979 -1.3587 3.4259 4.5918 
1980 -0.9862 3.4797 4.5314 
1981 -0.6311 3.1892 4.5361 
1982 -0.5888 2.8593 4.1547 
1983 -0.6368 3.2646 4.2892 
1984 -0.6387 3.4217 4.4763 
1985 -0.6733 3.1995 4.3180 
1986 -0.7195 3.2399 4.3064 
1987 -0.6832 3.5771 4.4516 
2. Descriptive Statistics 
Table 57 (page 237) shows the mean, standard 
deviation, minimum, and maximum of the data used in the soft 
drink market regression analyses. Other techniques, such as 
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stem-and-leaf displays, histograms, and scatter plots, were 
used also. These techniques are not shown for brevity. 
Table 57.—Descriptive statistics of soft drink market 
regression data 
Variable Mean Std Dev Minimum Maximum Valid Miss 
Ln(CMAS) 0.4771 0.3219 -0.034 0.938 10 25 
Ln(CMSS) -0.7674 0.6888 -1.592 0.482 10 25 
Ln(CMNS) -0.2416 0.1909 -0.696 -0.116 10 25 
Ln(CMRS) 0.4132 0.2024 0.053 0.803 10 25 
Ln(CMPS) 0.1186 0.4178 -0.801 0.726 10 25 
Ln(PPPAI) 7.2451 0.1507 6.993 7.390 10 25 
Ln(PPPHRS) 3.0067 0.1419 2.732 3.161 10 25 
Ln(RMPSA) 4.3073 0.1729 3.998 4.513 10 25 
Ln(RMPSS) 2.3805 0.2144 2.015 2.595 10 25 
Ln(RMPP) 2.9578 0.4271 2.197 3.459 10 25 
Ln (AM) 5.1456 0.3463 4.312 5.509 10 25 
Ln(AG) 4.8003 0.3335 4.243 5.157 10 25 
Ln(AP) 4.9612 0.4486 4.343 5.788 10 25 
Ln(RA) -0.8211 0.2885 -1.359 -0.589 10 25 
Ln(SPA) 3.2720 0.2133 2.859 3.577 10 25 
Ln(SPS) 4.4001 0.1382 4.155 4.592 10 25 
Ln(CSCS) 2.5141 0.0442 2.473 2.591 10 25 
Ln(CSNS) 2.7432 0.2130 2.343 2.914 10 25 
Ln(CSRS) 6.6283 0.9361 5.816 8.831 10 25 
Ln(CSPS) 4.3031 0.1742 3.997 4.600 10 25 
Ln(VMCOL) 6.7614 0.1665 6.510 7.012 10 25 
Ln(VMBOL) 6.6941 0.0213 6.659 6.721 10 25 
The standard deviations of the container size 
variables, Ln(CSCS), Ln(CSNS), Ln(CSRS), and Ln(CSPS), 
reveal low variability. Also, the vending machine 
variables, Ln(VMCOL), Ln(VMBOL), have low variability. 
Although not shown, the coefficient of variation of the 
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primary product price of aluminum cans, Ln(PPPAI), suggests 
low variability. 
3. Correlation Matrix 
Table 58 (page 238) shows the correlations between the 
soft drink market regression variables. The large values of 
the correlation coefficients suggest the presence of 
multicollinearity in the regression analyses. 
Table 58.—Correlation matrix of soft drink market 
regression data 
Ln(CMAS) Ln(CMSS) Ln(CMNS) Ln(CMRS) Ln(CMPS) 
Ln(CMAS) 1.0000 -0.9746 0.7548 -0.9378 0.9457 
Ln(CMSS) -0.9746 1.0000 -0.8550 0.9339 -0.9595 
Ln(CMNS) 0.7548 -0.8550 1.0000 -0.7094 0.7147 
Ln(CMRS) -0.9378 0.9339 -0.7094 1.0000 -0.9773 
Ln(CMPS) 0.9457 -0.9595 0.7147 -0.9773 1.0000 
Ln(PPPAI) 0.4102 -0.5413 0.5967 -0.4524 0.5229 
Ln(PPPHRS) 0.8877 -0.9376 0.8157 -0.8102 0.8815 
Ln(RMPSA) -0.2201 0.0614 -0.0383 -0.0111 0.0913 
Ln(RMPSS) 0.9701 -0.9845 0.8370 -0.8913 0.9249 
Ln(RMPP) 0.2720 -0.4569 0.6086 -0.3317 0.4262 
Ln(AM) 0.6497 -0.7082 0.5271 -0.8353 0.8308 
Ln(AG) 0.9557 -0.9600 0.7967 -0.8490 0.8937 
Ln(AP) 0.8863 -0.8211 0.5443 -0.9110 0.8633 
Ln(RA) 0.7696 -0.8837 0.9538 -0.7410 0.7871 
Ln(SPA) 0.2627 -0.1895 -0.1119 -0.3866 0.3484 
Ln(SPS) -0.2682 0.3034 -0.4569 0.0847 -0.1258 
Ln(CSCS) -0.5564 0.6858 -0.8030 0.5023 -0.5784 
Ln(CSNS) 0.8324 -0.9256 0.9401 -0.8596 0.8715 
Ln(CSRS) 0.8329 -0.7291 0.4378 -0.8588 0.7763 
Ln(CSPS) -0.6096 0.6930 -0.7505 0.6789 -0.6588 
Ln(VMCOL) 0.9919 -0.9469 0.7012 -0.9396 0.9316 
Ln(VMBOL) -0.8003 0.6666 -0.3546 0.6374 -0.6292 
(continued, next page) 
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Table 58—Continued 
Ln(PPPAI) Ln(PPPHRS) Ln(RMPSA) Ln(RMPSS) Ln(RMPP) 
Ln(CMAS) 0.4102 0.8877 -0.2201 0.9701 0.2720 
Ln(CMSS) -0.5413 -0.9376 0.0614 -0.9845 -0.4569 
Ln(CMNS) 0.5967 0.8157 -0.0383 0.8370 0.6086 
Ln(CMRS) -0.4524 -0.8102 -0.0111 -0.8913 -0.3317 
Ln(CMPS) 0.5229 0.8815 0.0913 0.9249 0.4262 
Ln(PPPAI) 1.0000 0.7294 0.4193 0.5342 0.9168 
Ln(PPPHRS) 0.7294 1.0000 0.0267 0.9553 0.6398 
Ln(RMPSA) 0.4193 0.0267 1.0000 -0.1314 0.6212 
Ln(RMPSS) 0.5342 0.9553 -0.1314 1.0000 0.4401 
Ln(RMPP) 0.9168 0.6398 0.6212 0.4401 1.0000 
Ln (AM) 0.4417 0.6174 0.4680 0.6470 0.4832 
Ln(AG) 0.4935 0.9509 -0.1631 0.9870 0.4156 
Ln(AP) 0.0751 0.6098 -0.2112 0.7837 -0.0382 
Ln(RA) 0.7118 0.8918 0.1587 0.8658 0.7423 
Ln(SPA) 0.0598 0.1198 -0.0055 0.1181 -0.1389 
Ln(SPS) -0.0461 -0.2840 0.2525 -0.3694 -0.1007 
Ln(CSCS) -0.5554 -0.7548 -0.2116 -0.7174 -0.6890 
Ln(CSNS) 0.6343 0.8761 0.1495 0.8969 0.6451 
Ln(CSRS) 0.0432 0.5107 -0.3712 0.6906 -0.1706 
Ln(CSPS) -0.1527 -0.5148 -0.1522 -0.6396 -0.3163 
Ln(VMCOL) 0.3221 0.8359 -0.2574 0.9459 0.1793 
Ln(VMBOL) 0.0873 -0.5631 0.6182 -0.7179 0.2599 
(continued, next page) 
239 
Table 58—Continued 
Ln (AM) Ln(AG) Ln(AP) Ln(RA) Ln(SPA) 
Ln(CMAS) 0.6497 0.9557 0.8863 0.7696 0.2627 
Ln(CMSS) -0.7082 -0.9600 -0.8211 -0.8837 -0.1895 
Ln(CMNS) 0.5271 0.7967 0.5443 0.9538 -0.1119 
Ln(CMRS) -0.8353 -0.8490 -0.9110 -0.7410 -0.3866 
Ln(CMPS) 0.8308 0.8937 0.8633 0.7871 0.3484 
Ln(PPPAI) 0.4417 0.4935 0.0751 0.7118 0.0598 
Ln(PPPHRS) 0.6174 0.9509 0.6098 0.8918 0.1198 
Ln(RMPSA) 0.4680 -0.1631 -0.2112 0.1587 -0.0055 
Ln(RMPSS) 0.6470 0.9870 0.7837 0.8658 0.1181 
Ln(RMPP) 0.4832 0.4156 -0.0382 0.7423 -0.1389 
Ln(AM) 1.0000 0.6160 0.6790 0.6378 0.3200 
Ln(AG) 0.6160 1.0000 0.7519 0.8372 0.1062 
Ln(AP) 0.6790 0.7519 1.0000 0.5196 0.3961 
Ln(RA) 0.6378 0.8372 0.5196 1.0000 -0.1364 
Ln(SPA) 0.3200 0.1062 0.3961 -0.1364 1.0000 
Ln(SPS) 0.1450 -0.3329 -0.1495 -0.4213 0.7351 
Ln(CSCS) -0.5176 -0.7161 -0.3460 -0.8144 0.1586 
Ln(CSNS) 0.7687 0.8549 0.6839 0.9516 0.0673 
Ln(CSRS) 0.5559 0.6487 0.9360 0.3901 0.4675 
Ln(CSPS) -0.7286 -0.6056 -0.6644 -0.7030 -0.0165 
Ln(VMCOL) 0.6533 0.9324 0.9266 0.7068 0.2802 
Ln(VMBOL) -0.2885 -0.7549 -0.7667 -0.3169 -0.2726 
(continued. next page) 
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Table 58—Continued 
Ln(SPS) Ln(CSCS) Ln(CSNS) Ln(CSRS) Ln(CSPS) 
Ln(CMAS) -0.2682 -0.5564 0.8324 0.8329 -0.6096 
Ln(CMSS) 0.3034 0.6858 -0.9256 -0.7291 0.6930 
Ln(CMNS) -0.4569 -0.8030 0.9401 0.4378 -0.7505 
Ln(CMRS) 0.0847 0.5023 -0.8596 -0.8588 0.6789 
Ln(CMPS) -0.1258 -0.5784 0.8715 0.7763 -0.6588 
Ln(PPPAI) -0.0461 -0.5554 0.6343 0.0432 -0.1527 
Ln(PPPHRS) -0.2840 -0.7548 0.8761 0.5107 -0.5148 
Ln(RMPSA) 0.2525 -0.2116 0.1495 -0.3712 -0.1522 
Ln(RMPSS) -0.3694 -0.7174 0.8969 0.6906 -0.6396 
Ln(RMPP) -0.1007 -0.6890 0.6451 -0.1706 -0.3163 
Ln(AM) 0.1450 -0.5176 0.7687 0.5559 -0.7286 
Ln(AG) -0.3329 -0.7161 0.8549 0.6487 -0.6056 
Ln(AP) -0.1495 -0.3460 0.6839 0.9360 -0.6644 
Ln(RA) -0.4213 -0.8144 0.9516 0.3901 -0.7030 
Ln(SPA) 0.7351 0.1586 0.0673 0.4675 -0.0165 
Ln(SPS) 1.0000 0.3954 -0.3007 -0.0515 0.2546 
Ln(CSCS) 0.3954 1.0000 -0.8265 -0.0986 0.7181 
Ln(CSNS) -0.3007 -0.8265 1.0000 0.5421 -0.8193 
Ln(CSRS) -0.0515 -0.0986 0.5421 1.0000 -0.4683 
Ln(CSPS) 0.2546 0.7181 -0.8193 -0.4683 1.0000 
Ln(VMCOL) -0.2556 -0.5099 0.7952 0.8747 -0.6100 
Ln(VMBOL) 0.2016 0.2366 -0.3994 -0.7825 0.3293 
(continued. next page) 
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Table 58—Continued. 
Ln(VMCOL) Ln(VMBOL) 
Ln(CMAS) 0.9919 -0.8003 
Ln(CMSS) -0.9469 0.6666 
Ln(CMNS) 0.7012 -0.3546 
Ln(CMRS) -0.9396 0.6374 
Ln(CMPS) 0.9316 -0.6292 
Ln(PPPAI) 0.3221 0.0873 
Ln(PPPHRS) 0.8359 -0.5631 
Ln(RMPSA) -0.2574 0.6182 
Ln(RMPSS) 0.9459 -0.7179 
Ln(RMPP) 0.1793 0.2599 
Ln (AM) 0.6533 -0.2885 
Ln(AG) 0.9324 -0.7549 
Ln(AP) 0.9266 -0.7667 
Ln(RA) 0.7068 -0.3169 
Ln(SPA) 0.2802 -0.2726 
Ln(SPS) -0.2556 0.2016 
Ln(CSCS) -0.5099 0.2366 
Ln(CSNS) 0.7952 -0.3994 
Ln(CSRS) 0.8747 -0.7825 
Ln(CSPS) -0.6100 0.3293 
Ln(VMCOL) 1.0000 -0.8354 
Ln(VMBOL) -0.8354 1.0000 
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Table 59.—Probability t > |r| for correlation matrix of 
soft drink market regression data 
Ln(CMAS) Ln(CMSS) Ln(CMNS) Ln(CMRS) Ln(CMPS) 
Ln(CMAS) 0.0000 0.0000 0.0116 0.0001 0.0000 
Ln(CMSS) 0.0000 0.0000 0.0016 0.0001 0.0000 
Ln(CMNS) 0.0116 0.0016 0.0000 0.0216 0.0202 
Ln(CMRS) 0.0001 0.0001 0.0216 0.0000 0.0000 
Ln(CMPS) 0.0000 0.0000 0.0202 0.0000 0.0000 
Ln(PPPAI) 0.2391 0.1061 0.0686 0.1892 0.1209 
Ln(PPPHRS) 0.0006 0.0001 0.0040 0.0045 0.0007 
Ln(RMPSA) 0.5412 0.8662 0.9163 0.9757 0.8020 
Ln(RMPSS) 0.0000 0.0000 0.0025 0.0005 0.0001 
Ln(RMPP) 0.4471 0.1844 0.0619 0.3492 0.2194 
Ln(AM) 0.0420 0.0219 0.1174 0.0026 0.0029 
Ln(AG) 0.0000 0.0000 0.0058 0.0019 0.0005 
Ln(AP) 0.0006 0.0036 0.1038 0.0002 0.0013 
Ln(RA) 0.0092 0.0007 0.0000 0.0142 0.0069 
Ln(SPA) 0.4634 0.6000 0.7583 0.2698 0.3238 
Ln(SPS) 0.4537 0.3941 0.1844 0.8161 0.7290 
Ln(CSCS) 0.0948 0.0286 0.0052 0.1390 0.0799 
Ln(CSNS) 0.0028 0.0001 0.0001 0.0014 0.0010 
Ln(CSRS) 0.0028 0.0167 0.2057 0.0015 0.0083 
Ln(CSPS) 0.0613 0.0263 0.0124 0.0309 0.0383 
Ln(VMCOL) 0.0000 0.0000 0.0238 0.0001 0.0001 
Ln(VMBOL) 0.0054 0.0353 0.3148 0.0474 0.0513 
(continued, next page) 
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Table 59—Continued. 
Ln(PPPAI) Ln(PPPHRS) Ln(RMPSA) Ln(RMPSS) Ln(RMPP) 
Ln(CMAS) 0.2391 0.0006 0.5412 0.0000 0.4471 
Ln(CMSS) 0.1061 0.0001 0.8662 0.0000 0.1844 
Ln(CMNS) 0.0686 0.0040 0.9163 0.0025 0.0619 
Ln(CMRS) 0.1892 0.0045 0.9757 0.0005 0.3492 
Ln(CMPS) 0.1209 0.0007 0.8020 0.0001 0.2194 
Ln(PPPAI) 0.0000 0.0167 0.2278 0.1117 0.0002 
Ln(PPPHRS) 0.0167 0.0000 0.9417 0.0000 0.0463 
Ln(RMPSA) 0.2278 0.9417 0.0000 0.7175 0.0553 
Ln(RMPSS) 0.1117 0.0000 0.7175 0.0000 0.2030 
Ln(RMPP) 0.0002 0.0463 0.0553 0.2030 0.0000 
Ln (AM) 0.2012 0.0572 0.1726 0.0432 0.1571 
Ln(AG) 0.1472 0.0000 0.6525 0.0000 0.2323 
Ln(AP) 0.8367 0.0612 0.5581 0.0073 0.9167 
Ln(RA) 0.0209 0.0005 0.6615 0.0012 0.0139 
Ln(SPA) 0.8696 0.7417 0.9879 0.7452 0.7019 
Ln(SPS) 0.8994 0.4264 0.4816 0.2934 0.7819 
Ln(CSCS) 0.0956 0.0116 0.5573 0.0195 0.0275 
Ln(CSNS) 0.0489 0.0009 0.6802 0.0004 0.0440 
Ln(CSRS) 0.9056 0.1315 0.2909 0.0270 0.6375 
Ln(CSPS) 0.6736 0.1278 0.6746 0.0464 0.3733 
Ln(VMCOL) 0.3641 0.0026 0.4727 0.0000 0.6201 
Ln(VMBOL) 0.8105 0.0901 0.0567 0.0194 0.4684 
(continued. next page) 
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Table 59—Continued, 
Ln (AM) Ln(AG) Ln(AP) Ln(RA) Ln(SPA) 
Ln(CMAS) 0.0420 0.0000 0.0006 0.0092 0.4634 
Ln(CMSS) 0.0219 0.0000 0.0036 0.0007 0.6000 
Ln(CMNS) 0.1174 0.0058 0.1038 0.0000 0.7583 
Ln(CMRS) 0.0026 0.0019 0.0002 0.0142 0.2698 
Ln(CMPS) 0.0029 0.0005 0.0013 0.0069 0.3238 
Ln(PPPAI) 0.2012 0.1472 0.8367 0.0209 0.8696 
Ln(PPPHRS) 0.0572 0.0000 0.0612 0.0005 0.7417 
Ln(RMPSA) 0.1726 0.6525 0.5581 0.6615 0.9879 
Ln(RMPSS) 0.0432 0.0000 0.0073 0.0012 0.7452 
Ln(RMPP) 0.1571 0.2323 0.9167 0.0139 0.7019 
Ln(AM) 0.0000 0.0579 0.0308 0.0472 0.3674 
Ln(AG) 0.0579 0.0000 0.0121 0.0025 0.7703 
Ln(AP) 0.0308 0.0121 0.0000 0.1237 0.2572 
Ln(RA) 0.0472 0.0025 0.1237 0.0000 0.7070 
Ln(SPA) 0.3674 0.7703 0.2572 0.7070 0.0000 
Ln(SPS) 0.6895 0.3472 0.6802 0.2253 0.0154 
Ln(CSCS) 0.1255 0.0198 0.3273 0.0041 0.6617 
Ln(CSNS) 0.0094 0.0016 0.0292 0.0000 0.8535 
Ln(CSRS) 0.0952 0.0424 0.0001 0.2651 0.1731 
Ln(CSPS) 0.0168 0.0635 0.0361 0.0233 0.9639 
Ln(VMCOL) 0.0405 0.0001 0.0001 0.0223 0.4329 
Ln(VMBOL) 0.4188 0.0116 0.0097 0.3723 0.4460 
(continued, next page) 
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Table 59—Continued. 
Ln(SPS) Ln(CSCS) Ln(CSNS) Ln(CSRS) Ln(CSPS) 
Ln(CMAS) 0.4537 0.0948 0.0028 0.0028 0.0613 
Ln(CMSS) 0.3941 0.0286 0.0001 0.0167 0.0263 
Ln(CMNS) 0.1844 0.0052 0.0001 0.2057 0.0124 
Ln(CMRS) 0.8161 0.1390 0.0014 0.0015 0.0309 
Ln(CMPS) 0.7290 0.0799 0.0010 0.0083 0.0383 
Ln(PPPAI) 0.8994 0.0956 0.0489 0.9056 0.6736 
Ln(PPPHRS) 0.4264 0.0116 0.0009 0.1315 0.1278 
Ln(RMPSA) 0.4816 0.5573 0.6802 0.2909 0.6746 
Ln(RMPSS) 0.2934 0.0195 0.0004 0.0270 0.0464 
Ln(RMPP) 0.7819 0.0275 0.0440 0.6375 0.3733 
Ln(AM) 0.6895 0.1255 0.0094 0.0952 0.0168 
Ln(AG) 0.3472 0.0198 0.0016 0.0424 0.0635 
Ln(AP) 0.6802 0.3273 0.0292 0.0001 0.0361 
Ln(RA) 0.2253 0.0041 0.0000 0.2651 0.0233 
Ln(SPA) 0.0154 0.6617 0.8535 0.1731 0.9639 
Ln(SPS) 0.0000 0.2580 0.3985 0.8876 0.4777 
Ln(CSCS) 0.2580 0.0000 0.0032 0.7865 0.0193 
Ln(CSNS) 0.3985 0.0032 0.0000 0.1055 0.0037 
Ln(CSRS) 0.8876 0.7865 0.1055 0.0000 0.1722 
Ln(CSPS) 0.4777 0.0193 0.0037 0.1722 0.0000 
Ln(VMCOL) 0.4760 0.1321 0.0060 0.0009 0.0611 
Ln(VMBOL) 0.5765 0.5104 0.2528 0.0075 0.3528 
(continued, next page) 
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Table 59—Continued. 
Ln(VMCOL) Ln(VMBOL) 
Ln(CMAS) 0.0000 0.0054 
Ln(CMSS) 0.0000 0.0353 
Ln(CMNS) 0.0238 0.3148 
Ln(CMRS) 0.0001 0.0474 
Ln(CMPS) 0.0001 0.0513 
Ln(PPPAI) 0.3641 0.8105 
Ln(PPPHRS) 0.0026 0.0901 
Ln(RMPSA) 0.4727 0.0567 
Ln(RMPSS) 0.0000 0.0194 
Ln(RMPP) 0.6201 0.4684 
Ln(AM) 0.0405 0.4188 
Ln(AG) 0.0001 0.0116 
Ln(AP) 0.0001 0.0097 
Ln(RA) 0.0223 0.3723 
Ln(SPA) 0.4329 0.4460 
Ln(SPS) 0.4760 0.5765 
Ln(CSCS) 0.1321 0.5104 
Ln(CSNS) 0.0060 0.2528 
Ln(CSRS) 0.0009 0.0075 
Ln(CSPS) 0.0611 0.3528 
Ln(VMCOL) 0.0000 0.0026 
Ln(VMBOL) 0.0026 0.0000 
4. Collinearitv Analysis 
The high correlation coefficients in table 58 
(page 238) suggest that the explanatory variables are not 
independent. Although correlation coefficients show 
pairwise relationships between variables, they do not show 
more complex relationships. Therefore, additional analysis 
is needed. 
Additional diagnostics are reported only for the 
aluminum soft drink can regression analysis. Only one set 
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of diagnostics is reported because the diagnostics were the 
same for all equations. The exception is Theil's 
multicollinearity effect. 
The values of Theil's multicollinearity statistic are 
0.9533, 0.9446, 0.9020, 0.9351, and 0.7633 from the aluminum 
can, steel can, NR glass bottle, R glass bottle, and plastic 
bottle equations. Since these values are not close to zero, 
the regressors are not orthogonal and multicollinearity 
exists. 
Another indicator of multicollinearity is the 
determinant of the correlation matrix. Since its value, 
0.0002, is close to zero, one or more near exact linear 
dependencies exist. 
Table 60 (page 249) shows the variance inflation 
factors (VIF) for the regression equations. Since most 
values are greater than 5.0, multicollinearity exists. 
These VIF values suggest that the logs of the prices of 
petroleum, Ln(RMPP), and of aluminum ingot, Ln(PPPAI), 
contribute most to multicollinearity. 
To show complex relationships between variables, 
eigenvectors are used. Table 61 (page 250) shows the 
singular value decomposition. This table shows that 
eigenvalue #7 has a singular value of 326.0709, which is 
much larger than the criterion value of 30. Since this is 
the largest value, eigenvalue #7 is the most singular. 
Also, eigenvalue #7 contributes 0.9808, 0.8407, and 0.3191 
to the variances of the Ln(PPPAI), Ln(PPPHRS), and Ln(RA) 
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coefficients respectively. This suggests that there is a 
high degree of linear association between these variables. 
Eigenvalue #6 suggests that there is a high degree of linear 
association between Ln(RA), Ln(SPA), and Ln(SPS). 
Eigenvalue #5 suggests that there is a high degree of linear 
association between Ln(RA), Ln(RMPSA), and Ln(RMPP). 
Therefore, a high degree of multicollinearity exists in all 
regression equations. 
Table 60.—Soft drink market regression: variance inflation 
factors 
Variable Tolerance VIF 
Ln(PPPAI) 0.0575 17.3786 
Ln(PPPHRS) 0.0977 10.2315 
Ln(RMPSA) 0.2276 4.3942 
Ln(RMPP) 0.0272 36.7822 
Ln(RA) 0.0861 11.6104 
Ln(SPA) 0.1504 6.6470 
Ln(SPS) 0.1765 5.6662 
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Table 61.—Soft drink market regression: singular value 
decomposition 
Singular Value Ln(PPPAI) Ln(PPPHRS) Ln(RMPSA) 
#1 1.0000 0.0000 0.0000 0.0000 
#2 7.9123 0.0000 0.0001 0.0001 
#3 32.6652 0.0001 0.0027 0.0026 
#4 63.6941 0.0088 0.0303 0.0112 
#5 103.5930 0.0052 0.0409 0.7315 
#6 177.5678 0.0051 0.0853 0.2450 
#7 326.0709 0.9808 0.8407 0.0097 
(continued, below) 
Table 61—Continued. 
Ln(RMPP) Ln(RA) Ln(SPA) Ln(SPS) 
#1 0.0001 0.0002 0.0000 0.0000 
#2 0.0039 0.0662 0.0000 0.0000 
#3 0.2064 0.0776 0.0542 0.0009 
#4 0.1740 0.0007 0.3060 0.0002 
#5 0.3664 0.2745 0.0008 0.0073 
#6 0.0178 0.2616 0.3715 0.7575 
#7 0.2315 0.3191 0.2675 0.2341 
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Table 62.—Soft drink market regression: eigenvectors for 
the correlation matrix 
#1 #2 #3 #4 #5 
EIGENVAL 0.1510 0.0130 0.0097 0.0020 0.0012 
Ln(PPPAI) -0.0832 0.1251 0.1550 -0.3861 -0.1155 
Ln(PPPHRS) -0.2432 0.1829 -0.2346 -0.6218 0.3974 
Ln(RMPSA) -0.0348 0.2117 0.6345 0.3684 0.5961 
Ln(RMPP) -0.2098 0.1835 0.6113 -0.4380 -0.2486 
Ln(RA) -0.9389 -0.0362 -0.1191 0.2990 -0.0999 
Ln(SPA) 0.0345 0.7734 -0.3512 0.0942 0.2179 
Ln(SPS) 0.0768 0.5224 0.0848 0.1960 -0.5951 
(continued, below) 
Table 62—Continued. 
#6 #7 
EIGENVAL 0.0005 0.0001 
Ln(PPPAI) -0.3002 0.8372 
Ln(PPPHRS) 0.5532 -0.0417 
Ln(RMPSA) 0.1821 0.1649 
Ln(RMPP) -0.2440 -0.4852 
Ln(RA) -0.0401 0.0438 
Ln(SPA) -0.4503 -0.1351 
Ln(SPS) 0.5539 0.1207 
Note: The condition number is 283.2226. 
251 
Table 63.—Soft drink market regression: eigenvectors for 
the covariance matrix 
#1 #2 #3 #4 #5 
EIGENVAL 3.5315 1.8458 1.1566 0.2597 0.1340 
Ln(PPPAI) -0.4846 0.1757 0.0019 0.5912 -0.3708 
Ln(PPPHRS) -0.4528 -0.0294 0.4470 -0.2204 -0.0214 
Ln(RMPSA) -0.2217 0.3514 -0.6681 -0.5403 -0.1906 
Ln(RMPP) -0.4965 0.1271 -0.2478 0.2490 0.1311 
Ln(RA) -0.4850 -0.1380 0.2147 -0.3545 0.4918 
Ln(SPA) 0.0667 0.5944 0.4958 -0.2633 -0.4100 
Ln(SPS) 0.1573 0.6755 0.0207 0.2301 0.6313 
(continued, below) 
Table 63—Continued. 
#6 #7 
EIGENVAL 0.0562 0.0162 
Ln(PPPAI) -0.0931 0.4884 
Ln(PPPHRS) 0.7368 -0.0495 
Ln(RMPSA) 0.1288 0.1901 
Ln(RMPP) -0.1226 -0.7627 
Ln(RA) -0.5073 0.2733 
Ln(SPA) -0.3407 -0.2071 
Ln(SPS) 0.2086 0.1535 
Note: The condition number is 62.8356. 
5. Aluminum Soft Drink Can Regression Analysis 
a. Regression Equation 
Table 64 (page 253) shows the regression results for 
the aluminum soft drink can equation. Using an F-test, 
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there is a statistically significant relationship between 
the dependent and independent variables at the .10 level of 
significance. 
Table 64.—Aluminum soft drink can regression: coefficients 
and statistics 
Valid cases: 10 Dependent variable: Ln(CMAS) 
Missing cases: 25 Deletion method: Listwise 
Total SS: 3.209 Degrees of freedom: 3 
R-squared: 0.993 Rbar-squared: 0.979 
Residual SS: 0.022 Std error of est: 0.086 
F(7,3) : 
Durbin-Watson: 
62.102 
2.858 
Probability of F: 0.003 
Variable Estimate 
Standard 
Error t-value 
Prob 
>1*1 
Std 
Estimate 
Cor with 
Dep Var 
Ln(PPPAI) -0.399934 0.375889 -1.06 0.365 -0.187 0.4102 
Ln(PPPHRS) 1.483004 0.629057 2.36 0.100 0.654 0.8877 
Ln(RMPSA) 0.039824 0.244477 0.16 0.881 0.021 -0.2201 
Ln(RMPP) -0.326488 0.174996 -1.87 0.159 -0.433 0.2720 
Ln(RA) 0.705886 0.325048 2.17 0.118 0.633 0.7696 
Ln(SPA) 0.443260 0.245329 1.81 0.169 0.294 0.2627 
Ln(SPS) -0.263773 0.410835 -0.64 0.567 -0.113 -0.2682 
Using a t-test, only the coefficient of Ln(PPPHRS) is 
statistically different from zero at the .10 level of 
significance. Other coefficients may be significant, but 
this is impossible to tell due to multicollinearity. 
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b. Residual Analysis 
The purposes of residual analysis are to evaluate the 
appropriateness of the regression model equation, and to 
study potential violations of its assumptions. One 
assumption of the linear regression model is that the error 
term is normally distributed with zero mean. Although 
several statistical tests exist, this study performed no 
test of normality. The reason is that few observations are 
available for doing such a test. 
Fig. 56 (page 254) shows the distribution of errors in 
the aluminum soft drink can regression equation. 
Midpoint 
Fig. 56. Aluminum soft drink can regression: distribution 
of standardized residuals. Data are in table 65 (page 257). 
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A second assumption of the linear regression model is 
that the variance of the error term is constant for all 
observations (homoscedastic). No statistical test of 
heteroscedasticity was performed because of few 
observations. Fig. 57 (page 255) shows the standardized 
residuals over time in the aluminum soft drink can 
regression equation. 
A third assumption of the linear regression model is 
that the errors corresponding to different observations are 
uncorrelated. A test of this assumption is the Durbin- 
Watson test. From table 64 (page 253), the Durbin-Watson 
statistic is 2.858, which suggests no serial correlation. 
Fig. 57. Aluminum soft drink can regression: standardized 
residuals over time. Data are in table 65 (page 257). 
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Fig. 58. Aluminum soft drink can regression: standardized 
residuals versus predicted Y. 
c. Influence Analysis 
The purpose of influence analysis is to assess the 
potential effect or "influence" of each observation on the 
fitted model. "Influential observations in an estimated 
regression eguation are those observations that make a 
relatively large contribution to the values of the 
estimates" [Judge et al., 1988], Table 65 (page 257) shows 
the measures of influence for the aluminum soft drink can 
regression. The studentized deleted residuals, and Cook's 
distance statistic suggest that the response of the 
dependent variable in 1978 and 1987 exerts a strong 
influence on the fitted equation. 
Table 24 (page 169) suggests that the market shares of 
NR glass bottles and plastic bottles in 1978 are probably 
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extreme observations. Also, the market shares of R glass 
bottles and plastic bottles in 1987 are probably extreme 
observations. No reason is known why these observations may 
be extreme. 
Table 65.—Aluminum soft drink can regression: residuals and 
influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1978 -0.028 -1.662 -4.837* 0.961 9.753* 
1979 0.047 1.176 1.307 0.781 0.702 
1980 -0.041 -0.725 -0.651 0.565 0.097 
1981 0.017 0.631 0.554 0.897 0.494 
1982 0.019 0.477 0.406 0.777 0.114 
1983 -0.060 -0.878 -0.831 0.355 0.061 
1984 -0.037 -0.672 -0.595 0.577 0.088 
1985 0.067 1.094 1.151 0.487 0.162 
1986 -0.052 -1.469 -2.262 0.827 1.473* 
1987 0.066 1.620 3.729* 0.773 1.279* 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
ei = Yi " Yhati. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if |SRESi| > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if | TTESTj^ | > t>10,T_K = 2.3534. 
dHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 1.400. 
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eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 5Q K T-K = i*1500* 
6. Steel Soft Drink Can Regression Analysis 
a. Regression Equation 
Table 66 (page 258) shows the regression results for 
the steel soft drink can equation. Using an F-test, there 
is sufficient evidence to reject the hypothesis that all 
coefficients are zero at the .10 level of significance. 
Therefore, at least one coefficient is different from zero. 
Table 66.—Steel soft drink can regression: coefficients and 
statistics 
Valid cases: 10 Dependent variable: Ln(CMSS) 
Missing cases: 25 Deletion method: Listwise 
Total SS: 10.158 Degrees of freedom: 3 
R-squared: 0.997 Rbar-squared: 0.991 
Residual SS: 0.029 Std error of est: 0.098 
F (7 / 3) : 
Durbin-Watson: 
149.958 
2.771 
Probability of F: 0.001 
Standard Prob Std < Cor with 
Variable Estimate Error t- -value >|t| Estimate Dep Var 
Ln(PPPAI) 0.643659 0.431240 1.49 0.232 0.141 -0.5413 
Ln(PPPHRS) -2.287153 0.721687 -3.17 0.051 -0.471 -0.9376 
Ln(RMPSA) -0.327668 0.280476 -1.17 0.327 -0.082 0.0614 
Ln(RMPP) 0.495869 0.200764 2.47 0.090 0.307 -0.4569 
Ln(RA) -1.819843 0.372911 
co 
C
O
 • 
l 0.016 -0.762 -0.8837 
Ln(SPA) -0.968607 0.281454 -3.44 0.041 -0.300 -0.1895 
Ln(SPS) 0.696691 0.471331 1.48 0.236 0.140 0.3034 
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From t-tests on the individual coefficients, there is 
sufficient evidence to conclude that the coefficients on 
Ln(PPPHRS), Ln(RMPP), Ln(RA), and Ln(SPA) are statistically 
different from zero at the .10 level of significance. 
Therefore, these variables probably affect the dependent 
variable. Also, there is insufficient evidence to reject 
the hypotheses that the coefficients on Ln(PPPAI), 
Ln(RMPSA), and Ln(SPS) are zero at the .10 level of 
significance. These coefficients may be significant, but 
this is impossible to tell due to multicollinearity. 
b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed due to few observations. 
Since the Durbin-Watson statistic is 2.771 (see table 66, 
page 258), the test for serial correlation is inconclusive. 
Fig. 59 (page 260) shows the distribution of the 
standardized residuals. Fig. 60 (page 260) and fig. 61 
(page 261) show the standardized residuals over time, and 
versus the predicted dependent variable. 
c. Influence Analysis 
Table 67 (page 261) shows the measures of influence 
for the steel soft drink can equation. The studentized 
deleted residuals and Cook's distance statistic for 1978 and 
1987 suggest that the response of the dependent variable in 
those years exerts a strong influence on the fitted 
equation. 
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Midpoint 
Fig. 59. Steel soft drink can regression: distribution of 
standardized residuals. Data are in table 67 (page 261). 
Year 
Fig. 60. Steel soft drink can regression: standardized 
residuals over time. Data are in table 67 (page 261). 
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Table 67.—Steel soft drink can regression: residuals and 
influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1978 0.033 1.709 8.506* 0.961 10.301* 
1979 -0.050 -1.089 -1.143 0.781 0.602 
1980 0.036 0.550 0.473 0.565 0.056 
1981 -0.010 -0.321 -0.267 0.897 0.128 
1982 -0.034 -0.730 -0.657 0.777 0.266 
1983 0.089 1.132 1.221 0.355 0.101 
1984 0.028 0.439 0.370 0.577 0.038 
1985 -0.073 -1.036 -1.056 0.487 0.146 
1986 0.057 1.403 1.953 0.827 1.344 
1987 -0.074 -1.581 -3.159* 0.773 1.219 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
eguation. 
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aRES = Residual. The residual for the i-th observation is 
ei = Yi - Yhati. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if ISRES-jJ > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if |TTEST^| > t>10,T_K = 2.3534. 
dHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 1.400. 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 5Q K T-K = i*1500* 
7. NR Glass Soft Drink Bottle Regression Analysis 
a. Regression Equation 
Table 68 (page 263) shows the regression results for 
the NR glass soft drink bottle equation. Using an F-test, 
there is an overall statistically significant relationship 
between the dependent and independent variables at the .10 
level of significance. 
Using a t-test, only the coefficient of Ln(RA) is 
statistically different from zero at the .10 level of 
significance. Other coefficients may be significant, but 
this is impossible to tell due to multicollinearity. 
b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed due to the number of 
observations. From table 68 (page 263), the Durbin-Watson 
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statistic is 2.982. Therefore, the test for serial 
correlation is inconclusive. 
Fig. 62 (page 264) shows the distribution of the 
standardized residuals. Fig. 63 (page 264) and fig. 64 
(page 265) show the standardized residuals over time, and 
versus the predicted dependent variable respectively. 
Table 68.—NR glass soft drink bottle regression: 
coefficients and statistics 
Valid cases: 10 Dependent variable: Ln(CMNS) 
Missing cases: 25 Deletion method: Listwise 
Total SS: 0.912 Degrees of freedom: 3 
R-squared: 0.986 Rbar-squared: 0.958 
Residual SS: 0.013 Std error of est: 0.065 
F (7,3) : 
Durbin-Watson: 
30.087 
2.982 
Probability of F: 0.009 
Standard Prob Std Cor with 
Variable Estimate Error t- -value >111 Estimate Dep Var 
Ln(PPPAI) 0.469600 0.286786 1.64 0.200 0.371 0.5967 
Ln(PPPHRS) -0.613914 0.479941 -1.28 0.291 -0.456 0.8157 
Ln(RMPSA) -0.166363 0.186524 i o
 
• 00
 
K
D
 
0.438 -0.151 -0.0383 
Ln(RMPP) -0.163002 0.133513 -1.22 0.309 -0.365 0.6086 
Ln(RA) 0.922791 0.247996 3.72 0.034 1.394 0.9538 
Ln(SPA) 0.074210 0.187174 0.40 0.718 0.083 -0.1119 
Ln(SPS) -0.019227 0.313448 -0.06 0.955 -0.014 -0.4569 
c. Influence Analysis 
Table 69 (page 266) shows the measures of influence 
for the NR glass soft drink bottle regression equation. 
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Midpoint 
Fig. 62. NR glass soft drink bottle regression: 
distribution of standardized residuals. Data are in 
table 69 (page 266). 
Fig. 63. NR glass soft drink bottle regression: 
standardized residuals over time. Data are in table 69 
(page 266). 
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Fig. 64. NR glass soft drink bottle regression: 
standardized residuals versus predicted Y. 
The studentized deleted residuals and Cook's distance 
statistic for 1978, 1979, 1980, 1986 and 1987 suggest that 
the response of the dependent variable in those years exerts 
a strong influence on the fitted equation. Since the 
dependent variable is computed from all market shares, one 
market share may explain the strong influence. 
Table 24 (page 169) suggests that the market shares of 
NR glass bottles in 1978 and 1979 are probably extreme 
observations since they show large declines. The market 
share of steel cans in 1980 is probably an extreme 
observation. Also, the market shares of R glass bottles and 
plastic bottles in 1987 are probably extreme observations. 
No reason is known why these observations may be extreme. 
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Table 69.—NR glass soft drink bottle regression: residuals 
and influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1978 0.018 1.370 1.828 0.961 6.623* 
1979 -0.052 -1.713 -9.553* 0.781 1.492* 
1980 0.066 1.523 2.613* 0.565 0.430 
1981 -0.014 -0.664 -0.587 0.897 0.547 
1982 -0.019 -0.630 -0.553 0.777 0.198 
1983 0.008 0.146 0.120 0.355 0.002 
1984 0.005 0.121 0.099 0.577 0.003 
1985 -0.005 -0.099 -0.081 0.487 0.001 
1986 0.047 1.716 10.369* 0.827 2.011* 
1987 -0.051 -1.633 -4.000* 0.773 1.300* 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
ei = Yi - Yhat^. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if |SRESi| > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if | TTEST^ | > t>10,T_K = 2.3534. 
dHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 1.400. 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > f.5o,k,T-K = l*1500* 
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8. R Glass Soft Drink Bottle Regression Analysis 
a. Regression Equation 
Table 70 (page 267) shows the regression results for 
the R glass soft drink bottle equation. Using an F-test, 
there is an overall statistically significant relationship 
between the dependent and independent variables at the .10 
level of significance. Still, no coefficient is 
statistically different from zero at the .10 level of 
significance using a t-test. These contradictory results 
are probably due to multicollinearity. 
Table 70.—R glass soft drink bottle regression: 
coefficients and statistics 
Valid cases: 10 Dependent variable: Ln(CMRS) 
Missing cases: 25 Deletion method: Listwise 
Total SS: 2.076 Degrees of freedom: 3 
R-squared: 0.982 Rbar-squared: 0.947 
Residual SS: 0.037 Std error of est: 0.111 
F(7,3) : 
Durbin-Watson: 
23.834 
2.571 
Probability of F: 0.012 
Variable Estimate 
Standard 
Error t- -value 
Prob 
>1*1 
Std 
Estimate 
Cor with 
Dep Var 
Ln(PPPAI) 0.203915 0.485386 0.42 0.703 0.152 -0.4524 
Ln(PPPHRS) -0.183349 0.812302 -0.23 0.836 -0.129 -0.8102 
Ln(RMPSA) -0.255618 0.315693 -0.81 0.477 -0.218 -0.0111 
Ln(RMPP) 0.239725 0.225972 1.06 0.367 0.506 -0.3317 
Ln(RA) -0.766094 0.419734 -1.83 0.165 -1.092 -0.7410 
Ln(SPA) -0.519545 0.316794 -1.64 0.200 -0.548 -0.3866 
Ln(SPS) 0.215848 0.530511 0.41 0.711 0.147 0.0847 
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b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed due to few observations. 
From table 70 (page 267), the Durbin-Watson statistic is 
2.571. Therefore, the test for serial correlation is 
inconclusive. 
Fig. 65 (page 268) shows the distribution of the 
standardized residuals. Fig. 66 (page 269) and fig. 67 
(page 269) show the standardized residuals over time, and 
versus the predicted dependent variable. 
c. Influence Analysis 
Table 71 (page 270) shows the measures of influence 
for the R glass soft drink bottle regression equation. 
Midpoint 
Fig. 65. R glass soft drink bottle regression: distribution 
of standardized residuals. Data are in table 71 (page 270). 
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Fig. 66. R glass soft drink bottle regression: standardized 
residuals over time. Data are in table 71 (page 270). 
Fig. 67. R glass soft drink bottle regression: standardized 
residuals versus predicted Y. 
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The studentized deleted residuals and Cook's distance 
statistic for 1978 suggest that the response of the 
dependent variable in that year exerts a strong influence on 
the fitted equation. As expected, this influential response 
is the same as those found in the other regression 
equations. The influential observations are probably the 
market shares of NR glass bottles, and of plastic bottles in 
1978. 
Table 71.—R glass soft drink bottle regression: residuals 
and influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1978 0.035 1.591 3.289* 0.961 8.934* 
1979 -0.039 -0.749 -0.678 0.781 0.285 
1980 0.014 0.198 0.163 0.565 0.007 
1981 -0.013 -0.352 -0.294 0.897 0.154 
1982 -0.026 -0.501 -0.427 0.777 0.125 
1983 0.108 1.212 1.386 0.355 0.116 
1984 0.048 0.672 0.596 0.577 0.088 
1985 -0.105 -1.324 -1.678 0.487 0.238 
1986 0.052 1.135 1.227 0.827 0.880 
1987 -0.073 -1.378 -1.858 0.773 0.926 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
aRES = Residual. The residual for the i-th observation is 
ei = Yi - Yhati. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if ISRESjJ > 2. 
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CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if |TTEST^| > t>10,T_K = 2.3534. 
dHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 1.400. 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 5Q K T-K = i*1500* 
9. Plastic Soft Drink Bottle Regression Analysis 
a. Regression Equation 
Table 72 (page 272) shows the regression results for 
the plastic soft drink bottle equation. Using an F-test, 
there is an overall statistically significant relationship 
between the dependent and independent variables at the .10 
level of significance. Still, no coefficient is 
statistically different from zero at the .10 level of 
significance using a t-test. These contradictory results 
are probably due to multicollinearity. 
b. Residual Analysis 
No statistical tests for normality or 
heteroscedasticity were performed due to few observations. 
From table 72 (page 272), the Durbin-Watson statistic is 
2.827. Therefore, the test for serial correlation is 
inconclusive. 
Fig. 68 (page 273) shows the distribution of the 
standardized residuals. Fig. 69 (page 273) and fig. 70 
(page 274) show the standardized residuals over time, and 
versus the predicted dependent variable respectively. 
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Table 72.—Plastic soft drink bottle regression: 
coefficients and statistics 
Valid cases: 10 Dependent variable: Ln(CMPS) 
Missing cases: 25 Deletion method: Listwise 
Total SS: 1.712 Degrees of freedom: 3 
R-squared: 0.950 Rbar-squared: 0.850 
Residual SS: 0.086 Std error of est: 0.169 
F(7,3) : 
Durbin-Watson: 
8.120 
2.827 
Probability of F: 0.057 
Standard Prob Std Cor with 
Variable Estimate Error t- -value >|t| Estimate Dep Var 
Ln(PPPAI) -0.917241 0.742500 -1.24 0.305 -0.331 0.5229 
Ln(PPPHRS) 1.601415 1.242587 1.29 0.288 0.544 0.8815 
Ln(RMPSA) 0.709825 0.482919 1.47 0.238 0.294 0.0913 
Ln(RMPP) -0.246103 0.345671 -0.71 0.528 -0.252 0.4262 
Ln(RA) 0.957259 0.642071 1.49 0.233 0.661 0.7871 
Ln(SPA) 0.970681 0.484602 2.00 0.139 0.496 0.3484 
Ln(SPS) -0.629539 0.811529 
00 
r" • 
o
 I 0.494 -0.208 -0.1258 
c. Influence Analysis 
Table 73 (page 274) shows the measures of influence 
for the plastic soft drink bottle regression equation. The 
studentized deleted residuals and Cook's distance statistic 
for 1978 and 1987 suggest that the response of the dependent 
variable in those years exerts a strong influence on the 
fitted equation. As expected, these influential responses 
are the same as those found in the other regression 
equations. The influential observations are probably the 
market shares of NR glass and plastic bottles in 1978, and 
the market shares of R glass and plastic bottles in 1987. 
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Midpoint 
Fig. 68. Plastic soft drink bottle regression: distribution 
of standardized residuals. Data are in table 73 (page 274). 
Year 
Fig. 69. Plastic soft drink bottle regression: standardized 
residuals over time. Data are in table 73 (page 274). 
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Table 73.—Plastic soft drink bottle regression: residuals 
and influence diagnostics 
YEAR RESa SRESb TTESTC HATd COOKe 
1978 -0.057 -1.720 -11.948* 0.961 10.440* 
1979 0.094 1.188 1.334 0.781 0.718 
1980 -0.075 -0.671 -0.594 0.565 0.083 
1981 0.019 0.354 0.295 0.897 0.155 
1982 0.060 0.753 0.683 0.777 0.283 
1983 -0.144 -1.062 -1.098 0.355 0.089 
1984 -0.044 -0.401 -0.337 0.577 0.031 
1985 0.115 0.952 0.931 0.487 0.123 
1986 -0.104 -1.476 -2.305 0.827 1.488* 
1987 0.131 1.630 3.936* 0.773 1.296* 
Note: Items marked with an asterisk (*) exceed the critical 
value of the statistic. The observations associated with 
these values may exert a strong influence on the fitted 
equation. 
274 
aRES = Residual. The residual for the i-th observation is 
e^ = - Yhat^. 
bSRES = Standardized residual. This indicates an 
influential observation (response) of the dependent variable 
if |SRESi| > 2. 
CTTEST = Studentized (deleted) residuals. This indicates an 
influential observation (response) of the dependent variable 
if |TTESTi| > t,10 T_K = 2.3534. 
dHAT = Leverage. This indicates an influential observation 
for an explanatory variable if HAT^ > 2K/T = 1.400. 
eCOOK = Cook's distance statistic. This indicates an 
influential observation either for the dependent variable or 
for an explanatory variable if COOK^ > F 50 K T-K = i*1500* 
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APPENDIX K 
TABLES OF SOFT DRINK CONTAINER ELASTICITIES 
Table 74.—Elasticities of aluminum soft drink can market 
share 
Year PPPAI PPPHRS RMPSA RMPP RA SPA SPS 
1978 -0.569 1.882 0.184 -0.463 1.207 0.751 -0.443 
1979 -0.439 1.573 0.102 -0.400 1.001 0.595 -0.344 
1980 -0.364 1.321 0.052 -0.328 0.733 0.453 -0.252 
1981 -0.301 1.128 0.015 -0.278 0.564 0.354 -0.189 
1982 -0.276 1.056 0.002 -0.263 0.516 0.323 -0.168 
1983 -0.243 0.959 -0.013 -0.241 0.452 0.282 -0.142 
1984 -0.206 0.868 -0.035 -0.218 0.385 0.233 -0.114 
1985 -0.187 0.829 -0.046 -0.210 0.364 0.212 -0.103 
1986 -0.163 0.770 -0.061 -0.196 0.321 0.181 -0.084 
1987 -0.081 0.611 -0.121 -0.159 0.200 0.080 -0.024 
1988 -0.047 0.535 -0.142 -0.134 0.130 0.029 0.002 
Table 75.—Elasticities of steel soft drink can market share 
Year PPPAI PPPHRS RMPSA RMPP RA SPA SPS 
1978 0.474 -1.889 -0.184 0.359 -1.319 -0.661 0.517 
1979 0.604 -2.197 -0.265 0.422 -1.525 -0.817 0.617 
1980 0.680 -2.449 -0.315 0.495 -1.792 -0.959 0.708 
1981 0.743 -2.642 -0.352 0.544 -1.962 -1.057 0.771 
1982 0.768 -2.714 -0.365 0.559 -2.010 -1.089 0.792 
1983 0.800 -2.811 -0.380 0.581 -2.073 -1.130 0.818 
1984 0.837 -2.902 -0.402 0.604 -2.141 -1.179 0.847 
1985 0.856 -2.941 -0.413 0.613 -2.162 -1.199 0.858 
1986 0.881 -3.000 -0.429 0.627 -2.205 -1.231 0.877 
1987 0.963 -3.159 -0.488 0.663 -2.325 -1.332 0.937 
1988 0.996 -3.235 -0.510 0.689 -2.396 -1.383 0.963 
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Table 76.—Elasticities of NR glass soft drink bottle market 
share 
Year PPPAI PPPHRS RMPSA RMPP RA SPA SPS 
1978 0.300 -0.215 -0.022 -0.300 1.424 0.382 -0.199 
1979 0.430 -0.524 -0.104 -0.237 1.218 0.226 -0.099 
1980 0.506 -0.776 -0.154 -0.164 0.950 0.084 -0.008 
1981 0.569 -0.969 -0.191 -0.114 0.781 -0.015 0.055 
1982 0.594 -1.041 -0.204 -0.100 0.733 -0.046 0.076 
1983 0.626 -1.138 -0.219 -0.078 0.669 -0.087 0.102 
1984 0.663 -1.229 -0.241 -0.055 0.602 -0.136 0.131 
1985 0.682 -1.268 -0.252 -0.046 0.581 -0.157 0.142 
1986 0.707 -1.327 -0.267 -0.032 0.538 -0.188 0.161 
1987 0.789 -1.486 -0.327 0.005 0.417 -0.290 0.221 
1988 0.822 -1.562 -0.348 0.030 0.347 -0.340 0.247 
Table 77.—Elasticities of R glass 
share 
soft drink bottle market 
Year PPPAI PPPHRS RMPSA RMPP RA SPA SPS 
1978 0.035 0.215 -0.112 0.103 -0.265 -0.212 0.036 
1979 0.165 -0.094 -0.193 0.166 -0.471 -0.368 0.136 
1980 0.240 -0.345 -0.243 0.238 -0.739 -0.510 0.227 
1981 0.303 -0.538 -0.280 0.288 -0.908 -0.608 0.290 
1982 0.328 -0.610 -0.293 0.303 -0.956 -0.640 0.311 
1983 0.361 -0.707 -0.308 0.325 -1.020 -0.681 0.337 
1984 0.398 -0.799 -0.330 0.348 -1.087 -0.730 0.366 
1985 0.416 -0.837 -0.341 0.357 -1.108 -0.750 0.377 
1986 0.441 -0.896 -0.357 0.370 -1.151 -0.782 0.396 
1987 0.523 -1.056 -0.416 0.407 -1.272 -0.883 0.456 
1988 0.556 -1.131 -0.438 0.433 -1.342 -0.934 0.482 
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Table 78.—Elasticities of plastic soft drink bottle market 
share 
Year PPPAI PPPHRS RMPSA RMPP RA SPA SPS 
1978 -1.086 
1979 -0.956 
1980 -0.881 
1981 -0.818 
1982 -0.793 
1983 -0.760 
1984 -0.723 
1985 -0.705 
1986 -0.680 
1987 -0.598 
1988 -0.565 
2.000 0.854 
1.691 0.772 
1.440 0.722 
1.247 0.685 
1.175 0.672 
1.078 0.657 
0.986 0.635 
0.947 0.624 
0.889 0.609 
0.729 0.549 
0.653 0.528 
-0.383 1.458 
-0.320 1.253 
-0.247 0.985 
-0.198 0.815 
-0.183 0.767 
-0.161 0.704 
-0.138 0.637 
-0.129 0.615 
-0.115 0.572 
-0.079 0.452 
-0.053 0.381 
1.278 -0.809 
1.123 -0.710 
0.981 -0.618 
0.882 -0.555 
0.851 -0.534 
0.809 -0.508 
0.761 -0.480 
0.740 -0.469 
0.708 -0.449 
0.607 -0.390 
0.556 -0.364 
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APPENDIX L 
SOFT DRINK CONTAINER MARKET SHARE FORECASTS 
Table 79.—Aluminum soft drink can market share forecast 
Year Actual Forecast Error 
1978 16.37% • • • • • • • • 
1979 20.32% 19.36% 0.97% 
1980 23.06% 25.70% -2.65% 
1981 26.52% 26.51% 0.02% 
1982 27.79% 27.94% -0.15% 
1983 30.67% 33.32% -2.65% 
1984 33.27% 32.94% 0.33% 
1985 34.73% 32.33% 2.40% 
1986 35.95% 37.10% -1.15% 
1987 37.78% 36.12% 1.66% 
1988 41.32% 38.58% 2.74% 
Table 80.—Steel soft drink can market share forecast 
Year Actual Forecast Error 
1978 27.43% • • • • • • • • 
1979 22.17% 22.77% -0.60% 
1980 14.14% 10.20% 3.94% 
1981 9.28% 7.26% 2.02% 
1982 7.61% 7.67% -0.06% 
1983 5.85% 3.80% 2.05% 
1984 4.83% 5.12% -0.29% 
1985 4.95% 5.50% -0.55% 
1986 4.19% 3.95% 0.24% 
1987 3.01% 3.55% -0.54% 
1988 3.18% 2.70% 0.47% 
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Table 81.—NR glass soft drink bottle market share forecast 
Year Actual Forecast Error 
1978 10.80% • • • • • • • • 
1979 9.10% 9.75% -0.65% 
1980 14.20% 12.99% 1.21% 
1981 15.89% 18.00% -2.11% 
1982 15.70% 15.89% -0.19% 
1983 15.28% 14.59% 0.70% 
1984 14.92% 15.10% -0.19% 
1985 14.20% 14.74% -0.55% 
1986 13.98% 13.02% 0.96% 
1987 13.06% 15.60% -2.55% 
1988 13.08% 18.29% -5.20% 
Table 82.—R glass soft drink bottle market share forecast 
Year Actual Forecast Error 
1978 37.80% • • • • • • • • 
1979 33.80% 35.59% -1.79% 
1980 30.70% 29.90% 0.80% 
1981 28.16% 27.89% 0.27% 
1982 27.90% 28.09% -0.20% 
1983 26.62% 20.87% 5.76% 
1984 23.99% 25.60% -1.61% 
1985 22.38% 26.41% -4.03% 
1986 20.93% 18.21% 2.72% 
1987 15.59% 18.42% -2.83% 
1988 10.70% 13.02% -2.31% 
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Table 83.—Plastic soft drink bottle market share forecast 
Year Actual Forecast Error 
1978 7.60% • • • • • • • • 
1979 14.60% 12.52% 2.08% 
1980 17.90% 21.21% -3.31% 
1981 20.15% 20.34% -0.19% 
1982 21.00% 20.40% 0.60% 
1983 21.57% 27.42% -5.85% 
1984 22.98% 21.24% 1.74% 
1985 23.74% 21.01% 2.73% 
1986 24.95% 27.72% -2.77% 
1987 30.57% 26.31% 4.25% 
1988 31.71% 27.43% 4.29% 
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