Introduction
In recent years, many efforts have been devoted to the problem of the autonomous road vehicle(ARV). There are three functions in ARV design : a perception of road, a path planning and an obstacle avoidance. 1121
In this paper, we build ARV which has three functions and propose the fuzzy neural network algorithm to control steering angles of the ARV. 
Fuzzy Neural Network
The fuzzy control has a distinguished feature of being able to incorporate expert's control rules using linguistic descriptions of the rules. However, most experts often learn the control rules through trials and errors without clear linguistic expressions and they sometimes learn rules unconsciously. The identification of the control rules from the expert's experience is time consuming. Furthermore, tuning of the membership functions of the fuzzy controller needs "experts of the fuzzy controller". Thus many researches for applying the neural networks to fuzzy control have been done. E6-10] But, there has been no neural network which can automatically identify the expert's control rules and tune the membership functions. This paper presents a new fuzzy neural network which can automatically identify the expert's control rules and tune the membership functions from the expert's control data.
<2.1>
Configuration Fig.1 
where R' is the i-th fuzzy rule, xj is the j-th input variable, Aj' is the i-th fuzzy variable for the j-th input variable, n is the number of rules, y' is the i-th inferred output value, a) is the coefficient, w is the true value in the premise and y0 is the inferred output value. The sigmoid function f(x) is given by
where Wcba and WDCP are to be modified through learning.
The output of the unit in (D)-layer g(x) is derived by removing the magnitude of the differentiated value of the sigmoid function f(x~. The output of (D)-layer g(x7 is the. bell-shaped membership function that has a center of WCPB and slope of WDC,. Therefore, the output of (Cc)-layer is expressed as follow: (7) The inferred value of the FNN is obtained from the product of the true values in the premises and the linear equations in the con sequences.
The output of (G) layer can be expressed as follow: (9) <2.4> Learning algorithm The weights WCPB and WDC, are modified to identify the fuzzy rules and to tune the membership functions in the premises, and Wce is modified to tune the coefficients of the linear equation in the consequences using the following back propagation algorithm:
- (10) ( 11) - (12) - (13) - (14) ( 15) where the superscripts denote the layer and the i-th fuzzy rule, respectively, S is error, Dp is the teaching signal at p-pattern, and I and 0 denote the input and output of the unit respectively.
The connection weights are to be modified as (16) where n means the n-th layer to update the weights, t is time and n is called learning rate. 
In control of the vehicle, the vehicle-based inner coordinates is used as shown in Fig.3 3y using the FCNM clustering algorithm, the input space clustered from the measured data and an optimal rule nu mber is decided fi-om the cluster. Each cluster has a fuzzy rule and is projected to the input variables 81, 82
to create the membership function as shown in Fig.4 . The same data for learning the FNNC were used for the CMAC.
As shown in Fig.8 and that of other control method. The lower performance index is, the better driving performance is.
- (18) Table 2. Performance index in the complex road As shown in Table 2 , the driving performance of the proposed FNNC was better than that of the FLC and the CMAC. As shown in Fig.10 , the lateral position error of the FNNC( Fig.10(a) ) was smaller than the FLC and the CMAC (Fig.10(b) ) in section 2, 4 and 5. As shown in the In case of the CMAC, the steering control angle was chattering in the smooth road of section 3 as shown in 
