Abstract-Fuzzy k-means and vector quantization are combined in this paper to complement each other in incremental mode because each has qualities which the other lacks. The threshold of vector quantization is given and the pattern of computing the distance between the new coming data point and the k centers is introduced in a new way. We firstly reduce redundant attributes and eliminate the difference of units of dimensions and make units of all attributes same. Then, we use k-center to produce initial k means and partition data points into no more than k clusters. Besides, we adopt vector quantization to classify incremental data points and then adjust means after the structure of clustering varying. Finally, it is applied to real datasets and results show its efficiency and precision.
I. INTRODUCTION
Clustering plays an important role in data mining and is applied widely in fields of pattern recognition, computer version, and fuzzy control. Clustering is to divide data points into groups of data points and pursues the intra-cluster similarity minimum and the cross-cluster similarity maximum [1] [2] [3] . Various types of clustering methods have been proposed and developed [4] . Clustering algorithms are mainly divided into five categories that are hierarchical, partitioning, densitybased, grid-based and model-based clustering. Hierarchical and partitioning clustering methods are commonly used in practice. Hierarchical algorithm can be further divided into bottom-up and top-down algorithms [1] . Traditional hierarchy clustering algorithms are not suitable to large dataset because of too computationally intensive, such as BIRCH [2] and CURE [3] . CLIQUE [4] , ENCLUS, and MAFIA [5] belong to bottom-up algorithms. PROCLUS [6] and ORCLUS [7] belong to top-down algorithms. Traditional partition clustering algorithms are k-means, k-modes, and so on. K-means is the most classical one among existing algorithms.
With the development of information technology, especially with the appearance of Web, data and environment are varying from minute to minute and more and more space is needed for storing data in memory. Then, incremental clustering was proposed because of the advantage of limited space requirement since the entire dataset is not necessary to store in the memory [8] .
Incremental clustering has attracted a substantial amount of attention since Hartigan's algorithm [9] was implemented in [10] . D. Fisher proposed COBWEB [11] , an incremental clustering algorithm that involved restructurings of the clusters in addition to the incremental additions of objects. Incremental clustering related to dynamic aspects of databases were discussed in [12] [13] and was widely used in many fields [14] [15] [16] [17] . The drive force for interest in incremental clustering is that the main memory usage is minimal since there is no need to keep in memory the mutual distances between objects and the algorithms are scalable with respect to the size of the set of objects and the number of attributes [18] .
The research on incremental clustering focuses on taking the incremental data into time serial data or under special sequence and it is presently divided into two groups. One is to partition all data points iteratively, starting with the first data point to the last point, the advantage of which is high precision, but it doesn't make use of the results of last clustering and waste resources. Another is to make use of the results of last clustering and consider input one at a time and assign it to the existing clusters [19] , which means that new coming data points are partitioned into the clusters whose centers are closest to them. Then we move these centers to the new coming data points, which means that a new input data points is assigned to a cluster without affecting the existing clusters significantly and just keep the structure of the clustering change little even if the new coming data points are totally different. According to the analysis mentioned above, both of clustering algorithms mentioned above have drawbacks.
In this paper, we propose a fuzzy k-means incremental clustering based on k-center and vector quantization, which connects both of methods, mentioned above, and overcomes their shortcomings. We start with removing redundant attributes and eliminating difference of units of dimensions. Then we use fuzzy k-means algorithm to group existing data points into no more than k clusters. Finally, we partition incremental data points into its clusters and adjust their structure.
The reminder of this paper is arranged as follows. In section 2, we describe a brief review of fuzzy k-means clustering algorithm and incremental clustering, and analyze their problems. Then the fuzzy k-means algorithm and incremental clustering are presented in section 3. In section 4, we apply the proposed clustering algorithm to partition Iris dataset, Pima-Indians-Diabetes dataset and Segmentation dataset. In section 5, we give the conclusion according to section 4.
II. RELATED WORK
In this section, we firstly review research on k-means algorithm and its variations, and then present the general process of incremental clustering.
A. Fuzzy K-Means Algorithms
The k-means algorithms, like other partition clustering algorithms, group the data points into k clusters by minimizing a cost function that has been pre-designed. The type of traditional cost function [20] is like (1) .
where ji
x is the value of the ith dimension of the jth object. c l is the center that nearest to the jth object and li c is the value of the ith dimension of the lth cluster center. Because the significances of different dimensions contributing to the clustering and the preferences of each object belonging to a cluster are different, the extension with weights of the traditional cost function is often used. The methods used in [21] [22] [23] [24] [25] are all the extensions of (1). H. Friguiand and O. Nasraoui [22] , Y. Chan and W. Ching [23] introduce the degree of membership for each object belonging to every cluster and the weight for each dimension of a cluster on contributing to clustering. However, their algorithm is not computable if one of weight happens to be zero. Domeniconi [24] [25] introduces a cost function with maximum function and was proved difficult to solving the minimum objective function. [1] introduces a cost function avoiding the problems above, and they use entropy of the dimension weights to represent the certainty of dimensions in the identification of a cluster. However, the goal of clustering is to make the distance of objects in a cluster as small as possible while make the distance of objects between different clusters as large as possible [26] . The cost function in [1] does not satisfy the second part. We proposed a new method by adding a variable to adjust its function [27] , which satisfies the goal of the clustering and was proved effective by some different datasets.
B. Incremental Clustering
Essentially, the incremental clustering is problem of maintaining or changing the structure of k clusters. For example, a new point in a particular sequence may be assigned to one of the existing k clusters or a new cluster or at least two other existing clusters are collapsed into one [28] . Algorithms for solving problem of incremental clustering have been studied in [16, 28] .
Incremental clustering was firstly advanced in [17] , and it was incremental DBSCAN based on DBSCAN. Due to the density-based nature of DBSCAN, the insertion or deletion of a data point affects the current clustering only in the neighborhood of this point, which is high accuracy because its results are similar to that of non-incremental clustering, however, it can only be used to partition data one by one whose efficiency is very low. Reference [29] proposed an incremental clustering based on grid, which was similar to incremental clustering. Huang and Zou, and Xu and Xie [30] [31] adopted incremental clustering based on density in a batch mode, which could process data points in a batch, not one by one. However, they were too computationally intensive to partition large dataset. An incremental algorithm of high efficiency for clustering based on density was described in [32] , which made use of partitioning and sampling technology to process large dataset and produced sampling error while partitioning high dimensions. Hsu and Huang [8] used conceptual hierarchy tree to solve similar degrees of data mixed numeric attributes and categorical attributes, but weights are required to give in advance, which means that users must have the knowledge of a particular area clearly and limits the application of the clustering.
We propose a k-means algorithm for incremental clustering, which makes use of k-means algorithm to partition history data iteratively in database, and then adjusts the structure of clustering using new coming data points by merging, deleting and adding cluster to the existing results.
III. FUZZY K-MEANS INCREMENTAL CLUSTERING BASED ON K-CENTER AND VECTOR QUANTIZATION

A. Fuzzy K-Means
Because of the difference of the contribution of different dimensions to the clustering and the preferences of each object belonging to a cluster, the cost function (2) is proposed by [22] [23] . In their research, the clustering is best while the objective function F 2 is the minimum.
Subject to
Where k , n and m are respectively the number of clusters, objects, and dimensions. x ji is the value of the ith dimension of the jth object. As analyzing in [1] , li ω is not computable if the dispersion of a dimension in a cluster happens to be zero because of the zero denominators.
The Locally Adaptive Clustering (LAC) algorithm for a minimization problem is proposed by Domeniconi in her dissertation [24] and other researches [25] . The cost function of the LAC algorithm is shown as following:
Here, c(j)=l means that the jth object is assigned to the lth cluster, otherwise, it is not assigned to the lth cluster. n l is the number of objects in the lth cluster.
The LAC algorithm overcomes the problem that the denominators may be zeros. However, the presentation of F 3 (C, W) is not integral and differential because of the maximum function.
Liping Jing, Michael K. Ng, and Joshua Zhexue Huang proposed the entropy weighting k-means (EWKM) algorithm in their paper [1] by adding the weight entropy to modify the cost function (2) in [1] , and the modified cost function can be shown as (6) .
Here, the strength of the incentive for clustering on more dimensions is controlled by the condition of the parameter 0 > γ . In EWKM algorithm, the weights of dimensions represent their contribution for forming the cluster and their entropy stand for the certainty of dimensions in the identifying a cluster.
All these clustering algorithms satisfy the former part of the goal that the distance between any two objects in a cluster is as small as possible. However, making the distance of cross-cluster as large as possible is not satisfied.
For the reasons mentioned above, we introduced the improved entropy weighting k-means algorithm in [27] . In the new algorithm, we extended EWKM algorithm by modifying the cost function F 3 with an adjusted part.
The new cost function can be given as follows:
Here, x is the mean of all objects, i x is value of the ith dimension of x and it equals to The denominator is a variable and is linear to the square sum of the distances from the mean of all objects to the means of all clusters. Next, we use the improved entropy weighting k-means algorithm to solve the minimization problem.
Minimization of F in (7) with constraints forms a class of constrained nonlinear optimization problems whose solutions are unknown. Generally, the method for solving optimization is partial optimization for T, W and C. Methods in [1] , [22] can be used for reference. Thus we first fix T and C, and search appropriate W to minimize F(T,W,C). Then we fix T and W, and search appropriate C. Later, we fix C and W and get appropriate T.
We repeat until the value of objective function can't decrease any more.
Theorem1.
Let T and C be fixed, F is the minimum if the weight We use Lagrange multiplier technique to gain the minimization problem without constraints, and its process of proof is similar to process in [1] , [23] .
And we know that the jth object belongs to the lth cluster if the distance between the jth object and the mean of the lth cluster is smallest, which equals to (10) . Let T and W be fixed, we use the method of solving average in mathematic to obtain the value of C as shown in (11) . Step2. Obtain T according to (10) In order to reduce the time of iteration of weighted fuzzy k-means, we made some adjustments by using kcenter algorithm to choose initial k points, and the process of weighted k-means algorithm can be shown as follows:
Step1. Input the parameters m, n, k, γ and the max iterative time s, init initial weights m
Step2. We put all data points into the set of H and let set of centers C be empty. Then, we choose one point randomly from H as the first center, and put it in the set of centers C at the same time remove it from H.
Step3: Make the data point from H which is farthest to the center data points in C be the next center and put it in C and remove it from H.
Step4: If the number of centers in C equals to k, go to Step5, else got o Step3.
Step5 Obtain T according to (17) 
; Compute the value of F(T,W,C) according to (7);
Step6. Updates C according to (18) ; Update W according to (8) ;
Step7. Repeat Step5 to Step6 until the F(T,W,C) can't be improved or the iterative time is greater than S.
The complexity of traditional clustering based on distance is O (mn 2 ), and it changes exponentially along with the number of objects needing to be partitioned. Thereby, traditional clustering methods need plenty of calculation while a lot of objects exist. The complexity of the proposed algorithm equals to O (mnk) and is similar to that of the EWKM algorithm and the improved weighted fuzzy k-means, which changes linearly along with the number of objects, at the same time the k-center algorithm is used for initial k points, which reduces the times of iteration of k-means algorithm.
B. Partition of Incremental Data Points
After obtaining k clusters using history data points, we can classify the new coming data points into existing clusters.
In fact, we can fix the value of w li by the degree of interdependencies of different attributes, which can be given through experience or according to the opinion of experts.
Given a new data point x * , we calculate the distance between x * and the k centers of existing clusters, and the l * th cluster with smallest distance is the cluster that x * should belong to. Let n=n+1, we can classify the next new coming data points in its cluster in the same way.
The method mentioned above can be used while history data points reflect the universal set very well. But it will be not suitable for the condition that new data points with markedly dissimilar to history data points, because the existing clusters don't stand by the characteristics of new coming data points.
In many cases like web click rate, we only get data points one by one in sequence and the iteration over the whole dataset becomes impossible. Thus iteration clustering isn't suitable for partitioning incremental data points. Even if we obtain a set of data points at a time, in the case of the very large data points and the gradual process of changing, we can use one data point to stand for a set of data points, the principle of which is similar to time window.
Then, we use improved vector quantization to classify new coming data points. Extension of traditional vector quantization can be shown as (14). ) ( The equation (14) is similar to (13), which can not reflect distribution of the whole dataset. We use the vector quantization to partition incremental data points with existing dataset inspired by [34] , which gives the extension of vector quantization for partitioning incremental data points. then set n=n+1, and assign * x to the lth cluster and renew its center according to (13) . Else set k=k+1, n=n+1, c k =x * According to the method mentioned above, we know that value of ρ is critical to the clustering. We should make the parameter ρ larger to prevent the algorithm to generate too many clusters, at same time make it smaller to prevent the algorithm to generate few clusters.
The form of ρ given is given as (16) in [33] .
The 0.3 and 2 in (16) have no practical sense and they can change according to real dataset, at the same time, it is difficult to decide its valid value for different datasets. Therefore, we give the form of ρ which is meaningful and easy to get its value in (16) .
Here, ρ is composed of two terms, the former one is the average value of distances of n data points and centers that they belong to, and another equals to sum of square roots of weights of m dimensions. If all dimensions have the same weights, which means that ω i is 1/m, (17) equals to (18) 
Here, the value of ρ is related to the number of attributes and the average value of inner distances.
C. Process of Fuzzy K-Means Incremental Clustering Based on K-Center and Vector Quantization
Now, we present the process of fuzzy k-means incremental clustering based on k-center and vector quantization as follows.
Step1. Eliminate the difference of units of dimensions according to (19) , which will make all data points are zero dimension Step2. Partition initial data points into k clusters using weighted fuzzy k-means algorithm mentioned above.
Step3. Make the k means into a tree structured vector quantization using two centroids clustering, which can be shown in Figure 1 .
Figure1. Two centroids clustering
The act of establishing the tree can be given as follows: 1. Given the number of layers of the tree be l=1 and the number of groups g=1 for the l layer, then we calculate the mean of all k centers and make it the root of the first level of the tree and all centers are in one group.
2. Let l=l+1, we divide each of existing groups into two small groups and there may be at most 2 l-1 groups, and let means of centers of new small groups be the roots of the l layer and each mean stands for one group for the l layer, given g be number of true groups.
3. If all groups have only one center, stop, otherwise go to 2.
In fact, we know that the all k means of the fuzzy kmeans algorithm are the leaves of the tree from the process of establishing the tree.
Step4. Take the next incoming data point x * (online case) or fetch out a data sample from a data matrix randomly or ordered (offline case), use (19) to make it dimensionless
Step5. Calculate the distance of the selected data point to root of the tree and its sub trees by using Euclidean distance as following:
Supposing the x * is more close to m i then to m j , then we just need to compute two distances between the x * and m i1 , and x * and m i2 , supposing the distance between x * and m i1 is smaller, then we need to calculate two distances between x * and m i11 , and x * and m i12 , and so on. If the distance between x * and m i11 is smaller and m i11 doesn't have sub points, then x * is closest to m i11 . Step6. Elicit the mean of cluster which is closest to the data point according Step5 -> winning cluster represented by its center c win .
Else set k=k+1, n=n+1, c k =x * , go to Step9 Step8. Update the m dimensions of the winning cluster by moving it towards the selected point x * , as in (14) Step9. If the data matrix still contains uncovered data points (offline case) or new incoming data points are still available (online case), go to Step 4. Otherwise stop.
According to the process of fuzzy k-means incremental clustering, we know that the complexity of clustering using two centroids for the new coming data point is O (Z logk), here Z is the number of incremental data points, and the complexity of traditional algorithm is O (Z k). Therefore, if the number of clusters and number of incremental data points are very large, we can reduce the quantity of calculation for increment clustering in this paper.
IV. EXPERIMENT
In this section, we use Iris dataset, Indians-diabetes dataset and Zoo dataset from UCI website to validate the fuzzy k-means algorithm incremental clustering based on k-center and vector quantization. In order to see the efficiency of the algorithm, we firstly use k-means algorithm to train part of data points iteratively, then use other data points as incremental data points.
A. Iris Dataset
We start the algorithm by initialing parameters, let m =4, n=75, k=2,
. We choose top 75 data points as training set of k-means, which belong to two clusters, and then use fuzzy k-means algorithm to partition the rest data points. We firstly use (19) rd , 132 nd data points are partitioned in to error clusters, whose error rate is 0.04 and is less than that in [34] , at the same time we reduce the computation incremental mode because only half of data points were trained in the process of iteration, others are just used once.
In fact, the weights of attributes of Iris dataset, given nd are in error clusters, whose error rate is 0.027, which means that we can make the degree of accuracy of the proposed algorithm higher as long as we give proper weights of attributes of datasets. As a matter of fact, the third and the forth dimensions are critical for Iris dataset. In order to see the results clearly, we give its results with the third and the forth dimensions in Figures. From results of classifying Iris dataset in [27] , we know that accuracy of the traditional k-means algorithm is 88%, that of EWKM algorithm is 94.67%, that of the proposed algorithm in [27] is 95.33%, and that of fuzzy k-means incremental clustering is 96% and can reach to 96.55% while we give proper weights for attributes. Moreover, we reduce the quantity of data points in iteration and calculation, so it is effective and practical for classifying Iris dataset.
B. Pima-Indians-Diabetes Dataset
We begin with removing the difference of dimensions and initializing the parameters, let m =8, n=368, k=2, In fact, none of dimensions of Pima-Indians-Diabetes dataset has significant influence for clustering and it is difficult to be shown in figure clearly. In Figure 4 and Figure 5 , data points of both clusters mingled together and won't be divided distinctly as Iris dataset in Figure2 and Figure3. From the results mentioned above, we know that weights of different dimensions influence the results of clustering very little for Pima-Indians-Diabetes.
C. Segmentation Dataset
According to values of attributes of data points, we know some attributes are redundant because they won't influence the clustering like the ninth attribute, the value of which never changes or their influences for the clustering are very little, take the fourth and fifth attributes for example. In practice, we can reduce those redundant attributes through experience or special strategies or algorithms while there are too many attributes that will lead to computationally intensive.
Besides, we can remove the tenth, fourteenth, fifteenth, sixteenth, seventeenth, eighteenth and nineteenth attributes, which can be obtained from eleventh, twelve and thirteenth attributes under addition and subtraction. Then, there are only nine attributes left. We start the algorithm by removing the difference of these nine dimensions and initialing the parameters, let m =9, n=210, k=2, In Figure7, the red round points are those data points that are partitioned into wrong clusters using fuzzy kmeans algorithm in the mode of incremental clustering.
Compared the results mentioned above with that in [34] , the proposed algorithm in this paper has a higher accuracy while reduces the quantity of training data points of k-means and divides the rest of data points in an incremental mode, which only need calculate the distance once and remove the iteration for these data points.
V. CONCLUSIONS
Traditional fuzzy k-means algorithm can only be used to group data points that are given before clustering, which is ineffective while the data points are incremental or continuous. On the contrary, vector quantization is able to partition incremental data points quickly but neglects history data points. This paper proposes an improved fuzzy k-means incremental clustering based on k-center and vector quantization, which connects the two methods mentioned above together, which makes use of their advantages while overcomes their drawbacks. The improved weighting entropy k-means clustering algorithm uses the k-center clustering to produce initial k means and makes the outside distance as large as possible while the within distance as small as possible. The improved vector quantization is used for processing incremental data points, which makes use of two centroids clustering to establish a tree for k means and reduce the calculation amount of incremental data points, at same time decide whether the new point should belong to an existing cluster or be a new cluster.
Finally, we use Iris dataset, Pima-Indians-Diabetes dataset and Segmentation dataset to validate the proposed algorithm. For all datasets, the proposed algorithm improves the accuracy while reduces the amount of calculation and the time of iteration, which show it is effective and feasible and will need further studies.
