Abstract. We establish Strichartz estimates in similarity coordinates for the radial wave equation in three spatial dimensions with a (time-dependent) self-similar potential. As an application we consider the critical wave equation and prove the asymptotic stability of the ODE blowup profile in the energy space.
Introduction
Strichartz estimates play a fundamental role in the study of nonlinear dispersive wave equations. Consider for instance the Cauchy problem for the energy-critical wave equation for u : I × R 3 → R, I ⊂ R an interval, 0 ∈ I. We use the abbreviation
u[t] := (u(t, ·), ∂ t u(t, ·)).
Eq. (1.1) has the conserved energy
u(t, ·)
(1.2) and the scaling symmetry u(t, x) → u λ (t, x) := λ In order to have access to conservation laws like (1.2) , it is desirable to study Eq. (1.1) at the lowest regularity level possible. The energy (1.2) is invariant under the scaling (1.3) and thus, the energy spaceḢ 1 × L 2 (R 3 ) is the natural Sobolev space for the Cauchy problem (1.1). In fact, it is not hard to see thatḢ 1 × L 2 (R 3 ) is optimal for local wellposedness in the scale of homogeneous Sobolev spacesḢ s ×Ḣ s−1 (R 3 ), see e.g. [45, 57] . The appropriate weak formulation of Eq. (1.1) in this context is provided by Duhamel's formula u(t, ·) = cos(t|∇|)f + sin(t|∇|) |∇| g + which makes sense for energy initial data (f, g) ∈Ḣ 1 ×L 2 (R 3 ). The fundamental problem that occurs in constructing solutions to Eq. (1.4) is the fact that the nonlinearity cannot be controlled by Sobolev embedding since this would requireḢ 1 (R 3 ) ֒→ L 10 (R 3 ) which clearly fails. The way out of this dilemma is provided by the Strichartz estimate sin(t|∇|) |∇| g
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[∂ 2 t − ∆ x + V (x)]u(t, x) = 0 with the potential V (x) = −5W (x) 4 . Strichartz estimates for wave equations with potentials are an active area of research, see e.g. [47, 3, 8, 7, 1] for some recent results.
Another explicit solution of Eq. (1.1) is the ODE blowup solution u T (t, x) = c 3 (T − t) where T > 0 is a free parameter. The solution u T provides an explicit example of finitetime blowup. In order to determine the role of u T for generic evolutions, it is necessary to investigate its stability. The study of the wave flow near u T at optimal regularity requires Strichartz estimates for wave equations with self-similar potentials of the form
In this paper we prove such estimates for the first time. By applying the machinery from [11, 19, 15, 16, 12] we can then conclude the asymptotic stability of u T in the energy topology. This is the first result on blowup stability for a wave equation at the optimal regularity level. Our main result reads as follows (see Section 1.1 below for the precise solution concept we are using). 
Rough solutions in lightcones.
Throughout the paper we restrict ourselves to radial data. Consequently, the effective Cauchy problem we study reads (∂ where r = |x|. For a detailed study of blowup it is necessary to localize the well-posedness theory to lightcones. This is straightforward for classical solutions but not entirely trivial for energy-class data. Note that, by Sobolev embedding and Hölder's inequality, f ∈ H 1 (R 3 ) implies f ∈ H 1 loc (R 3 ). Consequently, for the Cauchy problem restricted to a lightcone, we may assume that the data belong to H 1 × L 2 . As discussed in [36] , one may still use the Duhamel formula (1.4) combined with a cut-off technique and finite speed of propagation to define energy-class solutions in lightcones. A different approach is based on the introduction of similarity coordinates τ := − log(T − t) + log T, ρ := r T − t , T > 0 (1. )ψ T (τ, ρ)
, (1.8) whereL 0 is a spatial differential operator and F denotes the nonlinearity. From [15] , see also 
The concept of energy-class solution in lightcones leads to the definition of the local blowup time.
we say that T ∈ A f,g ⊂ R + if there exists an energy-class solution to Eq. (1.5) in the lightcone Γ T . We set
is called the blowup time (at the origin).
Related work.
Needless to say, the critical wave equation (1.1) attracted a lot of interest in the recent past. One particularly intriguing feature is the existence of two competing blowup mechanisms. In addition to the ODE blowup (type I blowup), there exists so-called type II blowup which is closely related to solitons and characterized by the boundedness of the energy norm. In particular in the study of type II blowup, there was spectacular progress in the last few years. In their seminal work, Kenig and Merle established a blowup/scattering dichotomy [35] , see also [27] . The first construction of type II blowup solutions is due to Krieger, Schlag, and Tataru [43] , see [13, 42] for further work in this direction. An alternative approach was developed by Hillairet and Raphaël [30] , cf. also the recent work by Jendrej [32, 31] . The author and Krieger constructed nondispersive solutions and solutions that blow up in infinite time [14] . In a series of papers, Duyckaerts, Kenig, and Merle obtained a complete classification of type II behavior [20, 21, 22, 26, 23, 24, 25] . Krieger, Nakanishi, and Schlag established a number of fundamental results from the dynamical systems point of view [38, 39, 40, 41] .
Concerning type I blowup, less is known. Bizoń, Chmaj, and Tabor [2] gave strong numerical evidence that blowup is generically of type I and described by the ODE profile.
In other words, ψ T (τ, ·) Ḣ2 (B 3 ) T e −τ . Consequently, for pure scaling reasons, one gets exponential decay in H 2 × H 1 for the free evolution in similarity coordinates. In the aforementioned references [16, 18, 17] we were able to propagate this decay to the nonlinear problem via a perturbative argument. As the decay comes exclusively from scaling, it was not necessary to exploit any dispersive properties of the wave operator. However, in order to see the scaling decay, one has to require the data to be in H 2 × H 1 which is far from optimal 1 in view of the well-posedness theory for Eq. (1.5). Unfortunately, if one lowers the degree of regularity all the way down to the criticalḢ 1 × L 2 , one loses the decay from scaling and this makes the problem much harder.
The absence of scaling decay necessitates the development of a completely different approach which has to crucially exploit the dispersive behavior of the wave operator in similarity coordinates. On the technical level we accomplish this by proving Strichartz estimates for the semigroup in question. In what follows we give a more detailed outline of the paper.
• As explained above, the introduction of similarity coordinates (1.6) leads to an evolution problem of the form
For brevity we drop the subscript T and write Ψ = Ψ T . In this formulation, the ODE blowup solution u T corresponds to the constant function (c 3 ,
c 3 ), see Eqs. (1.7) and (1.8). Thus, we insert the ansatz Ψ = (c 3 ,
where the "potential term" L ′ Φ(τ ) comes from the linearization of F at (c 3 ,
c 3 ) and N(Φ(τ )) is the nonlinear remainder.
• Following [15] , we prove that a closed extension ofL 0 +L ′ , denoted by L, generates a semigroup S(τ ) on
. The generator L has precisely one unstable eigenvalue λ = 1 and σ(L)\{1} ⊂ {z ∈ C : Re z ≤ 0}. However, the eigenvalue 1 does not indicate a "real" instability of the blowup solution u T but is related to the time translation symmetry of the equation. Furthermore, the Riesz projection P associated to the eigenvalue 1 has rank one and from semigroup theory we infer the bound S(τ )(I − P) H ≤ C ǫ e ǫτ for any ǫ > 0.
• By Laplace inversion, we obtain an explicit representation of S(τ )(I − P) in terms of the resolvent of L. Indeed, settingf = (f 1 ,f 2 ) := (I − P)f for sufficiently regular f, the first component of S(τ )(I − P)f is given by
where G is the Green function of the spectral ODE associated to L and
Eq. (1.10) holds for any ǫ > 0 and the goal is to take the limit ǫ → 0, i.e., to push the contour of integration to the imaginary axis. This requires precise pointwise bounds on G and one has to exploit oscillations.
• We construct the Green function G by a perturbative ODE analysis which yields the representation G(ρ, s; λ) = G 0 (ρ, s; λ) +G(ρ, s; λ) where G 0 is the (explicitly known) Green function of the free equation and the perturbing kernelG has nice decay properties as | Im λ| → ∞. Consequently, Eq. (1.10) splits into a free part [S 0 (τ )f ] 1 and a perturbation T (τ )f, where S 0 (τ ) is the semigroup generated by (a closed extension of)L 0 .
• Next, we prove the Strichartz estimates
. This is done by employing the physical space representation of S 0 (τ ) based on d'Alembert's formula and an argument by Klainerman and Machedon [37] . We remark that our Strichartz estimates include the endpoint
) which is crucial for the construction. By delicate oscillatory integral estimates we prove the same Strichartz estimates for the perturbation T (τ )f which finally yields
for the above range of exponents p, q. In a similar vein we improve the growth bound S(τ )(I − P) H ≤ C ǫ e ǫτ from semigroup theory to S(τ )(I − P) H 1.
• The Strichartz estimates allow us to control the nonlinear terms in a way similar to the standard local well-posedness theory and we are able to run the program from [15] to complete the proof of Theorem 1.1.
Additional remarks.
In addition to the main result Theorem 1.1, we hope that the Strichartz estimates in similarity coordinates are of independent interest. In this respect it is worth noting that our perturbative construction of the Green function is very robust and does not use any specific properties of the potential. Thus, if one is able to derive the necessary spectral information, the proof of Strichartz estimates along the lines of this paper works for essentially arbitrary potentials. In view of the fact that the long-standing spectral issues related to blowup in supercritical wave maps and Yang-Mills models have recently been solved [6, 5, 4] , it is very likely that the techniques introduced in the present paper can also be applied to these problems. In this work we restrict ourselves to the radial case. There are two major problems one needs to address in order to remove the symmetry assumption. First, we use the L 2 L ∞ Strichartz endpoint to deal with the quadratic term in the nonlinearity. As is well known, this endpoint estimate fails outside of spherical symmetry [34] . This issue might be circumvented by using so-called reverse Strichartz estimates instead, cf. [1] . Second, we heavily rely on asymptotic ODE analysis to obtain a representation for the solution.
In the nonsymmetric case, the corresponding elliptic equation is a PDE. However, since the solution one perturbs around is radial, one may use a decomposition in spherical harmonics to transform this PDE to a system of decoupled ODEs where a similar analysis as in this paper would apply. This approach was used in [18] to remove the symmetry assumption. Alternatively, one may try to adapt the robust methods developed by Tataru and collaborators [46, 58, 54] for dealing with variable coefficient equations.
1.5. Notation. Most of the notation we use is standard in the field or self-explanatory. We denote by B u 2 ) . Throughout, we work with radial functions, i.e., f (x) =f (|x|), and we identify f withf . For Strichartz norms we use the notation
For the Wronskian we use the convention
= 1. The letter C (possibly with subscripts to denote dependencies) stands for a positive constant that might change its value at each occurrence. We also employ the "Japanese bracket" notation x := 1 + |x| 2 .
2. Well-posedness of the Cauchy problem 2.1. Similarity coordinates. Transforming Eq. (1.5) to similarity coordinates
acting on 2-component functions u = (u 1 , u 2 ). Furthermore, we set
.
Then we can write the system (2.4) succinctly as
To study the evolution, we employ the semigroup machinery. To this end, it is necessary to promote the formal differential operatorsL 0 and L ′ to linear operators acting on a suitable Banach space. We set
for f = (f 1 , f 2 ). Next, we augment the operatorL 0 with the domain
In this way,L 0 becomes a densely defined unbounded linear operator on H. We claim thatL 0 has a closed extension, denoted by L 0 , which generates a semigroup.
for all τ ≥ 0 and all f ∈ H.
Proof. We define G :
An integration by parts and the Sobolev embedding H 1 (
) and the inverse of G is given by
and thus,
The operator GL 0 G −1 with domainD was studied in detail 2 in [15] , see also [10] . In particular, Lemma 3.1 in [15] shows that GL 0 G −1 is closable and its closure generates a semigroup
2.3. Strichartz estimates for the free evolution. In the following we prove Strichartz estimates for the semigroup S 0 . We employ an argument by Klainerman and Machedon [37] which is based on d'Alembert's formula and the L 2 -boundedness of the HardyLittlewood maximal function. Unfortunately, this simple line of reasoning only works for d = 3 and in radial symmetry.
Proposition 2.2 (Strichartz estimates for
. Then we have the bound
f H for all f ∈ H. As a consequence, we also have
Proof. Recall d'Alembert's formula which states that classical solutions 3 of (∂
Consequently, we obtain for
τ u(T − T e −τ , T e −τ ρ) 2 One needs to set p = 5 in [15] . This might seem odd because [15] is confined to the case p ≤ 3. However, the linear theory in [15] works for all p > 1.
3 By a classical solution we mean
for all τ > 0 and ρ
In view of the transformations (2.1) and (2.2), as well as Eq. (2.9), we infer the explicit representation
where M denotes the Hardy-Littlewood maximal function. By the L 2 -boundedness of M, see e.g. [29] , p. 88, Theorem 2.1.6, we infer
, we obtain from Eqs. (2.9) and (2.1) the representation
Consequently, the same reasoning as above yields the bound
follows by means of an integration by parts and the onedimensional Sobolev embedding H 1 (
, 1). In summary, we have obtained the Strichartz estimate
and by a density argument this extends to all f ∈ H. Furthermore, by the Sobolev embedding
) and the growth bound from Proposition 2.1 we infer
f H . The general case now follows by interpolation. Indeed, for any q ∈ [6, ∞] we have
, which is equivalent to
. For the inhomogeneous estimate we employ Minkowski's inequality which yields
by the homogeneous Strichartz estimate.
The linearized evolution. The operator L
′ : H → H is bounded and thus, by the Bounded Perturbation Theorem,
We also obtain the growth bound
where M = C L ′ H but of course, this is far from optimal. By a more detailed spectral analysis we obtain the following refined information.
The geometric eigenspace of the eigenvalue 1 is one-dimensional and spanned by
Furthermore, there exists a (bounded) projection P :
where S is the semigroup generated by L. As a consequence, we have S(τ )Pf = e τ Pf for all τ ≥ 0 and f ∈ H. Finally, for any ǫ > 0 there exists a constant
Proof. With G given in Eq. (2.6), we infer [15] (with p = 5) and the assertions follow from Lemmas 3.5, 3.6, 3.7, and Proposition 3.9 in [15] .
) and for brevity we setf :
. By [33] , p. 178, Theorem 6.17, the reduced resolvent λ → R L (λ)(I − P) has an analytic continuation to {z ∈ C : Re z > 0}. Consequently, by Laplace inversion, we obtain the representation formula
for any ǫ > 0, see [28] , p. 234, Corollary 5.15. Thus, in order to proceed, we need an explicit expression for the resolvent
Via the first equation we can express u 2 in terms of u 1 andf 1 . Inserting this into the second equation we find
with u = u 1 and
Consequently,
where G is the Green function of Eq. (2.10), uniquely defined, as we will see, by the requirement
for any ǫ > 0. 
Construction of the Green function
Our goal in this section is the construction of the Green function for Eq. (2.10). In fact, without additional effort, most parts of this construction can be carried out for the more general equation
where the "potential" V is an arbitrary prescribed function in C ∞ ([0, 1]). Thus, for future reference, we will consider the more general version Eq. (3.1) whenever possible.
3.1. Preliminaries. Throughout we will treat the potential V perturbatively. Note that the free equation, i.e., Eq. (3.1) with V = F λ = 0, has the Frobenius indices {0, −1} at ρ = 0 and {0, 1 2 − λ} at ρ = 1, respectively. As usual, it is convenient to remove the first-order derivative by setting
Then Eq. (3.1) with F λ = 0 is equivalent to
Note that if v(·; λ) is a solution to Eq. (3.3) then so is v(·; 1 − λ). This convenient symmetry will simplify many computations in the sequel.
3.2.
Construction of a fundamental system. Eq. (3.3) with V = 0 has an explicit fundamental system given by
. Strictly speaking, this is a fundamental system only if λ = 1 2 . However, we are interested in λ close to the imaginary axis, so this issue does not bother us. We define a third solution ψ 0 by
and note that ψ 0 (0; λ) = 0. We now show that the fundamental system {ψ 1 ,ψ 1 } can be perturbed to yield a fundamental system for Eq. (3.3). In the following we construct solutions to ODEs by Volterra iterations. For the basic existence theory in this context we refer to [9] or [56] . Furthermore, for brevity it is useful to introduce the following notation.
Definition 3.1. For a function f : I ⊂ R → C, x 0 ∈ I, and α ∈ R, we write
for all x ∈ I and j ∈ N 0 . If f : R → C is odd, we indicate this by using the symbol
). An analogous notation is used for functions of more than one variable, e.g. for f :
for all (x, y) ∈ U and j, k ∈ N 0 . Functions of this type are said to behave like symbols or to be of symbol type. Remark 3.2. As a consequence of the Leibniz rule, symbol behavior is stable under algebraic operations, e.g.
for all ρ ∈ [0, 1), ω ∈ R, and ǫ ∈ [0,
, 1], where
Furthermore, another solutionṽ 1 (·; λ) is given bỹ
Proof. We set W (λ) := W (ψ 1 (·; λ),ψ 1 (·; λ)) = −1 + 2λ. The variation of constants formula suggests to look for a solution v 1 of the integral equation
where ρ 1 ∈ [0, 1] is a constant that will be chosen later. Since |ψ 1 (ρ; λ)| > 0 for all ρ ∈ (0, 1) and λ ∈ C, we may set
which yields the Volterra equation
with the kernel
Explicitly, we have
for all 0 ≤ ρ ≤ s ≤ 1 and Re λ ≥ 0. Consequently, we obtain the bound
Of course, the error function O((1 − ρ) ω −2 ) depends on ǫ as well but since this dependence is inessential, we suppress it in the notation.
for all 0 ≤ ρ ≤ s < 1. This allows us to choose ρ 1 = 1 and we infer for all ρ ∈ [0, 1]. Re-inserting this into Eq. (3.4) we find
Note that
where
We have 1 − s 1 + s
Consequently, we infer
The bounds on the derivatives are proved as follows. One sets ϕ(s) := − for all y ≥ 0 and j ∈ N. Then one introduces y = ϕ(s) as a new integration variable and rescales to remove the ω-dependence from the oscillatory factor. As a consequence, no derivatives fall on oscillatory terms. A simple induction then yields the stated bounds.
To be more precise, recall that the oscillatory part of 1 ρ K(ρ, s; λ)ds consists of the term
. Thus, we consider
Note that in this representation it is already evident that no ρ-derivatives fall on oscillatory factors. Furthermore,
Thus, we may safely assume |ω| ≥ 1. Then we rescale to obtain
Consequently, the claimed bounds follow inductively. The second solution is given bỹ v 1 (·; λ) = v 1 (·; 1 − λ).
Next, we perturb ψ 0 to obtain a third solution of Eq. (3.3). 
, ω ∈ R, and ǫ ∈ [0, 1 3 ].
Proof. We use the fundamental system {ψ 0 , ψ 1 } and set
Motivated by the variation of constants formula, we consider the integral equation
Since Re λ ≤ 
(1 + ρ)
(1 + ρ) and thus,
> 0 for all ρ ∈ (0, 1). Consequently, we may set h 0 := v 0 ψ 0 which leads to the Volterra equation
By Taylor expansion we find ψ 0 (ρ; λ) Hence, we obtain the existence of a solution h 0 to Eq. (3.5) with the bound
and all functions behave like symbols under differentiation with respect to ρ and ω.
In order to gain control over the solution v 0 near the endpoint ρ = 1, we express v 0 in terms of the fundamental system {v 1 ,ṽ 1 }. Recall that O o denotes an odd function of symbol type. 
], ω ∈ R, and λ = ǫ + i ω.
Proof. Evaluation at ρ = 1 yields
and thus, there exist a(λ) and b(λ) such that
The connection coefficients are given by
and by evaluation at ρ = δ 0 ω −1 , where λ = ǫ + i ω and δ 0 > 0 is from Lemma 3.4, we find
is an even function of ω and
Analogously,
3.3. The Green function. Now we return to the case V (ρ) = − 15 4 . In view of the transformation (3.2) we set
By construction, for j ∈ {0, 1}, u j (·; λ) is a solution of Eq. (2.10) with F λ = 0. Note that by standard ODE regularity theory we have u j (·; λ) ∈ C ∞ (0, 1). Near ρ = 0 we have the asymptotic behavior 
This shows u 1 (·; λ) ∈ C 1 (0, 1]∩C ∞ (0, 1) and in particular, we infer u 1 (·; λ) ∈ H 1 (B 3 \{0}). For the construction of the Green function we also need to know the Wronskian of u 0 and u 1 . Lemma 3.6. We have
for all ρ ∈ (0, 1), ǫ ∈ [0, 1 3 ], and ω ∈ R. Furthermore, |w 0 (λ)| 1 for all λ ∈ C with Re λ ∈ [0, 1 3 ].
Proof. By definition, we have
and from the proof of Lemma 3.5 we recall
Consequently, we obtain the stated form of the Wronskian. Upon setting
we see that Eq. (3.3) with V (ρ) = − 15 4 is equivalent to the hypergeometric differential equation
+ 1, and c = . Eq. (3.7) has a fundamental system given by
where 2 F 1 denotes the standard hypergeometric function, see [55] . Another fundamental system is given by
From lim ρ→0+ v 0 (ρ; λ) = 0 and the asymptotic form of v 1 (ρ; λ) as ρ → 1−, we see that
Consequently, W (v 0 (·; λ), v 1 (·; λ)) = 0 if and only if W (w 0 (·; λ), w 1 (·; λ)) = 0. The connection formula [55] 
shows that W (w 0 (·; λ), w 1 (·; λ)) = 0 if and only if
Neither of these conditions is satisfied if Re λ ∈ [0, 1 3 ] and thus, in view of Eq. (3.6), we infer
for all λ with Re λ ∈ [0, 1 3 ].
Corollary 3.7. For the function w 0 from Lemma 3.6 we have the representation
for all ǫ ∈ [0, 1 3 ], ω ∈ R, and λ = ǫ + i ω.
Proof. With λ = ǫ + i ω we have
Lemma 3.6 implies that {u 0 (·; λ), u 1 (·; λ)} is a fundamental system for the homogeneous version of Eq. (2.10). Thus, by the variation of constants formula, the general solution of Eq. (2.10) is given by
where c j (λ) ∈ C, j ∈ {0, 1}, can be chosen freely. Since u 0 (·; λ) / ∈ H 1 (B 3 ) and
, there is a unique solution
. As a consequence, the Green function for Eq. (2.10) is given by
and with this G, the representation formula (2.11) holds.
3.4. Decomposition. We set
as well as
In view of the transformation (3.2), {φ 0 (·; λ), φ 1 (·; λ)} is a fundamental system for Eq. (3.1) with V = F λ = 0 and where
for all ρ, s ∈ (0, 1), ǫ ∈ [0, 1 3 ], ω ∈ R, n ∈ {1, 2, . . . , 6}, and λ = ǫ + i ω.
Proof. From Lemmas 3.5, 3.4, and 3.3 we infer
and the stated decomposition follows from Lemma 3.3 and Corollary 3.7.
3.5. Representation of the semigroup. As a consequence of Lemma 3.8, we infer from Eq. (2.11) the representation
)f 1 (s) +f 2 (s).
20
For f ∈ C([0, 1]) and n ∈ {1, 2 . . . , 6}, we define the operators
for τ ≥ 0 and ρ ∈ (0, 1). Since Eq. (3.11) holds for any ǫ > 0, we would like to take the limit ǫ → 0+. The following result shows that this is indeed possible.
Lemma 3.9. For τ ≥ 0, ρ ∈ (0, 1), f ∈ C([0, 1]), and n ∈ {1, 2, . . . , 6}, we have
], and ω ∈ R, we obtain the bound |G n (ρ, s; ǫ
+ǫ ω −2 . Thus, the claim follows by dominated convergence and Fubini-Tonelli.
Strichartz estimates
We use the formula (3.11) to derive Strichartz estimates. More precisely, we prove the following. . Then we have the bound
Preparations.
We start with an elementary result on oscillatory integrals which will be applied frequently in the following.
Lemma 4.2. We have
for all a ∈ R\{0}.
Proof. Since R e i aω O( ω −2 )dω is absolutely convergent, the bound
follows immediately by means of two integrations by parts. Furthermore, since
21
Without loss of generality we assume a > 0. Then we decompose as
We have
and an integration by parts yields
Consequently, we may assume a ≥ 1 and then the claim follows by means of two integrations by parts.
Remark 4.3. As is obvious from the proof, the bound in Lemma 4.2 can be improved to C N a −N for any N ∈ N. However, we do not need this.
Kernel bounds.
Next, we prove pointwise bounds on the kernels of the operators T n (τ ) from Lemma 3.9.
Proposition 4.4. We have the bounds
for all τ ≥ 0, ρ, s ∈ (0, 1), and n ∈ {1, 2, . . . , 6}.
Proof. We start with G 1 and use
in order to get rid of the singular factor ρ −1 . Thanks to the cut-off χ(ρ ω ) (and the fact that ρ ∈ (0, 1) is fixed), we may interchange the order of integration and by Lemma 3.8 it suffices to prove the stated bound for the expression
The latter may be rewritten as
On the support of the cut-off χ(ρ ω ) we have | log(1 ± ρt)| 1 for all t ∈ [0, 1] and thus, Lemma 4.2 yields the bound
for all τ ≥ 0 and ρ, s, t ∈ (0, 1). For G 2 the relevant expression is
and thus, two integrations by parts yield
The bound for G 3 is similar, i.e., here we have to consider
and the argument from above yields
For G 4 we use again the representation (4.1) which leads to
and from Lemma 4.2 we obtain the desired bound
In view of the bound 1 R + (ρ − s)ρ −1 s −1 , the estimate for G 5 is identical to the one for G 2 . Finally, for G 6 we consider
and as for G 3 we find
The pointwise bounds from Proposition 4.4 are sufficient to obtain Strichartz estimates for the operators T n . . Then we have
for all f ∈ C([0, 1]) and n ∈ {1, 2, . . . , 6}.
Proof. We set
and from Lemma 3.9 we infer
The change of variable s = 1 − e −y yields
and from Proposition 4.4 we obtain the bound
Consequently, Young's inequality implies
Furthermore, by Cauchy-Schwarz we infer
. Thus, the claim follows by interpolation.
4.3.
The operatorsṪ n (τ ). The operators T n (τ ) alone are not sufficient to prove Theorem 4.1 since the function F λ in Eq. (3.11) contains a term λf 1 . Formally, multiplication by a factor λ is equivalent to taking a derivative with respect to τ . Consequently, for τ ≥ 0, ρ ∈ (0, 1), f ∈ C 1 ([0, 1]), and n ∈ {1, 2, . . . , 6}, we definė
Note that the additional factor of λ spoils the absolute convergence of the λ-integral. Thus, we perform an integration by parts with respect to s in order to gain a factor λ −1 . This illustrates the general philosophy that one may trade derivatives in s for decay in λ. . Furthermore, for n ∈ {1, 2, . . . , 6}, setṪ
Proof. The s-dependent part of G n (ρ, s; λ), for n ∈ {1, 2, 3}, is given by
+λ γ n (ρ, s; λ).
From Lemma 3.8 we recall
and thus, s(1−s)∂ s γ n (ρ, s; λ) is of the same form as γ n (ρ, s; λ). Furthermore, f L 2 (0,1) f H 1 (B 3 ) and therefore, it suffices to consider the operators induced by the boundary term, i.e.,
+λ γ 3 (ρ, ρ; λ)dλ where λ = ǫ + i ω. The integrands are bounded by Cρ −1 ω −2 and thus, the limits
exist for n ∈ {1, 2, 3}. Explicitly, we have
and by using Eq. (4.1), we infer from Lemma 4.2 the bound
cf. the proof of Proposition 4.4. Similarly, for B 2 we obtain
and as in the estimate for G 2 in the proof of Proposition 4.4, two integrations by parts yield
For B 3 we infer
and as before, we obtain
. Next, we turn to the cases n ∈ {4, 5, 6}. The s-dependent part of G 4 is given by
An integration by parts yields
Recall from Lemma 3.8 that
and thus, s∂ s γ 4 (ρ, s; λ) is of the same form as γ 4 (ρ, s; λ). Consequently, since
, the integral term leads to operators that can be handled as T 4 (τ ). Thus, it suffices to consider the operator generated by the boundary term, i.e.,
Taking the limit ǫ → 0+ yields the operator
and by using Eq. (4.3), Lemma 4.2 yields the bound
For n ∈ {5, 6}, the s-dependent part of G n reads
and we proceed analogously to the above by an integration by parts to obtain the desired bound.
4.4.
Proof of Theorem 4.1. From Eq. (3.11) we obtain
and from Propositions 2.2, 4.6 and Lemma 4.5 we obtain the homogeneous Strichartz estimates of Theorem 4.1, providedf ∈ C 2 × C 1 ([0, 1]). The inhomogeneous Strichartz estimates can be deduced from the homogeneous ones by the same argument as in the proof of Proposition 2.2. Thus, a density argument finishes the proof of Theorem 4.1.
Improved energy bound
We also need to improve the energy estimate from Proposition 2.3. Our goal is to show that the constant C ǫ is in fact independent of ǫ which allows us to choose ǫ = 0.
5.1.
Preliminaries. In the sequel we will encounter the following problem: We would like to interchange a derivative or a limit with an integral but the resulting expression does not converge absolutely. Consequently, the dominated convergence theorem does not apply. However, instead of proving a general result that covers each and every case that occurs, we rather illustrate the logic on a typical example.
Proof. An integration by parts yields
The integrand of the latter integral decays like ω −3 and thus, by dominated convergence we infer
. From Eq. (2.11) and (a suitable variant of) Lemma 5.1, we obtain the representation
and, as always,
To be more precise, one needs to perform an integration by parts with respect to s, thereby exploiting the assumed differentiability off , in order to generate a factor λ −1 which yields enough decay to make sense of the above representation formula.
As in Lemma 3.8, we peel off the free part
Note that the contribution from G ′ 0 is already handled by the abstract theory, see Proposition 2.1.
Lemma 5.2. We have the decomposition
andG n is of the same form as G n from Lemma 3.8.
Proof. By Lemma 3.3 and Eq. (3.2) we have
−λ . Consequently, we infer
Analogously, by Lemma 3.4,
and by using
Finally, by Lemma 3.5,
Thus, we obtain
This yields the stated decomposition.
In view of Lemma 5.2 we define the operators
for τ ≥ 0, ρ ∈ (0, 1), and f ∈ C 1 ([0, 1]). From Lemma 3.9 we obtaiñ
A similar result is true for S ′ n,ǫ (τ ).
, and n ∈ {1, 2, 3, 4}, we have
Proof. The first equality follows by an argument similar to the proof of Lemma 5.1, i.e., one performs an integration by parts with respect to s in order to gain a factor of ω −1 , which renders the integral absolutely convergent. Then one may apply dominated convergence to take the limit ǫ → 0+. Finally, one performs another integration by parts in s to remove the derivative from f . The second equality follows by Fubini and dominated convergence. 
for all τ ≥ 0, ρ, s ∈ (0, 1), and n ∈ {1, 2, 3, 4}.
Proof. We have
+λ γ ′ 1 (ρ, s; λ) and thus, for G ′ 1 it suffices to estimate
Lemma 4.2 yields 
From Lemma 5.4 we have the bounds
and thus, by the change of variables ρ = 1 − e −x , s = 1 − e −y , we infer
Consequently, Young's inequality yields
The bounds forS n (τ ) follow in the same way by noting that
see Proposition 4.4.
The operatorsṠ
′ n (τ ). As before, we need to trade a derivative in s for decay in λ in order to control the term λf 1 in Eq. (5.1). Thus, for τ ≥ 0, ρ ∈ (0, 1), f ∈ C 1 ([0, 1]), and n ∈ {1, 2, 3, 4}, we define the operatorṡ
Then we have
for all τ ≥ 0, f ∈ C 1 ([0, 1]), and n ∈ {1, 2, 3, 4}. and since f L 2 (0,1) f H 1 (B 3 ) , the integral term leads to an operator that is bounded from H 1 (B 3 ) to L 2 (B 3 ). By Hölder's inequality, the same is true for the boundary term, cf. Proposition 4.6. The other cases are handled similarly. and since a τ -derivative produces a factor of λ, the operatorsṪ n (τ ) and ∂ τṪn (τ ) are comparable to S for all u, v ∈ H.
Proof. The estimates are a simple consequence of Hölder's inequality and elementary identities such as u At this stage these definitions are purely formal. Now we introduce suitable function spaces and prove mapping properties of K u . For a function Φ(τ )(ρ) = (φ 1 (τ, ρ), φ 2 (τ, ρ)) we define Φ
and introduce the Banach space
Furthermore, we set X δ := {Φ ∈ X : Φ X ≤ δ} . 
Furthermore, the Strichartz estimates from Theorem 4.1 imply Next, we consider PK u (Φ)(τ ) which is given by PK u (Φ)(τ ) = −
∞ τ e τ −σ PN(Φ(σ))dσ.
Recall that rg P = g and thus, by Riesz' representation theorem there exists a g * ∈ H such that Pf = (f|g * ) H g for all f ∈ H. Consequently, we obtain PK u (Φ)(τ ) = −g In summary, we infer K u (Φ) X δ c + δ 2 + δ 5 , which implies the claim.
Lemma 6.3. Let δ > 0 be sufficiently small and u ∈ H. Then we have the estimate
Proof. By Lemmas 5.7 and 6.1 we find
Furthermore, Theorem 4.1 and Lemma 5.7 yield
by the same logic as above.
On the unstable subspace we use Pf = (f|g * ) H g as in the proof of Lemma 6.2 to obtain
