Abstract. We proposed a structure of processing Convolution Neural Network(CNN) algorithm which applied Filter Buffers. Devices of smaller sizes and lower power consumptions are used in smart mobile devices or hardware used in an Intelligent Advanced Driver Assistance Systems. In these cases, it is needed to access external memory for a limited number of Process Elements. We propose the method of increasing the performance of processing by eliminating the unnecessary accesses of external memory. This is a useful algorithm for a parallel processing of an artificial neural network. It has been shown that the ratio of external memory accesses has decreased by 20%, and the processing performance has increased.
Introduction
Currently, there is much active research on pattern recognitions and computer vision techniques which is used in various areas of computer image processing. A lot of algorithms were used in various detecting characteristic points and recognitions. They were used in various areas such as smart mobile devices and in an Intelligent Advanced Driver Assistance System. These days, the main trend of image recognition uses Machine Learning with Deep Learning algorithm [1] .
In real time processing areas such as an Intelligent Advanced Driver Assistance System and recognition of sign posts or of pedestrians, we need to make the system learn with appropriate data. We also need to make the system recognize sign posts and pedestrians, and learn constantly while the system is running. On the matter of repetitive recognition and learning in real time, unfortunately, there is a limit of processing according to the algorithm applied to the system. Therefore, we propose a new method of accessing memory using parallel CNN (Convolution Neural Network) which is an artificial neural network to improve the performance of the system [2] . Figure 1 shows a basic CNN algorithm [3] . The characteristics are generated by repeating the Convolution and Pooling steps for an n*n size image. After these steps, through the Full Connected steps and Softmax step, which is an activation function, we get the final classified images.
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Fig. 1. Interpreter execution model
1 A Convolution step produces m feature maps using m kinds of k*k size Filters(the feature map means a weight value in Deep Learning for a Filter). We can do more exact classification and recognition using m feature maps and can also increase the performance of the processing by using the parallel processing for these steps. But, in the case of a limited number of PE(Process Element)s, it is needed to read external memory repeatedly to process new input data for a number of k*k size filters for each time, and it makes the performance decrease [4] .
The suggested method of accessing memory
The method of accessing memory using a Filter Buffer structure used in this paper, increases the performance of the process by preventing re-Reading of the same previous Filter in the case of limited PEs. Figure 2 shows the number of the accesses of data and weights according to the number of nodes. Here, we assumed 4 PEs and the 3*3 size of the Filter to process a real 640*480(VGA) image. The number of memory access of weights has increased more than that of input data, according to the increase of the number of nodes, in the case of a limited number of PEs. Figure 3 shows the comparison of memory access when a Filter Buffer is applied, and when it is not applied in the structures of a Convolution Neural Network processing. The method of preventing external memory access using a temporal buffer memory increases the performance of processing, in the case of a small number of PEs and a larger number of nodes in a Convolution Neural Network. 
Fig. 2. The number of memory accessing of data and weights according to an increase in the number of nodes
Experiments and Results
We have shown that the suggested Filter Buffer structure applied to a CNN algorithm is very efficient. We applied the structure of SIMD(Single Instruction Multiple Data) architecture which is implemented by Verilog HDL. We also compared the simulation results of a 640*480 size of image processing by the increment of nodes and the following access of external memory of the Filter. The input data of the German Traffic Sign Recognition Benchmark(GTSRB) has been applied to the simulation structure. Figure 4 shows the comparison of the results of the Filter Buffer method and a conventional method in the number of accessing of external memory.
Fig. 4. Comparison of the result
Conclusion
We suggested a structure of processing CNN algorithm with Filter Buffer. When you increase the number of nodes in a finite number of PEs, a large number of accessing of external memory is needed, usually for the use of multi-filters. It has been shown that our Filter Buffer-applied-structure increases the performance of processing by 20%, more than that of a conventional structure using CNN algorithm, by decreasing the number of accessing of external memory. We expect a great increase in the performance of a system with much research about the recognition of images. This is achieved by solving the problems of the method of external memory accessing, using the algorithms of machine learning and deep learning.
