Abstract This paper presents a new heuristic for global optimization named low dimensional simplex evolution (LDSE). It is a hybrid evolutionary algorithm. It generates new individuals following the Nelder-Mead algorithm and the individuals survive by the rule of natural selection. However, the simplices therein are real-time constructed and low dimensional. The simplex operators are applied selectively and conditionally. Every individual is updated in a framework of try-try-test. The proposed algorithm is very easy to use. Its efficiency has been studied with an extensive testbed of 50 test problems from the reference (J Glob Optim 31:635-672, 2005). Numerical results show that LDSE outperforms an improved version of differential evolution (DE) considerably with respect to the convergence speed and reliability.
local extreme points. Even worse, the derivative of objective function might be unavailable, unreliable (numerical unstable, e.g., in the presence of noise), or hard to compute. In this paper, we consider the continuous global optimization with box-constraints of the form min x∈ f (x) (1) where the feasible region = {x ∈ R n |l j < x j < u j , j = 1, 2, . . . , n}. The objective function f : R n −→ R is of the black-box type but it is assumed to be continuous or at least piecewise continuous in general.
Existing GO algorithms can be roughly divided into two classes: deterministic algorithms [6] and stochastic heuristics [16, 28] . A most widely used deterministic GO algorithm is the branch-and-bound (BB) method. It is a class of adaptive partition strategies based upon partition, sampling, and subsequent lower and upper bounding procedures [18] . Besides, there are several other deterministic GO algorithms including the dividing rectangles (DIRECT) provided by D. R. Jones, C. D. Perttunen and B. E. Stuckman [9, 10] , the multilevel coordinate search (MCS, based on DIRECT) provided by W. Huyer and A. Neumaier [7] , cutting plane methods provided by H. Tuy [27] , etc. Theoretically, all those deterministic algorithms might fail to get the global optimum because of their deterministic selection rules and non-ergodic properties. On the contrary, stochastic heuristics can get the global optimum in probability 1 due to their stochastic selection rules and ergodic properties. Dozens of stochastic GO algorithms have been provided during the past decades, one can mention adaptive simulated annealing (ASA) [8, 17] ,covariance matrix adaptation evolution strategy (CMA-ES) [4] , differential evolution (DE) [26] , and particle swarm optimization (PSO) [12] .
Dozens of GO software products have been developed in the last decades. They can be divided into three types. Some GO products are only a part of some general purpose mathematical software, e.g., the genetic algorithm and direct search toolbox in Matlab, the NMinimize package in Mathematica, etc. Some are professional GO solvers, e.g., BARON [24] , LGO [20] , LINGO, and many more. Some give a uniform interface to several GO solvers, e.g., GAMS, AMPL, etc. Usually, a professional GO solver is an integration of several algorithms with adaptive strategies and constraints-handling techniques. For more information on GO algorithms and products, consult [20, 21] and the references therein.
Nevertheless, convergence speed and reliability are still the bottleneck of GO algorithms for their applications. In this paper, we try to get an efficient algorithm by hybridizing evolutionary and traditional optimization algorithms. We find that simple combinations do not work. It needs essential modifications to get an efficient hybrid evolutionary algorithm.
The rest of the paper is organized as follows. Section 2 presents four possible ways of hybridizing evolutionary and traditional algorithms. Section 3 describes the proposed hybrid algorithm, low dimensional simplex evolution (LDSE), in detail. In Sect. 4 we discuss the constraint handling in LDSE. Section 5 gives the numerical results. Finally, we draw some concluding remarks in Sect. 6.
Ways of hybridization
Evolutionary algorithms have the virtue of global search, while their local search ability is generally limited. Many population based algorithms (may) converge slowly even if the best solutions are close to the global optimizer. On the contrary, traditional algorithms are usually good at local search, but easily trapped into a local minimum or stationary point. As a result, hybridization with a traditional algorithm is a good way to speed up evolutionary algorithm. Existing ways of hybridization could be divided into three classes:
(1) (E+T)-type, in which the EA is used for the global exploration (step 1) and then the traditional algorithm is used for the local exploitation (step 2). Specifically, in step 1, the EA is used to find a most promising basin of attraction and an initial point for step 2. In step 2, the traditional algorithm is used to discover the bottom of the basin from the initial point provided by EA. This type of hybridization is very easy to use, so it has been embedded in many GO software products (e.g., the optimization toolbox in Matlab) and is widely used in practical engineering computations. (2) (E+T+E)-type, in which traditional algorithm is embedded in EA to improve the individuals in the current population. For example, GPL [22] is a combination of real-coded GA and Powell's method. (3) (E<T>E)-type, in which traditional optimization operator is directly used as an evolutionary operator. For example, simplex-GA [22] and simplex coding genetic algorithm [5] are hybridizations of real-coded GA and downhill simplex method [13] .
The above ways of hybridization do work in some cases. However, we need more efficiency and more reliability in practical applications. In this paper, we try to hybridize traditional and evolutionary algorithms in a new way: (4) (<ET>)-type, in which some selected operators from the traditional optimization algorithm are used as evolutionary operators after essential modifications, and the modified operators are applied conditionally in conjunction with some other new introduced operators. Here, by <ET> we mean evolutionary and traditional algorithms are tightly integrated.
3 Low dimensional simplex evolution
Lower dimensional simplex operators
There are two kinds of operators in evolutionary algorithms: (1) the reproduction operators (such as crossover and mutation) to decide how to generate new individuals, and (2) the selection operator(s) to decide which individuals will survive to the next generation. In this subsection, we focus our attention on the reproduction operators. For the black-box type global optimization problem (1), direct search methods are good choices because they are derivative-free and only use the information of function values. We will derive our reproduction operators from direct search methods. Downhill simplex method (also referred to as Nelder-Mead method) is a classic direct search method. It moves, deforms, and resizes a simplex shape until its volume becomes sufficiently small. The method was introduced by Spendley, Hext and Himsworth [25] . Afterward, Nelder and Mead developed a modified version that allows the procedure to adjust its search step according to the evaluation result of the new point generated [13] . Nelder-Mead method has a good performance of local search. This makes it possible to get an efficient hybrid EA by designing evolutionary operators inspired from Nelder-Mead.
Nelder-Mead method must maintain a full dimensional simplex (n-simplex for n-dimensional problems) during the search process to ensure its convergence. Once the dimension of the new transformed simplex becomes degenerated, the algorithm will be more likely to get stuck in a non-optimizer (i.e., neither global minimizer nor local minimizer). This is not what we expect. We have tried to remedy this defect by maintaining a point-set with more (than n +1) points during the search process. In our experiments, we use n-simplex operators as the reproduction operators for generating new individuals/points. The population size N is set to be much lager than n + 1. The results show that maintaining a set with more points does help the algorithm converge to global minimizer. However, the convergence speed becomes very slow as the population size N increases, especially for high dimensional problems.
In linear algebra, subspace iteration is a successful and widely used technique, e.g., Krylov subspace method for large-scale linear systems [3] is regarded as one of the ten most important classes of numerical methods in the 20th century. Subspace iteration can both save the required memory storage and accelerate the search process. The Nelder-Mead method and the subspace iteration motivate us to design our reproduction operators with lower dimensional simplex. We use three lower dimensional operators for generating new individuals: reflection, contraction and local learning. Suppose the dimension of the simplex is m, and m ≤ n, then the reproduction operators can be described as follows.
(1) Reflection: Reflect the worst vertex X w across the centroid of the other m points, i.e., the reflection point 
Note that the local learning could be regarded as a 1-dimensional simplex operator.
m-Simplex evolution
In this section, we will first introduce a general form of simplex evolution so called m-simplex evolution (m-SE), where m = 1, 2, . . . , n. Similar to other population-set-based algorithms, m-SE maintains a population set X(t) of N individuals/points X i (t), i = 1, 2, . . . , N , during the evolutionary progress. The evolutionary progress is to guide the individuals in the current population in stepping towards (hopefully) better positions. The individuals will hopefully get improved from generation to generation, and converge to the global minimizer in the long run.
In m-SE, the so-called better position is determined by the current individual X i (t) and the other m + 1 randomly selected individuals from the current population. The m + 1 individuals make up of an m-simplex. In this sense, m-SE can be regarded as a kind of multi-parent genetic algorithm (with m + 2 parents in total). We construct a new simplex for each position i in the current population. In other words, the new m-simplex is real-time constructed and it has almost nothing to do with the old ones. This is quite different from the original Nelder-Mead method, in which the new simplex is always a transformation of the old one. As a result, m-SE has no reduction operator.
The new individual (the entity of a hopefully better position) will replace the current individual X i (t) if only it is better (except for the test step). Here the better means it is better than the current individual, not necessarily/sufficiently better than the worst vertex X w . Therefore, whether a simplex operator (reflection or contraction) is successful depends on the value of X i (t), not X w . This is another difference from the original Nelder-Mead method. As a result, m-SE has no expansion operator.
In general, the current individual X i (t) tries to improve himself in a framework of trytry-test. In the beginning it has two chances. The first chance is provided by the reflection operator. If the reflection point X r is better than X i (t), X i (t) will be replaced by X r . As a result, the individual X i (t) get improved. Otherwise a second chance, the contraction, will be carried out. Similarly, X i (t) will get improved if the contraction point X c is better. However, if the i-th individual X i (t) has lost the previous two chances and cannot make the average profit (that is, its function value is greater than or equal to the average value of the current population), it will take a chance on local learning. This step is motivated, in some sense, by the behavior of a human being. Obviously, the i-th individual tries the local learning to improve himself at the risk of being degenerated. Although local learning might degenerates the i-th individual, it could increase the diversity of the population.
From the above discussion, we can see that (1) m-SE employs the simplex operators of Nelder-Mead method selectively (e.g., the expansion and reduction operators are discarded) after dimension reduction; (2) m-SE employs a new simplex operator -the local learning; and (3) the three evolutionary operators are applied conditionally, e.g., the contraction will not be applied if the reflection is successful, and the local learning will not be applied if the reflection or contraction is successful. The procedure of the m-SE can be outlined as follows.
Procedure m-simplex evolution algorithm:
Step 1: Initialize: Input population size N , initial bounds l, u, scaling factors α and β. Set the current generation t = 0; Initialize population 
set the current position i = i + 1, and return to step 3.
3.3) Try contraction: Compute the contraction point
Let X i (t + 1) = X l , set the current position i = i + 1, and return to step 3.
Step 4: Check point: If some stopping criterion is satisfied, output the best-so-far individual X * and its function value f (X * ); Otherwise, set the current generation t = t + 1, set the current position i = 1 and return to step 3.
The stopping criteria will be described in Sect. 5. Note that the population size N is usually taken much larger than the dimension of the problem n to ensure the global convergence. Another noteworthy fact is that the m-SE should be non-generational (that is, the offspring individuals could be selected as parent individuals as soon as they are generated) to decrease the required memory (storage) space for programming.
Full and low dimensional simplex evolution
The m-simplex evolution described in the above subsection is called full dimensional simplex evolution (FDSE) if the dimension of the simplex therein is equal to that of the problem (that is, m = n). Accordingly, it is called lower dimensional simplex evolution if m < n. Particularly, the m-simplex evolution is called low dimensional simplex evolution (LDSE) if the dimension of the simplex is much less than that of the problem (that is, m n). The LDSE is the one we highly recommend. Usually we take m ≤ 5 for the problems which dimension n ≤ 50. Numerical study indicates that LDSE is much superior to FDSE for the problems with a higher dimension such as n ≥ 10 (see subsection 5.1).
In summary, LDSE is a hybrid evolutionary algorithm of (<ET>)-type (see Sect. 2 and subsection 3.2). It generates new trial points following the Nelder-Mead algorithm, and the individuals survive by the rule of natural selection. However, the simplices therein are realtime constructed and low dimensional. The simplex operators are applied selectively and conditionally. Each individual is updated in a framework of try-try-test.
If we take m = 2 and fix the scaling factors α = 1, β = 1 3 , LDSE will be fully simplified, and the resulting algorithm will require only one (explicit) control parameter, the population size N . This renders it very easy to use. The simplest is hopefully the best if the simplification does not affect too much of its efficiency. The simplified LDSE is called triangle evolution (TE) because in this case the simplex is indeed a triangle. TE is the simplest form of LDSE. In order to ensure its efficiency, TE requires that the three randomly selected parents are mutually different.
Constraint handling
Constraint handling is another challenging topic in evolutionary algorithms. Carlos A. Coello Coello provides a comprehensive list of references on constraint handling techniques used with evolutionary algorithms and keeps constantly updating [2] . We will not discuss general constraint-handling techniques in this paper. For the simple box-constraints, they are handled quite straightforward. Once the component x j of a new trial point goes beyond its bounds (i.e., x j < l j or x j > u j , the case might happen at the reflection and the local learning steps), it will be initialized to x j = l j + r · (u j − l j ), where r is a random real number with uniform distribution on the interval [0, 1]. In our practical application of LDSE, nonlinear constraints are handled using a technique similar to the direct constraint handling method proposed by Price, Storn and Lampinen [23] . from 2 to 20. They have a variety of inherent difficulties, and many of them are frequently used to test the performance of evolutionary algorithms. We use the same stopping criteria for each algorithm and test case in our numerical experiments. The algorithm will stop if it meets one of the following conditions:
(1) the global minimum is attained in the numerical sense, i.e., f GloBest (t)− f * < ε, where f GloBest (t) is the function value of best-so-far individual, f * is the best known function value of the GO problem, and the tolerance ε = 10 −6 . (2) the population is matured in the numerical sense, i.e., f PopW orst (t) − f PopBest (t) < δ, f PopW orst (t), where f PopBest (t) are the function values of the worst and the best individual in current population respectively, and δ = 10 −4 . (3) the maximum number of function evaluations E is reached, where E = 500n 3 .
In order to reduce the effect of randomness, each test case is executed 100 times with different initial populations (by setting different random seeds). The average number of function evaluations (n f e) and the percentage of success ( ps) are reported to show the performance of each algorithm. An execution is said to be successful if and only if the first stopping criterion (as above listed) is satisfied.
Comparison of LDSE and FDSE
The effect of the dimension reduction on the m-simplex evolution algorithm is demonstrated with a group of 10 dimension-adjustable problems selected from the testbed. Numerical results show that LDSE is superior to FDSE by 44.44% and 42.9 in terms of average reduced n f e and average increased ps respectively (see Table 1 ), where the reduced n f e = (1 − n f e LDSE n f e FDSE ) · 100%, and the increased ps = ps LDSE − ps FDSE .
Comparison of LDSE and DE
In this subsection, LDSE is applied to all 50 problems in the testbed to verify its performance and compare with an improved version of differential evolution (DE). We choose the DE for comparison because it has proven to be the fastest evolutionary algorithm among the 1st ICEO conference entries.Differential evolution (DE) was first proposed by R. Storn and K. Price [26] . It is also a population set based algorithm. For each individual X i (t) (a point in R n ) in the current population, DE reproduces a new trial point by mutation and crossover. Consider the most popular strategy DE/rand/1/bin. In the mutation phase DE randomly selects three distinct points X r 1 (t), X r 2 (t), X r 3 (t) from the current population set X(t). The mutated point X m (t) is a permutation of one point along the differential variation of the other two, that is, X m (t) = X r 1 (t) + F · (X r 2 (t) − X r 3 (t)), where F is a scaling factor. In the crossover phase, the trial point is generated by the crossover between X m (t) and X i (t) of the form
The trial point replaces X i (t) from the population if and only if it is not worse than it. In 2006, P. Kaelo and M. M. Ali proposed a modified version of DE, called differential evolution algorithm with random localization (DERL) [11] . Different from the original DE, the modified DERL requires X r 1 (t) to be the best of the three random points and uses a random scaling factor F uniformly drawn from
. DERL has improved the performance of DE significantly [11] .
In order to make a fair comparison between LDSE and DE, we choose TE (an LDSE algorithm with a fixed dimension and fixed scaling factors, see subsection. 3.3) as the representative to compete with DERL (an improved version of DE).
Note that TE and DERL share similar method for parent selection. Both algorithms reproduce new individuals from the i-th individual and three randomly selected mutually different parents. In addition, both TE and DERL use the function-value information of selected parents, that is, TE needs to find the best and the worst parents to carry out the simplex operations and DERL also needs to find the best parent to carry out the mutation operation.
The control parameter C R of DERL used in our experiment follows [11] , in which C R = 0.5 is reported to be the best choice for the 50 test problems. The population size N for TE and DERL are all found empirically. We have conducted a series of runs of TE and DERL by varying N from 1.5n to 20n. Only the best results are presented in this paper. The population size N used here might not be optimal, but it should be a good choice at least. The comparison results between DERL and TE are presented in Table 2 , where the reduced n f e = (1 − n f e TE n f e DERL ) · 100%, and the increased ps = ps DERL − ps TE . From Table 2 , we can see that TE outperforms DERL considerably. TE is superior to DERL by 27.72% and 3.07 in terms of average reduced n f e and average increased ps.
Conclusion
We have presented a new hybrid evolutionary algorithm named low dimensional simplex evolution (LDSE) for continuous global optimization. LDSE is a (<ET>)-type hybrid algorithm (see Sect. 2 and subsection. 3.2). It generates new trial points by reflection and contraction operators derived from the Nelder-Mead algorithm after essential modifications, and the new individuals survive by the rule of natural selection in a framework of try-try-test. The simplices therein are real-time constructed and low dimensional. The simplex operators are applied selectively and conditionally. The expansion and reduction operators in the NelderMead algorithm are discarded. A new simplex operator, the local learning, is introduced to increase the diversity of the population. The contraction will not be applied if the reflection is successful, and the local learning will not be applied if the reflection or contraction is successful. Numerical investigation shows that LDSE is much more superior to full dimensional simplex evolution (FDSE) for the problems with a higher dimension such as n ≥ 10 (see subsection 5.1). The performance of LDSE has been demonstrated with an extensive testbed of 50 test problems from the reference [1] . The comparison results show that LDSE outperforms an improved version of differential evolution (DE) considerably with respect to the convergence speed and reliability (see subsection 5.2).
Although the numerical results of LDSE are very encouraging, its working mechanism is not clear yet. LDSE needs a large population size N to ensure its global convergence. This might decelerate its convergence speed. Therefore, some more efficient variants of LDSE with less population size are expected in future work. In addition, some algorithm-specific constraint handling and multi-objective treatment techniques are also expected.
