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ABSTRACT 
 
This thesis is focused on a simulation modelling approach to address the 
inventory inaccuracy problems in a warehouse operation. The main motivation which 
led to this research was a desire to investigate the inventory inaccuracy issues that 
have been highlighted by a logistics company. Previous and current research into 
inventory inaccuracy issues is largely related  to the development of RFID technology 
as a possible solution to inventory problems. Since the inventory inaccuracy related to 
RFID technology is focused on the overall measurement of inventory management and 
retail business, there are differences between this existing research and the research 
presented in this thesis which is focused on issues of inventory inaccuracy in a 
warehouse operation.  
In this thesis, warehouse operation is studied as a detailed sequence of 
processes that are involved in the flow of items physically in parallel with related  
information being stored in the computer system. In these processes there are many 
places where errors can occur in counting or recording details of inventory, or in 
physically moving, storing or picking items incorrectly.  These details of a warehouse 
operation are used to develop a conceptual model of inventory inaccuracy in 
warehouse operations. The study also found that typically a product needs to be 
considered differently at different stages of its progress through a warehouse (and 
therefore within different sections of the conceptual model).  This is because initially 
batches of a product are likely to be delivered from a supplier, therefore if errors occur 
soon after the product is delivered to the warehouse, the error might involve the whole 
batch (for example the batch may be misplaced and put in an incorrect storage 
location), or the error might involve just part of the batch (for example poor 
transportation by forklift truck may damage the packaging carton and some of the 
items within the carton).  When the product is stored ready for meeting customer 
orders, it needs to be considered as individual items (and errors can occur in counting 
of individual items or individual items may be misplaced or stolen).  Finally, when a 
customer order is received, the product will be picked and grouped to meet the 
requirements of the order (for example, one order may require 10 of the product whilst 
another order may require 20 of the product). Errors might again occur to the whole 
group or to just part of the group.   
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In the conceptual model, the warehouse operation can therefore be divided into 
three sections of warehouse operation with three separate profiles of inventory 
management. The sections are defined based on the physical flow of the items which is 
related to the items being grouped in three different ways within the whole sequence of 
processes, these are items in bulk, individual items and items in small groups. The 
three profiles are defined related to the main input values from the inventory 
management. The conceptual model shows the relationships between the three sections 
and the three profiles. A fourth profile, which is error profile, is also included in the 
model. The occurrence of errors that are based on the error profile are used to 
determine and measure the extent of inventory inaccuracy in any scenario of 
warehouse operation using three outputs for the measurement of the identified errors. 
A simulation model has been designed and implemented based on the conceptual 
model.  Two types of experiments have then been performed, using the simulation 
model, in the context of inventory inaccuracy measurements using variations of the 
profiles. Firstly, experiments were executed for individual variables in the model and 
then, the second type of experiment involved variations to values of several variables 
simultaneously. 
 The major contribution of this research is the development of the conceptual 
model of inventory inaccuracy in warehouse operation and its implementation using 
the simulation modelling approach. Then, the investigation of inventory inaccuracy in 
warehouse operation is detailed by a series of experiments using the simulation model. 
The results of the experiments show the characteristics of each profile and the 
relationships between profiles in the context of the inventory inaccuracy 
measurements. In the individual profile experimentations, the size of bin capacity in 
the item picking location has the greatest impact on the measurement.  The bin 
capacity is also related to the number of items arriving from the bulk location and this 
also has an impact on the measurement of inventory inaccuracy.   
The overall experimentation, which involved all the profiles in the model, aims 
to identify the impact and percentage of contribution of each factor on the inventory 
inaccuracy measurement. The experiment found that the number of items per order 
have the highest impact on inventory inaccuracy since this value affects the flow of 
items from bulk location to picking location and finally to item delivery location. The 
value of items per order also shows a higher percentage of contribution to the 
measurement especially for the number of items involved with errors in the operation. 
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The process for item located in picking bin and items available in the delivery location 
also produce the highest percentage of measurement values since these variables are 
related to the number of items per order.  
Similar to individual profile experimentation findings, the overall 
experimentation also found that there is an interaction between the size of bin capacity 
and the number of items that arrived from bulk location. However, there are no or 
minimal interactions between other variables.   
Overall, the majority of elements in warehouse operation have a significant 
role in inventory inaccuracy.   
 
 
Keywords 
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ABBREVIATIONS 
 
 
RFID Radio-frequency Identification Device 
 
ISP Items Supply Profile 
 
BCP Bin Capacity Profile 
 
COP Customer Order Profile 
 
EP Error Profile 
 
SKU Stock Keeping Unit 
 
WIP Work In Progress 
 
MRP Material Requirement Planning 
 
DC Distribution Centre 
 
SizeBulkItems A variable that represents the number of items in a bulk item 
 
LT A variable that represents the time taken between bulk items 
being requested and the arrival of the bulk items at the 
picking location 
 
BinCapLvl A variable that represents the maximum number of items 
that can be allocated into the picking bin 
 
RL A variable that represents the level of items  in the picking 
bin that indicates a replenishment is required. 
 
OrderQty A variable that represents the number of items per customer 
order 
 
ArrivalTime A variable that represents the time between arrival for two 
customer orders 
 
P(Exi) A variable that represents the probability of Exi occurring at 
Process x. Where Exi is error number i in Process x 
 
%(Exi) 
 
A variable that represents the percentage of number of items 
involved when Exi occurred in Process x. Where Exi is error 
number i in Process x 
 
NoErr(x) A variable that represents the number of items involved with 
error in x. x can be a process, a section or overall model. 
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SF A variable that represents the frequency of the occurrence of 
shortage in a model execution.  
 
NoAdj A variable that represents the number of items involvement 
with adjustment in a model execution. 
 
Freq_Err(x) A variable that represents the frequency of error occurrences 
in x. x can be a process, a section or overall model.  
 
No_CO A variable that represents the number of customer orders. 
 
Percentage(x) A variable that represents the percentage of factor x that 
contributes to the measurement. x can be a process, a section 
or the overall model.  
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Chapter 
1 Introduction 
1.1 Background 
Today’s manufacturing environments are rapidly changing with new ideas and 
improvements. The changes are not only within the manufacturing activities but also to 
develop tight relationships with suppliers and fulfil the customer satisfaction. One of the 
important areas for manufacturing industries is supply chain management which studies 
the relationships between suppliers, manufacturers and customers. The relationships that 
exist in the supply chain management are based on the external flows of physical raw 
materials or items between the various suppliers and customers and also on the internal 
flows of information (within companies operating as part of the supply chain) and these 
flows are either through information systems or paper-based documents.  
In general, the raw materials are supplied by the suppliers to the factory and then, the 
manufacturer will process or assemble the materials through a sequence of processes in the 
factory. At the same time, the factory receives orders from the customer. When required, 
products will be sent to the customer based on the customer order details. In addition to 
the factory, the flow of items usually also goes to warehouses or distribution centres 
before delivery to the customer. Therefore, successful management within the supply 
chain involves the management of raw materials or partially manufactured goods, 
management of products-in-process in the factory, management of finished products in 
warehouse and finally delivery of finished products to customer. If the customer is a retail 
shop, for example, they also have to manage a large number of finished products in their 
shop. So, all these parties (supplier, factory, warehouse, customer) are involved in the 
inventory management of various products within the supply chain. Figure 1.1 shows the 
flow of goods and information in supply chain management. 
Inventory management plays an important role in determining successful customer 
and supplier relationships. Understanding the flow of the material, product demand 
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patterns, when to order the raw material and appropriateness of inventory IT system are 
some of the key elements in inventory management.   
Supply chain management therefore looks at the bigger picture of items or products 
flow whilst inventory management looks at a smaller scope and involves physical stocks 
and recorded values within computer systems or information system. Both physical stock 
inventory and information from computer system are recorded at many stages and can 
either be initiated from the physical flow or system flow. For example, when (physical) 
items arrive into a warehouse, the number of items shipped to the warehouse is updated in 
the computer system. On the other hand, when a customer order arrives at the warehouse, 
details of the number of items required are normally entered on a computer system, and a 
number of items will be picked to fulfil the customer order, based on the quantity ordered 
(as recorded in the computer system). So, both physical items in physical flow and 
information in computer systems are related to each other to ensure that the needs of all 
parties in the supply chain are satisfied and inventory management plays an important role 
in these activities.  
 
 
 
 
 
 
 
 
 
Figure 1.1: Flow of goods and information in a warehouse (Priemus and Konings (2001), Martins 
(2004), Fleisch and Tellkamp (2005) 
 
But there is an issue between physical stocks in physical flow and information in 
information flow. What happens when the quantity of physical items on the shop floor is 
different compared to the information in the computer system? There are many possible 
ways in which this can occur: (i) the information in the computer system’s record is 
updated differently to the stock that is physically received. (ii) the number of items that 
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arrive at the shop floor is more or less than expected. (iii) an operator picks the items 
without updating the information system. These possibilities can occur at any place in the 
warehouse or factory. The difference or mismatch between physical stock and information 
in the computer system is called inventory inaccuracy. The difference might come either 
from the physical stock or from the information in the computer system and the 
occurrence of errors may be associated with one or both of the flows. Inventory inaccuracy 
problems may affect the supply chain performance of all parties – suppliers, manufacturers 
(or warehouse operators) and customers. This issue has caused loss of profit in supply 
chain retail business, as Alexander et al. (2002) reported that US retailers lost for US$33.2 
billion which is 1.8% of 2001 sales, €14.4 billion for European retail businesses (1.75% of 
sales) and Australasia retail sales lost for $A0.94 billion (1.73% of sales). These figures 
show that inventory inaccuracy is an important problem in supply chain management and 
inventory management.  
There are many ways that inaccuracy or errors can occur in inventory management 
either in factory or warehouse operation. Theft of items can reduce the number of physical 
items that are available.  Misplacement of items can reduce items at one location whilst 
increasing items at other locations. Typing errors whilst keying-in the number of items to 
the system can cause incorrect (higher or lower) quantities being recorded in the inventory 
system. Unrecorded damaged items also cause inaccurate quantities of items arriving at a 
location. So, there is a list of ways in which potential errors can occur which will lead to 
mismatches between both recorded inventory information and physical stock which is 
available within the inventory system. The errors may occur because of human, system, 
procedure or technology activities.  
Bar-coding and radio-frequency identification (RFID) are solutions that have been 
proposed to eliminate inaccuracies and improve inventory management in the supply 
chain. These solutions improve the tracking of items that flow from one location to 
another location. They ensure that information is always updated accurately into the 
information system and consequently, some types of errors might be solved or reduced 
such as misplacement of items (as these can be recovered at the end of the day) and these 
technologies may also reduce losses through theft. Since the majority of the inaccuracies 
are caused by human errors, these technologies should reduce the human errors that occur 
during the physical handling of the items and during updating information on the 
computer system. But cost is the main issue restricting the implementation of these 
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technologies as a solution. For a small company, cost is the crucial aspect for both the 
installation and implementation. Therefore, in overall supply chain management, if any 
part of the chain is not able to apply this technology, the benefits are only partially attained 
(Basinger, 2006). In addition to the issue of cost, the success of these technologies in the 
reduction of inaccuracy in inventory systems still needs to be thoroughly examined (Atali 
et al. (2006), Alexander et al. (2002)). 
In the nature of factory operation and warehouse operation, items or products flow in 
many ways or conditions. They can be allocated on a palette to represent the items in bulk. 
In some scenarios, items are allocated individually, for example, on a shelf in a retail shop. 
In the distribution centre that deals with retailers, the items may be grouped in small 
quantities and in many situations, different items are mixed together for delivery to a retail 
outlet. So, there are many ways in which items may be grouped and handled in the 
warehouse, and these will therefore result in different consequences when an error occurs. 
For example, misplacement of one palette of items will cause the “loss” of a high quantity 
of items compared to misplacement of an individual item. The implementation of RFID 
tagging is therefore currently more focused on items in bulk which flow on palettes. This 
is due to the RFID tagging cost being high compared to the price of individual items, 
indeed the cost of each RFID tag might even be higher than the cost of the item itself.   
1.2 Problem Area Identification 
In the published literature on inventory inaccuracy problems, the majority of 
researchers and professionals have focused their attention on inventory inaccuracy in retail 
business incorporated with the implementation of RFID as the new solution that is 
replacing the existing bar coding systems. Most of the published research results and 
implementations have measured inventory inaccuracy in relationship to the cost and 
service level of the overall operation. This means that the inventory inaccuracy problems 
look at the overall operation of their case studies.    
In contrast, in this research a more detailed examination is made of inventory 
inaccuracy specifically in warehouse operation. This highly focused and detailed 
examination of the characteristics and inter-relationships of the factors relating to 
warehouse inventory inaccuracy and variable error characteristics, through the use of 
profile information is therefore a novel contribution from this research. A specific 
characteristic of the warehouse operation in this research is that three different types of 
items flow in the warehouse.   
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A number of processes are involved in a warehouse operation or retail business. It 
begins with the arrival of items (in bulk) into the arrival location, The items (in bulk) are 
then allocated into an appropriate location, the items are then moved to a picking location 
and finally the required quantity of  items are then picked before delivery to the customer. 
These detailed sequences of processes are not highlighted in the previous and current 
published research. Therefore, this research focuses on an exploration and investigation of 
the inventory inaccuracy problems by considering the detailed processes in the warehouse 
operation.  These processes also represent three different types of item grouping. Items 
arrive in bulk, are then separated to individual items for picking purposes and finally, 
individual items are grouped in small numbers based on the required customer order 
quantity. These three types of items (bulk, individual and small group) are affected 
differently when an error occurs in them. This research therefore focuses on scenarios 
which represent the details of a warehouse operation. A number of factors (each referred 
to as a profile in this research) that relate to inventory management are used to represent 
several scenarios in warehouse operation. These profiles are items supply profile (ISP), 
bin capacity profile (BCP) and customer order profile (COP), Finally, the flow of items is 
interrupted by the error occurrences which are associated with the Error profile (EP). 
1.3 Aims     
The aim of this research is to explore and investigate inventory inaccuracy in 
warehouse operation by using simulation modelling approaches.  
1.4 Objectives  
The main goal of this research is to provide a comprehensive representation of 
inventory inaccuracy in warehouse operations by using simulation approaches. In 
particular, a simulation model is designed and developed to visualize warehouse operation 
in multiple contexts and scenarios, by considering a number of processes, three profiles of 
information that relate to inventory management and an error profile which characterises 
the cause of inventory inaccuracy. In order to achieve this goal, the objectives are: 
(a) Review the literature related to inventory inaccuracy in warehouse 
operation, logistics or supply chain management  
(b) Design the conceptual model of inventory inaccuracy for a warehouse 
operation  
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(c) Develop a simulation model which is based on the conceptual model of 
inventory inaccuracy for warehouse operation.  
(d) Investigate the roles of the four individual profiles in warehouse operation 
which are error profile (EP), Items Supply Profile (ISP), Bin Capacity 
Profile (BCP) and Customer Order Profile (COP) related to the inventory 
inaccuracy measurement. 
(e) Investigate the relationships of multiple profiles (EP, ISP, BCP and COP) 
in warehouse operation related to the inventory inaccuracy measurement.  
1.5 Organization of the Thesis 
The thesis focuses on the design and development of a simulation model to address 
the inventory inaccuracy in warehouse operation. It explores the sequences of warehouse 
operations details related to inventory inaccuracy problems. This thesis is presented in 
eight chapters. 
 
Chapter 1: Presents a brief introduction of the topic to be investigated, identifying the 
problems which have motivated this research. The aims of the research and 
its objectives are outlined clearly with the identification of the novel 
content of the research. 
 
Chapter 2:  This chapter presents the literature review related to the research area 
which is inventory inaccuracy from previous and current studies by 
professionals and researchers. This review identifies the extent and 
limitations of existing studies and therefore focused this research on a more 
specific area to enable it to provide new and novel contributions to the 
current findings in inventory inaccuracy problems. 
 
Chapter 3: This chapter develops the idea of inventory inaccuracy in warehouse 
operation and then represents it in the conceptual model based on 
information from the chosen case study company. The discussion involves 
details of the processes with their relationships, inventory management 
profiles and error profile in the warehouse operation. By understanding the 
inventory inaccuracy in more detail, the related measurements of inventory 
inaccuracy are defined at this stage. The second part of this chapter 
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discusses the simulation stages that are used as the methodology to realize 
the model of inventory inaccuracy.  
 
Chapter 4: The development of an inventory inaccuracy model using a simulation 
modelling approach is discussed in this chapter. ARENA simulation 
software is chosen as the tool of development. This development also helps 
this research to precisely define the conceptual model since every single 
part of the model must show the relationships within the information and 
physical flows or between them. 
 
Chapter 5:  The development of a simulation model as discussed in Chapter 4 required 
the model to go through verification and validation processes. This chapter 
elaborates both these processes of the model. The verification process is 
done in parallel with the development of the simulation model. The 
validation process involved two methods: Mathematical model and 
Inventory Model. 
 
Chapter 6: This chapter discusses the experiments for simulation model executions 
based on individual profiles in the warehouse operation. The profiles are 
Items Supply Profile (ISP), Bin Capacity Profile (BCP), Customer Order 
Profile (COP) and Error Profile (EP). So, the role of each profile is defined 
related to measurement of inventory inaccuracy. 
 
Chapter 7:  This chapter reports on the experiments that have been carried out using the 
simulation model and is focused on the multiple combination profiles setup 
for each execution. The relationships between profiles are shown in the 
discussion in the context of inventory inaccuracy measurement. 
 
Chapter 8: Summarises the achievements based on the outlined objectives and 
describes the anticipated impacts. The research achievements and the 
contributions to knowledge which have been delivered in the research are 
presented. Finally the limitations of the research and points of the future 
research direction are discussed.  
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Chapter 
2 Literature Review on Inventory 
Inaccuracy 
2.1 Introduction  
This literature review provides the background of research study that has been done 
by previous and current researchers and professionals in the area of inventory inaccuracy. 
The term inventory inaccuracy was initially defined as the mismatches between inventory 
record stock and physical stock (Rinehart (1960), Iglehart and Morey (1972), Morey 
(1985)). Now, this term is well understood by professionals and researchers to the extent 
that definitions are not required at the beginning of any publications. 
The body of literature which exists on the inventory inaccuracies from 1960 to date 
covers several key topic areas including type of error, methodologies for dealing with 
inventory inaccuracy, domain of applications and measurement in inventory inaccuracy. 
Each of these topics will be discussed in turn in the following sub-sections. However, it is 
important to emphasise the importance of studies into inventory inaccuracy. There are 
several reasons for this including the costs incurred by companies for poor performance 
and customer dissatisfaction. The following statistics published from several studies 
emphasise the importance of inventory inaccuracy in both single company and supply 
chain contexts.  
2.2 Statistics related to Inventory Inaccuracy. 
McMullan (1996) in her research survey on supply chain management practices in 
Asia Pacific, reports that 88 percent of respondents put priority in their operations on re-
engineering their supply chain management. 61 percent of these respondents (the second 
highest after Cycle time (68 percent)) chose Inventory matters as a main criteria in the re-
engineering exercise. The survey also highlights the importance of inventory issues in 
performance measurement of customer performance service measures and warehouse 
performance measures. McMullan (1996) in her research indicates that the results with 
stock-outs, inventory accuracy and shipping errors among the important indicators of 
customer service performance.  
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The survey also found that inventory accuracy and shipping errors are the most 
popular metrics for warehouse performance (McMullan, 1996). 56% of respondents 
involved in that survey used inventory accuracy for the measurement and 32% used 
shipping errors.  
Rinehart (1960) in the first step of a discrepancy study (Sampling Inventory 
Project), found 2000 discrepancy items among a random selection of 6000 items over a 
period of 6 months. Emma (1969) in Morey (1985) examined the issue of inventory 
inaccuracy in a Naval Supply Depot Report, and reported that in a sample of 714 items out 
of 20,000 line item types, 25% of the item types had accumulated inaccuracies of up to 24 
units after one year. 
Raman et al. (2001) in their study, found discrepancies in 65% of the nearly 370,000 
inventory records from multiple stores of a leading retail chain. This means that only 35% 
of inventory records have no difference compared to physical stock. This disappointing 
figure occurred in the inventory of a leading company that intensively used information 
technology in their modern distribution centers and their retail shops. This scenario also 
occurred for another leading retailer where 16% of the items in a store could not be found 
by customers who approached a sales assistant or customer service to help. This problem 
may come from misplaced item issues. Kang and Gershwin (2005) found in their study 
that the best performance warehouse on inventory accuracy is 75% - 80% matches 
between inventory records with actual inventory and on average only about a half of SKUs 
(stock keeping unit) (51%) have perfectly accurate inventory records.  
In monetary terms, Alexander et al. (2002) reported for IBM consultation that 1.8% 
of 2001 sales of US retailers that are worth US$33.2 billion is lost because of inventory 
shrinkage, similar losses of 1.75% or €14.4 billion for Europe sales and 1.73% or $A0.94 
billion for Australasia retail sales occurred. In 2004, a large distribution company with an 
average inventory of $3 billion, was having problems with inaccurate record keeping by 
1.6% of their total inventory value and $10 million worth of inventory was written off at 
the end of the year (Kok and Shang, 2006). A professional investigator for a national 
retailer in the US reported by Gentry (2005) in DeHoratius et al. (2006), that in 2003, his 
employer lost $142 million due to shrinkage that was equivalent to 21,000 ocean 
containers and then the company had to pay $2 for every $1 of that loss. Raman et al. 
(2001) reported in their article, that  US retailers spend close to $30 billion for IT and this 
is mostly for inventory management such as tracking technology, automatic transactions 
and to optimize inventory levels. But there are two serious problems (inventory inaccuracy 
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and misplaced SKUs in store) that block the effective use of IT and this reduces their 
profit by 10%. 
The above statistics and figures demonstrate the importance of solving inventory 
inaccuracy problems. 
2.3 Errors related to Inventory Inaccuracy 
Inventory inaccuracies are caused by the occurrence of errors in the inventory 
management in supply chain flow, warehouse operations or retail shops. The errors may 
come from either physical stock or from the information systems or from both.  
Rinehart (1960) does not list any specific types of errors in his study, but lists the 
sources of errors that cause the occurrences of discrepancies, e.g. misprocessing credit 
vouchers or balance card errors. Other sources of error are unit of measure error, part 
number error, confusion in account classification and confusion in condition classification.  
Iglehart and Morey (1972) described the mismatches between physical flow and 
information flow that come from incorrect units of issue, keypunching errors and 
pilferage. Morey (1985) also lists similar types of errors and explains that the causes of 
error also come from activities that involve returned goods, rework and substitutions. 
DeHoratius and Raman (2004) list two types of errors, mis-picking and mis-scanning, 
whilst Kang and Gershwin (2005) list the causes of discrepancies in inventory records as 
stock loss, transaction error, inaccessible inventory and incorrect product identification. 
Stock loss is known as shrinkage in industry and it includes errors caused by theft. These 
errors might occur because of an in-house party (internal theft) or from outside e.g. a 
shopper (external theft) (this point was also mentioned by Fleisch and Tellkamp (2005)). 
However, shrinkage losses also sometimes involve suppliers that enter the premises. 
Transaction errors can also occur in the  inbound or outbound parts of the facility. When 
the supplier arrives to register the products, there is a possibility of discrepancies between 
the shipment record and actual shipment. Outbound transaction errors might occur due to 
the cashier when two similar items with the same price are sold and the cashier may scan 
only one of the items and process them as identical SKUs. Any item that is somewhere in 
the facility but not available on the shelf is considered to be inaccessible inventory. An 
item can also be considered as an incorrect product identification due to wrong labelling. 
Kang and Gershwin (2005) also highlight the consequence that error occurrences either 
increase or decrease the value in inventory information (physical stock or information 
system).  
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Sahin and Dallery (2007) identified that inventory inaccuracies can be introduced by 
several factors that misalign the physical flow and information flow such as theft, 
misplacement type errors, transaction errors and supplier unreliability. Theft in reality 
affects the physical flow. Misplacement type errors are something that occur temporarily 
and affect the physical flow whilst nothing changes in the information systems. On 
another side, transaction errors affect the information system but not the physical products. 
Supplier reliability is considered to affect both flows if no proper controls are done when 
receiving the supply. 
Atali et al. (2006) emphasized 3 factors that have significant affects on inventory 
control problems. These factors are misplacements, shrinkage and transaction errors. They 
highlight misplacement factors on the product sales availability since the items are not 
accessible due to misplacement. These factors can often be identified when an inventory 
audit is conducted. Shrinkage through, for example,  theft or item damage affects the 
physical stock and no corresponding update occurs in the information systems. Unlike 
misplacement, shrinkage cannot be returned to inventory. In contrast, transaction errors 
affect information records and leave the physical inventory unchanged. These errors can 
have positive or negative impact on the information records.  
An investigation by Wild (2004) through his brainstorming session produced a list 
of inaccuracy causes to the inventory management. Table 2.1 lists the summary of 
potential error occurrences in the warehouse operation (Fresse (2001), Martins (2004), 
United State General Office (1999), Office of Inspector General, Department of Defence 
(1998)). Martins (2004) lists the errors from the brainstorming session with the company 
that has been chosen for the case study in the research. Then, Martins (2004) illustrated the 
outcome from the session which is list the errors that caused the warehouse data 
mismatches. 
DeHoratius and Raman (2004) and Raman et al. (2001) identified that more 
transactions in the operation cause more occurrences of error. The information of the 
transactions that are affected by the errors include details such as the frequency, 
magnitude and location of the error’s occurrences (Brown et al.,2001). Brown et al. (2001) 
examine inventory inaccuracy problems in the area of material requirement planning 
(MRP) inventory, delivery and performance, and conclude their research with the 
conclusion that an  increasing frequency of errors has a consistent and dominant effect on 
the measurement of cost and service levels for both MRP replenishment policies(lot-for-
lot and fixed order quantity). The magnitude and location of errors can also have impact 
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on the inventory control, but the degree of impact of these factors depends on the 
controllable managerial aspects in the MRP set up. 
 
Type of Errors Description 
Theft and/or 
Unauthorized 
withdrawal 
Unauthorized person picked material 
Damage Materials damage during processing (picking, moving) or damage at/before receiving process 
Source Document Error 
Error in the source document, quantity, unit of issue, condition, 
type of pack, lot number, ownership, purpose, and/or location 
(routing number) caused erroneous update of material record 
Document Not Posted Physical processing was completed but transaction update of the material record was not affected 
Duplicate Document 
Posted Same transaction updated the material record more than once. 
Rejected Document not 
posted 
Transaction was rejected during processing and was not reinput to 
update the material record. 
Data entry Error 
Input transaction did not match source document,  quantity, unit of 
issue, condition, type of pack, lot number, ownership, purpose, 
and/or location (routing identifier) and caused erroneous update of 
the property accountability record 
Incorrect Material 
Booked In Incorrect material recorded in the system 
Incorrect Quantity 
Booked In Incorrect quantity of the material recorded in the system 
Vendor shipping error Vendor shipping material to customer/retailer with incorrect – quantity, product type etc 
Incorrect Material 
Supply Supplier supply wrong material 
Incorrect Quantity 
Supply Supplier supply material with wrong quantity. 
Material Damage when 
picking Material damaged when picking from it’s location 
Table 2.1: Example of Errors in Warehouse (Fresse (2001), Martins (2004), United State General 
Office (1999), Office of Inspector General, Department of Defence (1998)) 
 
Fleisch and Tellkamp (2005) wrote in their publication various factors that cause 
inventory inaccuracy in the flow of product and information. The factors are theft, process 
quality (incorrect deliveries, misplaced items) and unsaleables of items. Sometimes, the 
receiver detects that the delivery of items is incorrect when inspecting the delivery. If the 
error is not detected, incorrect data is used to update in the system and then this does not 
tally with the physical items. This might produce either positive or negative impact on the 
information system or physical stock. Misplaced items are items that are stored in the 
wrong location and therefore are not available for sale or picking. After a period of time, 
these items might turn into unsaleable items (e.g. they go out of fashion, or become 
obsolete components). These items may be found when cycle counting is conducted. 
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DeHoratius and Raman (2004) list several factors that are related to increased or 
decreased inventory inaccuracy, these include annual selling quantity, items cost 
(expensive items are more accurate that those of inexpensive items), supply of items, level 
of inventory density, product variety and audit frequency. Emma (1966) and Sheppard and 
Brown (1993) in DeHoratius and Raman (2004) also found that errors in inventory are 
correlated to the item demand. Raman et al. (2001) identified that the cause of errors 
derive from three categories: replenishment and sales processes, merchandising and 
inventory management and employee turnover. Employee turnover, for example can cause 
errors because a new employee is less familiar with the stores’ products and replenishment 
process and probably makes more errors in transferring products from one location to 
another location. Raman et al. (2001) in their paper show a table of examples of errors and 
potential solutions in retail stores. 
2.4 Discussion of Errors related to Inventory Inaccuracy 
The above descriptions provide a list of the types of errors and sources of errors in 
relation to inventory inaccuracy. Most of the publications reviewed explain the logical 
sequence of the error occurrences. Many of the errors that occur within the boundary of 
the study can be assumed to be due to internal factors but there are also errors caused by 
external factors such as suppliers. There are no descriptions of the level of occurrence such 
as frequency or magnitude of occurrences in the reviewed literature. All errors can be 
categorised into three types of errors as suggested by Delaunay et al. (2007). The 
categories are Shrinkage type (including theft), Misplacement type and Transaction type. 
Since the errors are mostly caused by humans, errors can occur at any place where 
inventory interacts with humans and in most of the recent publications, the occurrences of 
errors are accepted as part of the  inventory management. Raman et al. (2001) suggests 
that awareness must be increased among personnel in inventory operations and 
benchmarking should be developed between sections or retailers or companies. 
2.5 Methodology dealing with Inventory Inaccuracy Issue 
This topic discusses the methodology or approaches that have been taken in previous 
or current studies related to inventory inaccuracy especially to reduce the inventory 
inaccuracy problems. 
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Lindhardt (1998) provides a good explanation of inventory inaccuracy scenarios and 
wrote that cycle counting (which is a manual inventory management tool to count the 
number of physical items in the picking bin on a given day) is a wonderful tool to improve 
inventory accuracy. He emphasized that the implementation of cycle counting must align 
with the goals of the company and the purposes of cycle counting. He states that a 
company should implement cycle counting (i) to eliminate the need of conducting the 
annual physical inventory; (ii) to calibrate the inventory records and minimize loss; and 
(iii) to identify errors, perform root cause analysis and implement corrective and 
preventive actions. Rinehart (1960) in his explorative study on discrepancies in supply 
operations for a US government agency focused on the inventory process and stock 
balance adjustment procedures. He found 3 procedures that need to be improved, i.e. 
adjustment procedures, receipt and issue paperwork system and inventory procedures.  
2.6 Improving the level of Inventory Inaccuracy 
One of the approaches used to identify the current status of inventory is by 
monitoring the accuracy of the current inventory management system (Ernst et al., 1993). 
This study used quality control chart theory to monitor and analyse the performance of 
inventory inaccuracy in the inventory management systems. These monitoring activities 
were performed for a number of repetitions over a period of time. But the approach was 
very expensive to implement and was limited to 250 samples because when an attempt 
was made to extend the study to 600 samples, there were some reliability issues. This 
research was a continuation from previous studies done by Iglehart and Morey (1972) and 
Morey (1985). Iglehart and Morey (1972) mentioned that the inaccuracies are 
compounded by introducing counting errors approaches and this will done together with 
the selection of type and frequency of stock counting. Reconciling the balances through 
physical inventories should be subject to a stocking policy that can reduce the probability 
of a warehouse not being able to fulfil a request from the customer. Three possible 
mechanisms have been suggested by Morey (1985) to improve service level and reduce 
the problems of inventory inaccuracies: increase the frequency of inventory counts, 
increase the buffer or safety stock and take actions to identify the sources of the errors and 
the related correction tasks. 
Brown et al. (2001) developed a simulation model of an MRP system which 
considered the following factors related to inventory inaccuracies, i.e. frequency of error 
occurrences, error magnitude and the location of error occurrences. They compared two 
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replenishment policies: lot-for-lot (L4L) and fixed-order-quantity (FOQ) in the MRP 
implementation.  
Fleisch and Tellkamp (2005) performed experiments for the three echelons (levels) 
of a supply chain and compared their base model with a modified model. They looked at 
the change in supply chain performance (cost and out-of-stock occurrences) when 
inventory inaccuracy is eliminated in the modified model. This is done by assuming that 
physical inventory and information system are aligned at the end of each echelon. Their 
modified model produced significant improvements in the performance measures of that 
supply chain. They continue the alignment with improvement in inventory accuracies 
factors (theft, process quality and unsaleable) and together with usage of product tracking 
technology such as RFID.  
Kang and Gershwin (2005) list a number of methods to improve system 
performance related to inventory inaccuracy problems. The methods are (i) increased 
safety stock; (ii) manual inventory verification; (iii) manual reset of inventory record;  (iv) 
constant decrement of the inventory record and (v) Auto-ID. These methods were 
suggested since many companies rely on information systems when making any critical 
decisions. When the information system does not give accurate information for decision 
making, the operating costs are compromised. 
Waller et al. (2006) is an example of an evaluation study related to inventory 
inaccuracy in retail business. They study the impact of inventory inaccuracies on retail 
outlets by simulating daily customer demand and random errors in the inventory system. 
The measurements used to set up the experiments are fill rate and customer service level 
and the simulation experiments were performed with a range of values for each error’s 
frequency and magnitude, the distribution of demand and replenishment details (lead time 
and replenishment systems). The study found that inventory system errors are statistically 
significant for fill rate and customer service level, and that the replenishment system is 
influenced by the existence of errors in the inventory systems. 
 Atali et al. (2006) focused on the visibility of inaccuracies in information of 
inventory movement and replenishment policies. Two tests were performed with effective 
replenishment policies that related to the information for inventory movement and error 
sources. The first test involved the use of those information (with visibility) and second 
test with no information. The visibility of information means the information of errors is 
updated to the operation manager using RFID technology. Both tests were executed using 
a RFID item tracking system and without RFID. By comparing these tests, they quantify 
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the value of visibility and reduction of error sources offered by RFID technology. Their 
experiments also show that the inventory inaccuracy can be reduced and that active 
policies can reduce some stock loss even without complete visibility to the system. This 
study concluded that visibility enables better control of inventory inaccuracies and reduces 
inventory related costs especially when the item tracking system is implemented.  
Uçkun et al. (2008) look at the investment aspects and information sharing among 
warehouses and retailers to improve inventory accuracy. They analyse inventory 
inaccuracies problems in two scenarios: information sharing (IS) and non information 
sharing (NIS) among the warehouses that are connected with the retailers. The warehouses 
are able to share their inventory information as needed by any transhipment in order to 
avoid stockouts. Then the scenarios are extended to decentralized and centralized systems 
for investment costs between retailers and suppliers for both IS and NIS scenarios. Among 
the results produced from the research is the fact that the IS scenario with a centralized 
system produced the highest profit. 
There are two collaborative methods in supply chain management studied by Sari 
(2008) that are related to inventory inaccuracy problems: vendor managed inventory 
(VMI) and collaborative planning, forecast and replenishment program (CPFR). From a 
number of executions, their research found that the existence of inventory inaccuracy in 
both types of collaboration initiatives significantly influences the performance of a supply 
chain but the magnitude of impact is different. The error occurrences that cause the 
inventory inaccuracy problem under the CPFR method tremendously reduced the 
performance of the supply chain when compared to the VMI initiative. 
Sahin et al. (2008) and Sahin and Dallery (2008) assessed the economic impact of 
inventory data records within a newsvendor framework for the warehouse operations 
context. The study considered the cost related to three components: unsold product, 
demands that  were rejected by the wholesaler and demands that were accepted by the 
wholesaler but could not be satisfied. The total costs associated with these components 
were assumed to be a penalty for a period of operation. The experiments involved the set 
up of ratios between the costs of the three components with different setup of customer 
demand, physical product volume and error profiles. The results show the characteristic of 
error profile and the cost that is associated with demand details. 
de Kok et al. (2008) highlighted the shrinkage problems in inventory management 
related to identifying the break-even prices of the use of RFID tagging. The experiments 
were performed with RFID and without RFID. They developed a break-even prices 
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expression and analysed the influence of each relevant factor on the break-even prices. 
Beside this, the experiments examined the effect of the length of cycle counting period. 
To improve inventory accuracy, Iglehart and Morey (1972) suggested a need to 
determine the level of stock record accuracy up to the level where occurrences of errors do 
not contribute significantly to warehouse denial (i.e. not being able to fulfil the customer’s 
request) while Rinehart (1960) and Fleisch and Tellkamp (2005) suggest that it can be 
useful for companies that face high levels of inventory inaccuracy to examine the 
procedures or technology to eliminate or reduce inventory inaccuracies. Raman et al. 
(2001) list a number of suggestions to improve retail execution in relation to inventory 
inaccuracy problems. 
2.7 Discussion on the approaches to improve Inventory Inaccuracy Problems 
The methods or approaches used to tackle inventory inaccuracy problems include 
many aspects that are related to inventory systems. The approaches are either focused on 
the reduction of the error occurrences or focused on the performance measurement of the 
operations. To reduce the error occurrences, the approaches deal with the inventory 
operations such as adjustment of safety stock, cycle counting, reset inventory records and 
so on. Some of the studies that focus on the measurement of operation, accept the 
existence of error occurrences but develop an approach to ensure that the errors have less 
impact on the measurement. Fleisch and Tellkamp (2005) study the elimination of the 
inaccuracy at the end of each echelon while Atali et al. (2006) is based on the visibility of 
inaccuracy and taking immediate action to eliminate it. The latest study of inventory 
inaccuracy is related to tracking technology, RFID. The usage of RFID is expected to 
reduce the inaccuracy although this technology is still under development currently 
(Alexander et al., 2002). Uçkun et al. (2008) reported that two errors that occur in RFID 
technology are misread and no-read errors. Till now, an 80% success rate in reading has 
been identified. de Kok et al. (2008) also predicted a fraction of current errors that cannot 
be prevented through the RFID’s implementation. Alexander et al. (2002) also highlight 
that the implementation of RFID can reduce errors but cannot absolutely remove the 
errors. 
2.8 Domain of Study of Inventory Inaccuracy problems 
Inventory inaccuracy problems are associated with the flow of items or products in 
the supply chain management from a raw material supplier until the items are received by 
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the customer. This topic discusses the domain of research studies done by the 
professionals and researchers that are related to inventory inaccuracy problems. 
Rinehart (1960), Iglehart and Morey (1972), Morey (1985) discuss inventory 
inaccuracies in terms of general inventory management. Iglehart and Morey (1972) 
examined the domain related to warehouse denial while Morey (1985) focused on 
customer service level impacts.  
Sari (2008) studies the inventory inaccuracy problems for two collaborative methods 
(VMI and CPFR) in supply chain management. These methods involve a four echelons 
supply chain. Under VMI, the retailer provides the distributor with access to their real-
time inventory as well as point-of-sale data, which means that the distributor also plans for 
the inventory of the retailer. The relationships within the other echelons are operated in the 
normal way as in common supply chain management. Under CPFR, partners in each 
echelon shared all information for the inventory system and contributed to any decision.   
Fleisch and Tellkamp (2005) studied the inventory inaccuracy problems for three 
echelons of a supply chain. They focused on alignment of inventory levels at the end of 
each echelon.   
 Brown et al. (2001) discussed the inventory inaccuracy problems in the area of 
MRP inventory, delivery and performance.  
The study of inventory inaccuracy is now dominated by the emerging RFID 
technology as discussed in Atali et al. (2006), de Kok et al. (2008), Kang and Gershwin 
(2005) and Fleisch and Tellkamp (2005).  Some studies that relate to RFID, are associated 
with the retail business (Uçkun et al. (2008), Atali et al. (2006), Fleisch and Tellkamp 
(2005) and Raman et al. (2001)).  
The inventory inaccuracy study for retail businesses are emphasized physically in 
retail stores rather than their warehouse. Sahin et al. (2008) and Sahin and Dallery (2008) 
differentiate the different context between stores and warehouse inventory control. In 
stores, the customer demand is directly satisfied from the inventory on the shelf whereas in 
warehouses, demand is satisfied based on the information system inventory level. They 
focused their research on inventory inaccuracy occurrences in warehouse operation. 
2.9 Discussion for the domain of Inventory Inaccuracy Studies 
In summary, the domain of study of inventory inaccuracy research is focused on 
either the overall inventory management in supply chain management or on specific areas 
such as retail business or warehouse operation. It also shows that the inventory inaccuracy 
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is related to MRP systems and the collaborative method in supply chain management. 
Most recent publications are based on the study of retail business and RFID technology.  
2.10 Measurement of Inventory Inaccuracy 
The measurement of inventory inaccuracy is not determined by the value of errors 
occurrences such as number of items lost or frequency of misplacement, but it is related to 
the overall quality and accuracy of inventory measurement. Ballard (1996) discussed 
inventory monitoring and measurement or stock monitoring and control which should 
provide the management with information to improve operations and reduce errors. He 
also described the relationship between inventory management and inventory monitoring 
and measurement. By giving examples, Ballard mentioned that any errors occurring in 
inventory monitoring and measurement will influence inventory management 
effectiveness and efficiency. 
Iglehart and Morey (1972) considered how to minimise the total expected costs that 
included inventory holding cost for buffer stock and the cost for physical inventory counts. 
The cost of buffer stock and inventory counting are related to the study of buffer stocking 
policy and frequency of stock counting. In an enhancement of Iglehart and Morey's 
research (1972), Morey (1985) focuses in his article on customer service level 
measurement, which is referred to as the maximum difference between the actual and 
recorded level in inventory management. This value should be indicated at any time and is 
not subject to cycle counting activity.  
Ernst et al. (1993) list three criteria for measurement for inventory accuracy based 
on a number of criteria: actual value of money in inventory and recorded value of money 
of the inventory, the percentage error in the inventory records and proportion SKU 
between recorded and actual levels. Brown et al. (2001) explored the measurement of 
inventory inaccuracy using cost and service level. The measurement of service level is 
based on percentage of late units, whilst the carrying cost involves the in-house storage of 
raw materials, work in progress and finished goods that are waiting for completion of the 
order. 
Fleisch and Tellkamp (2005) list 2 categories of performance measurement of a 
supply chain: monetary performance indicator and non-monetary performance indicator. 
The monetary performance indicators are  related to inventory inaccuracy and include cost 
for out-of-stock items, inventory holding cost, cost for misplaced items, handling cost for 
misplaced or missing items and unsaleable items due to misplaced or missing. The non-
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monetary performance indicators consist of inventory inaccuracy and out-of-stock values 
which can be calculated by dividing the number of observation products that out-of-stock 
by all observation products. While inventory inaccuracy is defined as the difference 
between physical stock and quantities recorded in the information systems, divided by the 
average physical stock. Both values are calculated as the average over three echelons and 
over the entire simulation period. Kang and Gershwin (2005) also used non monetary 
values for their measurement of inventory inaccuracy problems. Two measurements are 
used in their research: average inventory and stockout.   
DeHoratius and Raman (2004) did not use financial aspects as the measurement but 
Uçkun et al. (2008) mostly used profit improvement as the measurement since their 
research involved the value of money investment between supplier and retailer. Similar to 
Uçkun et al. (2008), Atali et al. (2006) compared 4 different types of inventory 
management method and determined the cost of each method through the percentage 
saving in total cost.   
Waller et al. (2006) used inventory values for all the measurement in their study: 
physical and system level with their variances, fill rate and service level. Fill rate 
represents the percentage of total end customer demand met throughout the experiment 
while service level is the percentage of days the outlet did not experience a stockout 
during the experiment period. Customer service level (CSL) was also used as a 
performance measurement by Sari (2008) besides total cost for the entire supply chain 
(TSC). TSC is the sum of inventory holding cost for all members in supply chain and back 
order cost of the retailer. CSL represents the percentage of customer demand satisfied by 
the retailer through the available inventory. The importance of customer services was also 
discussed by Adenso-Diaz (1999) and he lists three important factors of customer service 
as being error-free delivery, minimum lead-times and availability of goods. These 3 
examples of customer satisfaction factors are related to the inventory management. For 
example, reliable information for good availability depends on actual physical goods and 
the recording and storage of its information in the computer system. If there is a mismatch 
of physical goods and computer system information, the customer services quality will be 
affected. The management should ensure the correct stock level is available and the goods 
are properly kept in the organization (Gunasekaran et al., 1999). They also said that if 
there is a gap between material flows and information flows, it will lead to congestion and 
poor customer service level.  
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 de Kok et al. (2008) analysed break-even prices based on the usage of RFID tag, the 
inventory cost, audit cost and shrinkage cost. Sahin et al. (2008) and Sahin and Dallery 
(2008) focused on the measurement of the costs that are associated with unsold product, 
demands that are rejected by the wholesaler and demands that are accepted by the 
wholesaler but could not be satisfied. The total cost is assumed as a penalty for the 
inventory management. 
2.11 Discussion on Measurements that are related to Inventory Inaccuracy 
As recommended by Fleisch and Tellkamp (2005), the measurements that are related 
to inventory inaccuracy fall into two categories: monetary and non-monetary. The non-
monetary measurements are either focused on inventory accuracy itself such as number of 
stockout or on the overall operation such as customer service level or level of inventory 
management measurement such as frequency of cycle counting, average inventory and 
stockout.  
2.12 Use of Simulation as the approach to represent Inventory Inaccuracy problems  
Defined by Banks (1998), simulation is the imitation of the operation of a real world 
process or system over time. This definition indicates that simulation modelling provides a 
flexible approach for any modification and repetitions that are based on the requirements 
of the problem. Simulation is a powerful tool for analysing inventory systems, because it 
is capable of capturing the uncertainty and complexity inherent in inventory systems. The 
ability to handle demand and lead time uncertainty is one of the main reasons why 
simulation is widely used for inventory systems (Bhaskaran, 1998). Simulation modelling 
approaches are used widely in inventory inaccuracy problems with their varied 
characteristics. Most researchers in inventory inaccuracy studies, e.g. (Petuhova and 
Merkuryev (2007), Fleisch and Tellkamp(2005), Brown et al. (2001), Kang and Gershwin 
(2005), Ernst et al. (1993), Sari (2008) and Waller et al. (2006), Atali (2006)), have 
conducted their experiments with a number of different configurations to achieve the 
study’s objectives (Fleisch and Tellkamp, 2005). These different configurations of setup 
can be accommodated by using simulation approaches.  
Therefore, the simulation modelling approach is the most popular approach for the 
evaluation of performance, inventory inaccuracy or to identify the optimum solution 
related to inventory inaccuracy problems. 
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2.12.1 Simulation technology 
This section discusses simulation technology and is based on the categories of 
methodology and application. These categories follow the classification of tracks at 
several established international conferences, such as the Winter Simulation Conference 
(2008 and 2009, http://www.informs-sim.org), European Simulation Conference (2009), 
Asian Simulation Conference (2009) and The European Multidisciplinary Society for 
Modelling and Simulation Technology (EUROSIS) (2009).  The Journal of Defense 
Modeling and Simulation (http://sim.sagepub.com, 2010) also divided the publications 
into 3 parts: Application, Methodology and Technology. These categories covered 
simulation technology in education, research and industrial application domains. 
 
(i) Simulation methodology 
Simulation methodology (which is discussed in section 3.5 for this research) has 
been examined in detail by Banks(1998), Kelton et al. (2004) and Pidd (2004) and has 
been referred to in many publications such as Swayer and Brann (2008), Bengtsson et 
al.(2009), Tako and Robinson (2009), Martagan et al. (2009) and Monks et al. (2009). 
There are no specific issues related to simulation methodology highlighted in the list of 
references in this thesis. The sequence of steps used for the simulation model development 
and experimentation given in these references are essentially the standard steps that have 
been discussed by Banks(1998), Kelton et al. (2004) and Pidd (2004). 
Jenkins and Rice (2009) wrote in their paper on a fifty-year perspective of the 
development of discrete-event simulation environments that simulation applications still 
apply similar approaches to model the resources that are involved but the detailed 
implementations for each step are improved. Tako and Robinson (2009) also apply similar 
steps for their simulation research on comparing model development in discrete event 
simulation and system dynamics on a prison population case study. Martagan et al. (2009) 
also refer to similar steps for their supply chain simulation model. 
In a simulation methodology using computer applications (simulation software), 
the steps or stages are very similar to the general steps in a software development life 
cycle. Therefore, the simulation methodology applies a similar approach to software 
development. The steps are: understand the problem, get the details of the problem, then 
develop the design of a solution (conceptual model), develop the solution further using a 
computer tool, implement (i.e. execute the model) and finally, test and implement the 
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solution. The steps in a simulation model remain the same even though there are many 
areas of applications. 
However, many researchers have worked to improve the detailed processes within 
each of the steps. For example, Bengtsson et al. (2009) detail the data collection processes 
as the initial stage of a simulation methodology.  This is important because of the 
difficulties that will be experienced in model validation if suitable data has not been 
collected for validating the model. Tolk (2009) highlighted the challenges of modelling 
and simulation when it was necessary to integrate the information from all groups of a 
complex, irregular warfare modelling project from North Atlantic Organization (NATO). 
In the modelling stage, besides the usage of discrete event simulation and system 
dynamics, agent-based simulation modelling (ABSM) can now be used.  Gonzalez (2009) 
applied a combination of ABSM and discrete event simulation for crisis response 
problems, while Siebers at el. (2010) applied ABSM in Simulating Customer Experience 
and Word-Of-Mouth in Retail business. 
In their research, Borshchev and Filippnow (2004) list three major paradigms in 
simulation modelling which are system dynamics, discrete events and ABSM modelling. 
In the context of simulation methodology for complex problems, Naivinit et al. (2010) and 
Labarthe et al. (2007) used a multi agent system to model the problem. The application of 
ABSM for a complex problem or system was also described by Macal and North (2009) in 
their research paper. Wang et al. (2009) applied similar steps for their research in the 
application of ABSM in a knowledge sharing project. While Labarthe et al. (2007) applied 
the multi agent system architecture in simulation software to represent complex case 
studies such as supply chain management in a mass customization context. 
The references provided in this section show that the established steps in 
simulation methodology are generally the same regardless of the application area.  
However the processes in each each individual step are refined and improved by 
researchers to satisfy the detailed requirements for specific problems or case studies. 
 
(ii) Simulation Software 
Tsai et al. (2006) discussed the use of a service-oriented architecture in a 
simulation framework that provides support for each step in the simulation model 
development and execution.  Wilcox et al. (2000) related the study done by the 
Department of Defence, in the United States for the development of an advanced 
distributed system (ADS).  The ADS was represented by a platform of different simulation 
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models which created challenges and issues of interoperability and reusability.  Monks et 
al. (2009) highlighted that little research has been done on model reusability although the 
reuse of models should be able to reduce the time and cost of modelling. The reuse of 
models can be carried out in all steps of the simulation activities and the authors also 
emphasized the importance of client involvement in model development. Byrne (2010) 
reviewed web-based simulation and explained that the growing of web-based simulation 
introduced related issues such as model reusability, service-oriented architecture, internet 
capability, etc.. Gonzalez (2009), Siebers at el. (2010), Labarthe et al. (2007), Macal and 
North (2009) and Wang et al. (2009) showed that the usage of agent technology in 
simulation applications, especially in modelling the problem and developing the 
simulation model. 
Al-Zoubi (2009) conducted research into the application of a distributed system 
using middleware called RESTful-CD++. He represents the interoperability of a 
simulation component between two models with the aims of flexibility and simplicity.  
Steinman et al. (2009) describe an open architecture for simulation applications that 
provides an open-source, high-performance, scalable, parallel and distributed, 
infrastructure for supporting both real-time operational service-oriented systems and 
modelling and simulation applications. 
The above references show the development of simulation software based on 
current software technology. These developments will bring simulation software into 
distributed environments with open service-oriented architectures. The consequences of 
these changes will be improvements in the performance of simulation software.  It will 
also be more flexible and accessible providing greater opportunities for collaborative 
model development. 
 
(iii) Application of Simulation Technology in Various Areas 
Simulation modelling can be applied in many areas and these are not limited to 
only science and engineering. There are thousands of publications related to simulation 
technology in scholar.google.com.my, Elsevier publications amd Simulation Conferences 
(such as the annual Winter Simulation Conference) and these publications cover many 
areas of applications. 
Kovacic and Pecek (2007) wrote a paper on social science aspects that relate to 
public administration processes using simulation methodology. Tolk (2009) highlights that 
the Winter Simulation Conference is a platform which gathers experts from various 
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research fields and industries.  It therefore provided opportunities for these experts to give 
opinions and become involved in their irregular warfare project which related to the 
information integration for simulation and modelling activities. 
Guo et al. (2009) used simulation for logistics-container problems while Ekren and 
Heragu (2009) applied simulation in a vehicle storage and retrieval system in a factory.  
Su et al. (2009) describes the use of simulation modelling for planning for the efficient 
transportation of patients following an earthquake disaster. Almeder and Preusser (2007) 
presented a simulation model integrated with an optimization model for supply chain 
applications. Brady (2009) used simulation to analyse the integration of wind power into 
the generation systems of a utility company. Koh et al. (2009) used simulation for the 
purpose of optimization of semiconductor manufacturing flow.  Martagan et al. (2009) 
used a simulation model of the supply chain under normal conditions and different user-
defined re-routing scenarios. The model was used to estimate the performance of the 
supply chain at a macro level and to prepare the chains for distruptions through ‘what-if’ 
analysis. 
Lyons et al. (2006) present the application of simulation in large scale computation 
using supercomputer technology for numerical methods in fluid problems. Simulation is 
commonly applied in both discrete and continuous applications. 
Besides the usage of simulation to provide solutions for problems, simulation 
technology is also used as an educational tool.  Harder (2009) reviewed the history of 
simulation in health and stated that the significant role of the simulation technology in 
health and nursing education. Howard et al. (2010) also emphasized the significant of 
simulation usage in education and research. They highlight the positive impact on the 
education curriculum when simulation is used as one of the mediums in teaching and 
research. 
The application of simulation technology in various areas parallels the 
development of related simulation software in each area.  For example, Arena, Promodel, 
and Witness provided the simulation software solutions for manufacturing or logistics 
problems or any discrete event problems.  CISCO, an international networking company 
provided the networking simulation software together with their networking equipment 
solution. The Project Wise simulation software is ready for process simulation and clash 
analysis. 
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The above studies are a few examples to represent the huge range of involvement 
of simulation and modelling in daily activities. The application of simulation technology 
comes from various research study at research institutions or from industries. 
 
(iv) Simulation Technology Conclusions 
Thousands of papers have been published in recent years related to simulation 
technology. Simulation applications are reported in many areas and are not limited to the 
two current main domains of science and engineering. The number of publications 
indicates the significant roles played by simulation technology. The use of simulation in 
experimentation tools for planning and decision making will reduce costs and time 
(Whitmore, 2006) especially with the development of simulation software with more 
advanced functionalities. 
The general steps in a simulation methodology that have been listed by 
Banks(1998), Kelton et al. (2004) and Pidd (2004) provide a reference for most  
researchers and practitioners. Simulation models are usually implemented using 
simulation software. The literature shows enhancements have been made in simulation 
software in parallel to the latest technology in ICT industries. For example, the 
development of simulation software on open architectures that ready to be implemented in 
the internet environment.  Simulation technology has also improved from discrete and 
continuous simulation modelling to agent-based modelling. Agent-based modelling means 
that the problem is represented using agent concepts as these can provide more 
understanding to users and developers. 
The improvements in simulation technology were highlighted in a panel session 
during the Winter Simulation Conference in 2008.  Yilmat et al. (2008) provide a 
perception of the research directions required to meet the challenges posed by the 
emergent landscape of the two main modelling and simulation application domains of 
science and engineering. Various problems resulting from uncertainty and ambiguity are 
highlighted as well as the need for models to be transparent and easy to understand by the 
problem owner. Besides the needs from these emergent problem areas, there is also a need 
to inculcate common understanding in people in simulation industries such practitioners, 
vendors and people in the education areas such as researchers, students and academics 
(Schmeiser, 2008). 
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2.13 Conclusion on Inventory Inaccuracy 
Statistically, inventory has a significant impact on supply chain management for 
inventory measurement, overall costs and profit involved. Inventory inaccuracy is caused 
by errors that may occur in any processes or activities in supply chains and most of the 
errors are related to human mistakes. The reviewed literature does not provide details of 
the frequency, magnitude and location of error occurrences. The level of error occurrences 
is indicated from the impact on the inventory systems for any type of measurement.  
Several methods or approaches have been developed to reduce the inventory 
inaccuracy either focused on inventory set up or focused on measurement of the inventory 
system. The methods used are either to evaluate or to produce optimum solutions related 
to the inventory inaccuracy problems. 
Studies reviewed in relation to inventory inaccuracy covered general supply chains 
with inventory systems but most of the studies were focused on the retail industry.   
The measurement of inventory inaccuracy is divided into two categories: monetary 
and non-monetary measurement. The selection of measurement methods and metrics are 
dependent upon the domain and objectives of the study. 
The above discussions determined that there is no single, clear solution to the 
inventory inaccuracy problems since most of the error occurrences are caused by humans. 
Error occurrences are generally seen to be unavoidable to some extent, but there are 
initiatives to reduce them. The quantity of publications on these topics increased when the 
idea of RFID was accepted as the best current solution to reduce these problems but again, 
in most cases the identified publications are related to retail businesses. It is generally 
anticipated that the use of RFID technology is going to replace and simplify the tasks that 
have previously been done by humans. 
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Chapter 
3 Methodology: Inventory 
Inaccuracy in Warehouse 
Operation and Simulation 
Modelling 
3.1 Introduction 
This chapter discusses the methodology developed for the examination of inventory 
inaccuracy problems in warehouse operations. The detail of discussion is incorporated 
with the information from the chosen case study company in this research. The discussions 
are developed to represent a conceptual model of inventory inaccuracy problems in 
warehouse operation.  
The second part of this chapter discusses the simulation modelling approach chosen 
to represent the inventory inaccuracy problems in warehouse operations. 
3.2 Methodology of The Research 
The overall methodology adopted in this research is represented in the following 
chart (Figure 3.1). The methodology starts with Stage 1 which is the examination of 
current and previous publications on inventory inaccuracy in supply chain management, 
inventory management and warehouse operations. The initial research idea was introduced 
by the case study company and therefore at the early stages of this research it was 
important to study  two areas (i.e. related research publications and industrial case study). 
By studying both areas in parallel, it was possible to compare the problems reported by the 
case study company with problems and solutions that have been reported in the literature 
published on relevant topics.  This therefore provided preparation for Stage 2, which is the 
identification of key problem areas and related issues for inventory inaccuracy and 
warehouse operation. After Stages 1 and 2, the simulation model approach was decided 
while Stage 3 consists of the design and development of a simulation model of inventory 
inaccuracy in warehouse operation. This stage followed the common steps in simulation 
modelling. Stage 4 was performing the experimentation by using the simulation model to 
examine the 4 input profiles and measure the inventory inaccuracy. The methodology was 
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completed with the discussion of the experimentation results and the conclusion of the 
research in Stage 5.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1: Overall Methodology adapted in this research 
 
3.3 Introduction to The Company 
This research study involved one of Europe’s leading independent logistics, 
automotive parts and accessories companies, which will not be named due to issues of 
confidentiality.  
The philosophy of this company is stated as being to understand the real and 
perceived needs of their customers better than anyone else and to serve them better than 
anyone else. Hence their goal is to achieve Outstanding Personal Customer Service. The 
company currently manages dedicated warehouses for established retail businesses in the 
United Kingdom. The warehouse that is considered in this case study handles up to 18,000 
different products and high volumes are managed for each product. In total, more than a 
million individual items are handled at any time.  
It is anticipated that this study will provide more detailed understanding of the 
intricate relationships in their inventory control systems and hence provide a background 
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for their process improvement activities. This research therefore contributes to the 
company’s objective of achieving outstanding customer service as stated in their 
philosophy and goal.  
3.3.1 Background of the Problem 
As mentioned above, the warehouse that has been selected for this case study 
handles up to 18,000 products and each product represents a large  quantity of individual 
items. These figures show the complexity of the warehouse operation and the issue of 
inventory inaccuracy has been highlighted as one of the issues needing to be addressed. 
In the physical operation the warehouse is divided into 6 sections and each section 
contains similar types or groups of products. The classification of the products has been 
decided by the company. 
Bearing in mind the number of errors, number of main processes and number of 
products involved in this case study, developing the model, viewing the model running, 
executing the simulation and analysis of the results for any specific outcome would be 
extremely complicated and could not be achieved with the time and resource available in 
PhD Research.  It has therefore been necessary to focus on parts of the problem. . 
The complexity of the problem can be calculated simply based on the number of 
errors, the number of main processes and number of products in executing the model: 20 
errors * 2 main processes and 18,000 products. The flows of 18,000 products would 
execute simultaneously with the errors and list of resources of the actual warehouse 
operation. One item’s movement is assumed to be 1 line of product flow, therefore with 
18,000 items in the warehouse, there are 18,000 lines. The frequency of each line of flow 
is based on order demand by the customer.  
Within each single line, there are a number of errors involved in the series of the 
processes and the percentage of individual errors on that line. This will create the issue of 
inventory inaccuracy. The complexity of the scenario clearly increases when 18,000 
products (18,000 lines) are processed in parallel in the warehouse. However the issue of 
inventory inaccuracy is essentially the same for one product as for 18,000 products and 
therefore this research focuses on the detailed modelling of inventory inaccuracy for one 
line.  
An important consequence of inventory inaccuracy problems is the effect that they 
have on replenishment activity. The case study company has emphasized the requirement 
of inventory management to deal with replenishment activity in a period of time (daily or 
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weekly or monthly). The inventory inaccuracy problems cause problems in determining 
when the replenishment of items is required and in the worst cases, replenishment is not 
carried out when necessary, resulting in orders not being satisfied.  
The following discussion in this chapter details the sequence of processes in the 
chosen case study with emphasis on related information for inventory inaccuracy and the 
issue of replenishment of items.  
3.4 Inventory Inaccuracy in Warehouse Operation 
3.4.1 Background of Warehouse Operation 
Gu et al. (2007) list the basic warehouse functions as receiving, storage, order 
picking and shipping. The basic flows in warehouse operations are to receive Stock 
Keeping Units (SKUs) from suppliers, store the SKUs, receive orders from customers, 
retrieve SKUs and assemble them for shipment, and then ship the completed orders to 
customers. Sahin and Dallery (2008) illustrate a diagram of warehouse operations which 
contain both physical and information flows.  
3.4.2 Warehouse Operations 
Based on the problems highlighted by the case-study company, this research has 
been focused on the midbound processing in the warehouse. The midbound processing 
refers to the processes that only occur in the warehouse without interaction with suppliers 
(inbound processing) or customer delivery (outbound processing). This focus was decided 
based on the main interests of the company and the availability of related information 
from the operation. A reason for this decision is that the midbound area is under full 
control of the company, which is not the case in the inbound and outbound areas. In the 
inbound area, the arrival of items are decided with the product suppliers while in the 
outbound area, the delivery acceptance (for instance) is dealt with by the customer.  The 
restriction of focus to the midbound area is not considered to be detrimental to this 
research in any way as it has provided ample scope for experimental study.  
Figure 3.2 shows the boundary of the case study in general as agreed with the 
company for information gathering and background study. With this focus of study, a 
number of parameters (e.g. the number of items per bulk item, the frequency of bulk 
item’s arrival) that come from outside the midbound area, have been assumed to be in 
stable condition or have been estimated based on the analysis of data given. These 
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parameters also do not play any role in the result analysis unless any significant 
contribution has been identified after the initial analysis has been completed. 
The warehouse operations for this study are similar to those mentioned by Gu et al. 
(2007) which are receiving, storage, order picking and shipping. The basic operations have 
been divided into three sections which are Section I (Bulk Location), Section II (Picking 
Location) and Section III (Delivery).Figure 3.3 visualizes these three sections to provide 
better understanding of the warehouse operations. This figure shows the physical items 
flow, information flow and processes in the warehouse operations. The operations also 
involve an operator who can be considered as the medium to receive the information from 
the system and take action for physical items movement. The operator also updates the 
information system for any action taken that is related to the information system. The 
description for each section is given below.  
 
 
 
 
 
 
 
 
 
Figure 3.2: Boundaries of The Case Study 
 
 
 
(i) Section I: Bulk Location 
This section occurs at the beginning of the midbound area (refer to Figure 3.3 for 
Section I: Bulk Location). In this section, items are not normally considered as individual 
or single items, but instead are grouped together in appropriately sized collections or 
batches, (depending on quantities delivered by suppliers) which  are referred to as “bulk 
items”. The term bulk items has been adopted in this research as it is used by the case 
study company and refers to the term of SKUs in other warehouse operations. In this 
study, all bulk items are assumed to have been allocated in the bulk location without any 
interaction with the supplier being required. It is also assumed that the bulk items are 
available at all times when any request is received from the picking location. The flow 
starts by a request for a delivery of bulk items from bulk storage to be sent to the picking 
location. The request is received by the operator (with forklift). Then the operator goes to 
the bulk storage location and picks the bulk items as requested. With the forklift, the 
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operator moves the bulk items to the picking location and allocates the bulk items to the 
picking location. Then, the operator confirms through the system that the bulk items have 
been taken to the picking location. 
 
(ii) Section II: Picking Location  
When the bulk items are taken to the picking location, they are separated into 
individual items in picking bins as required for the items picking activity. Each picking 
bin has a bin capacity (i.e. the maximum number of items that can be allocated to the bin). 
If the number of items from the bulk items is greater than the bin capacity, the excess 
items will be allocated to the twilight area. The twilight area is a temporary bin for excess 
items. This means that items can be allocated into either of two bins: picking bin or 
twilight area. The information that has been updated in Section I (i.e. the details of bulk 
items allocated to a picking bin) is used as information for Section II (e.g. the number of 
items that are available in the picking location). There is no information stored that 
determines the distribution of items between picking bin and twilight area. There is an 
interaction between the picking bin and twilight area. When the number of items in the 
picking bin is reduced to a certain (minimum) number, the operator will pick the items 
from the twilight area and allocate them to the picking bin. 
 
(iii) Section III: Delivery Location 
When an order is received from the customer through the information system, the 
operator (with trolley) goes to pick the items from the picking bin based on the number of 
items (a group) ordered by the customer. Then the operator will send a signal to the 
information system that the order has been fulfilled and will move and drop off the items 
(in a group) to the delivery conveyor. The consequence of this process is that the level of 
items in the picking bin is reduced and this is indicated in both flows (i.e. physical and 
information). Each picking bin also has a replenishment level (i.e the minimum number of 
items allowed in the picking bin before the bin is replenished). After a number of orders 
have been fulfilled, the number of items in the picking bin for both flows will reach the 
replenishment level (at this time, there are no items in the twilight area). This is where the 
information system should request a transfer of bulk items from the bulk location.   
 
 
34
3.4.3 Information Flow and Physical Flow 
The description of warehouse operation in 3.4.2 and Figure 3.3 indicate that there 
are two flows in the operation: physical items flow and information flow (Bhaskaran, 
1998). Physical stock flow represents the physical items that move from one location to 
another location in the warehouse. The movement might involve a human (with trolley or 
forklift). Section I involves bulk items, Section II deals with individual items and Section 
III deals with a group of items (collected together to fulfill an order). Information flow 
represents the information of items in the computer systems. The four boxes of the 
information system shown in Figure 3.3 represent the information system status for that 
particular task. For example, the box for the Bulk Items Storage Information in Section I 
represents the information status for the Bulk Items in Bulk Location.  
Both flows are executed simultaneously in separate flows and at certain points, 
interactions exist between these flows.  The interactions represent sending information 
from the information flow to the physical flow such as in the bulk information arrival to 
physical bulk item arrival. Another type of interaction comes from physical flow to 
information flow. For example, after the driver has finished uploading items into the 
picking location, he will press the computer terminal button on the truck. Then the 
information about the items uploaded is updated into the information system. The 
interactions also represent the activation of both flows. For example, the movement of the 
physical stock from bulk location to picking location is based on a replenishment 
instruction issued in the information flow. An example of the physical flow causing the 
information flow to be updated is when information is updated at the picking bin, based on 
the operator swiping the picking list at the swipe machine. 
With reference to the definition of inventory inaccuracy, this study is focused on 
these two flows, i.e. the information flow and the physical flow. In the warehouse 
operation shown in Figure 3.3, both flows have their own processes either located within  
the flow or causing interactions between both flows.  
 
 
35
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3: Diagram of Physical flow and Information flow from warehouse operations
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The information system drives the operation of the warehouse through the processes and 
interactions with the physical processes. The first flow is activated by the arrival of a customer 
order. When there is a need for items as stated in the customer order, the warehouse operation 
will need a supply of physical items. A sequence of information processes and physical 
processes then occurs. 
3.4.4 Processes in Warehouse Operations 
This section describes the physical and information processes as shown in Figure 3.3. 
(i) Physical Flow Processes 
a) Picking Bulk Items (Section I) 
i. Driver (with forklift) receives a request for a  delivery of 
bulk items from bulk location (via the information system). 
ii. Driver goes to bulk location of that item for picking process 
iii. Pick the bulk items and prepare for the moving process. 
iv. One delivery of  Bulk items consists of a particular number 
of items. This value is then made available in the 
information system. 
 
b) Move Bulk Items (Section I) 
i. This process continues the process of Picking Bulk Items at 
the Bulk Location. 
ii. The operator moves the bulk items to the picking location 
 
c) Allocation of bulk items (Section I) 
i. This process continues the process of Move Bulk Items 
ii. The operator allocates the bulk items to a picking bin 
iii. After completion of this task, the operator presses a button to 
send a signal to the information system that the bulk items 
have been allocated to the picking location 
 
d) Hold Items in  Picking Bin (Section II) 
i. This process continues the process of allocation of bulk items 
ii. Bulk items arrive from bulk location and will be separated 
into individual items. 
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iii. When the number of items exceed the bin capacity, the 
excess items will be allocated to the twilight area. 
iv. Waiting for the picking items process. 
v. When the number of items in the picking bin exceed the 
replenishment level, the operator will interact with the 
twilight area to add items to the picking bin 
vi. At the same time, the information system monitors the level 
of the number of items in picking location (picking bin and 
twilight area). 
vii. Each picking bin has its’ parameters: replenishment level and 
bin capacity. 
viii. The number of items in the picking location (i.e. items in 
picking bin and twilight area) are always updated in the 
information system when the customer order is fulfilled. 
 
e) Hold Items in Twilight Area (Section II) 
i. This process is linked to the process of Hold Items in Picking 
Bin and is related to the process of allocation of bulk items to 
the picking location.  
ii. The excess items from the picking bin are allocated to the 
twilight area. 
iii. Hold the items until there is a request to transfer to picking 
bin. The transfer process will be done by an operator.   
 
f) Pick Items from a Picking Bin (Section II and III) 
i. This process is initiated by a customer order in the 
information flow.  
ii. The operator receives the picking list and starts to go to the 
picking bin to pick the items. 
iii. The operator will pick the items based on the information on 
the picking list and puts the items in a bucket. 
 
g) Move Items to Delivery Conveyor (Section III) 
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i. This process continues the process of Picking Items from a Picking 
Bin, and then moves the items to the delivery conveyor. 
ii. The operator will move the items from the picking bin to the 
delivery conveyor. 
 
h) Drop off Items to Delivery Conveyor (Section III) 
i. This process continues the process of Move Items to a Delivery 
Conveyor 
ii. The items in a bucket are allocated onto the delivery conveyor for 
delivery and transportation purposes. 
iii. Then, the operator will key in the related information to the 
computer terminal to inform the information system that the order 
has been fulfilled. 
 
 
(ii) Information Flow Processes 
a) Updating the Bulk Item’s Information (Section I) 
i. This process is considered to be a process in the inbound area. 
ii. The role of this process is to supply information relating to the bulk 
items to the information flow.  
iii. The information relating to the bulk items will be updated when the 
operator receives a request signal for replenishment. 
 
b) Replenishment Process (Section I and II) 
i. This process waits for the signal that replenishment is required from 
the information system.  The signal will be sent when the number of 
items in the picking bin reaches the replenishment level. 
ii. The information system sends the request signal to the operator (with 
forklift) telling him that bulk items are required to replenish a 
picking bin 
iii. Then, the process of Picking bulk items occurs. 
 
c) Updating the Picking Bin’s Information (Section II) 
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i. This process continues the information update following the process 
of allocating items from the picking bin. 
ii. The information available at this process is related to the process of 
drop off items to the delivery conveyor. 
iii. The information is updated by the operator when  items are moved to 
the delivery conveyor. This process therefore updates the current 
number of items available at the picking location. 
iv. At the same time, depending on the number of items currently in the 
picking location, an indication can be given when there is a 
replenishment of items required for the picking bin (ie this occurs 
when the number of items currently in the picking location has been 
reduced below the minimum level. 
 
d) Order Process (Section II and III) 
i. The customer order information is assumed to have been entered in 
the inventory system. 
ii. When the customer order arrives at the warehouse operation, the 
information system will send a request signal to the operator (with 
trolley) to start the item picking process.  
iii. This process will interact with the process of picking items from the 
picking bin 
iv. The process of drop off items at the delivery conveyor will confirm 
when the customer order has been fulfilled to the information 
system. 
 
e) Delivery Information (Section III) 
i. This process is related to the information update from the process of 
drop off items to the delivery conveyor. 
 
All the above processes under the physical flow and the information flow and their 
interactions with each other will represent the study of this warehouse’s operation. These 
processes and the interactions between them show that a number of information elements are 
required. For example, the order process contains the information details of the customer order 
(number of items per order). This process also has to determine the frequency or distribution of 
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incoming orders from the customer. Also, information relating to the customer order flows 
between the process of hold items in picking bin, the process of updating the picking bin’s 
information and the process of dropping off items to the delivery conveyor. Therefore, profiles 
have also been developed to represent all the information that is required to represent the above 
processes in the warehouse operation and these profiles are discussed in the following section. 
3.4.5 Information Profiles for Warehouse Operations 
Three profiles have been developed in this study to represent the information that is 
required for the warehouse operations. These are Items Supply Profile, Bin Capacity Profile and 
Customer Order Profile. A profile is represented as a set of related parameters and these 
parameters are related to a number of similar processes for many situations.  Each parameter is 
associated with one of the profiles. 
 
(i) Items Supply Profile 
This profile is related to the process of updating bulk item’s information (information 
flow) and the process of picking bulk items (physical flow). It contains information about  the 
arrival of bulk items into the warehouse operations and includes the number of items per bulk 
items (represented by the parameter SizeBulkItems) and the frequency of bulk items arrival. The 
value of SizeBulkItems is also associated with the Process of Move Bulk Items and the Process of 
Allocation of Bulk Items. This profile also contains a lead time value (LT) that represents the 
time taken between bulk items being requested and the arrival of the bulk items at the picking 
location.  
 
(ii) Bin Capacity Profile 
This profile is related to the Process of Updating the Picking Bin’s Information, Process 
of Hold Items in Picking Bin and Process of Hold Items in Twilight Area. The parameters of this 
profile are the bin capacity level (BinCapLvl) which represents the maximum number of items 
that can be allocated into the picking bin and the replenishment level (RL) that represents the 
level of items in the picking bin that indicates that a replenishment is required.  
 
(iii) Customer Order Profile 
This profile is related to the Order Process (information flow) and the Process of Pick 
Items in Picking Bin. The parameters involved are the number of items per order (OrderQty) and 
frequency of orders arriving in the warehouse operation (ArrivalTime). The value of OrderQty is 
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associated with the Process of Moving Items to the Delivery Conveyor and the Process of 
Dropping off Items at the Delivery Conveyor 
All parameters from the above profiles are required as the input parameters to the 
warehouse operations Figure 3.4 shows the location of the profiles in the warehouse operations. 
The figure also shows the profiles and their associations with the processes as discussed above.  
3.4.6 The Occurrences of Errors in Warehouse Operations 
In the literature review chapter, inventory inaccuracy is defined as the difference between 
physical information and information systems and this difference is caused by the occurrences of 
errors in physical flows and/or in the information systems. This section discusses the occurrences 
of errors in the warehouse operations through the processes that have been mentioned in the 
previous sections.  
There are many places in which errors can occur in this type of warehouse operations, 
bearing in mind the range of processes listed above.  Of particular concern in this research are 
errors which result in the physical quantities of the item being different to the quantity recorded 
in the information system related to the item. The figures and tables in section 2.3 list examples 
of error occurrences in a supply chain or warehouse operation. Different types of error can occur 
at each location and similar errors can occur at different locations. In the case study, the 
company were not able to provide details of specific error occurrences. Therefore, the warehouse 
operation representation in  Figure 3.3 will be incorporated with the occurrences of errors at each 
process. 
This study only focused on the physical flow since there is less human interaction within 
the information system. Also, the literature review identified that most errors come from human 
errors rather than being caused by or within the information system. The only interactions with 
the information flow are through the operator (with forklift) confirming the allocation of items in 
the picking bin by pressing one button on the computer terminal on the forklift and through the 
operator (with trolley) confirming that the group of picked items has been dropped off at the 
delivery conveyor in Section III. All transactions in the information system are therefore 
assumed to be correct in this study. Therefore, there are eight processes under the physical flow 
that are associated with possible errors in this study and these will be examined in detail. The 
processes are listed at 3.4.4(i), and Figure 3.5 represents the types of possible errors that are 
associated with these processes.  
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Figure 3.4: Diagram of Items Supplier Profile, Bin Capacity Profile and Customer Order Profile in warehouse 
operations 
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Figure 3.5: Diagram of Processes in Physical flow that associated to error occurrences 
Section I: Bulk Location Section II: Picking Location Section III: Delivery Location 
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As described previously, the processes in each section deal with different numbers 
of items. Section I deals with bulk items, Section II deals with individual items and Section 
III deals with a group of items (which may be a small number of items compared to bulk 
items). This indicates however that there is a similarity in the form of  error occurrences in 
Sections I and III (where multiple items are involved)  but this is different to the type of 
errors that can occur in Section II (where single items are concerned).  Hence, although 
there is a probability of an error occurring in all sections, for Sections I and III, when an 
error occurs, not all items will be involved with the error. There is therefore a percentage 
of items involved with the error. The following description describes the error profiles for 
all three sections.  
 
(i) Error Profile for Sections I and III. 
There are two parameters involved in these sections: probability of errors 
occurrences for those items (bulk items or group of items) and percentage of items 
involved with the error. This is presented by  
P(EXi)  : Probability of EXi occurring in Process X  
%(EXi) : Percentage of number of items involved when EXi occurred in 
Process X 
 
where  
 
X    : process in model 
EXi: EX1, EX2, …, EXn : error number i in Process X ; i = 1, 2, …, n; 
n    : number of errors at Process X 
  
 
(ii) Error Profile for Section II 
There is only one parameter involved in this section and therefore only the 
probability of an error occurrence for each item is required. This is presented by  
P(EXi)  : Probability of EXi occurring in Process X  
 
where  
 
X   : process in model 
EXi: EX1, EX2, …, EXn : error number i in Process X ; i = 1, 2, …, n; 
n   : number of errors at Process X 
 
Any error profile is associated with a process in the warehouse operation, but 
reference to Figure 3.5, shows that one process can be associated with one or more errors. 
Therefore, in general warehouse operations where a number of processes are involved, 
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there are several combinations of errors that might occur such as three errors might occur 
at the first process, one error at the second process, none  at the third process and so on. 
For example, Table 3.1 lists the processes with errors and this example is used to this 
warehouse operation model. The first column lists the process name and reference name 
for the process (purposely for easier references in the discussion) 
 
Section Process Errors 
I 
 Picking Bulk Items Location 
(referred as Process A) 
i. incorrect items picked 
ii. items damaged when picking 
iii. taken by Theft when picking 
iv. taken by other staff when picking 
 Move Bulk Items (Process B) 
i. item damaged on moving 
ii. taken by theft 
iii. moving to wrong location 
iv. taken by other staff 
 Allocation bulk items (Process 
C) 
i. item damaged during allocation 
ii. allocation of items in wrong 
location 
iii. taken by unauthorized person 
II 
 Hold Items in  Picking Bin 
(Process D) 
i. taken by theft 
ii. items damage when holding 
iii. taken by other staff 
Hold Items in Twilight Area 
(Process E) 
i. taken by theft 
ii. items damaged when holding 
iii. taken by other staff 
III 
Pick Items in Picking Bin 
(Process F) 
i. picking items in wrong location 
ii. incorrect number of items picked 
iii. taken by other staff 
iv. item damaged when picking 
v. taken by theft 
Move Items to Delivery 
Conveyor (Process G) 
ii. taken by theft 
iii. items damaged when moving 
iv. taken by other staff 
Drop off Items to Delivery 
Conveyor (Process H) 
i. drop off at wrong location 
ii. items damaged when dropped off 
iii. taken by theft 
iv. taken by other staff 
Table 3.1: List of Processes with Errors 
3.4.7 Summary of profiles in warehouse operations  
With reference to the discussion in 3.4.5 and 3.4.6,  four profiles need to be set up as 
the input for this warehouse operation: Customer Order Profile (COP), Bin Capacity 
Profile (BCP), Items Supply Profile (ISP) and Error Profile (EP). Table 3.2 summaries all 
the profiles with their parameters. 
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Profiles Parameter 
Customer Order Profile (COP) OrderQty 
ArrivalTime 
Bin Capacity Profile (BCP) BinCapLvl 
RL 
Items Supply Profile (ISP) SizeBulkItems 
LT 
Error Profile (EP) For Sections I and III, 
P(EXi)   
%(EXi) 
 
For Section II, 
P(EXi)   
Table 3.2: List of Profiles for Warehouse Operations 
3.4.8 Measurement of Inventory Inaccuracy 
This topic discusses the output of the warehouse operations model and the chosen 
measurements for the inventory inaccuracy. Three values are used as the measurements for 
this inventory inaccuracy problem: the number of items involved with errors (NoErr(x)), 
Shortage Frequency (SF) and the number of items involved with adjustment (NoAdj). 
Consider, for example, if NoErr(x) is equal to 10, SF equal to 1 and NoAdj = 150, then the 
value of No(Err(x)) is 10 out 1000 items that are available in Process X. This means that 
10 items are involved with errors out of the 1000 items that are available in Process X.  As 
SF = 1, this means that there is 1 occurence of items being short in the picking bin.  The 
value of NoAdj = 150 refers to the situation that when the shortage occurred, an adjustment 
is required on the computer system to ensure the number of physical items available in in 
the picking bin is equal to the number recorded as information in the computer system. The 
value of the adjustment is 150.    
3.4.8.1 The number of items involved with errors 
For NoErr(x), x may represent any process in the model or represent the overall 
result for the model. The NoErr(overall) is a cumulative total for the number of items 
involved from all processes in the model. Therefore, the measurement can be done for an 
individual process (e.g. Processes A, B or C under Section I), the cumulative NoErr(x) for 
a section and for overall model. Let SizeBulkItems be the quantity of items per bulk items 
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from supplier. The value of  NoErr(x) can be calculated as the difference between the 
physical items (SizeBulkItemsPH) and the number items recorded in the information system 
(SizeBulkItemsIS). So, for example, the NoErr(A)  represents the difference between 
SizeBulkItemsPH_A (SizeBulkItemsPH  for Process A) and SizeBulkItemsIS_A (SizeBulkItemsIS  
for Process A). The difference between SizeBulkItemsPH and SizeBulkItemsIS are subject to 
the errors that occur within that process. The error might occur in SizeBulkItemsPH or 
SizeBulkItemsIS but this study only focuses on SizeBulkItemsPH.  
NoErr(x) is calculated differently in Sections I and III compared to Section II, as 
there are different parameters involved in the EPs.  In Sections I and III, P(EXi) is the 
probability of error occurring to items (SizeBulkItems or OrderQty) and %(EXi) is the 
percentage of items with errors. Both these parameters are used to calculate NoErr(x). The 
probability value of P(EXi) can indicate either that an error has occurred (1) or otherwise 
(0). If an error has occurred (1), NoErr(x) is assumed to be a multiplicative type (Sahin and 
Dallery, 2008) which is equal to NoErr(x) = %(EXi)x SizeBulkItems for Section I or 
NoErr(x) = %(EXi)x OrderQty for Section III . This can be represented by 
For Section I:  
 
 
 
 
For Section III: 
 
 
 
 
 
In Section II, EP lists only 1 parameter which is P(EXi) as this section deals with 
individual items. Therefore, if an error occurs (1), that item is involved with error which is 
NoErr(x) = 1, otherwise NoErr(x) = 0. This can be represented by  
For Section II:  
 
 
 
 
   P(EXi) → 1 %(EXi) x SizeBulkItems 
 
NoErr(x)= 
   
P(EXi) → 0  0 
   P(EXi) → 1 %(EXi) x OrderQty 
 
NoErr(x)= 
   
P(EXi) → 0  0 
   P(EXi) → 1 1 
 
NoErr(x)= 
   
P(EXi) → 0  0 
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These three calculations for NoErr(x) apply for a single flow of item(s) under a 
process and an error. For example, if there are three possible errors that might occur for a 
process, then all NoErr(x) for those three errors are accumulated for NoErr(x) of that 
process. Similar calculations are done for a number of processes in a section 
(NoErr(Process x)) and for overall model operations that consist of three sections 
(NoErr(overall)).  
3.4.8.2 Calculation of SF and NoAdj  
The SF and NoAdj measurements represent the values for overall model output and 
both are related to replenishment problems that are located at a picking location. Both 
values are related to each other. A shortage occurs for an item when the information 
system notifies that items are available in the picking bin but physically there are no items 
in the bin. The shortage is identified when a customer order arrives in the model and the 
information system checks the availability of items in the picking bin, by checking the 
condition PBIS > RL (PBIS represents the number of items in the picking bin as recorded in 
the information system). The customer order is received by an operator, who starts the 
picking process. The shortage is then identified by the operator who sees that there is no 
item or not enough items available in the picking bin (PBPH =0 or PBPH < OrderQty; where 
PBPH is the number of items in picking bin) to fulfill the order. Theoretically, this shortage 
should not happen since the inventory system has an RL value that indicates that 
replenishment of items is required. A safety stock level is also included so that there are  
items available in the picking bin while replenishment is anticipated from the bulk 
locations.  
The occurrence of an item’s shortage is a very crucial problem to the warehouse 
operations as highlighted by the company in the case study. SF represents the frequency of 
the items shortage for overall warehouse operations and during the items shortage 
occurrence, the difference between PBIS and PBPH is the value of NoAdj. In this study the 
total number of NoAdj is accumulated in the overall operations using the number of SF. 
These values are used as the measurement in the models’ output since they provide 
information relating to the  replenishment problem.  
3.4.9 Warehouse Operations Model 
Figure 3.4 and Figure 3.5  illustrate the input profiles for the warehouse operations 
which are COP, BCP, ISP and EP while discussion in 3.4.8 lists 3 parameters for model 
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measurement. Figure 3.6 shows the list of input and output parameters for the warehouse 
operations model and summarises the above discussions for input profiles and 
measurement of inventory inaccuracy. All these figures and parameters are used to develop 
the simulation model of warehouse operations for the inventory inaccuracy problems. The 
following sections discuss the simulation approach used to develop this model and Chapter 
4 describes the implementation of the simulation model used to examine inventory 
inaccuracy in warehouse operations.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: Model input-output transformation. (adapted from Banks, et. al., 2001) 
 
Most of the parameters from the profiles can be assigned with either a fixed value or 
a statistical distribution value. A fixed value (e.g OrderQty = 25) means the parameter will 
keep that value throughout the execution of the model whilst a distribution value will be  
dependent on the distribution type used, e.g. Normal distribution or Poisson distribution 
etc. Some parameters, e.g. BinCapLvl, and RL are only represented by a fixed value.  
This research only covers a single item inventory model but various ranges of item 
profiles can be assigned to the parameters used in this model. For example, the OrderQty 
parameter from COP can be represented by the value of 2 or 20, or 40 in fixed value or 
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distribution with λ = 10. So, the single item inventory model that has been designed and 
implemented during this research can be used to represent various combinations of 
parameters for different setups of COP, BCP, ISP and EP. Current and previous related 
studies into inventory inaccuracy have also used single item inventory models in their 
research (Iglehart and Morey (1972), Morey (1985), Brown et al. (2001), Kok and Shang 
(2006), Petuhova and Merkuryev (2007), Kang and Gershwin (2005), Uckun et al. (2008) 
and Atali (2006)).  
3.5 Simulation Methodology  
The purpose of this section is to describe the simulation methodology that has been 
chosen to design and implement the simulation model that has been used to investigate 
inventory inaccuracy in warehouse operations during this research. Many reported research 
projects into inventory inaccuracy and supply chain management have used a simulation 
approach to represent the problems and flexibility to configure change in the experiment 
set up ((Bhaskaran, (1998), Petuhova and Merkuryev (2007), Fleisch and Tellkamp(2005), 
Brown et al. (2001), Kang and Gershwin (2005), Ernst et al. (1993), Sari (2008) and 
Waller et al. (2006), Atali(2006)). Kleijnen (2005) is his comparison of tools and 
techniques for supply chain simulation defined simulation as an experimental method that 
considers different input and output values. Then, a simulation may be used to give details 
of the causes and effects relating to the performance of an inventory system, (e.g. which 
input gives significant impact on which output). The warehouse operations model as 
discussed in 3.4.7 and 3.4.9, lists the profiles that are used to perform the experiments with 
variations of inputs through the four profiles (COP, BCP, ISP and EP).  
The following discussion related to the steps in simulation methodology almost 
represents the sequence of this research. Each step in the following discussion is correlated 
to one or two chapters in this thesis, therefore the flow of sequences in the simulation steps 
proved the use of the simulation methodology as the approach to represent the inventory 
inaccuracy problems in warehouse operations.   
3.5.1 Steps in a Simulation Methodology 
There are seven steps involved in this study as shown in  
Figure 3.7 which are a combination of the simulation steps presented by Banks 
(1998), Law and Kelton (1991), Robinson (1994), Pidd (2004), Ingemannson and Bolmsjo 
(2004) and Banks et al. (2001). Similar steps are presented and discussed in many 
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simulation studies (for example, refer to list of references in 3.5) especially the books 
written by Banks (1998), Law and Kelton (1991) and Banks et al. (2001). 
3.5.2 Step 1: Problems Formulation and Plan of Study 
The initial plans for this study were developed in discussions with a company 
representative and initial work was carried out in a pilot project by Martins (2004). The 
discussions and Martins’ report described the scenario of the warehouse operations, 
inventory inaccuracy problems and possible outcomes that should be considered during the 
study. The aim of this study was to develop a simulation model to enable better 
understanding and examination of inventory inaccuracy for the warehouse operations. The 
warehouse operations referred to by the company are a dedicated warehouse that can be 
classified as a distribution centre for retail products. The Chapters 1, 2 and 3 in this thesis 
represent the background and understanding of the inventory inaccuracy problem in that 
company. These three chapters defined a specific focused area that should be studied with 
the aim of improving the inventory inaccuracy problem through a number of objectives. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7: Simulation Stages (Banks (1998), Law and Kelton (1991), Ingemansson and Bolmsjo(2004), 
Banks et al. (2001)) 
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3.5.3 Step 2: Model Conceptualization 
The conceptual model for this study has been developed using information from the 
report by Martins (2004) and the details of process sequences, input parameters and the 
outputs that represent the measurement of inventory inaccuracy as discussed in section 3.3. 
A conceptual model is developed to represent the scope and details of the simulation model 
(Robinson, 1994) and to visualize the scenario by determining the essential features or 
characteristics of the problem (Banks et al., 2001). Clarification of the basic assumptions 
of the model and elaboration of the model processes are also done at this step (Banks et al., 
2001). 
The conceptual model examines the sequence of processes for two flows, i.e. the 
physical flow and the information flow. The input parameters for the processes within 
these flows have been defined in the four profiles described in section 3.3. The outputs 
from the conceptual model are used to measure the difference between the physical flow 
and the information flows and details are given in section 3.3. 
Pidd (2004), says that with current software technology the conceptual model can 
occur whilst developing the simulation model at a computer screen. The conceptual model 
used in this research was created using the cycle of development of a conceptual model 
(Pidd, 2004) and this involved the user for verification and validation purposes. This 
method is also supported by Banks et al. (2001) who mention the importance of the user’s 
involvement especially in the early stages of the verification and validation process. 
 
3.5.4 Step 3: Information Requirement and Data Collection 
Information gathering and data collection play a big role in ensuring that the model 
represents the real system. There are a variety of information and data requirements in the 
development and execution of the model. With reference to Pidd’s (2004) cycle of 
development, the information of warehouse operations are gathered during the 
development of the conceptual model, and this involved the use of simulation tools, 
verification and validation processes. Therefore, Figure 3.5 illustrates the information that 
was gathered during the cycle of conceptual model development. 
As part of the verification and validation process, representatives from the case study 
company have agreed with the sequences of process flows that have been used in this 
research to represent their warehouse operations as shown in Figure 3.5. This diagram is 
also accepted as a generic model to represent warehouse operations with the condition that 
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the profile of the input data has a flexibility of assignment. So, the input profiles that were 
defined in 3.3 have been implemented to give flexibility in the way in which any input 
value is assigned to the model. 
None of the previous or current research in inventory inaccuracy has mentioned 
details of error profiles in their studies. Similarly, in this study, the company were not able 
to give details of error data beyond providing a list of possible errors that were found from 
brainstorming sessions (Martins (2004)). Methods for information gathering used in this 
study are as follow:-  (Banks et al., 2001) 
(i) Series of discussions with expert (owner) 
The discussion with an expert or system owner helps in understanding the scenario, 
the processes flow, the most critical processes in the warehouse and errors that can 
occur in the operation. The discussion also involved the validation of the conceptual 
model and the details. 
(ii) Observation to the real system (warehouse operations site) 
Observation of the real system gives the best understanding of the actual operations 
of the warehouse and details for the specification of the individual processes. The 
author therefore spent several days working at the company, carrying out many of 
the processes described above, and in this way gained a very useful and better 
understanding of the inventory processes. However errors only occur occasionally, 
unpredictably and are generally not noticed, therefore, for a study that is related to 
errors, it is difficult to identify or observe any real occurrences of errors. The experts 
were also not able to provide any information related to error occurrences for this 
case study.  
 
Experts for this case study agreed to develop an assumption that bulk items are 
available all the time in the warehouse. So, there is no issue for the unavailability of items 
in bulk location. 
3.5.5 Step 4: Model Development 
The development of the warehouse operations model for examination of inventory 
inaccuracy problems is based on the diagram in Figure 3.5. Robinson (1994) shows the 
model development cycle which is similar to the basic software development cycle 
(Robinson, 1994). This cycle consists of 3 activities: coding (entering the model into the 
computer), documenting (explaining the model structure) and verifying (ensuring the code 
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is correct). The model was developed gradually based on each of the three individual 
sections in turn (the whole model contains three sections and each section has two or three 
processes). Throughout the development process, verification and documentation of the 
model were done.  
The development of each section was integrated with the creation of the input 
profile that was required for that section. For example, the development of ISP was done 
during the development of Section II while the COP was developed during the 
development of Section III. Each section covered the development for both flows (physical 
and information flow). Since the EP must be available at all sections, this profile was 
integrated with each section in turn during the development of the section.  
The ARENA simulation software was chosen as the development tool for this 
model and the discussion in 3.6 lists several reasons justifying the choice of ARENA. The 
details of model development are discussed in Chapter 4. 
3.5.6 Step 5a: Verification 
Banks et al. (2001) stated that verification is one of the most important and difficult 
tasks faced by a model developer in simulation modelling. Banks (1998) shows that the 
verification process is a part of the model building process that involves a looping task 
until the model is completed. The purpose of verification is to guarantee the correct 
characteristic of each element in the model during the model building compared to real 
system (Robinson, 1994) and to assure the conceptual model is reflected accurately in a 
computer representation (Banks et al., 2001). Verification is effectively a ‘micro’ check of 
the overall model during model development stage and if it is considered in the context of 
a software development environment, model verification is similar to program debugging 
(Robinson, 1994). Verification should also consider the input parameters and logical 
structure in the model during the computer execution (Banks et al., 2001).  
 In this study, the verification process was included in the model development cycle 
between coding and documentation (Robinson, 1994). As suggested by Robinson (1994) a 
list was made of some of the specific areas that should be tested during the verification 
stages, and this covered most of the parameters such as NoErr(x) for every process, section 
and overall, number of order fulfilled, number of items in picking bin for both flow, 
number of items in twilight area, SF and NoAdj.  
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This research applied verification sequences as recommended by, Banks et al.(2001), 
Robinson (1994) and Shires (1988). In detail, the verification process used in this case 
study is listed below: 
 
(i) Checking the code or debugging process. The developer needs to read each 
model component in the simulation software to ensure that the right data and 
logic have been entered. This becomes more crucial especially when dealing 
with a complex model 
(ii) Make a flow diagram for every event or process in the model 
(iii) Documentation of all the processes or events. Give a precise definition for 
every variable used and a general description of the purpose of each major 
section of code 
(iv) Visual checks on the graphical simulation interface or model animation. By 
running the model and watching how each component of the model behaves, 
the logical sequences of the model and its behavior can be checked against the 
real system.  
(v) Inspecting output reports after model execution. The comparison between the 
model output and the real output can be compared. The output can be shown on 
the screen or saved in permanent files. 
(vi) Examine the model output under a variety of input parameters settings. With a 
number of outputs, the consistent result will show the validity of the model 
(vii) If the model can be represented by animation, verify the animation to ensure it 
imitates the real system 
(viii) Use the interactive run controller (this function is provided by Arena software) 
to assist in finding and correcting those errors for 
a. the simulation can be monitored as it progresses with displaying model 
information 
b. Attention can be focused on a particular line of logic or multiple lines of 
logic that constitute a procedure or a particular entity. 
c. Values of selected model components can be observed. For example, when 
the simulation has paused, the current value or status of variables can be 
observed. 
d. The simulation can be temporarily suspended, or paused, not only to view 
information but also to reassign values or indirect entities 
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The verification process in this simulation model is described in Chapter 6 and 
most of the verification process was done in parallel with the simulation model 
development as suggested above (Banks et al.(2001), Robinson (1994) and Shires (1988)). 
3.5.7 Step 5b: Validation 
The purpose of validation is to guarantee the correct degree of accuracy by 
checking that the overall behavior of the model is representative of the real system. The 
accuracy of the model need only be sufficient to meet the objectives of the project 
(Robinson, 1994). Banks et al.(2001) shows the difference between model verification and 
validation (Robinson, 1994).  
In this study it was difficult to validate the model due to lack of data from the 
company. Therefore, the validation process was performed by using a mathematical model 
as suggested by Kleijnen (2005). The details of this validation process are discussed in 
Chapter 5.  
3.5.8 Step 6: Experimental Design  
When the model building is completed and the verification and validation processes 
are finished, the experimental work starts. Experiments were designed to achieve the 
objectives of the case study. 
Depending on the capability of the simulation software, the model can be executed 
for a number of replications (which are a number of executions based on a similar 
configuration) as needed for any simulation problem.  In this study, the experiments are 
divided into two parts. First, the experiments for individual profiles in inventory 
inaccuracy model and second part covered the experiments for multiple profiles. The 
details of these experiments are discussed in Chapters 6 and 7. 
3.5.9 Step 7: Simulation Result Analysis 
The final step in the simulation development is the analysis of the simulation result. 
The target of this activity is to gain understanding through the outputs from the simulation 
model of this case study. The detailed discussion for this activity is given in more detail in 
Chapters 6 and 7. 
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3.6 Simulation Software 
There are many manufacturing or logistics simulation software packages available in 
the market today such as WITNESS, TAYLOR, ARENA, SIMFACTORY II.5, 
ProMODEL etc. Taylor (2003) stated that 30 simulation packages are available in the 
market. Most of them are relatively easy to use and provide users with dynamic graphical 
animation for processes. However, Hollocks (2002) in his survey mentioned that most 
simulation software companies are too ready in their marketing with phrases such as: 
“without requiring a computer expert”, “designed for the end-user”, “even for 
inexperienced users”, and “for use by engineers and other staff directly involved”.  
For selecting the best simulation, Baldwin et al. (2000) lists the features of the 
software that need to be considered before being committed to use a particular system. The 
features are flexibility or limitation for complex problems, easy to learn and use, biased to 
any specific problems, statistical or output analysis and reporting, ability for validity 
process, database linkages, inadequate graphics etc.  
Below are descriptions of three simulation software systems commonly used in 
manufacturing contexts, i.e. Promodel, WITNESS and ARENA. 
3.6.1 Promodel  
Promodel simulation software is produced by ProModel Solutions which is a 
leading business process optimization and decision support company serving the 
pharmaceutical, healthcare and manufacturing industries. Established since 2000, this 
company has served over 4,000 users, including 43 Fortune 100 companies such as Ford 
and Johnson & Johnson. ProModel solutions are driven by its VAO Technology which 
enables clients to “Visualize, Analyze and Optimize,” resulting in better decisions and 
realized performance and process optimization objectives. The following technical aspects 
are the features of Promodel  
(i) Quick-start modelling with an easy to use interface to create models 
graphically, with instant animation 
(ii) Develop "what if" scenarios quickly, easily and risk-free  
(iii) Direct data import and export with Microsoft® Excel® 
(iv) Distribute models to other divisions and departments with run-time licensing 
(v) Automatic creation of output reports 
(vi) Code reuse, model merging, and submodel capabilities 
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(vii) Run-time debug 
(viii) 3D Animation available (via post processor) 
(ix) Optimization with SimRunner or OptQuest 
Customization - The ProModel technology provides the user with the power to create 
customized front- and back-end interfaces that communicate directly with ProModel. 
Using Microsoft Visual Basic (or any other ActiveX-enabled language), capabilities can be 
added to ProModel products including: 
(i) Customized user interface with table inputs 
(ii) Custom-designed parameter screens 
(iii) Automatic model creation from external data sources (e.g. Excel 
spreadsheets, databases, or ASCII text files)  
(iv) Software execution from another application 
(v) Model building via programming 
The details of Promodel software can be found from http://www.promodel.com and 
Harrell et al. (2000). 
3.6.2 WITNESS 
WITNESS simulation software is produced by Lanner Group. This flexible solution 
is available for business transformation, business process management and process 
engineering. All this information was found on the WITNESS website which is 
www.lanner.com/index.html. With its simulation suite, enhancement modules, 
development modules, and WITNESS for the Enterprise, Lanner has the technology and 
services that fit any organization and any need. 
Two successful projects completed using WITNESS are for Virgin Atlantic and 
Volkwagen. WITNESS Simulation solutions has proved to be a highly useful and 
successful component of Virgin Atlantic’s business planning operation. While Volkwagen 
used WITNESS to validate their production KPIs and were able to increase the  efficiency 
by 10%. For technical aspects, as the world class simulation software, WITNESS is 
equipped  with all basic features of simulation software. The extra features provided by 
WITNESS are : 
(i) CAD system import of layouts (working models and/or graphics)  
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(ii) OLE DB access / wizard links to ORACLE, SQL Server, Access and other 
databases  
(iii) Direct in/out Excel Links including data access wizard  
(iv) HTML reporting to web pages  
(v) XML output of models  
(vi) A range of standard file format inputs/outputs and model saves including 
status saves  
(vii) Shared storage with Microsoft VISIO models using VISIO XML formats  
(viii) HLA compliance for military and other applications  
3.6.3 ARENA 
Arena Simulation software is produced by Rockwell Automation and has been 
established for the last 20 years. One of the goals of this software is to improve business 
processes. Two main areas that are targeted by Rockwell Automation for this software are 
manufacturing and logistics. This therefore shows that it should be suitable in relation to 
modelling of the inventory inaccuracy problem. This information are referred from 
http://arenasimulation.com and Kelton et al (2002). 
Examples of two major successful businesses using Arena are Ford and Xerox. 
Ford used Arena for modelling entire engine assembly in Brazilian plant, whilst Xerox 
used Arena to develop customer strategy including call routing process and dispatch. This 
project improved response time and saved over US$500,000.  
Technically, Arena supports all the basic features of simulation software such as 
process modelling, batch and parallel processing, animation, material handling and 
transportation, decision logic, model analysis, statistical report, multilevel modelling etc. 
Besides these Arena has features that can be enhanced by the developer. It provides 
integrating data from other type of data processing tool such as Excel or Access. Arena 
provides the capability of distributed modelling without any extra fee of enhancement. 
Arena is incorporated with the ability of developing customization feature using Visual 
Basic Administrator (VBA) for user interface customization or customization of data and 
results.  Among the features of ARENA are: 
 
(i)  Arena is Microsoft Windows based application. 
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  It is compatible with all Windows software like word processor, spreadsheet and 
CAD packages. It provides similar basic functions to other Windows applications such as 
filing system, usage of keyboard and mouse, all Windows editing function etc. 
 
(ii) Basic Modelling and Logic 
As a world class simulation package, it provides basic building blocks called 
modules, including the flowchart and data objects that define the process to be simulated. 
Flowchart describes the dynamic processes in the model. There are 7 flowchart modules 
which are Create, Process, Decide, Batch, Separate, Assign and Record. Data modules 
define the characteristics of various process elements like entities, resources and queues. 
Data modules consist of Entity, Queue, Resource, Variable, Schedule and Set. Connection 
is used to establish the sequence from one flowchart module to another. 
 
(iii) Input the data 
Arena provides options to the user to input the data using a deterministic quantity 
or a random variable following some probability distribution. The user has to define the 
type of input.  
 If historical data already exists for the model, Arena provides a tool to analyze the 
data and incorporate the appropriate parameters in the model. This tool is called the Input 
Analyzer and is a standard tool that accompanies Arena and is designed specifically to fit 
distributions to observed data and estimates of the parameters. There are four steps to using 
the Input Analyzer: (i) create a text file containing the data values; (ii) fit one or more 
distributions to the data; (iii) select appropriate distribution to the model and (iv) copy the 
expression generated by this tool to appropriate field in the model. 
 Arena provides the connectivity to major databases in market such as Oracle, Access, 
SQL, etc. It also provides an import link to AutoCad file (in dxf format) and Visio file.  
 
(iv) Programming & Customization 
 Arena provides the way for integrating the engine directly to other programs – 
ActiveX Automation and Visual Basic for Applications (VBA).  
 Arena exploits two Windows technologies that are designed to enhance the 
integration of desktop application. The first,  ActiveX Automation, allows applications to 
control each other and themselves via a programming interface such as Visual Basic, C++, 
or Java. This ability is based on the object model technology under the Windows operating 
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system. When an application (such as Arena, Visual Basic) that contains an object model is 
installed, its setup process registers the object model with the Windows operating system. 
Then, if  anyone  using a programming language wants to utilize the application’s 
functionality, it can establish  a reference to its object model and program its objects 
directly. Therefore, many desktop applications can be controlled by another application.  
The second technology provided is that Arena uses the same engine (VBA) as other 
applications such as Visual Basic, Microsoft Office or AutoCAD. Due to this, once Arena 
is installed, it allows the developer to write the code on it via Tools/Show Visual Basic 
Editor menu option.   
 The concept of integration is provided by the Visual Basic code embedded in Arena 
model logic and option to modify any existing Arena function or tools. For example, 
modification can be done for user interface, enhancing the animation (changing animation 
queues, changing entity pictures or adding resource feature) etc. 
 These two technologies work together to allow Arena to integrate with other 
programs. Arena can be integrated with Visual Basic code or integrated with Excel, 
AutoCAD or Visio. The Visual Basic code using VBA in Arena is stored with the Arena 
model file (.doe).   
 
 
(v) Output and Report  
Arena provides the tool to export the summary statistics to Excel and Access. It also 
provides the HTML Model Documentation. 
 
(vi) Help and Tutorials 
To help the developer or user to handle the software, Arena provides support with 
SMART Libraries/Tutorial together with the software, electronic manuals and 
comprehensive online help, web-based knowledge base and internet user forum. These 
resources will support the developer or user to learn, use and utilize all the features of 
Arena. 
3.6.4 Selection of simulation software: ARENA 
In general, all the above simulation software packages are suitable for this research 
study based on the conceptual model that has been discussed previously in this chapter 
(refer to 3.3). The main selection criteria are modelling capabilities (e.g. easy to model), 
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interface to other applications with customization features, import and export with other 
files (e.g excel file, database file) and finally, output and reporting features.  
Besides all the above criteria, the availability of the software in the research 
department needs to be considered. Since, Arena simulation software is available in the 
department with full license status, this software was selected as the tool to develop the 
simulation model of inventory inaccuracy in warehouse operations.  
3.7 Summary 
This chapter has discussed the conceptual model of the inventory inaccuracy in 
warehouse operations which is related to the information from the industrial case study. 
The necessary steps for choosing simulation software were also discussed and ARENA 
will be applied in this research. The following chapter, Chapter 4 demonstrates the usage 
of ARENA software to develop the simulation model which is based on the conceptual 
model as discussed in this chapter.  
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Chapter 
4 Inventory Inaccuracy Simulation 
Model Development 
4.1 Introduction 
This chapter discusses the inventory inaccuracy simulation model that has been 
developed using Arena Simulation Software. This is the implementation of the study of 
inventory inaccuracy as discussed in Chapter 3, which can be visualised from Figure 3.3, 
Figure 3.4 and Figure 3.5. These figures represent the physical flow, information flow, 
warehouse operations profiles (ISP, BCP and COP) and errors associated with the 
warehouse processes. The warehouse operations model as shown in Figure 3.6 is used as 
the input and output parameters for the simulation model. Therefore, each topic in this 
chapter continues the discussion in Chapter 3.  
Figure 4.1 represents the overall flow of simulation model sequences begining with 
the main menu interface which consists of the input profiles for ISP, BCP, COP and EP. 
The outputs can be viewed during and after model execution. This chapter first discusses 
the overall simulation model to provide overall understanding of the model’s development 
and components. This is followed by the discussion on input profiles and finally on the 
model outputs.  
4.2 Overall Simulation Model for Inventory Inaccuracy 
Figure 4.2 and Figure 4.3 represent the overall simulation model of inventory 
inaccuracy and are based on the Figure 3.4 and Figure 3.5 in Chapter 3. (Figure 4.2 and 
Figure 4.3 represent the overall view of the model. The detail of the model is discussed on 
the following sections in this chapter). Figure 4.2 consists of two main flows which are 
physical stock flow and information flow. Both flows are divided into three sections: 
Sections I, II and III which are based on the different characteristics of item flows. Figure 
4.2 also shows the interaction between physical and information flows in each section, 
represented by black lines (---). The detail of the interactions between  information and 
physical flows in each section is discussed in 4.3 
 
.  
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Figure 4.2 also presents the three input profiles for the inventory inaccuracy which 
are ISP, BCP and COP. These profiles are mostly associated to Sections I, II and III, 
respectively. The detail of these profiles is discussed in 4.4. 
Figure 4.2 also shows that each section consists of a number of processes. The EP is 
associated to each process and the processes are developed as sub-models under the 
simulation tool. Therefore each process in Figure 4.2 is linked to a sub model to represent 
the associated EP. The sub model of EP for each process is shown in Figure 4.3. The detail 
of EP is discussed in 4.5. 
4.3 Interaction between Information and Physical Flows 
4.3.1 Section I: Bulk Location 
Figure 4.4 represents the simulation model for Section I which starts with the 
creation of two entities at the beginning of bulk location and continues until items arrive at 
the picking location. This continues the explanation of Section I in 3.4.2(i). The model is 
initiated from two Create modules: Arrival of Supplier Info Document module (labelled as 
(a) in the figure) and Arrival of Items from Supplier module (labelled as (b)) (A module is 
an icon in ARENA simulation that represents a specific task. Modules are linked to each 
others by arrows to represent process flow). The module (a) creates an entity for 
information flow which is the Supplier Information Document. The entity attributes are set 
up based on the ISP’s parameters which contain the value of SizeBulkItems and its arrival 
frequency. The Create module (b) produces the entity representing an individual item for 
physical flow and its arrival is based on the setup in this module.  
Since both entities are assumed to have been provided by the supplier, both entities 
are set up to always be available during the execution so that there is no issue of 
unavailability of items when required.  
The module (a) waits for a request for bulk items from Section III (which is related 
to the customer order activities). The module Waiting of Request a Bulk that is labelled as 
(1) in Figure 4.4 is activated when it receives a request signal from Section III. When this 
module receives a request signal, one supplier information document is activated with the 
information of SizeBulkItems for that bulk items. 
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Figure 4.2: Overall Simulation Model for Inventory Inaccuracy 
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Figure 4.3: Sub Model for EP for each process in Simulation Model for Inventory Inaccuracy 
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Figure 4.4: Simulation Model for Inventory Inaccuracy: Section I (Bulk Location) 
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Then, this information is sent to the physical flow (labelled as (2)) and physical flow 
releases a number of items based on the information received. These items are then 
grouped to be a bulk items (labelled as (3)). When the bulk items are ready for the moving 
process, an operator with a forklift will pick it (labelled as (4)) and the moving process 
from bulk location to picking location is executed (labelled as (5)). There are 3 processes 
involved from bulk location to picking location: Process A - Picking Items_inBulk at Bulk 
Location, Process B – Moves Items to Picking Location and Process C – Allocation Items 
to Picking Bin.  
In this section, there is only one interaction between physical and information flows 
(labelled as (2)). At this point, no processes associated with error are involved. Therefore, 
both information on information and physical flows are equal and no mismatch has 
occurred at this point. These figures are used in the output interface (referred to discussion 
in 4.6 and Figure 4.20: Output 1) as the start value for the model and are used for 
comparison purposes with values in the following stages.  
4.3.2 Section II: Picking Location 
The simulation model of Section II continues the flow of the processes from 
Section I. The background of this section has been discussed in 3.4.2(ii). Figure 4.5 shows 
the simulation model of inventory inaccuracy for Section II. The activities start by 
continuing the Process of  Allocation of Items into Picking Bin at Section I and at this time, 
the separation process from items in bulk to individual items occurs. This is shown as (1) 
in Figure 4.5. When the allocation of items into Picking Bin is completed, the operator 
updates the information on the computer system at the computer terminal on the forklift. 
The dotted line (2) in Figure 4.5 represents the information update from physical flow to 
information flow. Since the items have already passed through three processes in Section I, 
there are possibilities of inventory inaccuracy having occurred at this point (i.e. there could 
be a mismatch between information in the computer system and the quantity of stock in the 
physical location). These information update is the second indication of inventory 
inaccuracy for this model. The discussion of the output at this point is discussed at 4.6.1 
and Figure 4.20: Output 2. 
Then the items are allocated to picking bin (labelled as (3) in Figure 4.5) with 
consideration of picking bin capacity level (BinCapLvl). When the number of items 
allocated to the picking bin exceed the BinCapLvl,  the excess items will be allocated to 
twilight area (labelled as (5) in Figure 4.5). The Decide module (labelled as (4) in Figure 
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4.5) determines if the items go to (3) or (5). The twilight area is the temporary storage area 
for when the items arriving from bulk location exceed the BinCapLvl. Items in the picking 
bin are ready to be picked by the operator based on the customer order. During the 
execution of the items picking process, the number of items in the picking bin is reduced. 
When the store keeper manually identifies that the number of items is below the ReplLvl 
quantity, the store keeper will allocate items from the twilight area to the picking bin, until 
the BinCapLvl is reached. This allocation process between picking bin and twilight area 
may be repeated, but will end when there are no items in twilight area (the following 
sequence of this is discussed in Section III). The values for BinCapLvl and ReplLvl are 
assigned through input profile BCP (this is discussed in 4.4). 
There is no update to the information system in the information flow from physical 
flow. Therefore no comparison can be done in Section II to identify any inventory 
inaccuracy. The related output of Section II is discussed in 4.6.1 and Figure 4.14: Output 3 
only covers the difference between physical stock and the stock information in the 
computer system from Section I. 
There are two processes involved in this section which are Process D- Hold Items 
at Twilight Area and Process E- Hold Items at Picking Bin. 
4.3.3 Section III: Delivery Location 
Figure 4.6 represents the simulation model of Section III, which consists of the 
interactions between customer order processes from the information flow, picking related 
activities from the physical flow and the interaction between both flows to update the 
information. The background study of this section has been discussed in 3.4.2(iii). This 
section starts from the Create module of Customer Order Arrival (labelled as (1) in Figure 
4.6). This module creates an entity of customer order that contains the information of 
OrderQty. The profile of customer order is setup by input profile, COP (discussed in 4.4 
with Figure 4.10) and contains the value of OrderQty and customer order arrival 
information. The queue of customer orders is released one-by-one when the picking bin is 
ready for item picking activities and the customer order flows to the Signal module 
(labelled as (2)) to send a signal to the operator (labelled as (3)). This activity is the 
interaction between information flow and physical flow and passing the value of OrderQty. 
Then, the operator will proceed the picking activity with the trolley (labelled as (4)) and 
OrderQty value.  
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Figure 4.5: Simulation Model for Inventory Inaccuracy : Section II (Picking Location) 
2
1
3
4
5
 72
The following sequence identifies the availability of items in picking bin (5). 
Section II discussed movement of items between picking bin and twilight area and if no 
items are available in Twilight Area, a signal is sent to information flow (7) to inform the 
status of picking location. When (5) occurs, there are two possible conditions. First 
condition is when the number of items is enough to fulfil the customer order. Second 
condition is when the number of items is not enough to fulfil the customer order. If the 
second condition occurs, a signal is sent to (7) and replenishment of items is required. The 
replenishment of items is one of the major activities in the warehouse operations. 
For both conditions, the following sequence defines the movement of items from 
picking bin to delivery conveyor (6). The items pass through three processes,  Process F – 
Pick Items in Picking Bin, Process G – Move Items to Delivery Conveyor and Process H – 
Drops Off Items to Delivery Conveyor.   
This sequence (labelled as (8)) is the final part of the model for physical flow. The 
items are allocated onto the delivery conveyor by the operator. Then the operator updates 
the picking activities on the system by swiping the picking terminal and this is the 
interaction between physical flow and information flow. This activity updates the 
information system so that the order has been fulfilled physically. Then information about 
the number of items available in the picking location is updated in the computer system. 
This will indicate that either a replenishment of items is required or not. At this stage, both 
information and physical stock have captured the customer order information. The 
discussion in 4.6.1 and Figure 4.14: Output 4 gives information of this stage and shows the 
difference between information and physical stock. 
Therefore, replenishment is done in two ways.  First, from a signal from physical 
flow and secondly from the information update in the computer systems. The 
replenishment process is labelled as (9) in the Figure 4.6 and will send a signal to bulk 
location for a new bulk items to be allocated to the warehouse operation. The sequences of 
(9) are the last part of inventory inaccuracy simulation model and this will interact with the 
initial part of the model. This interaction creates a loop or a repetitive sequence in the 
simulation model which is representative of the actual warehouse operation that is based 
on the number of customer orders and the arrival of bulk items to the warehouse.  
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Figure 4.6: Simulation Model for Inventory Inaccuracy: Section III (Delivery Location) 
 
1
3
2
4
5
6
7
9
8
 74
 
4.4 COP, BCP and ISP 
The previous topics (4.2 and 4.3) discussed the overall model and the three sections, 
including the interactions between information and physical flows. The input profiles that 
are mostly associated with each section were also indirectly mentioned. Section I is mostly 
associated with ISP, Section II is mostly associated with BCP and Section III is mostly 
associated with COP. The background discussion for these profiles was given in 3.4.5. 
These profiles represent the input parameters for the model and each parameter in a profile 
is assigned a value for one or two modules within that section and all these values will 
activate the transactions between processes in a section or between sections. Figure 4.7 
represents the main interface of the simulation model that is linked to all three profiles. 
There are three boxes: (1), (2) and (3) that link to the ISP, BCP and COP interface 
respectively, to input the related values.  
 
 
Figure 4.7: Main Interface for Simulation Model for Inventory Inaccuracy 
 
 
All these interfaces for the parameters were developed based on the inputs  
mentioned in 3.4.9 and Figure 3.6. The interfaces are designed to group together a number 
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3
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of related input parameters into an interface, to make data input easier, quicker and more 
convenient for the user. For example, the input parameter for No of Items per Arrival 
(SizeBulkItems) is related to Replenishment Lead Time (LT) and these are grouped under 
ISP, but these interfaces also give better focus for the users, enabling them to easily 
identify the appropriate parameter that requires changes as there are several parameters 
located in each module. 
Figure 4.8 represents the simulation model interface for ISP and the link to the 
simulation model modules. The ISP interface contains the input parameter interface for No 
of Items per Arrival (SizeBulkItems), Replenishment Lead Time (LT) with it’s unit of time, 
Time Between Arrival of the Supplier Information Document and it’s unit of time. This 
interface is associated with the dialog box of related modules in Section I. The Create 
module which is indicated as (1) in the figure with its dialog box and this is linked to the 
ISP input interface for the Time Between Arrival of the Supplier Information Document 
and it’s unit of time. The Assign module is indicated as (2) with its dialog box linked to 
ISP input interface for LT and it’s unit of item. The value of LT and it’s unit of time is also 
assigned to the Delay module which is labelled as (4). The Assign module which is 
labelled as (3) with its dialog box is linked to the ISP input interface for SizeBulkItems.  
Figure 4.9 represents the simulation model interface for BCP which contains the 
input parameter interface for Bin Capacity (BinCapLvl) and Replenishment Level (RL). 
Both parameters are assigned values from the Assign module in Section I (indicated as (2) 
in Figure 4.8). This interface is associated with the dialog box of related modules in 
Section II. The Decide module which is indicated as (1) in the figure with its dialog box 
shows the use of BinCapLvl value in the model. The Decide module, indicated as (2) with 
its dialog box shows the use of the RL value in the model. 
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Figure 4.8: ISP Interface for Input Parameter Values and its link to the simulation model modules 
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Profile: ISP 
 
1 2 3
4
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Figure 4.9: BCP Interface for Input Parameter Values and its link to the simulation model modules 
 
Figure 4.10 represents the simulation model interface for COP and the link to the 
simulation model modules. The COP interface contains the input parameter interface for 
No of Order, No of Items Per Order (OrderQty) and Time between Arrival with it’s unit of 
time. This interface is associated with the dialog box of related modules in Section III. The 
Create module is labelled as (1) in the figure with its dialog box and is linked to the COP 
input interface for the No of Order and Time between Arrival with it’s unit of time. The 
 
Input Profile: BCP 
2
1
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Assign module is labelled as (2) with its dialog box and is linked to COP input interface for 
OrderQty.  
 
 
Figure 4.10: COP Interface for Input Parameter Value 
 
The input profiles BCP, ISP and COP therefore represent the input interfaces to the 
simulation model. These interfaces give better focus to the input values that are required by 
the model and the discussions given in this chapter also show how each interface is 
associated to a section in the model.    
 
 
Input Profile: COP 
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4.5 EP                                   
Each process in the simulation model is associated with a number of errors as 
discussed in 3.4.6 and  illustrated in Figure 3.5  and an EP has been developed to represent 
these. 
Figure 4.11, Figure 4.12 and Figure 4.13 represent the processes in the simulation 
model respectively for Sections I, II and III. Furthermore, in the simulation model, each 
process is branched to sub models to represent the errors associated with that process. This 
sub modelling approach has been applied to reduce the complexity of the model’s 
appearance in the simulation model interface. The sub models are represented by Figure 
4.14, Figure 4.15 and Figure 4.16 respectively for Sections I, II and III. For example, 
Figure 4.14 consists of three sub models for Processes A, B and C and each process is 
associated with a number of errors. The number of errors for each process in this model is 
mentioned in 3.4.6 and Table 3.1 . 
 80
 
 
 
 
 
Figure 4.11: Processes A, B and C in Section I 
 
 
Process A Process B Process C 
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Figure 4.12: Processes D and E in Section II 
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Process D 
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Figure 4.13: Processes F, G and H in Section III 
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Figure 4.14: Simulation Model of Error occurrences to Processes A, B and C in Section I 
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Figure 4.15: Simulation Model of Error occurrences to Processes D and E in Section II 
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Figure 4.16: Simulation Model of Error occurrences to Processes F, G and H in Section III 
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 The model represents an error for a process by a number of modules and these 
modules represent the error parameters as P(Exi) and %(Exi). Figure 4.17 shows the links 
between modules that represent the error for process A with the input profile interface for 
parameters P(Exi) and %(Exi).  
Figure 4.17 highlights the four errors that occur in Process A, and gives details of 
Error #1 which consists of a number of modules. The module that is labelled as (1) assigns 
the value for P(Exi) and the module labelled as (2) assigns the value for %(Exi), these 
dialog boxes therefore provide the interfaces to input the parameter values, but to simplify 
input for the user, the Input Pofile: EP interface shown in Figure 4.17 has been provided as 
a single entry point for the parameter values for all errors for the model. Figure 4.17 on 
input profile EP shows the three interfaces to input values for Error #1, Error #2 and Error 
#3 for Process A. This interface gives an easy way to enter the EP for any error for the 
model. This explanation and Figure 4.17 also apply for all errors in Processes B, C, F, G 
and H. 
The error entry for Processes D and E is different since both these processes have 
only one input parameter, P(Exi). The interfaces used for these types of error are 
represented in Figure 4.18.  
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Figure 4.17: The linked between simulation model of Error #1 for Process A to the input profile EP interface 
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Figure 4.18: The linked between simulation model of Error #1 for Process D to the input profile EP interface 
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4.6 Output Presentation by Simulation Model Execution 
Figure 3.6 in Chapter 3 lists the three expected outputs for the inventory inaccuracy 
which are NoErr(x), SF and NoAdj. These outputs are shown in two ways, during the 
model execution and after the model execution. 
4.6.1 Output during model execution 
This provides opportunities to observe every single flow and change in the model 
either in a process or in a section during model execution. The current status of each 
parameter, process, or module can be observed (e.g. the number of bulk items that has been 
sent to picking location, the number of items available in the twilight area or the picking 
bin can be observed). Figure 4.19 shows a few examples of outputs that can be observed 
during the model’s execution. It is useful to view these values to determine the current 
status of the model, especially in verification and validation activities. 
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Figure 4.19: Example of represent of outputs during execution  
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Figure 4.20, Figure 4.21 and Figure 4.22 show outputs from a combination of 
modules in the model during execution (as shown in Figure 4.19). Figure 4.20 represents 
the outputs for quantities of both physical stock and information from the computer system 
for each section in the simulation model. The differences between these quantities 
represent the mismatches. Output 1 in Figure 4.20 represents the initial values for 
information in Bulk Location. There are two comparisons, to current bulk items and to 
overall bulk items. At this stage, both comparisons should produce the same number since 
no error has occurred.  
Output 2 represents the quantity (stock number) that arrives at the picking location 
after going through three processes (A, B and C). As mentioned previously, each process is 
associated with error occurrences, and this output will show the differences between Stock 
Number (System) and Stock Number (Physical). This difference represents the 
NoErr(Section I). Output 3 represents the quantity at the picking location after Processes D 
and E. At this stage, physical stocks are located in two places, the twilight area and the 
picking bin and this information is shown in the figure. Between Output 2 and Output 3, 
there is no update of the information in the computer system. Therefore, the difference at 
this stage is the difference between the physical stock that arrived before this stage and the 
physical stock after completion of this stage (labelled as II in the figure). 
Output 4 represents the stock information after Processes F, G and H. This stage 
deals with the group of items based on the value of each customer order. The current stock 
information represents the current customer order while the overall result represents the 
overall customer order. The mismatch is measured based on the difference between the 
values of customer order and the physical stock delivered to the delivery conveyor. The 
difference shows two values which are for current customer order and the overall 
accumulative customer order quantity. 
Finally, Output 5 shows the total difference for the overall model which is the sum 
of the differences from Output 2, Output 3 and Output 4.  
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Figure 4.20: Simulation Model Output Interface I 
 
Figure 4.21 represents another set of outputs for NoErr(x) for each error and for 
NoErr(Section X). These outputs are related to the output in Figure 4.20. Figure 4.21 shows 
the output in three parts which are Error Occurred in Section I, Error Occurred in Section 
II and Error Occurred in Section III. This discussion uses Error Occurred in Section I to 
explain these outputs. In Section I, there are three processes involved and each process is 
associated to 4 error occurrences. This output interface shows the NoErr(x) for each error. 
On the left of box for Section I, there is the Total that represent NoErr(Section I) and this 
value must tally with the value of the difference between the system and physical 
quantities as shown in Figure 4.20 although there is a difference in the calculation behind 
them since the difference between the system and physical quantities here is due to the 
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NoErr(Section I). Similar comparisons are also performed for Section II and III. These 
comparisons are used to verify the model at individual error occurrences, section errors and 
overall errors. Therefore, Figure 4.20 and Figure 4.21 represent the output of NoErr(x). 
   
Figure 4.21: Simulation Model Output Interface II 
 
Figure 4.22 represents the overall output from model execution for SF and NoAdj. 
During execution, this interface shows the value of Total Items Gets In, No of Bulks Items 
Get In, No of Customer Order, Total Items of Customer Order, Order Fullfilled (System) 
and Order Fullfilled (Physical). Total Items Gets In represents the number items entered 
the model. No of Bulks Items Get In represents the number of bulk items entered in the 
model. No of Customer Order represents the number of customer orders entered the model. 
Total Items of Customer Order represents the total number of items from all customer 
orders. Order fulfilled (System) represents the number of orders that have been fulfilled as 
updated on the system. Order fulfilled (physical) represents the number of orders 
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physically fulfilled. These values are used to monitor the progress output during the model 
execution.  
 
 
Figure 4.22: Simulation Model Output Interface III 
4.6.2 Output after execution completed 
Figure 4.20, Figure 4.21 and Figure 4.22 represent the interface for the final output 
from the simulation model execution when the execution is completed. All these outputs 
represent the results for one replication of the simulation model execution. For the purpose 
of results analysis, there is a requirement for more replications results, for model result 
analysis and for discussion and conclusion. In this research, 20 replications were used for 
the result analysis as this number of replications is similar to those applied by many 
researchers (Brown et.al (2001) used 30 replications in their study, Petuhova and 
Merkuryev (2007) used 5 replications and Waller et al. (2006) used 10 replications. Harrell 
et al. (2000) suggested at least 5-10 replications were needed to get consistent results). The 
results from the multiple replications are collected in an output file as shown in Figure 4.23 
instead of from an output interface as Figure 4.20, Figure 4.21 and Figure 4.22. The 
outputs produced in the output file are similar to the outputs shown in Figure 4.20, Figure 
4.21 and Figure 4.22 but are for average calculations from the 20 replications.  
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Figure 4.23: Example of Output file from simulation model execution 
(i) This output represents the average of number of error 
occurrences at Process D for 20 replications 
(ii) This output represents the average of Quantity of 
items that involved with Stock Adjustment (NoAdj) for 20 
replications 
(iii) This output represents the average of Number of 
Items involved with errors at Error #1 in Process H for 20 
replications 
4.7 Summary 
In summary, the aim of this chapter is to explain the development of an appropriate 
simulation model to represent the inventory inaccuracy in the warehouse operations. This 
model offers interfaces to enter the input parameters, visualize the current status model 
during execution and finally to present the output from one replication or from a number of 
replications. The interface for input parameters gives flexibility to the model’s users to 
enter any specific range of input for any profile (COP, ISP, BCP and EP). The interaction 
between information and physical flows represents where the mismatches occur in the 
warehouse operations. The model provides the current status output at every single 
location and stage and finally, the final output that is provided for analysis and decision 
making. 
 This model development is followed by the process of verification and validation 
which will be discussed in following chapter.  
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Chapter 
5 Verification and Validation 
5.1 Introduction 
This chapter discusses the verification and validation processes of the inventory 
inaccuracy simulation model which are the next steps in the development of the simulation 
model. In general, the verification process is performed during the development of the 
simulation model while the validation process is performed after completing the model 
development.  
5.2 Introduction to Verification 
Verification is a process of determining whether the computer implementation of the 
conceptual model is correct and represents the conceptual model itself (Banks (1998), 
Harrell et al. (2000)). Due to that definition, verification activities are initiated whenever 
the modeller starts to use the computer to develop the model from a simple model and 
continue until the model is completed. Every single activity in developing the model can 
be assumed to be part of the verification processes since its aim and objectives are to get 
the correct model. The conceptual model of the inventory inaccuracy model is discussed in 
Chapter 3 and the model development is discussed in Chapter 4. Therefore, the discussion 
in this chapter is related to the discussions in both Chapter 3 and Chapter 4. 
5.3 Verification Techniques 
Verification process for any simulation model is usually done by using model 
debugging, checking the code, visual checks and inspecting output reports approaches 
(Robinson, 1994). Banks (1998) describes in more detail a common sense way to perform 
verification which involves all elements during model development: model documentation, 
checking computer programming code, using appropriate set input data, expected 
reasonable output and using an animation tool. Harrell et al.(2000) also lists the 
verification techniques which are reviewing model code, checking for reasonable outputs, 
watching the animation and using trace and debugging facilities on the simulation tool.  
In this model, a combination of the above techniques is used to verify the model 
throughout the model development activities. Chapter 3 and Chapter 4 defined the model 
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in three sections and each section consists of a number of modules and logical sequences to 
be followed. To develop the logical sequences in each section, the number of modules is 
increased. After adding one or more modules in the sequence, a verifying process is 
performed on the model to ensure that the model represents the required task in the 
specified sequence.  
Basically, the development of the model as discussed in Chapter 4, i.e. the interaction 
between information and physical flows in a section, output during execution and output 
after execution has been completed, represents the verification process for the model.  
First, the interaction between information and physical flows in a section involves the 
interaction between the input interface (COP, BCP, ISP and EP) and the icon module in the 
model. The input interfaces were developed by using Visual Basic programming tools. The 
input interface that represents a number of input parameters has to be assigned to an 
appropriate parameter in the module. The linkages between this variable for each section is 
discussed in 4.4 with illustrated figures (Figure 4.8, Figure 4.9, Figure 4.10, Figure 4.17, 
Figure 4.18 and Figure 4.19). The verification process involved the observation of the 
input value in the input interface and the value that appeared in the related module. For 
example, Figure 4.8 represents the interaction between input interface of ISP profile and 
one Create module (labelled as (1)), two Assign modules ((2) and (3)) and one Delay 
module((4)). The verification process involved the observation that the values that were 
input on the ISP input interface were similar to the values of the relevant parameters on the 
modules. Since the ISP input interface is developed using a programming tool (Visual 
Basic), the programming code has to be confirmed to link the variables on the interface to 
the variables behind the modules. These verification processes applied the techniques that 
were recommended by Robinson (1994), Banks (1998) and Harrell et al. (2000)).  
The second verification technique deals with the output during execution of the 
model. The discussion in 4.6.1 is related to this technique and with the Figure 4.19, Figure 
4.20, Figure 4.21 and Figure 4.22. Figure 4.19 represents the flow of physical stock in the 
picking location which consists of items allocated in the picking bin and twilight area. This 
figure shows the number of items in the picking bin and twilight area as highlighted in the 
boxes. The box at bottom of the figure shows two values which represent physical stock 
(Stock P Picking Location) and system’s stock (Stock S Picking Location) in the picking 
bin. In the physical flow, the verification process is done by observing the sum of No of 
Items in Twilight Area and No of Items in Picking Bin must be equivalent to the value for 
Stock P Picking Location. All these values keep changing during the execution. The 
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verification process is done during execution by observing the changing values or the 
model can be temporarily stopped to see the current value at that execution time. This 
verification can be done at all parts of the model since Arena software provides a tool to 
view the attributes of the entity at any specific module or the value for any variables. For 
example, Figure 4.20 represents a dedicated output view from the model during execution. 
A number of parameter values are allocated in a same output view to verify the model. For 
example, the values of No of Items in Twilight Area and No of Items in Picking Bin as 
shown in Figure 4.19 are represented in Figure 4.20 (Output 3) with other values that give 
a more focused observation for the verification process. The Output 3 as shown in Figure 
4.20 shows a number of values from many parameters that represent the current status of 
stock in physical and information flow. It also shows the difference between stock 
quantities recorded in each of the flows. The verification process are performed by ensure 
all values produced the exact figure when compared to their related parameters. The 
verification process as recommended by Robinson (1994), Banks (1998) and Harrell et al. 
(2000) deals with expected output during execution. Verification was also done for the 
output represented by the Figure 4.21 and Figure 4.22.  
Finally, the following verification technique was used for the final output when the 
model has executed completely. Figure 4.20, Figure 4.21 and Figure 4.22 were used to 
verify the final output as most outputs as shown in these figure are related. So, the 
verification process was performed by ensuring that the related values produced were as 
expected. 
Robinson (1994) emphasized that the verification process must cover each 
component or element in the simulation model. Since this discussion relates to the model 
development from Chapter 4, it covers all components and elements in the model. For 
example, the verification process based on the example from Figure 4.19 represents the 
interaction between information and physical flow in Section I. Verification was also 
performed for Sections II and III, and directly covered the input interface for ISP, BCP, 
COP and EP.  
The verification process on the output either during execution or after execution that 
has been completed represents the outputs from all sections in the model. Figure 4.20, 
represents the information for stock at all sections, Figure 4.21 represents the output for 
NoErr(x) in all processes in the section and finally Figure 4.22 represents the output for 
overall results. 
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Therefore, the verification process for this model was covered during the 
development of the model as mentioned by Balci in Banks (1998) who states that the 
verification or testing process should be conducted throughout the life cycle of a 
simulation study. 
In summary, the above techniques were used in these verifying processes and these 
techniques are common verification tools to verify the model in simulation model 
development. This means that the verification process is on-going process during the 
development of the simulation model. 
5.4 Introduction to Validation 
Validation of a simulation model is the determination of the model to accurately 
represent the real system (Banks, 1998) within its experimental frame definition or 
objectives (Pidd, 2004). In simulation modelling steps, the validation step is done after the 
verification process (Banks (1998); Ingemansson and Bolmsjo (2004); Pidd (2004)). The 
detailed discussion on the verification process given in the previous sections is now 
followed by a discussion on validation of that verified model. Similar to the verification 
discussion, this chapter also starts by referring to Figure 3.6 in Chapter 3 which shows the 
input-output transformation in the model. For the validation activity, the listed inputs to the 
model will be used to execute the model and the listed outputs will then be checked to 
ensure that the expected results are produced at the end of each validation experiment.  
Due to unavailability of real error data from the case study, this model has been 
validated using comparison values between the simulation results with mathematical 
calculation tests and comparison with a stock level concept in inventory systems. Petuhova 
and Merkuryev (2007) used these types of comparisons for the validation process of their 
research model in the evaluation of a bullwhip effect in an inventory system. Kleijnen 
(1995) and Kleijnen (1999) highlight the use of various sets of data that represent the 
variation of scenario analysis in the case of unavailability of real data for validation 
purposes. Both of these types of comparison techniques were used for the validation of this 
model. Banks et al. (1998) list various techniques to validate the model and two of them 
are to validate the model with mathematical equations and using theoretical background 
related to the problem being address. As shown by Zhang and Zhang (2007), simulation 
results and theoretical values can be compared to determine the model’s validity.  
The following discussion (in section 5.5) highlights that the validation process used 
for this simulation model is based on its relationship to simulation model objectives. This 
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is then followed by the details of the two methods that have been used to validate the 
model, i.e.  
a. comparison between the mathematical model and simulation result (see section 
5.6) 
b. validation using stock level concept in inventory system (see section 5.7) 
5.5 Relation to Simulation model Objective 
The simulation model objective is to demonstrate how the error occurrences at each 
process cause changes to the value of NoErr(x) and in this way show that they influence 
the level of inventory inaccuracy in the warehouse operation. The model validation process 
must be related to this objective, as this defines the purpose for which the model has been 
developed within its experimental framework. The model represents a number of processes 
in a warehouse operation. In the model, it is demonstrated that each process is associated 
with a number of errors since errors are the main contributor to stock integrity problems. 
Figure 5.1(a) shows two processes in the simulation model: Process A - Picking 
items (in bulk) at Bulk Location and Process B – Moving Items to Picking Location in the 
physical flow. A list of errors is associated with each process. In the figure, modules A1 
and A2 for Process A, and modules B1 and B2 for Process B, represent the links to and 
from the list of errors for Processes A and B, respectively. The Route modules A1 and B1, 
respectively, go to the errors as in Figure 5.1(b), while A2 and B2, the Station modules are 
connected from the list of errors of each process. Figure 5.1(b) demonstrates this by 
representing the list of errors of Process B. From B1 in Figure 5.1(a), the flow goes to B3 
in Figure 5.1(b). Then the simulation execution flows throughout the errors, and finally 
goes back to Process B from module B4 which is linked to B2 in Process B (in Figure 
5.1(a)). Figure 5.1(c) shows the details of error processes. In this example, the errors are 
Error B01: Items Damaged and Error B03: Moving to Wrong Location. The detail of error 
occurrences to any process is discussed in 3.4.6 (Chapter 3). These details show the Assign 
module for assignment of P(Exi) for C1 and %(Exi) for C2 to the model. It continues by 
updating the stock availability (C3) if the error occurred, or the current value if error is 
deemed not to have occurred. 
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Figure 5.1: (a) Process A and Process B are part of simulation model in physical flow. (b) Link to/from 
list of errors for Process B. (c)Details of each error: assigned value for P(Exi) for C1, assigned value 
for %(Exi) for C2 
 
For each error, two main items of data are assigned, as shown in Figure 5.1 – which 
is a screen of the interface used for the entry of the two types of error data required in the 
model. The data items are P(Exi) and %(Exi). The input of these two data is shown by the 
Assign modules, C1 and C2, in Figure 5.1(c). 
The example in Figure 5.1 shows the error details for Process B: Move Items to 
Picking Location. There are 4 possible types of errors: (i) Item Damaged on Moving, (ii) 
Taken by Theft, (iii) Moving to Wrong Location and (iv) Taken by Other Staff.  In this 
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figure, only 3 of the error types are highlighted for data entry. The error type Items 
Damaged on Moving is not highlighted because in this example’s setting, the model is not 
set up for this error type during the model execution. The types of error selected for this 
model are determined by the tick boxes on the left hand side of the error profile dialogue 
box that is shown in Figure 5.1. 
 
 
Figure 5.2: Interface for error data entry: (a) P(Exi), (b) %(Exi) 
 
In the real scenario of the warehouse operation related to the objective of this 
research, the level of inventory inaccuracy of any particular process is judged based on 
errors that have occurred in that process. The variability of data and occurrence of errors in 
any related processes will be combined to show the significance of inventory inaccuracy 
level for any specific warehouse problem or case study. The model produced for this 
research is very flexible and is capable of showing the ideal condition for any process i.e. 
no error occurring or that errors have occurred in the process. Therefore, as the processes 
which contain errors can be determined during set-up of the model, any combination of 
errors within processes can be captured within a scenario.  Thus, at the other extreme, the 
 
P(Exi) 
 
%(Exi) 
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model is also able to represent the worst case scenario of error occurrence i.e. maximum 
percentage of error in all the processes.  
For the overall model, the final output shows the total number of items involved with 
errors in the whole operation of the warehouse i.e. across multiple processes and the 
individual errors which occurred in any or each of the individual processes (see Figure 
4.20 and Figure 4.21). For any particular operation of the simulation model, the outputs are 
based on input data set by the user for each process and error type (as demonstrated for 
Process B in Figure 5.2) before the model execution.  
5.6 Method I: Mathematical Calculation 
Due to unavailability of data from the case study, the first approach adopted for the 
simulation model validation is to compare the results between mathematical calculation 
and simulation model execution. The mathematical calculation is represented by a number 
of mathematical equations or algorithms to be used as one of the main components in 
developing the simulation model. In this development, all the equations have been placed 
in the simulation model to satisfy the requirements of the problem. The mathematical 
equations theoretically represent the physical flow of stock through the warehouse 
operation from the movement of items in bulk location to their arrival at the delivery 
conveyor. In this study, the calculations are focused on NoErr(x) in all processes in the 
model and the results should lead to the identification of any mismatches in the warehouse 
operations. Therefore, the result of the mathematical calculation will be compared with the 
results from the simulation model execution to validate the model. Using this approach, the 
model is valid if the results or outputs from both the mathematical calculation and 
simulation model execution are equal (or close). Both sets of results will therefore be 
compared to show how similar they are at the conclusion of the models execution. Due to 
random values in the model, it is impossible to get 100% accuracy in the comparison since 
the mathematical model is not able to accommodate the use of random values in a number 
of sequences as in the simulation model. The reason for this inaccuracy is discussed further 
in 5.6.3. 
Figure 5.3 shows the process flow of validation tests using a varied set of inputs. 
Each test starts by determining the initial parameters or inputs to the simulation model. The 
list of inputs consists of BinCapLvl, RL, OrderQty, number of customer orders, 
SizeBulkItems, number of bulk items and details of error data in each process (P(Exi) and 
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%(Exi)). The test will be executed a number of times to produce a significantly 
representative set of results from the model.  
 Then, all the input information will be used for mathematical equation calculation 
and simulation model execution. After completing the processing, both results will be 
compared using t-test. The use of this statistical test is to show the accuracy of the 
simulation model compared to the mathematical equation. Finally, the conclusion will be 
either that the comparison shows the model to be valid or otherwise. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3: Process Flow for Validation Process 
 
5.6.1 Input Parameter Setup 
Figure 3.6 lists all input parameters for the simulation model. The description of 
each input parameter is mentioned in 3.4.5 and 4.4. Figure 4.7 represents the main 
interface of the model while Figure 4.8, Figure 4.9 and Figure 4.10 represent the input 
interfaces for each profile ISP, BCP and COP, respectively. The discussion in section 4.5 
describes the detail of EP’s input parameters for the error occurrences. All these input 
interfaces are used for input parameter setup for the validation processes.  
 
5.6.2 Mathematical Equation 
Three algorithms have been developed to fulfil the mathematical equation 
requirements for testing the model. These algorithms represent three different sections (or 
sequences) and characteristics in the inventory inaccuracy scenario.  
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Figure 5.4: Change of values in model for both physical and system stocks 
 
Figure 5.4 shows the logical presentation of calculations of mismatches in the 
model. This figure shows the changes of value from the beginning of the model until the 
end based on Algorithms 1, 2 and 3, which can be referred to Appendix F respectively. The 
variable named as Stock_P represents the quantity of physical stock recorded in the 
physical stock flow. 
Algorithm 1 represents related processes to move items (in bulk) from bulk 
location to picking location. At bulk location, the items are grouped in bulk in the 
quantities that they are supplied by the supplier. For example, Product A is supplied in a 
palette consisting of 1500 items, these items are initially kept together, grouped in bulk and 
will be moved together from the bulk location to the picking location. Processes in this 
section dealing with items in bulk are assumed as one entity in the flow. Algorithm 1 is 
shown in Appendix F.  
In the algorithm, each entity goes through Processes A, B and C. In each process, 
errors are associated with it. For each error, the entity will face P(Exi) and %(Exi). For 
example, in Process A, there are 4 types of error which might occur. In this algorithm, two 
values are calculated: how many times the error might have occurred, and when it 
occurred, how many items were involved. Then, these two values are multiplied to get the 
NoErr(x) in that process for the whole execution.   
Algorithm 2 represents related processes in picking location. Items (in bulk) 
arriving at the picking bin will be separated into single items and these will then be treated 
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as individual entities. From the above example of Product A, 1500 items are now available 
in the picking location and are represented 1500 entities. In this section, items will be 
transferred into the picking bin. Each picking bin has a finite bin capacity, for example 
1000 items. So, for product A, 1000 items will be allocated to the picking bin and 500 will 
be sent to the twilight area, which is for temporary storage. For each item, it is necessary to 
consider the P(Exi). When an error occurs in the item, that item is considered to be deleted 
from the model. Algorithm 2 is shown in Appendix F. 
Similar to Algorithm 1, the calculation will produce the NoErr(x) for the whole 
execution. First, the number of items entering the picking location is calculated by 
multiplying the SizeBulkItems by the number of bulk items in that execution. Then this 
value will be multiplied again by the value of the P(Exi) to produce the total NoErr(x) in 
that process for the whole execution.  
Algorithm 3 represents the process related to selecting items from the picking bin 
and moving them to the delivery conveyor. The number of items picked from the bin will 
depend on the number specified on the current customer order and the items picked from 
this bin will be grouped together. These items are then moved by an operator to the 
delivery conveyor. The different scenario at this stage is that items are grouped based on 
the quantity specified on the OrderQty. For example, number of Product A in the picking 
bin is 1000 items. A customer order for Product A is 23.  
So, the operator will pick 23 items from the picking bin and group these together as 
an entity. That entity will be moved by the operator to the delivery conveyor. Algorithm 3 
is shown in Appendix F. The sequence of calculation in this algorithm is similar to 
Algorithm 1. Two values are calculated: how many times the error might have occurred 
(Freq_Err(Exi))and when it occurred, how many items were involved. Then, these two 
values will be multiplied to get the NoErr(x) in that process for the whole execution. 
Appendix A shows the implementation of these algorithms which covered the series 
of tests for mathematical calculation, each test using a different set of data, and consisting 
of 
i. Table of input data for calculation 
ii. Table of Error Details with value of P(Exi) and %(Exi) 
iii. Mathematical Calculation 
iv. Summary of Mathematical Calculation Results 
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Algorithms 1, 2 and 3 flow in sequence as referred to in the simulation model. It 
starts with Algorithm 1 (Processes A, B and C), followed by Algorithm 2 (Processes D and 
E), and finally Algorithm 3 (Processes F, G and H). Appendix A shows the sequence of the 
calculation from Process A to Process H. In each process, calculations are made for each 
error associated with that process.  
Although these algorithms flow in sequence, each result for each error is independent 
of each other. This independence means the result in any process is not affected by the 
result of any other processes. For example, results in Process B are not affected by the 
results from Process A. This scenario occurred because the calculation of each error is 
done for overall execution of the model.  
 
 
5.6.3 Constraints in Mathematical Calculation 
5.6.3.1 The value of P(ESi), Freq_Err(ESi) 
For the purpose of comparison between mathematical calculation and simulation 
execution result, some of the input data for both calculations are fixed at constant values, 
such as data for SizeBulkItems and OrderQty. After validation, in the actual experiments 
and investigations carried out with the simulation model, these data can also be defined in 
distribution form (i.e. the data are randomly produced within the range of the chosen 
distribution figure). One of the main parameters in the model under this condition is 
P(Exi). In the validation process, this parameter is assigned a constant value in percentage 
form. In the model, the parameter is used as the condition for the occurrence of error. For 
example, P(EB2) = 14%; this means only 14% of possibility that error might occur to the 
entity that flows through Process B. For example, SizeBulkItems = 100 is associated with 
P(EB2) = 14%. In the mathematical calculation, it can simply be 100 multiplied by 14%, 
and NoErr (EB2) = 14. But in the simulation model execution, the answer is not directly 
calculated as above. Here, the calculation is related to the random stream number set by the 
simulation software for the model execution. Even though 14% is assigned as P(EB2), it is 
not directly produced by 14 out of 100 entities involved with error. There is a possibility 
that 12 or 13 or 15 bulk items are involved with error. In more detail, if Freq_Err (EB2) = 
13, on which bulk item might the error have occurred? The first occurrence might be on 
the first bulk item, or the fifth, or the tenth. The error might occur on the second bulk item, 
the fifth bulk item, the tenth bulk item until completed for 13 bulk items. How about the 
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second and the third occurrence, until the thirteenth?  During the simulation model 
execution, the answer to this is related to the random stream number used in the simulation 
software. So there are 213 sets of combinations of error occurring in 100 bulk items. 
So, based on the above situation, the mathematical calculation is not able to follow 
the variety of possible options available in the simulation model execution. In the 
mathematical calculation, there is no rule to select which combination is the right one 
chosen or the best chosen. So, the calculation involves an overall calculation instead of the 
more detailed individual calculations. 
Below is an example based on Test 1a (see Appendix A) for Process A (assuming 
only error No. 2 occurred in Process A). The input: P(EA2) =14%. %(EA2) = 3%, and 
BulkNo = 11. 
 
For mathematical calculation 
Freq_Err (EA2) = 14% * 11 = 1.54 
NoErr(EA2)  = 3% * 250 = 7.5 
NoErr(EA2_overall) = 1.54 * 7.5 = 11.55 items (12 items) 
 
Based on the above, Freq_Err (EA2) = 1.54 = 2. This means that from 11 items 
(bulk items) flowing through the EA2, only 2 items are involved with the error. For each 
error occurrence, NoErr(EA2) = 7.5 = 8 items are involved with errors. Then, 
NoErr(EA2_overall) = 11.55 items = 12 items involved with error for overall calculation in 
Process A (assuming only EA2 occurred in Process A). 
But with reference to the simulation model execution result in Table 5.1, for 30 
replications, Freq_Err (EA2) is either no error occurrence or 1 or 2 or 3 error occurrences in 
each replication. The result from the mathematical calculation is equal to 2 occurrences 
compared to the simulation model execution which produces between 0 and 3 occurrences. 
This comparison shows a possibility that some differences will occur when comparing the 
mathematical calculation and the simulation model results.  
5.6.3.2 Relationship between Consequence of Error and Process  
Another constraint in mathematical calculation is related to the relationship of the 
result of a process to the following processes. For example, Process B is executed after 
Process A. The number of items completed in Process A will go to Process B (items 
involved with error in Process A will be removed from the model). Consider for example, 
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the possible situation that out of 150 items arriving at Process A, only 124 items pass 
through it when an error occurs. These 124 items then go to Process B, instead of 150 
items if no error had occurred at Process A. All 124 items might be passed to Process B 
and if error occurred, not all 124 items will be available after Process B. So, in each 
process (more specifically, at each error in that process), there is a possibility of error 
occurrence and it may cause some different figure to go through and pass to other 
processes. Table 5.2 below shows some possibility of error occurring for two sequential 
processes. 
The table reveals there are 4 conditions which might occur for two sequential 
processes. For Condition I, the outcome from Process A then goes to Process B, and the 
new result in Process A will affect the calculation for Process B. When an error occurs in 
Process A, the figure arriving will be updated based on the error figure. Then, the updated 
figure will pass to Process B. This also happens under Condition II. For Conditions III and 
IV, since no error occurs in Process A, the original quantity will go to Process B. In 
Process B, only Conditions I and III are involved with error and the consequence is that the 
figure will be updated again. So, all conditions will produce 4 different results after 
completing Process B. If there are 8 processes involved, the number of conditions 
increased to 28 = 64 conditions. So, 64 possible results will be produced. 
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P(EA2) 14% 
%(EA2) 3% 
BulkNo 11 
Replication Freq_Err (EA2) NoErr(EA2) NoErr(EA2_overall) 
1 3 8 24 
2 0 8 0 
3 2 8 16 
4 2 8 16 
5 1 8 8 
6 1 8 8 
7 1 8 8 
8 3 8 24 
9 1 8 8 
10 1 8 8 
11 1 8 8 
12 1 8 8 
13 2 8 16 
14 1 8 8 
15 1 8 8 
16 2 8 16 
17 2 8 16 
18 3 8 24 
19 1 8 8 
20 2 8 16 
21 1 8 8 
22 2 8 16 
23 1 8 8 
24 2 8 16 
25 1 8 8 
26 1 8 8 
27 1 8 8 
28 0 8 0 
29 2 8 16 
30 2 8 16 
 
Table 5.1: Simulation result for 30 replications of Test 1a 
 
Hence, when dealing with this scenario, it is impossible to deal with this variety of 
conditions in mathematical calculation. In this research therefore, the calculation is done 
on the overall occurrence of error in that process. The calculation starts by getting the 
frequency of error occurring at the error point for the overall execution. It continues with 
multiplying this value by the percentage of items involved. The result shows the overall 
number of items involved with the error for overall execution. By calculating for overall 
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result, the mathematical calculation does not cover the relationship result between a 
process and the next following process. This means that if Process A is processing 100 
items, Process B is also processing 100 items, although an error occurred at Process A. 
This is due to the mathematical calculation not being able to identify which set of error 
combinations occurred in all processes. The consequence is that there is a possibility of 
different results being produced from the mathematical approach and the simulation model. 
 
Condition Occurrence of error in 
First Process 
e.g. Process A 
Occurrence of error 
in Second Process 
e.g. Process B 
I Yes Yes 
II Yes No 
III No Yes 
IV No No 
 
Table 5.2: Possibility of error occurrence for 2 sequential processes. 
 
In conclusion therefore, the constraints in mathematical calculation compared to 
simulation model execution are related to the existence of random values in the simulation 
model which contribute to the variety of solutions or combinations  available in the model.  
5.6.4 Simulation Model Execution 
Simulation model execution is initiated with all the data stated in 5.6.1. Using these 
data, the simulation application provides the output screen, as shown in Figure 4.20, Figure 
4.21 and Figure 4.22 for each execution. The screen shows the update of the model output 
during the execution of the model. This update is really useful for verification purposes, 
especially to verify the changes of every single parameter in the model. Simulation model 
execution has been done based on a number of replications: 30, 50, 100, 150 and 250 
replications. Appendix B shows the result for the set of replications in a series of tests: Test 
1a, Test 1b, …, Test 1g. For each test, under each set of replications, it shows the NoErr(x) 
in each process and finally the NoErr(overall) in the whole model. For example, in Test 1c, 
the first column lists the set of replications or calculations, starts with Mathematical 
calculation result, followed by Model Execution for 30 replications (mean) result, 50, 100, 
150 and, finally, 250 replications. In the middle of the table, NoErr(x) in each process are 
listed. For a set of replications, each result is the mean of the NoErr(x). For example in 
Test 1c, the value of 32 for Model Execution for 30 Replications (Average) and Process A, 
is the mean of  NoErr(Process A).  For each set of replications, the table also shows the 
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NoErr(overall) for that replication in the column ‘Overall’. The last 3 columns list the 
difference between simulation model execution and mathematical calculation (discussed in 
5.6.5 Overall Comparison).  
Results in Appendix B show that, although the number of replications is increasing, 
the mean value, either for process or overall model, is remaining around one single value. 
For example, in Test 1C, for NoErr(overall) is 370.53 items (mean for 30 replications), 
369.5 items (mean for 50), 371 items (mean for 100), and so on.  Similar to Test 1e, 
NoErr(overall) for 30 replications is 569.46 items, 572.12 for 50, 570.17 for 100, 569.47 
for 150, and finally, for 250 replications, 569.58 items are involved. So, the mean value for 
the NoErr(overall) are consistent at one value, although the number of replications is 
increased. The different number of replications is able to show the consistency of the 
simulation model execution result towards the validation of the model. Since a number of 
probability values exist in the model, each replication set shows slightly different outputs. 
The differences in the results are related to a stream number of random values specified by 
the simulation software. The details of this scenario can be referred to in Tables C1a, C1b, 
…, C1g in Appendix C for each replication result on each test. These tables are for 50 
replications of simulation model execution, and show the NoErr(x) in each process for 
each replication. But the differences of the output still fall within a specific range of value 
or pattern. Table 5.1 shows the pattern of the range of values caused by random values 
from the simulation software.  
 As the conclusion for this discussion, simulation model execution consistently 
produced similar results regardless of the number of replications used. A series of different 
sets of test data were used to prove this scenario with different numbers of replications.  
5.6.5 Overall Comparison 
5.6.5.1 Comparison on Overall Results 
The comparisons between mathematical calculation and simulation model show 
only small differences between the two results. Table 5.3 below shows the differences for 
each set of replications in each test. The mean value for each set of replications is 
compared to the result from mathematical calculation. (This table is simplified for this 
discussion from Appendix B). For Tests 1a – 1e, all show a very small difference between 
both results. The percentage of difference shows the value falls within 4% to 8%, which 
applies to all tests and number of replications.  
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Appendix C shows more details for 50 replications results in every test. The last 
column in the table for Tests 1a - 1e, Overall represents the NoErr(overall) for that 
execution. This value in each replication falls significantly  near the value of the result 
from mathematical calculation.  
 
Simulation Model 
Execution 
Replications (Mean) 
Difference between 
Simulation Model Execution 
and Mathematical 
Calculation 
% Difference from 
Mathematical 
Calculation 
Mean of 
Difference 
Test 1a        
30 9.7 6.91 
7.01 
50 8.88 6.32 
100 10.97 7.81 
150 9.82 6.99 
250 9.87 7.03 
Test 1b        
30 7.79 4.24 
5.27 
  
50 12.67 6.90 
100 10.15 5.53 
150 8.65 4.71 
250  9.26 4.95  
Test 1c        
30 24.27 6.15 
6.77 
50 25.3 6.41 
100 23.8 6.03 
150 29.8 7.55 
250 30.44 7.71 
Test 1d        
30  95 6.54 
6.10 
50  93.5 6.44 
100 80.9 5.57 
150 86.8 5.98 
250 86.3 5.94 
Test 1e        
30  30.09 5.02 
4.90 
50  27.43 4.58 
100  29.38 4.90 
150  30.08 5.02 
250  29.97 5.00 
Table 5.3: Difference of mean for simulation model execution from mathematical calculation for 
total number of items involved with error in each execution. 
 
The variation of the results in simulation model execution is based on the random 
values that exist in the model. Each replication shows the variation of the set of random 
values applying to the model. But the overall results are consistently produced close to the 
values of mathematical calculation results, and the differences fall within 4% to 8%, as 
mentioned above.  
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The above comparisons from Table 5.1 and Appendix B, consideration of the 
limitation in mathematical calculation, and consistency of the differences, show the 
validity of simulation model.  
5.6.5.2 No difference in Process D when SizeBulkItems smaller than BinCapLvl 
Arithmetically, when the number of items supplied (SizeBulkItems) to the picking 
bin is less than the picking bin capacity level (BinCapLvl), no items will go to the twilight 
area. For example, BinCapLvl = 750, SizeBulkItems = 500, all items from Items in Bulk 
will go to the picking bin and the twilight area will empty.  For this comparison in Tests 
1d, 1e and 1f, both calculations show a similarity of result in terms of availability of items 
in the twilight area. If no items are available for Process D, the NoErr(Process D) is equal 
to zero. In Tests 1a, 1b and 1c for each set of replications, the BinCapLvl value is less than 
the value of SizeBulkItems. All results in the mathematical calculation and simulation 
model execution show that items exist in the twilight area (note: NoErr(x) not equal to 
zero). In Tests 1d, 1e and 1f, the input values of BinCapLvl are greater than SizeBulkItems. 
The results for both calculations show that no items exist in the twilight area for these tests. 
So, both calculations show a similar condition in the twilight area based on the 
value of BinCapLvl and SizeBulkItems. This comparison shows the validation of the model 
specifically in the Processes D and E.  
5.6.5.3 Individual Process Validation 
In 5.6.3, one of the constraints of the mathematical calculation is related to the 
relationship between the processes in calculating NoErr(x). This constraint only occurs 
because the result from the previous process is not transferred to the next process as 
required. But all algorithms for each process are mostly correct when executed alone. A 
series of tests was therefore also done to prove that each algorithm for a process is 
validated by its own calculation when compared to the simulation execution. To validate 
an individual process, for example Process F, only the error data for Process F are 
allocated to the model. This means the model assumed other processes are free from error 
and the error calculation occurred only for Process F. By using this configuration, 
individual processes can be validated one by one to show its validity. This validation used 
statistical t-test to compare two values from simulation model execution and mathematical 
calculation. 
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Table 5.4, Table 5.5 and Table 5.6 below show the sequence of validation tests 
based on comparison of the results from simulation model execution and mathematical 
calculation. It starts with the execution of the simulation model for a number of 
replications; then, the calculation was made using the mathematical formulae; finally, the 
statistical t-test sequence (see Appendix E) was carried out to identify whether the 
hypothesis is accepted or not. The t-test used the 95% level of significance for the 
comparison. 
 
  NoErr(overall) 
Simulation Model Execution 
 Test 1a Test 1b Test 1c Test 1d Test 1e Test 1f Test 1g 
Mean 13.28 18 31.8 50 10 5.6 7.2 
Standard 
Deviation 9.64479 16.5985 12.9662 22.3835 8.45154 8.54997 15.333 
Number of 
Replications 50 50 50 50 50 50 50 
Mathematical 
Calculation 11.55 19.8 28.6 48.3 10.5 8.75 9 
Statistical t-test 
T 1.268348 -0.76681 1.745108 0.537039 -0.41833 -2.60514 -0.8301 
t0.025,49   
95% 
significance 
level 
2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  11.55 19.8 28.6 48.3 10.5 8.75 9 
Conclusion accepted accepted accepted accepted accepted Rejected accepted 
Table 5.4: Simulation Execution and Mathematical Calculation Results for Process A and t-test 
for both results 
 
From Table 5.4, most of the tests for Process A (except Test 1f), show the 
hypothesis is accepted for all sets of data for 50 replications. Appendix D shows the 
detailed result for these tests. Table 5.5 represent the tests that are performed for Process B. 
All hypotheses to validate the model in these tests are accepted with the 30 replications of 
the simulation model execution. Table 5.6 below represents the validation of Process F. In 
the series of tests, 4 out of 6 produced an acceptable result for the hypothesis t-test. In 
Appendix D, there are three tests which reject the hypothesis, however looking at the detail 
of each replication for these test rejections, the NoErr(overall) for each test, although the 
data failed the 95% confidence level on the t test, the absolute values of the NoErr(overall) 
for each test are not very different compared with the mathematical calculation. 
Since most of the tests show the hypothesis of accuracy for both calculations is 
accepted, the simulation model is a valid one to represent the inventory inaccuracy based 
on each individual process.  
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  NoErr(overall) 
Simulation Model Execution 
 Test 2a Test 2b Test 2c Test 2d Test 2e Test 2f Test 2g 
Mean 13 5.16667 29.833 85.276 11.333 6 12 
Standard 
Deviation 9.8786 4.44959 11.558 41.783 7.5354 7.2397 14.781 
Number of 
Replications 30 30 30 30 30 30 30 
Mathematical 
Calculation 12 6.6 28.6 97.65 12.6 6.3 15.12 
Statistical t-test 
T 0.5545 -1.7644 0.5845 -1.6221 -0.921 -0.227 -1.1561 
t0.025,49   
95% 
significance 
level 
2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  12 6.6 28.6 97.65 12.6 6.3 15.12 
Conclusion accepted accepted accepted accepted Accepted accepted accepted 
Table 5.5: Simulation Execution and Mathematical Calculation Result for Process B and t-
test for both results 
 
  NoErr(overall) 
Simulation Model Execution 
 Test 3a Test 3b Test 3c Test 3d Test 3e Test 3f Test 3g 
Mean 13.2 9.275 38.233 109.1 19.997 6.0233 15.237 
Standard 
Deviation 4.1223 2.48734 4.0316 15.716 4.2105 1.2966 2.1524 
Number of 
Replications 30 30 30 30 30 30 30 
Mathematical 
Calculation 14 9 32.5 107 20 7.8 19.5 
Statistical t-test 
t -1.063 0.60556 7.7891 0.7319 -0.004 -7.505 -10.849 
t0.025,49   5% 
significant level 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  14 9 32.5 107 20 7.8 19.5 
Conclusion accepted accepted rejected accepted Accepted rejected rejected 
Table 5.6: Simulation Execution and Mathematical Calculation Result for Process F and t-
test for both results 
 
5.6.6 Conclusion of Method I 
The discussion in 5.6.5.1 showed the validation process on the overall model 
aspect, while 5.6.5.3 discussed the individual processes for validation. As discussed in 
5.6.3 regarding the constraint related to the random values, not all the tests show the result 
as needed. But in overall conclusion, most of the results show the accuracy of the 
comparison to accept the model as valid to represent the real inventory inaccuracy of 
warehouse operations.  
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5.7 Method II: Inventory Model 
Basically, the inventory management of items in warehouse operation involves 
three main elements: items supplied to the warehouse, orders from customers, and the 
warehouse processes. Items supplied to the warehouse not only cover the arrival of items 
to warehouse but also identify when the items need to be supplied and the quantity 
supplied.  Customer orders can be represented by a distribution of order quantity or by a 
fixed quantity. The information also includes when the order arrived at the warehouse. At 
the inventory level, the replenishment level for each type of item is the quantity of items at 
which an order will be placed. Dealing with the replenishment level, also requires a lead 
time which is the time from placing a new order until the order arrives.  
In the stock integrity simulation model, the above elements are the main parameters 
to show the stock integrity scenario. The simulation model that has been developed is 
focused on the availability of items in the picking area, the number of items involved with 
errors in any process or location rather than related to any type of cost and demand pattern 
in the inventory system. The simulation model execution shows the stock level at many 
locations. The changes of stock level are related to the need for item replenishment when it 
reaches replenishment level.  
This validation process uses the concept or idea of an inventory model in a number 
of scenarios and the concept will be used for comparison with the simulation model output. 
In each scenario, the inventory system produces the stock level in a specific location. 
Throughout the executing of the warehouse process, stock level in that location shows a 
series of level changes. The change in each scenario can be shown by using a graph which 
is based on execution times versus level of stock for that inventory location. The inventory 
location for this validation is the picking bin in the warehouse operation. So, in the 
simulation model, the stock level comes from two sources: from the systems and the 
physical flow. Since no error is assigned for this validation, the graph representing both 
flows gives a similar result. 
The comparison between the graphs of inventory model concept and simulation 
model outcome will be made on the elements in inventory systems. Based on the 
comparison, the similarity of the graph pattern will show the model validation representing 
the inventory model. In this validation test, elements involved are SizeBulkItems (represent 
by variable of Q in this topic), stock level, safety stock (S), RL, LT, ArrivalTime and 
OrderQty. The validation process involves parameters for customer demand and 
replenishment lead time. These two groups of parameters are chosen to show the variation 
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of inventory levels while other parameters are setup at constant value. The details of the 
comparison cover 
(i) constant and variable value for customer demand (OrderQty and 
ArrivalTime) 
(ii) constant and variable value for replenishment lead time (LT) 
5.7.1 Basic Model for Inventory  
The basic idea of the inventory model in warehouse operation is related to arrival of 
items at the warehouse and their placement in the storage, receiving order from customer, 
and processing the order until it is ready to be delivered. At the same time, there are other 
series of processes of the items in the warehouse which have to comply, for example, with 
when and what quantity to re-order and checking current status of storage levels.  
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Figure 5.5: Ideal Inventory Model (Tersine, 1988; Waters, 2003) 
 
Figure 5.5 shows the ideal concept of the inventory model related to the inventory 
or stock level in any type of process or position in the warehouse. This graph shows the re-
order or replenishment level, RL of the inventory model, the minimum stock level (or 
safety stock level), S, and the quantity ordered, Q (represent SizeBulkItems) and the lead 
time, LT. The graph represents a number of inventory cycles. From the beginning of the 
graph, the stock level reduces over time related to the customer demand for the items in the 
inventory. From the information on replenishment level, it shows the relationship between 
the time the order is placed and the time when the lot is received to the stock level. At the 
beginning of the model, stock level is at Q+S, and then the quantity of items in inventory is 
Cycle 1 Cycle 2 Cycle 3 
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reduced based on customer demand. This reduction will continue until it reaches RL which 
is set for each product based on any specific condition in the inventory system. When the 
inventory level is at RL, an order for a new lot of items is placed. The arrival of the new lot 
of items is based on their LT. In the LT period while waiting for the order to be received, 
the stock level still falls since customer demand still needs to be met. Based on the 
inventory system and its calculation, S has been set to ensure all the demands can be met 
while waiting for the arrival of new items. The stock level will fall to S level and, at this 
point, the order arrives. This scenario completing one cycle of inventory model is show by 
Cycle 1 or Cycle 2 in Figure 5.5. For the next cycle, the stock level increases to the Q+S 
level. This ideal inventory model is based on pre-defined S, RL and, Q values etc., and a 
known, constant customer demand, and reliable items supply by supplier.  
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Figure 5.6: Simulation Model Execution with Constant Values in All Data 
 
For validation purposes, Figure 5.6, Figure 5.7 and Figure 5.8 which represent the 
simulation model result will be compared to Figure 5.5. The graph in these figures shows 
the reduction of current stock level based on customer demand until it reaches the RL and 
re-order for new items is placed. In the period of LT and the customer orders continue to be 
fulfilled so the graph shows the stock level falling towards the S level. When the order is 
received, the inventory level increases up to Q+S. In the basic sequences of the stock level, 
all these figures represent the characteristics of Figure 5.5. 
The comparison is made in more detail, Figure 5.6’s set of input data are constant 
values. This means that during the execution time, all data are the same. So the graph of 
RL 
Q+S 
S 
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stock level in that model shows a smooth curve in each cycle. The reduction of stock level 
versus time shows a similar amount of reduction. 
In each cycle, after the inventory level reaches the RL, the stock falls to nearly 
reach the S level before the new lot of items arrives and increases the inventory level to 
Q+S. Since all data for this execution are constant values, all cycles are similar to the first 
cycle. 
Figure 5.7 and Figure 5.8 show slightly different results to Figure 5.6 due to the RL, 
LT and arrival of the order being in distribution form. When any data are set in distribution 
form, during the execution, they will be assigned with different values within the 
distribution range. So Figure 5.7 and Figure 5.8 show similar but different results in each 
cycle when compared to Figure 5.6. 
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BCP (BinCapLvl = 3000, RL = 1500, S = 500), COP (No. of Order =  1000, OrderQty = 255, ArrivalTime = 
Poisson(45 hours)); ISP ( SizeBulkItems=Q = 3000, LT = 4 days)   
 
Figure 5.7: Simulation Model Execution, LT = 4 days 
 
In both figures, they start with Q+S level and then the reduction of S occurs based 
on the customer demand. In execution, the arrival of orders is set in Poisson distribution, so 
the time between arrivals is slightly different for each order. 
While the customer demand is fulfilled, the stock level reduces towards the RL. 
Once the graph reaches the RL level, a new order is placed for the items with the suppliers. 
Both figures are set by different LT. Figure 5.7 is set by LT = 4 days and Figure 5.8 is set 
by LT = 10 days. Figure 5.7 represents the scenario where the LT is smaller than expected 
by showing that the graph stops before reaching S while Figure 5.8 shows the stock level is 
Q+S 
S 
RL 
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reduced below the minimum safety S level. The cycle is completed when the lot of ordered 
items arrives (completing the lead time) and the stock level is increased to the Q+S level. 
These sequences in both figures were generated from simulation model execution 
demonstrating that the simulation model represents the basic inventory model in Figure 
5.5, as discussed.  
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BCP (BinCapLvl = 3000, RL = 1500, S = 500), COP (No. of Order =  1000, OrderQty = 255, ArrivalTime = 
Poisson(45 hours)); ISP ( SizeBulkItems = 3000, LT= 10 days)   
 
Figure 5.8: Simulation Model Execution, LT = 10 days 
 
All these three figures represent the similarity to the basic model of inventory as 
shown in Figure 5.5. In each cycle, the stock level gradually falls from the Q+S level to 
eventually reach the RL, when an order for a new lot of items is placed.  The sequences of 
the stock level flow are demonstrated by these figures, regardless of the LT. Therefore, the 
similarity of the simulation model execution results to the basic model of inventory 
contributes to the validation of the simulation model. 
5.7.2 Realistic Model 
The inventory model implementation allows a number of significant parameters to 
be varied at execution time to produce many different scenarios.  For example, when the 
replenishment LT is longer than expected, there is a possibility of a stockout occurring in 
that inventory. Tersine (1988) describes three different scenarios related to variation of 
parameter set up in the inventory system (see Figure 5.9). Grant et al. (2006) highlighted 
uncertainty of the inventory model under variation of demand and lead time. Figure 5.9 
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shows three possible scenarios, described as Cycles 1, 2 and 3 occurring in the inventory 
model related to parameters such as RL, S, OrderQty, LT and stockout. Cycle 1 represents 
the scenario of customer demands arriving faster than the normal situation. The number of 
items required to fulfil the demands within the LT period is therefore bigger than expected. 
The cycle also shows arrival between customer demands is faster than expected. In 
consequence, the availability of items in inventory cannot meet the OrderQty and stockout 
occurs. In Cycle 2, the OrderQty is lower and the ArrivalTime is longer than expected. 
This shows the stock level does not reach S. The third scenario, Cycle 3, represents the 
average condition between Cycle 1 and Cycle 2. The stock level is just reaching the S level 
and new items arrive after that. In these three cycles, a parameter such as customer demand 
plays a significant role on the stock level. The customer demand details consist of the 
number of items requested and when the demand is arrives at the inventory system. 
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Figure 5.9: Realistic Inventory Model (Tersine, 1988) 
 
In validation of the simulation model, a number of tests were done to show the 
different scenarios. Figure 5.10 to Figure 5.15 show the different scenarios in inventory 
model based on a series of simulation model executions with different set-up of parameters 
for each execution. 
To represent the real inventory model, the simulation model should have a variation 
in representation of the inventory model. Figure 5.9 gives an example of variation of the 
inventory model based on customer demand, LT, item supply to the warehouse, and so on. 
As a guideline, shown in Figure 5.9, the simulation model is able to show the variation of 
Cycle 1 Cycle 2 Cycle 3 
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the model to represent the inventory model in warehouse operation. The variation of 
simulation model representation is based on the list of parameters involved in the model.  
Each Figure 5.10 to Figure 5.15 shows the outcome of stock level in the warehouse 
operation based on the different sets of data being used in the simulation model execution. 
In general, the graphs show the stock level (in the picking bin) versus time. Throughout the 
model execution, the graph shows the reduction of stock level based on customer demand. 
At a certain level, the stock level reaches the replenishment point and continues to fulfill 
the customer demand while waiting for a new lot of items to arrive. In some cases, the 
stock level will exceed the safety stock, S and in the worst cases, stockout occurs. When 
the new lot of items arrives and is placed in inventory, the stock level is increased again.  
The following comparisons are made to validate the simulation model, considering 
two main parameters: customer demand (OrderQty and ArrivalTime) and LT. Both 
parameters are set at a constant value or within a range of values using distribution form. 
Besides these data, other data are used to support the execution with constant values.  
5.7.2.1 Constant Customer demand and Variable LT 
Figure 5.10 shows a graph for constant customer demand but variable in lead time 
for replenishment. The graph represents a constant number of items per order and order 
arrival every 30 hours. The graph shows a smooth reduction of stock level over time. But 
when the graph reaches the RL, the next reduction also occurs within the replenishment LT. 
Since the LT is normally distributed at (10,3) days, the value falls within the range of that 
normal distribution value. Sometimes the LT is smaller than the expected average LT for 
the model and at other times it is larger than the average value. Since the LT values change 
in a small range compared to the stock level, no significant difference occurred among  
cycles. This figure complies with the Cycle 2 and Cycle 3 in Figure 5.9. 
 A similar result is also produced by Figure 5.11 with the same set of inputs, except 
that the LT has Poisson distribution with mean = 15 days. The graph shows a similar result 
in each cycle as the difference of LT in each cycle is not much different from stock level.  
Figure 5.12 shows a similar set of inputs as above but different values for LT. The 
LT for this figure is represented by a normal distribution with (20,10) days. Based on the 
means and standard deviation assigned to the distribution for LT value, the variation results 
are produced and are significant to show the differences among cycles.  The LT variations 
in this execution can represent uncertainty of LT in actual inventory model. They may 
cause stockout if LT to a long and also may overflow the storage level if LT too short. 
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These variations of cycles comply with the three types of cycles in Figure 5.9 and proved 
that the simulation model represents the real or common scenarios in the inventory model.  
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BCP (BinCapLvl = 2000, RL = 600, S = 300), COP (No. of Order =  300, OrderQty = 30, ArrivalTime = 30 
hours)); ISP ( SizeBulkItems = 1500, LT = normal(10,3)days)    
 
Figure 5.10: Graph for Constant Customer Demand and Variable LT 
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BCP (BinCapLvl = 2000, RL = 600, S = 300), COP (No. of Order =  300, OrderQty = 30, ArrivalTime = 30 
hours)); ISP ( SizeBulkItems = 1500, LT = Poisson(15) days)   
 
Figure 5.11: Graph for Constant Customer Demand and Variable LT 
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BCP (BinCapLvl = 2000, RL = 600, S = 300), COP (No. of Order =  300, OrderQty = 30, ArrivalTime = 30 
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Figure 5.12: Graph for Constant Customer Demand and Variable LT (longer LT) 
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5.7.2.2 Variable Customer Demand and Constant LT 
Figure 5.13 presents the stock level for constant value for customer demand but 
variable value for replenishment LT. The variable value for customer demand is shown by 
the reduction of stock level and the unsmooth graph in each cycle. Figure 5.13 also shows 
stockouts occurring at the end of each cycle and this scenario, which is due to the 
significant greater value of the LT. Among cycles, each shows a different size of stockout. 
These differences are related to the customer demand based on normal distribution with 
(30,10) hours. 
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BCP (BinCapLvl = 2000, RL = 600, S = 300), COP (No. of Order =  300, OrderQty = Normal(40,15), 
ArrivalTime = Normal(30,10)  hours)); ISP ( SizeBulkItems = 1500, LT = 25 days)   
 
Figure 5.13: Graph for Variable Customer Demand and Constant LT 
 
Figure 5.14 uses the same set of data as Figure 5.13, but it is different in LT (15 
days). Since the LT is smaller than the total time to fulfil the demand, no stockout occurs in 
this inventory. Most of the cycles are replenished by the new lot of items before reaching 
the minimum level of inventory. The comparison between the graphs in Figure 5.13 and 
Figure 5.14, show the effect of LT on the stock level. 
Both figures produce a different result at the end of each cycle as a consequence of 
the LT and variation of customer demand. So, based on these both figures, the role of LT in 
the inventory model is shown. The variation of customer demand in this discussion is 
shown by the unsmooth line in the graph. Even though the LT is fixed to a value, the 
customer demand has a significant role in the inventory model. This is shown by Figure 
5.13 and Figure 5.14 through the unsmooth graph and different size of graph in each cycle.  
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BCP (BinCapLvl = 2000, RL = 600, S = 300), COP (No. of Order =  300, OrderQty = normal(40,15), 
ArrivalTime = Normal(30,10)  hours)); ISP ( SizeBulkItems = 1500, LT = 15 days)   
 
Figure 5.14: Graph for Variable Customer Demand and Constant LT (15 hours) 
 
In comparison with Figure 5.9, the graphs from Figure 5.13 and Figure 5.14 
comply with Cycles 1 and 3 in that figure. First, based on the large value required for LT. 
Secondly, variation in value of customer demand versus time in both graphs contributes to 
the occurrence of stockout (comply to Cycle 1) or not (comply to Cycle 3). Based on these 
conditions in this discussion, the simulation model is able to produce different scenarios as 
required, to represent any real scenario in stock level and inventory model. 
5.7.2.3 Variable Customer Demand and variable LT 
Figure 5.15 shows the simulation model execution result for variable customer 
demand and variable LT. The variable of customer demand is assigned to the normal 
distribution (10,2) days for arrival of demand, the OrderQty is normally distributed at 
(40,15) items, while the LT has normal distribution with (10,2) days. Tersine (1988) 
highlights the complexity of the inventory model when it deals with uncertainty. For this 
case, the uncertainty comes from the distribution value of customer demand and LT. 
In Figure 5.15, each cycle shows a different graph. The first cycle is represented by 
unsmooth value for customer demand and finished the cycle at the stock level lower than S. 
The third cycle shows a longer time to complete the cycle compared to the previous cycle. 
The fourth cycle shows longer time to complete the cycle with more customer demand 
compared to other cycles. Some of the cycles finish after reaching the S. All these 
variations and uncertainty show the variation of cycle type in a model. 
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BCP (BinCapLvl = 2000, RL = 600, S = 300), COP (No. of Order =  300, OrderQty = normal(40,15), 
ArrivalTime = Normal(30,10) hours)); ISP ( SizeBulkItems = 1500, LT = Normal(10,2)days)   
 
Figure 5.15: Graph for Variable Customer Demand and Variable LT 
 
 As the conclusion for this discussion, the variation in both sets of data produced 
variations as required for different scenarios in the inventory model. These variations 
related to uncertainty of result in the inventory model and therefore validate the simulation 
model to represent real scenarios of the inventory system. 
5.7.3 Conclusion of Method II 
From the discussion on the sub-topic Basic Model of Inventory, the comparison 
between the theory of the basic inventory model and the result from simulation model 
execution is discussed. The basic inventory model is represented by three scenarios and all 
the simulation model execution graphs are accommodated by the theory. The execution 
results given in Figure 5.6 to Figure 5.8 comply with any one of the cycles that are shown 
in Figure 5.5. The characteristic fundamental of the inventory model in Figure 5.5 is 
related to stock level versus time. The stock level in detail related to the parameters of 
replenishment level, safety stock and order lot size. In each simulation result, the graph 
shows the level of stock versus time and the overall graph shows this result complies with 
the basic inventory model. 
In the discussion of the realistic inventory model, two main parameters: customer 
demand and LT are chosen to show the model. The combination of both parameters which 
constant value or variable value is able to show the variation result on the stock level in the 
inventory model. The variable values in each parameter also assigned smaller and larger 
values and these are set up to show the variety of graphs for each cycle in the inventory 
model. 
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So, the flexibility or variation of results in the above discussion shows the simulation 
model is able to represent in many ways the real scenario in the actual inventory model.  
5.8 Conclusion of Validation  
From the conclusions in both validation methods, 5.6 and 5.7, the simulation model 
is valid to represent the real stock integrity scenarios. Method I validates the overall model 
execution by comparing the result from the simulation model with the mathematical 
calculation. The result comes from the difference between physical and system 
information. In Method II, the validation is done to determine compliance of the simulation 
model with several known types of inventory model. 
 In view of the difficulties in acquiring real data for this inventory inaccuracy 
scenario, the above two methods have been applied to prove the validity of the simulation 
model. 
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Chapter 
6 Inventory Inaccuracy Simulation 
Model Experimentation 
6.1 Introduction 
The aim for this chapter is to discuss the representation and relationships between all 
components in the inventory inaccuracy simulation model within its measurement context. 
The components discussed have been described in previous chapters. They are: 
(i) Error Profile (EP) 
(ii) Customer Order Profile (COP) 
(iii) Bin Capacity Profile (BCP) 
(iv) Items Supply Profile (ISP) 
 
A number of experiments are executed to determine and summarise the relationships. 
Each experiment involves two or more profiles with their input variables and may produce 
several results including the number of items involved with errors (NoErr(x)), shortage 
frequency (SF) and number of items involved with adjustment (NoAdj). The expected 
outcome of this chapter is to demonstrate the relationships between inventory inaccuracy 
simulation model components represented in different scenarios within this research 
context.  
6.2 Experiment, Test and Execution 
In this chapter, three terms are used to explain the execution of the model, these are 
‘experiment’, ‘test’ and ‘execution’. ’Experiment’ refers to a set of test executions of the 
model based on a specific target scenario. A test is a subset of an experiment. In an 
experiment, there are a number of tests. An execution is a subset to the test. In each test, 
there are a number of executions. Each execution in a test has a specific profile of input 
values, i.e. it is an execution of the simulation with a specific data setup. The results from a 
number of executions under a test are analysed to produce the test results. 
For example, Experiment VCC is an experiment for Variation Values of COP. This 
experiment consists of three tests which are Test VCC01, Test VCC02 and Test VCC03, 
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and each test has a different configuration. In this example, Test VCC01 is set up with 
medium values for COP while Test VCC02 is for the small values of COP and there are 10 
executions for each test. In Test VCC01 for the medium values of COP, Execution 01 
represents the set of data 01, Execution 02 represents the set of data 02 and so on. The 
OrderQty can vary  between sets of data, e.g. Data_01 may be 20 items and Data_02 might 
be 40 items. So in this example OrderQty is increased by 20 items between executions.  
The results of  the 10 executions for each test are put in a table, and then, all the test 
results are discussed to conclude the experiment objective.  
6.3 Error Profile (EP) 
The objective of this part of the thesis is to discuss the representation of the EP 
characteristics in the inventory inaccuracy simulation model. A number of experiments are 
generated with the various combinations of error occurrences in all three sections in the 
model. The error occurrence in each process in any section consists of two values: P(Exi) 
and %(Exi) in Section I, and Section III and only P(Exi) in Section II. Various 
combinations of these values are examined in the experiments to demonstrate the EP 
characteristics in the simulation model. The experiment results are analysed within the 
inventory inaccuracy measurement context (NoErr(x), SF and NoAdj).  
6.3.1 EP in Overall Model  
Table 6.1 lists the different combinations of error levels in the three sections of the 
model over 27 executions. In this table, from Execution 1 to Execution 27, the level of EP 
is increased to the next level in each section. Execution 1 is assumed to be the base line 
execution of the experiment with the set up at low level of EP for all sections. The EP is 
then increased for each subsequent execution. 
Table 6.2, Table 6.3 and Table 6.4 represent some of the results from the experiment 
based on Table 6.1. Table 6.2 shows the results from 3 executions (1, 2 and 3) where 3 
different levels of input are set up for each execution in Section III. Three levels (Low, 
Medium and High) have been defined in a range to differentiate the input data.  (These 
executions produce different NoErr(x) in Section III but no changes on the SF and NoAdj. 
So, the increment of EP in Section III makes no difference to the results in Sections I and 
II. 
Table 6.3 represents Executions 10, 13 and 16 that show the changes of EP for Section 
II. There is a different value for NoErr(x) for all processes when the value of EP in Section 
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II is increased to the next level. The NoErr(x) in Section I and Section III show a very 
small change compared to that in Section II. However this is thought to be due to minor 
variations caused by the random number generator. It is clear from Table 6.3 that Section 
II has an impact on all measurements in the model. Similar changes also occur in the 
measurement of SF and NoAdj. 
Execution No Section I Section II Section III 
1 Low Low Low 
2 Low Low Medium 
3 Low Low High 
4 Low Medium Low 
5 Low Medium Medium 
6 Low Medium High 
7 Low High Low 
8 Low High Medium 
9 Low High High 
10 Medium Low Low 
11 Medium Low Medium 
12 Medium Low High 
13 Medium Medium Low 
14 Medium Medium Medium 
15 Medium Medium High 
16 Medium High Low 
17 Medium High Medium 
18 Medium High High 
19 High Low Low 
20 High Low Medium 
21 High Low High 
22 High Medium Low 
23 High Medium Medium 
24 High Medium High 
25 High High Low 
26 High High Medium 
27 High High High 
Table 6.1: The list of executions based on the combination of three levels of EP 
 
Table 6.4 represents the scenario of different EP in Section I. Similar to Table 6.3, 
different results are produced at all processes and all measurements. But in Section III, the 
table shows only a small difference between executions. A greater effect can be seen in 
Section II, where, for example a significant reduction occurs in Process D for 
NoErr(Process D) and this is anticipated as less items have entered Section II.  
 
 Exec 
No  
  Results   
  NoErr(x) NoErr (overall) BulkNo 
No of 
Delivery SF NoAdj Parts In 
Parts 
Out 
% items 
errors per 
parts out 
    Section I Section II Section III                 
    A B C D E F G H                 
1 LLL 1116 1167 1370 619 4596 2003 1196 1607 13675 105 10000 13 4840 360110 218900 6.24714481 
2 LLM 1116 1167 1370 619 4596 4553 2707 3615 19744 105 10000 13 4840 360110 218900 9.01964367 
3 LLH 1116 1167 1370 619 4596 10937 5870 7199 32875 105 10000 13 4840 360110 218900 15.0182732 
Table 6.2: The result of  the executions with different EP at Section III 
 
Exec 
No  
  Results   
  NoErr(x) NoErr (overall) BulkNo 
No of 
Delivery SF NoAdj Parts In 
Parts 
Out 
% items 
errors per 
parts out 
    Section I Section II Section III                 
    A B C D E F G H                 
10 MLL 5018 4814 4696 455 4592 2003 1205 1605 24390 110 10000 13 4720 360110 229670 10.6195846 
13 MML 5043 5045 4539 718 13380 2014 1204 1603 33547 115 10000 35 13543 360110 238520 14.0646487 
16 MHL 5089 4828 5082 526 19864 1992 1201 1609 40190 118 10000 46 19672 360120 245020 16.4027426 
Table 6.3: The result of  the executions with different EP at Section II 
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Exec 
No  
  Results   
  NoErr(x) NoErr (overall) BulkNo 
No of 
Delivery SF NoAdj Parts In 
Parts 
Out 
% items 
errors per 
parts out 
    Section I Section II Section III                 
    A B C D E F G H                 
9 LHH 1425 1307 1367 865 19912 10912 5900 7179 48869 113 10000 52 20033 360110 234560 20.8343281 
18 MHH 5089 4828 5082 526 19864 10898 5880 7192 59360 118 10000 46 19672 360120 245020 27.5859114 
27 HHH 11164 10393 9928 360 19911 10888 5865 7194 75704 126 10000 44 19556 360130 261470 28.953226 
Table 6.4: The result of  the executions with different EP at Section I 
 
As the conclusion for this section, as anticipated, EP gives a significant impact to the 
inventory inaccuracy measurement in both processes and sections. However, any changes 
of EP at Section I or II will produce more significant impact to the whole model than 
changes of EP in the Section III. The set up of EP in Section III shows its independency 
from the other components in the model.  
6.3.2 EP in a Section  
This part of the thesis discusses the error occurrences in each individual section of the 
model in turn and their effects on the inventory inaccuracy measurements. Experiments are 
carried out with known errors set up within various processes, but for each experiment, all 
errors occurred within a single section of the model. Three experiments were performed 
which are 
(i) Combination of  error occurrences with similar EP 
(ii) Combination of errors occurrences with different EP 
(iii) Increment of EP for Individual errors 
 
The three experiments are carried out with different setup values for the EP for each 
error or with errors in different processes to determine the EP characteristics.  
6.3.2.1 Combination of Error occurrences with similar EP 
As previously discussed in Chapter 3, a model has been set up with three or four 
processes in a section and there are three to five possible errors that can occur in a process. 
This experiment covers combinations of a number of error occurrences within a section 
across the processes within that section.  
Experiments were performed to focus on each section in turn, i.e. Section I, Section II 
or Section III. Table 6.5, Table 6.6 and Table 6.9 show the list of setup values in each 
execution for Sections I, II and III, respectively and the execution results, where the 
column EP represents Freq_Err(X) in each process. Table 6.5 lists the executions for 
Section I, and the column EP lists the number of error occurrences in Processes A, B and C 
under Section I, e.g. for Execution 1, Freq_Err(Process A) is 3 out of the 4 possible errors 
that exist in this process and there are no error occurrences for Processes B and C. Table 
6.5 therefore represents processes for Section I and as each section is examined in turn, the 
setup of Sections II and III are null (no occurrence of error).  
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In Table 6.5, Execution 1 Freq_Err(Process A) = 3 produces NoErr(Process A) = 88 
and NoErr(overall) is 88. Execution 2 shows Freq_Err (Process A) = 2 produced 
NoErr(Process A) = 56 while Freq_Err(Process B) = 1 produced NoErr(Process B) = 34 
and the NoErr(overall) is 90. Execution 3 produced NoErr(Process A) = 62 and 
NoErr(Process C) = 21 for Freq_Err(Process A) = 2 and Freq_Err(Process C) = 1, 
respectively and NoErr(overall) is 83. Freq_Err (overall) in all the executions listed in 
Table 6.5 are equal to 3 and almost similar results for NoErr(overall) are produced 
although Freq_Err(x) is set up differently for each execution. 
The above comparisons for error occurrences in Section I determine that variations 
in the EP in any process in Section I produce similar results when set up with the same 
Freq_Err(overall) and the same EP for each combination of errors. Table 6.6 represents 
the results from the experiment related to Freq_Err(x) in Section II which contains 
Processes D and E. There are 4 tests in this experiment. Test A1 represents 4 executions in 
which Freq_Err(Process E) is reduced from 3 occurrences in Execution 1 to 0 occurrences 
in Execution 4, whilst Freq_Err(Process D) remains at 3 occurrences.  These tests produce 
an increase in the result of NoErr(Process D) and a reduction in NoErr(Process E). Tests 
A2, A3 and A4 also produce similar results as Test A1 in which is NoErr(Process D) is 
increased and NoErr(Process E) is reduced, showing that any changes in 
Freq_Err(Process E) will also affect  NoErr(Process D) even though Freq_Err(Process 
D) remains constant. This is as expected and is due to interdependency between Processes 
D and E.  
This experiment’s results can also be compared based on the reduction of 
Freq_Err(Process D) while Freq_Err(Process E) remains constant. Table 6.7 shows the 4 
comparisons from the list of executions in Table 6.6, but in a re-arranged order. 
Comparison B1 shows the reduction of Freq_Err(Process D) while Freq_Err(Process E) 
remains at 3 occurrences and it reduces No_Err(Process D) from 264 for 
Freq_Err(Process D) = 3, to 183 (Freq_Err(Process D) = 2), 92 (Freq_Err(Process D) = 
1) and 0 (Freq_Err(Process D) = 0).  
This comparison also indicates that the NoErr(Process E) are similar for all 
executions. Comparisons B2, B3 and B4 also produce similar results to Comparison B1 
where NoErr(Process D) are reduced and NoErr(Process E) is almost constant. Therefore, 
the comparisons determine that any changes of Freq_Err(Process D) do not affect the 
value of NoErr(Process E). 
 
 
Input Data Output 
Execution 
No 
EP with Freq_Err(Process x) NoErr(X) 
Section I 
Section 
II 
Section 
III 
Section I 
Section 
II 
Section 
III Overall Process A 
Process 
B 
Process 
C 
Process 
A 
Process 
B 
Process 
C 
1 3 0 0 null null 88 0 0 0 0 88 
2 2 1 0 null null 56 34 0 0 0 90 
3 2 0 1 null null 62 0 21 0 0 83 
4 1 2 0 null null 23 54 0 0 0 77 
5 1 0 2 null null 18 0 39 0 0 57 
6 1 1 1 null null 16 33 32 0 0 81 
7 0 3 0 null null 0 82 0 0 0 82 
8 0 2 1 null null 0 42 39 0 0 81 
9 0 1 2 null null 0 30 48 0 0 78 
10 0 0 3 null Null 0 0 75 0 0 75 
Table 6.5: List of Executions with EP for Section I (Freq_Err(x)) with the execution result (NoErr(x)) 
 
  Input Data Output 
Test Execution No  
EP with Freq_Err(Process x) NoErr(x) 
Section 
I Section II 
Section 
III 
Section 
I Section II 
Section 
III Overall 
    Process D 
Process 
E   
Process 
D 
Process 
E   
A1 
1 null 3 3 null 0 264 1447 0 1711 
2 null 3 2 null 0 286 973 0 1259 
3 null 3 1 null 0 334 491 0 825 
4 null 3 0 null 0 377 0 0 377 
A2 
5 null 2 3 null 0 183 1453 0 1636 
6 null 2 2 null 0 200 976 0 1176 
7 null 2 1 null 0 226 494 0 720 
8 null 2 0 null 0 273 0 0 273 
A3 
9 null 1 3 null 0 92 1456 0 1548 
10 null 1 2 null 0 98 981 0 1079 
11 null 1 1 null 0 106 497 0 603 
12 null 1 0 null 0 143 0 0 143 
A4 
13 null 0 3 null 0 0 1464 0 1464 
14 null 0 2 null 0 0 982 0 982 
15 null 0 1 null 0 0 501 0 501 
16 null 0 0 null 0 0 0 0 0 
Table 6.6: List of Executions with EP for Section II (Freq_Err(x)) with the execution result (NoErr(x)) 
 
 139
 
  Input Data Output 
Comparison Execution No  
EP with Freq_Err(Process x) NoErr(x) 
Section I Section II Section III Section I Section II Section III Overall 
      Process D 
Process 
E     
Process 
D 
Process 
E     
B1 
1 null 3 3 null 0 264 1447 0 1711 
5 null 2 3 null 0 183 1453 0 1636 
9 null 1 3 null 0 92 1456 0 1548 
13 null 0 3 null 0 0 1464 0 1464 
B2 
2 null 3 2 null 0 286 973 0 1259 
6 null 2 2 null 0 200 976 0 1176 
10 null 1 2 null 0 98 981 0 1079 
14 null 0 2 null 0 0 982 0 982 
B3 
3 null 3 1 null 0 334 491 0 825 
7 null 2 1 null 0 226 494 0 720 
11 null 1 1 null 0 106 497 0 603 
15 null 0 1 null 0 0 501 0 501 
B4 
4 null 3 0 null 0 377 0 0 377 
8 null 2 0 null 0 273 0 0 273 
12 null 1 0 null 0 143 0 0 143 
16 null 0 0 null 0 0 0 0 0 
Table 6.7: Results for Experiment of Freq_Err(Section II) with comparison on reduce Freq_Err(Process D) but fixed Freq_Err(Process E) 
 
Table 6.8 is another re-arrangement of part of Table 6.6 and lists the comparisons 
based on the executions that contain the same number of Freq_Err(Section II). 
Comparison C1 lists the executions with 3 occurrences of error (for example, Execution 4 
with Freq_Err(Process D) = 3,  and Execution 7 with Freq_Err(Process D) = 2 and 
Freq_Err(Process E) = 1). This comparison shows that the executions with less numbers 
of Freq_Err(Process E) compared to Freq_Err(Process D) produce less NoErr(Section II). 
Execution 13 produces NoErr(Process E) = 1464 with Freq_Err(Process E) = 3 which is 
higher than the result in Executions 10, 7, 4  that are set up with Freq_Err(x) = 2, 1, 0, 
respectively.  
Comparison C2 and C3 with Freq_Err(Section II) equal to 2 and 1 respectively, 
indicate that more errors occur in Process E compared to Process D. 
Therefore, the above comparisons determine that Freq_Err(Process E) has a higher 
potential to produce higher NoErr(x) in Section II than Freq_Err(Process D) does.  This is 
as expected as more items will pass through Process E than will pass through Process D.  
The above discussion related to Section II, determined that NoErr(Process D) is based 
on both Freq_Err(Process D) and Freq_Err(Process E), i.e. NoErr(Process D) is 
dependent on NoErr(Process E), but the inverse of this dependency is not true. 
Table 6.9 represents the results from the experiment related to Freq_Err(Section 
III). All executions in this experiment are carried out with Freq_Err(overall) equal to 3 
and produce similar results from each execution. For example, Freq_Err(Process F) = 3 in 
Execution 1 produces the result for NoErr(Process F) at 574, while Executions 7 and 10 
that are represented by Freq_Err(x) = 3 for Processes G and H, produces similar values for 
NoErr(x) in both executions, i.e. 603 and 601, respectively. The results for Executions 1, 2 
and 3 are also similar, i.e. 574, 578 and 585, respectively, even though Freq_Err(x) is set 
up in different combinations. It can also be seen that the Freq_Err(x) produced in each 
process in any execution is proportionate to the Freq_Err(x). For example, Execution 5, 
when all processes are set up with Freq_Err(x) = 1, results in similar NoErr(x) for each 
process, i.e. 196 for Process F, 200 for Process G and 204 for Process H. Similar results are 
also produced for Execution 4 when Freq_Err(Process F) =1 produces NoErr(Process F) 
= 196 and Freq_Err(Process G) = 2 produces NoErr(Process G) = 402 which is almost 
equal to double NoErr(x) = 1 value. When Freq_Err(x) = 3 then NoErr(x) will be 
approximately a factor of 3 times the results for Freq_Err(x) = 1. This can be seen by 
referring to the results from Execution 10 that produce NoErr(Process H) = 601 and 
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Execution 7 with NoErr(Process F) = 603. Both 601 and 603 values are approximately 3 
times the results for Freq_Err(x) = 1 (e.g. NoErr(Process G) = 200 for Execution 5). 
Therefore, it can be concluded that in Section III the NoErr(x) is proportionate to the 
Freq_Err(x) for any process in Section III. This experiment also determines that any 
occurrence of errors in any particular task in Section III will not affect the errors in other 
tasks. 
   Input Data Output 
Comparison Execution No  
Error Profile (Freq_Err(Process x)) NoErr(x) 
Section 
I Section II 
Section 
III 
Section 
I Section II 
Section 
III Overall 
      Process D 
Process 
E     
Process 
D 
Process 
E     
C1 
4 null 3 0 null 0 377 0 0 377 
7 null 2 1 null 0 226 494 0 720 
10 null 1 2 null 0 98 981 0 1079 
13 null 0 3 null 0 0 1464 0 1464 
C2 
8 null 2 0 null 0 273 0 0 273 
11 null 1 1 null 0 106 497 0 603 
14 null 0 2 null 0 0 982 0 982 
C3 
12 null 1 0 null 0 143 0 0 143 
15 null 0 1 null 0 0 501 0 501 
Table 6.8: Results for Experiment of Freq_Err(Section II) with comparison on same Freq_Err(overall) 
 
Input Data Output 
Execution 
No  
Error Profile (Freq_Err(Process x) NoErr(x) 
Section 
I 
Section 
II Section III 
Section 
I 
Section 
II Section III Overall
      Process F 
Process 
G 
Process 
H     
Process 
F 
Process 
G 
Process 
H   
1 null null 3 0 0 0 0 574 0 0 574 
2 null null 2 1 0 0 0 381 197 0 578 
3 null null 2 0 1 0 0 381 0 204 585 
4 null null 1 2 0 0 0 196 402 0 598 
5 null null 1 1 1 0 0 196 200 204 600 
6 null null 1 0 2 0 0 196 0 403 599 
7 null null 0 3 0 0 0 0 603 0 603 
8 null null 0 2 1 0 0 0 405 203 608 
9 null null 0 1 2 0 0 0 200 404 604 
10 null null 0 0 3 0 0 0 0 601 601 
Table 6.9: List of Executions with EP for Section III (Freq_Err(x)) with the execution result (NoErr(x)) 
 
 
 
6.3.2.2 Combination of error occurrences with different EP 
These experiments aim to examine the combination of error occurrences with different 
EPs (i.e. the probability of any individual error occurring may be set at low, medium or 
high) and its impact on the inventory inaccuracy measurements. The experiments are 
performed on each individual section in turn. Each execution involves a number of error 
occurrences across the section and each error occurs with a different EP compared to 
others. 
 
(a) Assignment of different EPs in Section I 
Table 6.10 represents the experiment for a combination of different EP across the 
processes in Section I and the results. Each test produces similar results for each of their 3 
executions, e.g. Test A1, Executions 1, 2 and 3 produce NoErr(overall) results of  308, 324 
and 327, respectively. In detail, a similar setup of EPs (1 EP for high level, 1 EP for low 
level and 1 EP for medium level) for Process C (in Execution 1), Process A (in Execution 
2) and Process B (Execution 3) produce NoErr(x) results of  156, 164, and 148, 
respectively.  
Therefore, this experiment determines that similar combinations of EP variables 
assigned with different error occurrences produce similar results for the inventory 
inaccuracy measurement. In other words, all error occurrences in Section I are equally 
independent. Therefore, any error occurrence in Section I has similar characteristics 
regardless of which process, the error is located in. 
  Input Output 
Test Execution No  
Error Profile  NoErr(x) SF NoAdj
Section I Section I  Overall     
    Process  A Process B Process C Process  A 
Process 
B 
Process 
C Overall       
A1 
1 A2(M), A4(L) B3(H) C1(H), C2(L), C3(M) 32 120 156 308 308 0 0 
2 A2(M), A3(H), A4(L) B1(M), B2(L) C4(H) 164 51 110 324 324 0 0 
3 A1(H) B2(H), B3(M), B4(L) C2(L), C3(M) 148 148 31 327 327 0 0 
A2 
4 A3(M) B1(H), B4(H) C1(L) 24 267 4 295 295 0 0 
5 A1(L) B2(M) C2(H), C3(H) 0 26 255 281 281 0 0 
6 A2(H), A4(H) B1(L) C2(M) 252 9 29 290 290 0 0 
A3 
7 A2(M), A3(H), A4(L) B1(M), B2(L) 
C1(H), C2(L), 
C3(M) 165 34 156 354 354 0 0 
8  A2(M), A3(L) B2(H), B3(M), B4(L) C1(L), C3(H), C4(M) 36 161 155 352 352 0 0 
9 A1(L), A2(H), A4(M) B1(L), B2(H), B3(M) C2(M), C3(L) 125 159 16 300 300 0 0 
A4 
10 A2(M), A4(L) B3(H) C1(H), C2(L), C3(M) 16 61 82 159 159 0 0 
11 A2(M), A3(H), A4(L) B1(M), B2(L) C4(H) 74 16 63 153 153 0 0 
12 A1(H) B2(H), B3(M), B4(L) C2(L), C3(M) 65 78 14 156 156 0 0 
A5 
13 A3(M) B1(H), B4(H) C1(L) 15 128 2 144 144 0 0 
14 A1(L) B2(M) C2(H), C3(H) 2 16 117 135 135 0 0 
15 A2(H), A4(H) B1(Low) C2(M) 144 3 12 158 158 0 0 
A6 
16 A2(M), A3(H), A4(L) B1(M), B2(L) 
C1(H), C2(L), 
C3(M) 78 10 66 155 155 0 0 
17  A2(M), A3(L) B2(H), B3(M), B4(L) C1(L), C3(H), C4(M) 15 76 74 164 164 0 0 
18 A1(L), A2(H), A4(M) B1(L), B2(H), B3(M) C2(M), C3(L) 83 80 16 178 178 0 0 
Table 6.10: The experiment set up for combinations of error occurrences with different EP and the results for Section I 
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(b) Assignment of same EP in Section II 
Table 6.11 lists the experiments for Section II with 8 tests. Each test consists of 2 
executions, each with a number of error occurrences in Processes D and E. The first 
execution in each test contains a number of EPs which are set up across the processes in 
Section II, and the EPs in the second execution are set up with the opposite assignment to 
the first execution. (e.g. In Test B1 : EPs in Process D in the Execution 1 is similar to EPs 
in Process E for Execution 2). 
Table 6.11 also lists the results produced from this experiment. The experiment 
produces different results for each respective test and its executions. For example, Test B1 
shows NoErr(Process D) in Execution 1 is 100 and NoErr(Process E) in Execution 2 is 
282 although both errors have been assigned with the same EP. Differences are also 
produced in other inventory inaccuracy measurements: NoErr(overall), SF and NoAdj.  
Hence, this experiment demonstrates that the different combinations of error occurrences 
for Processes D and E in Section II produce different outputs for the inventory inaccuracy 
measurements. This result indicates that the error occurrences in Process D have different 
characteristics to the error occurrences in Process E. 
(c) Assignment of same EP in Section III 
Table 6.12 represents the experiment for Section III with 3 tests (Test C1 for a single 
error occurrence in Section III, Test C2 for a single error occurrence per process in Section 
III and Test C3 for three error occurrences at each process in Section III). This experiment 
is executed in a similar way to the one previously discussed for the occurrence of errors in 
Section I.  
Table 6.12 shows the results produced from this experiment. The experiment produces 
similar results for each respective test and its executions. For example, Test C1 shows the 
NoErr(Process F) in Execution 1 is 241, NoErr(Process G) in Execution 2 is 246 and 
NoErr(Process H) in Execution 3 is 239.  
Tests C1, C2, C3 show that the different combinations of error occurrences in Section 
III give similar outcomes for the inventory inaccuracy measurements and all detailed 
outputs. This means that the same EPs in Section III that are located in different error 
occurrences will produce similar results in the model. In other words, all error occurrences 
in Section III have an equal level of independencies and characteristics. 
 
 
  Input Data Output 
Test Execution No  
EP NoErr(x) SF NoAdj 
Section II Section II Overall     
    Process D Process E Process D Process E Overall       
B1 1 
D2(L), D3(H) E1(M), E2(H) 100 442 542 542 3 450 
2 D1(M), D3(H) E2(L), E3(H) 159 282 441 441 2 357 
B2 3 
D1(H) E2(L), E3(M) 91 216 307 307 2 261 
4 D2(L), D3(M) E1(H) 74 252 326 326 2 291 
B3 5 
D3(M) E2(L) 63 25 88 88 0 0 
6 D1(L) E3(M) 9 190 199 199 1 143 
B4 7 
D2(M), D3(M) E1(M), E3(M) 137 383 520 520 3 448 
8 D1(M), D3(M) E2(M), E3(M) 143 380 524 524 3 443 
B5 
9 D1(H), D2(L), D3(H) E1(M), E2(H) 194 445 639 639 4 548 
10 D1(M), D2(H) E1(H), E2(L), E3(H) 157 540 696 696 4 606 
B6 
11 D1(H) E1(L), E2(L), E3(M) 84 243 327 327 2 277 
12 D1(L), D2(L), D3(M) E1(H) 87 252 338 338 2 291 
B7 
13 D1(M), D2(M), D3(M) E2(L) 197 25 222 222 1 139 
14 D1(L) E1(M), E2(M), E3(M) 10 570 580 580 3 472 
B8 
15 D1(M), D2(L), D3(H) E1(M), E3(H) 168 447 615 615 3 516 
16 D1(M), D3(H) E1(M), E2(L), E3(H) 160 471 631 631 4 577 
Table 6.11: The experiment set up for combinations of error occurrences with different EP and the results for Section II 
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  Input Output 
Test Execution No  
EP NoErr(x) SF NoAdj 
Section III Section III Overall     
    Process F Process G Process H Process F 
Process 
G 
Process 
H       
C1 
1 F2(M) null null 241 0 0 2376 6 1804 
2 null G1(M) null 0 246 0 2381 6 1804 
3   null H4(M) 0 0 239 2374 6 1804 
C2 
4 F5(L) G1(L) H3(M) 52 245 445 2878 6 1804 
5 F3(M) G3(H) H1(L) 240 442 50 2868 6 1804 
6 F1(H) G2(M) H4(H) 459 47 236 2877 6 1804 
C3 
7 
 
F1(L), F3(M), F4(H) G1(H), G2(M), G3(L) H2(M), H3(L), H4(H) 743 720 710 4309 6 1804 
8 F1(H), F2(M), F4(L) G1(L), G2(M), G3(H) H1(L), H2(M), H3(H) 750 710 711 4307 6 1804 
9 F2(H), F3(L), F5(M) G1(M), G2(H), G3(L) H1(H), H2(L), H3(M) 751 721 713 4320 6 1804 
 
Table 6.12: The experiment set up for combinations of error occurrences with different EP and the results for Section III 
 
 149
6.3.2.3 Increment of EP for Individual Error 
This part of the thesis discusses experiments which increase the EP for an error so as 
to show its impact on the inventory inaccuracy measurement. As discussed previously, 
each process under a section is set up with three to five potential errors and each error 
contains an EP which is P(Exi) and %(Exi) for Sections I and III and only P(Exi) for 
Section II. So, this experiment deals with the increments of P(Exi) and %(Exi) for each 
error. Experiments are performed to focus on each section in turn, i.e. Section I, Section II 
or Section III. 
 
(a) Increment of EP in Section I 
Figure 6.1shows the graphs for the increments of P(Exi) for 5 tests. In any individual 
test, the value of %(Exi) is kept constant (at 1%, 2%, etc). The graphs show that while the 
value of P(Exi) increases from 1% to 10%, these experiments have produced consistent 
increments of NoErr(overall). 
Figure 6.2 shows the graphs for experiments that increase the %(Exi) values for 5 tests 
while (in any individual test) the value of P(Exi) is kept constant. The results shown in 
Figure 6.2 indicate an incremental rise in NoErr(Overall) when %(Exi) is increased. This 
result is clear from the graphs for all 5 tests. 
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Figure 6.1: Graph for The Increment of EP (P(Exi)) while %(Exi) is constant 
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Graph for The Increment of EP (P(Exi) with 
%(Exi))
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Figure 6.2: Graph for The Increment of EP (%(Exi)) while P(Exi) is constant 
 
Table 6.13 shows the comparison between the average of EP’s increment for both 
values, P(Exi) and %(Exi). Table 6.13 is produced from the same results as Figure 6.1 and 
Figure 6.2. The first and third rows are the test levels based on the value for P(Exi) or 
%(Exi). The second row represents the average increment of NoErr(overall) between 
executions for each test (based on data in Figure 6.2). The fourth row represents the 
average difference in increments of NoErr(overall) (based on data in Figure 6.1) 
 
Test with P(Exi) 1% 2% 3% 4% 5% Average 
Increment 
of %(Exi)) 
Average increment 
of NoErr(overall)  
10.33 20.33 25 31 52 27.7 
Test with %(Exi) 1% 2% 3% 4% 5% Average 
Increment 
of P(Exi)) 
Average of 
NoErr(overall) 
8.7 19 30.4 44 57 31.8 
Table 6.13: Comparison between average increment within a test for the increment of EP 
 
The last column in Table 6.13 represents the overall average of increments between 
data points in the tests. This comparison determines that the increments of P(Exi) produced 
more NoErr(overall) compared to the increments of %(Exi). Hence, NoErr(overall) is 
slightly more sensitive to changes in %(Exi) than to changes in P(Exi).  
Figure 6.3, Figure 6.4 and Figure 6.5 represents the experiments for the increment 
of P(Exi) between two error locations in this section and the value of %(Exi) is constant. 
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These experiments were performed to determine any similarity of results when errors occur 
in two different locations with the same EPS. Figure 6.3 represents the error A1 and B2 
with P(Exi) incremented by 1% from 1% to 10% whilst %(Exi) is kept constant at 2%. 
Figure 6.4 represents the error B3 and C4 with P(Exi) increased by 2% from 2% to 20%  
whilst %(Exi) is kept constant at 1%. Figure 6.5 represents the error A4 and C2 with P(Exi) 
increased by 2% from 1% to 19% whilst %(Exi) is kept constant at 3%.  
These figures show a close similarity in the results of NoErr(overall) for both errors, 
in each experiment and this is also clear in each of the Figure 6.3, Figure 6.4 and Figure 
6.5 although %(Exi) is different in each.  In conclusion, increasing the EP value produces 
similar results regardless of where the errors occur in Section I.  
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Figure 6.3: Graph for The Increment of P(Exi) in Section I (Error A1 and Error B2) 
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Graph for The Increment of EP for B3 and C4
0
50
100
150
200
250
2 4 6 8 10 12 14 16 18 20
P(Exi)
N
oE
rr
(O
ve
ra
ll)
B3
C4
 
Figure 6.4: Graph for The Increment of P(Exi) in Section  I (Error B3 and Error C4) 
 
 
Graph for The Increment of EP for A4 and C2
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Figure 6.5: Graph for The Increment of P(Exi) in Section  I (Error A4 and Error C2) 
 
(b) Increment of EP in Section II 
The experiments discussed in this section cover the increment of EP in Section II for 
Processes D and E. Four tests are set up for different EPs for errors within each process (as 
shown in the key for Figure 6.6). Two of the tests increase P(Exi) from 0.1% to 1% (with a 
step size of 0.1%) while the other 2 tests increase P(Exi) from 1% to 10% (with a step size 
of 1%). Figure 6.6, Table 6.14 and Table 6.15 show the graphs and the results for this 
experiment. The graphs are linear with NoErr(overall) increasing when the P(Exi) is 
increased in each test.  
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Graph of The Increment of EP in Section II
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Figure 6.6: The Graph of The Increment of EP in Section II 
 
Table 6.14 and Table 6.15 show the numerical increment of values when P(Exi) is 
increased for both 0.1% and 1.0% increments, respectively. Table 6.14 shows the average 
increment between executions is 27 and 102 for Processes D and E, respectively. Table 
6.15 shows the average increment of 233 and 1146 for Process D and E, respectively. 
These results indicate that Process E produces more errors than Process D although the 
values of EP are similar. 
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Value of P(Exi)) 0.1% 0.2% 0.3% 0.4% 0.5% 0.6% 0.7% 0.8% 0.9% 1.0% Average 
Process D 
NoErr 
(Overall) 
30 61 91 124 150 171 197 225 252 276  
Increment 
between 
execution  
 31 30 33 26 21 26 28 27 24 27 
Process E 
NoErr 
(Overall) 
100 208 306 405 512 606 714 819 918 1019  
Increment 
between 
execution  
 108 98 99 107 94 108 105 99 101 102 
Table 6.14: Comparison between increment of  NoErr(overall) within a test for the increment (0.1%) of EP for Section II 
 
Value of P(Exi)) 1% 2% 3% 4% 5% 6% 7% 8% 9% 10% Average 
Process D 
NoErr 
(Overall) 
276 482 765 973 1222 1453 1666 1908 2100 2371  
Increment 
between 
execution  
 206 283 208 249 231 213 242 192 271 233 
Process E 
NoErr 
(Overall) 
1019 2077 3126 4187 5347 6429 7541 8820 9980 11337  
Increment 
between 
execution  
 1058 1049 1061 1160 1082 1112 1279 1160 1357 1146 
Table 6.15: Comparison between increment of NoErr(overall) within a test for the increment (1%) of EP for Section II 
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(c) Increment of EP in Section III 
Figure 6.7 shows the graphs for the increment of P(Exi) for 3 tests. The value of 
%(Exi) is kept constant at 10%, 15% or 20% for each respective test. All tests show the 
consistent increment of NoErr(overall) while the value of P(Exi) increases from 1% to 
10%. 
Figure 6.8 shows the graphs for the increment of %(Exi) for 3 tests while the value of 
P(Exi) is kept constant for each test at either 1%, 3% or 5%.  For example, in Test 1, 
P(Exi) = 1% and %(Exi) is increased from 2% to 20%. All 3 tests show incremental 
increases in the resulting values of NoErr(overall).  
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Figure 6.7: Graph for the Increment of EP (P(Exi)) while %(Exi) is constant 
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Graph for The Increment of EP %(Exi) with P(Exi) 
constant in Section III
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Figure 6.8: Graph for the Increment of EP (%(Exi)) while P(Exi) is constant 
 
Table 6.16 and Table 6.17 show the comparison between the average of EP’s 
increment for both value, P(Exi) and %(Exi). The first row is the test level based on the 
value for P(Exi) or %(Exi). The second and fourth rows represent the NoErr(overall) for 
each execution. The third and fifth rows represent the increase in NoErr(overall) from the 
previous execution. 
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Execution with P(Exi)) or 
%(Exi) 
2% 4% 6% 8% 10% 12% 14% 16% 18% 20% Average 
Increment 
of %(Exi) 
NoErr 
(overall) 
4 254 257 449 510 605 737 814 912 1014  
Increase in errors 
between executions 
 250 3 192 61 95 132 77 98 102 112 
Increment 
of P(Exi) 
 
NoErr 
(overall) 
94 189 283 380 476 573 667 763 860 962  
Increase in errors 
between executions 
 95 94 97 96 97 94 96 97 102 96 
Table 6.16: Comparison of increases in NoErr(overall) within a test for the increment (2%) of EP for Section III 
 
Execution with P(Exi)) or 
%(Exi) 
2% 3% 4% 5% 6% 7% 8% 9% 10 11% Average 
Increment 
of %(Exi) 
NoErr 
(overall) 
3 241 251 251 254 309 445 492 505 529  
Increase in errors 
between executions 
 238 10 0 3 55 136 47 13 24 58 
Increment 
of P(Exi) 
 
NoErr 
(overall) 
100 150 203 251 299 347 397 446 496 544  
Increase in errors 
between executions 
 50 53 48 48 48 50 49 50 48 49 
Table 6.17: Comparison of increases in NoErr(overall) within a test for the increment (1%) of EP for Section III 
The last column in Table 6.16 shows the average increase between executions for 
increments of both %(Exi) and P(Exi) with the results 112 and 96, respectively. Table 6.17 
also shows that increasing %(Exi) produces more NoErr(overall) than increasing of P(Exi). 
These results indicate that changes to %(Exi) have more impact on the value of 
NoErr(overall) than changes to the value of P(Exi) do. 
Figure 6.9, Figure 6.10 and Figure 6.11 represent the experiments for the increment of 
P(Exi) between two error locations in Section III whilst the value of %(Exi) is kept 
constant. These experiments are performed to determine if there are similarities in the 
results when errors occur in two different locations with the same EPs. Figure 6.9 
represents the errors F2 and H1 with P(Exi) increased by 1% from 2% to 11%  whilst 
%(Exi) is kept constant at 3%. Figure 6.10 represents the error G3 and H3 with P(Exi) 
increased by 1% from 2% to 11% whilst %(Exi) is kept constant at 4%. Figure 6.11 
represents the error F2 and G1 with P(Exi) increased by 1% from 1% to 10%  whilst 
%(Exi) is kept constant at 10%.  
These figures show very similar results of NoErr(overall) for both errors, in each 
experiment.  In conclusion, the increments of EP value produced similar results regardless 
of where the errors occur in Section III.  
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Figure 6.9: Graph for The Increment of P(Exi) in Section  III (Error F2 and Error H1) 
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Figure 6.10: Graph for The Increment of P(Exi) in Section  III (Error G3 and Error H3) 
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Figure 6.11: Graph for The Increment of P(Exi) in Section III (Error F2 and Error G1) 
6.3.3 Conclusion of EP  
The experiment for EP in the overall model, show that EP has a significant impact on 
the inventory inaccuracy measurement in both processes and sections. Any changes of EP 
at Section I or II will produce more significant impact on the whole model than changes of 
EP in Section III. The setup of EP in Section III shows its independency from the other 
components in the model since Section III is the last part of the model.  
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The experiment for combination of error occurrences with same EP conclude that EP 
at any process in Sections I and III shows similar characteristics in their section regardless 
the location of occurrence. But EP for Processes D and E in Section II shows different 
characteristics. EP in Process D is dependent on EP in Process E but the inverse of this 
dependency is not true.  
The experiment for combination of different EP in any process shows similar 
characteristics to combinations of EP when the combination occurred in Section I and III. 
The experiment for individual errors indicates that increasing the EP value produces 
similar results regardless of where the errors occur in Section I and III. In Section II, 
Process E produces more errors than Process D although the values of EP are similar.   
For EP variables (P(Exi) and %(Exi)),  increment of P(Exi) produces more errors than 
increment of %(Exi) in Section I but for Section III, increment of %(Exi) produces more 
errors than increment of P(Exi).  
6.4 Customer Order Profile (COP) 
The objective of this part of the thesis is to discuss the COP characteristics in the 
inventory inaccuracy simulation model. A number of experiments are generated with the 
various combinations of COP variables and other profiles: ISP, EP and BCP. The 
experiment results are analysed within the inventory inaccuracy measurement context 
(NoErr(x), SF and NoAdj). As in previous experiments, the results for each test are based 
on the model being run for 20 replications. 
6.4.1 COP variables: Orderqty and ArrivalTime 
This part of the thesis discusses the characteristics of COP with its variables and other 
profiles fixed to constant values. There are two variables under COP: OrderQty and 
ArrivalTime which are mentioned in Chapter 3. Various combinations of these values are 
examined in the experiments to demonstrate the COP variables characteristics in the 
simulation model.  
6.4.1.1 COP with Increment of Orderqty 
This part of the thesis discusses the influence that variations in OrderQty have on the 
simulation model and their effect on the inventory inaccuracy measurements. Table 6.18 
lists description of various setup of COP tests and Figure 6.12 shows the result of these 
tests.  In these experiments, different distributions have been used to show that this type of 
variation in OrderQty does not affect the working or performance of the model. Uniform, 
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Normal and Poisson distributions have been considered in these experiments for the 
OrderQty value. The value of ArrivalTime uses the Poisson distribution as this distribution 
is the most commonly used for arrival processing (Law and Kelton, 1991). 
 
 Test No OrderQty ArrivalTime 
1 
Increment of Orderqty value for 
Uniform(1,9), Uniform(2,10), …, 
Uniform(10, 18)  
ArrivalTime is constant at 
Poisson(24) hours 
2 
Increment of Orderqty value for 
Normal(3,1), Normal(5,1), …, 
Normal(21, 1)  
ArrivalTime is constant at 
Poisson(3) hours 
3 
Increment of Orderqty value for 
Poisson(1), Poisson(2), …, 
Poisson(10)  
ArrivalTime is constant at 
5 hours 
4 
Increment of Orderqty value for 
Poisson(1), Poisson(2), …, 
Poisson(10)  
ArrivalTime is constant at 
2 hours 
5 
Increment of Orderqty value for 
Uniform(1,4), Uniform(1,5), …, 
Uniform(1, 13)  
ArrivalTime is constant at 
Poisson(48) hours 
Table 6.18: The list of COP tests and descriptions 
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Figure 6.12: The graph for various set up of COP tests 
 
Figure 6.12 shows changes in the calculated NoErr(overall) in all tests when the 
OrderQty values are increased. All tests are set up for 5000 orders and results in Figure 
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6.12 show that NoErr(overall) also increases. When the OrderQty is increased, the 
NoErr(overall) also increases.  
Figure 6.13 and Figure 6.14 show the graphs for similar type of experiments but 
within a limited time of executions. Two tests in Figure 6.13 consist of executions under 
24,000 hours and 120,000 hours execution time. Both tests produced similar results since 
all executions are performed within the execution time and all orders are fulfilled.  
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Figure 6.13: The graph for COP Test (increment of OrderQty) within a execution time versus 
NoErr(overall) (comparison for Test 1 and Test 2) 
 
Figure 6.14 shows the experiment that produces different results compared to the 
results in Figure 6.13. Both tests are set up for 5000 orders of which Test 4a represents the 
execution for 24,000 hours of execution time and Test 4b for 120,000 hours. The graph for 
Test 4a shows that each execution produces less NoErr(overall) when compared to Test 
4b, due to the shorter execution time allocated. The increment of OrderQty in both tests 
produces increases in NoErr(overall) since the accumulative number items in the model 
also increased. But the increment of OrderQty does not have any impact on the No_CO 
that are fulfilled in each execution as shown in Figure 6.15. 
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Figure 6.14: The graph for COP Test (increment of OrderQty) within a execution time versus 
NoErr(overall) (comparison for Test 4a and Test 4b) 
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Figure 6.15: The graph for COP Test (increment of OrderQty) within a execution time versus 
No_CO (comparison for Test 4a and Test 4b) 
 
6.4.1.2 COP with Increment of ArrivalTime 
This part of the thesis discusses the increment of ArrivalTime in the simulation model 
and its effect on the inventory inaccuracy measurements. Each experiment consists of two 
tests. In the first test, all executions are performed under 24,000 hours of execution time 
while 120,000 hours are used in the second test. Figure 6.16 and Figure 6.17 represent the 
experiments related to the increment of ArrivalTime with No_CO = 5000. Figure 6.16 
shows the graph for NoErr(overall) while Figure 6.17 shows the graph for No_CO. The 
graphs for Test 1a in Figure 6.16 and Figure 6.17 represent the test under 24,000 hours of 
execution time while the graphs for Test 1b for 120,000 hours.  
The graph for Test 1a in Figure 6.16 and Figure 6.17 show the reduced NoErr(overall) 
and No_CO, respectively when the ArrivalTime is increased throughout the test. These 
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results are due to the reduction No_CO fulfilled within the execution time of 24,000 hours 
as shown in Figure 6.17. 
The graph for Test 1b for both figures show similar results for NoErr(overall) when 
the value of ArrivalTime is increased. All orders are fulfilled under 120,000 hours of 
execution time.  This result is also produced in another experiment as shown in Figure 6.18 
and Figure 6.19.  
These experiments indicate the ArrivalTime from COP has an impact on No_CO 
fulfilled and NoErr(overall) when the execution time is considered for model execution.  
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Figure 6.16: The graph for COP Test (increment of ArrivalTime) within a execution time versus 
NoErr(overall) (comparison for Test 1a and Test 1b) 
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Figure 6.17: The graph for COP Test (increment of ArrivalTime) within a execution time versus 
No_CO (comparison for Test 1a and Test 1b) 
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Figure 6.18: The graph for COP Test (increment of ArrivalTime) within a execution time versus 
NoError(overall) (comparison for Test 2a and Test 2b) 
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Figure 6.19: The graph for COP Test (increment of ArrivalTime) within a execution time versus 
No_CO (comparison for Test 2a and Test 2b) 
 
Therefore, from the 6.4.1.1 and 6.4.1.2 discussion, COP variables show distinct 
characteristics. The increment of OrderQty gives an impact to the NoErr(overall) but there 
are no changes to No_CO. The increment of ArrivalTime reduces the No_CO fulfilled in 
the execution and NoErr(overall) if there is a constraint to complete the required orders 
due to a limited time execution. 
6.4.2 COP: relationship with EP 
This part of the thesis discusses the relationships between COP and EP within the 
inventory inaccuracy measurement context (in terms of NoErr(x), SF and NoAdj). All other 
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profiles are fixed to constant values. One experiment is performed to determine the 
relationship through EP for three sections in the model.  
The experiment is set up with 6 levels of OrderQty and 6 levels of ArrivalTime as 
shown in Table 6.19. Each test is carried out with 1 level of OrderQty and has 6 executions 
(one for each RL) for the increment of OrderQty experiment and otherwise for the 
increment of ArrivalTime experiment. 
 
Level OrderQty 
ArrivalTime 
(Hours) 
L1 N(4,3) 1 
L2 N(5,4) 3 
L3 N(7,5) 5 
L4 N(8,6) 7 
L5 N(9,7) 9 
L6 N(10,8) 11 
Table 6.19: Levels for OrderQty and ArrivalTime 
 
6.4.2.1 Increment of OrderQty  
Figure 6.20, Figure 6.21 and Figure 6.22 represent the results of the tests with 
increment of OrderQty for Sections I, II and III, respectively. The figures show the 
increase of NoErr(x) in each process. The increase of NoErr(x) is as anticipated because 
when the OrderQty value is increased from Test 1 to Test 6, the number of bulk items 
required also increases, and all individual items will be allocated in the picking area. So, 
the increment of OrderQty affects all sections and processes in the model.  
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Figure 6.20: Graph for Test versus Average(NoErr(Process X)) in Section I 
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Figure 6.21: Graph for Test versus Average(NoErr(Process X)) in Section II 
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Figure 6.22: Graph for Test versus Average(NoErr(Process X)) in Section III 
 
Figure 6.23 represents the average of percentage of NoErr(x) over Parts Out for 
Sections I, II, III and overall. All lines show consistent results between tests. This means 
that in the all sections the increment of OrderQty does not have an impact on NoErr(x) in 
all sections. 
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Figure 6.23: Graph for Tests with Incremental OrderQty versus Average(NoErr(Process X))/Parts 
Out 
6.4.2.2 Increment of RL 
Figure 6.24, Figure 6.25 and Figure 6.26 represent the results of the tests with 
incremental ArrivalTime for Sections I, II and III, respectively. The figures show in each 
process, NoErr(x) is consistent within a small range of values. This consistency of 
NoErr(x) is as anticipated because the number of items that go to the model is similar for 
all test (OrderQty is constant for all tests). So, the increment of ArrivalTime does not have 
an impact on all sections and processes in the model.  
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Figure 6.24: Graph for Test versus Average(NoErr(Process X)) in Section I 
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Figure 6.25: Graph for Test versus Average(NoErr(Process X)) in Section II 
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Figure 6.26: Graph for Test versus Average(NoErr(Process X)) in Section III 
 
Figure 6.27 represents the average of percentage of NoErr(x) over Parts Out for 
Sections I, II, III and overall. All lines show consistent results between tests. This means 
the increment of ArrivalTime does not have an impact to NoErr(x) in all sections. 
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Figure 6.27: Graph for Tests with Incremental ArrivalTime versus Average(NoErr(Process 
X))/Parts Out 
 
6.4.3 COP: Relationship with ISP 
This part of the thesis discusses the relationships between COP and ISP. Experiments 
are set up with a number of tests where ISP is increased in each test. Nine tests are 
involved in these experiments and the description of each test is shown in Table 6.20 and 
Table 6.21 lists the level of SizeBulkItems and LT for these experiments. Each experiment 
consists of tests with a different value of COP while each test shows an increment of ISP 
values in each execution. 
Figure 6.28, Figure 6.29 and Figure 6.30 show the results of the experiments. Figure 
6.28 represents the tests with the same value of COP but incremental values of ISP which 
produced a range of output values. Test 1 produces the results between 326 and 349; Test 2 
produces the results between 355 and 386; and Test 3 produces the results between 387 
and 421. The increment of COP value between the tests produced the increases in the result 
range. All executions in each test produced similar results although they are performed 
with different ISP. This similarity also occurs in Figure 6.29. The setup of Figure 6.30 is 
slightly different as LT is constant throughout the test but the results from the executions 
also fall within a similar range. 
Therefore, these experiments with various combinations of COP and ISP values 
produce similar results within a small range. The increment of ISP for COP therefore does 
not have any impact on results for inventory inaccuracy measurement (NoErr(overall)).  
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Experiment Test Description 
COP#1 Test 1, 
Test 2 
and Test 
3 
Increment of OrderQty from Unif(2,10) for Test 1, 
Unif(3,10) for Test 2 and Unif(4,10) for Test 3. 
ArrivalTime constant at poisson(24) 
ISP increased from L1 to L10 for both variables : 
SizeBulkItems, LT 
COP#2 Test 4, 
Test 5 
and Test 
6 
Increment of OrderQty from norm(5,1) for Test 4, 
norm(7,1) for Test 5 and norm(9,1) for Test 6. 
ArrivalTime constants at poisson(3) 
ISP increased from L1 to L10 for both variables : 
SizeBulkItems, LT 
COP#3 Test 7 
and Test 
8 
Test 7: OrderQty constants at norm(9,1), ArrivalTime 
constants at poission(3). ISP: SizeBulkItems from L1 to 
L10 and LT constants at 5 
Test 8: OrderQty constants at unif(4,10), ArrivalTime 
constants at poisson(24). ISP: SizeBulkItems from L1 to 
L10 and LT constants at 9 
Table 6.20: Descriptions of the experiments for the relationships between COP and ISP 
 
  SizeBulkItems LT 
L1 500 10 
L2 750 9 
L3 1000 8 
L4 1500 7 
L5 2000 6 
L6 2500 5 
L7 2750 4 
L8 3000 3 
L9 3500 2.5 
L10 4000 2 
Table 6.21: Level of SizeBulkItems and LT  
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Figure 6.28: Graph for different levels of ISP versus COP for Tests 1, 2 and 3 
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Figure 6.29: Graph for different levels of ISP versus COP for Tests 4, 5 and 6 
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Figure 6.30: Graph for different levels of ISP versus COP for Tests 7 and 8 
6.4.4 COP: Relationship with BCP 
This part of the thesis discusses the experiments to determine any relationships 
between COP and BCP in the inventory inaccuracy measurement context. These 
experiments are set up with a number of tests that consist of various combinations of  COP 
and BCP in different tests. Table 6.22 lists the experiment descriptions and Figure 6.31, 
Figure 6.32 and Figure 6.33 show the graphs that represent the results of the experiments.  
 
Experiment Test Description 
COP#1 Test 1, Test 2 and 
Test 3 
COP: Increment of OrderQty from unif(2,10) for 
Test 1, unif(3,10) for Test 2 and unif(4,10) for Test 3. 
ArrivalTime constants at poisson(24) 
BCP: BinCapLvl increased from Execution 1 to 
Execution 10 for all tests and RT constant at a value 
COP#2 Test 4, Test 5 and 
Test 6 
Increment of OrderQty from norm(5,1) for Test 4, 
norm(7,1) for Test 5 and norm(9,1) for Test 6. 
ArrivalTime constants at poisson(12) 
BCP: BinCapLvl constant at a level but RL increased 
from Execution 1 to Execution 10.  
COP#3 Test 7, Test 8 and 
Test 9 
All tests set up with different value. Each test 
consists of constant COP but increment value for 
BCP 
 
Table 6.22:  Description for the experiment of relationship between COP and BCP 
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Figure 6.31 represents the experiment COP#4 which involves the increment of COP 
between the tests and increment of BinCapLvl value of BCP within a test. Each test 
produces results where NoErr(overall) lies within a range. The results in Test 1 fall in the 
range of 356 to 412, Test 2 within a range of 368 to 415 and Test 3 produces results 
between 383 and 426. This means that the increment of BinCapLvl in each test does not 
have any impact on the inventory inaccuracy measurement. 
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Figure 6.31: Graph for different levels of BCP versus COP for Tests 1, 2 and 3 
 
Figure 6.32 Figure 6.33 represents the graphs for Experiment COP#5. These 
experiments consist of 3 tests with an increment of OrderQty for norm(5,1), norm(7,1) and 
norm(8,1). The RL in each test is decreased by 10 from 300 for 10 executions. The results 
for each test produce fairly constant results for NoErr(overall). The results for Test 4 fall in 
the range of 271 to 298, Test 5 falls in the range of 380 to 411 and Test 6 produced the 
results within the range of 431 to 457. The variations in results between each of the ranges 
are caused by the COP and do not come from the BCP. So, the decrease of RL does not 
give any impact to NoErr(overall) for this type of experiment set up.  
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Figure 6.32: Graph for different levels of BCP versus COP for Tests 4, 5 and 6 
 
Figure 6.33 represents the graphs for Experiment COP#6. This experiment consists of 
3 tests with an increment of OrderQty for Poisson(9), Poisson(15) and Poisson(25). Both 
values for BCP are increased from first execution to last execution with different 
incremental levels. Although there is a different setup of tests for this experiment 
compared to Executions COP#4 and COP#5, it produces similar types of result that fall in 
a small range of values for each test. An increment of BCP for this experiment does not 
have any impact to the inventory inaccuracy measurement (NoErr(overall)).  
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Graph for Different Level of BCP versus Different COP
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Figure 6.33: Graph for different levels of BCP versus COP for Tests 7, 8 and 9 
 
Therefore, these experiments with various COP and BCP values produced similar 
results within a small range of NoErr(overall).  
6.4.5 Conclusion of COP 
The increment of both variables in COP (OrderQty and ArrivalTime) does not have 
an impact on the inventory inaccuracy measurement unless the execution time is set up for 
a limited duration. These variables also do not have an impact on NoErr(Process x) and 
NoErr(overall) for each process (EP) in the model. Similar results are also produced for 
the relationship of COP with ISP and BCP. No impact is shown for any changes in both 
profiles.  
6.5 Bin Capacity Profile (BCP) 
This part of the thesis discusses the BCP characteristics in the inventory inaccuracy 
simulation model. Experiments are performed with BCP variables and 2 other profiles – 
ISP and EP. The relationship between BCP and COP has been discussed in 6.4.4. BCP 
consists of two variables: BinCapLvl  and RL. Both variables are related to the 
SizeBulkItems variable from ISP. These experiments are associated with the inventory 
inaccuracy measurements NoErr(x), SF and NoAdj. These three outputs are used in the 
following experiments. 
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6.5.1 BCP: Its variables 
This part of the thesis discusses the characteristics of BCP when its variables and all 
other profiles are fixed to constant values. Two experiments are performed to determine 
characteristics of BCP and its variables.   
6.5.1.1 BCP with Increment of BinCapLvl 
This experiment is to determine whether any changes in BinCapLvl have any impact 
on the inventory inaccuracy measurement. The experiment divides BinCapLvl into 6 levels 
and RL into 5 levels. Each test is performed with 6 levels of BinCapLvl while the RL value 
is different for each test. Figure 6.34 represents the result for the experiment. 
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Figure 6.34: The graph for experiment of BCP with its variable (increment of BinCapLvl) 
 
Figure 6.34 shows that increases in BinCapLvl reduce the NoErr(overall) in each test. 
These results are repeated in all the tests although the RL value is different in each test. 
Hence, the higher level of BinCapLvl has potential to reduce NoErr(overall) in the model.  
Figure 6.35 represents the experimental results for the inventory inaccuracy, NoAdj. 
Tests 1, 2 and 3 show that NoAdj is reduced when BinCapLvl increases from 70% to 120% 
of SizeBulkItems. From Test 1 to Test 5 which are set up with increasing values of RL, 
NoAdj is reduced when RL is increased. Tests 4 and 5 indicated that at a certain level of 
BinCapLvl and RL, they produce NoAdj = 0. This is due to the higher level of RL (in this 
case 20% and 25% of SizeBulkItems) which reserves enough items in stock to fulfill 
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customer order. The consequence of this situation is the possibility of occurrences of 
item’s shortage is zero (NoAdj = 0). 
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Figure 6.35: Graph for Tests of Increment BinCapLvl versus NoAdj 
6.5.1.2 BCP with Increment of RL 
This experiment is to determine whether any change in RL  has an impact on the 
inventory inaccuracy measurement. The experiment consists of 6 tests where each test is 
performed with 5 levels of RL (level increased from 5% to 25%). Figure 6.36 represents 
the results for the experiment. Each line in Figure 6.36 shows the increase of 
NoErr(overall) when the RL level is increased. These results indicated that low levels for 
RL have less potential to produce NoErr(overall) in the model execution. The higher level 
of RL will cause an increase in the number of items going to Process D (Twilight area) and 
therefore will increase the potential of error occurrences to these items.   
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Figure 6.36: Graph for Test of Increment of RL versus NoErr(overall) 
 
Figure 6.37 represents the results for the experiment based on the SF measurement. 
Each line in Figure 6.37 shows an increase of SF when the RL level is increased. These 
results indicate that higher levels for RL (e.g 25%) have the potential to reduce SF in the 
model execution. This is as anticipated because a higher level of RL reserves more items in 
the picking bin and directly reduces the potential of shortage occurring.  
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Figure 6.37: Graph for Tests of Increment of RL with SF value 
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6.5.2 BCP: relationship with EP 
This part of the thesis discusses the relationship between BCP and EP where all other 
profiles are fixed to constant values. Two experiments are performed to determine the 
relationship through EP for three sections in the model.  
Both experiments are set up with 6 levels of BinCapLvl and 4 levels of RL as shown in 
Table 6.23. The experiments are set up with different EP. Each test is carried out with 1 
level of BinCapLvl and has 4 executions (one for each RL level). Figure 6.38 and Figure 
6.40 represent the results for the experiments. Figure 6.38, Figure 6.40 and Figure 6.42 for 
Experiment 1 and others for Experiment 2. The points plotted in each test are the average 
NoErr(x) from 4 executions. 
Level *Bin CapLvl *RL  
L1 70% 5% 
* % of 
SizeBulkItems 
L2 
80% 
10%
L3 90% 15%
L4 100% 20%
L5 110%  
L6 120%  
Table 6.23: Levels for BinCapLvl and RL 
6.5.2.1 Increment of BinCapLvl  
Figure 6.38 and Figure 6.39 represent the results of EP from Section I. Both figures 
show there is no change in NoErr(x) for Processes A, B and C even though there are 
increments in the value for BinCapLvl. 
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Figure 6.38: Graph for Test versus Average(NoErr(Process X)) in Section I for Experiment 
BCP_EP#1 
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Figure 6.39: Graph for Test versus Average(NoErr(Process X)) in Section I for Experiment 
BCP_EP#2 
Figure 6.40 and Figure 6.41 represent the results for Section II which consists of 
Processes D and E. Process D shows decreasing NoErr(Process D) when BinCapLvl is 
increased between tests. But there are no changes for Process E. Hence, only 
NoErr(Process D) are affected by the increment of BinCapLvl. These results are as 
anticipated because when BinCapLvl is decreased, more items will go to Process D 
(Twilight Area). In any process, NoErr(x) has a potential to increase when the number of 
items that go to that process are increased.  This effect can also be seen in the discussion at 
6.5.2.2. 
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Figure 6.40: Graph for Test versus Average(NoErr(Process X)) in Section II for Experiment 
BCP_EP#1 
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Graph for Test versus Average(NoErr(Process X)) in Section II for 
Experiment BCP_EP#2
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Figure 6.41: Graph for Test versus Average(NoErr(Process X)) in Section II for Experiment 
BCP_EP#2 
 
Figure 6.42 and Figure 6.43 represent the result of EP in Section III for both 
experiments respectively. Each process shows that NoErr(x) produced in every test is 
nearly constant with a difference of only 1 or 2 errors. Therefore, any changes in 
BinCapLvl do not have an impact on NoErr(x) for any process in Section III.  
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Figure 6.42: Graph for Test versus Average(NoErr(Process X)) in Section III for Experiment 
BCP_EP#1 
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Figure 6.43: Graph for Test versus Average(NoErr(Process X)) in Section III for Experiment 
BCP_EP#2 
6.5.2.2 Increment of RL 
Figure 6.44 and Figure 6.51 represent the results from the experiment related to the 
increment of RL. The increment of RL is executed for 6 different levels of BinCapLvl in 6 
tests. The figures show the NoErr(x) produced in each test.  
Figure 6.44, Figure 6.45 and Figure 6.46 show the results for NoErr(x) in Section I. 
Consistent results are produced in which NoErr(x) lies between 0 and 2 errors, and 
therefore increasing RL does not have an impact on NoErr(x) in Section I. Figure 6.47 and 
Figure 6.48 show the results for Section II. Figure 6.47 for Process D shows 
NoErr(Process D) increases when RL is increased. But there are no changes in Figure 6.48 
for Process E and NoErr(Process E) lies between 74 and 77. Figure 6.49, Figure 6.50 and 
Figure 6.51 represent the results for EP in Section III, with only slight variations in 
NoErr(x) being produced for the RL in each test. Therefore, the increment of RL in this 
experiment does not have an impact on NoErr(x) in Section III. Therefore overall, the 
increment of RL only affects NoErr(x) for Process D.  
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Figure 6.44: Graph for NoErr(Process A) for Different RL for Experiment BCP_EP#1 
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Figure 6.45: Graph for NoErr(Process B) for Different RL for Experiment BCP_EP#1 
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Figure 6.46: Graph for NoErr(Process C) for Different RL for Experiment BCP_EP#1 
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Figure 6.47: Graph for NoErr(Process D) for Different RL for Experiment BCP_EP#1 
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Figure 6.48: Graph for NoErr(Process E) for Different RL for Experiment BCP_EP#1 
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Figure 6.49: Graph for NoErr(Process F) for Different RL for Experiment BCP_EP#1 
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Figure 6.50: Graph for NoErr(Process G) for Different RL for Experiment BCP_EP#1 
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Figure 6.51: Graph for NoErr(Process H) for Different RL for Experiment BCP_EP#1 
6.5.3 BCP: relationship to ISP 
This part of the thesis discusses the relationship between BCP and ISP in the 
simulation model within the inventory inaccuracy measurement context. Experiments are 
performed with different values of BinCapLvl and RL which are based on a percentage of 
SizeBulkItems as shown in Table 6.24. 
The level of BinCapLvl begins at 50% of SizeBulkItems and is then increased by 10% 
for the following levels and RL starts at 5% of the SizeBulkItems and is increased by 5% 
for the following levels, L2, L3 and L4. There are 8 levels for BinCapLvl and 4 levels for 
RL. 
Level BinCapLvl RL 
L1 50% 500 5% 50 
L2 60% 600 10% 100 
L3 70% 700 15% 150 
L4 80% 800 20% 200 
L5 90% 900     
L6 100% 1000     
L7 110% 1100     
L8 120% 1200     
SizeBulkItems = 1000 
Table 6.24: Level of BCP 
 
An experiment is performed for two tests which involve BinCapLvl for L1 to L8 and 
L1 for RL. 
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Table 6.25 shows the results for both tests. In Execution 1 of simulation model for 
both tests, the NoErr(overall) values are 122 and 1173, respectively. When BinCapLvl 
increases to 10% for Execution 2, the NoErr(overall) values are reduced to 112 and 1061, 
respectively. Similar reductions are achieved in Execution 3 to Execution 6 for both tests. 
When BinCapLvl is increased, fewer items go to Process D and therefore fewer errors are 
identified. In Execution 6, the BinCapLvl value is equal to SizeBulkItems and starting at 
this point, the following executions show all results are constant at a value. Executions 7 
and 8 show NoErr(Process D) equal to 0 since no items go to Process D. This experiment 
indicates the role of BinCapLvl associated with SizeBulkItems have an impact on 
NoErr(overall).  
 
Test Code :  BCap_01 Test Code :  BCap_02 
Execution 
No  
NoErr  
(overall) 
Process 
D 
Process 
E 
 
Execution 
No  
NoErr 
(overall)
Process 
D 
Process 
E 
 
1 122 40 79  1 1173 411 732 
2 112 30 78  2 1061 298 727 
3 108 23 83  3 984 224 733 
4 99 14 81  4 905 153 724 
5 94 8 83  5 830 75 728 
6 88 1 83 6 765 8 732 
7 87 0 83 7 764 0 732 
8 87 0 83 8 764 0 732 
Table 6.25: BCP Tests: NoErr(overall), NoErr(Process D) and NoErr(Process E) 
 
The previous discussion only covers the test with one RL value. Figure 6.52 represents 
4 tests with different RL values. These tests are each set up with a different RL value but 
produced similar results in which NoErr(overall) is reduced when BinCapLvl is increased. 
Figure 6.53 is produced from the same tests as in Figure 6.52. But this figure shows 
increases in NoErr(overall) when RL is increased in each test. The increment of RL will 
cause an increase in the number of items going to Process D in all tests. These results are 
similar to the discussion related to Table 6.24. 
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Figure 6.52: Graph for tests with increment of BinCapLvl 
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Figure 6.53: Graph of NoErr(overall) for Tests with increment of  RL 
 
The following discussion shows a relationship between BCP and ISP based on the SF 
measurement. Two experiments are performed and Table 6.26 and Table 6.27 represent the 
results. For example, in Table 6.26, the test of BinCapLvl = L1 and RL = L1 produces SF = 
3. The SF value is reduced to 2 when RL = L2 and RL = L3 and SF = 0 when RL = 4.  The 
reduction of SF value occurs in all tests for both experiments. These results indicate that 
for any level of BinCapLvl, the higher RL values produce less SF. 
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  RL 
   L1 L2 L3 L4 
B
in
C
ap
Lv
l 
L1 3 1 1 0 
L2 3 1 1 0 
L3 2 1 1 0 
L4 2 1 0 0 
L5 2 1 0 0 
L6 2 1 0 0 
Table 6.26: Experiment #1 for BinCapLvl with RL and produced the SF results 
 
  RL 
  L1 L2 L3 L4 
B
in
C
ap
Lv
l 
L1 1 0 0 0 
L2 1 1 0 0 
L3 1 0 0 0 
L4 1 0 0 0 
L5 1 0 0 0 
L6 1 0 0 0 
Table 6.27: Experiment #2 for BinCapLvl with RL and produced the SF results 
 
The previous discussion indicates that there is a relationship between BCP and ISP 
since both profiles deal closely with the flow of items in the warehouse operations. Tests 
have shown that BCP plays a role in reducing the NoErr(overall). Regardless of the 
costing issue for Bin Capacity, the optimum size of bin capacity should be identified to 
improve the inventory inaccuracy problems, i.e. by minimizing the number of items going 
to the twilight area. So the relationship between SizeBulktems and BCP plays a role in 
minimizing the number of potential errors occurring in Section II. 
6.5.4 Conclusion for BCP 
The experiment dealing with BCP variables relates to the level of items in the 
picking bin. The value of BinCapLvl will indicate the number of items going to Process D. 
The increasing number of items passing through Process D will increase the potential for 
high NoErr(overall) while the value of RL determines the number of item reserves in the 
picking bin. The higher level of RL produces less potential of shortage occurrences in the 
execution.  
 A relationship between BCP and EP is identified in Section II in the model. The 
experimental results determine that there is no relationship between BCP and EP in 
Sections I and III. The relationship only involved Process D where the values of the BCP 
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variables determine the number of items going to Process D. The experiment also 
determines that the EP in Process E does not have an impact on BCP.  
 The experiment related to BCP and ISP shows there is a close relationship between 
them. The level of SizeBulkItems from ISP determines the allocation of items in the 
picking bin on each arrival, with the items being either sent to the picking bin (Process E) 
or to the twilight area (Process D). This allocation is directly associated with the value of 
the BCP variables. The amount of items in Processes D and E contributes to the inventory 
inaccuracy measurement, NoErr(x), SF and NoAdj.  
6.6 Item Supply Profile (ISP) 
This part of the thesis discusses the effect that the ISP characteristics have on the 
measurement of the inventory inaccuracy in the simulation model. Experiments are 
initially performed with the ISP variables independently and then in combination with the 
EP variables. The ISP consists of two variables: SizeBulkItems and LT. The results of the 
experiments discussed in this chapter are in terms of the measurements NoErr(x), SF and 
NoAdj as discussed below. 
6.6.1 ISP: Its variables 
This part of the thesis discusses the characteristics of ISP through its variables and all 
other profiles are fixed to constant values. 
6.6.1.1 Increment of SizeBulkItems 
This experiment is to determine whether any changes in the value of SizeBulkItems 
have any impact on the inventory inaccuracy measurement. The experiment divides the 
SizeBulkItems into 6 levels and LT into 7 levels as shown in Table 6.28. Each test is 
performed with 6 levels of SizeBulkItems and the LT value is different for each test. Figure 
6.54 represents the results for the experiment. 
Level SizeBulkItems
LT 
(hours)
L1 1000 3 
L2 1500 7 
L3 2000 12 
L4 2500 18 
L5 3000 24 
L6 3500 36 
L7   48 
Table 6.28: Levels of SizeBulkItems and LT 
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Figure 6.54: The graph for experiment of ISP with its variable (increment of SizeBulkItems) 
 
Figure 6.54 shows that increment in the SizeBulkItems produces an increase in 
NoErr(overall) in each test. These results are repeated in all the tests although the LT value 
is different in each test.  Therefore, the higher level of SizeBulkItems has a potential to 
increase NoErr(overall) in the model.  
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Figure 6.55: Graph for Tests of Increment SizeBulkItems versus NoAdj 
 
Figure 6.55 represents the experimental results for the inventory inaccuracy 
measurement, NoAdj. All tests show that NoAdj increases when SizeBulkItems increases 
from 1000 to 3500 items. Both Figure 6.54 and Figure 6.55 indicate that the increment of 
SizeBulkItems causes an increase in NoErr(overall) and NoAdj. These results are as 
anticipated because the increment of SizeBulkItems is related to BinCapLvl. When 
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SizeBulkItems is increased and BinCapLvl remains at a constant level, more items go to 
Process D (Twilight Area). In any process, NoErr(x) has a potential to increase when the 
number of items that go to that process are increased. This effect can also be seen in the 
discussion at 6.6.2.2. 
6.6.1.2 Increase of LT 
This part of the thesis discusses the relationship between LT to the ISP characteristics. 
Figure 6.56, Figure 6.57 and Figure 6.58 represent the results of 6 tests with 7 levels of LT 
on each test. The value of SizeBulkItems is increased in Test 1 to Test 6.  
All figures show similar types of results. The results consistently fall into two 
categories, i.e. the results for tests which are from L1 to L4 are consistent with each other, 
and the results from L6 to L7 are consistent with each other. This is thought to be because 
L1 to L4 are set up with the value less than ArrivalTime (variable from COP) while L6 to 
L7 are greater than ArrivalTime value. Since ArrivalTime for this experiment is a Normal 
distribution of (30,2) hours, L5 produced result in between both results.  
Therefore, this experiment indicates the variation of LT produces consistent NoErr(x), 
SF and NoAdj in the model, but gives different consistent results when LT is greater than 
ArrivalTime. 
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Figure 6.56: Graph for Test of Increase of LT versus NoErr(overall) 
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Figure 6.57: Graph for Test of Increase of LT versus SF 
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Figure 6.58: Graph for Test of Increase of LT versus NoAdj 
 
6.6.2 ISP : relationship with EP 
This part of the thesis discusses the relationship between ISP and EP whilst all other 
profiles are fixed to constant values. This discussion is based on similar results of the 
experiment that has been discussed in 6.6.1. 
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6.6.2.1 Increase of SizeBulkItems  
Figure 6.59, Figure 6.60 and Figure 6.61 represent the results of NoErr(x) in Section I. 
These figures show slightly different results for NoErr(x) between executions in each test. 
These differences are small and are believed to be caused by the random number 
generation from the simulation software. Overall, these figures show there is no change in 
NoErr(x) for Processes A, B and C in Section I even though there are increases in the 
values for SizeBulkItems. 
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Figure 6.59: Graph for Tests versus NoErr(Process A) in Section I 
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Figure 6.60: Graph for Tests versus NoErr(Process B) in Section I 
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Figure 6.61: Graph for Tests versus NoErr(Process C) in Section I 
 
Figure 6.62 and Figure 6.63 show the results for Section II which consist of Processes 
D and E. Process D shows increasing NoErr(Process D) when SizeBulkItems is increased 
between tests. But there are no changes for Process E. Therefore, only NoErr(Process D) is 
affected by the increment of SizeBulkItems. This is as anticipated because there is an 
increase in the number of items that go to Process D when SizeBulkItems is increased and 
BinCapLvl remains at a constant level for all tests. 
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Figure 6.62: Graph for Tests versus NoErr(Process D) in Section II 
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Figure 6.63: Graph for Tests versus NoErr(Process E) in Section II 
 
Figure 6.64, Figure 6.65 and Figure 6.66 represent the results of EP in Section III. 
Each process shows that NoErr(x) produced in every test is nearly constant with a 
difference of only between 0 or 10 items. Therefore, any changes in SizeBulkItems do not 
have an impact on NoErr(x) for any process in Section III.  
 
L1L2
L3L4
L5L6
Test 1Test 2Test 3Test 4
Test 5
Test 6
Test 7
0
400
800
1200
1600
2000
N
oE
rr
(o
ve
ra
ll)
SizeBulkItems
Graph for NoError(Process F) for 6 levels of SizeBulkItems
Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
 
Figure 6.64: Graph for Tests versus NoErr(Process F) in Section III 
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Figure 6.65: Graph for Tests versus NoErr(Process G) in Section III 
 
L1L2
L3L4
L5L6
Test 1Test 2Test 3Test 4Test 5Test 6Test 7
0
400
800
1200
1600
2000
N
oE
rr
(o
ve
ra
ll)
SizeBulkItems
Graph for NoError(Process H) for 6 levels of SizeBulkItems
Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
 
Figure 6.66: Graph for Tests versus NoErr(Process H) in Section III 
6.6.2.2 Increase of LT 
Figure 6.67 to Figure 6.74 represent the results from the experiment related to the 
increase of LT. The increase of LT is executed for 6 levels of SizeBulkItems in 6 tests. The 
figures show NoErr(x) that is produced in each test.  
All figures show similar types of results. The results consistently fall into two 
categories, i.e. the results for tests which are from L1 to L4 are consistent with each other 
and the results from L6 to L7 are consistent with each other. L1 to L4 are set up with the 
value less than ArrivalTime (variable from COP) while L6 to L7 are greater than 
ArrivalTime value. Since ArrivalTime for this experiment is a Normal distribution of (30,2) 
hours, L5 produces result in between both results.  
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Therefore, this experiment indicates the variation of LT produces consistent NoErr(x) 
in each process in the model but produces different consistent results when LT is greater 
than ArrivalTime. 
L1
L2
L3
L4
L5
L6
L7Test
1
Test
2
Test
3
Test
4
Test
5
Test
6
0
50
100
150
200
N
oE
rr
(o
ve
ra
ll)
LT
Graph for NoError(Process A) for 6 levels of SizeBulkItems
Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
 
Figure 6.67: Graph for NoErr(Process A) for Different LT 
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Figure 6.68: Graph for NoErr(Process B) for Different LT 
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Figure 6.69: Graph for NoErr(Process C) for Different LT 
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Figure 6.70: Graph for NoErr(Process D) for Different LT 
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Figure 6.71: Graph for NoErr(Process D) for Different LT 
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Figure 6.72: Graph for NoErr(Process F) for Different LT 
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Figure 6.73: Graph for NoErr(Process G) for Different LT 
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Figure 6.74: Graph for NoErr(Process H) for Different LT 
6.6.3 Conclusion for ISP 
Incremental changes in both variables of ISP (SizeBulkItems and LT) have an impact 
on the inventory inaccuracy measurement. The level of SizeBulkItems is associated with 
the picking bin and incremental changes in its value show an impact on NoErr(x) in 
Process D. The LT values indicate when the items are ready to be allocated to the picking 
area (Processes D and E). The experiments determine that a higher level of LT potentially 
increases the NoErr(overall) and SF. 
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This section also examines the relationships between ISP and EP details on each EP 
in a process. There is no impact of SizeBulkItems related to EP in any process except 
Process D. The level of SizeBulkItems determines the number of items that go to Process D 
and this directly contributes to the value of NoErr(overall) of NoErr(Process D). The level 
of LT does however have an impact on NoErr(x) for each process but this impact is 
associated to ArrivalTime (variable in COP).  
6.7 Summary of the Relationship between Profiles and Its variables 
Table 6.29 summarizes the relationships for all the inventory inaccuracy model 
profiles together with their variables and other profiles. 
 
 EP COP BCP ISP 
EP • Changes of EP in Section I and II have more impact 
on the measurement than Section III.  
• EP in any process in Section I produces similar 
results. 
• NoErr(Process D) is dependent to NoErr(Process E) 
but the inverse of this dependency is not true 
• EP in Section III is proportionate to NoErrOccur(x) 
and has similar potential among processes 
• No impact between 
changes of value COP 
and EP. An impact 
occurred when 
execution was set up 
within limited time of 
execution 
• Increment of BinCapLvl 
and RL only affected 
NoErr(Process D) 
• Increment of SizeBulkItems 
and LT only affected 
NoErr(Process D) 
COP  • No impact between 
changes of value COP 
variables EP. An 
impact occurred when 
execution is set up 
with limited time of 
execution 
• No impact between 
changes of value COP 
and BCP. An impact 
occurred when execution 
is set up with limited 
time of execution 
• No impact between changes 
of value COP and ISP. An 
impact occurred when 
execution is set up with 
limited time of execution 
BCP   • Higher level of 
BinCapLvl has potential 
to reduce NoErr(overall) 
and NoAdj 
• Low levels of RL have 
less potential to produce 
NoErr(overall) 
• Higher levels of RL have 
potential to reduce SF 
• BincapLvl has close 
relationship with 
SizeBulkItems 
 
ISP    • Increment of SizeBulkItems 
has potential to increase 
NoErr(overall) and NoAdj 
Table 6.29: Summary of the relationships for all profiles with their variables and other profiles 
 
Chapter 
7 Experiments for Multiple Profiles 
7.1 Introduction 
The aim of this chapter is to discuss the representation and relationships between all 
components of the model in the context of inventory inaccuracy measurement. Chapter 6 
focused on experiments to gain individual profile characteristics but this chapter considers 
experiments on multiple profiles set up. The objectives of this chapter are to show 
 
(i) the contribution of profiles (factors) on the inventory inaccuracy measurement 
by examining the effect of combinations of changes in the values of the factors 
(ii) the impact of combinations of factors on the inventory inaccuracy measurement 
(iii) the effect of interactions between profiles on inventory inaccuracy 
measurement. 
 
The Taguchi (1987) design of experiments methods were used for these experiments and 
analysis of variance (ANOVA) was used for the results analysis. 
7.2 Design of Experiment and Analysis of Result 
This part of the thesis describes the steps performed in the design of experiments 
and the analysis of results obtained from the experiments reported in this chapter. These 
steps are referred to and simplified from Taguchi (1987) and Roy (1990). The steps of the 
method are first described below in general and then a detailed description is given for the 
individual experiments (Experiment I, II, III, IV and V). All experiments in this chapter 
follow the steps described below unless it is specifically stated otherwise in the details 
provided for an individual experiment. 
7.2.1 Steps for Design of Experiment 
(i) Define the objective of the experiment 
 Each experiment was done to contribute to one or more of the objectives listed in 
section 7.1. For example, the objectives of Experiment I are 
(a) to identify the impact of factors on the inventory inaccuracy 
measurement (NoErr(overall) and NoAdj) 
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(b) to identify the percentage of contribution of each individual factor on 
the inventory inaccuracy measurement (NoErr(overall) and NoAdj) 
 
(ii) Identify the factors, levels and degree of freedom (f) 
 Taguchi’s design of experiments method uses the term “factor” to represent a 
variable. The simulation model contains a number of profiles and each profile consists of 
one or two variables. Therefore, a number of variables (factors) need to be selected to fulfil 
the experiment’s objectives. The experiment can also cover interactions between factors if 
required.  
 Taguchi’s design of experiments method also requires the levels of each factor to be 
identified. These levels are known as the expected solutions of that factor to produce an 
optimum result. The minimum number of levels is two, to represent the minimum and 
maximum of the factor values.  
 The value of f (the degree of freedom) for each factor is the number of levels minus 
one. For example, as the factor OrderQty consists of 2 levels, f for OrderQty is 1. The total 
f for each experiment is the number of executions minus 1.   
 
(iii) Selecting the Orthogonal Array (OA) 
Taguchi’s approach provides a minimum number of executions (trials) for an 
experiment by using an OA. OAs were developed by Taguchi (1987) to limit the number 
of executions required for any experiment (since more executions will increase the time 
required for the experiment). The choice of OA is related to the number of factors involved 
in that experiment. For example, experiments with 4, 5, 6 or 7 factors may be 
accomplished using the OA of L8. The standard OAs of L4, L8, L12, L16 and so on are 
available in many Taguchi method references and in any case, the OA may be enhanced to 
suit the requirements of a particular experiment. 
 
(iv) Executing the Experiment  
The experiment is performed based on the OA details for each execution. Each row 
in the OA represents an execution which is set up based on various levels of value for each 
factor. 
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7.2.2 Steps for the Analysis of Results to determine the impact of factor on the 
Inventory inaccuracy Measurement 
 (i) Calculation of Average Results for each level of factors,  
Multiple execution runs (or replications) of the simulation model were made for each 
factor at each level, therefore averages were calculated from the outputs of these 
replications to produce one result that was representative for each level of each 
factor.  To compute the average results for each level of a factor, the results for all the 
runs at that level were added and then divided by the number of executions for that 
level. So, if a factor has 3 levels, 3 average values are calculated (one from each of 
the sets of executions for each level). 
(ii) Create the table and/or plot the graph for main effect for each factor 
Plot the graph from the average values as discussed above. 
7.2.3 Steps for Analysis of Results for Percentage Contribution of Factor on the 
Inventory inaccuracy Measurement 
(i) Calculate Total of All Results, T 
 
The test consists of the results from several executions and then the sum of these 
results is calculated to get T. 
 
 T = Σ yi ; yi is result for Execution i 
 
(ii) Calculate Correction Factor, CF 
 
 CF  = T2/n ; n = number of executions 
 
(iii) Calculate Total Sum of Squares, ST  
 
 ST = Σ yi2  
 
(iv) Factor Sum of Squares 
  
 SFactor X = (Average Results for Level 1 of  Factor x)2/N + 
  (Average Results for Level 2 of  Factor x)2/N +  
… + (Average Results for Level M of  Factor x)2 /N - CF 
   M is the number of levels for Factor X 
   N is the number of executions for that level 
 
 Find Factor Sum of Squares for all factors 
 
(iv) Calculate the degree of freedom f for each factor and Total f. 
 
(v) Calculate Mean Square (Variance) 
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V SFactor X  = SFactor X  / fFactor X 
 
(vi) Percentage of Contribution 
 
Percentage (Factor X) = SFactor X / ST 
 
(vii) Develop an ANOVA table based on above calculation 
 
 
7.3 Experiment I: Factor Contribution to NoErr(overall) and NoAdj Measurement 
7.3.1 Design of Experiment 
7.3.1.1 Define the objective of the experiment 
The objectives of this experiment are to identify the impact of each factor and the 
percentage of contribution of individual factors on the inventory inaccuracy measurement 
(NoErr(overall) and NoAdj). This experiment consists of 6 tests.  
7.3.1.2 Identify the factors, levels and degree of freedom (f) 
 
Table 7.1 lists the set up for the experiment for each profile. There are 10 factors in 
this experiment and each factor contains 3 levels, so, the f for each factor is 2 and total of f 
is 20. The experiment studies the influence of the 10 factors, which were identified by 
studying the inventory inaccuracy warehouse scenario. The EP(Section I) factor is assumed 
to be a single factor in this experiment (rather than the two variables P(Exi) and %(Exi)) 
since both variables represent similar characteristics as discussed in Chapter 6. EP(Section 
III) is also represented by a single factor.  However, EP(Section II) is represented by two 
factors (EP(Process D) and EP(Process E)) since each of these variables show different 
characteristics as discussed in Chapter 6. 
Since there is a range of possible values for each factor two ranges of values are set up for each 
experiment: Low Range of value, L and High Range of value, H. For example for variable OrderQty, L 
represents the value for a low number of items per customer order and H represents the value for a 
high number of items per customer order.  
Table 7.1 lists each factor for L and H. Each range consists of 3 levels representing 
the lowest, medium and highest values for that range. Table 7.2 lists 6 tests, each 
consisting of a combination of factors in the L and H range. These combinations are set up 
to examine the consistency of results produced by different levels of values for each factor.    
Each test in Table 7.2 is represented by 2 rows of values. First row (Range) lists the 
range of values for each factor, either L or H while the second row lists the results of 
percentage of contribution by each factor, Percentage(Factor X) from that experiment. 
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These experimental results were produced for NoErr(overall) measurement (calculation of 
Percentage(Factor X) as described in 7.3.2.2).  
Column Factor Level Low Range,  L  High Range, H f 
1 EP(Section I) 
Level 1 (0.2,0.2) (1,2) 
2 Level 2 (0.3,0.3) (3,4) 
Level 3 (0.4,0.4) (5,6) 
2 EP(Process D) 
Level 1 0.1 0.5 
2 Level 2 0.2 2 
Level 3 0.3 3.5 
3 EP(Process E) 
Level 1 0.1 0.5 
2 Level 2 0.2 2 
Level 3 0.3 3.5 
4 EP(Section III) 
Level 1 (0.3,10) (1,10) 
2 Level 2 (0.5,15) (2,15) 
Level 3 (0.7,20) (3,20) 
5 OrderQty 
Level 1 6 10 
2 Level 2 9 20 
Level 3 12 30 
6 ArrivalTime 
Level 1 5 15 
2 Level 2 10 30 
Level 3 15 45 
7 BinCapLvl 
Level 1 1000 2000 
2 Level 2 1250 2500 
Level 3 1500 3000 
8 RL 
Level 1 250 600 
2 Level 2 350 700 
Level 3 450 800 
9 SizeBulkItems 
Level 1 1000 2000 
2 Level 2 1500 2500 
Level 3 2000 3000 
10 LT 
Level 1 1 1 
2 Level 2 2 4 
Level 3 3 7 
 
Table 7.1: Levels of Factor for Taguchi experiment 
 
7.3.1.3 Selecting OA for Experiment I 
Since Experiment I contains 10 factors, Taguchi’s standard OA L27 is appropriate for this experiment. 
L27 is really for 13 factors and therefore is large enough to accommodate this experiment with 10 
factors. The 3 last columns in L27 can be ignored. Table 7.3 shows the OA for Experiment I (the last 
column in this table is the result of Experiment I for NoErr(overall) and NoAdj, this is not a part of 
standard OA for L27). Each execution from OA is represented by levels 1, 2 or 3 as shown in Table 7.3 
for each column. For example, Execution 1 consists of Level 1 for Column 1, Level 1 for Column 2 and 
so on. The value of each level refers to the level of the factor and its value as shown in  
Table 7.1 and Table 7.2. For example in Test 1 (Test 1 consists of all H values), 
Level 1 for Column 1 is (1,2),  Level 1 for Column 2 is 0.5, Level 1 for Column 3 is 0.5 
and so on. So, these values will be used for the Execution 1 for Test 1.  
 
 Test 
EP COP BCP ISP 
Section I Process D 
Process 
E 
Section 
III OrderQty ArrivalTime BinCapLvl RL SizeBulkItems LT 
01 
Range H H H H H H H H H H 
Percentage(Factor X) for 
NoErr(overall) 1.00 1.91 45.71 14.07 26.63 7.4 0.44 0.01 0.26 0.02 
02 
Range H L L H H H H H H H 
Percentage(Factor X) for 
NoErr(overall) 14.7 0.21 0.86 43.5 25.4 9.83 1.52 0.36 0.09 1.97 
03 
Range H L L L H H H H H H 
Percentage(Factor X) for 
NoErr(overall) 46.49 0.1 1.43 7.37 26.49 13.73 3.55 0.04 0.04 0.36 
04 
Range L L L L L H H H H H 
Percentage(Factor X) for 
NoErr(overall) 0.96 0.28 6.94 32.28 26.17 25.9 1.53 0.96 0.10 4.23 
05 
Range L L L L L H L L L H 
Percentage(Factor X) for 
NoErr(overall) 0.74 0.62 6.0 31.33 24.55 28.68 1.44 1.27 1.03 3.8 
06 
Range L L L L L L L L L L 
Percentage(Factor X) for 
NoErr(overall) 0.06 0.69 10.09 43.63 34.13 0.14 1.41 0.03 1.36 9.74 
Table 7.2: Set Up for Experiment I with combination of H and L range values for each test 
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Execution 
EP COP BCP ISP Result 
Section I Process D Process E Section III OrderQty ArrivalTime BinCapLvl RL SizeBulkItems LT NoErr(overall) NoAdj 
Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 Column 7 Column 8 Column 9 Column 10    
1 1 1 1 1 1 1 1 1 1 1 1609 609 
2 1 1 1 1 2 2 2 2 2 2 2505 702 
3 1 1 1 1 3 3 3 3 3 3 2523 786 
4 1 2 2 2 1 1 1 2 2 2 6409 3518 
5 1 2 2 2 2 2 2 3 3 3 9211 5767 
6 1 2 2 2 3 3 3 1 1 1 8388 4567 
7 1 3 3 3 1 1 1 3 3 3 11298 7070 
8 1 3 3 3 2 2 2 1 1 1 14283 8587 
9 1 3 3 3 3 3 3 2 2 2 14559 8670 
10 2 1 2 3 1 2 3 1 2 3 6089 2084 
11 2 1 2 3 2 3 1 2 3 1 8174 3007 
12 2 1 2 3 3 1 2 3 1 2 11906 4884 
13 2 2 3 1 1 2 3 2 3 1 5778 4140 
14 2 2 3 1 2 3 1 3 1 2 7957 5903 
15 2 2 3 1 3 1 2 1 2 3 10918 8633 
16 2 3 1 2 1 2 3 3 1 2 2978 0 
17 2 3 1 2 2 3 1 1 2 3 5039 1863 
18 2 3 1 2 3 1 2 2 3 1 7766 3216 
19 3 1 3 2 1 3 2 1 3 2 5594 2746 
20 3 1 3 2 2 1 3 2 1 3 14324 8287 
21 3 1 3 2 3 2 1 3 2 1 14821 8645 
22 3 2 1 3 1 3 2 2 1 3 2439 0 
23 3 2 1 3 2 1 3 3 2 1 7231 1290 
24 3 2 1 3 3 2 1 1 3 2 8994 3039 
25 3 3 2 1 1 3 2 3 2 1 3226 1525 
26 3 3 2 1 2 1 3 1 3 2 9364 4954 
27 3 3 2 1 3 2 1 2 1 3 9270 5332 
Table 7.3: OA for Experiment I 
7.3.1.4 Executing the experiment 
Table 7.3 lists 27 executions for Experiment I, each with a different combination of 
factors and levels. The last column in this table lists the result of NoErr(overall) from the 
simulation model execution for Test 01. For example, Execution 1 can be read as the 
execution of simulation model where the value of EP(Section I) is (1,2), EP(Process D) is 
0.5, EP(Process E) is 0.5, EP(Section III) is (1,10), OrderQty is 10, ArrivalTime is 15, 
BinCapLvl is 2000, RL is 600, SizeBulkItems is 2000 and LT is 1 produced the result of 
NoErr(overall) for 1609. 
These results are then analysed to identify the impact of factors and Analysis of 
Variance (ANOVA) is used to identify the percentage of contribution from each factor on 
inventory inaccuracy measurement (NoErr(overall) and NoAdj) as described in 7.3.2. 
7.3.2 Result Analysis 
This part of the thesis describes the results of the analysis of impact of each factor 
and Percentage(Factor X) in the model. Factors are examined for their effects on the 
inventory inaccuracy measurement variables, NoErr(x) and NoAdj.  
7.3.2.1 Impact of Factor on NoErr(overall) 
This discussion only covers the results for Test 01 where all factors are initialised 
with values in the H range of values and Test 06 where all factors are initialised with 
values in the L range of values. These tests have been selected for discussion as they show 
the results at the minimum and maximum values from the tests. However, all tests have 
been carried out and considered in a similar way. 
 
(i) Calculation of Average Results for each level of factors for Test 01,  
 
Calculation of Average Results for EP(Section I) 
EP(Section I)Level 1 = (1609+2505+2523+6409+9211+8388+11298+14283+14559)/9 
    = 7865.00 
EP(Section I)Level 2 = (6089+8174+11906+5778+7959+10918+2978+5039+7766)/9 
    = 7400.56 
EP(Section I)Level 3 = (5594+14324+14821+2439+7231+8994+3226+9364+9270)/9 
    = 8362.56 
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Similar calculations were done for other factors using a Microsoft Excel 
spreadsheet and also for Test 06. 
 
(ii) Create the table and plot the graph for the impact of each factor based on the average 
values from the above calculations. 
 
Column Factors 
Average Result of NoErr(overall) 
Level 1 Level 2 Level 3 
1 EP(Section I) 7865.00 7400.56 8362.56 
2 EP(Process D) 2.00 5.00 8.00 
3 EP(Process E) 4564.89 8004.11 11059.11 
4 EP(Section III) 5905.56 8281.11 9441.44 
5 OrderQty 5046.67 8676.44 9905.00 
6 ArrivalTime 8980.56 8214.33 6433.22 
7 BinCapLvl 8174.56 7538.67 7914.89 
8 RL 7808.67 7913.78 7905.67 
9 SizeBulkItems 8128.22 7866.33 7633.56 
10 LT 7919.56 7807.33 7901.22 
Table 7.4: The impact of factors for NoErr(overall) in Test 01 
 
 
Column Factors 
Average Result of NoErr(overall) 
Level 1 Level 2 Level 3 
1 EP(Section I) 771.33 782.33 790.56 
2 EP(Process D) 2.00 5.00 8.00 
3 EP(Process E) 658.89 774.67 910.67 
4 EP(Section III) 527.33 766.00 1050.89 
5 OrderQty 548.11 784.33 1011.78 
6 ArrivalTime 795.67 782.78 765.78 
7 BinCapLvl 833.11 770.44 740.67 
8 RL 776.22 779.56 788.44 
9 SizeBulkItems 730.22 793.78 820.22 
10 LT 888.11 788.56 667.56 
Table 7.5: The impact of factors for NoErr(overall) in Test 06 
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Figure 7.1: The graphs for the impact of different factors on NoErr(overall) at Test 01 
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Figure 7.2:  The graphs for the impact of different factors on NoErr(overall) at Test 06 
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The impact of individual factors on the NoErr(overall) for Test 01 under the H 
range is shown in Figure 7.1(a)-(d). The table of the impact of factors for this experiment is 
shown in Table 7.4. As anticipated, Figure 7.1(a) shows the graph for all EP factors that 
produced the highest NoErr(overall) at Level 3. Figure 7.1(b) shows that incrementing the 
level of OrderQty caused the NoErr(overall) to increase but increasing the ArrivalTime 
reduced the levels of NoErr(overall). Figure 7.1(c) and (d) respectively for RL and LT 
show nearly constant values of NoErr(overall) for all levels. Figure 7.1(c) shows the Level 
2 of BinCapLvl produced the lowest NoErr(overall) and Figure 7.1(d) shows that 
NoErr(overall) decreased as the value of SizeBulkItems was incremented. 
Table 7.5 and Figure 7.2 represent the impact of individual factors on the 
NoErr(overall) under the L range. Most of the factors produced similar results to the H 
range findings except BinCapLvl which produced the lowest NoErr(overall) at Level 3.  
This similarity in the results for both H and L ranges indicates a consistent impact 
for each factor to NoErr(overall).  
 
7.3.2.2 Percentage Contribution to NoErr(overall) 
The following steps were used to produce the Percentage(NoErr(overall)) for Test 01 as 
shown in Table 7.6.  
 
(i) Calculate Total of All Results (NoErr(overall)), T 
 
The results can seen in the last column of Table 7.3 and then the sum of these 
results was calculated to get T. 
 
 T = Σ yi ; yi is result for Test 01 
 
 T = 1609+2505+2523+6409+9211+8388+11298+14283+14559+6089+8174+ 
11906+5778+7959+10918+2978+5039+7766 +5594+14324+14821+ 
2439+7231+8994+3226+9364+9270 
  = 212653 
 
(ii) Calculate Correction Factor, CF 
 
 CF  = T2/n ; n = number of experiments 
 
  = 2126532/27 
 
  = 1674862904 
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(iii) Calculate Total Sum of Squares, ST  
 
 ST = Σ yi2  
 
  = 16092+25052+25232+64092+92112+83882+112982+142832+145592+60892+ 
81742+119062+57782+79592+109182+29782+50392+77662 +55942+143242+ 
148212+24392+72312+89942+32262+93642+92702 
  = 415656345 
  
(iv) Factor Sum of Squares 
  
 SFactor X = (Sum of the Results for Level 1 of  Factor X)2/N + 
  (Sum of the Results for Level 2 of  Factor X)2/N +  
… + (Sum of the Results for Level M of Factor X)2 /N - CF 
   M is the number of levels for Factor X 
   N is the number of executions for that level 
 
 SEP(Section I) = 7865.002/9 + 7400.562/9 + 83622/9 -  1674862904 
   = 4166142.52 
 
  
 The Factor Sum of Squares for other factors was found using Microsoft Excel 
spreadsheet. 
 
 
(vii) Total f and f for each factor 
Total f  = Number of experiments minus one 
 = 26 
f for each factor = 2 
 
ferror  = Total f – sum of all f 
 = 26 – 20 
 = 6 
  
(viii) Mean Square (Variance), V 
 
VFactor X  = SFactor X  / fFactor X 
 
VEP(Section I)   = SEP(Section I)  / fEP(Section I) 
   
   = 4166142.52 / 2 
 
   = 2083071.26 
 
 The Mean Square (Variance) for other factors was found using Microsoft Excel 
spreadsheet. 
 
 
(iii) Factor F Ratio 
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FFactor X  = VFactor X  / Verror 
 
FEP(Section I) = VEP(Section I) / Verror 
    
   = 2083071.26/1278434.49 
 
   = 1.63 
 
Factor F Ratio for other factors was found using Microsoft Excel spreadsheet. 
 
 
(ix) Percentage of Contribution, Percentage(Factor X) 
 
 Percentage(Factor X) = SFactor X / ST 
 
 Percentage(EP(Section I))  = SEP(Section I) / ST  x100 
 
     = 4166142.52/415656345 x 100 
 
     = 1.00 
      
 Percentage(Factor X) for other factors was found using Microsoft Excel spreadsheet. 
 
Table 7.6 and Table 7.7 list the ANOVA results for NoErr(overall) in Test 01 and 
Test 06, respectively based on the above sequence of calculations. Both tables indicate that 
the 3 factors that contribute the highest percentage for NoErr(overall) are EP(Process E), 
EP(Section III) and OrderQty. But OrderQty consistently produced among the highest 
Percentage(Factor X) in other experiments as shown in Table 7.2, which shows the results 
from the experiments that were performed using various combinations of H and L ranges 
of values for each factor. Therefore, these consistent results indicate that OrderQty is the 
main factor to produce NoErr(overall) in the inventory inaccuracy model. 
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Column Factors F Sum of Squares V F Percentage(Factor X) 
1 EP(Section I) 2 4166142.52 2083071.26 1.96 1.00 
2 EP(Process D) 2 7934622.52 3967311.26 3.72 1.91 
3 EP(Process E) 2 190008590.30 95004295.15 89.18 45.71 
4 EP(Section III) 2 58476443.63 29238221.81 27.44 14.07 
5 OrderQty 2 114864114.74 57432057.37 53.91 27.63 
6 ArrivalTime 2 30745081.19 15372540.59 14.43 7.40 
7 BinCapLvl 2 1839973.85 919986.93 0.86 0.44 
8 RL 2 61569.41 30784.70 0.03 0.01 
9 SizeBulkItems 2 1102399.19 551199.59 0.52 0.27 
10 LT 2 65235.19 32617.59 0.03 0.02 
  All other/error 6 6392172.44 1065362.07  1.54 
Total    26 415656344.96     100.00 
Table 7.6: Anova results for NoErr(overall) in Test 01 
 
Column Factors f Sum of Squares V F 
Percentage(Factor 
X)) 
1 EP(Section I) 2 1674.30 837.15 0.25 0.06 
2 EP(Process D) 2 19631.63 9815.81 2.93 0.69 
3 EP(Process E) 2 285877.63 142938.81 42.72 10.09 
4 EP(Section III) 2 1236701.63 618350.81 184.79 43.63 
5 OrderQty 2 967556.07 483778.04 144.58 34.14 
6 ArrivalTime 2 4045.41 2022.70 0.60 0.14 
7 BinCapLvl 2 40079.41 20039.70 5.99 1.41 
8 RL 2 718.52 359.26 0.11 0.03 
9 SizeBulkItems 2 38515.85 19257.93 5.76 1.36 
10 LT 2 219591.19 109795.59 32.81 7.75 
  All other/error 6 20076.89 3346.15  0.71 
Total    26 2834468.52     100.00 
Table 7.7: Anova results for NoErr(overall) in Test 06 
7.3.2.3 Impact of Factors on NoAdj 
This discussion only covers the results for Test 01 where all factors are initialised 
with values in the H range of values and Test 06 where all factors are initialised with 
values in the L range of values. These tests have been selected for discussion as they show 
the results at the minimum and maximum input values for the tests.  
 
(i) Calculation of Average Results for each level of factors for Test 01  
 
Calculation of Average Results for EP(Section I) 
EP(Section I)Level 1 = (609+702+786+3518+5767+4567+7070+8587+8670)/9 
    = 4475.11 
EP(Section I)Level 2 = (2084+3007+4884+4140+5903+8633+0+1863+3216)/9 
    = 3747.78 
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EP(Section I)Level 3 = (2746+8287+8645+0+1290+3039+1525+4924+5332)/9 
    = 3979.78 
 
Similar calculations were done for other factors in Tests 01 and 06 using a 
Microsoft Excel spreadsheet. 
 
(ii) Create the table and plot the graph for the impact of each factor based on the average 
values from the above calculations. 
 
Column Factors 
Average Result of NoErr(overall) 
Level 1 Level 2 Level 3 
1 EP(Section I) 4475.11 3747.78 3979.78 
2 EP(Process D) 2.00 5.00 8.00 
3 EP(Process E) 1278.33 3959.78 6964.56 
4 EP(Section III) 3620.44 4289.89 4292.33 
5 OrderQty 2410.22 4484.44 5308.00 
6 ArrivalTime 4717.89 4255.11 3229.67 
7 BinCapLvl 4331.78 4006.67 3864.22 
8 RL 4120.22 4096.89 3985.56 
9 SizeBulkItems 4241.00 4103.33 3858.33 
10 LT 4475.11 3747.78 3979.78 
Table 7.8: The impact of factors for NoAdj in Test 01 
 
 
Column Factors 
Average Result of NoErr(overall) 
Level 1 Level 2 Level 3 
1 EP(Section I) 144.00 190.22 209.89 
2 EP(Process D) 2.00 5.00 8.00 
3 EP(Process E) 93.44 127.67 323.00 
4 EP(Section III) 155.00 209.89 179.22 
5 OrderQty 81.33 188.44 274.33 
6 ArrivalTime 210.78 144.56 188.78 
7 BinCapLvl 260.67 149.44 134.00 
8 RL 220.00 191.11 133.00 
9 SizeBulkItems 163.33 170.78 210.00 
10 LT 179.78 154.56 209.78 
Table 7.9: The impact of factors for NoAdj in Test 06 
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Figure 7.3:  The impact of individual factor on NoAdj in Test 01 
 
 
 
 
 
 222
 
(a) NoAdj under Factors from EP
0
5000
10000
15000
Level 1 Level 2 Level 3
Level
N
oE
rr
(0
ve
ra
ll) EP(Section I)
EP(Process D)
EP(Process E)
EP(Section III)
 
(b) NoAdj under Factors from COP
0
2000
4000
6000
8000
10000
12000
1 2 3
Level
N
oE
rr
(0
ve
ra
ll)
OrderQty
ArrivalTime
 
(c) NoAdj under Factors from BCP
7200
7400
7600
7800
8000
8200
8400
1 2 3
Level
N
oE
rr
(0
ve
ra
ll)
BinCapLvl
RL
 
(d) NoAdj under Factors from ISP
7200
7500
7800
8100
8400
1 2 3
Level
N
oE
rr
(0
ve
ra
ll)
SizeBulkItems
LT
 
Figure 7.4:  The impact of individual factor on NoAdj in Test 06 
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The impact of individual factors on the NoAdj under the H range (Test 01) is shown 
in Figure 7.3(a)-(d) and Table 7.8. As anticipated, Figure 7.3(a) shows that only 
EP(Process E) factor produced increased value of NoAdj from Level 1 to Level 3. Other EP 
factors were almost constant at all levels even though there is an increment from Level 1 to 
Level 3. Figure 7.3(b) that shows the increment of level for OrderQty caused an increase in 
NoAdj but the opposite result was produced for ArrivalTime. Figure 7.3(c) and (d) 
respectively for BinCapLvl and SizeBulkItems shows decreasing NoAdj from Level 1 to 
Level 3. Figure 7.3(d) shows the Level 2 of LT produced the lowest NoAdj and Figure 
7.3(c) shows the decreased NoAdj for the increment of RL. 
Table 7.9 and Figure 7.4 represent the impact of individual factors on the NoAdj 
under the L range (Test 06). Figure 7.4(a) represents the impact of EP factor which is 
almost similar to the impact at H range (Test 01). This figure shows EP(Process E) factor 
produced increasing NoAdj from Level 1 to Level 3. Other EP factors were almost constant 
at all levels. Figure 7.4(b) shows the increment of level for OrderQty caused an increased 
of NoAdj. Another factor, ArrivalTime shows decrease of NoAdj although there is an 
increment from Level 1 to Level 3. These results are similar to those produced in the H 
range (Test 01). Figure 7.4(c) and (d) respectively for RL and LT show almost constant 
NoAdj from Level 1 to Level 3. BinCapLvl in Figure 7.4(c) shows the lowest NoAdj at 
Level 2 while Figure 7.4(d) shows NoAdj decreasing from Level 1 to Level 3 for the 
SizeBulkItems factor. 
The impact of individual factors at H and L ranges as discussed above indicate that 
there is some similarity in the results of such factors from EP, OrderQty, BinCapLvl and 
SizeBulkItems. These similarities indicate that the range of values for any factor 
consistently produced similar relationships between levels of factor and NoAdj.  
7.3.2.4 Percentage Contribution to NoErr(overall) 
The following steps were used to produce the Percentage(Factor x) for Test 01 as shown 
in Table 7.10.  
 
(i) Calculate Total of All Results (NoErr(overall), T 
 
The results can be seen in the last column of Table 7.3 and then the sum of these 
results was calculated to get T. 
 
 T = Σ yi ; yi is result for Test 01 
 
 T = 609+702+786+3518+5767+4567+7070+8587+8670+2084+3007+4884+4140 
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+5903+8633+0+1863+3216+2746+8287+8645+0+1290+3039+1525+4924+5332 
  = 109824 
 
(ii) Calculate Correction Factor, CF 
 
 CF  = T2/n ; n = number of experiments 
 
  = 1098242/27 
 
  = 446715221.3 
 
(iii) Calculate Total Sum of Squares, ST  
 
 ST = Σ yi2  
 
  = 6092+7022+7862+35182+57672+45672+70702+85872+86702+20842+30072+ 
48842+41402+59032+86332+02+18632+32162+27462+82872+86452+02+12902 
+30392+15252+49242+53322 
  = 214862910.7 
  
(iv) Factor Sum of Squares 
  
 SFactor X = (Sum of Results for Level 1 of Factor X)2/N + 
  (Sum of Results for Level 2 of  Factor X)2/N +  
… + (Sum of Results for Level M of Factor X)2 /N - CF 
   M is the number of levels for Factor X 
   N is the number of execution for that level 
 
 SEP(Section I) = 4475.112/9 + 3747.782/9 + 3979.782/9 -  446715221.3 
 
   = 2484578.67 
 
  
 The Factor Sum of Squares for other factors was found using Microsoft Excel 
spreadsheets. 
  
(x) Total f and f for each factor 
Total f  = Number of experiment minus one 
  = 26 
f for each factor = 2 
 
ferror  = Total f – sum of all f 
  = 26 – 20 
  = 6 
  
(xi) Mean Square (Variance), V 
 
VFactor X  = SFactor X  / fFactor X 
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Verror  = Serror  / ferror   
 
VEP(Section I )= SEP(Section I)  / fEP(Section I) 
   
    = 2484578.67/ 2 
 
    = 1242289.32 
 
Verror     = 4171611.33/6 
 
    = 695268.56 
 
 The Mean Square (Variance) for other factors was found using Microsoft Excel. 
 
(iii) Factor F Ratio 
 
FFactor X  = VFactor X  / Verror 
 
FEP(Section I) = VEP(Section I) / Verror 
    
    = 1242289.34/695268.56 
 
    = 1.79 
 
Factor F Ratio for other factors was found using Microsoft Excel spreadsheets. 
 
(xii) Percentage of Contribution, Percentage(Factor X) 
 
 Percentage(Factor X) = SFactor X / ST 
 
 Percentage(EP(Section I))  = SEP(Section I) / ST  x100 
 
       = 2484578.67/214862910.7 x 100 
 
       = 1.16 
      
 Percentage(Factor X) for other factors was found using Microsoft Excel spreadsheet. 
 
Table 7.10 and Table 7.11 list the ANOVA results for NoAdj for Tests 01 and 06, 
respectively. Both tables show 2 factors that contribute the highest percentage for 
NoErr(overall). The factors are EP(Process E) and OrderQty. Table 7.12 shows the results 
from the experiments of various combinations of H and L range of value for each factor. 
The results from this table show EP(Process) and OrderQty factors consistently produced 
among the highest percentage of contribution to NoAdj. Therefore, these consistent results 
indicated OrderQty and EP(Process E) are the main factors that produce NoAdj in the 
inventory inaccuracy model. 
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Column Factors f Sum of Squares V F Percentage(Factor X)) 
1 EP(Section I) 2 2484578.67 1242289.33 1.79 1.16 
2 EP(Process D) 2 4989449.56 2494724.78 3.59 2.32 
3 EP(Process E) 2 145655870.89 72827935.44 104.75 67.79 
4 EP(Section III) 2 2698789.56 1349394.78 1.94 1.26 
5 OrderQty 2 40133272.89 20066636.44 28.86 18.68 
6 ArrivalTime 2 10441514.89 5220757.44 7.51 4.86 
7 BinCapLvl 2 1033787.56 516893.78 0.74 0.48 
8 RL 2 93224.00 46612.00 0.07 0.04 
9 SizeBulkItems 2 676232.67 338116.33 0.49 0.31 
10 LT 2 2484578.67 1242289.33 1.79 1.16 
  All other/error 6 4171611.33 695268.56  1.94 
Total    26 214862910.67     100.00 
Table 7.10: Anova results for NoAdj at H range (Test 01) 
 
Column Factors f Sum of Squares V F Percentage(Factor X) 
1 EP(Section I) 2 20593.85 10296.93 0.68 2.58 
2 EP(Process D) 2 62473.19 31236.59 2.05 7.82 
3 EP(Process E) 2 276066.07 138033.04 9.07 34.54 
4 EP(Section III) 2 13619.85 6809.93 0.45 1.70 
5 OrderQty 2 168296.07 84148.04 5.53 21.06 
6 ArrivalTime 2 20474.96 10237.48 0.67 2.56 
7 BinCapLvl 2 85960.07 42980.04 2.82 10.76 
8 RL 2 35341.41 17670.70 1.16 4.42 
9 SizeBulkItems 2 11314.74 5657.37 0.37 1.42 
10 LT 2 13756.96 6878.48 0.45 1.72 
  All other/error 6 91353.11 15225.52  11.43 
Total    26 799250.30     100.00 
Table 7.11: Anova results for NoAdj at L range (Test 06) 
 
 
Test 
 
EP COP BCP ISP 
Section I Process D 
Process 
E 
Section 
III OrderQty ArrivalTime BinCapLvl RL SizeBulksItems LT 
01 
Level H H H H H H H H H H 
Percentage(Factor x) 1.16 2.32 67.79 1.26 18.68 4.86 0.48 0.04 0.31 1.16 
02 
Level H L L H H H H H H H 
Percentage(Factor x) 11.35 3.99 14.42 0.61 40.98 16.93 0.60 2.12 20.93 0.003 
03 
Level H L L L H H H H H H 
Percentage(Factor x) 11.55 3.88 14.84 0.63 40.53 16.64 0.53 2.08 3.15 0.0007 
04 
Level L L L L L H L L L H 
Percentage(Factor x) 4.65 4.77 21.56 0.47 11.71 25.93 4.08 1.09 2.11 6.96 
05 
Level L L L L L L L L L L 
Percentage(Factor x) 2.58 7.82 34.54 1.70 21.06 2.56 10.76 4.42 1.42 1.72 
Table 7.12: Result of Percentage(Factor x) for NoAdj 
 
 
7.4 Experiment II : Factor Contribution to SF Measurement 
7.4.1 Design of Experiment 
7.4.1.1 Define the objective of the experiment 
The objectives of this experiment are to identify the impact of each factor and the 
percentage of contribution of individual factors on the inventory inaccuracy measurement 
(SF). This experiment consists of 2 tests.  
7.4.1.2 Identify the factors, levels and degree of freedom (f) 
Table 7.13 lists the set up of the Experiment II for each factor in the simulation 
model. There are 10 factors and 3 interactions in this experiment and each factor contains 2 
levels, so, the f for each factor is 1 and total of f is 13 (10 factors with f = 1 and 3 
interactions). The experiment is designed to study the influence of the 10 factors, which 
were identified from the study of the inventory inaccuracy warehouse scenario. The 
EP(Section I) factor is assumed to be a single factor in this experiment (rather than the two 
variables P(Exi) and %(Exi)) since both variables represent similar characteristics as 
discussed in Chapter 8. EP(Section III) is also represented by a single factor. However, 
EP(Section II) is  represented by two factors (EP(Process D) and EP(Process E)) since each 
of these variables show different characteristics as discussed in Chapter 6.  
Since there is a range of possible values for each factor in the inventory inaccuracy 
model, two tests are set up for this experiment which are Tests SF01 and SF02. Table 
7.13(a) and Table 7.13(b) shows the set up value details of each test and factor.  
 
 
Level OrderQty ArrivalTime BinCapLvl SizeBulkItems 
Section 
I 
Process 
D RL 
Process 
E LT 
Section 
III 
Level 1 10 1 1500 2500 (1,1) 1 300 1 1 (1,10) 
Level 2 20 10 2500 3500 (5,5) 5 500 5 10 (5,20) 
f 1 1 1 1 1 1 1 1 1 1
(a) Level Description and f for Experiment II (Test SF01) 
 
Level OrderQty ArrivalTime BinCapLvl SizeBulkItems Section I 
Process 
D RL 
Process 
E LT 
Section 
III 
Level 1 8 3 1000 2000 (2,2) 1 250 2 4 (1,15) 
Level 2 24 8 3000 4000 (6,6) 3 500 4 8 (7,20) 
f 1 1 1 1 1 1 1 1 1 1 
(b)Level Description and f for Experiment II (Test SF02) 
 
Table 7.13: Level Description and f for Experiment II (Tests SF01 and SF02) 
 7.4.1.3 Selecting OA for Experiment II 
Since Experiment II contains 10 factors and 3 interactions, Taguchi’s standard OA 
L16 is appropriate for this experiment. L16 is really for 15 factors (columns) and therefore it 
can accommodate this experiment with 10 factors and 3 interactions. The Columns 13 and 
14 in standard L16 are ignored for this experiment. Table 7.14 shows the OA for this 
experiment. Each execution from OA is represented by levels 1 or 2. This OA contains 3 
interactions but no data is required as the input for these interactions. The levels for the 
columns of interactions will be used to calculate the average results for each interaction as 
required to identify the impact of interactions (discussed in 7.7). 
 
 
Factor 
(Column)/   
Execution 
OrderQty ArrivalTime OrderQty X ArrivalTime BinCapLvl SizeBulkItems 
Section 
I 
Process 
D RL 
Process 
E LT 
Section 
III 
BinCapLvl 
X RL 0 0 
SizeBulkItems 
X LT 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 
2 1 1 1 1 1 1 1 2 2 2 2 2 0 0 2 
3 1 1 1 2 2 2 2 1 1 1 1 2 0 0 2 
4 1 1 1 2 2 2 2 2 2 2 2 1 0 0 1 
5 1 2 2 1 1 2 2 1 1 2 2 1 0 0 2 
6 1 2 2 1 1 2 2 2 2 1 1 2 0 0 1 
7 1 2 2 2 2 1 1 1 1 2 2 2 0 0 1 
8 1 2 2 2 2 1 1 2 2 1 1 1 0 0 2 
9 2 1 2 1 2 1 2 1 2 1 2 1 0 0 2 
10 2 1 2 1 2 1 2 2 1 2 1 2 0 0 1 
11 2 1 2 2 1 2 1 1 2 1 2 2 0 0 1 
12 2 1 2 2 1 2 1 2 1 2 1 1 0 0 2 
13 2 2 1 1 2 2 1 1 2 2 1 1 0 0 1 
14 2 2 1 1 2 2 1 2 1 1 2 2 0 0 2 
15 2 2 1 2 1 1 2 1 2 2 1 2 0 0 2 
16 2 2 1 2 1 1 2 2 1 1 2 1 0 0 1 
Table 7.14: OA for Experiment II (Tests SF01 and SF02)
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7.4.1.4 Executing the experiment 
Table 7.14 lists 16 executions for Tests SF01 and SF02. Table 7.15 shows the 
results of SF measurement produced from each execution for each test. These results 
are then analysed to identify the impact of factors and Analysis of Variance 
(ANOVA) is used to identify the percentage of contribution from each factor on the 
inventory inaccuracy measurement (NoErr(overall) and NoAdj) as described in 7.4.2. 
 
Execution 
Results for SF 
Test SF01 Test SF02 
1 14 8 
2 20 8 
3 14 6 
4 15 7 
5 14 12 
6 14 10 
7 10 6 
8 10 6 
9 25 31 
10 18 16 
11 19 21 
12 14 6 
13 18 22 
14 12 11 
15 18 21 
16 8 5 
Table 7.15: The results of SF for Experiment II (Tests SF01 and SF02) 
7.4.2 Result Analysis 
This part of the thesis describes the results of the analysis of impact of each 
factor and Percentage(Factor X) in the model. Factors are examined for their effects 
on the inventory inaccuracy measurement variable, SF.  
7.4.2.1 Impact of Factors on SF measurement 
This discussion covers the results of Experiment II for Tests SF01 and SF02 as shown in Table 
7.15. The calculations to get the impact of each factor followed similar steps to those discussed in 
7.2.1 and 7.3.2.1. The calculations produced  
Table 7.16 and  
Table 7.17 for Tests SF01 and SF02, respectively.  
The difference between the average value of each factor at Levels 2 and 1 indicate the relative 
influence of the effect. The larger the difference between levels, the stronger the impact (Roy, 
1990).  
Table 7.16 indicates that the largest influences are ArrrivalTime, BinCapLvl 
and Process E. But BinCapLvl and ArrivalTime with negative values cause a decrease 
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in SF. This means incrementing either of these values has the effect of decreasing the 
SF in the simulation model. Other factors are shown to have smaller influences on 
either increasing or decreasing the value of SF. 
 
Table 7.17 indicates that OrderQty, Process E and RL have the largest 
influences on the value of SF. OrderQty has a positive value of 8.75 which shows that 
increases in the level of OrderQty will result in an increased value of SF in the model. 
This is also true for Process E. But the increment of RL from Level 1 to Level 2 
caused a decrease of SF. This is anticipated as incrementing of RL directly reserves 
more items in picking bin and this causes a lower value of SF to occur. 
 
Column Factors 
Average Result of SF 
Level 1 Level 2 Level 2 - Level 1 
1 OrderQty 13.88 16.50 2.63 
2 ArrivalTime 17.38 13.00 -4.38 
3 OrderQty X ArrivalTime 14.88 15.50 0.63 
4 BinCapLvl 16.88 13.50 -3.38 
5 SizeBulkItems 15.13 15.25 0.13 
6 Section I 15.38 15.00 -0.38 
7 Process D 14.63 15.75 1.13 
8 RL 16.50 13.88 -2.63 
9 Process E 13.00 17.38 4.38 
10 LT 14.50 15.88 1.38 
11 Section III 15.00 15.38 0.38 
12 BinCapLvl X RL 14.75 15.63 0.88 
13 SizeBulkItems X LT 14.50 15.88 1.38 
 
Table 7.16: The impact of factors for SF (Test SF01) 
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Column Factors 
Average Result of SF 
Level 1 Level 2 Level 2 - Level 1 
1 OrderQty 7.88 16.63 8.75 
2 ArrivalTime 12.88 11.63 -1.25 
3 OrderQty X ArrivalTime 11.00 13.50 2.50 
4 BinCapLvl 14.75 9.75 -5.00 
5 SizeBulkItems 11.38 13.13 1.75 
6 Section I 12.63 11.88 -0.75 
7 Process D 11.00 13.50 2.50 
8 RL 15.88 8.63 -7.25 
9 Process E 8.75 15.75 7.00 
10 LT 12.25 12.25 0.00 
11 Section III 11.88 12.63 0.75 
12 BinCapLvl X RL 12.13 12.38 0.25 
13 SizeBulkItems X LT 11.88 12.63 0.75 
 
Table 7.17: The impact of factors for SF (Test SF02) 
 
7.4.2.2 Percentage Contribution to SF measurement 
This part of the thesis followed similar steps as 7.3.2.2 and 7.3.2.4 to produce 
the ANOVA table for SF measurement. Table 7.18 and Table 7.19 list the ANOVA 
results for SF from the Tests SF01 and SF02.  
These tables detail the percentage of each factor’s contribution to SF in the 
model. Both tables show slightly different results that contribute to the SF. Table 7.18 
shows 5 factors with the highest percentage of contribution from ArrivalTime 
(27.3%), Process E (27.3%), BinCapLvl(16%), OrderQty (9.8%) and RL (9.8%). In 
Table 7.19, OrderQty(34%), RL(23%), Process E(22%) and BinCapLvl(11%) are the 
highest percentage that contribute to SF measurement. Considering both experiments, 
there are 4 similar factors (OrderQty, RL, Process E and BinCapLvl) that are main 
contributors to SF. EP in Process E is associated to picking bin and picking bin is 
associated to the value of BinCapLvl and RL. The items in picking bin are exposed to 
EP(Process E) and are taken out based on the value of OrderQty. Therefore the 
occurrences of SF are mostly contributed by these factors.  
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Column Factors f Sum of Squares V F Percentage(Factor X) 
1 OrderQty 1 27.6 27.56 88.2 9.83 
2 ArrivalTime 1 76.6 76.56 245 27.30 
3 OrderQty X ArrivalTime 1 1.6 1.56 5 0.56 
4 BinCapLvl 1 45.6 45.56 145.8 16.25 
5 SizeBulkItems 1 0.1 0.06 0.2 0.02 
6 Section I 1 0.6 0.56 1.8 0.20 
7 Process D 1 5.1 5.06 16.2 1.81 
8 RL 1 27.6 27.56 88.2 9.83 
9 Process E 1 76.6 76.56 245 27.30 
10 LT 1 7.6 7.56 24.2 2.70 
11 Section III 1 0.6 0.56 1.8 0.20 
12 BinCapLvl X RL 1 3.1 3.06 9.8 1.09 
13 SizeBulkItems X LT 1 7.6 7.56 24.2 2.70 
  All other/error 2 0.6 0.31  0.22 
Total    15 280.4     100 
Table 7.18: ANOVA results for SF for Test SF01 
 
Column Factors f Sum of Squares V F Percentage(Factor X) 
1 OrderQty 1 306.3 306.25 122.5 34.29 
2 ArrivalTime 1 6.3 6.25 2.5 0.70 
3 OrderQty X ArrivalTime 1 25.0 25 10 2.80 
4 BinCapLvl 1 100.0 100 40 11.20 
5 SizeBulkItems 1 12.3 12.25 4.9 1.37 
6 Section I 1 2.3 2.25 0.9 0.25 
7 Process D 1 25.0 25 10 2.80 
8 RL 1 210.3 210.25 84.1 23.54 
9 Process E 1 196.0 196 78.4 21.95 
10 LT 1 0.0 0 0 0 
11 Section III 1 2.3 2.25 0.9 0.25 
12 BinCapLvl X RL 1 0.3 0.25 0.1 0.028 
13 SizeBulkItems X LT 1 2.3 2.25 0.9 0.25 
  All other/error 2 5.0 2.5  0.56 
Total    15 893.0   100 
Table 7.19: ANOVA results for SF for Test SF02 
 
7.5 Experiment III: Contribution of EP’s Factor to the Measurements 
7.5.1 Design of Experiment 
7.5.1.1 Define the objective of the experiment 
The objectives of this experiment are to determine the role of EP in three 
sections of the model based on the inventory inaccuracy measurement 
(NoErr(overall) and NoAdj). This experiment consists of 8 tests.  
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7.5.1.2 Identify the factors, levels and degree of freedom (f) 
Table 7.20 lists the set up of the Experiment III for factors related to EP in the 
simulation model. All processes were shown to be independent except Process D 
since Process D is dependent to Process E (this was discussed in Chapter 6). 
Therefore, this experiment covers all processes except Process D. There are 7 factors 
in this experiment and each factor contains 2 levels, so, the f for each factor is 1 and 
total of f is 7. All EP for each process in Sections I and III are assumed to be a single 
factor in this experiment (rather than the two variables P(Exi) and %(Exi)) since these 
variables represent a single characteristics as discussed in Chapter 7. Other profiles in 
the model are set up at constant values throughout the experiments. 
7.5.1.3 Selecting OA for Experiment III 
Since Experiment III contains 7 factors, Taguchi’s standard OA L8 is 
appropriate for this experiment. L8 is exactly for 7 factors (columns). Table 7.21 
shows the OA for this experiment. Each execution from the OA is represented by 
levels 1 or 2.  
Test 
EP 
(Section I) 
EP 
(Section II) 
EP 
(Section III) f Process 
A 
Process 
B 
Process 
C Process E 
Process 
F 
Process 
G 
Process 
H 
01 
Level 1 (3,5) (3,5) (3,5) 3 (3,10) (3,10) (3,10) 
1 
Level 2 (6,10) (6,10) (6,10) 6 (6,20) (6,20) (6,20) 
02 
Level 1 (6,8) (6,8) (6,8) 2 (5,15) (5,15) (5,15) 1 
 Level 2 (12,16) (12,16) (12,16) 4 (10,25) (10,25) (10,25) 
03 
Level 1 (8,10) (8,10) (8,10) 2 (5,10) (5,10) (5,10) 
1 
Level 2 (12,15) (12,15) (12,15) 4 (10,20) (10,20) (10,20) 
04 
Level 1 (8,10) (8,10) (8,10) 3 (5,10) (5,10) (5,10) 
1 
Level 2 (10,12) (10,12) (10,12) 5 (10,20) (10,20) (10,20) 
05 
Level 1 (8,10) (8,10) (8,10) 3 (5,10) (5,10) (5,10) 
1 
Level 2 (11,13) (11,13) (11,13) 4 (10,20) (10,20) (10,20) 
06 
Level 1 (8,10) (8,10) (8,10) 2 (5,9) (5,9) (5,9) 
1 
Level 2 (12,14) (12,14) (12,14) 5 (10,18) (10,18) (10,18) 
07 
Level 1 (8,10) (8,10) (8,10) 2 (5,9) (5,9) (5,9) 
1 
Level 2  (12,15) (12,15) (12,15) 4 (10,18) (10,18) (10,18) 
08 
Level 1 (8,10) (8,10) (8,10) 2 (5,8) (5,8) (5,8) 
1 
Level 2 (12,16) (12,16) (12,16 4 (10,16) (10,16) (10,16) 
Table 7.20: Level Description for Experiment III with 8 tests 
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Execution 
EP 
(Section I) 
EP 
(Section II) 
EP 
(Section III) 
Process 
A 
Process 
B 
Process 
C Process E 
Process 
F 
Process 
G 
Process 
H 
Column 
1 
Column 
2 
Column 
3
Column 4 Column 
5
Column 
6 
Column 
7 
1 1 1 1 1 1 1 1 
2 1 1 1 2 2 2 2 
3 1 2 2 1 1 2 2 
4 1 2 2 2 2 1 1 
5 2 1 2 1 2 1 2 
6 2 1 2 2 1 2 1 
7 2 2 1 1 2 2 1 
8 2 2 1 2 1 1 2 
Table 7.21: OA for Experiment III with 8 executions 
7.5.1.4 Executing the experiment 
Since there is a range of possible values for each factor in the inventory 
inaccuracy model, eight tests are set up for this experiment which are Tests 01, 02, …, 
08. Table 7.22 and Table 7.23 show the results of NoErr(overall) and NoAdj 
measurements produced from each execution for each test. These results are then 
analysed to identify the impact of factors and Analysis of Variance (ANOVA) is used 
to identify the percentage of contribution from each factor on inventory inaccuracy 
measurement (NoErr(overall) and NoAdj) as described in 7.5.2. 
 
Execution 
Results for NoErr(overall) 
Test 01 Test 02 Test 03 Test 04 Test 05 Test 06 Test 07 Test 08 
1 5666 6848 855 8824 8824 6493 6493 1106 
2 11991 15830 930 15735 14223 15734 14223 12126 
3 8545 14855 990 12495 13368 12657 13289 12034 
4 11196 14702 930 13709 13070 13848 13346 12702 
5 8565 14332 2385 12612 13054 12242 12878 11411 
6 11282 14746 2182 13705 13072 14094 13259 12527 
7 8612 14796 1980 13100 12857 12660 12802 11925 
8 11185 13965 1912 13572 12908 13583 13329 11903 
Table 7.22: The results of NoErr(overall) for Experiment III (Tests 01, 02, …, 08) 
  
Execution 
Results for NoAdj 
Test 01 Test 02 Test 03 Test 04 Test 05 Test 06 Test 07 Test 08 
1 3637 2400 2381 3554 3554 2381 2381 2381 
2 7280 4797 4760 5945 4760 5945 4760 4760 
3 3608 2327 2325 3536 3516 2314 2325 2326 
4 7222 4649 4649 5909 4701 5843 4649 4648 
5 3609 2327 2342 3518 3517 2341 2342 2326 
6 7216 4659 4650 5894 4692 5843 4650 4647 
7 3596 2318 2308 3514 3540 2329 2325 2330 
8 7228 4664 4587 5908 4696 5844 4671 4658 
Table 7.23: The results of NoAdj for Experiment III (Tests 01, 02, …, 08) 
 238
7.5.2 Result Analysis 
This part of the thesis describes the results of the analysis of impact of each 
EP factor and Percentage(Factor X) in the model. Factors are examined for their 
effects on the inventory inaccuracy measurement variable, NoErr(overall) and NoAdj.  
7.5.2.1 Impact of Factors on NoErr(overall) and NoAdj 
This discussion covers the results of Experiment III for Tests 01, 02, …, 08 as 
shown in Table 7.22 and Table 7.23. The calculations to get the impact of each factor 
followed similar steps to those discussed in 7.2.1 and 7.3.2.1. The calculations 
produced are shown in Table 7.24 and Table 7.25 for all tests in this experiment, 
respectively for NoErr(overall) and NoAdj measurement. These tables show the 
difference between the average results for Level 2 and Level 1 for each test.  
The results in Table 7.24 show all the differences with positive values for the 
measurement of NoErr(overall). This is as anticipated because the value of EP at 
Level 2 is increased from the Level 1, and this is expected to produce higher 
NoErr(overall) in the model. 
 
Factor 
Different between average results for Level 2 and Level 1 (Level 2 – Level 1) for 
NoErr(overall) 
Test 01 Test 02 Test 03 Test 04 Test 05 Test 06 Test 07 Test 08 
EP(Process A) 561.50 1401.00 1680.75 556.50 601.50 961.75 1229.25 2449.50 
EP(Process B) 508.50 1640.50 1970.75 500.00 757.50 1046.25 1478.25 2848.50 
EP(Process C) 533.50 1799.00 996.75 322.50 938.00 1092.75 1481.25 2903.50 
EP(Process E) 3566.50 2103.00 2186.25 2422.50 1292.50 3301.75 2173.75 3195.50 
EP(Process F) 921.50 2311.50 1240.25 1640.00 1258.00 1914.25 1719.75 2648.50 
EP(Process G) 954.50 2595.00 1487.25 1579.50 1416.00 2244.75 1881.75 2872.50 
EP(Process H) 882.50 1972.50 1704.25 1269.00 1432.50 1780.25 1954.75 2303.50 
Table 7.24: The different between Level 2 and Level 1for NoErr(overall) inExperiment III (Tests 
01, 02, …, 08) 
 
Table 7.25 shows different results compared to Table 7.24. All EP from Section 
I show a negative difference between Level 2 and Level 1, all EP from Section III 
show positive differences. But all differences from these sections are very low 
percentages (less than 3%) of differences NoAdj compared to the differences from 
Process E in Section II. These results indicate that the main contribution of higher 
value for NoAdj is Process E. 
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Factor 
Different between Level 2 and Level 1 (Level 2 – Level 1) for NoAdj 
Test 01 Test 02 Test 03 Test 04 Test 05 Test 06 Test 07 Test 08 
EP(Process A) -24.50 -51.25 -57.00 -27.50 -21.50 -31.50 -31.75 -38.50 
EP(Process B) -22.00 -56.25 -66.00 -11.00 -17.50 -45.00 -40.75 -38.00 
EP(Process C) -21.50 -54.25 -17.50 -16.00 -31.00 -39.50 -42.75 -45.50 
EP(Process E) 3624.00 2349.25 2322.50 2383.50 1180.50 3527.50 2339.25 2337.50 
EP(Process F) 4.50 10.25 29.00 -1.50 15.00 19.00 12.25 13.00 
EP(Process G) 1.00 15.25 21.00 0.00 10.00 5.50 4.25 12.50 
EP(Process H) 13.50 22.25 6.50 9.00 0.50 12.00 23.25 16.00 
Table 7.25: The different between Level 2 and Level 1 for NoAdj in Experiment III (Tests 01, 02, 
…, 08) 
7.5.2.2 Percentage Contribution to NoErr(overall) 
Table 7.26 shows the experiment’s results with the percentage contribution for 
NoErr(overall) from each process and section for EP. The different combinations of 
EP from each section between experiments is expected to show the relationship of 
sections that contribute to NoErr(overall). From Test 01 to Test 08, the value of levels 
in each factor is changing either increasing or decreasing. 
Overall the results in Table 7.26 do not show any consistent results at any 
section. Test 01 produced Percentage(Section II) as 78.92 for the highest contribution. 
The following experiment (Test 02) is set up with increased of levels for Sections I 
and III and decreased values for Section II and produced Percentage(Section III) as 
the highest contribution. Test 03 with reduced of values of levels for Section III, 
caused Percentage(Section I) to make the highest contribution to NoErr(overall). 
For Tests 04 and 05, the results show Percentage(Section III) as the highest  
contribution to NoErr(overall) but with different percentages of contribution although 
the value of levels for Section III are similar. This is due to the different values of 
levels for Section I and Section II. This indicates that the Percentage(Section X) is 
related to results from other sections. Tests 06 and 07 are set up with an increase of 
1% for %(Exi) for Section I and a decrease of 1% for P(Exi) for Section II. The results 
show a significant difference for the Percentage(Section I) and Percentage(Section 
II), respectively. This means 1% of difference to the value of levels gave a significant 
impact to the Percentage(Section X).  
In conclusion, firstly, the above discussion indicates  that independencies exist 
within the EP section that contribute to the percentage NoErr(overall) measurement. 
Secondly, the results show there is no indication that changes of similar value of 
levels in two sections produce similar Percentage(Section X) for them. Thirdly, each 
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process in Sections I and II that was set up with similar EP, produced an almost 
similar Percentage(Factor x) throughout the experiments. 
 
Experiment 
EP 
(Section I) 
EP 
(Section II) 
EP 
(Section III) 
Process 
A 
Process 
B 
Process 
C Process E 
Process 
F 
Process 
G 
Process 
H 
01 
Percentage (Factor x) 1.96 1.60 1.77 78.92 5.27 5.65 4.83 
Percentage(Section x) 5.33 78.92 15.75 
02 
Percentage (Factor x) 6.94 9.52 11.44 15.64 18.89 23.81 13.76 
Percentage(Section x) 27.90 15.64 56.67 
03 
Percentage (Factor x) 14.76 20.3 5.19 25 8.04 11.56 15.18 
Percentage(Section x) 40.25 25 34.78 
04 
Percentage (Factor x) 2.32 1.88 0.78 44 20.18 18.72 12.08 
Percentage(Section x)  4.98  44  50.98 
05 
Percentage(Factor x) 3.96 6.29 9.64 18.31 17 21.97 22.49 
Percentage(Section x)  19.89  18.31  61.48 
06 
Percentage(Factor x) 3.56 4.21 4.59 41.95 14.10 19.39 12.20 
Percentage(Section x)  12.36  41.95  45.69 
 
07 
Percentage(Factor x) 7.22 10.44 10.48 22.57 14.13 16.91 18.25 
Percentage(Section x)  28.14  22.57  49.29 
08 
Percentage(Factor x)  11.25 15.21 15.81 19.15 13.15 15.47 9.95 
Percentage(Section x) 42.27 19.15 38.57 
Table 7.26: The results of Experiment III for Percentage(Factor x) to NoAdj 
 
Finally, although Process A in Section I and Process F in Section II were set 
up in the first sequence among the process, the Percentage(Process A) or 
Percentage(Process F) do not show any difference when compared to other processes 
in their section. These similar characteristics were also found in the previous 
experiment in Chapter 6. 
7.5.2.3 Percentage Contribution to NoAdj  
 
Table 7.27 was produced from the same experiments as Table 7.26 but for a 
different output (measurement) which is NoAdj. This table obviously shows the 
Percentage(Factor X) for NoAdj produced from Section II which is Process E. All 
experiments produced nearly 100% of Percentage(Factor X) to NoAdj. 
This is as anticipated because the NoAdj occurrs in the Section II. Section II 
contains the picking bin and the adjustment of number of items occurs when there are 
not enough items in the picking bin to fulfill the customer order.  
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Test 
EP 
(Section I) 
EP 
(Section II) 
EP 
(Section III) 
Process 
A 
Process 
B 
Process 
C Process E 
Process 
F 
Process 
G 
Process 
H 
01 
Percentage (Factor x) 0.0046 0.0037 0.0035 99.98 0.0001 0.00008 0.00139 
Percentage(Section x) 0.001 99.98 0.00145 
02 
Percentage (Factor x) 0.0475 0.0572 0.0532 99.83 0.0019 0.0042 0.00895 
Percentage(Section x) 0.1579 99.83 0.01505 
03 
Percentage (Factor x) 0.0601 0.0806 0.0057 99.83 0.0156 0.0081 0.0008 
Percentage(Section x) 0.1464 99.83 0.0245 
04 
Percentage (Factor x) 0.0133 0.0021 0.0045 99.978 0.00004 0 0.00142 
Percentage(Section x) 0.0198 99.978 0.001146 
05 
Percentage(Factor x) 0.0633 0.0219 0.0689 99.853 0.0161 0.0071 0.00002 
Percentage(Section x) 0.1541 99.853 0.02322 
06 
Percentage(Factor x) 0.0079 0.016 0.012 99.96 0.0028 0.00024 0.0011 
Percentage(Section x) 0.0359 99.96 0.00414 
07 
Percentage(Factor x) 0.00184 0.03031 0.033366 99.905 0.0027 0.00032977 0.009869 
Percentage(Section x) 0.065516 99.905 0.012899 
08 
Percentage(Factor x)  0.0271 0.0264 0.03785 99.898 0.0031 0.00286 0.00468 
Percentage(Section x) 0.09135 99.898 0.01064 
 
Table 7.27: The results of Experiment III for Percentage(Factor x) to NoAdj 
 
7.6 Experiment IV: Factor Interactions between Profiles 
7.6.1 Design of Experiment 
7.6.1.1 Define the objective of the experiment 
The objective of this experiment is to show the interaction between variables 
in the simulation model and their relation to the inventory inaccuracy measurement 
(NoErr(overall), SF and NoAdj). This experiment consists of 2 tests.  
7.6.1.2 Identify the factors, levels and degree of freedom (f) 
Table 7.28 and Table 7.29 list the factors of the Experiment IV with the levels 
and f. The main factors are OrderQty (of COP), SizeBulkItems (of ISP) and 
BinCapLvl (of BCP). These factors are the main variables in their respective profile. 
The experiment consists of interactions between these factors: OrderQty with 
BinCapLvl (BCP) written as OrderQty X BinCapLvl (symbol X represents an 
interaction), OrderQty X SizeBulkItems and BinCapLvl X SizeBulkItems. Each factor 
contains 2 level of values, therefore f for each factor is 1 and the total of f is 6 
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including 3 interactions (1 interaction represents f = 1). Other profiles in the model are 
set up at constant values throughout the experiments. 
 
  OrderQty BinCapLvl SizeBulkItems 
Level 1 10 1000 2000 
Level 2 15 3000 4000 
F 1 1 1 
Table 7.28: Level Description and f for Experiment IV (Test N05_01) 
 
 
  OrderQty BinCapLvl SizeBulkItems 
Level 1 10 1000 2000 
Level 2 15 2000 4000 
F 1 1 1 
Table 7.29: Level Description and f for Experiment IV (Test N05_02) 
 
7.6.1.3 Selecting OA for Experiment IV 
Since Experiment IV contains 6 factors, Taguchi’s standard OA L8 is 
appropriate for this experiment. L8 is really for 7 factors (columns) and therefore can 
accommodate this experiment with 3 factors and 3 interactions. Table 7.30 shows the 
OA for this experiment. Each execution from OA is represented by levels 1 or 2 for 
both tests. The value for each level is shown in Table 7.28 and Table 7.29.  
 
Execution 
OrderQty BinCapLvl OrderQty X BinCapLvl SizeBulkItems 
OrderQty X 
SizeBulkItems 
BinCapLvl X 
SizeBulkItems 
Column 1 Column 2 Column 3 Column 4 Column 5 Column 6 
1 1 1 1 1 1 1 
2 1 1 1 2 2 2 
3 1 2 2 1 1 2 
4 1 2 2 2 2 1 
5 2 1 2 1 2 1 
6 2 1 2 2 1 2 
7 2 2 1 1 2 2 
8 2 2 1 2 1 1 
Table 7.30: OA for Experiment IV 
7.6.1.4 Executing the experiment 
There are two tests involved in this experiment: Test N05_01 and Test 
N05_02. Table 7.31 shows the results of NoErr(overall), SF and NoAdj measurements 
produced from each execution for each test.  
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7.6.2 Result Analysis 
The interactions are examined for their effect on the inventory inaccuracy 
measurement variables, NoErr(overall), SF  and NoAdj.  
 
 
Execution 
Results for Test N05_01 Results for Test N05_02 
NoErr(overall) SF NoAdj NoErr(overall) SF NoAdj 
1 7358 9 4888 7358 9 4888 
2 10703 13 8078 10703 13 8078 
3 5170 5 2753 5385 6 3067 
4 5860 6 3337 6750 8 4430 
5 7935 13 6181 7935 13 6181 
6 11244 16 9428 11244 16 9428 
7 5639 8 3705 5741 8 3911 
8 6162 8 4320 7323 11 5500 
Table 7.31: The results for Experiment IV (Test N05_01 and Test N05_02) 
 
7.6.2.1 Interaction Effects between factors 
The interaction effect between factors is analysed by observing the graph of 
the interaction effect using the following steps. The interaction effect of OrderQty and 
BinCapLvl for NoErr(overall) measurement are used as an example to describe the 
steps. 
(i) Identify the OA’s columns for both factors from Table 7.30 and the result 
from Table 7.31. This is shown in Table 7.32 for interaction of OrderQty and 
BinCapLvl. 
 
Execution 
OrderQty BinCapLvl 
NoErr(overall) 
Column 1 Column 2 
1 1 1 7358 
2 1 1 10703 
3 1 2 5170 
4 1 2 5860 
5 2 1 7935 
6 2 1 11244 
7 2 2 5639 
8 2 2 6162 
Table 7.32: The OA’s columns for both interaction factors and 
the results from Experiment IV (Test N05_01) 
 
(ii) Calculate the average effect of the interaction  
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Table 7.32 lists interactions of OrderQty X BinCapLvl with 4 effects 
((OrderQty1 X BinCapLvl1),  (OrderQty1 X BinCapLvl2), (OrderQty2 X 
BinCapLvl1) and (OrderQty2 X BinCapLvl2)).  
 Executions 1and 2 from Table 7.32 represent the effect of OrderQty1 X 
BinCapLvl1 (OrderQty at Level 1 and BinCapLvl at Level 1). The average 
effect for OrderQty1 X BinCapLvl1is then calculated. 
 
(OrderQty1 X BinCapLvl1) = (Result of NoErr(overall) from Execution 1 
 + Result of NoErr(overall) from Execution 2)/ (Number of results) 
= (7358 + 10703)/2 
= 9030.5 
Continuing to calculate the average effect for (OrderQty1 X BinCapLvl2), 
(OrderQty2 X BinCapLvl1) and (OrderQty2 X BinCapLvl22).  
 
(OrderQty1 X BinCapLvl2) = (Result of NoErr(overall) from Execution 3 
+ Result of NoErr(overall) from Execution 4)/ (Number of results) 
= (5170 + 5860)/2  
      = 5515 
 
(OrderQty2 X BinCapLvl1) = (7935 + 11244)/2 
      = 9589.5 
 
(OrderQty2 X BinCapLvl2)  = (5639 + 6162)/2 
      = 5900.5 
These average effects are summarised in Table 7.33. 
 OrderQty1 OrderQty2 
BinCapLvl1 9030.5 9589.5 
BinCapLvl2 5515 5900.5 
Table 7.33: The average effect for interaction of OrderQty 
 and BinCapLvl for NoErr(overall) 
 
(iii) Plot the graph based on Table 7.33 for interaction of (OrderQty X 
BinCapLvl).  
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Figure 7.5(a) shows the graph based on the above calculation to represent the 
effect of interaction of (OrderQty X BinCapLvl) on the measurement of 
NoErr(overall). Above steps ((i), (ii) and (iii)) are repeated to develop the graphs for 
the other interaction effects on all measurements (NoErr(overall), SF and NoAdj). 
Figure 7.5, Figure 7.6, Figure 7.7, Figure 7.8, Figure 7.9 and Figure 7.10 show the 
graphs from all interaction effects for Test N05_01 and Test N05_02.  
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Figure 7.5: Test of Interactions for NoErr(overall) measurement (Experiment IV - Test N05_01) 
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Figure 7.6: Test of Interactions for SF measurement (Experiment IV - Test N05_01) 
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Figure 7.7: Test of Interactions for NoAdj measurement (Experiment IV - Test N05_01) 
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Figure 7.8: Test of Interactions for NoErr(overall) measurement (Experiment IV - Test N05_02) 
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Figure 7.9: Test of Interactions for SF measurement (Experiment IV - Test N05_02) 
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Figure 7.10: Test of Interactions for NoAdj measurement (Experiment IV - Test N05_02) 
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Column Factors f Sum of Squares V F Percent(Factor X) 
1 OrderQty 1 446040.13 446040.13 207.93 1.18 
2 BinCapLvl 1 25952410.13 25952410.13 12098.32 68.55 
3 OrderQty X BinCapLvl 1 15051.13 15051.13 7.02 0.04 
4 SizeBulkItems 1 7736211.13 7736211.13 3606.42 20.44 
5 OrderQty X SizeBulkItems 1 5151.13 5151.13 2.40 0.01 
6 BinCapLvl X SizeBulkItems 1 3700560.13 3700560.13 1725.10 9.77 
 All other/error 1 2145.13 2145.13  0.01 
Total  7 37857568.88   100.00 
Table 7.34: ANOVA results of  NoErr(overall) for Experiment IV (Test N05_01) 
 
Column Factors f 
Sum of 
Squares V F Percent(Factor X) 
1 OrderQty 1 18.0 18 - 17.39 
2 BinCapLvl 1 72.0 72 - 69.57 
3 
OrderQty X 
BinCapLvl 1 
0.5 0.5 - 0.48 
4 SizeBulkItems 1 8.0 8 - 7.73 
5 
OrderQty X 
SizeBulkItems 1 
0.5 0.5 - 0.48 
6 
BinCapLvl X 
SizeBulkItems 1 
4.5 4.5 - 4.35 
  All Other/error 1 0.0 0  0 
Total    7 103.5   100 
Table 7.35: ANOVA results of  SF for Experiment IV (Test N05_01) 
Column Factors f Sum of Squares V F Percent(Factor X) 
1 OrderQty 1 2619760.50 2619760.50 31003.08 6.63 
2 BinCapLvl 1 26136450.00 26136450.00 309307.10 66.10 
3 OrderQty X BinCapLvl 1 62658.00 62658.00 741.51 0.16 
4 SizeBulkItems 1 7288562.00 7288562.00 86255.17 18.43 
5 OrderQty X SizeBulkItems 1 968.00 968.00 11.46 0.00 
6 BinCapLvl X SizeBulkItems 1 3429580.50 3429580.50 40586.75 8.67 
 All Other/error 1 84.50 84.50  0.00 
Total  7 39538063.50   100.00 
Table 7.36: ANOVA results of  NoAdj for Experiment IV (Test N05_01) 
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Column Factors f Sum of Squares V F Percent(Factor X) 
1 OrderQty 1 523776.13 523776.13 65.46 1.64 
2 BinCapLvl 1 18123210.13 18123210.13 2265.08 56.81 
3 OrderQty X BinCapLvl 1 4465.13 4465.13 0.56 0.01 
4 SizeBulkItems 1 11522400.13 11522400.13 1440.10 36.12 
5 OrderQty X SizeBulkItems 1 4095.13 4095.13 0.51 0.01 
6 BinCapLvl X SizeBulkItems 1 1717731.13 1717731.13 214.69 5.38 
 All Other/error 1 8001.13 8001.13  0.03 
Total  7 31903678.88     100.00 
Table 7.37: ANOVA results of NoErr(overall) for Experiment IV (Test N05_02) 
 
Column Factors f Sum of Squares V F Percent(Factor X) 
1 OrderQty 1 18.0 18 36 23.07692308 
2 BinCapLvl 1 40.5 40.5 81 51.92307692 
3 OrderQty X BinCapLvl 1 
0.5 
0.5 1 0.641025641 
4 SizeBulkItems 1 18.0 18 36 23.07692308 
5 OrderQty X SizeBulkItems 1 
0.0 
0 0 0 
6 BinCapLvl X SizeBulkItems 1 0.5 0.5 1 0.641025641 
 All Other/error 1 0.5 0.5  0.641025641 
Total  7 78.0     100.00 
Table 7.38: ANOVA results of  SF for Experiment IV (Test N05_02) 
 
Column Factors f Sum of Squares V F Percent(Factor X) 
1 OrderQty 1 2595781.1 2595781.1 727.08 8.05 
2 BinCapLvl 1 17014861.1 17014861 4765.90 52.80 
3 OrderQty X BinCapLvl 1 
66430.1 
66430.12 18.61 0.21 
4 SizeBulkItems 1 11019165.1 11019165 3086.49 34.19 
5 OrderQty X SizeBulkItems 1 
10011.1 
10011.12 2.80 0.03 
6 BinCapLvl X SizeBulkItems 1 1518153.1 1518153.1 425.24 4.71 
 All Other/error 1 3570.1 3570.12  0.01 
Total  7 32227971.9     100.00 
Table 7.39: ANOVA results of  NoAdj for Experiment IV (Test N05_02) 
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Figure 7.5 and Figure 7.8 represent the test of interaction graphs for 
NoErr(overall) measurement and Table 7.34 and Table 7.37 show the 
Percentage(Factor x) from the Test N05_01 and N05_02, respectively. The 
intersection lines on the graph represent the interactions between factors and if both 
lines are parallel, there is no interaction (Roy, 1990). Bryne and Taguchi in Bendell et 
al (1989) mentioned that interaction between factors can be considered when the lines 
are not parallel nor nearly parallel. The interactions (OrderQty X BinCapLvl) and 
(OrderQty X SizeBulkItems) was found not to exist since both lines in both graphs are 
nearly parallel. This conclusion is also supported by the ANOVA table for both 
interactions with Percentage(Factor x) is 0.01% and 0.04% in Test N05_01 and 
0.01% and 0.01% in TestN05_02, respectively. 
Figure 7.5(c) and Figure 7.8(c) show that the interaction does exist between 
BinCapLvl and SizeBulkItems. The interaction is evident since the lines in the figure 
nearly intersect on the right.Further analysis for this interaction is made possible by 
the ANOVA table in Table 7.34 and Table 7.37 which shows that the interaction 
(BinCapLvl X SizeBulkItems) is 9.77% and 5.38%, respectively for Test N05_01 and 
N05_02. 
Figure 7.6 and Figure 7.9 represent the interaction graphs for SF measurement 
while Table 7.35 and Table 7.38 show the Percentage(Factor x) from the Test 
N05_01 and N05_02, respectively. Both tests for this measurement produced similar 
results as NoErr(overall) measurement. The interaction (BinCapLvl X SizeBulkItems) 
is the only one that exists in both tests and the suspected other interactions do not 
exist for Interactions (OrderQty X BinCapLvl) and (OrderQty X SizeBulkItems). 
Figure 7.7 and Figure 7.10 represent the interaction graphs for NoAdj 
measurement while Table 7.36 and Table 7.39 show the Percentage(Factor x) from 
the Test N05_01 and N05_02, respectively. This measurement shows similar results 
for NoErr(overall) and SF measurement. Neither of the interactions (OrderQty X 
BinCapLvl) or (OrderQty X SizeBulkItems) were found to exist since both lines in 
both graphs are nearly parallel in both tests, Test N05_01 and Test N05_02. This is 
also supported by the ANOVA table for all interactions with Percentage(Factor x) is 
less than 0.05%. Only the interaction (BinCapLvl X SizeBulkItems) exists as both 
graphs nearly intersect (Figure 7.7(c) and Figure 7.10(c)).  
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Table 7.40 summarises the factor interactions as either existing or not existing 
in Tests N05_01 and N05_02. The values in the brackets represent the 
Percentage(Factor x) for each interaction for the respective measurements. 
 
Interactions 
Experiment N05_01 Experiment N05_02 
NoErr(overall) SF NoAdj NoErr(overall) SF NoAdj 
OrderQty X 
BinCapLvl 
Not Exist 
(0.04) 
Not 
Exist 
(0.48)
Not 
Exist 
(0.16) 
Not Exist 
(0.01) 
Not 
Exist 
(0.64) 
Not 
Exist 
(0.21) 
OrderQty X 
SizeBulkItems 
Not Exist 
(0.01) 
Not 
Exist 
(0.48)
Not 
Exist 
(0.002)
Not Exist 
(0.01) 
Not 
Exist 
(0) 
Not 
Exist 
(0.03) 
BinCapLvl X 
SizeBulkItems  
Exist 
(9.77) 
 Exist 
(4.34)
Exist 
(8.67) 
Exist (5.38) Exist 
(0.64) 
 Exist 
(4.71) 
Table 7.40: Summary for Factor Interactions and Percentage(Factor x) for Experiment IV (Tests 
N05_01 and N05_02) 
 
7.7 Experiment V : Factor Interactions within A Profile 
7.7.1 Design of Experiment 
7.7.1.1 Define the objective of the experiment 
The objective of this experiment is to show the interaction between variables 
in a profile in the simulation model and their relation to the inventory inaccuracy 
measurement (NoErr(overall), SF and NoAdj). This experiment consists of 2 tests.  
7.7.1.2 Experiment Set Up 
This part of the thesis uses the experiment reported in section 7.4 (Experiment 
II : Factor Contribution to SF Measurement) to achieve above objective. The details 
of the experiment set up (list of factor, f, levels, OA) can be referred to in Table 7.13 
and Table 7.14. The interaction factors involved in this experiment are OrderQty X 
ArrivalTime (of COP), BinCapLvl X RL (of BCP) and SizeBulkItems X LT (of ISP). 
These interactions are shown in OA for Experiment II (refer to OA in Table 7.14). 
7.7.1.3 Executing the experiment 
There are two tests involved for this experiment, Test SF01 and Test SF02. 
Table 7.31 shows the results of NoErr(overall), SF and NoAdj  measurements 
produced from each execution for each test.  
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Execution 
Results for Test SF01 Results for Test SF02 
NoErr(overall) SF NoAdj NoErr(overall) SF NoAdj 
1 5829 14 4355 2619 8 2118 
2 12550 20 8969 8500 8 4052 
3 7213 14 5193 3442 6 2009 
4 12215 15 7918 8931 7 3890 
5 9066 14 5114 8517 12 3326 
6 9420 14 7392 6945 10 5279 
7 7402 10 3752 6050 6 1645 
8 7464 10 6069 3930 6 3137 
9 17147 25 13427 15846 31 10456 
10 12941 18 11419 11761 16 10846 
11 11000 19 6363 11361 21 4755 
12 6476 14 4461 4324 6 2442 
13 10603 18 8476 9945 22 7830 
14 11189 12 6692 11829 11 5522 
15 7745 18 6170 5860 21 4874 
16 8045 8 3990 7854 5 2429 
Table 7.41: The results for Experiment V (Test SF01 and Test SF02) 
7.7.2 Result Analysis 
This part of the thesis discusses the interactions between factors in this 
experiment, and their effects on the inventory inaccuracy measurement variables, 
NoErr(overall), SF and NoAdj.  
7.7.2.1 Interaction Effects between factors 
The interaction effects between factors is analysed by observing the graph of the interaction 
effect. The steps used to develop the graph are similar to those described in 7.6.1. Figure 7.11 
represents the graphs of Test SF01 for NoErr(overall), while Figure 7.14 represents the graphs 
for Test SF02. All figures (Figure 7.11 to  
Figure 7.16) for both tests represent the graph for NoErr(overall), SF and 
NoAdj measurements, respectively. 
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Figure 7.11: Test of Interactions for NoErr(overall) measurement (Experiment V - Test SF01) 
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Figure 7.12: Test of Interactions for SF measurement (Experiment V - Test SF01) 
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Figure 7.13: Test of Interactions for NoAdj measurement (Experiment V – Test SF01) 
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Figure 7.14: Test of Interactions for NoErr(overall) measurement  (Experiment V - Test SF02) 
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Figure 7.15: Test of Interactions for SF measurement (Experiment V - Test SF02) 
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Figure 7.16: Test of Interactions for NoAdj measurement (Experiment V - Test SF02) 
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Column Factors f Sum of Squares V F Percent(Factor x) 
1 OrderQty 1 12227260.56 12227260.56 95.24 9.13 
2 ArrivalTime 1 13026685.56 13026685.56 101.47 9.73 
3 OrderQty X ArrivalTime 1 1909233.06 1909233.06 14.87 1.43 
4 BinCapLvl 1 28050264.06 28050264.06 218.48 20.94 
5 SizeBulkItems 1 16086115.56 16086115.56 125.30 12.01 
6 Section I 1 235467.56 235467.56 1.83 0.18 
7 Process D 1 7950990.06 7950990.06 61.93 5.94 
8 RL 1 1152939.06 1152939.06 8.98 0.86 
9 Process E 1 24957518.06 24957518.06 194.40 18.63 
10 LT 1 178717.56 178717.56 1.39 0.13 
11 Section III 1 27360745.56 27360745.56 213.11 20.43 
12 BinCapLvl X RL 1 427389.06 427389.06 3.33 0.32 
13 SizeBulkItems X LT 1 121626.56 121626.56 0.95 0.09 
 All others/erros  256770.63 128385.31  0.19 
Total    15 133941722.94     100.00 
 
Table 7.42: ANOVA results of  NoErr(overall) for Experiment V (Test SF01) 
 
 
 
Column Factors f Sum of Squares V F Percent(Factor x) 
1 OrderQty 1 27.6 27.56 88.2 9.83 
2 ArrivalTime 1 76.6 76.56 245 27.30 
3 OrderQty X ArrivalTime 1 1.6 1.56 5 0.56 
4 BinCapLvl 1 45.6 45.56 145.8 16.25 
5 SizeBulkItems 1 0.1 0.06 0.2 0.02 
6 Section I 1 0.6 0.56 1.8 0.20 
7 Process D 1 5.1 5.06 16.2 1.81 
8 RL 1 27.6 27.56 88.2 9.83 
9 Process E 1 76.6 76.56 245 27.30 
10 LT 1 7.6 7.56 24.2 2.70 
11 Section III 1 0.6 0.56 1.8 0.20 
12 BinCapLvl X RL 1 3.1 3.06 9.8 1.09 
13 SizeBulkItems X LT 1 7.6 7.56 24.2 2.70 
 All others/erros  0.6 0.31  0.22 
Total    15 280.4     100 
 
Table 7.43: ANOVA results of  SF for Experiment V (Test SF01) 
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Column Factors f Sum of Squares V F Percent(Factor x) 
1 OrderQty 1 9357481.00 9357481.00 67.03 8.55 
2 ArrivalTime 1 13050156.25 13050156.25 93.49 11.92 
3 OrderQty X ArrivalTime 1 2428922.25 2428922.25 17.40 2.22 
4 BinCapLvl 1 30052324.00 30052324.00 215.28 27.44 
5 SizeBulkItems 1 16265089.00 16265089.00 116.52 14.85 
6 Section I 1 2674860.25 2674860.25 19.16 2.44 
7 Process D 1 8245512.25 8245512.25 59.07 7.53 
8 RL 1 1030225.00 1030225.00 7.38 0.94 
9 Process E 1 24522304.00 24522304.00 175.67 22.39 
10 LT 1 489300.25 489300.25 3.51 0.45 
11 Section III 1 452256.25 452256.25 3.24 0.41 
12 BinCapLvl X RL 1 286225.00 286225.00 2.05 0.26 
13 SizeBulkItems X LT 1 369056.25 369056.25 2.64 0.34 
 All others/erros  279192.25 139596.13  0.25 
Total    15 109502904.00   100.00 
 
Table 7.44: ANOVA results of  NoAdj for Experiment V (Test SF01) 
 
 
 
Column Factors f Sum of Squares V F Percent(Factor x) 
1 OrderQty 1 55673982.25 55673982.25 147.70 28.38 
2 ArrivalTime 1 2141832.25 2141832.25 5.68 1.09 
3 OrderQty X ArrivalTime 1 5946282.25 5946282.25 15.77 3.03 
4 BinCapLvl 1 36632756.25 36632756.25 97.18 18.68 
5 SizeBulkItems 1 15511782.25 15511782.25 41.15 7.91 
6 Section I 1 516242.25 516242.25 1.37 0.26 
7 Process D 1 7019850.25 7019850.25 18.62 3.58 
8 RL 1 11772.25 11772.25 0.03 0.01 
9 Process E 1 13916630.25 13916630.25 36.92 7.09 
10 LT 1 240.25 240.25 0.00 0.00 
11 Section III 1 56482740.25 56482740.25 149.84 28.80 
12 BinCapLvl X RL 1 893970.25 893970.25 2.37 0.46 
13 SizeBulkItems X LT 1 647220.25 647220.25 1.72 0.33 
   All others/erros 2 753902.50 376951.25  0.38 
Total    15 196149203.75     100.00 
 
Table 7.45: ANOVA results of  NoErr(overall) for Experiment V (Test SF02) 
 
 265
 
Column Factors f Sum of Squares V F Percent(Factor x) 
1 OrderQty 1 306.25 306.25 122.50 34.29 
2 ArrivalTime 1 6.25 6.25 2.50 0.70 
3 OrderQty X ArrivalTime 1 25.00 25.00 10.00 2.80 
4 BinCapLvl 1 100.00 100.00 40.00 11.20 
5 SizeBulkItems 1 12.25 12.25 4.90 1.37 
6 Section I 1 2.25 2.25 0.90 0.25 
7 Process D 1 25.00 25.00 10.00 2.80 
8 RL 1 210.25 210.25 84.10 23.54 
9 Process E 1 196.00 196.00 78.40 21.95 
10 LT 1 0.00 0.00 0.00 0.00 
11 Section III 1 2.25 2.25 0.90 0.25 
12 BinCapLvl X RL 1 0.25 0.25 0.10 0.03 
13 SizeBulkItems X LT 1 2.25 2.25 0.90 0.25 
   All others/erros 2 5.00 2.50  0.56 
Total    15 893.00     100.00 
 
Table 7.46: ANOVA results of  SF for Experiment V (Test SF02) 
 
 
Column Factors f Sum of Squares V F Percent(Factor x) 
1 OrderQty 1 35099700.25 35099700.25 111.57 29.10 
2 ArrivalTime 1 2661792.25 2661792.25 8.46 2.21 
3 OrderQty X ArrivalTime 1 5246390.25 5246390.25 16.68 4.35 
4 BinCapLvl 1 36747844.00 36747844.00 116.81 30.46 
5 SizeBulkItems 1 16120225.00 16120225.00 51.24 13.36 
6 Section I 1 1267876.00 1267876.00 4.03 1.05 
7 Process D 1 8421604.00 8421604.00 26.77 6.98 
8 RL 1 21316.00 21316.00 0.07 0.02 
9 Process E 1 12138256.00 12138256.00 38.58 10.06 
10 LT 1 640000.00 640000.00 2.03 0.53 
11 Section III 1 378225.00 378225.00 1.20 0.31 
12 BinCapLvl X RL 1 703082.25 703082.25 2.23 0.58 
13 SizeBulkItems X LT 1 552792.25 552792.25 1.76 0.46 
        
   All others/erros 2 629202.50 314601.25  0.52 
Total    15 120628305.75     100.00 
 
Table 7.47: ANOVA results of  NoAdj for Experiment V (Test SF02) 
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Figure 7.11 and Figure 7.14 represent the interaction graphs for NoErr(overall) measurement 
and  
Table 7.42 and  
Table 7.45 show the Percentage(Factor x) from the Tests SF01 and SF02, respectively. All 
interactions (OrderQty X ArrivalTime), (BinCapLvl X RL) and (SizeBulkItems X LT) were found 
to exist since both lines in their respective graphs intersect or are not parallel (Roy (1990) and 
Bryan and Taguchi in Bendell et al (1989)). This also supported by the ANOVA tables for these 
interactions as shown in  
Table 7.42 and  
Table 7.45.  
Figure 7.12 and  
Figure 7.15 represent the interaction graphs for SF measurement while  
Table 7.43 and  
Table 7.46 show the Percentage(Factor x) from the Tests SF_01 and SF02, respectively. Both tests 
for this measurement produced similar results as NoErr(overall) measurement. The interaction of 
(SizeBulkItems X LT) was found to exist since both lines in their respective graphs intersect. The 
interactions (OrderQty X ArrivalTime) and (BinCapLvl X RL) are nearly parallel and indicate a 
lack of interaction as supported by the ANOVA tables ( 
Table 7.43 and  
Table 7.46) .  
 
Figure 7.13 and  
Figure 7.16 represent the interaction graphs for NoAdj measurement while Table 7.44 and  
Table 7.47 show the Percentage(Factor x) from the Test SF01 and SF02, 
respectively. All interactions were found to exist since both lines in their respective 
graphs intersect or nearly intersect.  
However, the Percentage(Factor x) for all interactions was low, which 
indicates that the interaction only contributes slightly to the measurement of model 
and individual factors make a higher percentage of contribution.  
Table 7.48 summarises the factor interactions as either existing or not existing 
in Tests SF01 and SF02. The values in the brackets represent the Percentage(Factor 
x) for each interaction for the respective measurements. 
 
 
 
 
 
 
 
 
Interactions 
Experiment SF01 Experiment SF02 
NoErr(overall) SF NoAdj NoErr(overall) SF NoAdj 
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OrderQty X 
ArrivalTime 
Exist  
(1.42) 
Not 
exist 
(0.56)
Exist 
(2.22) 
Exist 
(3.03) 
Exist 
(0.7) 
Exist 
(4.35) 
BinCapLvl X 
RL 
Exist 
(0.32) 
Exist 
(1.09)
Exist 
(0.26) 
Exist 
(0.46) 
Not 
Exist 
(0.03) 
Exist 
(0.58) 
SizeBulkItem 
X LT 
Exist 
(0.09) 
Exist 
(2.70)
Exist 
(0.34) 
Exist 
(0.33) 
Exist 
(0.25) 
 Exist 
(0.46) 
Table 7.48: Summary for Factor Interactions and Percentage(Factor x) for Experiment V (Tests 
SF01 and SF02) 
 
7.8 Summary and Conclusion 
This section discusses and summarises the five experiments involved in this 
chapter.  Experiments I and II covered almost all the variables in the simulation model 
and identified the impact of each factor and percentage contribution of each factor to 
the inventory inaccuracy measurement. Experiment III is related to the impact and 
percentage contribution of each process in the EP except Process D. Experiment IV 
and V were performed to highlight the interactions among factors in the model.   
This discussion aims to determine the characteristics of the factors to represent 
the overall inventory inaccuracy model since all experiments were performed with 
varied combinations of values. 
7.8.1 Impact Factor to Measurement 
The discussion in 7.3.2.1, 7.4.2.1 and 7.5.2.1 described the impact of different 
factors on the measurements. The EP factors produced the increased NoErr(overall), 
SF and NoAdj when the value of level is increased. This is as anticipated because the 
nature of inventory inaccuracy is raised by the occurrence of error. If no error occurs, 
there is no issue of inventory inaccuracy. The increase of EP therefore automatically 
caused an increasing value of NoErr(overall), SF and NoAdj. 
The OrderQty level indicated the number of items in the operation. The 
increased value of levels for OrderQty factor, directly increased the number of items 
in operation and possibility of impact to measurement also increased. 
ArrivalTime factor is related to the number of customer orders arriving in the 
operation. As the model is executed in a limited time, this  causes fewer orders to 
arrive in the operation. So, when ArrivalTime is increased from first level to following 
 268
level, there is a possibility that less items are available in the operation. This will 
therefore produce less impact on all measurements.  
The BinCapLvl and SizeBulkItems factors produced inconsistent impact to 
measurements when their level is increased. The impact of these factors is subject to 
the value of other factors and this is also as expected because of the interaction 
between them. When bulk items arrive at the picking location (involved the value of 
SizeBulkItems), BinCapLvl will indicate the amount of items to be allocated to the 
picking bin and the excess will be allocated to the replenishment area. This also 
related to the value of RL.   
The RL factor produced significant impact to SF and NoAdj measurement. The 
experiments show that an increase of RL levels gives less impact to the SF and NoAdj 
measurements. When RL is increased, the minimum number of items available in the 
picking bin also increased and this situation will reduce the occurrence of items 
shortage. But, the increase in RL factors will cause an increment to the NoErr(overall) 
since more items will go to Process D. Therefore, RL factor has a different impact on 
NoErr(overall) than on the other two measurements, SF and NoAdj. 
LT factor shows an almost constant impact on the measurement within a range 
of values. This result is as expected because the model is developed with no shortage 
of items from bulk location.  
7.8.2 Percentage of Contribution to measurement 
Most of the experiments showed that OrderQty is among the highest 
percentage of contribution to all measurement as discussed in 7.3.2.2, 7.3.2.4, 7.4.2.2, 
7.5.2.2 and 7.5.2.3. This is due to the fact that OrderQty is the basis of the warehouse 
operation. More items requested by customers will generate more operations in the 
warehouse and also more activity in the flow of physical stock and information. Many 
other variables in the model are related to the OrderQty such as number of items 
overall, number of bulk items flowing from bulk location to picking location and so 
on.   
The discussion in 7.3.2.2 described the percentage contribution to 
NoErr(overall) which generally indicates that the OrderQty factor is the main 
contribution. The OrderQty and Process E were found as the highest percent 
contribution to NoAdj as discussed in 7.3.2.4. Both factors closely interact in the 
model where Process E is the location for item’s picking based on the value of 
 269
OrderQty that is requested by the customer. The experiment for SF measurement as 
discussed in 7.4.2.2, grouped the factor OrderQty, RL, Process E and BinCapLvl as 
the main contributor to the SF measurement and the discussion described the 
interaction between all factors.  
Section 7.5.2.2 7.5.2.3 discussed the percentage contribution to NoErr(overall) 
among EP and there is no specific EP that contributes the overall highest percentage. 
It depends on the EP value for each process. The discussion also found that 
Percentage(FactorX) among EPs are independent to each other.  The result of the 
experiment in 7.5.2.3 confirmed that Process E makes the highest percentage 
contribution to NoAdj. 
 
Table 7.49 summarises the percentage of contribution for all measurements in 
the model from the experiments in this chapter and it shows some similarity among 
the highest contribution in each measurement.  
 
Measurement Test SF01 Test SF02 Test 01 Test 06 
NoErr(overall) 
Section III (20%) Section III (28.8%) Process E(45.71%) Section III(43.63%) 
BinCapLvl(20%) OrderQty (28.3%) OrderQty(27.63%) OrderQty(34.13%) 
Process E (18.6%) BinCapLvl (18%) Section III(14.07%) Process E(10.09%) 
SizeBulkItems (12%) SizeBulkItems (7.9%) ArrivalTime(7.40%) LT(7.75%) 
OrderQty (9%) Process E (7.09%) Process D(1.91%) SizeBulkItems(1.36%) 
SF 
ArrivalTime (27%) OrderQty (34%) 
The result for this 
test produced same 
result of SF for all 
factors 
 The result for this 
test produced same 
result of SF for all 
factors 
Process E (27%) RL (23%) 
BinCapLvl (16%) Process E (22%) 
OrderQty (9.8%) BinCapLvl (11%) 
RL (9.8%) Process D (3%) 
NoAdj 
BinCapLvl (27%) BinCapLvl (30%) Process E(67.79%) Process E(34.54%) 
Process E (22%) OrderQty (29.1%) OrderQty(18.68%) OrderQty(21.06%) 
SizeBulkItems 
(14.9%) 
SizeBulkItems 
(13.4%)
ArrivalTime(4.86%) BinCapLvl(10.76%) 
ArrivalTime (12%) Process E (10%) Process D(2.33%) Process D(7.82%) 
OrderQty (8.5%) Process D (6.98%) Section III(1.26%) RL(4.42%) 
 
Table 7.49: Percentage(Factor X) for NoErr(overall), SF and NoAdj from Experiments SF01 and 
SF02 
 
The Section III, Process E and OrderQty are listed among the highest 
percentage contribution for NoErr(overall). For SF measurement, OrderQty, 
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BinCapLvl and Process E are the highest percentage contributors while Process E and 
OrderQty are listed for NoAdj measurement.  
 
7.8.3 Interaction between Factors 
Experiment IV indicated that an interaction only exists between BinCapLvl 
and SizeBulkItems for all measurements and suspected no or minimum interaction 
between OrderQty and SizeBulkItems and between OrderQty and BinCapLvl. The 
interaction between BinCapLvl and SizeBulkItems was confirmed as a direct 
relationship between these variables. This matches with intuition as the flow of items 
from bulk location with SizeBulkItems that represents the number of items in bulk, 
will go to picking bin which is where the items will be allocated in picking bin. The 
allocation of items in picking bin is based on two variables: BinCapLvl and 
SizeBulkItems. The number of items (from the value of SizeBulkItems) allocated into 
picking bin is dependent on the value of BinCapLvl. If the value of BinCapLvl is high, 
there is a higher percentage of items from the value of SizeBulkItems allocated to 
picking bin. Otherwise items will be allocated to replenishment area. 
There is no or minimum interaction between OrderQty and SizeBulkItems 
since OrderQty does not deal with SizeBulkItems. There is indirect interaction 
between them only when there is shortage of items in picking bin. The shortage 
occurrs when the picking bin is unable to fulfil the number of items needed for an 
order (involved the value of OrderQty). A signal will indicate an order for new bulk 
items from bulk location which involves the value of SizeBulkItems. 
There is also a similar condition for the interaction between OrderQty and 
BinCapLvl. The flow of OrderQty will go to the picking bin for item’s picking 
activity. Regardless of the BinCapLvl’s value, the picking process occurs based on the 
value of OrderQty and availability of items in picking bin. This process will continue 
until the occurrence of item shortage. Therefore, there is no direct interaction between 
OrderQty and BinCapLvl. 
 Experiment V indicates there are interactions for all factors within its profile. 
Each profile consists of two factors that are related to each other. In COP, each order 
contains the value of OrderQty and time of arrival. Similar to BCP, items are 
allocated at the maximum numbers that is the value of BinCapLvl.  The BinCapLvl 
value represents the maximum number of items available in the picking bin while the 
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RL level represents the minimum number items that should be available in the picking 
bin. The factors in ISP are SizeBulkItems and LT. Both factors are the attribute for the 
flow of bulk items from bulk location to picking location. The number of items in 
bulk items is represented by SizeBulkItems while LT represents the time between 
moving the bulk items from bulk location to picking location. Therefore, both factors 
are related to each other and there is interaction between them.  
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Chapter 
8 Discussion and Conclusion 
8.1 Introduction  
This chapter represents an overview and brief discussion of the research work 
that has been presented in this thesis. The discussion provides a summary of all the 
previous research conclusions and research contributions. Finally some 
recommendations for future research are given.  
8.2 Summary of the thesis 
This thesis is focused on demonstrating that a simulation modelling approach 
can be used to investigate and thereby understand and address the inventory 
inaccuracy problems in warehouse operation. 
The main motivation for this research was a desire to investigate the inventory 
inaccuracy problems in warehouses and in particular, through a case study, to 
examine the problems experienced by a leading logistics company that manages a 
number of warehouses in UK. This investigation has been influenced by and 
conducted in the context of recent and previous research studies that have been 
identified in the published literature.  In many publications, research into inventory 
inaccuracy problems has been related to the development of RFID technology as one 
of the solutions for item tracking systems. Very little research however has been 
published on detailed causes and their inter-relationships within inventory and order 
processing processes. Therefore, after gaining understanding through the study of 
published research in this area, this research has addressed this research gap by 
focusing on a detailed analysis and evaluation of the processes that are involved in 
warehouse operation and the flow of physical items and related information.  
A conceptual model has been produced and discussed in this thesis. The 
conceptual model consists of two flows (physical and information flows) and three 
profiles that have been developed from the key elements of inventory management in 
warehouse operation. The detailed analysis of the warehouse operation determined 
that the conceptual model must support and investigate the processing of three 
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different types of item groups which flow through the warehouse (i.e. individual 
products, small groups of products and bulk quantities of product).  
A simulation modelling approach is chosen to represent the inventory 
inaccuracy model for warehouse operation and implementations of the conceptual 
model were made using ARENA simulation software. The development of the model 
was done in parallel with the verification process. Then the model was tested to 
validate the model in comparison to mathematical calculations and prior expectations 
of the inventory model. 
Finally, a series of experiments were carried out using the simulation model to 
identify and determine the role of each profile individually and the relationships 
between them with consideration being given to the measurement of inventory 
inaccuracy using the warehouse operation simulation model. 
8.3 Research Contributions 
The main objective of this research work was to explore the usage of a 
simulation approach in modelling and investigating the inventory inaccuracy of 
warehouse operation. The objective has been realized through the following 
contributions.  
i. Greater understanding of how the inventory inaccuracy problems occur 
in inventory management which is based on the mismatches between 
physical information and information from the information system and 
an investigation of the occurrence of errors and relationships between 
multiple occurrences of errors that cause the mismatches. This 
understanding extends previous studies into inventory inaccuracy as it 
has been achieved through an in-depth detailed study particularly 
focused on the problems in warehouse operations rather than on the 
overall measurement of inventory management. The measurements 
achieved from this research are therefore more focused on the inventory 
inaccuracy calculation rather than on inventory management related 
measurements. 
ii. A conceptual model of inventory management inaccuracy within 
warehouse operations which consists of the sequence of processes for 
physical and information flows. In this model, the sequence of the 
processes determines the characteristics of an item’s flow through the 
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warehouse operation, starting with items moving in bulk, then 
individually and finally being regrouped back into a small group. These 
characteristics then determine the different consequences of the error’s 
occurrence. The conceptual model also determines a number of 
locations where interactions occur between physical and information 
flows that exist in the sequence of processes. These interactions are 
important as they are used to do the comparison between values stored 
in both flows and therefore they enable the mismatches between them to 
be identified. In relation to a warehouse’s inventory management, 
analysis of the conceptual model has highlighted three profiles (input 
values that are related to inventory management, ISP, BCP and COP) 
that are significant to the identification and measurement of inventory 
inaccuracy. Analysis of the conceptual model also identified that the 
three profiles (as mentioned above) relate to the characteristics of an 
item’s flow (i.e. individually or in groups) that are mentioned above. 
The ISP is related to bulk items, BCP is related to individual items and 
COP is related to items in small groups.  Finally the conceptual model is 
divided into three sections which are based on the profiles and the type 
of items group(bulk, individual and small group) 
iii. Development of measurements of inventory inaccuracy that specifically 
measure the level of mismatch at every location for occurrence of errors, 
processes, sections and overall model of warehouse operation. The 
NoErr(x) is the main measurement of the inventory inaccuracy 
providing details from the lowest level of physical flow to the overall 
model and giving opportunities to analyse the consequences of error 
occurrences at all levels. The measurements for NoAdj and SF are also 
useful to evaluate the level of replenishment in warehouse operation and 
this is highlighted in the case study work. 
iv. A simulation model has been implemented, using the ARENA 
simulation system, to represent and investigate inventory inaccuracy in 
warehouse operation. Based on the detail of the conceptual model, the 
simulation model has been designed to provide interfaces to input the 
values for the three profiles of inventory management and the value of 
EP. These interfaces enable the user to easily input various combinations 
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of the profile data in order to examine different scenarios of inventory 
inaccuracy based on the proposed measurements.  
v. A series of experiments have been carried out on each individual profile 
and the results of these experiments have provided understanding of the 
roles and relationships between variable values in each profile. A further 
series of experiments have also been carried out on the multiple profiles. 
The results show relationships between profiles related to measurement 
of the inventory inaccuracy. Both series of experiments have determined 
the role of each profile which is related to three sections in the model. 
The results of each experiment are based on the three measurements 
(NoErr(x), SF and NoAdj)  
 
8.4 Consequences, usefulness and benefits of the research in a real life context 
This section discusses the consequences, usefulness and benefits of the research 
work in a real life context. The discussion is divided into three sub topics that relate to 
the main research contributions, i.e. the conceptual model, simulation model and 
results of the experiments. 
 
8.4.1 Conceptual Model 
The conceptual model, as discussed in Chapter 3, is useful as it provides an 
understanding of warehouse operation, typical processes and other elements in 
relation to the issue of inventory inaccuracy. The model represents two flows, i.e. the 
physical and information flows. The real life context of the physical flow is that it 
represents the movement of physical items (stock, products, components etc.) from 
the beginning of the warehouse operation until the items move out of the warehouse. 
The movement of physical items through the warehouse is also recorded in the 
computer system. In this research, this is called the information flow.  If there are no 
errors, the quantities of items in physical flow exactly match the number of items 
shown in the information flow. Initially, the information flow starts in parallel with 
the arrival of items physically, when the quantity that has arrived is updated in the 
inventory management system or warehouse management system on the computer. 
The conceptual model is arranged in three sections, showing points of interaction 
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between the physical and information flows. These interactions points are used to 
make comparisons between the number of items recorded in the information flow and 
the number of physical items present. The results of the comparisons are used to 
measure the number of items with errors. 
 The model is arranged in three sections because items are grouped and moved 
together in different ways in different parts of the warehouse.  Hence, each section of 
the model deals with a different kind of group of items (bulk item, individual item and 
small group of items based on customer order quantity). Each of these types of 
grouping has different characteristics, so arranging the model in three sections 
provides a better understanding of the different characteristics of item grouping in the 
different sections of the warehouse operation. At the same time, Figure 3.5 divided 
the model into three parts based on the related information profiles (ISP, BCP and 
COP). Therefore, these elements (different groups of items and related information 
profiles) represent the normal operation of the warehouse. 
The conceptual model also represents the occurrences of errors in the 
warehouse processes. A number of errors are associated with the processes in the 
physical flow. Currently the model does not contain errors in the information flow but 
errors could easily be included in a similar way to those contained in the physical 
flow processes.  The conceptual model of inventory inaccuracy can be used to 
understand the sequences of processes or any other element in the system. 
 
8.4.2 Simulation model 
 Details of the simulation model have been discussed in Chapter 4. The 
conceptual model is translated into the simulation model using ARENA simulation 
software. The real life usefulness and benefits of this simulation model are as follow: 
 
(i) Visualization of warehouse operations using the simulation model 
 Execution of the simulation model enables the user to visualize the operation of 
the warehouse by observing the flow of physical items and the corresponding update 
of information on the computer systems. Both physical and information flows are 
needed to indicate the inventory status at any specific location in the warehouse.  
 Parameter values can be configured (or modified) for each execution of the 
simulation model and therefore each configuration enables the user to visualize 
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particular levels of inventory inaccuracy in specific processes during the warehouse 
operation.   Different configurations can be set up for a series of executions where 
each configuration represents a different scenario of warehouse operation (which is 
easy to visualize by watching the simulation model execution). 
 The simulation software also supports the presentation of results of the 
operations and this is useful as good presentation makes it easier to understand the 
scenario, where mismatches occurred in the system and the related consequences or 
errors occurring during the operation.  Overall, this will lead to better understanding 
of any inventory inaccuracy scenario and its respective configuration.  
 The consequence of the visualization capability is therefore that the owner of 
problems or the user will be able to understand an actual scenario of inventory 
inaccuracy and how the other individual components contributed to the inaccuracy. 
 
(ii) Scenario representation through the configuration of parameter values 
 The simulation model has been designed and developed with integrated 
interfaces to facilitate the input of several parameter values which relate to warehouse 
operation.  Details of the parameters and the interfaces have been discussed in 
Chapters 3 and 4.  The interfaces provide an opportunity to set up different values for 
each process. The conceptual model and the simulation model divide the parameters 
into 4 profiles. The different configurations for these profiles provide opportunities to 
the user to understand the inventory inaccuracy of the warehouse operation in many 
different scenarios.  
 A series of different configurations for the simulation model executions produce 
different results based on inventory inaccuracy measurements. Therefore, the user is 
able to analyze these results and make better decisions about current operations or for 
future planning.  The consequences of this ability to execute the simulation model 
under different configurations means that the performance of the warehouse operation 
can be analyzed and compared in the context of many different inventory inaccuracy 
scenarios. 
 It is also useful to examine the characteristics of an individual process, section 
or profile and also the relationships between two or more processes, sections or 
profiles. See chapters 6 and 7.  The user may carry out a “what-if?” analysis for any 
scenario in the warehouse. 
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 A real life activity related to the simulation is cycle counting, which is the 
activity of counting the number of items at a specific location at a certain period of 
time.  Cycle counting is done to identify the actual number of items in the physical 
location compared to the information recorded in the computer systems (or in any 
other medium). 
 
8.4.3 Results of the experiments 
 The results of the experiments are discussed in Chapters 6 and 7. The following 
discussion presents the characteristics of the profiles that provide useful benefits for 
any future development of inventory inaccuracy problems in warehouse operations or 
related problems.  The characteristics are: 
 
i. Increases in EP produced increased NoErr(overall), SF and NoAdj values 
as anticipated (since if no error occurs, there is no issue of inventory 
inaccuracy). 
 
ii. The EP consists of two variables, P(Exi) and %(Exi). Increasing P(Exi) 
produces more errors than increasing %(Exi) in Section I but otherwise in 
Section III. These results show that the frequency of error occurrences have 
more impact on the items in bulk (Section I) than on small groups of items 
(Section III).  In a real context, the warehouse operation should therefore 
consider the number of items either in small groups or in bulk because this 
will produce different impact on the inventory inaccuracy. 
 
iii. The experiments show that the two variables of COP (OrderQty and 
ArrivalTime) impact on the inventory inaccuracy. The OrderQty level 
indicates the number of items in the operation and if OrderQty increases, the 
number of errors also increased. ArrivalTime is related to the number of 
customer orders that arrive in the operation in a period of time.  The impact is 
due to the fact that OrderQty is a key element of the warehouse operation.  If 
more items are requested by customers, more operations will be generated in 
the warehouse and there will also be more activity in the flow of physical 
stock and information. Many other variables in the model are related to the 
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OrderQty such as number of items overall, number of bulk items flowing from 
bulk location to picking location and so on. 
 
iv. The experiment indicated that an interaction only exists between 
BinCapLvl and SizeBulkItems for all measurements and suspected no or 
minimum interaction between OrderQty and SizeBulkItems and between 
OrderQty and BinCapLvl. This shows that not all variables in the warehouse 
operation interact. 
 
v. The RL variable produced significant impact on SF and NoAdj 
measurements. The experiments show that an increase of RL levels has less 
impact to the SF and NoAdj measurements. 
 
vi. The LT variable shows an almost constant impact on the measurement 
within a range of values. 
 
In the real life warehouse operation, the items received from the supplier will 
be allocated to the picking area, either to the picking bin or to the twilight area.  More 
items from the supplier mean more items available in the picking area. The longer 
items remain in the picking area, the greater the possibility that errors will occur (on 
those items). Therefore, if the arrival of items from the supplier can be well 
synchronized with the arrival of customer orders, the number of items available at the 
picking location will be reduced, which will also reduce the inventory inaccuracy. 
The elimination of the twilight area may be a solution for reducing the items 
involved with error (but this elimination needs to be considered in line with other 
inventory and warehouse management policy). 
 The information from a customer order is one of the main variables in the 
inventory inaccuracy study.  Inventory information will indicate the number of items 
that exist in the warehouse. The information is the number of item per customer order, 
number of customer order and time between arrivals.  Increasing the number of items 
in the warehouse directly increases the number of items involved with errors. The 
experiments show that the customer order variables have more impact on all inventory 
inaccuracy measurements than other variables. 
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The above discussion shows the characteristics of variables in the inventory 
inaccuracy model. The useful information found from the series of experiments is 
related the existence of items in warehouse operation. The longer the time that an item 
exists in the warehouse, the greater the possibility of that item being involved with an 
error. This information is useful to any study of inventory inaccuracy as the effects on 
profiles and processes have been studied and discussed and therefore this research can 
provide guidelines for the identification of factor that cause inventory inaccuracy. 
 In summary, the conceptual and simulation model developed in this research 
provide understanding of inventory inaccuracy problems in warehouse operations and 
develop many ideas for more detailed enhancements in the warehouse components or 
details of inventory inaccuracy factors or measurement. The experiments provide 
characteristics of variables in the warehouse operation related to inventory inaccuracy 
measurement, and understanding and visualization of these characteristics are useful 
for planning or decision making in current and future developments. 
 
8.5 Recommendation for Future Works 
The development of the conceptual model and the implementation of the 
simulation model in this research are limited by a number of constraints. In order to 
enable the inventory inaccuracy of warehouse operation to be more precisely 
examined or analysed, several extensions will be needed to this research including: 
 
i. Enhancement of the conceptual and simulation models with more 
complete elements of inventory management for warehouse operation. 
This should further improve understanding of inventory inaccuracy in 
warehouse operation. 
ii. Development and enhancement of this single item warehouse operation to 
include multiple ranges and types of products which are representative of 
different characteristics of ISP, BCP and COP. The current research 
models may be used as a single product basis for the extension to a 
multiple range and types of products. This model can be run for multiple 
executions simultaneously where each execution is performed on a 
different configuration of product types and inventory profiles. 
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iii. The most recent technology, RFID has been developed to reduce inventory 
inaccuracy issues in supply chain management. RFID is used to track the 
flow of physical items from one location to another location and update the 
related information. Therefore, the method of RFID updates of the 
information for the items should be incorporated in the model instead of 
the conventional information updating approaches that are used in the 
current model. 
iv. It is very difficult to get details of actual error occurrences during 
warehouse operation. This is because the error occurrences are only 
identified when the mismatches are found (rather than at the point of the 
error actually occurring). Therefore, a study should be made on how to 
prevent the errors occurring. 
 
8.6 Conclusion 
This research work was motivated by industrial problems of inventory 
inaccuracy in a warehouse operation. The literature on previous and current research 
from researchers and professionals related to inventory inaccuracy issues has been 
studied, leading to the identification of areas that have not been addressed in previous 
studies.  This enabled appropriate areas for the focused contributions of this research 
to be identified. The development of a conceptual model, the implementation of a 
simulation model and the execution of a series of experiments have enabled this 
research to produce useful, original contributions. Finally, the conclusions of this 
research work can be elaborated as: 
 
i. The background study undertaken during this research shows an 
understanding of the recent developments related to the inventory 
inaccuracy issues.  
ii. This research has demonstrated the development of the conceptual model 
through the simulation modelling approach and has produced improved 
understanding of the details of processes in a warehouse context related to 
inventory inaccuracy issues. These implementations have shown a 
potential way to overcome the inventory inaccuracy issues towards the 
development of the final solution. 
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iii. Investigations, by means of a series of experiments, have shown the role of 
each element (processes, profiles) in warehouse operation and the 
relationships between these elements. Important roles and relationships 
have been identified for all the elements in warehouse operation. The 
recommendations for future works are listed and more detailed and 
enhanced models need to be developed.  
 
As a whole, the contributions for this research are useful to improve the solutions 
for overcoming the inventory inaccuracy issues in warehouse operation in particular 
and more generally in supply chain management.   
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Appendix A 
Mathematical Calculation for Test1a, Test1b, …, Test 1g 
 
Mathematical Calculation for Test1a 
(i) Input Data        
 BinCapLvl 250      
 RL 150      
 No_CO 100      
 OrderQty 25      
 SizeBulkItems 250      
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (0,0) (14,3) (0,0) (0,0)   
 B (0,0) (0,0) (0,0) (11,4 )   
 C (0,0) (0,0) (0,0) (15,6)   
 D 3 0 0     
 E 0 0 1     
 F (0,0) (0,0) (0,0) (0,0) (14,4) 
 G (6,3) (0,0) (0,0)     
 H (0,0) (13,4) (0,0) (0,0)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
 
(iii) Mathematical Calculation       
(a) Process A         
 BulkNo = ((100*25)/250)+1 = 11  
          
 For EA1         
 Freq_Err(EA1) = 0 % * 11 = 0  
 NoErr(EA1) = 0 % * 250 = 0  
 NoErr(EA1_overall) = 0 * 0  = 0  
           
 For EA2         
 Freq_Err(EA1) = 14 % * 11 = 1.54  
 NoErr(EA1) = 3 % * 250 = 7.5  
 NoErr(EA1_overall) = 1.54 * 7.5  = 11  
          
 For EA3         
 Freq_Err(EA1) = 0 % * 11 = 0  
 NoErr(EA1) = 0 % * 250 = 0  
 NoErr(EA1_overall) = 0 * 0  = 0  
          
 For EA4         
 Freq_Err(EA1) = 0 % * 11 = 0  
 NoErr(EA1) = 0 % * 250 = 0  
 NoErr(EA1_overall) = 0 * 0  = 0  
          
 NoErr(Process A)             11  
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(b) Process B         
 BulkNo = ((100*25)/250)+1 = 11  
          
 For EB1         
 Freq_Err(EB1) = 0 % * 11 = 0  
 NoErr(EB1) = 0 % * 250 = 0  
 NoErr(EB1_overall) = 0 * 0  = 0  
          
 For EB2         
 Freq_Err(EB2) = 0 % * 11 = 0  
 NoErr(EB2) = 0 % * 250 = 0  
 NoErr(EB2_overall) = 0 * 0  = 0  
          
 For EB3         
 Freq_Err(EB3) = 0 % * 11 = 0  
 NoErr(EB3) = 0 % * 250 = 0  
 NoErr(EB3_overall) = 0 * 0  = 0  
          
 For EB4         
 Freq_Err(EB4) = 11 % * 11 = 1.21  
 NoErr(EB4) = 4 % * 250 = 10  
 NoErr(EB4_overall) = 1.21 * 10  = 12  
          
 NoErr(Process             12  
          
(c ) Process C         
 BulkNo = ((100*25)/250)+1 = 11  
          
 For EC1         
 Freq_Err(EC1) = 0 % * 11 = 0  
  NoErr(EC1) = 0 % * 250 = 0  
 NoErr(EC1_overall) = 0 * 0  = 0  
           
 For EC2         
 Freq_Err(EC2) = 0 % * 11 = 0  
 NoErr(EC2) = 0 % * 250 = 0  
 NoErr(EC2_overall) = 0 * 0  = 0  
          
 For EC3         
 Freq_Err(EC3) = 0 % * 11 = 0  
 NoErr(EC3) = 0 % * 250 = 0  
 NoErr(EC3_overall) = 0 * 0  = 0  
          
 For EC4         
 Freq_Err(EC4) = 15 % * 11 = 1.65  
 NoErr(EC4) = 6 % * 250 = 15  
 NoErr(EC4_overall) = 1.65 * 15  = 24  
           
 NoErr(Process C)             24  
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(d) Process D         
 Condition : SizeBulkItems>BinCapLvl    
 For ED1         
 NoItemsPick(ED1) = 0 + 1500  = 1500  
 NoErr(ED1) = 3 % * 1500 = 45  
          
 For ED2         
 NoItemsPick(ED2) = 0 + 1500  = 1100  
 NoErr(ED2) = 0 % * 1500 = 0  
              
 For ED3         
 NoItemsPick(ED3) = 0 + 1500  = 1100  
 NoErr(ED3) = 0 % * 1500 = 0  
           
 NoErr(Process D)             45  
          
(e) Process E         
 For EE1         
  NoItemsPick(EE1) = 250 * 11  = 2750  
 NoErr(EE1) = 0 % * 2750 = 0  
          
 For EE2         
 NoItemsPick(EE2) = 250 * 11  = 2750  
 NoErr(EE2) = 0 % * 2750 = 0  
           
 For EE3         
 NoItemsPick(EE3) = 250 * 11  = 2750  
 NoErr(EE3) = 1 % * 2750 = 27  
           
 NoErr(Process E)             27  
          
(f) Process F         
 No_CO = 250       
  For EF1         
 Freq_Err(EF1) = 0 % * 100 = 0  
 NoErr(EF1) = 0 % * 25 = 0  
 NoErr(EF1_overall) = 0 * 0  = 0  
          
 For EF2         
  Freq_Err(EF2) = 0 % * 100 = 0  
 NoErr(EF2) = 0 % * 25 = 0  
 NoErr(EF12_overall) = 0 * 0  = 0  
    
 For EF3         
  Freq_Err(EF3) = 0 % * 100 = 0  
 NoErr(EF3) = 0 % * 25 = 0  
 NoErr(EF3_overall) = 0 * 0  = 0  
          
 For EF4         
 Freq_Err(EF4) = 0 % * 100 = 0  
 NoErr(EF4) = 0 % * 25 = 0  
 NoErr(EF4_overall) = 0 * 0  = 0  
          
 For EF5         
 Freq_Err(EF5) = 14 % * 100 = 14  
 NoErr(EF5) = 4 % * 25 = 1  
 NoErr(EF5_overall) = 14 * 1  = 14  
          
 NoErr(Process F)             14  
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(g) Process G         
 No_CO = 100   
 For EG1        
 Freq_Err(EG1) = 6 % * 100 = 6  
 NoErr(EG1) = 3 % * 25 = 0.75  
 NoErr(EG1_overall) = 6 * 0.75  = 4  
    
 For EG2         
  Freq_Err(EG2) = 0 % * 100 = 0  
 NoErr(EG2) = 0 % * 25 = 0  
 NoErr(EG2_overall) = 0 * 0  = 0  
    
 For EG3         
  Freq_Err(EG3) = 0 % * 100 = 0  
 NoErr(EG3) = 0 % * 25 = 0  
 NoErr(EG3_overall) = 0 * 0  = 0  
          
 NoErr(Process G)             4  
          
(h) Process H         
 No_CO = 100       
 For EH1        
 Freq_Err(EH1) = 0 % * 100 = 0  
 NoErr(EH1) = 0 % * 25 = 0  
 NoErr(EH1_overall) = 0 * 0  = 0  
          
 For EH2         
  Freq_Err(EH2) = 13 % * 100 = 13  
 NoErr(EH2) = 4 % * 25 = 1  
 NoErr(EH2_overall) = 13 * 1  = 13  
          
 For EH3         
  Freq_Err(EH2) = 0 % * 100 = 0  
 NoErr(EH3) = 0 % * 25 = 0  
 NoErr(EH3_overall) = 0 * 0  = 0  
    
 For EH4         
 Freq_Err(EH4) = 0 % * 100 = 0  
 NoErr(EH4) = 0 % * 25 = 0  
 NoErr(EH4_overall) = 0 * 0  = 0  
          
 NoErr(Process H)             13  
          
           
(iv) 
Summary of Mathematical 
Calculation      
 
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
 NoErr(x) 11 12 24 45 27 14 4 13 150 
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Appendix A         
Mathematical Calculation for Test1b 
         
         
(i) Input Data        
 BinCapLvl 250      
 RL 150      
 No_CO 100      
 OrderQty 25      
 SizeBulkItems 250      
 
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (0,0) (0,0) (12,6) (0,0)   
 B (0,0) (0,0) (12,2) (0,0)   
 C (0,0) (0,0) (15,5) (0,0)   
 D 0 2 0     
 E 0 0 3     
 F (0,0) (0,0) (0,0) (12,3) (0,0) 
 G (0,0) (8,5) (0,0)     
 H (0,0) (0,0) (13,4) (0,0)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
 
    
(iii) Mathematical Calculation      
          
(a) Process A        
 BulkNo = ((100*25)/250)+1 = 11 
         
 For EA1        
 Freq_Err(EA1) = 0 % * 11 = 0 
 NoErr(EA1) = 0 % * 250 = 0 
 NoErr(EA1_overall) = 0 * 0  = 0 
          
 For EA2        
 Freq_Err(EA1) = 0 % * 11 = 0 
 NoErr(EA1) = 0 % * 250 = 0 
 NoErr(EA1_overall) = 0 * 0  = 0 
         
 For EA3        
 Freq_Err(EA1) = 12 % * 11 = 1.32 
 NoErr(EA1) = 6 % * 250 = 15 
 NoErr(EA1_overall) = 1.32 * 15  = 19 
         
 For EA4        
 Freq_Err(EA1) = 0 % * 11 = 0 
 NoErr(EA1) = 0 % * 250 = 0 
 NoErr(EA1_overall) = 0 * 0  = 0 
         
 NoErr(Process A)             19 
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(b) Process B        
 BulkNo = ((100*25)/250)+1 = 11 
         
 For EB1        
 Freq_Err(EB1) = 0 % * 11 = 0 
 NoErr(EB1) = 0 % * 250 = 0 
 NoErr(EB1_overall) = 0 * 0  = 0 
         
 For EB2        
 Freq_Err(EB2) = 0 % * 11 = 0 
 NoErr(EB2) = 0 % * 250 = 0 
 NoErr(EB2_overall) = 0 * 0  = 0 
         
 For EB3        
 Freq_Err(EB3) = 12 % * 11 = 1.32 
 NoErr(EB3) = 2 % * 250 = 5 
 NoErr(EB3_overall) = 1.32 * 5  = 6 
         
 For EB4        
 Freq_Err(EB4) = 0 % * 11 = 0 
 NoErr(EB4) = 0 % * 250 = 0 
 NoErr(EB4_overall) = 0 * 0  = 0 
         
 NoErr(Process B)             6 
         
(c ) Process C        
 BulkNo = ((100*25)/250)+1 = 11 
         
 For EC1        
 Freq_Err(EC1) = 0 % * 11 = 0 
  NoErr(EC1) = 0 % * 250 = 0 
 NoErr(EC1_overall) = 0 * 0  = 0 
          
 For EC2        
 Freq_Err(EC2) = 0 % * 11 = 0 
 NoErr(EC2) = 0 % * 250 = 0 
 NoErr(EC2_overall) = 0 * 0  = 0 
         
 For EC3        
 Freq_Err(EC3) = 15 % * 11 = 1.65 
 NoErr(EC3) = 5 % * 250 = 12.5 
 NoErr(EC3_overall) = 1.65 * 12.5  = 20 
         
 For EC4        
 Freq_Err(EC4) = 0 % * 11 = 0 
 NoErr(EC4) = 0 % * 250 = 0 
 NoErr(EC4_overall) = 0 * 0  = 0 
          
 NoErr(Process C)             20 
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(d) Process D        
 Condition : SizeBulkItems>BinCapLvl   
 For ED1        
 NoItemsPick(ED1) = 0 + 1500  = 1500 
 NoErr(ED1) = 0 % * 1500 = 0 
         
 For ED2        
 NoItemsPick(ED2) = 0 + 1500  = 1100 
 NoErr(ED2) = 2 % * 1500 = 30 
             
 For ED3        
 NoItemsPick(ED3) = 0 + 1500  = 1100 
 NoErr(ED3) = 0 % * 1500 = 0 
          
 NoErr(Process D)             30 
         
(e) Process E        
 For EE1        
  NoItemsPick(EE1) = 250 * 11  = 2750 
 NoErr(EE1) = 0 % * 2750 = 0 
         
 For EE2        
 NoItemsPick(EE2) = 250 * 11  = 2750 
 NoErr(EE2) = 0 % * 2750 = 0 
          
 For EE3        
 NoItemsPick(EE3) = 250 * 11  = 2750 
 NoErr(EE3) = 3 % * 2750 = 82 
          
 NoErr(Process E)             82 
         
(f) Process F        
 No_CO = 250      
  For EF1        
 Freq_Err(EF1) = 0 % * 100 = 0 
 NoErr(EF1) = 0 % * 25 = 0 
 NoErr(EF1_overall) = 0 * 0  = 0 
         
 For EF2        
  Freq_Err(EF2) = 0 % * 100 = 0 
 NoErr(EF2) = 0 % * 25 = 0 
 NoErr(EF12_overall) = 0 * 0  = 0 
    
 For EF3        
  Freq_Err(EF3) = 0 % * 100 = 0 
 NoErr(EF3) = 0 % * 25 = 0 
 NoErr(EF3_overall) = 0 * 0  = 0 
         
 For EF4        
 Freq_Err(EF4) = 12 % * 100 = 12 
 NoErr(EF4) = 3 % * 25 = 0.75 
 NoErr(EF4_overall) = 12 * 0.75  = 9 
         
 For EF5        
 Freq_Err(EF5) = 0 % * 100 = 0 
 NoErr(EF5) = 0 % * 25 = 0 
 NoErr(EF5_overall) = 0 * 0  = 0 
         
 NoErr(Process F)             9 
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(g) Process G        
 No_CO = 100  
 For EG1        
 Freq_Err(EG1) = 0 % * 100 = 0 
 NoErr(EG1) = 0 % * 25 = 0 
 NoErr(EG1_overall) = 0 * 0  = 0 
    
 For EG2        
  Freq_Err(EG2) = 8 % * 100 = 8 
 NoErr(EG2) = 5 % * 25 = 1.25 
 NoErr(EG2_overall) = 8 * 1.25  = 10 
    
 For EG3        
  Freq_Err(EG3) = 0 % * 100 = 0 
 NoErr(EG3) = 0 % * 25 = 0 
 NoErr(EG3_overall) = 0 * 0  = 0 
         
 NoErr(Process G)             10 
         
(h) Process H        
 No_CO = 100      
 For EH1        
 Freq_Err(EH1) = 0 % * 100 = 0 
 NoErr(EH1) = 0 % * 25 = 0 
 NoErr(EH1_overall) = 0 * 0  = 0 
         
 For EH2        
  Freq_Err(EH2) = 0 % * 100 = 0 
 NoErr(EH2) = 0 % * 25 = 0 
 NoErr(EH2_overall) = 0 * 0  = 0 
         
 For EH3        
  Freq_Err(EH2) = 13 % * 100 = 13 
 NoErr(EH3) = 4 % * 25 = 1 
 NoErr(EH3_overall) = 13 * 1  = 13 
    
 For EH4        
 Freq_Err(EH4) = 0 % * 100 = 0 
 NoErr(EH4) = 0 % * 25 = 0 
 NoErr(EH4_overall) = 0 * 0  = 0 
         
 NoErr(Process H)             13 
 
           
(iv) Summary of Mathematical Calculation      
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
 NoErr(x) 19 6 20 30 82 9 10 13 189 
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Appendix A         
Mathematical Calculation for Test1c 
         
         
(i) Input Data        
 BinCapLvl 250      
 RL 150      
 No_CO 100      
 OrderQty 25      
 SizeBulkItems 250      
 
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (13,2) (13,2) (13,2) (13,2)   
 B (13,2) (13,2) (13,2) (13,2)   
 C (13,2) (13,2) (13,2) (13,2)   
 D 2 2 2     
 E 2 2 2     
 F (13,2) (13,2) (13,2) (13,2) (13,2) 
 G (13,2) (13,2) (13,2)     
 H (13,2) (13,2) (13,2) (13,2)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
 
(iii) Mathematical Calculation      
          
(a) Process A        
 BulkNo = ((100*25)/250)+1 = 11 
         
 For EA1        
 Freq_Err(EA1) = 13 % * 11 = 1.43 
 NoErr(EA1) = 2 % * 250 = 5 
 NoErr(EA1_overall) = 1.43 * 5  = 7 
          
 For EA2        
 Freq_Err(EA1) = 13 % * 11 = 1.43 
 NoErr(EA1) = 2 % * 250 = 5 
 NoErr(EA1_overall) = 1.43 * 5  = 7 
         
 For EA3        
 Freq_Err(EA1) = 13 % * 11 = 1.43 
 NoErr(EA1) = 2 % * 250 = 5 
 NoErr(EA1_overall) = 1.43 * 5  = 7 
         
 For EA4        
 Freq_Err(EA1) = 13 % * 11 = 1.43 
 NoErr(EA1) = 2 % * 250 = 5 
 NoErr(EA1_overall) = 1.43 * 5  = 7 
         
 NoErr(Process A)             28 
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(b) Process B        
 BulkNo = ((100*25)/250)+1 = 11 
         
 For EB1        
 Freq_Err(EB1) = 13 % * 11 = 1.43 
 NoErr(EB1) = 2 % * 250 = 5 
 NoErr(EB1_overall) = 1.43 * 5  = 7 
         
 For EB2        
 Freq_Err(EB2) = 13 % * 11 = 1.43 
 NoErr(EB2) = 2 % * 250 = 5 
 NoErr(EB2_overall) = 1.43 * 5  = 7 
         
 For EB3        
 Freq_Err(EB3) = 13 % * 11 = 1.43 
 NoErr(EB3) = 2 % * 250 = 5 
 NoErr(EB3_overall) = 1.43 * 5  = 7 
         
 For EB4        
 Freq_Err(EB4) = 13 % * 11 = 1.43 
 NoErr(EB4) = 2 % * 250 = 5 
 NoErr(EB4_overall) = 1.43 * 5  = 7 
         
 NoErr(Process B)             28 
         
(c ) Process C        
 BulkNo = ((100*25)/250)+1 = 11 
         
 For EC1        
 Freq_Err(EC1) = 13 % * 11 = 1.43 
  NoErr(EC1) = 2 % * 250 = 5 
 NoErr(EC1_overall) = 1.43 * 5  = 7 
          
 For EC2        
 Freq_Err(EC2) = 13 % * 11 = 1.43 
 NoErr(EC2) = 2 % * 250 = 5 
 NoErr(EC2_overall) = 1.43 * 5  = 7 
         
 For EC3        
 Freq_Err(EC3) = 13 % * 11 = 1.43 
 NoErr(EC3) = 2 % * 250 = 5 
 NoErr(EC3_overall) = 1.43 * 5  = 7 
         
 For EC4        
 Freq_Err(EC4) = 13 % * 11 = 1.43 
 NoErr(EC4) = 2 % * 250 = 5 
 NoErr(EC4_overall) = 1.43 * 5  = 7 
          
 NoErr(Process C)             28 
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(d) Process D        
 Condition : SizeBulkItems>BinCapLvl   
 For ED1        
 NoItemsPick(ED1) = 0 + 1500  = 1500 
 NoErr(ED1) = 2 % * 1500 = 30 
         
 For ED2        
 NoItemsPick(ED2) = 0 + 1500  = 1100 
 NoErr(ED2) = 2 % * 1500 = 30 
             
 For ED3        
 NoItemsPick(ED3) = 0 + 1500  = 1100 
 NoErr(ED3) = 2 % * 1500 = 30 
          
 NoErr(Process D)             90 
         
(e) Process E        
 For EE1        
  NoItemsPick(EE1) = 250 * 11  = 2750 
 NoErr(EE1) = 2 % * 2750 = 55 
         
 For EE2        
 NoItemsPick(EE2) = 250 * 11  = 2750 
 NoErr(EE2) = 2 % * 2750 = 55 
          
 For EE3        
 NoItemsPick(EE3) = 250 * 11  = 2750 
 NoErr(EE3) = 2 % * 2750 = 55 
          
 NoErr(Process E)             165 
         
(f) Process F        
 No_CO = 250      
  For EF1        
 Freq_Err(EF1) = 13 % * 100 = 13 
 NoErr(EF1) = 2 % * 25 = 0.5 
 NoErr(EF1_overall) = 13 * 0.5  = 6 
         
 For EF2        
  Freq_Err(EF2) = 13 % * 100 = 13 
 NoErr(EF2) = 2 % * 25 = 0.5 
 NoErr(EF12_overall) = 13 * 0.5  = 6 
    
 For EF3        
  Freq_Err(EF3) = 13 % * 100 = 13 
 NoErr(EF3) = 2 % * 25 = 0.5 
 NoErr(EF3_overall) = 13 * 0.5  = 6 
         
 For EF4        
 Freq_Err(EF4) = 13 % * 100 = 13 
 NoErr(EF4) = 2 % * 25 = 0.5 
 NoErr(EF4_overall) = 13 * 0.5  = 6 
         
 For EF5        
 Freq_Err(EF5) = 13 % * 100 = 13 
 NoErr(EF5) = 2 % * 25 = 0.5 
 NoErr(EF5_overall) = 13 * 0.5  = 6 
         
 NoErr(Process F)             30 
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(g) Process G        
 No_CO = 100  
 For EG1        
 Freq_Err(EG1) = 13 % * 100 = 13 
 NoErr(EG1) = 2 % * 25 = 0.5 
 NoErr(EG1_overall) = 13 * 0.5  = 6 
    
 For EG2        
  Freq_Err(EG2) = 13 % * 100 = 13 
 NoErr(EG2) = 2 % * 25 = 0.5 
 NoErr(EG2_overall) = 13 * 0.5  = 6 
    
 For EG3        
  Freq_Err(EG3) = 13 % * 100 = 13 
 NoErr(EG3) = 2 % * 25 = 0.5 
 NoErr(EG3_overall) = 13 * 0.5  = 6 
         
 NoErr(Process G)             18 
         
(h) Process H        
 No_CO = 100      
 For EH1        
 Freq_Err(EH1) = 13 % * 100 = 13 
 NoErr(EH1) = 2 % * 25 = 0.5 
 NoErr(EH1_overall) = 13 * 0.5  = 6 
         
 For EH2        
  Freq_Err(EH2) = 13 % * 100 = 13 
 NoErr(EH2) = 2 % * 25 = 0.5 
 NoErr(EH2_overall) = 13 * 0.5  = 6 
         
 For EH3        
  Freq_Err(EH2) = 13 % * 100 = 13 
 NoErr(EH3) = 2 % * 25 = 0.5 
 NoErr(EH3_overall) = 13 * 0.5  = 6 
    
 For EH4        
 Freq_Err(EH4) = 13 % * 100 = 13 
 NoErr(EH4) = 0 % * 25 = 0 
 NoErr(EH4_overall) = 13 * 0  = 0 
         
 NoErr(Process H)             18 
         
 
           
(iv) Summary of Mathematical Calculation      
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
 NoErr(x) 28 28 28 90 165 30 18 18 405 
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Appendix A    
Mathematical Calculation for Test1d 
    
    
(i) Input Data   
 BinCapLvl 1000 
 RL 250 
 No_CO 200 
 OrderQty 50 
 SizeBulkItems 500 
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (5,2) (6,3) (3,1) (15,1)   
 B (7,4) (4,7) (5,5) (6,2)   
 C (3,4) (7,5) (4,8) (9,2)   
 D (0,-) (0,-) (0,-)     
 E (4,-) (3,-) (1,-)     
 F (9,2) (3,7) (4,5) (4,6) (8,3) 
 G (7,5) (6,1) (6,9)     
 H (8,8) (7,3) (5,4) (9,3)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
    
(iii) Mathematical Calculation      
          
(a) Process A        
 BulkNo = ((200*50)/500)+1 = 21 
         
 For EA1        
 Freq_Err(EA1) = 5 % * 21 = 1.05 
 NoErr(EA1) = 2 % * 500 = 10 
 NoErr(EA1_overall) = 1.05 * 10  = 10 
          
 For EA2        
 Freq_Err(EA1) = 6 % * 21 = 1.26 
 NoErr(EA1) = 3 % * 500 = 15 
 NoErr(EA1_overall) = 1.26 * 15  = 18 
         
 For EA3        
 Freq_Err(EA1) = 3 % * 21 = 0.63 
 NoErr(EA1) = 1 % * 500 = 5 
 NoErr(EA1_overall) = 0.63 * 5  = 3 
         
 For EA4        
 Freq_Err(EA1) = 15 % * 21 = 3.15 
 NoErr(EA1) = 1 % * 500 = 5 
 NoErr(EA1_overall) = 3.15 * 5  = 15 
         
 NoErr(Process A)             46 
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(b) Process B        
 BulkNo = ((200*50)/500)+1 = 21 
         
 For EB1        
 Freq_Err(EB1) = 7 % * 21 = 1.47 
 NoErr(EB1) = 4 % * 500 = 20 
 NoErr(EB1_overall) = 1.47 * 20  = 29 
         
 For EB2        
 Freq_Err(EB2) = 4 % * 21 = 0.84 
 NoErr(EB2) = 7 % * 500 = 35 
 NoErr(EB2_overall) = 0.84 * 35  = 29 
         
 For EB3        
 Freq_Err(EB3) = 5 % * 21 = 1.05 
 NoErr(EB3) = 5 % * 500 = 25 
 NoErr(EB3_overall) = 1.05 * 25  = 26 
         
 For EB4        
 Freq_Err(EB4) = 6 % * 21 = 1.26 
 NoErr(EB4) = 2 % * 500 = 10 
 NoErr(EB4_overall) = 1.26 * 10  = 12 
         
 NoErr(Process B)             96 
         
(c ) Process C        
 BulkNo = ((200*50)/500)+1 = 21 
         
 For EC1        
 Freq_Err(EC1) = 3 % * 21 = 0.63 
  NoErr(EC1) = 4 % * 500 = 20 
 NoErr(EC1_overall) = 0.63 * 20  = 12 
          
 For EC2        
 Freq_Err(EC2) = 7 % * 21 = 1.47 
 NoErr(EC2) = 5 % * 500 = 25 
 NoErr(EC2_overall) = 1.47 * 25  = 36 
         
 For EC3        
 Freq_Err(EC3) = 4 % * 21 = 0.84 
 NoErr(EC3) = 8 % * 500 = 40 
 NoErr(EC3_overall) = 0.84 * 40  = 33 
         
 For EC4        
 Freq_Err(EC4) = 9 % * 21 = 1.89 
 NoErr(EC4) = 2 % * 500 = 10 
 NoErr(EC4_overall) = 1.89 * 10  = 18 
          
 NoErr(Process C)             99 
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(d) Process D        
 Condition : SizeBulkItems>BinCapLvl   
 since SizeBulkItems < BinCapLvl, there is no error on Process D 
 For ED1        
 NoItemsPick(ED1) = -500 + -5000 = -5500 
 NoErr(ED1) = 2 % * -5500 = -110 
         
 For ED2        
 NoItemsPick(ED2) = -500 + -5000 = -5500 
 NoErr(ED2) = 2 % * -5500 = -110 
             
 For ED3        
 NoItemsPick(ED3) = -500 + -5000 = -5500 
 NoErr(ED3) = 2 % * -5500 = -110 
          
 NoErr(Process D)             0 
         
(e) Process E        
 For EE1        
  NoItemsPick(EE1) = 500 * 21  = 10500 
 NoErr(EE1) = 4 % * 10500 = 420 
         
 For EE2        
 NoItemsPick(EE2) = 500 * 21  = 10500 
 NoErr(EE2) = 3 % * 10500 = 315 
          
 For EE3        
 NoItemsPick(EE3) = 500 * 21  = 10500 
 NoErr(EE3) = 1 % * 10500 = 105 
          
 NoErr(Process E)             840 
         
(f) Process F        
 No_CO = 200      
  For EF1        
 Freq_Err(EF1) = 9 % * 200 = 18 
 NoErr(EF1) = 2 % * 50 = 1 
 NoErr(EF1_overall) = 18 * 1  = 18 
         
 For EF2        
  Freq_Err(EF2) = 3 % * 200 = 6 
 NoErr(EF2) = 7 % * 50 = 3.5 
 NoErr(EF12_overall) = 6 * 3.5  = 21 
    
 For EF3        
  Freq_Err(EF3) = 4 % * 200 = 8 
 NoErr(EF3) = 5 % * 50 = 2.5 
 NoErr(EF3_overall) = 8 * 2.5  = 20 
         
 For EF4        
 Freq_Err(EF4) = 4 % * 200 = 8 
 NoErr(EF4) = 6 % * 50 = 3 
 NoErr(EF4_overall) = 8 * 3  = 24 
         
 For EF5        
 Freq_Err(EF5) = 8 % * 200 = 16 
 NoErr(EF5) = 3 % * 50 = 1.5 
 NoErr(EF5_overall) = 16 * 1.5  = 24 
         
 NoErr(Process F)             107 
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(g) Process G        
 No_CO = 200  
 For EG1        
 Freq_Err(EG1) = 7 % * 200 = 14 
 NoErr(EG1) = 5 % * 50 = 2.5 
 NoErr(EG1_overall) = 14 * 2.5  = 35 
    
 For EG2        
  Freq_Err(EG2) = 6 % * 200 = 12 
 NoErr(EG2) = 1 % * 50 = 0.5 
 NoErr(EG2_overall) = 13 * 0.5  = 6 
    
 For EG3        
  Freq_Err(EG3) = 6 % * 200 = 12 
 NoErr(EG3) = 9 % * 50 = 4.5 
 NoErr(EG3_overall) = 12 * 4.5  = 54 
         
 NoErr(Process G)             95 
         
(h) Process H        
 No_CO = 200      
 For EH1        
 Freq_Err(EH1) = 8 % * 200 = 16 
 NoErr(EH1) = 8 % * 50 = 4 
 NoErr(EH1_overall) = 16 * 4  = 64 
         
 For EH2        
  Freq_Err(EH2) = 7 % * 200 = 14 
 NoErr(EH2) = 3 % * 50 = 1.5 
 NoErr(EH2_overall) = 14 * 1.5  = 21 
         
 For EH3        
  Freq_Err(EH2) = 5 % * 200 = 10 
 NoErr(EH3) = 4 % * 50 = 2 
 NoErr(EH3_overall) = 10 * 2  = 20 
    
 For EH4        
 Freq_Err(EH4) = 9 % * 200 = 18 
 NoErr(EH4) = 3 % * 50 = 1.5 
 NoErr(EH4_overall) = 18 * 1.5  = 27 
         
 NoErr(Process H)             132 
 
           
(iv) Summary of Mathematical Calculation      
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
 NoErr(x) 46 96 99 0 840 107 95 132 1415 
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Appendix A    
Mathematical Calculation for Test1e 
    
    
(i) Input Data   
 BinCapLvl 1500 
 RL 350 
 No_CO 200 
 OrderQty 50 
 SizeBulkItems 500 
 
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (1,1) (2,1) (1,2) (2,2)   
 B (1,2) (2,2) (1,3) (3,1)   
 C (3,1) (1,2) (1,3) (1,1)   
 D 0 0 0     
 E 1 2 2     
 F (3,2) (1,2) (2,1) (1,1) (3,3) 
 G (3,1) (1,1) (3,2)     
 H (1,1) (2,2) (3,2) (1,1)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
    
(iii) Mathematical Calculation      
          
(a) Process A        
 BulkNo = ((200*50)/500)+1 = 21 
         
 For EA1        
 Freq_Err(EA1) = 1 % * 21 = 0.21 
 NoErr(EA1) = 1 % * 500 = 5 
 NoErr(EA1_overall) = 0.21 * 5  = 1 
          
 For EA2         
 Freq_Err(EA1) = 2 % * 21 = 0.42 
 NoErr(EA1) = 1 % * 500 = 5 
 NoErr(EA1_overall) = 0.42 * 5  = 2 
         
 For EA3        
 Freq_Err(EA1) = 1 % * 21 = 0.21 
 NoErr(EA1) = 2 % * 500 = 10 
 NoErr(EA1_overall) = 0.21 * 10  = 2 
         
 For EA4        
 Freq_Err(EA1) = 2 % * 21 = 0.42 
 NoErr(EA1) = 2 % * 500 = 10 
 NoErr(EA1_overall) = 0.42 * 10  = 4 
         
 NoErr(Process A)             9 
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(b) Process B        
 BulkNo = ((200*50)/500)+1 = 21 
         
 For EB1        
 Freq_Err(EB1) = 1 % * 21 = 0.21 
 NoErr(EB1) = 2 % * 500 = 10 
 NoErr(EB1_overall) = 0.21 * 10  = 2 
         
 For EB2        
 Freq_Err(EB2) = 2 % * 21 = 0.42 
 NoErr(EB2) = 2 % * 500 = 10 
 NoErr(EB2_overall) = 0.42 * 10  = 4 
         
 For EB3        
 Freq_Err(EB3) = 1 % * 21 = 0.21 
 NoErr(EB3) = 3 % * 500 = 15 
 NoErr(EB3_overall) = 0.21 * 15  = 3 
         
 For EB4        
 Freq_Err(EB4) = 3 % * 21 = 0.63 
 NoErr(EB4) = 1 % * 500 = 5 
 NoErr(EB4_overall) = 0.63 * 5  = 3 
         
 NoErr(Process B)             12 
         
(c ) Process C        
 BulkNo = ((200*50)/500)+1 = 21 
         
 For EC1        
 Freq_Err(EC1) = 3 % * 21 = 0.63 
  NoErr(EC1) = 1 % * 500 = 5 
 NoErr(EC1_overall) = 0.63 * 5  = 3 
          
 For EC2        
 Freq_Err(EC2) = 1 % * 21 = 0.21 
 NoErr(EC2) = 2 % * 500 = 10 
 NoErr(EC2_overall) = 0.21 * 10  = 2 
         
 For EC3        
 Freq_Err(EC3) = 1 % * 21 = 0.21 
 NoErr(EC3) = 3 % * 500 = 15 
 NoErr(EC3_overall) = 0.21 * 15  = 3 
         
 For EC4        
 Freq_Err(EC4) = 1 % * 21 = 0.21 
 NoErr(EC4) = 1 % * 500 = 5 
 NoErr(EC4_overall) = 0.21 * 5  = 1 
          
 NoErr(Process C)             9 
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(d) Process D        
 Condition : SizeBulkItems>BinCapLvl   
 since SizeBulkItems < BinCapLvl, there is no error on Process D 
 For ED1        
 NoItemsPick(ED1) = - + -13000 = -
 NoErr(ED1) = 0 % * - = 0 
         
 For ED2        
 NoItemsPick(ED2) = - + -13000 = -
 NoErr(ED2) = 0 % * - = 0 
             
 For ED3        
 NoItemsPick(ED3) = - + -13000 = -
 NoErr(ED3) = 0 % * - = 0 
          
 NoErr(Process D)             0 
         
(e) Process E        
 For EE1        
  NoItemsPick(EE1) = 500 * 21  = 10500 
 NoErr(EE1) = 1 % * 10500 = 105 
         
 For EE2        
 NoItemsPick(EE2) = 500 * 21  = 10500 
 NoErr(EE2) = 2 % * 10500 = 210 
          
 For EE3        
 NoItemsPick(EE3) = 500 * 21  = 10500 
 NoErr(EE3) = 2 % * 10500 = 210 
          
 NoErr(Process E)             525 
         
(f) Process F        
 No_CO = 200      
  For EF1        
 Freq_Err(EF1) = 3 % * 200 = 6 
 NoErr(EF1) = 2 % * 50 = 1 
 NoErr(EF1_overall) = 6 * 1  = 6 
         
 For EF2        
  Freq_Err(EF2) = 1 % * 200 = 2 
 NoErr(EF2) = 2 % * 50 = 1 
 NoErr(EF12_overall) = 2 * 1  = 2 
    
 For EF3        
  Freq_Err(EF3) = 2 % * 200 = 4 
 NoErr(EF3) = 1 % * 50 = 0.5 
 NoErr(EF3_overall) = 4 * 0.5  = 2 
         
 For EF4        
 Freq_Err(EF4) = 1 % * 200 = 2 
 NoErr(EF4) = 1 % * 50 = 0.5 
 NoErr(EF4_overall) = 2 * 0.5  = 1 
         
 For EF5        
 Freq_Err(EF5) = 3 % * 200 = 6 
 NoErr(EF5) = 3 % * 50 = 1.5 
 NoErr(EF5_overall) = 6 * 1.5  = 9 
         
 NoErr(Process F)             20 
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(g) Process G        
 No_CO = 200  
 For EG1        
 Freq_Err(EG1) = 3 % * 200 = 6 
 NoErr(EG1) = 1 % * 50 = 0.5 
 NoErr(EG1_overall) = 6 * 0.5  = 3 
    
 For EG2        
  Freq_Err(EG2) = 1 % * 200 = 2 
 NoErr(EG2) = 1 % * 50 = 0.5 
 NoErr(EG2_overall) = 2 * 0.5  = 1 
    
 For EG3        
  Freq_Err(EG3) = 3 % * 200 = 6 
 NoErr(EG3) = 2 % * 50 = 1 
 NoErr(EG3_overall) = 6 * 1  = 6 
         
 NoErr(Process G)             10 
         
(h) Process H        
 No_CO = 200      
 For EH1        
 Freq_Err(EH1) = 1 % * 200 = 2 
 NoErr(EH1) = 1 % * 50 = 0.5 
 NoErr(EH1_overall) = 2 * 0.5  = 1 
         
 For EH2        
  Freq_Err(EH2) = 2 % * 200 = 4 
 NoErr(EH2) = 2 % * 50 = 1 
 NoErr(EH2_overall) = 4 * 1  = 4 
         
 For EH3        
  Freq_Err(EH2) = 3 % * 200 = 6 
 NoErr(EH3) = 2 % * 50 = 1 
 NoErr(EH3_overall) = 6 * 1  = 6 
    
 For EH4        
 Freq_Err(EH4) = 1 % * 200 = 2 
 NoErr(EH4) = 1 % * 50 = 0.5 
 NoErr(EH4_overall) = 2 * 0.5  = 1 
         
 NoErr(Process H)             12 
 
(iv) 
Summary of Mathematical 
Calculation       
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall  
 NoErr(x) 9 12 9 0 525 20 10 12 597 
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Appendix A    
Mathematical Calculation for Test1f 
    
    
(i) Input Data   
 BinCapLvl 1200 
 RL 250 
 No_CO 300 
 OrderQty 10 
 SizeBulkItems 500 
 
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (3,2) (1,3) (4,1) (3,4)   
 B (4,2) (2,1) (2,2) (4,1)   
 C (3,1) (4,2) (1,1) (1,4)   
 D (.005,-) (.005,-) (0,-)     
 E (.0075,-) (.006,-) (.0001,-)     
 F (3,2) (4,1) (2,1) (3,2) (2,4) 
 G (3,1) (4,2) (2,2)     
 H (3,1) (2,4) (2,2) (1,4)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
 
(iii) Mathematical Calculation      
          
(a) Process A        
 BulkNo = ((300*10)/500)+1 = 7 
         
 For EA1        
 Freq_Err(EA1) = 3 % * 7 = 0.21 
 NoErr(EA1) = 2 % * 500 = 10 
 NoErr(EA1_overall) = 0.21 * 10  = 2 
          
 For EA2         
 Freq_Err(EA1) = 1 % * 7 = 0.07 
 NoErr(EA1) = 3 % * 500 = 15 
 NoErr(EA1_overall) = 0.07 * 15  = 1 
         
 For EA3        
 Freq_Err(EA1) = 4 % * 7 = 0.28 
 NoErr(EA1) = 1 % * 500 = 5 
 NoErr(EA1_overall) = 0.28 * 5  = 1 
         
 For EA4        
 Freq_Err(EA1) = 3 % * 7 = 0.21 
 NoErr(EA1) = 4 % * 500 = 20 
 NoErr(EA1_overall) = 0.21 * 20  = 4 
         
 NoErr(Process A)             8 
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(b) Process B        
 BulkNo = ((300*10)/500)+1 = 7 
         
 For EB1        
 Freq_Err(EB1) = 4 % * 7 = 0.28 
 NoErr(EB1) = 2 % * 500 = 10 
 NoErr(EB1_overall) = 0.28 * 10  = 2 
         
 For EB2        
 Freq_Err(EB2) = 2 % * 7 = 0.14 
 NoErr(EB2) = 1 % * 500 = 5 
 NoErr(EB2_overall) = 0.14 * 5  = 0 
         
 For EB3        
 Freq_Err(EB3) = 2 % * 7 = 0.14 
 NoErr(EB3) = 2 % * 500 = 10 
 NoErr(EB3_overall) = 0.14 * 10  = 1 
         
 For EB4        
 Freq_Err(EB4) = 4 % * 7 = 0.28 
 NoErr(EB4) = 1 % * 500 = 5 
 NoErr(EB4_overall) = 0.28 * 5  = 1 
         
 NoErr(Process B)             4 
         
(c ) Process C        
 BulkNo = ((300*10)/500)+1 = 7 
         
 For EC1        
 Freq_Err(EC1) = 3 % * 7 = 0.21 
  NoErr(EC1) = 1 % * 500 = 5 
 NoErr(EC1_overall) = 0.21 * 5  = 1 
          
 For EC2        
 Freq_Err(EC2) = 4 % * 7 = 0.28 
 NoErr(EC2) = 2 % * 500 = 10 
 NoErr(EC2_overall) = 0.28 * 10  = 2 
         
 For EC3        
 Freq_Err(EC3) = 1 % * 7 = 0.07 
 NoErr(EC3) = 1 % * 500 = 5 
 NoErr(EC3_overall) = 0.07 * 5  = 0 
         
 For EC4        
 Freq_Err(EC4) = 1 % * 7 = 0.07 
 NoErr(EC4) = 4 % * 500 = 20 
 NoErr(EC4_overall) = 0.07 * 20  = 1 
          
 NoErr(Process C)             4 
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(d) Process D        
 Condition : SizeBulkItems>BinCapLvl   
 since SizeBulkItems < BinCapLvl, there is no error on Process D 
 For ED1        
 NoItemsPick(ED1) = -700 + -2700 = -3400 
 NoErr(ED1) = 0.005 % * -3400 = 0 
         
 For ED2        
 NoItemsPick(ED2) = -700 + -2700 = -3400 
 NoErr(ED2) = 0.005 % * -3400 = 0 
             
 For ED3        
 NoItemsPick(ED3) = -700 + -2700 = -3400 
 NoErr(ED3) = 0.005 % * -3400 = 0 
          
 NoErr(Process             0 
         
(e) Process E        
 For EE1        
  NoItemsPick(EE1) = 500 * 7  = 3500 
 NoErr(EE1) = 0.0075 % * 3500 = 0 
         
 For EE2        
 NoItemsPick(EE2) = 500 * 7  = 3500 
 NoErr(EE2) = 0.006 % * 3500 = 0 
          
 For EE3        
 NoItemsPick(EE3) = 500 * 21  = 10500 
 NoErr(EE3) = 0.0001 % * 10500 = 0 
          
 NoErr(Process E)             0 
         
(f) Process F        
 No_CO = 300      
  For EF1        
 Freq_Err(EF1) = 3 % * 300 = 9 
 NoErr(EF1) = 2 % * 10 = 0.2 
 NoErr(EF1_overall) = 9 * 0.2  = 1 
         
 For EF2        
  Freq_Err(EF2) = 4 % * 300 = 12 
 NoErr(EF2) = 1 % * 10 = 0.1 
 NoErr(EF12_overall) = 12 * 0.1  = 1 
    
 For EF3        
  Freq_Err(EF3) = 2 % * 300 = 6 
 NoErr(EF3) = 1 % * 10 = 0.1 
 NoErr(EF3_overall) = 6 * 0.1  = 0 
         
 For EF4        
 Freq_Err(EF4) = 3 % * 300 = 9 
 NoErr(EF4) = 2 % * 10 = 0.2 
 NoErr(EF4_overall) = 9 * 0.2  = 1 
         
 For EF5        
 Freq_Err(EF5) = 2 % * 300 = 6 
 NoErr(EF5) = 4 % * 10 = 0.4 
 NoErr(EF5_overall) = 6 * 0.4  = 2 
         
 NoErr(Process F)             5 
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(g) Process G        
 No_CO = 300  
 For EG1        
 Freq_Err(EG1) = 3 % * 300 = 9 
 NoErr(EG1) = 1 % * 10 = 0.1 
 NoErr(EG1_overall) = 9 * 0.1  = 0 
    
 For EG2        
  Freq_Err(EG2) = 4 % * 300 = 12 
 NoErr(EG2) = 2 % * 10 = 0.2 
 NoErr(EG2_overall) = 12 * 0.2  = 2 
    
 For EG3        
  Freq_Err(EG3) = 2 % * 300 = 6 
 NoErr(EG3) = 2 % * 10 = 0.2 
 NoErr(EG3_overall) = 6 * 0.2  = 1 
         
 NoErr(Process             3 
         
(h) Process H        
 No_CO = 300      
 For EH1        
 Freq_Err(EH1) = 3 % * 300 = 9 
 NoErr(EH1) = 1 % * 10 = 0.1 
 NoErr(EH1_overall) = 9 * 0.1  = 0 
         
 For EH2        
  Freq_Err(EH2) = 2 % * 300 = 6 
 NoErr(EH2) = 4 % * 10 = 0.4 
 NoErr(EH2_overall) = 6 * 0.4  = 2 
         
 For EH3        
  Freq_Err(EH2) = 2 % * 300 = 6 
 NoErr(EH3) = 2 % * 10 = 0.2 
 NoErr(EH3_overall) = 6 * 0.2  = 1 
    
 For EH4        
 Freq_Err(EH4) = 1 % * 300 = 3 
 NoErr(EH4) = 4 % * 10 = 0.4 
 NoErr(EH4_overall) = 3 * 0.4  = 1 
         
 NoErr(Process             4 
 
(iv) 
Summary of Mathematical 
Calculation       
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
 NoErr(x) 8 4 4 0 0 5 3 4 28 
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Appendix A    
Mathematical Calculation for Test1g 
    
(i) Input Data   
 BinCapLvl 1000 
 RL 200 
 No_CO 500 
 OrderQty 15 
 SizeBulkItems 1200 
 
       
(ii) EP for Mathematical Calculation 
 Process Error#1 Error#2 Error#3 Error#4 Error#5 
 A (3,2) (1,3) (4,1) (3,4)   
 B (4,2) (2,1) (2,2) (4,1)   
 C (3,1) (4,2) (1,1) (1,4)   
 D 3 1 4     
 E 5 1 3     
 F (3,2) (4,1) (2,1) (3,2) (2,4) 
 G (3,1) (4,2) (2,2)     
 H (3,1) (2,4) (2,2) (1,4)   
 For Processes A, B, C, F, G, H : (P(Exi), %(E(xi)) 
 For Processes D, E : (P(Exi)) 
 
    
(iii) Mathematical Calculation      
          
(a) Process A        
 BulkNo = ((500*15)/1200)+1 = 7 
         
 For EA1        
 Freq_Err(EA1) = 3 % * 7 = 0.21 
 NoErr(EA1) = 2 % * 1200 = 24 
 NoErr(EA1_overall) = 0.21 * 24  = 5 
          
 For EA2         
 Freq_Err(EA1) = 1 % * 7 = 0.07 
 NoErr(EA1) = 3 % * 1200 = 36 
 NoErr(EA1_overall) = 0.07 * 36  = 2 
         
 For EA3        
 Freq_Err(EA1) = 4 % * 7 = 0.28 
 NoErr(EA1) = 1 % * 1200 = 12 
 NoErr(EA1_overall) = 0.28 * 12  = 3 
         
 For EA4        
 Freq_Err(EA1) = 3 % * 7 = 0.21 
 NoErr(EA1) = 4 % * 1200 = 48 
 NoErr(EA1_overall) = 0.21 * 48  = 10 
         
 NoErr(Process A)             20 
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(b) Process B        
 BulkNo = ((500*15)/1200)+1 = 7 
         
 For EB1        
 Freq_Err(EB1) = 4 % * 7 = 0.28 
 NoErr(EB1) = 2 % * 1200 = 24 
 NoErr(EB1_overall) = 0.28 * 24  = 6 
         
 For EB2        
 Freq_Err(EB2) = 2 % * 7 = 0.14 
 NoErr(EB2) = 1 % * 1200 = 12 
 NoErr(EB2_overall) = 0.14 * 12  = 1 
         
 For EB3        
 Freq_Err(EB3) = 2 % * 7 = 0.14 
 NoErr(EB3) = 2 % * 1200 = 24 
 NoErr(EB3_overall) = 0.14 * 24  = 3 
         
 For EB4        
 Freq_Err(EB4) = 4 % * 7 = 0.28 
 NoErr(EB4) = 1 % * 1200 = 12 
 NoErr(EB4_overall) = 0.28 * 12  = 3 
         
 NoErr(Process B)             13 
         
(c ) Process C        
 BulkNo = ((500*15)/1200)+1 = 7 
         
 For EC1        
 Freq_Err(EC1) = 3 % * 7 = 0.21 
  NoErr(EC1) = 1 % * 1200 = 12 
 NoErr(EC1_overall) = 0.21 * 12  = 2 
          
 For EC2        
 Freq_Err(EC2) = 4 % * 7 = 0.28 
 NoErr(EC2) = 2 % * 1200 = 24 
 NoErr(EC2_overall) = 0.28 * 24  = 6 
         
 For EC3        
 Freq_Err(EC3) = 1 % * 7 = 0.07 
 NoErr(EC3) = 1 % * 1200 = 12 
 NoErr(EC3_overall) = 0.07 * 12  = 0 
         
 For EC4        
 Freq_Err(EC4) = 1 % * 7 = 0.07 
 NoErr(EC4) = 4 % * 1200 = 48 
 NoErr(EC4_overall) = 0.07 * 48  = 3 
          
 NoErr(Process C)             11 
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(d) Process D        
 Condition : SizeBulkItems>BinCapLvl   
 since SizeBulkItems < BinCapLvl, there is no error on Process 
 For ED1        
 NoItemsPick(ED1) = 200 + 2400 = 2600 
 NoErr(ED1) = 3 % * 2600 = 78 
         
 For ED2        
 NoItemsPick(ED2) = 200 + 2400 = 2600 
 NoErr(ED2) = 1 % * 2600 = 26 
             
 For ED3        
 NoItemsPick(ED3) = 200 + 2400 = 2600 
 NoErr(ED3) = 4 % * 2600 = 104 
          
 NoErr(Process             208 
         
(e) Process E        
 For EE1        
  NoItemsPick(EE1) = 1200 * 7  = 8400 
 NoErr(EE1) = 5 % * 8400 = 420 
         
 For EE2        
 NoItemsPick(EE2) = 1200 * 7  = 8400 
 NoErr(EE2) = 1 % * 8400 = 84 
          
 For EE3        
 NoItemsPick(EE3) = 1200 * 7  = 8400 
 NoErr(EE3) = 3 % * 8400 = 252 
          
 NoErr(Process E)             756 
         
(f) Process F        
 No_CO = 500      
  For EF1        
 Freq_Err(EF1) = 3 % * 500 = 15 
 NoErr(EF1) = 2 % * 15 = 0.3 
 NoErr(EF1_overall) = 15 * 0.3  = 4 
         
 For EF2        
  Freq_Err(EF2) = 4 % * 500 = 20 
 NoErr(EF2) = 1 % * 15 = 0.15 
 NoErr(EF12_overall) = 20 * 0.2  = 3 
    
 For EF3        
  Freq_Err(EF3) = 2 % * 500 = 10 
 NoErr(EF3) = 1 % * 15 = 0.15 
 NoErr(EF3_overall) = 10 * 0.2  = 1 
         
 For EF4        
 Freq_Err(EF4) = 3 % * 500 = 15 
 NoErr(EF4) = 2 % * 15 = 0.3 
 NoErr(EF4_overall) = 15 * 0.3  = 4 
         
 For EF5        
 Freq_Err(EF5) = 2 % * 500 = 10 
 NoErr(EF5) = 4 % * 15 = 0.6 
 NoErr(EF5_overall) = 10 * 0.6  = 6 
         
 NoErr(Process F)             18 
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(g) Process G        
 No_CO = 500  
 For EG1        
 Freq_Err(EG1) = 3 % * 500 = 15 
 NoErr(EG1) = 1 % * 15 = 0.15 
 NoErr(EG1_overall) = 15 * 0.2  = 2 
    
 For EG2        
  Freq_Err(EG2) = 4 % * 500 = 20 
 NoErr(EG2) = 2 % * 15 = 0.3 
 NoErr(EG2_overall) = 20 * 0.3  = 6 
    
 For EG3        
  Freq_Err(EG3) = 2 % * 500 = 10 
 NoErr(EG3) = 2 % * 15 = 0.3 
 NoErr(EG3_overall) = 10 * 0.3  = 3 
         
 NoErr(Process             11 
         
(h) Process H        
 No_CO = 500      
 For EH1        
 Freq_Err(EH1) = 3 % * 500 = 15 
 NoErr(EH1) = 1 % * 15 = 0.15 
 NoErr(EH1_overall) = 15 * 0.2  = 2 
         
 For EH2        
  Freq_Err(EH2) = 2 % * 500 = 10 
 NoErr(EH2) = 4 % * 15 = 0.6 
 NoErr(EH2_overall) = 10 * 0.6  = 6 
         
 For EH3        
  Freq_Err(EH2) = 2 % * 500 = 10 
 NoErr(EH3) = 2 % * 15 = 0.3 
 NoErr(EH3_overall) = 10 * 0.3  = 3 
    
 For EH4        
 Freq_Err(EH4) = 1 % * 500 = 5 
 NoErr(EH4) = 4 % * 15 = 0.6 
 NoErr(EH4_overall) = 5 * 0.6  = 3 
         
 NoErr(Process             14 
 
           
(iv) 
Summary of Mathematical 
Calculation      
 
 
   
Process 
A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
 NoErr(x) 20 13 11 208 756 18 11 14 1051 
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Appendix B 
Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
             
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1a                          
Mathematical 
Calculation 11.55 12.1 24.75 33 27.5 14 4.5 13 140.4       
Model Execution for 
30 Replications 
(Average) 
12 13.33 24.733 21.233 26.766 13.633 6.066 12.933 130.7 9.7 6.91 
7.01 
Model Execution for 
50 Replications 
(Average) 
13.28 13.4 24.68 20.66 26.9 13.52 6.1 12.98 131.52 8.88 6.32 
Model Execution for 
100 Replications 
(Average) 
12.32 12.4 23.18 21.84 26.5 13.85 6.29 13.05 129.43 10.97 7.81 
Model Execution for 
150 Replications 
(Average) 
12.426 12.733 23.893 21.28 26.993 13.8 6.446 13.006 130.58 9.82 6.99 
Model Execution for 
250 Replications 
(Average) 
11.936 12.44 24.892 21.244 26.808 13.988 6.304 12.92 130.53 9.87 7.03 
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Appendix B for Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
             
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1b                          
Mathematical 
Calculation 19.8 6.6 20.625 22 82.5 9 10 13 183.53       
Model Execution for 
30 Replications 
(Average) 
19.5 8.167 22.3 10.167 83.966 11.5 7.33 12.63 175.56 7.79 4.24 
5.27 
Model Execution for 
50 Replications 
(Average) 
18 7.7 21.28 10 81.92 11.82 7.18 12.72 170.68 12.67 6.90 
Model Execution for 
100 Replications 
(Average) 
19.2 7.3 21.85 10.47 81.86 11.69 7.97 12.85 173.2 10.15 5.53 
Model Execution for 
150 Replications 
(Average) 
19.3 7.33 22.56 10.613 82.106 11.566 8.01 13.22 174.7 8.65 4.71 
Model Execution for 
250 Replications 
(Average) 
19.4 7.35 22.1 10.61 82.4 11.3 8.2 12.91 174.27 9.08 4.95 
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Appendix B for Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
                         
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1c                          
Mathematical 
Calculation 28.6 28.6 28.6 66 165 32.5 19.5 26 394.8       
Model Execution for 
30 Replications 
(Average) 
32 33.33 33.33 21.3 169.83 49.766 16.366 14.6 370.53 24.27 6.15 
6.77 
Model Execution for 
50 Replications 
(Average) 
31.6 32.8 32.8 21.66 170.4 49.56 16.18 15.1 369.5 25.3 6.41 
Model Execution for 
100 Replications 
(Average) 
25 20 40 22 178 55 18 13 371 23.8 6.03 
Model Execution for 
150 Replications 
(Average) 
30.633 32.86 31.59 21.673 169.32 49.07 16 14 365 29.8 7.55 
Model Execution for 
250 Replications 
(Average) 
30.6 31.776 32.14 22.02 168.65 49.29 16.096 13.79 364.36 30.44 7.71 
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Appendix B for Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
             
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1d                          
Mathematical 
Calculation 48.3 97.65 101.85 0 840 137 95 132 1451.8       
Model Execution for 
30 Replications 
(Average) 
49.66 93.4 105.36 0 780.53 130.46 90.833 115.6 1356.8 95 6.54 
6.10 
Model Execution for 
50 Replications 
(Average) 
50 92.96 101.62 0 777.52 134.52 86.56 115.2 1358.3 93.5 6.44 
Model Execution for 
100 Replications 
(Average) 
48.65 88.45 102.08 0 788.79 135.93 90.46 116.54 1370.9 80.9 5.57 
Model Execution for 
150 Replications 
(Average) 
47.3 88.46 99.326 0 788.15 133.69 91.293 116.83 1365 86.8 5.98 
Model Execution for 
250 Replications 
(Average) 
47.04 89.684 96.116 0 790.77 132.98 91.384 117.56 1365.5 86.3 5.94 
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Appendix B for Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
                         
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1e                          
Mathematical 
Calculation 10.5 12.6 9.45 0 525 20 10 12 599.55       
Model Execution for 
30 Replications 
(Average) 
11.166 13.666 11.333 0 488.7 21.1 11.433 12.066 569.46 30.09 5.02 
4.90 
Model Execution for 
50 Replications 
(Average) 
10 15 11 0 490.16 22.42 11.52 12.02 572.12 27.43 4.58 
Model Execution for 
100 Replications 
(Average) 
9.95 12.55 9.65 0 491.62 22.85 11.47 12.08 570.17 29.38 4.90 
Model Execution for 
150 Replications 
(Average) 
9.233 12.4 9.66 0 491.34 22.946 11.826 12.06 569.47 30.08 5.02 
Model Execution for 
250 Replications 
(Average) 
9.62 11.82 9.28 0 491.53 23.448 11.844 12.036 569.58 29.97 5.00 
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Appendix B for Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
                         
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1f                         
Mathematical 
Calculation 8.75 6.3 5.6 0 0.476 7.8 4.5 5.7 39.126       
Model Execution for 
30 Replications 
(Average) 
5.5 6.5 4.667 0 0.4 0 0 0 17.07 22.056 56.37 
58.30 
Model Execution for 
50 Replications 
(Average) 
5.6 5.4 4.4 0 0.34 0 0 0 15.74 23.386 59.77 
Model Execution for 
100 Replications 
(Average) 
6.65 4.75 4.6 0 0.28 0 0 0 16.28 22.846 58.39 
Model Execution for 
150 Replications 
(Average) 
7.2 4.3 4.733 0 0.3067 0 0 0 16.54 22.586 57.73 
Model Execution for 
250 Replications 
(Average) 
6.72 4.2 4.72 0 0.308 0 0 0 15.948 23.178 59.24 
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Appendix B for Mathematical Calculation and Simulation Model Execution (based on Number of Replications)  
                         
  NoErr(x)       
  Process A 
Process 
B 
Process 
C 
Process 
D 
Process 
E 
Process 
F 
Process 
G 
Process 
H Overall 
Different between 
Model Execution 
to Mathematical 
Calculation 
% Different 
to 
Mathematic 
Calculation 
Mean of 
Difference 
Test 1g                         
Mathematical 
Calculation 21 15.12 13.44 112 315 19.5 11.25 14.25 521.56       
Model Execution for 
30 Replications 
(Average) 
6.4 7.9666 12 20.233 299.63 3.2666 0 4.9333 354.63 166.93 32.01 
36.65 
Model Execution for 
50 Replications 
(Average) 
0 0 0 22 218 2 0 4 246 275.56 52.83 
Model Execution for 
100 Replications 
(Average) 
9.12 6.46 9.24 21.15 296.42 3.39 0 5.1 350.88 170.68 32.72 
Model Execution for 
150 Replications 
(Average) 
10.946 5.5066 7.44 21.053 296.44 3.4533 0 5.2133 350.05 171.51 32.88 
Model Execution for 
250 Replications 
(Average) 
10.116 5.936 7.14 21.664 296.84 3.572 0 5.216 350.48 171.08 32.80 
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Appendix C 
Simulation Result (50 replications) for Test 1a, 1b, …, 1g 
 
 
Appendix C Simulation Model Result (50 Replications) for Test 1a  
          
  NoErr(x) 
Simulation Model Execution 
  Process   
Replication A B C D E F G H overall 
1 24 30 15 14 27 15 6 11 142 
2 0 20 28 26 23 15 7 16 135 
3 16 10 30 21 21 10 8 12 128 
4 16 10 15 21 34 11 8 8 123 
5 8 20 0 23 28 12 10 13 114 
6 8 0 0 34 21 11 3 14 91 
7 8 0 45 21 29 12 7 11 133 
8 24 0 0 24 21 10 5 11 95 
9 8 20 44 14 33 9 7 9 144 
10 8 10 30 20 30 10 9 19 136 
11 8 0 15 25 28 14 8 12 110 
12 8 20 15 23 26 11 5 17 125 
13 16 30 15 13 26 19 10 12 141 
14 8 0 15 29 31 18 4 11 116 
15 8 20 15 23 20 19 6 13 124 
16 16 20 44 15 23 12 4 17 151 
17 16 20 30 25 27 20 4 12 154 
18 24 30 45 5 29 14 9 12 168 
19 8 20 29 18 30 11 4 9 129 
20 24 10 45 15 31 16 2 20 163 
21 8 10 15 29 26 12 4 10 114 
22 16 10 45 23 31 12 8 12 157 
23 8 0 15 30 28 20 2 12 115 
24 16 20 30 21 21 13 3 10 134 
25 8 20 44 17 25 16 6 11 147 
26 8 20 28 17 28 15 6 13 135 
27 8 10 30 25 28 12 9 15 137 
28 0 20 15 22 29 13 10 18 127 
29 16 0 0 29 23 16 2 16 102 
30 16 0 45 15 26 11 6 12 131 
31 40 
10 
 
0 21 23 15 4 9 122 
32 8 20 59 15 25 13 4 14 158 
33 8 20 44 13 24 11 5 14 139 
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34 40 20 15 21 28 11 9 15 159 
35 16 30 15 20 27 17 9 16 150 
36 32 20 30 10 29 11 9 12 153 
37 8 10 0 25 20 17 5 14 99 
38 16 20 30 17 33 12 13 13 154 
39 32 0 15 24 28 14 5 16 134 
40 8 10 0 24 31 14 3 6 96 
41 0 20 59 14 21 22 5 9 150 
42 16 0 15 21 36 21 6 9 124 
43 0 20 45 23 20 15 6 15 144 
44 16 10 15 18 37 8 8 9 121 
45 0 10 45 15 31 11 3 21 136 
46 8 20 30 24 25 12 7 16 142 
47 0 10 15 31 20 7 10 12 105 
48 24 10 15 15 27 9 2 7 109 
49 24 10 15 19 30 16 3 16 133 
50 8 0 30 26 27 11 7 18 127 
Mean 13.28 13.4 24.68 20.66 26.9 13.52 6.1 12.98 131.52 
SD 9.6448 9.17183 16.279 5.798 4.2774 3.4596 2.613 3.3654 18.8693 
n 50 50 50 50 50 50 50 50 50 
                    
Mathematical 
Calculation 11.55 12.1 24.75 33 27.5 14 4.5 13 140.4 
                    
Statistical Test (95% significant level) 
t 1.2683 1.00224 -0.0304 -15.05 -0.992 -0.981 4.33 -0.042 -3.32768 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  11.55 12.1 24.75 33 27.5 14 4.5 13 140.4 
Conclusion accepted accepted accepted rejected accepted accepted rejected accepted rejected 
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Appendix C Simulation Model Result (50 Replications) for Test 1b  
          
  NoErr(x) 
Simulation Model Execution 
  Process   
Replication A B C D E F G H overall 
1 15 10 25 4 103 13 12 10 192 
2 30 5 0 12 82 8 13 4 154 
3 0 15 38 9 79 8 9 13 171 
4 15 5 12 6 86 10 11 19 164 
5 30 0 13 12 93 9 3 9 169 
6 0 5 13 11 85 10 8 11 143 
7 45 15 49 12 89 13 9 17 249 
8 0 5 13 10 96 11 8 13 156 
9 15 10 13 10 85 9 8 9 159 
10 15 5 12 8 81 12 7 8 148 
11 0 15 25 8 77 7 10 9 151 
12 0 5 12 9 101 10 4 15 156 
13 0 10 38 12 70 14 6 18 168 
14 30 10 51 7 89 12 7 16 222 
15 15 0 13 14 70 14 3 17 146 
16 0 10 25 10 80 7 5 14 151 
17 0 15 0 16 94 15 5 18 163 
18 30 5 37 6 69 12 6 15 180 
19 15 0 13 9 84 11 8 16 156 
20 75 5 25 12 80 11 9 11 228 
21 15 15 38 13 82 12 3 12 190 
22 15 15 26 9 87 11 10 15 188 
23 45 0 13 10 84 12 2 13 179 
24 45 10 13 8 77 15 7 9 184 
25 0 5 39 10 78 11 11 16 170 
26 30 5 50 8 78 14 7 9 201 
27 15 20 38 11 108 10 6 10 218 
28 30 10 0 13 84 12 8 11 168 
29 45 10 13 16 82 19 8 10 203 
30 15 5 12 10 66 13 7 12 140 
31 15 0 
 
13 11 81 14 12 14 160 
32 0 0 0 15 96 18 8 15 152 
33 0 15 0 16 93 14 5 10 153 
34 0 10 26 11 83 10 4 14 158 
35 0 5 39 11 79 5 7 11 157 
36 45 0 13 3 77 11 4 11 164 
37 0 10 12 11 58 17 4 7 119 
38 0 10 13 9 89 11 5 14 151 
39 15 0 0 10 78 11 7 14 135 
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40 15 5 38 6 73 17 10 11 175 
41 30 5 13 6 67 12 10 11 154 
42 15 10 0 10 71 13 4 12 135 
43 30 15 38 6 80 13 10 9 201 
44 15 5 38 5 102 10 3 15 193 
45 30 15 13 8 63 15 9 16 169 
46 15 5 26 11 83 10 6 16 172 
47 15 0 0 14 71 7 8 12 127 
48 30 15 49 11 87 11 4 18 225 
49 30 10 26 13 71 12 11 11 184 
50 15 5 38 11 75 15 8 16 183 
Mean 18 7.7 21.28 10.06 81.92 11.82 7.18 12.72 170.68 
SD 16.599 5.36523 15.329 3.013 10.521 2.8763 2.731 3.2829 27.17475 
n 50 50 50 50 50 50 50 50 50 
                    
Mathematical 
Calculation 19.8 6.6 20.625 22 82.5 9 12 13 185.525 
                    
Statistical Test (95% significant level) 
t -0.7668 1.44974 0.3021 -28.022 -0.39 6.9327 -12.48 -0.6031 -3.86278 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  19.8 6.6 20.625 22 82.5 9 12 13 185.525 
Conclusion accepted accepted accepted rejected accepted rejected rejected accepted rejected 
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Appendix C Simulation Model Result (50 Replications) for Test 1c  
          
  NoErr(x) 
Simulation Model Execution 
  Process   
Replication A B C D E F G H Overall 
1 45 15 35 10 203 45 22 16 391 
2 40 35 45 25 161 50 14 16 386 
3 30 25 20 30 160 50 18 13 346 
4 35 25 20 25 183 48 19 17 372 
5 10 30 30 22 184 49 17 16 358 
6 25 25 25 29 163 52 13 15 347 
7 40 40 25 24 183 48 15 15 390 
8 20 25 35 22 151 44 24 11 332 
9 40 35 35 24 171 52 16 13 386 
10 35 30 20 16 173 39 20 17 350 
11 30 35 15 16 169 52 16 17 350 
12 35 25 30 12 172 49 15 11 349 
13 50 40 35 16 166 52 15 13 387 
14 30 35 15 23 168 47 16 11 345 
15 40 35 30 12 169 51 9 18 364 
16 45 25 60 21 160 53 19 10 393 
17 15 55 35 18 173 48 15 18 377 
18 15 40 15 24 175 51 13 18 351 
19 40 40 40 24 170 57 15 16 402 
20 25 25 30 23 169 62 16 12 362 
21 45 45 25 30 169 49 17 18 398 
22 35 35 40 20 161 51 14 16 372 
23 60 30 45 25 139 46 17 18 380 
24 30 40 30 19 163 60 12 10 364 
25 15 25 65 20 178 48 18 12 381 
26 30 30 40 19 174 49 15 11 368 
27 30 50 50 19 192 50 18 18 427 
28 35 30 35 27 162 53 17 14 373 
29 0 30 40 28 164 48 15 14 339 
30 35 45 35 16 170 40 21 14 376 
31 10 35 
 
35 18 155 55 9 16 333 
32 25 30 35 16 196 44 18 18 382 
33 30 40 40 23 180 54 14 15 396 
34 25 50 15 21 192 50 15 15 383 
35 40 40 35 29 180 46 20 17 407 
36 20 5 20 24 170 52 12 14 317 
37 45 45 25 20 156 51 14 15 371 
38 20 35 25 23 169 54 20 12 358 
39 25 35 30 17 183 46 14 17 367 
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40 15 15 40 26 164 53 15 16 344 
41 30 15 15 28 145 46 14 17 310 
42 30 30 60 17 162 51 16 15 381 
43 35 30 35 18 169 42 18 16 363 
44 45 55 10 21 173 53 10 15 382 
45 15 40 45 24 181 50 17 12 384 
46 65 35 35 21 165 47 17 19 404 
47 30 30 25 25 161 52 13 19 355 
48 30 45 25 23 166 42 21 21 373 
49 40 15 25 24 186 44 26 14 374 
50 55 15 25 26 172 53 15 14 375 
Mean 31.8 32.8 32 21.66 170.4 49.56 16.18 15.1 369.5 
SD 12.966 10.6503 11.91 4.7018 12.224 4.5228 3.403 2.5971 23.24075 
n 50 50 50 50 50 50 50 50 50 
                    
Mathematical 
Calculation 28.6 28.6 28.6 66 165 32.5 19.5 26 394.8 
                    
Statistical Test (95% significant level) 
t 1.7451 2.78852 2.0187 
-
66.684 3.1236 26.672 
-
6.899 
-
29.677 -7.6976 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  28.6 28.6 28.6 66 165 32.5 19.5 26 394.8 
Conclusion accept reject reject reject reject reject reject reject reject 
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Appendix C Simulation Model Result (50 Replications) for Test 1d  
          
  NoErr(x) 
Simulation Model Execution 
  Process   
Replication A B C D E F G H overall 
1 70 154 29 0 770 139 103 108 1373 
2 20 55 90 0 785 125 71 122 1268 
3 35 50 0 0 776 157 70 121 1209 
4 60 70 149 0 844 102 107 123 1455 
5 75 177 147 0 822 128 99 104 1552 
6 25 255 82 0 819 110 100 119 1510 
7 50 99 90 0 840 117 104 110 1410 
8 75 45 39 0 727 131 65 119 1201 
9 35 79 110 0 815 124 97 111 1371 
10 50 80 90 0 776 139 98 114 1347 
11 50 44 193 0 771 109 84 100 1351 
12 20 45 58 0 835 148 121 151 1378 
13 35 40 35 0 397 59 51 82 699 
14 90 166 44 0 806 131 105 119 1461 
15 40 20 35 0 779 123 94 85 1176 
16 100 44 132 0 774 121 143 105 1419 
17 10 90 110 0 835 127 74 111 1357 
18 50 154 119 0 815 116 128 119 1501 
19 35 40 158 0 757 146 65 142 1343 
20 55 169 128 0 806 161 73 98 1490 
21 25 10 169 0 794 143 53 121 1315 
22 40 148 50 0 787 138 87 97 1347 
23 70 138 162 0 769 136 85 113 1473 
24 40 100 90 0 764 134 95 135 1358 
25 80 104 58 0 791 169 77 92 1371 
26 45 179 78 0 734 129 127 108 1400 
27 90 35 239 0 771 158 91 144 1528 
28 25 68 170 0 823 114 82 129 1411 
29 35 80 129 0 806 149 96 130 1425 
30 60 64 178 0 828 131 80 136 1477 
31 45 65 
 
20 0 737 169 74 142 1252 
32 80 30 194 0 814 139 65 134 1456 
33 60 204 45 0 844 122 46 101 1378 
34 60 124 123 0 799 148 83 117 1454 
35 30 110 20 0 321 61 62 43 647 
36 25 85 95 0 811 147 74 125 1362 
37 60 65 80 0 767 161 77 157 1367 
38 80 99 171 0 760 111 119 109 1449 
39 30 35 135 0 841 130 97 100 1368 
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40 30 69 70 0 804 182 91 140 1386 
41 40 80 50 0 758 148 102 81 1259 
42 95 45 84 0 803 175 86 111 1399 
43 50 50 113 0 787 163 90 125 1378 
44 35 85 59 0 813 129 68 136 1325 
45 90 157 63 0 787 159 91 117 1464 
46 35 154 205 0 749 149 80 112 1484 
47 35 110 98 0 815 146 65 116 1385 
48 60 80 118 0 805 122 55 112 1352 
49 30 144 45 0 818 117 99 115 1368 
50 40 55 132 0 827 134 79 99 1366 
Mean 50 92.96 101.62 0 777.52 134.52 86.56 115.2 1357.5 
SD 22.383 53.6036 55.394 0 91.61 23.934 20.63 19.861 163.0279 
n 50 50 50 50 50 50 50 50 50 
                    
Mathematical 
Calculation 48.3 97.65 101.85 0 840 137 95 132 1451.8 
                    
Statistical Test (95% significant level) 
t 0.537 -0.6187 
-
0.0294 null -4.823 -0.733 
-
2.893 
-
5.9813 -4.09011 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  48.3 97.65 101.85 0 840 137 95 132 1451.8 
Conclusion accept accept accept null reject accept reject reject reject 
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Appendix C Simulation Model Result (50 Replications) for Test 1e  
          
  NoErr(x) 
Simulation Model Execution 
  Process   
Replication A B C D E F G H overall 
1 0 20 40 0 451 24 10 11 556 
2 10 0 30 0 469 25 4 10 548 
3 5 30 15 0 504 27 15 9 605 
4 5 0 5 0 524 21 8 15 578 
5 20 15 5 0 491 10 18 10 569 
6 15 10 25 0 484 28 8 11 581 
7 20 0 35 0 522 22 6 15 620 
8 5 5 15 0 458 17 9 12 521 
9 20 10 5 0 466 17 8 16 542 
10 0 5 20 0 493 28 9 17 572 
11 0 5 0 0 474 20 16 10 525 
12 15 45 10 0 491 23 17 7 608 
13 5 15 0 0 485 17 14 11 547 
14 20 20 20 0 493 19 15 14 601 
15 30 10 0 0 484 20 12 7 563 
16 5 40 0 0 474 19 16 19 573 
17 20 0 20 0 501 17 12 12 582 
18 5 0 0 0 518 18 12 9 562 
19 25 0 5 0 512 20 15 13 590 
20 10 30 0 0 514 13 8 11 586 
21 10 20 5 0 472 18 16 15 556 
22 10 0 5 0 483 14 13 11 536 
23 10 35 15 0 456 30 10 11 567 
24 10 25 0 0 450 26 11 9 531 
25 10 15 0 0 510 11 10 13 569 
26 30 30 0 0 483 10 7 7 567 
27 0 0 35 0 515 37 7 11 605 
28 10 10 5 0 505 23 17 15 585 
29 0 0 20 0 514 26 7 14 581 
30 10 15 5 0 465 33 13 17 558 
31 0 15 
 
20 0 451 20 11 13 530 
32 10 0 5 0 495 22 9 11 552 
33 5 10 5 0 528 27 10 12 597 
34 15 20 5 0 507 24 17 9 597 
35 0 30 10 0 493 23 13 7 576 
36 10 50 10 0 528 26 7 13 644 
37 5 30 15 0 508 25 11 8 602 
38 0 0 10 0 490 20 9 8 537 
39 5 20 10 0 519 15 10 10 589 
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40 25 10 10 0 476 36 12 12 581 
41 10 10 0 0 438 34 15 15 522 
42 30 10 0 0 528 27 16 18 629 
43 10 25 20 0 475 25 10 14 579 
44 5 10 5 0 518 20 12 9 579 
45 0 0 30 0 506 33 16 14 599 
46 0 20 20 0 457 25 9 16 547 
47 10 10 0 0 466 21 16 13 536 
48 10 25 30 0 463 23 7 14 572 
49 10 15 0 0 488 24 9 7 553 
50 5 30 5 0 513 18 14 16 601 
Mean 10 15 11 0 490.16 22.42 11.52 12.02 572.12 
SD 8.4515 12.9363 11.019 0 24.156 6.2338 3.535 3.1265 28.30565 
n 50 50 50 50 50 50 50 50 50 
                    
Mathematical 
Calculation 10.5 12.6 9.45 0 525 20 10 12 599.55 
                    
Statistical Test (95% significant level) 
t 
-
0.4183 1.31186 0.9946 null -10.2 2.745 3.04 0.0452 -6.85232 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  10.5 12.6 9.45 0 525 20 10 12 599.55 
Conclusion accept accept accept null reject reject reject accpet rejected 
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Appendix C Simulation Model Result (50 Replications) for Test 1f  
          
  NoErr(x) 
Simulation Model Execution 
  Process   
Replication A B C D E F G H overall 
1 0 10 0 0 1 0 0 0 11 
2 0 0 5 0 0 0 0 0 5 
3 0 10 0 0 2 0 0 0 12 
4 20 0 0 0 0 0 0 0 20 
5 0 5 10 0 0 0 0 0 15 
6 0 0 0 0 0 0 0 0 0 
7 0 0 0 0 1 0 0 0 1 
8 30 0 10 0 0 0 0 0 40 
9 0 10 0 0 1 0 0 0 11 
10 0 0 0 0 0 0 0 0 0 
11 0 0 10 0 0 0 0 0 10 
12 10 0 10 0 0 0 0 0 20 
13 0 5 10 0 0 0 0 0 15 
14 5 10 0 0 0 0 0 0 15 
15 0 10 0 0 0 0 0 0 10 
16 20 10 0 0 0 0 0 0 30 
17 0 0 0 0 1 0 0 0 1 
18 0 20 0 0 2 0 0 0 22 
19 0 0 0 0 0 0 0 0 0 
20 0 0 0 0 1 0 0 0 1 
21 0 10 20 0 1 0 0 0 31 
22 25 0 0 0 1 0 0 0 26 
23 0 0 5 0 0 0 0 0 5 
24 25 0 0 0 0 0 0 0 25 
25 0 15 20 0 0 0 0 0 35 
26 5 5 10 0 0 0 0 0 20 
27 10 20 0 0 0 0 0 0 30 
28 0 5 10 0 0 0 0 0 15 
29 0 15 15 0 0 0 0 0 30 
30 15 35 5 0 1 0 0 0 56 
31 0 0 
 
0 0 0 0 0 0 0 
32 0 0 20 0 1 0 0 0 21 
33 0 0 0 0 1 0 0 0 1 
34 0 0 0 0 0 0 0 0 0 
35 10 0 5 0 0 0 0 0 15 
36 15 10 0 0 0 0 0 0 25 
37 15 10 5 0 0 0 0 0 30 
38 0 0 0 0 1 0 0 0 1 
39 15 10 10 0 0 0 0 0 35 
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40 0 5 0 0 0 0 0 0 5 
41 10 0 0 0 1 0 0 0 11 
42 0 0 10 0 0 0 0 0 10 
43 0 0 10 0 0 0 0 0 10 
44 0 5 0 0 0 0 0 0 5 
45 5 0 20 0 0 0 0 0 25 
46 0 20 0 0 0 0 0 0 20 
47 5 5 0 0 0 0 0 0 10 
48 20 0 0 0 1 0 0 0 21 
49 20 10 0 0 0 0 0 0 30 
50 0 0 0 0 0 0 0 0 0 
Mean 5.6 5.4 4.4 0 0.34 0 0 0 15.74 
SD 8.55 7.41207 6.36 0 0.5573 0 0 0 12.7884 
n 50 50 50 50 50 50 50 50 50 
                    
Mathematical 
Calculation 8.75 6.3 5.6 0 0.476 7.8 4.5 5.7 39.126 
                    
Statistical Test (95% significant level) 
t 
-
2.6051 -0.8586 -1.3342 null -1.725 null null null -12.9308 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  8.75 6.3 5.6 0 0.476 7.8 4.5 5.7 39.126 
Conclusion reject accepted accepted  accepted     rejected 
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Appendix C Simulation Model Result (50 Replications) for Test 1g  
          
  NoErr(x)        
Simulation Model Execution       
 Process        
Replication A B C D E F G H overall 
1 12 0 12 23 292 5 0 3 347 
2 0 0 24 14 281 2 0 8 329 
3 0 0 0 22 301 3 0 4 330 
4 0 24 0 14 296 1 0 5 340 
5 12 0 24 11 341 1 0 2 391 
6 0 0 48 20 324 2 0 4 398 
7 12 0 0 16 318 2 0 6 354 
8 0 0 0 28 286 3 0 3 320 
9 0 24 48 14 296 3 0 6 391 
10 12 0 0 21 295 4 0 5 337 
11 0 0 0 21 315 1 0 6 343 
12 0 0 0 25 320 6 0 4 355 
13 0 12 0 24 287 2 0 9 334 
14 0 0 24 25 319 5 0 5 378 
15 12 12 0 24 275 8 0 5 336 
16 0 0 24 18 315 1 0 6 364 
17 0 0 12 29 301 4 0 2 348 
18 0 72 0 21 296 6 0 4 399 
19 0 0 0 20 313 3 0 7 343 
20 0 12 24 11 316 4 0 6 373 
21 0 0 24 17 306 5 0 4 356 
22 36 23 24 23 318 2 0 2 428 
23 0 0 12 24 174 1 0 5 216 
24 48 0 0 23 282 2 0 5 360 
25 12 24 0 17 294 5 0 6 358 
26 0 12 0 24 295 3 0 4 338 
27 0 0 12 20 317 3 0 6 358 
28 0 0 24 24 298 6 0 3 355 
29 0 0 12 24 298 2 0 8 344 
30 36 24 12 10 326 3 0 5 416 
31 0 0 0 27 183 1 0 3 214 
32 0 0 48 11 320 2 0 2 383 
33 0 0 0 22 312 2 0 6 342 
34 0 0 0 17 323 5 0 5 350 
35 24 0 0 23 223 2 0 5 277 
36 0 12 0 18 291 3 0 7 331 
37 0 0 12 29 291 4 0 6 342 
38 72 0 0 20 302 11 0 5 410 
39 12 0 0 18 321 4 0 8 363 
40 0 0 0 19 312 1 0 5 337 
41 0 0 0 24 293 3 0 4 324 
42 0 0 24 27 309 2 0 5 367 
43 0 0 0 20 205 4 0 5 234 
44 0 12 0 25 320 2 0 6 365 
45 12 0 0 17 326 3 0 6 364 
46 0 0 0 25 315 3 0 3 346 
47 0 0 0 27 198 2 0 3 230 
48 0 0 0 25 309 4 0 1 339 
49 48 0 0 16 333 5 0 4 406 
50 0 0 0 22 218 2 0 4 246 
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Mean 7.2 5.26 8.88 20.78 293.98 3.26 0 4.82 344.18 
SD 15.333 12.3698 13.674 4.8709 38.249 1.9463 0 1.7225 47.81627 
n 50 50 50 50 50 50 50 50 50 
          
Mathematical 
Calculation 
9 10.32 5.76 48 135 7.8 4.5 5.7 226.08 
          
Statistical Test (95% significant level)      
t -0.8301 -2.8925 1.6135 -39.515 29.391 -16.49 null -3.6125 17.46462 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  9 10.32 5.76 48 135 7.8 4.5 5.7 226.08 
Conclusion accepted reject accepte
d 
reject reject reject null reject reject 
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Appendix D 
Simulation Result Processes A, B, …, F with various configurations 
 
Appendix D Simulation Model (50 replications) for Processes A 
        
  NoErr(Process A) 
Replication Test 1a Test 1b Test 1c Test 1d Test 1e Test 1f Test 1g 
1 24 15 45 70 0 0 12 
2 0 30 40 20 10 0 0 
3 16 0 30 35 5 0 0 
4 16 15 35 60 5 20 0 
5 8 30 10 75 20 0 12 
6 8 0 25 25 15 0 0 
7 8 45 40 50 20 0 12 
8 24 0 20 75 5 30 0 
9 8 15 40 35 20 0 0 
10 8 15 35 50 0 0 12 
11 8 0 30 50 0 0 0 
12 8 0 35 20 15 10 0 
13 16 0 50 35 5 0 0 
14 8 30 30 90 20 5 0 
15 8 15 40 40 30 0 12 
16 16 0 45 100 5 20 0 
17 16 0 15 10 20 0 0 
18 24 30 15 50 5 0 0 
19 8 15 40 35 25 0 0 
20 24 75 25 55 10 0 0 
21 8 15 45 25 10 0 0 
22 16 15 35 40 10 25 36 
23 8 45 60 70 10 0 0 
24 16 45 30 40 10 25 48 
25 8 0 15 80 10 0 12 
26 8 30 30 45 30 5 0 
27 8 15 30 90 0 10 0 
28 0 30 35 25 10 0 0 
29 16 45 0 35 0 0 0 
30 16 15 35 60 10 15 36 
31 40 15 
 
10 45 0 0 0 
32 8 0 25 80 10 0 0 
33 8 0 30 60 5 0 0 
34 40 0 25 60 15 0 0 
35 16 0 40 30 0 10 24 
36 32 45 20 25 10 15 0 
37 8 0 45 60 5 15 0 
38 16 0 20 80 0 0 72 
39 32 15 25 30 5 15 12 
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40 8 15 15 30 25 0 0 
41 0 30 30 40 10 10 0 
42 16 15 30 95 30 0 0 
43 0 30 35 50 10 0 0 
44 16 15 45 35 5 0 0 
45 0 30 15 90 0 5 12 
46 8 15 65 35 0 0 0 
47 0 15 30 35 10 5 0 
48 24 30 30 60 10 20 0 
49 24 30 40 30 10 20 48 
50 8 15 55 40 5 0 0 
Mean 13.28 18 31.8 50 10 5.6 7.2 
SD 9.6448 16.599 12.966 22.383 8.4515 8.55 15.333 
n 50 50 50 50 50 50 50 
                
Mathematical 
Calculation 11.55 19.8 28.6 48.3 10.5 8.75 9 
                
Statistical Test (95% significant level) 
t 1.2683 -0.7668 1.7451 0.537 -0.4183 -2.6051 -0.8301 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  11.55 19.8 28.6 48.3 10.5 8.75 9 
Conclusion accepted accepted accepted accepted accepted rejected accepted 
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Appendix D Simulation Model (30 replications) for Processes B 
        
  NoErr(Process B) 
Replication Test 2a Test 2b Test 2c Test 2d Test 2e Test 2f Test 2g 
1 10 5 15 70 0 0 24 
2 10 10 35 65 10 0 0 
3 10 10 25 90 10 5 24 
4 10 5 40 85 5 0 0 
5 20 0 10 70 0 0 24 
6 10 5 25 70 15 0 0 
7 30 10 40 80 15 20 24 
8 20 0 30 35 10 0 0 
9 30 5 45 184 20 10 24 
10 30 0 25 68 10 0 12 
11 10 10 25 94 20 5 0 
12 0 5 45 60 5 0 0 
13 30 0 20 70 25 5 12 
14 10 5 25 25 25 0 0 
15 20 5 45 85 0 0 48 
16 0 5 25 50 10 10 12 
17 20 0 25 130 0 5 0 
18 10 5 35 124 5 20 48 
19 10 10 35 10 20 10 12 
20 0 0 25 65 20 0 0 
21 0 5 30 30 5 10 0 
22 0 5 20 60 10 15 24 
23 20 5 55 115 10 0 0 
24 20 0 15 149 5 0 0 
25 20 0 40 160 10 15 12 
26 20 5 50 120 25 20 36 
27 0 10 25 55 10 5 0 
28 0 20 20 100 15 0 0 
29 10 5 10 99 10 5 0 
30 10 5 35 140 15 20 24 
Mean 13 
 
5.1667 29.8333 85.2667 11.3333 6 12 
SD 9.87857 4.44959 11.5582 41.0558 7.53536 7.23974 14.7812 
n 30 30 30 30 30 30 30 
Mathematical 
Calculation 12 6.6 28.6 97.65 12.6 6.3 15.12 
                
Statistical Test (95% significant level) 
t 0.55446 -1.7643 0.58445 -1.6521 -0.9207 -0.227 -1.1561 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  12 6.6 28.6 97.65 12.6 6.3 15.12 
Conclusion accepted accepted accepted accepted accepted accepted accepted 
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Appendix D Simulation Model (50 replications) for Processes B 
        
  NoErr(Process B) 
Replication Test 1a Test 1b Test 1c Test 1d Test 1e Test 1f Test 1g 
1 30 10 15 154 20 10 0 
2 20 5 35 55 0 0 0 
3 10 15 25 50 30 10 0 
4 10 5 25 70 0 0 24 
5 20 0 30 177 15 5 0 
6 0 5 25 255 10 0 0 
7 0 15 40 99 0 0 0 
8 0 5 25 45 5 0 0 
9 20 10 35 79 10 10 24 
10 10 5 30 80 5 0 0 
11 0 15 35 44 5 0 0 
12 20 5 25 45 45 0 0 
13 30 10 40 40 15 5 12 
14 0 10 35 166 20 10 0 
15 20 0 35 20 10 10 12 
16 20 10 25 44 40 10 0 
17 20 15 55 90 0 0 0 
18 30 5 40 154 0 20 72 
19 20 0 40 40 0 0 0 
20 10 5 25 169 30 0 12 
21 10 15 45 10 20 10 0 
22 10 15 35 148 0 0 23 
23 0 0 30 138 35 0 0 
24 20 10 40 100 25 0 0 
25 20 5 25 104 15 15 24 
26 20 5 30 179 30 5 12 
27 10 20 50 35 0 20 0 
28 20 10 30 68 10 5 0 
29 0 10 30 80 0 15 0 
30 0 5 45 64 15 35 24 
31 10 
 
0 35 65 15 0 0 
32 20 0 30 30 0 0 0 
33 20 15 40 204 10 0 0 
34 20 10 50 124 20 0 0 
35 30 5 40 110 30 0 0 
36 20 0 5 85 50 10 12 
37 10 10 45 65 30 10 0 
38 20 10 35 99 0 0 0 
39 0 0 35 35 20 10 0 
40 10 5 15 69 10 5 0 
41 20 5 15 80 10 0 0 
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42 0 10 30 45 10 0 0 
43 20 15 30 50 25 0 0 
44 10 5 55 85 10 5 12 
45 10 15 40 157 0 0 0 
46 20 5 35 154 20 20 0 
47 10 0 30 110 10 5 0 
48 10 15 45 80 25 0 0 
49 10 10 15 144 15 10 0 
50 0 5 15 55 30 0 0 
Mean 13.4 7.7 32.8 92.96 15 5.4 5.26 
SD 9.17183 5.36523 10.6503 53.6036 12.9363 7.41207 12.3698 
n 50 50 50 50 50 50 50 
                
Mathematical 
Calculation 12.1 6.6 28.6 97.65 12.6 6.3 10.32 
                
Statistical Test (95% significant level) 
t 1.00224 1.44974 2.78852 -0.6187 1.31186 -0.8586 -2.8925 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  12.1 6.6 28.6 97.65 12.6 6.3 10.32 
Conclusion accepted accepted reject accept accept accepted reject 
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Appendix D Simulation Model (50 replications) for Process C 
        
  NoErr(Process C) 
Replication Test 1a Test 1b 
Test 
1c 
Test 
1d 
Test 
1e Test 1f 
Test 
1g 
1 15 25 35 29 40 0 12 
2 28 0 45 90 30 5 24 
3 30 38 20 0 15 0 0 
4 15 12 20 149 5 0 0 
5 0 13 30 147 5 10 24 
6 0 13 25 82 25 0 48 
7 45 49 25 90 35 0 0 
8 0 13 35 39 15 10 0 
9 44 13 35 110 5 0 48 
10 30 12 20 90 20 0 0 
11 15 25 15 193 0 10 0 
12 15 12 30 58 10 10 0 
13 15 38 35 35 0 10 0 
14 15 51 15 44 20 0 24 
15 15 13 30 35 0 0 0 
16 44 25 60 132 0 0 24 
17 30 0 35 110 20 0 12 
18 45 37 15 119 0 0 0 
19 29 13 40 158 5 0 0 
20 45 25 30 128 0 0 24 
21 15 38 25 169 5 20 24 
22 45 26 40 50 5 0 24 
23 15 13 45 162 15 5 12 
24 30 13 30 90 0 0 0 
25 44 39 65 58 0 20 0 
26 28 50 40 78 0 10 0 
27 30 38 50 239 35 0 12 
28 15 0 35 170 5 10 24 
29 0 13 40 129 20 15 12 
30 45 12 35 178 5 5 12 
31 0 
 
13 35 20 20 0 0 
32 59 0 35 194 5 20 48 
33 44 0 40 45 5 0 0 
34 15 26 15 123 5 0 0 
35 15 39 35 20 10 5 0 
36 30 13 20 95 10 0 0 
37 0 12 25 80 15 5 12 
38 30 13 25 171 10 0 0 
39 15 0 30 135 10 10 0 
40 0 38 40 70 10 0 0 
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41 59 13 15 50 0 0 0 
42 15 0 60 84 0 10 24 
43 45 38 35 113 20 10 0 
44 15 38 10 59 5 0 0 
45 45 13 45 63 30 20 0 
46 30 26 35 205 20 0 0 
47 15 0 25 98 0 0 0 
48 15 49 25 118 30 0 0 
49 15 26 25 45 0 0 0 
50 30 38 25 132 5 0 0 
Mean 24.68 21.28 32 101.62 11 4.4 8.88 
SD 16.279 15.329 11.91 55.394 11.019 6.36 13.674 
n 50 50 50 50 50 50 50 
                
Mathematical 
Calculation 24.75 20.625 28.6 101.85 9.45 5.6 5.76 
                
Statistical Test (95% significant level) 
t -0.0304 0.3021 2.0187 
-
0.0294 0.9946 -1.3342 1.6135 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  24.75 20.625 28.6 101.85 9.45 5.6 5.76 
Conclusion accepted accepted reject accept accept accepted accept 
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Appendix D Simulation Model (50 replications) for Process E 
       
  NoErr(Process E) 
Replication Test 1a Test 1b 
Test 
1c 
Test 
1d Test 1e Test 1f 
1 27 103 203 770 451 1 
2 23 82 161 785 469 0 
3 21 79 160 776 504 2 
4 34 86 183 844 524 0 
5 28 93 184 822 491 0 
6 21 85 163 819 484 0 
7 29 89 183 840 522 1 
8 21 96 151 727 458 0 
9 33 85 171 815 466 1 
10 30 81 173 776 493 0 
11 28 77 169 771 474 0 
12 26 101 172 835 491 0 
13 26 70 166 397 485 0 
14 31 89 168 806 493 0 
15 20 70 169 779 484 0 
16 23 80 160 774 474 0 
17 27 94 173 835 501 1 
18 29 69 175 815 518 2 
19 30 84 170 757 512 0 
20 31 80 169 806 514 1 
21 26 82 169 794 472 1 
22 31 87 161 787 483 1 
23 28 84 139 769 456 0 
24 21 77 163 764 450 0 
25 25 78 178 791 510 0 
26 28 78 174 734 483 0 
27 28 108 192 771 515 0 
28 29 84 162 823 505 0 
29 23 82 164 806 514 0 
30 26 66 170 828 465 1 
31 23 81 155 737 451 0 
32 25 96 196 814 495 1 
33 24 93 180 844 528 1 
34 28 83 192 799 507 0 
35 27 79 180 321 493 0 
36 29 77 170 811 528 0 
37 20 58 156 767 508 0 
38 33 89 169 760 490 1 
39 28 78 183 841 519 0 
40 31 73 164 804 476 0 
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41 21 67 145 758 438 1 
42 36 71 162 803 528 0 
43 20 80 169 787 475 0 
44 37 102 173 813 518 0 
45 31 63 181 787 506 0 
46 25 83 165 749 457 0 
47 20 71 161 815 466 0 
48 27 87 166 805 463 1 
49 30 71 186 818 488 0 
50 27 75 172 827 513 0 
Mean 26.9 81.92 170.4 777.52 490.16 0.34 
SD 4.2774 10.521 12.224 91.61 24.156 0.5573 
n 50 50 50 50 50 50 
              
Mathematical 
Calculation 27.5 82.5 165 840 525 0.476 
              
Statistical Test (95% significant level) 
t -0.992 -0.39 3.1236 -4.823 -10.2 -1.725 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  27.5 82.5 165 840 525 0.476 
Conclusion accepted accepted reject reject reject accepted 
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Appendix D Simulation Model (30 replications) for Process F 
       
  NoErr(Process F) 
Replication Test 1a Test 1b 
Test 
1c Test 1d Test 1e 
Test 
1f 
1 11 12 37 118 24 4.6 
2 18 10.5 44 116 25 7 
3 24 9 39 115 24 5.8 
4 11 3 38 98 18 5.8 
5 8 9.75 40 118 26.5 6.8 
6 13 12 40 123 19 6.4 
7 9 11.25 35 129 20 5.9 
8 12 6 38 102 20 6.1 
9 14 9 39 107 13.5 3.9 
10 6 9.75 37 121 21.5 3.1 
11 13 8.25 34 97 17 5.8 
12 7 7.5 36 126 16.5 5.7 
13 12 8.25 40 82 21.5 5.3 
14 12 9 33 91 14.5 5.9 
15 10 6 33 104 18.5 4.6 
16 15 11.25 38 117 14 5.4 
17 17 9 51 132 20 3.9 
18 10 8.25 39 107 23 8 
19 14 10.5 35 107 27 5.5 
20 18 7.5 40 90 19.5 7.2 
21 9 7.5 32 91 14 5.8 
22 17 12.75 34 99 29.5 7.9 
23 7 8.25 32 100 21 6.7 
24 16 9 40 119 18.5 6.3 
25 16 10.5 43 86 12 6.6 
26 14 11.25 40 87 19 5.8 
27 14 10.5 39 107 18 6.1 
28 13 15 44 132 21.5 9.6 
29 20 4.5 38 106 19.5 6 
30 16 11.25 39 146 24 7.2 
Mean 13.2 9.275 38.233 109.1 20 6.0233 
SD 4.1223 2.4873 4.0316 15.716 4.2182 1.2966 
n 30 30 30 30 30 30 
Mathematical 
Calculation 14 9 32.5 107 20 7.8 
              
Statistical Test (95% significant level) 
t -1.063 0.6056 7.7891 0.7319 -0.004 -7.505 
t0.025,49 2.009 2.009 2.009 2.009 2.009 2.009 
Ho  14 9 32.5 107 20 7.8 
Conclusion accepted accepted reject accepted accepted reject 
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Appendix E 
Statistical Test: t-test 
 
The purpose of the statistical test is to compare the two values from the simulation model 
execution and mathematical equation calculation which both these data are came from same 
input value. For test data, K input data sets are collected for simulation model execution and 
data represent the output of error occurred for simulation model execution Mj; i = 1,2, …, K.  
 
Replication 
j 
Simulation 
Execution, 
Mj 
1 M1 
2 M2
3 M3
. . 
. . 
. . 
K MK 
  
 
 For the sample mean difference, d 
 
d = (M1 + M2 + … + Mk) / K 
 
where 
d : the average of dj values 
K : number of test 
 
 
 For the sample variance, S2 
 
S2 = (∑( Mj – d )2 )/K  
 
where 
j = 1,2, …, K 
 
 
A t-test was conducted to test H0 : µd = A; A is the mathematical equation result. The 
alternative of significant difference : H0 : µd ≠ A .  
 
First compute the sample mean, d  and the sample variance, S2 by the above formula. The 
compute the t-statistic by 
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to = (d - µd ) /  ( S / sqrt(K)) 
 
Get the critical value  tα/2, K-1  from statistical table, where α is the prespecified significance 
level and K-1 is the number of degrees of freedom. If |to| >  tα/2, K-1 , reject the hypothesis H0 of 
no mean difference and conclude that the model is inadequate.  If |to| ≤  tα/2, K-1 , do not reject 
H0 and the null hypotheses cannot be rejected and it’s conclude that this test provides no 
evidence of model inadequately. If H0 rejected, the model needs to be improved and searching 
for the cause of inadequate model).  
 
 
Example : test 1a Process A (refer to Appendix C : Test C1a 
 
 
 For the sample mean difference, d 
 
d = 13.28 
 
where 
d : the average of dj values 
K : number of test 
 
 
 For the sample variance, S2 
 
S2 = (∑( Mj – d )2 )/K   
 
S = 9.64479 
 
 
where 
j = 1,2, …, K 
 
 
A t-test was conducted to test H0 : µd = 11.55; A is the mathematical equation result. The 
alternative of significant difference : H0 : µd ≠ 11.55 .  
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First compute the sample mean, d  and the sample variance, S2 by the above formula. The 
compute the t-statistic by 
 
to = (d - µd ) /  ( S / sqrt(K)) 
to = (13.28 – 11.55 ) /  ( 9.6447 / sqrt(50)) = 1.26835 
Let the level of significance be α = 0.05. Using the statistical table, tα0.05/2, 50-1  =  tα0.025, 49   = 
2.009. 
So  to = 1.26835 < tα0.025, 49   = 2.009. Ho accepted and the null hypothesis cannot be rejected 
and it’s conclude that this test provides no evidence of model inadequately.  
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Appendix F 
Mathematical Equation for Model Validation 
 
Algorithm 1: Mathematical Equation for  Processes A, B and C 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variables 
S    : process in model 
ESi: ES1, ES2, …, ESn : error no-i in Process S ; i = 1, 2, …, n; 
n    : no. of errors at Process S 
P(ESi)    : Probability of ESi occurring in Process S  
%(ESi)   : % of no. of items involved when ESi occurred in Process S 
BulkNo   : no. of bulk items supplied to model 
Freq_Err(ESi)  : frequency of errors occurring in ESi 
NoErr(ESi)   : no. of items involved with error in ESi  
NoErr(ESi_overall)  : no. of items involved with error in ESi  for whole execution  
NoErr(Process S) : no. of items involved in Process S for whole execution  
SizeBulkItems   : size of items in bulk supplied to warehouse 
  (i.e. number of items on each palette) 
No_CO   : no. of customer order  
OrderQty    : no. of items per customer order 
 
Calculation  ‘below calculation apply for Process A, B and C accordingly 
{ 
BulkNo = (No_CO * OrderQty)/SizeBulkItems +1  
 ( +1 is to ensure there is initially more stock available than orders) 
NoErr(Process S) = 0 
 
‘Loop for Each Error, ESi at Process S, for i =1,2, …, n), 
  { Freq_Err(ESi)  = P(ESi) * BulkNo 
NoErr(ESi)  = SizeBulkItems * %(ESi) 
NoErr(ESi_overall) = Freq_Err(ESi) * NoErr(ESi) 
NoErr(Process S) = NoErr(Process S) + NoErr(ESi_overall)   
} ‘end of loop for Process S 
 
}  ‘ end of Algoritm 1 
 
At the end of Algorithm 1, the output of NoErr(Process A) is produced. The calculation 
continues for Process B, followed by Process C. At the end, NoErr(Process A), 
NoErr(Process B) and NoErr(Process C) are produced.  
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Appendix F 
Mathematical Equation for Model Validation 
 
Algorithm 2: Mathematical Equation for Processes D and E 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variables 
S    : process in model 
ESi: ES1, ES2, …, ESn : error no-i in Process S ; i = 1, 2, …, n; 
n    : no. of errors in Process S 
P(ESi)    : probability of ESi occurring in at Process S  
BulkNo   : no. of bulk items supplied to model 
NoItmPick(ESi)  : no. of items entering picking location in ESi  
NoErr(ESi)   : no. of items involved with error in ESi  for whole execution  
NoErr(Process S) : no. of items involved in Process S for whole execution  
SizeBulkItems   : size of items in bulk supplied to warehouse 
BinCapLvl   : picking bin capacity level at picking location. Number of 
  items which can be allocated to picking bin 
RL    : Replenishment level at picking bin 
InitTwil   : initial no. of items in twilight area when first bulk item arrived 
ItemTwil   : no. of items in twilight area after first arrival 
OrderQty    : no. of items per customer order 
 
Calculation 
‘Section II for Processes D and E 
BulkNo = (No_CO * OrderQty)/SizeBulkItems +1 
 
‘below calculation apply for Process D  
{‘Loop for Each Error, ESi at Process S, for i =1,2, …, n), 
{ If (SizeBulkItems < BinCapLvl) then NoItmPick(ESi) = 0 
    else 
InitTwil = SizeBulkItems - BinCapLvl   
 ItemTwil = (SizeBulkItems – BinCapLvl + RL) * (BulkNo – 1) 
NoItemPick(ESi) = InitTwil + ItemTwil 
NoErr(ESi) = NoItemPick(ESi) * P(ESi) 
NoErr(Process S) = NoErr(Process S) + NoErr(ESi)  } 
} ‘End of Algorithm 2 for Process D 
 
‘below calculation apply for Process E 
{‘Loop for Each Error, ESi at Process S, for i =1,2, …, n), 
{ NoItemPick(ESi) = SizeBulkItems * BulkNo 
NoErrESi) = NoItemPick(ESi) * P(ESi) 
NoErr(Process S) = NoErr(Process S) + NoErr(ESi)  } 
} ‘End of Algorithm 2 for Process E 
 
At the end of Algorithm 2, outputs are total number of items involved with error in each 
process, NoErr(Process D). Calculation continues for Process E. At the end, 
NoErr(Process D), and NoErr(Process E) are produced.  
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Appendix F 
Mathematical Equation for Model Validation 
 
Algorithm 3: Mathematical Equation for Processes F, G and H 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Variables 
S    : process in model 
ESi: ES1, ES2, …, ESn : error no-i in Process S ; i = 1, 2, …, n; 
n    : no. of errors in Process S 
P(ESi)    : probability of ESi occurring in Process S  
%(ESi)   : % of no. of items involved when ESi occurred at Process S 
Freq_Err(ESi)  : frequency of errors occurring in ESi 
NoErr (ESi)   : no. of items involved with error in ESi  
NoErr(ESi_overall)  : no. of items involved with error in ESi  for whole execution  
NoErr(Process S) : no. of items involved in Process S for whole execution  
No_CO   : no. of customer order  
OrderQty    : no. of items per customer order 
 
Calculation ‘below calculation apply for Processes F,G and H 
{ 
‘Loop for Each Error, ESi at Process S, for i =1,2, …, n), 
  { Freq_Err(ESi)  = P(ESi) * No_CO 
 NoErr(ESi)  = OrderQty * %(ESi) 
NoErr(ESi_overall  = Freq_Err(ESi) * NoErr(ESi) 
NoErr(Process S) = NoErr (Process S) + NoErr(ESi_overall)   
} ‘end of loop for Process S 
 
}  ‘ end of Algorithm 3 
 
At the end of Algorithm 3, the output of NoErr(Process F) is produced. Calculation 
continues for Process G, followed by Process H. At the end, NoErr(Process F), 
NoErr(Process G) and NoErr(Process H) are produced.  
 
