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Abstract
In this thesis, I investigate how radio-frequency identification (RFID) tech-
nology can contribute to the optimization of production processes. RFID
allows the automatic identification of entire batches of goods on the level of
pallets, cases, or even individual items. Moreover, RFID facilitates electronic
data collection under circumstances in which alternative technologies – e.g.,
bar codes – cannot be applied. Companies can use these data to create mod-
els of their business processes which enable them to gain a virtual image of
aspects of their enterprise, such as their shop floor or supply chain. This vir-
tual image can help them acquire higher awareness of problems and localize
potentials for process optimizations.
In the first chapters of my thesis I analyze potential benefits and chal-
lenges of using RFID to improve production processes. To this end, I con-
ducted case studies at six German manufacturing enterprises in which I ex-
plore possible RFID scenarios. Based on the case studies I evaluate seven
use cases for RFID. They are either a replacement of bar codes or an appli-
cation that can only be realized using RFID. Furthermore, I evaluate which
challenges the manufacturer has to face when applying RFID.
Chapters 4 and 5 of my thesis deal with the question of how RFID can be
embedded into an existing IT infrastructure. For this I first evaluate general
IT infrastructures at diverse manufacturers by conducting seven additional
case studies. I then design guidelines for integrating the RFID requirements
obtained from the case studies into existing software systems, showing where
RFID data processing can fit in.
The manufacturing domain still lacks dedicated models for evaluating
costs and benefits of an RFID rollout especially concerning the intangi-
ble, non-quantifiable aspects of such an investment. Therefore, Chapter 6
presents such a model.
In Chapter 7 I look beyond inter-enterprise RFID applications in manu-
facturing: RFID can ensure real-time information sharing when implemented
in inter-organizational systems along the supply chain. However, besides
challenges in intra-organizational scenarios of applying RFID in production
processes, I can also observe an inter-organizational reservation of embed-
ding RFID in supply chains. Therefore, I analyze and identify important
determinants of adopting RFID in supply chains; taking the automotive as
an example.
Zusammenfassung
In dieser Doktorarbeit untersuche ich, wie Radiofrequenz-Identifizierung
(RFID) zu einer Optimierung von Produktionsprozessen beitragen kann.
RFID ermöglicht die automatische Identifizierung von gesamten Produkti-
onschargen auf Paletten oder in Kisten sowie eine Identifizierung einzelner
Produkte. Darüber hinaus erleichtert RFID elektronische Datenerfassung in
Fällen, in denen alternative Technologien – z.B. Barcodes – nicht angewendet
werden können. Unternehmen können diese Daten nutzen, um Modelle ihrer
Unternehmensprozesse zu erstellen. Diese Modelle ermöglichen es ihnen eine
virtuelle Abbildung von Teilen ihres Unternehmens zu erstellen; z.B. ihrer
Produktion oder der Lieferkette. Diese Abbildung kann ihnen dabei helfen,
mögliche Probleme zu lokalisieren und Prozesse zu optimieren.
In den ersten Kapiteln meiner Dissertation analysiere ich, welchen po-
tenziellen Nutzen die Anwendung von RFID für Prozessoptimierungen er-
gibt und welche Herausforderungen daraus erwachsen. Diesbezüglich habe
ich sechs Fallstudien in deutschen Produktionsbetrieben durchgeführt, in de-
nen ich mögliche RFID-Szenarien untersuche. Basierend auf den Fallstudien
werte ich sieben RFID-Anwendungsszenarien aus. Diese sind entweder ein
Ersatz von Barcodes oder eine Anwendung, die nur mit Hilfe von RFID er-
möglicht wird.
Kapitel 4 und 5 beschäftigen sich mit der Frage, wie RFID in die existie-
rende IT-Infrastruktur eingebettet werden kann. Dafür evaluiere ich zunächst
generelle IT-Infrastrukturen bei unterschiedlichen, produzierenden Unterneh-
men, indem ich weitere sieben Fallstudien durchführe. Im Anschluss erstelle
ich Leitlinien für eine Integration von RFID in existierende Softwaresysteme,
bei der die in diesen Fallstudien gewonnenen Anforderungen erfüllt werden.
Für die Produktion gibt es noch immer keine dedizierten Modelle für
die Berechnung von quantifizierbaren und die Abschätzung von nicht-
quantifizierbaren Nutzen und Kosten von RFID-Einführungen. Aus diesem
Grund untersuche ich in Kapitel 6 quantifizierbare und nicht-quantifizierbare
Kosten und Nutzen von RFID-Einführungen in der Produktion.
In Kapitel 7 untersuche ich RFID-Anwendungen, die über die Unterneh-
mensgrenzen hinausgehen: RFID kann, wenn es in inter-organisatorischen
Systemen implementiert ist, einen Informationsaustausch in Echtzeit gewähr-
leisten. Jedoch stelle ich bei den Unternehmen neben den unternehmensinter-
nen auch in den inter-organisatorischen RFID-Szenarien Vorbehalte gegen-
über RFID-Einführungen fest. Daher analysiere und identifiziere ich wichtige
Faktoren für die Einführung von RFID in Lieferketten am Beispiel der Lie-
ferkette der Automobilindustrie.
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Radio-frequency identification (RFID) can increase the accessibility of fine-
grained process data. RFID technology enables the exchange of data with
tagged physical objects in environments in which alternative technologies
cannot effectively be deployed. It therefore possesses the potential to bridge
the gap between the real world and the virtual world of IT systems. By
increasing the accessibility of precise data, RFID promises to alleviate exist-
ing business problems [Floekermeier, 2006]. The term real-world awareness is
used to characterize this convergence between the physical and virtual worlds
and the availability of timely and accurate information.
In this chapter I outline the need for an analysis of the potential benefits
of RFID on the shop floor. Subsequently this chapter gives a short overview
of RFID technology and IT infrastructures in manufacturing. Then I outline
my principal contributions and conclude the chapter with an overview of this
thesis.
1.1 Motivation
During recent years, increased data storage capabilities on RFID chips, re-
duced tag prices, and improved robustness of tags have made RFID-based
applications increasingly appealing to a wide range of industries. In logistics,
RFID is already used for numerous applications. Examples include the au-
tonomous and decentralized management of logistic processes [Scholz-Reiter
et al., 2004], tracking and tracing [Fruness, 2006], and the management of
perishable goods throughout supply chains [Kärkkäinen, 2003].
The characteristics of RFID technology include the capability to detect
tags without a line of sight, the possibility to store data on the tag, and
the physical robustness of the tags. Even though the possibility of applying
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RFID applications on the shop floor has recently gained attention [Chap-
pell et al., 2003, MCBeath, 2006], little experience with such applications
currently exists. Therefore, it is often unclear if and when RFID technology
really is a better basis for a solution than alternative technologies such as bar
codes. Hence, there is a clear need for a profound analysis of RFID benefits
and an evaluation of RFID use cases in manufacturing. In addition to the
benefits one also has to study hindrances that prevent a ubiquitous use of
RFID in manufacturing today.
When applying RFID in production, it needs to be integrated into the
used IT systems. Here, each manufacturer has to deal with the same chal-
lenges: No consolidated findings on how to integrate RFID into the IT infras-
tructure exist. The consequence is that each IT department has to develop
a solution from scratch, without the foundation of a design framework. This
generally increases the complexity of RFID introductions and hampers RFID
investments in the manufacturing domain [Strüker et al., 2008, p.8]. There
are several recurring challenges. First the IT staff needs to know which
functionalities they have to assure in the IT infrastructure when embedding
RFID. Secondly it is also essential to know what technologies are best suited
for the implementation. Additionally, they have to decide what the most
efficient distribution of data and logic within the IT infrastructure is.
Even though each solution for embedding RFID is unique, manufacturers
deal with some common design structures. Therefore, it is possible to derive
commonalities and variations for IT systems that support RFID applications
in manufacturing. This should cover reusable assets including requirements
and functional components. Beyond this, manufacturers need guidance for
implementing the required functionality and heuristics for mapping the soft-
ware components to the hardware infrastructure.
Another hindrance for an RFID adoption is that managers lack dedicated
models that assess RFID investments. Lacking the possibilities for forecast-
ing and measuring benefits is seen as one of the top three barriers regarding
RFID deployments in enterprises [Strüker et al., 2008, p.26]. When investing
in RFID, companies face the dilemma of most information communication
technology investments: these investments often do not have a “direct value
in [their] own right”; they rather open up “a potential for derived value”,
stemming from a reorganization of business processes supported by the new
technology [Remenyi et al., 2000]. As a result, it is often impossible to make
reliable ROI calculations ex-ante. According to Lucas [1999], the likelihood
that IT investments generate a positive ROI is 50% or even below for most in-
vestment types (infrastructure investments, investments focusing on indirect
returns, strategic applications, transformational IT etc.).
However, does this really mean that such investments tend to be prob-
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lematic, or does the problem rather lie within the purely monetary focus
of the selected performance indicator (i.e., ROI)? Many benefits – but also
some risks – of RFID are difficult to measure in monetary terms. RFID in-
vestments might, for example, affect the company’s image, its relationships
with customers and suppliers or the employees’ motivation. All these effects
are hardly quantifiable in advance.
A holistic evaluation approach that takes both monetary and intangi-
ble aspects of the investment into account would help manufacturers decide
whether an investment in RFID is advantageous. Guidelines that would
assess both the quantifiable and the non-quantifiable aspects of RFID in
manufacturing would help to reduce the main obstacle that leads to deci-
sions against RFID; that is, the lack of predictable benefits [Schmitt and
Michahelles, 2008].
RFID technology can also be implemented as an inter-organizational sys-
tem along the supply chain to ensure real-time information sharing [Sharma
et al., 2007]. For instance Strassner and Fleisch [2003] have shown that the
use of RFID technology in such a collaborative manner can bring significant
benefits for the automotive supply chain. However, even though some origi-
nal equipment manufacturers (OEMs) are currently engaged in RFID-related
pilot projects, which involve both intra- and inter-organizational system sce-
narios, the technology has not yet made a decisive step from the meeting
room to real-life implementations. It is therefore valuable to understand
which factors influence RFID adoption.
1.2 RFID Technology: An Overview
Radio-frequency identification (RFID) is an automatic identification method
that uses electromagnetic waves to remotely retrieve data stored on transpon-
ders. These transponders can be associated with physical objects. Therefore,
the retrieved data can be used to identify these objects. This concept was
explored with several RFID-related technologies in the first part of the 20th
century. One prominent example is the “friend or foe” transponder systems
for military aircraft first used during World War II. In general, the devel-
opment of RFID can be traced back to the landmark paper by Stockman
[1948]. In his paper Stockman writes:
Point-to-point communication, with the carrier power generated
at the receiving end and the transmitter replaced by a modu-
lated reflector, represents a transmission system [...]. Radio, light,
or sound waves (essentially microwaves, infrared, and ultrasonic
waves) may be used for the transmission...
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Today, the hardware of such a transmission system comprises RFID read-
ers as carriers generating the power, and transponders (also referred to as
tags). The tags receive signals from the readers. Readers have the ability to
read from as well as write to the transponders’ memory.
Each tag consists of an inlay and a casing for the inlay. Popular forms
of casings are made out of paper labels and glue which allow the tag to be
applied in the manner of a sticker. Other casings (e.g., made of plastics)
are designed for protecting the inlay from hostile environmental conditions.
The inlay itself typically comprises a computer chip with a memory and
communication logic as well as an antenna. Mass-produced versions of RFID
inlays are already available below 10 euro cents. Fully converted tags (e.g.,
in the form of a sticker), usually cost from 20 euro cents upwards.
I categorize RFID tags according to their (i) energy supply, (ii) data
storage capabilities and (iii) communication frequency. Finkenzeller [2003]
gives a detailed description of each of these attributes. Table 1.1 shows some
exemplary tags and their corresponding attributes.
Table 1.1: Exemplary tags with their attributes energy supply (battery), data
storage capabilities (memory and access to memory), and frequency.
Tag Bat. data storage freq.
Mem. Access
VOLCANO TAG 231 no 64Bit read only 125 kHz
(Assion Electronic)
BIS L no 192Byte read/write 125 kHz
(Balluff)
TFM 05 2205.210 no 44Byte read/write 13.56 MHz
(Leuze electronic)
Short Dipole Label no 96Bit read only 868 or 915 MHz
(Intermec)
AD-220 9 no 96Bit read/write 902-928 MHz
(avery dennison)
Beacon Tag 137001 yes 9Byte read only 868 or 915 MHz
(Gao RFID Inc.)
Tags without batteries are referred to as passive tags. These tags harvest
energy from the communication signal sent by the RFID reader to run their
operations. By contrast, active tags use a battery for energy supply.
RFID tags can have diverse storage capabilities starting at a few bits and
going up to several megabytes. Furthermore, one can distinguish between
read-only and rewritable tags, according to the properties of their memory.
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Regarding the communication frequency, RFID tags are usually catego-
rized into low-frequency (LF), high-frequency (HF) or ultra-high-frequency
(UHF) transponders. Low-frequency tags typically operate on frequencies
around 125 kHz and have communication ranges which are commonly below
0.5 meters. HF tags operate on the frequency of 13.56 MHz and typically
reach communication ranges of 0.5 meters to approximately one meter. Both,
LF and HF tags use inductive coupling for communication. By contrast, UHF
tags operate using backscattering and reach ranges of up to approximately 7
meters. UHF tags operate in a frequency range between 860 and 960 MHz.
For more details see Finkenzeller [2003].
The communication via air interface is regulated by standardized proto-
cols. A popular standard for RFID tags is the Gen 2 standard from EPC-
global [2005]. It is specified for UHF tags and ratified as the ISO standard
18000-6c [ISO/IEC-18000, 2004a]. This standard is commonly used for lo-
gistics applications which are based on the electronic product code (EPC).
EPC numbers of 96-bit size can be read from and written to Gen 2 tags. Ad-
ditionally, an optional user memory is specified for arbitrary use [EPCglobal,
2005].
The software of an RFID system can be divided into applications and
middleware. The middleware can run centrally on a single server or dis-
tributed over different machines, e.g., Bornhövd et al. [2004], Floerkemeier
and Lampe [2005], Goyal [2003]. Its role is to coordinate a number of RFID
readers that are usually located close to each other, for example, within a
single plant or production line. The middleware buffers, aggregates and fil-
ters data coming in from the readers. The main reason is to reduce the load
for the upstream applications. These applications can come from diverse
software systems. In manufacturing environments, these are typically MES
or ERP systems.
1.3 IT Infrastructures in Manufacturing
Introducing RFID applications into manufacturing plants requires combining
RFID software with existing IT environments in this domain. Therefore, this
section briefly introduces typical IT infrastructures. One can distinguish
between four layers of IT infrastructures depending on the granularity of the
controlled operations. Listed top down, the layers are the back-end, edge
and device layer. I also match the IT hardware to this layered structure, see
Figure 1.1.
The back-end layer comprises the enterprise resource planning (ERP)















































Figure 1.1: General IT infrastructures in manufacturing.
Systems in this layer provide coarse-grained control and monitoring of the
production, e.g., with a temporal granularity of weeks or months. Most func-
tionality of an MES typically resides in the middle layer. This layer realizes
more-fine-grained control of the operations, e.g., the temporal resolution can
be days or minutes. The edge layer includes MES clients. The device layer
normally comprises distributed control systems (DCS), machine-software in-
terfaces (HMI), and programmable logic controllers (PLC) for machine con-
trol. This layer directly realizes the operations on the plant floor.
The hardware can be matched as follows to these four layers. Here I
further subdivide the back-end layer into local and remote back-end. The
remote back-end comprises hardware that is located outside the plant and
accessed via an internet connection. The local back-end comprises hardware
that is not located on the plant floor but within the plant’s facilities. Hard-
ware in the middle layer is also within the plant and can partially lie on the
shop floor. The edge layer comprises PCs on the plant floor. MES clients run
on these PCs and serve as control and input devices for workers. The device
layer comprises machine controllers (PLC), process controllers, and machine
terminals on the plant floor.
The flow of information can generally be described as follows: Sensors on
6
machines generate unfiltered data that are collected by PLCs. The collected
data is used for monitoring current operations. The PLCs also control the
machine. PLCs may have links to an HMI for transferring data. They can
also be connected to a DCS. A DCS is generally used to monitor and control
large plants at a single site. HMIs can display job instructions and may also
be used for collecting manual inputs from workers. Data from PLCs or DCS
are passed to higher layers. In return, they receive machine configurations
from there.
The edge layer comprises clients. They display data from the device
and middle layer and serve as input device for workers. The middle layer
typically hosts an MES or systems with all and additional functionalities of
a production data collection system (PDC). The MES collects data acquired
by subsystems, filters this according to predefined business rules, and delivers
mission-critical information about production activities [Chang et al., 2002,
pp. 6]. It visualizes, optimizes, and coordinates the entire production process
in a time frame between days and minutes. In the MES, data are compressed,
filtered, and pushed into databases for later analysis, i.e., a historian. Only
a small amount of data is passed on to the upper level, to the ERP.
The ERP system conducts the long-term business plan and manages
workflows. It passes customer orders down to the MES. From the MES the
ERP receives aggregated status reports and information about the material
consumption. The ERP neither directly controls machines on the plant floor
nor is it involved in production data acquisition.
Following this general architecture, I allocate RFID tags and readers in
the device layer. RFID middleware lies in the middle layer.
1.4 Principal Contributions
This doctoral dissertation analyzes the use of RFID technology in manufac-
turing. The following is an outline of my five main results.
1. This thesis analyzes potential benefits and manufacturers’ motivation
of applying RFID technology in manufacturing enterprises. The re-
search approach here was to conduct case studies. This research strat-
egy enables one to gain an in-depth understanding of manufacturers’
real-life challenges to preserve a smooth production. Based on the case
studies it was possible to evaluate seven use cases for RFID. They are
typically either a replacement of bar-code technology or an applica-
tion that can only be realized using RFID. Five out of six companies’
motives for an RFID adoption are purely operational uses within their
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enterprise. That is, they would like to use this technology for improving
processes and productivity on the plant floor. Motivations to use RFID
as a strategic enabler and inter-enterprises along the supply chain were
found much less frequently.
2. Despite all the potential benefits, RFID technology is not yet widely
adopted in production. Therefore, it is valuable to understand why this
is the case. Using the case studies it was possible to study the challenges
of embedding RFID into manufacturing processes. The contribution of
this thesis is to identify and describe which RFID-specific constraints
IT infrastructures have to provide.
3. A further contribution is to show how RFID can be embedded into an
existing IT infrastructure in manufacturing. For this I first evaluate
IT infrastructures at diverse manufacturers by conducting seven more
case studies. Only the case study approach enables to investigate IT
infrastructures within the real-life context. With the case studies it was
possible to evaluate how and where RFID-specific requirements can be
deployed in IT infrastructures specific to the manufacturing sector.
4. Another aim of my thesis is to provide guidance for assessing quan-
tifiable and non-quantifiable costs and benefits of an RFID rollout in
manufacturing. The analysis is based upon experiences from the RFID
case studies. The thesis outlines the most crucial tangible and intangi-
ble risks and benefits. It also presents an assessment scheme to assess
tangible and intangible aspects, using value-benefit analysis. The ap-
proach assures that the most important aspects will be reflected in the
decision taken, thus reducing the remaining degree of uncertainty.
5. When looking beyond the shop floor one can see that RFID is also not
already widely adopted in the supply chain. The thesis analyzes and
answers why; taking the automotive supply chain as an example. The
research method here are semi-structured interviews with OEMs and
suppliers. The analysis builds on existing inter-organizational system
adoption models. It was possible to show that perceived benefits, un-
certainty about the technology and directions of the standardization,
pressure from powerful partners as well as competitive pressure play
an important role in RFID diffusion in the automotive industry.
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1.5 Organization
This section gives an overview of the structure of the following chapters and
with whom I worked on the different topics. In Chapter 2 I first give technical
foundations about recognition systems used in manufacturing. Then the
chapter describes and summarizes the findings of six case studies. Each
case study comprises an analysis of the production process and (potential)
use of RFID technology gained through a series of on-site interviews and
observations. I conducted the case studies and their analysis together with
Oliver Günther and Holger Ziekow in 2006. We published the results in
Günther et al. [2008a].
Chapter 3 shows which challenges the manufacturer has to face when
applying RFID in shop-floor processes. All challenges are derived from the
case studies. I conducted the work of this chapter together with Oliver
Günther and Holger Ziekow. We published the results in Ivantysynova et al.
[2008a].
In Chapter 4 I first describe theoretical foundations about IT infrastruc-
tures in manufacturing. Then the chapter presents an analysis about the
deployed IT infrastructure in seven additional case studies. It also reveals
lessons learned. I conducted the case studies together with Holger Ziekow in
2007 and 2008. The case studies and their results are currently under review.
Chapter 5 deals with the question of how to embed RFID into the IT
infrastructure at manufacturers. This includes a description about com-
mon functionalities, implementation issues and a discussion about how to
distribute data and logic within the IT infrastructure. This work was ac-
complished with Holger Ziekow. We published the results in Ivantysynova
and Ziekow [2008].
Chapter 6 addresses costs and benefits for RFID investments in manu-
facturing. Here I cover quantifiable as well as non-quantifiable aspects. I
conducted this work with Oliver Günther, Seckin Kara, Michael Klafft, and
Holger Ziekow. Parts of the results have already been published in Ivan-
tysynova et al. [2007]. The entire results are currently under review.
Then Chapter 7 identifies important determinants of an RFID adoption
decision, taking the automotive supply chain as an example. I conducted this
work together with Hanna Krasnova and Lorenz Weser. The results of this




Potential Benefits of RFID on
the Shop Floor
Applying RFID technologies on the shop floor has recently gained some atten-
tion [Chappell et al., 2003, MCBeath, 2006]. However, still little experience
with such applications exists. Therefore, it is often unclear if and when RFID
technology really is a better basis for a solution than alternative technologies
such as bar codes.
Thus, this chapter presents an analysis of potential benefits of using RFID
for improving production processes. To this end, Holger Ziekow and I con-
ducted case studies at six German manufacturing enterprises to explore possi-
ble RFID scenarios. Each case study comprises an analysis of the production
process and (potential) use of RFID technology gained through a series of
on-site interviews and observations.
RFID is an automatic identification technology (short Auto-ID). There-
fore, I will start this chapter with a description of Auto-ID technologies, see
Section 2.1. The section focuses the overview of Auto-ID technologies specifi-
cally on those used in manufacturing. It gives details about the technologies,
and their potentials and drawbacks. RFID distinguishes itself from all other
Auto-ID technologies with some specific features. Hence these are discussed
in detail. Despite the potential benefits of RFID it also exhibits a number of
challenges.
Section 2.2 presents related work on RFID in manufacturing. Section 2.3
then analyzes potential benefits of applying RFID technology in manufactur-
ing enterprises in. Here I present our case studies. Section 2.4 reveals lessons
learned from the case studies. This section also discusses manufacturers’
motives for considering an RFID rollout.
Five of the six case studies have been carried out in cooperation with
the MES software vendor MPDV Mikrolab GmbH. With their support, I
10
approached several of their customers which are interested in applying RFID.
I conducted the case studies together with Holger Ziekow in 2006; Section
2.4 was accomplished together with Oliver Günther and Holger Ziekow. We
published the results in Günther et al. [2008a]. In particular, we published
parts of Section 2.1 and the complete Sections 2.3 and 2.4 in Günther et al.
[2008b], Ivantysynova et al. [2008b] and Ivantysynova et al. [2008a].
2.1 Automatic Identification Technologies
Auto-ID refers to technologies that automatically identify objects, collect
data about these objects and map these data into IT systems without hu-
man intervention. The aim of Auto-ID systems is to reduce errors in data
entries, increase efficiency, and free up personnel to perform more valuable
functions [see Auto-ID-Center, 2002, p. 3]. Auto-ID entails the following
quite heterogeneous technologies: magnetic stripe, smart card, voice recog-
nition, biometrics, machine vision, optical character recognition, bar code,
and radio frequency.
Magnetic stripes and smart cards are contact recognition systems. Smart
cards are also known as integrated circuit cards (ICC) [Rankl and Effing,
2008]. Magnetic stripes contain three independent tracks for storing data.
Each track can either contain 7-bit alphanumeric characters or 5-bit nu-
meric characters [ISO/IEC-7813, 2006, ISO/IEC-4909, 2000]. Hence mag-
netic cards have a limited identification depth of 265 byte (210 bits per inch
on each track) whereby only the third track is read/write. IC cards can store
around 15 kbytes. Both systems have the disadvantage of mechanical wear.
The magnetic stripe or the embedded integrated circuit may get scratched or
bent, respectively, thereby making future reads impossible. Both technolo-
gies are widely used as business or ID cards.
Voice recognition and biometric systems are more complex than magnetic
stripes and smart cards, may be more secure but also more expensive. How-
ever, all four technologies may be used as access control systems in plants.
Machine vision uses digital cameras and image-processing software for
tasks such as counting passing objects, reading serial numbers, or searching
for wrongly assembled parts or surface defects [Wiltschi et al., 2000].
Optical character recognition (OCR) identifies information stored in tex-
tual formats. Using OCR has the advantage that humans can also read the
information, e.g., during system breakdowns. Both machine vision and OCR
depend on line of sight. Dirt, reflection, scratches or even vibration interfere
with the automatic recognition.
Bar codes belong to optical recognition systems like machine vision and
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OCR. Therefore, they have the same disadvantage that they depend on a
line of sight between object and reader. The length of the encoded data
depends on the bar-code specification used. One-dimensional bar codes need
more space – especially in the x-axis – to encode the same information as 2D
bar codes. Popular 2D bar codes are the PDF417 bar code [ISO/IEC-15438,
2001] or the matrix code [ISO/IEC-16022, 2006].
Bar codes are rather sensitive to disturbances. One non-readable bar is
sufficient to make the bar code no longer readable. Therefore, matrix codes
have an embedded error correction. By this they can still be read, even if
they are partially damaged. However, they require a more sophisticated logic
in the evaluating software. Bar codes are the cheapest Auto-ID system; the
carriers are merely printed stickers. In recent years the bar code has been
established in many areas including manufacturing. To identify goods or
objects within manufacturing this code carrier has become indispensable. It
requires a careful analysis to see where an existing bar-code solution should
be replaced by RFID.
Radio-frequency identification (RFID) is the only identification system
that works without any physical contact as well as without a line of sight.
In particular, it works over a certain distance and even through non-metallic
materials. An antenna emits radio waves generating voltage in the induc-
tor of the passive transponder or triggering the active transponder to send
data. The transponder chip operates on the induced energy, uses the in-
ductor as antenna and sends its ID to the reader antenna in bit-serial form.
The transponder signal is evaluated in the decoder, checked for errors, and
forwarded for further processing.
Low-frequency systems have proved sufficient in many contexts. Success-
ful implementations exist in manufacturing, assembly, logistics, and access
control – and this even though their range is limited to 0.5 meters. The
transponders are not expensive and also work when embedded in metal. The
high-frequency systems reach read ranges of 1-2 meters and may have a mem-
ory of up to several megabytes. Anti-collision technology enables them to
read several transponders at the same time. However, the transponders are
not very resistant to adverse mechanical and thermal conditions and they do
not work very well in environments with lots of metal.
UHF transponders also have the highest range, and the additional ad-
vantage of combining write/read transponders with anti-collision technology.
Due to their increased range, they are particularly suited to tracking pallets
and cartons. By means of directional radiation, ranges of up to seven meters
can be reached with passive ultra high frequency (UHF) at high transport
rates. A popular standard for UHF is the Gen 2 standard of [EPCglobal,
2005]. The Gen 2 standard specifies 96 bits for the EPC and an optional user
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memory. However, these transponders are typically not very robust with re-
spect to adverse mechanical and thermal conditions. Location problems in
the presence of metal as well as the relatively high costs for readers constitute
other disadvantages.
Active UHF allows read distances of up to 100 meters at high transport
rates. In this case, multiple transponders can also be read simultaneously via
anti-collision technologies that can manage up to 2000 tags in the reading
area. Yet, the high costs for the transponders and readers as well as the
limitation of the temperature range due to the battery must be considered
as disadvantages. Metal reflections may also prevent the position from being
assigned uniquely.
Generally the advantages of RFID can be summed up as follows: The ba-
sic technical benefit of RFID in comparison to bar codes or other recognition
systems is that the tags may store information, and that this information
can be modified, extended, or exchanged automatically, i.e., without requir-
ing any contact. Secondly, RFID allows an item-based tagging. Thirdly,
RFID tags have the advantage that they can be covered in protective casings
[DeJong, 1998] and may thus work more reliably, especially when dirt can
cause false reads. And finally, RFID tags allow bulk reading. Large num-
bers of objects can be scanned virtually at once. With contact or optical
recognition systems scanning only works on an per-object basis.
2.2 RFID Applications
In logistics, RFID is already used for numerous applications. Examples in-
clude the autonomous and decentralized management of logistic processes
[Scholz-Reiter et al., 2004], tracking and tracing [Fruness, 2006], or the man-
agement of perishable goods throughout supply chains [Kärkkäinen, 2003].
Table 2.1 shows that companies bought 250 million tags in 2006 for retail
apparel and pallet/case applications – both used in logistics operations. This
is also because in 2004 and 2005 large retailers such as Wal-Mart and Metro
stated that they use RFID in their supply chains and put the demand on
their suppliers to use RFID. Since then, RFID has gained increased attention
for logistic processes.
The advantages of using RFID in supply chains have been studied broadly.
For instance, Wamba and Boeck [2008], Strassner [2005] describe several ad-
vantages of using RFID in supply chains. Strassner [2005] gives detailed ex-
amples and case studies of how RFID can enhance automotive supply chains.
Nevertheless, Table 2.1 shows that smart cards still showed the highest sales
of 350 m tags in 2006; whereby 1022.6 m tags were supplied in total.
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Table 2.1: Number of RFID transponders (millions) sold by application in
2006, see IDTechEx, 2007.
# of tags Value of tags
Tag location supplied (millions
(millions) USD)
Air baggage 25 5
Animals 70 140
Archiving (documents/samples) 8 2.6
Books 50 17.3
Car clickers 46 46
Consumer goods 10 2.5
Conveyances/other, freight 10 10
Drugs 15 3.5
Other health care 10 5.1
Manufacturing parts, tools 10 4
Military 10 4
Pallet/case 200 34
Passport page 25 100
People 0.5 9.5
Postal 0.5 0.3
Retail apparel 50 10
Smart cards/payment key fobs 350 770
Smart tickets/banknotes/secure doc. 65 13
Tires 0.1 0.1
Vehicles 2.5 23.8
Other tag applications 65 87.1
Total 1022.6 1483.8
Table 2.1 also shows that RFID is not yet predominantly used in manu-
facturing. Less than 1% of the sold tags was used for manufacturing appli-
cations. Even tags for animals or car clickers were sold more often (ca. 5%
of total). Nevertheless, besides logistic scenarios, RFID also holds potentials
for improving manufacturing processes [see MCBeath, 2006, Chappell et al.,
2003, Schmitt et al., 2007].
MCBeath [2006], for instance, surveyed 275 companies of different sizes
and from diverse manufacturing sectors. They analyzed two drivers of RFID
implementations: mandates (34%) and process improvements (41.20%). In
the other 24.80%, both factors occurred. In total 2.66% of the surveyed
companies had already implemented RFID at the time of the survey. In
order to explore the process improvements in more detail they split them
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into eight major areas. However, the problem with the split beforehand is
that the companies had to categorize their RFID application into one of
these prescribed groups. Sadly they also do not go into more detail as to
why so few companies use RFID. They do not discuss possible hindrances of
implementations.
Chappell et al. [2003] give a list of possible impacts of Auto-ID technol-
ogy in the manufacturing supply chain. This includes tracking and managing
spare-parts inventory, reducing cycle time, increasing capacity utilization and
yield, and improving product quality – just to name a few. For them Auto-
ID are electronic product codes and RFID technologies. They argue that
these benefits can directly impact shareholder value levers. Therefore, they
also state that RFID applications on the shop floor have gained increasing
attention in recent years. In their work they also present a schema of vari-
ous components of an Auto-ID system rollout and give recommendations for
calculating the overall cost.
However, this description is quite cursory and may only be used as a
starting point for a profound analysis. In their closing comments the authors
name five key areas where manufacturing processes may have opportunities
for improvement through Auto-ID. These are equipment effectiveness, asset
utilization, product tracking and genealogy, inventory tracking and visibil-
ity, and labor productivity. However, the authors do not describe experiences
with RFID including hindrances and advantages. Therefore, it is often un-
clear if and when RFID really is a better solution compared to alternatives
like bar-code-based applications.
Besides Chappell et al. [2003] also Automation [2004] name potentials of
RFID on the plant floor. These are labor usage, inventory visibility, and plant
asset management, and tracking and genealogy. The authors also see that
“RFID has the potential of complementing MES in terms of providing new
streams of real-time data that can support existing [...] programs.” However,
their discussion is too sketchy to give guidance for companies who are looking
to see whether or not RFID would be suitable a choice for them.
Schmitt et al. [2007]’s work is a meta analysis about the adoption and
diffusion of RFID in the automotive industry. In their work they list exam-
ples of how manufacturing processes specific to the automotive industry can
be enhanced. These are improved management of valuable assets, container
tracking or inventory management. Besides closed-loop applications the au-
thors also discuss applications along the automotive supply chain. With their
meta study they identify significant factors that facilitate adoption of RFID
in the automotive industry. The authors analyze the following dominant
factors: compatibility (i.e., technological, hardware, software and data stan-
dards), costs, complexity of the technology, performance (i.e., technological
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capability and environmental influences on systems), and top-management
support.
Summing up, still little experience with RFID applications in manufac-
turing exists. None of the work describes detailed experiences with RFID
applications. Hindrances of applying RFID are not discussed, nor guidelines
given on how to best embed RFID into the manufacturing landscape. It
is often unclear if and when RFID really is a better solution compared to
alternatives like bar-code-based applications. None of the work provides de-
tailed guidelines for calculating monetary effects, does not address strategic
potentials of RFID nor does it propose a corresponding evaluation model.
We address these aspects with our case studies.
2.3 Case Studies
This section shows how manufacturing companies can benefit from the above-
described advantages of RFID. In order to truly examine the potential of
RFID we conducted six case studies at diverse manufacturers. With this
qualitative research method we aim at acquiring an in-depth understanding
of the situation present in the manufacturing domain. As a result we evaluate
RFID potentials that are specific for the manufacturing domain.
We specifically choose the case-study approach as a qualitative-empirical
method [see Wilde and Hess, 2007]. Case studies have the disadvantage of
leading to smaller samples compared to questionnaires. However, the fact of
having a much greater depth of the analysis clearly dominates on the positive
side [Flyvbjerg, 2006]. In our case studies, we have an interpretative research
approach. As defined by [Walsham, 1993, p.4-5] interpretative methods of
research into information systems are
aimed at producing an understanding of the context of the infor-
mation system, and the process whereby the information system
influences and is influenced by the context.
In each case study, we analyze the production processes of one specific
plant. The participating companies are from the following industries (the
company names are not revealed due to non-disclosure agreements):
1. automotive industry: manufacturer of airbags (short AIR),
2. automotive industry: manufacturer of sliding clutches (CLU),
3. automotive industry: manufacturer of engine-cooling modules (COO),
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4. steel and mill industry: manufacturer of cast parts (CAS),
5. electronics industry: manufacturer of connectors (CON),
6. packaging industry: manufacturer of packaging (PAC).
All companies are headquartered in Germany. Their size ranges between
several hundred and over 65,000 employees. Our reason for choosing these
companies is to gain several representatives from first- and second-tier suppli-
ers. Additionally, most of them act as a supplier to OEMs in the automotive
industry making them representative for many companies in Germany. The
automotive industry is the largest employer in the country [OICA, 2007].
COO is one representative that is already using RFID in production.
Two reasons dominate all participating companies’ interest in RFID. On
the one hand, they expect their customers to demand RFID solutions in
the future and they want to be prepared for this scenario. On the other
hand, due to specific customers’ demands and the need to obtain competitive
advantages, the companies aim at improving the tracking of their production
processes. All six companies assumed that RFID could either be a solution
for cases where bar-code technology is not applicable, or be an advantageous
alternative to bar-code technology.
2.3.1 Production of Airbags
I have published extracts of this case study in Ivantysynova and Ziekow
[2007]. The investigated plant of AIR assembles complete car-airbag modules
and produces covers that are part of an airbag. An airbag module consists
of a cover, a cushion, and an inflator. The production is divided into seven
production steps injection molding, flash removal, special surface treatment,
varnishing, pre-assembly, assembly, and shipment (see Figure 2.1).
The process starts with the injection molding of the airbag’s cover. Here,
plastic is injected into a mold and formed into a cover. At this point a bar-
code label is applied to the cover which later used for tracing the product in
the remaining process steps.
In the second step (flash removal), excess plastic at the parting lines of
the mold is removed. The following step is a special surface treatment which
increases the quality of varnishing (this step is not always conducted as some
customers do not want this treatment). Subsequently, the covers are sent to
varnishing. After this step, pre- and assembly of the airbag start. Here, the
emblem of the car brand is mounted on the front side of the cover. Then
cover, cushion, and inflator are mounted together. Finally, in the last step
shipment, airbags are packed into boxes, labeled, and sent to a warehouse.
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Figure 2.1: Production process for airbags at AIR.
After each process step, the bar code of the cover has to be scanned.
It is of major importance to ensure that all information (executed activity,
time etc.) is recorded correctly during the production process. This is done
because some customers demand tracking of every process step executed
during production. Complete information collection is necessary to follow
the product’s genealogy in case of claims regarding faulty products. For
instance, the information is needed to determine who is liable if an airbag
did not work in a car accident.
Before each manufacturing operation is begun, a plausibility check is run
to verify that the required preceding steps have been finished successfully.
These checks help to prevent errors during the production process. For exam-
ple, before varnishing starts, it is verified that the special surface treatment
has been conducted. This check is triggered by the scanning of the bar code
attached to the airbag cover. The bar-code scan triggers a database query
in the back-end system and the query results determine whether or not pro-
duction may proceed.
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AIR uses manual as well as automatic bar-code scanning processes. Man-
ual scanning is a relatively time-consuming process. Especially due to the
irregular shapes of covers it is cumbersome to establish the line of sight re-
quired by bar-code readers. Bar codes are often applied to the inside of the
cover and the cover must be turned upside down in order to enable the scan.
Furthermore, scanning may fail and may have to be repeated, resulting in
extra delay. Within AIR’s production process, a manual scan takes four sec-
onds on average. Due to the complicated handling, automating all of the
bar-code scanning processes is not a cost-effective option.
Potential Improvements with RFID
AIR currently does not use RFID in its production. Data management and
tracking of products is implemented by means of bar codes. Within the
case study, we have identified the subsequently described applications for
RFID at AIR’s plant. They address the following four improvements: reduc-
ing communication with the process control system, reducing manual scan
transactions in the production process, reducing manual scan transactions
in the warehouse, and avoiding bar-code print-quality issues and reducing
penalties.
Reducing communication with the process control system: every scan
transaction triggers a query in the process control system for getting the
required information about the product. The production process must wait
for the response to the query in order to ensure the correctness of the pro-
duction flow. According to the plant manager, response times of more than
about half a second are not tolerable. Achieving responses within this time
constraint is already challenging with the current infrastructure. Considering
that additional scans are planned to be introduced in the future, the load
for the process control system will increase further. As a result, the response
time may be longer than the tolerable waiting time. According to the pro-
duction supervisor the scaling of AIR’s process control infrastructure is an
expensive solution to this problem.
By adopting RFID, the problem of time-consuming communication with
the process control system could be overcome. The covers could be labeled
with writable RFID tags. The necessary information for the production
process could be stored on the tag. As the cover flows through the production
process, RFID readers could communicate with the tag on the cover and read
the required information from there. Local processing logic could execute the
plausibility check (e.g., previous process step has finished successfully). A
communication with the process control system would be minimized since
most of the required information would be accessible directly from the RFID
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chip. However, this scenario would require a degree of “local intelligence”
which may be provided by a PLC (Programmable Logic Controller) or a PC
on the shop floor.
Reducing manual scan transactions in the production process: AIR has
implemented scans of the products’ bar codes after each production step.
Many of these scan transactions are conducted manually and account for a
significant percentage of the employees’ activities. Furthermore, since the bar
codes are applied to the inside of a cover, the cover must be turned upside
down before the bar code can be scanned; this takes extra time. Applying
RFID would automate the identification process and save valuable employee
time. Since automatic scanning could be done in parallel to other tasks, this
solution would cause no process delay.
The manual varnishing facility is another point in the production process
where an RFID adoption could improve production efficiency. This facility is
a separate room with a single entry and exit. After the covers are varnished
workers place them on a metal cart that consists of nine shelves. Each shelf
carries 200 to 300 covers. Then a worker pushes the cart out of the varnishing
facility.
After leaving the room all of the covers on the cart are scanned manually.
In this scenario, RFID could be used for scanning whole batches of covers.
This would minimize the human intervention and speed up the process. RFID
readers could register the covers as they pass through the varnishing facility
door. One of the challenges in this scenario is the cart itself, since its metal
structure may interfere with the RFID process.
Reducing manual scan transactions in the warehouse: finished products
are placed in containers and sent to the warehouse from where they are
shipped. At this stage, the management of products is no longer handled
at item level but rather at container level. Products that have been placed
in a container are booked to the container’s account. Booking airbags to a
container or booking out an erroneous entry are tasks which are accomplished
manually. Therefore, they are time-consuming and possibly error-prone.
RFID readers and tags could provide a more reliable and flexible ware-
house and delivery management. RFID readers could be installed at the
warehouse door. Then the correctness of the containers’ content could be
checked automatically. Additionally, realizing this scenario would also allow
AIR’s customers to use RFID at their inbound logistics, because the arriving
products and containers would already be equipped with RFID tags by AIR.
If the customers make use of these tags, cost-sharing models might be fea-
sible. Otherwise, reusing the existing RFID tags at the customer’s side can
be perceived as a service of AIR and thereby be a competitive advantage.
Avoiding bar-code print-quality issues and reducing penalties: after the
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production process is completed, new bar codes are applied to airbags for-
matted according to customer requirements. These bar codes are used for
identification and for enabling an information flow between supplier and cus-
tomer. Bar codes on airbags must be correctly applied and flawless. Scratches
or dirt can make the bar code unreadable.
Achieving the printing quality required by the customer creates a consid-
erable technical challenge. The bar-code scanners installed at the customer’s
location may have problems reading low-quality bar codes. Since many of
AIR’s customers implement a just-in-sequence delivery each unreadable bar
code potentially causes a delay in the customer’s production. In such cases
AIR has to pay high penalties. To avoid the penalties, AIR puts a great deal
of effort into printing high-quality bar-code labels. Nevertheless, this does
not prevent dirt and scratches.
If the respective costumer agreed to apply RFID tags instead of bar codes,
the possibility of unreadable labels would decrease. The use of RFID would
still require a label printer (for printing textual information and applying the
tag) but the printing quality (and therefore costs) would not need to be as
high. Overall, the burden of printing the labels is eased and penalties due to
unreadable labels are less likely.
Costs and Benefits
The main reason for considering RFID technology at AIR is to reduce man-
ual bar-code scanning processes. Manual scanning accounts for a significant
proportion of the employees’ time. AIR’s IT staff estimated that the appli-
cation of RFID would save up to four seconds at each manual scan point.
Applied to all production lines, this would sum up to approximately 26000
hours of work per year (i.e., 24 sec/airbag total saving through the process
x 4mio airbags/year).
Additional time could be saved in the outbound shipping processes, where
the checkout could be automated. Yet, only a few euro cents could be saved
per airbag. Since in this scenario RFID tags remain on the product, the tag
cost must be weighed against the savings per airbag. At a price of 20-30 euro
cents for low-cost passive RFID labels, this may or may not be cost-effective.
Thus, cost-sharing models with subsequent players in the value chain
(who might reuse the tags) should be considered. Also, supply costs and
maintenance costs of RFID writers/scanners are likely to be significantly
lower than the cost for bar-code scanners, printers and printer/applicators.
Another reason for an RFID adoption is to reduce the load for the pro-
cess control system. Currently, the infrastructure at AIR is at its limit for
processing plausibility checks in the process control system. The planned
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expansion in the number of scan points would therefore require additional
investments in the server infrastructure. If tags with extended writable mem-
ory are used, consistency checks could be processed independently from the
back-end system. Here, the cost for additional servers must be traded against
the running costs for RFID tags with sufficient memory as well the effort for
implementing plausibility checks on local PLCs or PCs located on the shop
floor.
Further savings may result from avoiding penalties for unreadable bar
codes. Currently, AIR pays a few thousand euros per bar code when it is
unreadable to the customer. Such penalties could be avoided if RFID is
applied. Yet, this requires that the customers agree to switch from bar codes
to an RFID-based solution.
Besides these quantifiable effects, the manufacturer may also gain intan-
gible improvements due to an RFID adoption. Strategic benefits that RFID
may leverage are improvements in customer service, reputation, and inter-
organizational collaboration. With RFID tags on the products, the manu-
facturer enables its clients to benefit from the technology as well; thereby
providing an additional service. Reputation may increase because of the
manufacturer’s positioning as an innovative company that quickly adapts
new technologies. With regards to inter-organizational collaboration RFID
may strengthen the manufacturer’s position as well.
Labeling each product with an RFID tag makes the manufacturer ready
for RFID-based supply chain management and collaboration. In addition to
strategic effects the manufacturer may gain non-quantifiable benefits in its
operations. That is, RFID could ease the IT management in the medium
term by taking away workload from the back-end system.
Summarizing Case AIR
In this case study we discuss the potential benefits of using RFID in AIR’s
production processes. AIR assembles complete airbag modules and produces
covers that are one of the three parts in an airbag module. We analyzed
all of the production processes in order to define the potentials of RFID
adoption at the investigated plant. We examined whether the use of RFID
in this production process could be advantageous compared to the current
application of bar codes.
Furthermore, we outline five potential benefits RFID may hold for AIR.
These advantages include (i) reducing communication with the back-end
system, (ii) reducing manual scan transactions in the production process,
(iii) reducing manual scan transactions in the warehouse, (iv) avoiding bar-
code print-quality issues and reducing penalties, and (v) avoiding customer-
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specific bar-code printing. We analyze all advantages with respect to their
resulting costs. This covers costs for RFID readers, tags and required soft-
ware.
In the longer term, a tighter IT-enabled integration of the entire supply
chain seems likely for AIR. This would be the case when the tags would
remain on the product. At this point, however, the implementation of such
integration measures, including related security measures and standards ac-
tivities, is a costly and possibly risky endeavor. Possible benefits will a priori
not be distributed fairly between the different parties in the supply chain.
This concerns not only costs for RFID readers, tags and required software,
and costs for changing the underlying processes, but also the costs for con-
structing a more detailed mapping between the shop-floor operations and the
IT processes.
2.3.2 Production of Sliding Clutches
The investigated plant of CLU assembles sliding clutches for car drive trains.
With the following analysis HU adds to a previous study that was conducted
by a consultancy. CLU investigates an RFID implementation due to its aim
at narrowing costly product recalls.
The production process at CLU consists of seven operations which are
highly automated by machines. These operations are broaching, milling,
cleaning, carburizing, hardening (combined with grit blasting), and assembly.
An abstract model of this production process is shown in Figure 2.2. Human
intervention is limited to loading/unloading, setting up, and maintaining
machines as well as recording production data. Workers interact with the IT
back-end system via terminals on the plant floor that are controlled by an
MES.
CLU’s products are assembled from ready-bought parts and diverse metal
rings which CLU produces itself. Plastic pallets are used for the internal
transportation of ready-bought parts and of the final products. Plastic pal-
lets are also used for outbound shipping. Internally processed metal rings
are loaded into metal baskets before they are run through the production
process. These baskets are used for loading and unloading the machines as
well as for transporting parts to a subsequent operation. At each production
step, machines pick up the metal rings from fixed positions in the baskets,
process them, and place them back into the baskets. Note that rings are not
necessarily put back into the same basket as the one they were taken from.
23





















































Figure 2.2: Production process for sliding clutches at CLU.
Potential Improvements with RFID
CLU is currently running tests for a planned RFID implementation. The
case study conducted by HU refers to the application which CLU is about to
implement as well as to other application scenarios which may be realized in
the long term. Altogether, HU identified the following scenarios for the in-
vestigated plant, targeting the following four improvements: narrowing down
the scope of recalls, reducing workload for warehouse management, improv-
ing quality and timeliness of production tracking, and improving customer
services and data exchange.
Narrowing down the scope of recalls: the predominant reason for consid-
ering RFID solutions at CLU is to improve the traceability of the production
process. The goal is to narrow the scope of possible recalls and to limit re-
sulting financial losses. This is of major importance as recalls account for
significant costs at CLU. Using tracking information would help to limit the
scope of recalls and manual checks of potentially faulty products. CLU cur-
rently plans to equip all plastic pallets carrying material parts with RFID
tags. These rewritable tags will store information about the shipment.
Two scan points are planned which monitor three events within the pro-
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duction process. The first event is captured at the gate between the intake
and the plant floor. Recording this event allows to track which items get into
the current production cycle. Readers at the assembly station register the
second event. Here, each plastic pallet of ready-bought parts is scanned at
the assembly machine. (Note that only ready-bought parts are transported
on pallets at this stage).
The last event is captured when the transportation units pass through
the gate between the intake and the plant floor, again indicating that the
production process has finished. With the help of these three scans, it can
easily be determined which objects are in the production cycle at a particular
moment in time.
In the case of malfunctions in the production, the recall can be limited
to those items which were in the cycle at the respective time. If pallets
were scanned individually, bar-code labels could provide similar functionality.
However, since CLU wishes to scan the pallets in bulk at the gate to the plant
floor, bar codes are impractical. Through this gate, whole stacks of pallets
are transported on a forklift and must be scanned as they pass by.
In the long term, one can also consider mounting RFID tags to the inter-
nally used metal baskets. With RFID readers at each machine, the baskets
could be traced through the whole production process. As a result, recalls
could be narrowed down further. Yet, this application scenario would require
an update of the machine/PLC software.
With the current software some parts get moved from one basket to an-
other without documenting this process. The plant IT staff has raised con-
cerns about the effort required and risks involved when changing the soft-
ware. Changing the proprietary software would require the launching of a
software development project with the manufacturers of the machines. The
new software would need to undergo extensive testing and fine-tuning in the
production environment. Due to these required efforts, changing the ma-
chines’ software is perceived as costly by the IT staff of CLU.
Reducing workload for warehouse management: realizing the scenario nar-
rowing down the scope of recalls leverages other scenarios in which RFID
could deliver benefits. Tracking the production process requires the trans-
portation units to be equipped with RFID tags. This includes the transporta-
tion units which are also used for shipment processes. RFID tags on these
transportation units could be reused at the warehouse. For example, it would
be possible to use the RFID tags for managing the warehouse inventory.
Either smart shelves (shelves which are equipped with RFID readers) or
mobile RFID readers could be used for quick updates of the whole inventory.
Compared with bar-code-based solutions, this would reduce the workload for
warehouse management and could improve the accuracy of the inventory list.
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Furthermore, goods entering and leaving the warehouse could be automati-
cally registered if RFID readers were installed at the warehouse entry.
Improving quality and timeliness of production tracking: currently, CLU
uses bar codes to measure the progress of running production tasks. The bar
codes are printed on documents that accompany the stacks of metal baskets
which carry the materials for processing. Workers are required to scan the
bar codes after the corresponding stack has passed a production step.
Thereby, information about the progress of the production is fed into
the back-end system and the process is documented. Yet, workers do not
always scan the bar codes in a timely manner. Occasionally accompanying
documents are even collected and scanned in bulk at the end of a shift. Thus,
the status information obtained by scanning bar codes does not always reflect
the reality and is of limited use for performance analyses.
Tracking the production progress could be automated if scanning was
done automatically with RFID instead of manually with bar codes. This
would require equipping every stack of internal transportation units with an
RFID tag. Then, readers at each production step could detect if a stack is
moved to the next station and the information can be automatically updated
in the back-end system. Furthermore, the production process could be mon-
itored in greater detail by implementing additional scan points at the plant
floor. For instance, for each stack of metal baskets how long it stays at which
operation could be recorded. This would allow to further narrow recalls and
to monitor the process in greater detail.
Improving customer services and data exchange: the application of RFID
at the production plant may not only improve the production itself but could
also improve the information exchange with customers. Here, RFID may
serve as both, the medium for information exchange and as the enabler for
gathering the information which is provided for the customer. As discussed
above, applying RFID in the production process enables the recording of
fine-grained process information in real time, assuming that writeable RFID
tags were used. This information may be used by CLU but could also be
shared with the customers who ordered the products.
Costs and Benefits
Four potential application scenarios for RFID where identified at CLU. Yet,
for some it is not possible to calculate monetary benefits without further anal-
ysis. For instance, gains due to improved production tracing and improved
customer services cannot easily be estimated.
The main driver for implementing RFID at CLU is the expected savings
from improving the traceability of products. If a production error is detected,
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all potentially affected sliding clutches must be checked manually. For faulty
and already shipped products, checks must even take place at customers’
plants. This results in additional costs for sending engineers to the customers.
Costs for recalls are even higher for sliding clutches which were already used
in a customer’s production, because the manufacturer has to pay penalties
in such a case. These penalties sum up to about 7.5% of CLU’s revenue.
Thus, improving traceability and thereby narrowing recalls can account
for significant savings. The costs for realizing this application scenario de-
pend on the desired level of granularity of tracing. The basic application can
be implemented with only one reader gate at the plant floor and reusable
tags on the transport units.
Yet, the tracing would still be relatively coarse-grained. To achieve a
tracing on the level of individual operations, additional readers on the plant
floor would be needed. Furthermore, the software of the machines would
need to be updated as the machines move sliding clutches within and between
transportation units.
However, when the manufacturer decides to apply RFID technology for
expanding traceability, then the technology could also be used for improving
other processes in production. For instance, this infrastructure can be used
to improve warehouse management and speed up the processes for loading
and unloading shipments. In combination with the scenario for improved
traceability, only minor additional hardware costs would occur for this ap-
plication.
Besides these quantifiable aspects one also has to consider intangible as-
pects of applying RFID. Here we would improve the quality of the manu-
facturer’s services due to more precise recalls. Additionally, a more detailed
data capturing may enable data analysts to reveal an unexpected potential for
production improvements. With regards to inter-organizational collaboration
the RFID adaption would strengthen the manufacturer’s strategic position.
The planned application would make the manufacturer ready for RFID-based
supply chain management and RFID-based information exchange with its
partners.
Summarizing Case CLU
In this case study we discuss potentials benefits that CLU may gain from
RFID adoption. To specify these possible advantages, we investigate the
current situation and production processes. We identify areas that could be
improved by using RFID and outlined corresponding application scenarios.
This comprises an investigation of whether the use of RFID in this production
process could be advantageous compared to the current application of bar
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codes.
In addition to the outlined RFID potentials in the plant itself, business
processes across the supply chain could be improved further to fully exploit
the advantages of an RFID-enabled supply chain. Possible measures include
the selective communication of RFID data to CLU’s customers and business
partners. At this point, the production data is simply written into a back-end
system.
Strategic issues to be considered are quality and customer relations, be-
cause OEMs focus increasingly on traceability. This provides an opportunity
for suppliers that are well prepared for such demands. In the longer term, a
tighter IT-enabled integration of the entire supply chain is likely. For such
IT-enabled business processes the IT department needs to better map and
integrate the information from the shop floor into IT processes.
At this point, however, the implementation of such integration measures,
including related security measures and standards activities, is a costly and
possibly risky endeavor. Possible benefits will a priori not be distributed
fairly between the different parties in the supply chain. This concerns not
only costs for RFID readers, tags and required software, and costs for chang-
ing the underlying processes, but also the costs for constructing a more de-
tailed mapping between the shop-floor operations and the IT processes.
2.3.3 Production of Engine-Cooling Modules
The investigated plant of COO produces engine-cooling modules and air-
conditioning devices. COO is a first-tier automotive supplier. Currently,
COO uses RFID technology in two assembly lines for tracking cooling mod-
ules along the assembly process. RFID technology was introduced due to a
customer’s demand for a better process documentation. Figure 2.3 illustrates
COO’s production process.
The engine-cooling modules are mounted on carriers (one module per car-
rier) and moved along an assembly line from work station to work station.
Coordination of the complete process is done by a PLC and a just-in-sequence
(JIS) control system. The JIS software is responsible for the correct sequenc-
ing of the engine-cooling modules into the pallets that are later loaded onto
the truck to the customer (just-in-sequence delivery).
When the line has assembled all of the modules for the current pallet,
its PLC sends a request to the JIS control system. The JIS system then
tells the PLC with which modules it has to fill the next pallet. For the
subsequent module, the PLC retrieves the new data and produces a data set
for each engine-cooling module. The data set includes type information and
job parameters and is written to the RFID tag of the carrier for the respective
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module. As the engine-cooling module moves along the assembly line, the
information on the tag is constantly read and updated at each station.
Job instructions are read from the RFID tag and used for local planning
purposes at each work station. Once the job has been completed, the relevant
information is written back to the tag. About 3000 bytes of data are saved on
the RFID tag for each engine-cooling module. This data includes which cool-
ing module was produced, how the production steps were distributed among
the active work stations, and whether all tasks were performed accurately.
At the end of the production cycle, the complete data set from the RFID tag
is stored in the back-end system. This recorded data is made available to
the quality assurance and planning department. The RFID tag stays on the
carrier and gets reused in the production of the next engine-cooling module.
When a finished engine-cooling module leaves the assembly line, a worker
lifts it from the carrier and puts it on the pallet. At this point, all data on the
RFID tag (which is attached to the carrier, not to the module) is transferred
to the back-end JIS system. Subsequently, a bar-code label with the serial
number of the modules is printed and attached to the module. When the
pallet is full, the worker checks the position of all modules on the pallet. If
the check succeeds, a control label for the forklift operator is printed and
attached to the pallet. Finally, the forklift operator scans the bar codes and
puts the pallet into the correct position on the truck.
RFID Application and Potential Improvements
COO introduced RFID at the request of one customer who expects improved
traceability of the produced parts. Traceability of parts is of increasing im-
portance to OEMs, partly due to legal requirements, and partly in order to
improve quality in the long term by identifying faulty components quickly
and reliably. In COO’s solution, RFID tags are attached to the carriers
which are used to move the parts through the assembly line. This allows the
tracking of the entire assembly process.
Once a part is separated from the carrier, the information is transferred
to the back-end system. The carrier and the RFID tag attached to it can be
recycled immediately. Separating the product and the product-related data
leads to some challenges regarding data management. In order to obtain
accurate data on a given engine-cooling module, the ID of the module must be
available and forwarded to a database. This database needs to be maintained
to provide the relevant information in the long term. In contrast, having the
required data stored with the respective object ensures easy and consistent
access.
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Figure 2.3: Production process for an engine-cooling module at COO.
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At the moment, no production data is passed on to the ERP because
it is considered to be of operational value only. Production and business
processes across the supply chain could possibly be improved further to fully
exploit the advantages of an RFID-enabled supply chain. This would require
a tighter integration of the RFID data into the existing ERP infrastructure.
A closer integration into the ERP system could also facilitate the creation of
a data warehouse documenting the production process over a longer period
of time. Customers may be interested in obtaining this data. This may even
account for new business opportunities. For example, Metro AG, Germany’s
largest retailer, already realizes substantial revenues offering sales data to its
suppliers.
Costs and Benefits
Since the RFID tags are reused, costs for the described application scenario
are fixed costs. Thus, the number of RFID tags remains small and tags
with extended storage are affordable despite their relatively high costs. In a
bar-code-based solution, more functionality in the back-end system would be
needed for realizing the same application. By using the RFID-based solution,
investments in the back-end system can be reduced. Also, COO’s production
control system is less complex due to the fact that the data can be written
to the tag and updated “in bulk” at the end of the process. Perhaps most
importantly, COO has implemented the RFID application due to the demand
of an important customer.
Besides this monetary aspect, the manufacturer may achieve positive in-
tangible effects as well. This is because RFID enables an architecture which
can positively impact the IT management. Storing data on the tag allows
most data management tasks to be pushed to the production lines and re-
duces the complexity of managing back-end operations. Further intangible
benefits are improvements in customer services, the company’s reputation,
and the inter-organizational collaboration.
Summarizing Case COO
This case study presents an analysis of the productivity and the potential
of RFID at COO, a first-tier automotive supplier. This company is already
using RFID on the shop floor. Therefore, the key question in this case study
was whether RFID is currently used in an efficient manner.
COO installed RFID due to the demand of one customer, who seems to
be satisfied with the results. The RFID technology allows recording detailed
information about the assembly of each single engine-cooling module, pro-
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viding a thorough documentation of the production process and thereby a
reliable basis for tracing parts in the case of future breakdowns or recalls.
However, the advantages of using RFID vs. a classical bar-code solution
are limited. Here, we want to point out that business processes across the
supply chain could be improved further in order to fully exploit the advan-
tages of an RFID-enabled supply chain. Possible measures include the use
of part-specific RFID tags that remain on the part after delivery; a tighter
integration of the RFID data into the existing ERP infrastructure; the selec-
tive communication of this data to COO’s customers and business partners;
and the implementation of a production data warehouse.
In the longer term it seems likely that the customer will demand that
the tags remain on the product. This would lead to a tighter IT-enabled
integration of the entire supply chain. At this point, however, the imple-
mentation of such integration measures, including related security measures
and standards activities, is a costly and possibly risky endeavor. Possible
benefits will a priori not be distributed fairly between the different parties in
the supply chain. This not only concerns costs for RFID readers, tags and
required software, and costs for changing the underlying processes, but also
the costs for constructing a more detailed mapping between the shop-floor
operations and the IT processes.
2.3.4 Production of Cast Parts
The main products of CAS are cast parts in diverse sizes. CAS also designs
the models required for casting. Models are the central asset in the produc-
tion of cast parts. They consist of two model covers and up to 20 core forms.
The covers and the cores are stored independently in one of the numerous
storage rooms of the plant. Several thousand of these parts are being used.
Each part must be fetched in a timely manner before the production can
start.
At the beginning of the production, the workers select all needed model
parts from the stock. If a location of a part is unknown, workers must search
through all of the stocks. Currently, the workers are requested to update
the positions of the models in the SAP R/3 system. However, updating
the positions is a cumbersome manual task and is therefore not consistently
pursued. According to CAS’s workers, a consequence is that about 2% of all
model parts need to be searched for before they can be used in the production.
Reducing search times is of special interest, because the layout of CAS’s
plant makes searching a very time-consuming task and can possibly delay
the production. A model of the production process at CAS is depicted in
Figure 2.4.
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CAS manages the search problem by planning with time buffers for fetch-
ing the required model parts. Currently, production plans are created on a
weekly basis and models are fetched the day before they are needed. This
allows reacting to situations where models must be searched for. However,
CAS is about to switch to planning on a daily basis, leaving less time for
searching. Thus, the IT managers of CAS expressed the explicit demand to
improve the tracking system for model parts. This would reduce search times
and make short-term planning more reliable.
In the production process, model parts are used to create sand molds
which are negatives of the final product. Subsequently, melted steel is cast
into these sand molds where it cools down. When the cast part is cooled the
sand form collapses. Finally, excess metal at parting lines is removed and
the product is shipped to the customer.
Potential Improvements with RFID
CAS is currently investigating how to reduce search times for model parts.
RFID could be used to automatically keep track of the model parts. Thereby,
searching could be avoided and it could be ensured that model parts are
provided on time.
For the technical realization, two options have been evaluated: One is
based on fixed reader gates while the other employs mobile readers. In both
cases, RFID tags would be mounted to model parts. Reader gates could be
placed at key points (e.g., doors) on the transport ways. This would allow
to keep at least track of the room a certain model part is in.
As an alternative to using reader gates, the workers who transport the
model parts could be equipped with mobile readers. In this scenario, certain
landmarks on the plant floor would be marked with RFID tags. During
transportation, the RFID tags on the model parts as well as position tags on
the plant floor or walls would be read by the mobile readers. Evaluating this
information would allow to reconstruct the track of each model part. The
track’s granularity mainly depends on where RFID tags are located at the
plant. Thus, tracks with a high spatial resolution could be achieved in this
scenario.
Costs and Benefits
CAS considers the application of RFID to overcome its problems in tracking
model parts. Fast retrieval of model parts is especially a challenge when CAS












































Figure 2.4: Production process at CAS.
Thus, the manufacturer must trade the cost for an improved tracking
system against the increasing effort for the search process of needed forms.
To determine the hardware cost, two different scenarios must be considered
at CAS.
In the first scenario the forms should only be tracked between different
production floors and the diverse storage rooms. For this scenario, about ten
reader gates would be required at way points on the transportation routes.
Additionally, tens of thousands of RFID tags would be needed to label all of
the model parts.
In the other scenario, mobile readers and position tags on the plant floor
are required. Two mobile readers would be sufficient to equip each of the two
warehouse workers. Compared to the first scenario, the second scenario needs
fewer investments in hardware, although additional RFID tags for marking
positions on the plant floor are needed. Furthermore, the second scenario
would allow tracking with finer granularity.
However, evaluating the reader data is more complex in the mobile reader
scenario. Thus, more complex and likely more expensive software would be
required. One of the main drivers for RFID was in fact an intangible benefit.
That is, the reduced search times would allow the manufacturer to optimize
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the production planning by switching from weekly to daily planning.
Summarizing Case CAS
In this case study we investigate potential solutions for tracking model parts
at CAS. We describe the benefits which CAS may derive from implementing
a tracking application and what technological options may be considered for
the implementation. We elaborate on different hardware solutions for cap-
turing the tracking data. In particular we discuss potential implementations
with mobile readers and fixed reader gates. For these scenarios we point
out differences such as the achievable granularity and the related hardware
costs. We furthermore describe how data can be captured, evaluated and
communicated to the back-end system.
Before CAS implements the mobile-reader or fixed-reader-gates option,
hardware tests need to be conducted to determine the read reliability that
can be achieved in the different scenarios. Results of these tests have im-
plications not only on the hardware setup but also on the needed software
functionality. The achieved reliability and the desired degree of automation
determine what inference and filter operations are needed to be performed on
the data. Finally, after deciding on these issues, the appropriate architecture
and distribution of functionalities can be picked for the tracking application
at CAS.
In addition to the outlined RFID potentials in the plant itself, business
processes across the supply chain could be improved further to fully exploit
the advantages of an RFID-enabled supply chain. At this point, however,
the implementation of such integration measures, including related security
measures and standards activities, is a costly and possibly risky endeavor.
Possible benefits will a priori not be distributed fairly between the different
parties in the supply chain. This concerns not only costs for RFID readers,
tags and required software, and costs for changing the underlying processes,
but also the costs for constructing a more detailed mapping between the
shop-floor operations and the IT processes.
2.3.5 Production of Electronic Connectors
CON produces electronic connectors which are used by the automotive in-
dustry, telecommunications, and industrial automation. CON processes pre-
dominantly two types of input material: plastic granulates and copper straps.
Figure 2.5 shows a model of the whole production process. In order to create
the pins for the connectors, the copper straps are punched and galvanized.
Plastic granulates are molded into the shape of the connector. Finally, pins
35
and plastic parts are joined to create the final product. This is either done
in a separate step or in combination with the molding (injection molding).
Each production step is documented twice. First, data about the process-
ing steps is manually written onto paper tickets. Second, the documentation
of the production is written into the back-end system. At the beginning of a
processing step, a worker selects an open task via the workstation’s terminal.
The worker must book the task back to the back-end system after the task
is completed. This is necessary for tracking and controlling the production
progress.
The paper tickets are attached to the corresponding materials’ trans-
portation units. Plastic parts have boxes as transportation units. Copper
straps are transported on coils. Materials are moved from the original to a
new transportation unit at each processing step. For instance, copper straps
are reeled from a source coil, processed, and reeled to a target coil. The
accompanying ticket is then moved from the old to the new coil.
punching





















































Figure 2.5: Production process of connectors at CON.
36
After the production, products must be labeled with the correct informa-
tion and packed into the right containers for shipment. This is a particular
challenge, since every customer requires different formats for the bar-code
labels. Consequently, special printers are required that allow handling of
multiple formats. Labels are printed at a central location in the plant and
distributed to various packing stations. Furthermore, it is required to pick
appropriate containers depending on the product and client. Most contain-
ers are reusable and cycle in the supply chain. Here, CON faces challenges
in locating the transportation units because no detailed tracking system is
applied.
Potential Improvements with RFID
CON currently does not yet use RFID technology in its production. How-
ever, some processes may be improved through the use of RFID. Within
the case study, HU has identified the subsequently described applications at
CON’s plant. They target the following five improvements: improving qual-
ity of production tracking and avoiding interruptions, reducing workload for
maintaining process data, improving container localization, reducing effort
for printing customer-specific labels, and improving process quality.
Improving quality of production tracking and avoiding interruptions: Be-
fore a production step can start, the required material must be transported
to the input buffer of the operation. Additionally, the booking of the previ-
ous production step must be finished. Currently, transporting and booking
are done independently and it is not ensured that both processes are syn-
chronized.
According to CON’s employees, occasionally booking is accidentally left
out. If a booking is omitted, the worker at the subsequent production step
will need to interrupt his task in order to complete the missing booking from
the previous operation. The time loss per omitted booking can be as high
as 30 minutes according to CON’s staff. Instead of correcting such a missing
booking, it is also possible to proceed with the production. However, in such
a case, the production and the material flow are not accurately tracked and
documented.
RFID technology could possibly improve the processes efficiency by en-
suring that booking and transporting processes are synchronous. Internal
transport units would have to be equipped with RFID tags. Tags could be
attached to the coils for the copper straps and to the boxes for the plastic
parts. RFID readers would detect when an internal transportation unit is
moved to the next production step. Thereby, missing bookings could auto-
matically be detected and the responsible worker could be informed. In a
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more advanced solution, the booking process itself may be automated. This
would make transporting and booking synchronous and ease the maintenance
of process data.
Two options exist regarding the installation of RFID readers at the plant
floor. One option is to use only a few reader gates which are placed at inter-
section points of internal routes for material transportation. The installation
points must be chosen in a way that materials pass at least one reader when
they are transported between subsequent processing steps. This setup could
be used to automatically check for missing bookings. An alarm could be
triggered if a reader detects material movements which cannot be associated
with a corresponding booking. The second option is to have readers at each
processing step. Having readers at the machines would enable to control
whether or not a processing step has been conducted. Booking could be
automated.
Reducing workload for maintaining process data: according to estimates
of CON’s employees, a worker on the plant floor spends approximately 15%
of their working time on maintaining process data. Up to a third of this
time is spent on the maintenance of tickets for the internal transportation.
A portion of the data maintenance could be automated if tickets were partly
(if not totally) replaced by writable RFID tags. This would increase workers’
productivity as well as reduce errors in manual data entries.
Having boxes and coils equipped with RFID tags allows for associating
the internal transfer units with data about their content. For example, a
machine could automatically identify the transportation unit for the output
material. Then, it could link data about the conducted operation with the
identified unit. Thereby, manual writing of process information on paper
sheets could be avoided or at least reduced.
In general, two options exist for automatically storing data. One is to
write the data directly onto an RFID tag attached to the internal transfer
units. In this case, a tag with a sufficient amount of memory is needed. Al-
ternatively, the information could be written to a database in the back-end
system. This scenario requires internal transfer units to be equipped with
an RFID tag holding only an ID. The tag ID could automatically be read
and used as a key in the database. Thereby, the RFID technology allows
to automatically associate data about processes with the corresponding in-
ternal transfer unit. Yet, using a database instead of writing data to RFID
tags would increase the number of back-end transactions and may therefore
require investments in the back-end system. It must be analyzed carefully
which option for storing data is more cost effective.
Improving container localization: numerous types of containers for ship-
ping are used at the plant. Different customers require different packing units
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for shipping, making container management a challenging task. Containers
can be at various locations within the plant and no detailed tracking of con-
tainers exists today. Automatic tracking of containers could be realized with
the use of RFID technology (see also the previous scenario).
If containers were equipped with RFID tags, readers at different locations
could update a database that holds the container’s position. Alternatively,
mobile readers could be used for a quick update of the inventory. This would
reduce time for searching containers, lower the risk of losing containers and
reduce costs of renting containers by decreasing the required safety stocks.
For tagging containers, low-cost RFID tags could be utilized to store the
container’s identifier. If these tags are only used internally, CON could label
containers at the inbound. CON’s customers could possibly benefit from
having RFID tags on these containers as well. In such an arrangement, the
partners may agree on the type and format of the data be stored on the tags
in order to increase the efficiency of container management across company
boundaries.
Reducing effort for printing customer-specific labels: labels on the out-
bound shipping units vary from customer to customer. The labels differ in
terms of which paper is used and which information is printed on the paper.
Currently, CON handles this situation by having a central printing station
where different labels can be printed on different types of paper. The nu-
merous formats could be handled much more easily if customers agree on
replacing paper labels with RFID tags. Different information required on
the various labels could then be written on the same type of RFID tags. If
readers/writers would be available at the packing station, labels would no
longer need to be created at the central location.
Improving process quality: the accuracy of processes at CON currently
depends on employees’ care and attention. For instance, workers must be
careful not to accidentally mix up input materials for a process step or not
to mix up labels. If RFID technology were used, correctness could be auto-
matically inferred based on read events and ensured by alerts.
RFID readers at every processing step could be used to identify the ma-
terials which are about to be processed. Therefore, internal transfer units
had to be equipped with RFID tags. Data about the materials they contain
could either be stored on the tag or directly written into the back-end system.
However, the latter case would cause additional communication overheads.
Costs and Benefits
The use of RFID technology offers a number of potential benefits for CON.
Each application scenario would account for different investment costs and
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resulting benefits. Not all of the benefits are quantifiable in terms of cost
savings. The major investments and savings for the different application
scenarios are outlined in the following.
Fixed investment costs are those for readers, RFID tags, training staff and
configuring the software system. Tag costs are fixed because the tags cycle
in a closed loop. Running costs are those for software licenses and replace-
ments of defect readers and tags. Different requirements for the RFID tags’
capabilities exist in the diverse application scenarios. Thus, tag prices may
range from about 20 euro cents to several euros. Reader prices range from a
few hundred to several thousand euros. Investment costs vary substantially
between the scenarios, because of the high variance in required scan points.
The same applies to the savings which may be gained within the different
applications.
The scenario improving quality of production tracking and avoiding inter-
ruptions presents two types of cost savings: One is that labor time, required
to reconstruct data for missing bookings, can be reduced. Fixing missing
bookings can take up to 30 minutes of employee time, according to interviews
with the staff. Furthermore, missing bookings can interrupt the production
process. The frequency of such incidents and the value generated in the run-
ning production process determine the monetary benefit of avoiding these
interruptions.
The scenario reducing workload for maintaining process data accounts for
savings in labor time. Employees on the plant floor spend about 5% of their
time on copying data from and to accompanying tickets. This time can be
saved if the data is transferred automatically via RFID.
In the scenario for improving container localization, RFID can reduce the
overall cost for purchasing and renting containers. Tracing containers would
allow the reduction of the safety stock for containers and fewer containers
would need to be rented. Furthermore, loss of containers could be reduced
or external partners could be held accountable for losses at their site.
In the scenario reducing effort for printing customer-specific labels, labor
time and hardware cost can be saved. This scenario is highly interlinked with
other RFID applications. If RFID readers are in place, they can be used to
write customer-specific information on tags in the outbound. In this case,
expensive, specialized printers for labels would no longer be necessary. This
would result in saving hardware cost and increased productivity.
In the scenario improving process quality, production waste could be re-
duced by avoiding false machine settings. The resulting savings of this ap-
plication scenario depend on the value of the wasted material and the cost
of processing it.
Besides these quantifiable aspects, applying RFID might leverage intan-
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gible gains. The technology could improve the data tracks on the production
processes. This in turn may enable to spot so-far-undetected potentials for
improvement.
Summarizing Case CON
This case study presents an analysis of the potentials of adopting RFID at
CON. The analysis revealed five areas that hold the potential for improve-
ments at CON’s plant. In the case of CON we recommend focusing on
closed-loop scenarios within the plant in the short term. This is because
CON controls all factors of the setup and can gain experience before negoti-
ating with partners about collaboration. Closed-loop scenarios would address
the automatic synchronization of processes with corresponding data tracks,
maintenance of process data, and process safety.
In addition to the outlined RFID potentials in the plant itself, business
processes across the supply chain – like the container management scenario –
could be improved further to fully exploit the advantages of an RFID-enabled
supply chain. Possible measures include the selective communication of RFID
data to CON’s customers and business partners. At this point, all data about
the containers are simply written into the ERP system.
However, for such IT-enabled business processes the IT department needs
to better map and integrate the information from the shop floor into the IT
processes. Today, CON cannot fully map the container tracking into the IT
systems. This results in repeated container shortages.
At this point, however, the implementation of such integration measures,
including related security measures and standards activities, is a costly and
possibly risky endeavor. Possible benefits will a priori not be distributed
fairly between the different parties in the supply chain. This concerns not
only costs for RFID readers, tags and required software, and costs for chang-
ing the underlying processes, but also the costs for constructing a more de-
tailed mapping between the shop-floor operations and the IT processes.
2.3.6 Production of Aluminum Foils for Packaging
PAC produces printed aluminum foils for packaging. Its customers belong
primarily to the food industry and the pharmaceutical industry. The produc-
tion is subdivided into two sections: The first section is used to mill aluminum
foils into the desired thickness and then cut into a specific length and width.
Between the milling steps, the foils are also annealed in an oven which heats
up to about 400◦C (750 F). This section is referred to as pre-processing.
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raw materials are delivered










































Figure 2.6: Production process of aluminum foils at PAC.
In the second section, the foil is colored and coated with cellulose films.
This section is referred to as the refining section. Figure 2.6 shows the gen-
eral workflow of a production step for pre-processing along with the related
activities for data management.
At the beginning of a production step, the required material is fetched
according to the production plan. Rolls with aluminum foils carry accom-
panying paper tickets which are used to identify the materials. After the
required material has been fetched, the machine is configured and the milling
(or cutting) is started. Subsequently, the completed processing step is docu-
mented on the accompanying ticket and booked to the MES. Processed rolls
are moved on to the next production step or to a material buffer on the plant
floor.
At the refinement section a production step starts with loading materials
into the machines. Additional input materials are varnish and glue which are
filled into the machines. All of these processing tasks are conducted within
the same machine. In the final step, the foils can be cut into smaller parts
and reeled on rolls for shipment.
Within the production, all foils are transported on rolls. Each processing
machine winds off the input foils from the source roll. After processing, the
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foil is reeled back to a new target roll. In a cutting process, a foil from one
roll can be split up into several foils and reeled to so-called child rolls. Also,
multiple foils can be reeled in several layers of one roll. This material flow
must be tracked during the whole production process. An accurate track is
necessary for picking the correct materials at each step and for documenting
the production.
Due to the larger number of input materials, configuring the machines in
the second section is more complex than during the first one. Like during the
pre-processing, each input material and machine setting must be documented
in case the information is required for later recalls. A special challenge in
the refining section is that input materials may be subject to changes during
the processing. An example is refilling glue or varnish. Here it must be
tracked which parts of the resulting foil were created under which conditions
with which input materials (e.g., the first 100 meters where produced with
glue A, and the rest with glue B). Additionally, temporary production errors
can affect the foil, at least in parts. These parts must be marked and cut
out later. Figure 2.6 provides an overview of how refining is conducted and
documented.
In the final step, foils are packed and labeled for shipment. Different
customers require different bar-code labels on the packed rolls. Also, labels
may change for different orders. Thus, each roll has individual bar codes
that are printed right before packing. Labeling information is associated
with each roll and retrieved from the back-end system right before printing.
Potential Improvements with RFID
PAC does not yet use RFID technology in its production. Instead, data man-
agement is realized with bar codes and paper documents. However, PAC is
currently investigating whether RFID technology could improve the data
management. Within the case study, HU has identified the subsequently
described applications for the investigated plant. They target the follow-
ing three improvements: better process reliability by realizing an emergency
backup system, more detailed location tracking of rolls, and better quality
of production tracking.
Better process reliability by realizing emergency backup system: realizing
an emergency system was explicitly demanded by the IT staff of PAC. The
issue is of high importance because currently the production at the inves-
tigated plant will stop in cases of a back-end failure. Such incidents have
repeatedly occurred in the past and caused downtimes of several days with
associated financial losses. Consequently, it is highly desired to decouple
critical functionality from the back-end system and to ensure at least partial
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operation if the back-end systems fail.
RFID can be used as an enabler for an emergency system which can
operate without the back-end. This is due to the ability of RFID tags to
store data. In the desired application, rolls would be equipped with writable
RFID tags. Using the memory on the tags, product and process informa-
tion related to the associated foils can be stored directly at the rolls. Thus,
required information must no longer be queried in the back-end system but
could rather be retrieved from the tags directly. However, some of the man-
ufacturing steps such as the heating may cause challenges for the selection
of appropriate RFID tags.
More detailed location tracking of rolls: the IT staff expressed the demand
to improve the granularity of tracking the rolls’ locations on the plant floor.
In particular, the process of annealing was the focus of this demand. Here,
the rolls are moved into a chamber for heating where they must remain for
a specific period of time. Workers document the time when they loaded and
unloaded the chamber. However, as tracking is done on the level of batches,
it is unknown how long a particular roll was in the chamber. In general, it
is not documented where exactly the rolls are located. Before and after each
processing step, the aluminum foils are stored in material buffers. Currently,
workers must keep track of the rolls without any technical support.
RFID can be used to establish an automatic tracking system for rolls. For
this scenario, rolls could be marked with RFID tags. This would enable the
automatic registration of the rolls’ position at checkpoints on the plant floor.
Together with the back-end system, the solution would allow the recording of
detailed tracks of the rolls’ positions, and the monitoring of the production
progress. Thereby, searching for rolls would be avoided and it would be
ensured that all rolls are transported as planned. Furthermore, each roll
could be tracked individually in the process of annealing (given that RFID
tags were used that can resist the heat). This would enable the exact time
of heat exposure to be recorded in detail. This could help to address quality
issues.
Better quality of production tracking: at PAC, management of process
data on the plant floor is currently done with tickets which accompany the
rolls during the process. Information on these tickets is used by the workers
to identify the materials on the plant floor and to choose the appropriate
machine settings. Here, the manual data maintenance is a potential source
of errors. For instance, if multiple foils are reeled in layers on one roll,
the workers determine the order of layers via the tickets. Mixing up these
positions results in false processing of the material. Another issue is that
tickets can fall off and get mixed up.
These problems may be solved by an application which uses writable
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RFID tags for maintaining process data. In this application scenario, RFID
tags could be permanently attached to the rolls. Thereby, information would
be directly coupled with the corresponding object and could not be mixed
up or get lost. Data about the conducted operations could be copied elec-
tronically from the machines or from the back-end system to the RFID tag’s
memory. Thereby, errors in manual data management could be avoided. For
instance, information about the order of multiple layers on a roll could be
copied from the machine which reeled the foils on the roll.
Costs and Benefits
The main reason for the manufacturer to investigate the usage of RFID
is the decentralization of the IT system. The manufacturer suffered from
breakdowns of the back-end system in the past. This resulted in production
stops of several days, causing a loss of revenue and reputation. A fail-over
solution for the central database has been discussed, but decentralized data
management via RFID is currently favored by the company’s production
supervisor.
RFID would provide a simple solution for managing production data in
an emergency case. This would require writable RFID tags with a few kilo-
bytes of memory as well as one reader per workstation. Additionally, RFID
may help to reduce production errors and improve the product quality. This
could be achieved by automating the data management and thereby avoiding
errors in manual data maintenance. The frequency of errors and the related
costs determine the potential savings for this application scenario. Further-
more, improvements in the data accuracy may help to better analyze and
streamline the processes. Altogether, applying RFID would enable more re-
liable production planning, ease the IT management, improve the reliability
of the production, as well as increase the manufacturers’ reputation. Yet,
the monetary effects of these applications are difficult to estimate.
Summarizing Case PAC
In this case study we present an analysis of the potentials of adopting RFID
at PAC. We identified three main scenarios of how RFID can improve PAC’s
operations. The first scenario is to realize an application for tracking foils.
Here, the ability of RFID to be read out without line of sight and the possi-
bility to provide protective casings for RFID tags are the major arguments
for considering RFID instead of bar codes.
The second scenario targets the maintenance of production data. Here,
RFID could be used to ensure that production information is associated
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with the right object. In the third scenario, RFID would be used to realize
an emergency system. This system should ensure at least partial operation
of the production even if the back-end system fails. Here, the possibility
to write information onto the RFID tags is exploited (“data-on-tag”). This
allows to decentralize the business logic and to decouple it from the back-
end system. All three scenarios require a detailed mapping of the shop-floor
processes into the IT systems.
In addition to the outlined RFID potentials in the plant itself, business
processes across the supply chain could be improved further to fully exploit
the advantages of an RFID-enabled supply chain. Possible measures include
the selective communication of RFID data to PAC’s customers and business
partners. At this point, however, the implementation of such integration
measures, including related security measures and standards activities, is a
costly and possibly risky endeavor. Possible benefits will a priori not be
distributed fairly between the different parties in the supply chain. This
concerns not only costs for RFID readers, tags and required software, and
costs for changing the underlying processes, but also the costs for construct-
ing a more detailed mapping between the shop-floor operations and the IT
processes.
2.4 Lessons Learned
This section summarizes the key findings of the conducted case studies re-
garding evaluated RFID potentials. First we present typical use cases of
RFID which we derive from the case studies. Then in 2.4.2 we portray for
each use case whether and why other Auto-ID technologies, especially bar
code, are not as suitable as RFID. Finally in Section 2.4.3 we describe current
motives and open potentials for using RFID.
2.4.1 Evaluating Potential Benefits
Based on the experiences drawn from the case studies we now describe several
general use cases for RFID. They are typically either a replacement of bar-
code technology or an application that can only be realized using RFID.
Our findings are in line with Chappell et al. [2003] and show the practical
relevance of RFID in manufacturing. We found that most of the relevant
issues came up repeatedly in the case studies. The most common motivations
for planning RFID introduction were:
1. accelerating scan processes,
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2. extending scan processes for quality and efficiency,
3. extending scan processes for narrowing recalls,
4. reducing paper-based data management,
5. automating asset tracking,
6. reducing back-end interactions,
7. unifying labels.
In Table 2.2 I summarize in which case studies we identify these seven
objectives for using RFID. We describe each use case in detail. This includes
a discussion of which RFID tags work best for a certain use case. Here,
technological properties of tags must be considered as well as standards, tag
costs and expected future developments.
Table 2.2: Identified use cases for RFID in manufacturing.
The Seven RFID use cases
Case Study 1 2 3 4 5 6 7
AIR








√ √ √ √
PAC
√ √ √ √ √
Accelerating Scan Processes
Currently, many companies monitor their production processes by scanning
bar codes or manually registering objects at certain check points. These
approaches may have several drawbacks, depending on the particular pro-
cess. Manual data recording is generally error prone and time consuming.
Scanning bar codes can be automated in some cases, but must be conducted
manually if a line of sight cannot be ensured. Thus, scanning bar codes may
also require time-consuming, manual intervention. Depending on the par-
ticular process, manual scanning may account for a significant proportion of
the employees’ workload. Consequently, manufacturers aim at reducing the
time for manual scans or to automate the process.
RFID enables to automatically read information from the tag without
a line of sight. This property can significantly speed up the scanning of
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identifiers due to the following three advantages of RFID technology: First,
some objects in the manufacturing plant are shaped in a way that bar codes
must be applied at places which are difficult to scan (see case studies 2.3.1,
2.3.5). In such cases, RFID can help to speed up manual scan processes
[García et al., 2003]. This property may also allow the automation of manual
scan processes – a second major advantage of RFID technology.
The third advantage occurs when whole batches of objects must be iden-
tified (see case studies 2.3.1 2.3.2). With RFID, all of the objects in these
batches can be captured at once. Scanning without line of sight and cap-
turing whole batches of objects reduces the need for manual labor [Chappell
et al., 2003]. In cases in which line of sight for traditional identification meth-
ods is hard to achieve, RFID allows the time workers spend on scanning to
be reduced. This in turn enables labor costs to be reduced and productivity
to be improved.
Extending Scan Processes for Quality and Efficiency
Manufacturers have a high interest in getting more insight into the operations
on the plant floor. Analyzing information about activities in the production
and measurements of environmental conditions can help to identify causes of
quality problems and point out potentials for improvements. Furthermore,
analyzing live data can enable fast reactions to exceptions in the process. In
general, a larger data set allows better insights into the process. Thus, many
companies aim at extending data recording on the plant floor.
With RFID technology, activities in production are often much easier to
monitor in detail. With the help of RFID technology, new scan points can be
introduced without increasing the workload of the staff. Furthermore, RFID
labels are typically more robust to hostile conditions that may occur in the
production environment. For example, bar codes can become unreadable due
to exposure to dirt, heat, or mechanical influence.
RFID tags have the advantage that they can be covered in protective
casings [DeJong, 1998]. Thus, in some production environments, RFID tags
may work more reliably than bar codes do (2.3.1, 2.3.4, 2.3.6). On the other
hand, there are environments where bar codes still beat RFID by a margin.
This is especially true if a substantial quantity of metal is present.
Some of the investigated companies have stringent requirements on pro-
cess reliability and process documentation (e.g., consistency checks must en-
sure that no process step is skipped). In one example from the case studies,
the investigated company scanned the WIP parts after every operation to be
compliant with customers’ demands (2.3.1). RFID can help to meet such de-
mands by simplifying the process of scanning items. Thereby the technology
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also makes it easier to comply with regulations for process documentation.
The exact information about which object was manufactured from which
components and materials is required to identify all of the products which
include potentially flawed parts. Additionally, fine-grained and reliable data
records can be important in legal disputes (2.3.1). A company may be held
liable if malfunctioning products cause damage. In this case, data records
are important to be able to prove that the production was conducted in a
way consistent with the state of the art. Here, sensor data can help to detect
the cause of failure and further narrow the scope of potentially affected prod-
ucts. Evaluating this data can provide additional insights into performance
measures like cycle times. It can even help to identify the cause of quality
changes.
RFID technology can also be used to ensure accurate and real-time re-
porting about the production status. Typically, a production step is reported
back to the MES after processing has been completed. This information may
also be required in future consistency checks and for later process analysis.
As the case studies have shown, it is not uncommon that manual reporting
is sometimes forgotten or not conducted in a timely manner (2.3.2, 2.3.5).
Occasionally, production process information is even reported in a wrong
order. Possible consequences are inaccurate data tracks, incorrect status in-
formation, or even interruptions in the production process. These problems
may be overcome if RFID tags are applied to the materials or to the trans-
portation units. In such setups, RFID readers could automatically detect
if materials are transported to the next process step. Thereby consistency
would be guaranteed.
Extending Scan Processes for Narrowing Recalls
Narrowing the scope of recalls was a major concern for many of the investi-
gated plants. Manufacturers may have to pay high penalties for each object
that is called back. Recalls can significantly reduce companies’ revenue and
their reputation with customers. It is therefore a major concern to limit
recalls and their effects to the largest degree possible.
To narrow recalls it is first necessary to locate the cause of failure as
specifically as possible. Commonly, a faulty material or malfunctioning ma-
chine has to be identified. In the second step, all potentially affected products
must be located. This requires a detailed track of which materials and in-
termediate products are assembled in which finalized products, as well as
information about these products’ locations. If the cause of failure was a
malfunctioning machine, it is important to know the exact period of time in
which the machine did not work properly and which products were processed
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during this period.
In order to limit recalls to the maximum extent, companies aim at creating
fine-grained tracks of their internal material flow. Yet, manual tracking or
tracking by using bar-code technologies may not always be feasible. Time-
consuming scans or the inability to create line of sight or hostile conditions
can pose a limit on the number of possible checks and thereby the granularity
of data tracks.
RFID can help to introduce additional scan points into the production
processes. This is partly because RFID tags can automatically be read out
in more situations than bar-code labels. Additionally, RFID tags can handle
hostile conditions such as exposure to dirt. Furthermore, RFID tags with
sensing capabilities can help to determine the cause of failure and to rate
the damage. All these properties of RFID render the technology helpful to
narrow recalls in cases where more traditional approaches fail (2.3.2, 2.3.6).
Reducing Paper Based Data Management
Paper documents that accompany the WIP are currently a common method
for recording and maintaining data throughout the production process.
These paper documents are transported along with their corresponding
materials and are used to record data about the production process. Ad-
ditionally, these documents can hold information about how to conduct
subsequent operations. The accompanying documents are usually only
loosely coupled with the objects they belong to. That is, documents move
along with the corresponding objects but are physically separated from them
while data is written on the paper. This may cause a mix up of documents
and incorrect data maintenance. Furthermore, handwritten notes occa-
sionally cannot be deciphered, which effectively constitutes an information
loss.
A correct data track of the production is crucial in many cases. Customers
may demand high-quality data tracks or the company itself needs those tracks
for recalls and legal disputes about liability. Furthermore, the data is used
for steering and controlling production itself. Thus, mixed-up documents can
lead to production errors and loss. Consequently, companies seek a way to
ensure that data are recorded correctly and are permanently associated with
the right object.
RFID tags with writable memory can be used to store data from accom-
panying documents right at the corresponding object. Thus, information
cannot get lost on the shop floor or accidentally get mixed up with other
documents, like can be the case with paper documents. Loosing information
would only occur, when the tags get damaged or the RFID reader had a read
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or write error.
Using RFID may also leverage the automation of some of the manual
data maintenance. For instance, records of the conducted operations can au-
tomatically be written from machines to tags. Automatic data maintenance
would account for time savings and a reduction of errors.
Alternatively, information about an object can be stored in the back-end
system. In these cases an identifier for the corresponding object is needed.
Depending on particularities in the targeted application environment, bar
codes can be a suitable alternative to RFID. As mentioned, however, the
application of bar codes may be infeasible, e.g., in dirty environments. Fur-
thermore, applying bar codes may reduce the degree of automation in cases
where line of sight cannot be created automatically.
Other trade-offs concern the required adaptations of the back-end system.
In order to guarantee fast response times and high availability, an appropriate
network infrastructure and software system for the back-end is required. The
investment in such an infrastructure must be traded against the investment
in RFID tags and readers and the resulting network load must be considered
carefully. However, even when data is stored locally on an RFID tag, the
back-end system typically keeps a copy of this information, which may cause
problems regarding data synchronization.
Automating Asset Tracking
Knowing the spatial location of assets can be crucial to ensure the production
processes. All materials for an operation and the required tools need to be
at the designated machine in time. If timely fetching of required materials
cannot be ensured, the production process may be interrupted and result in
a reduction of productivity.
In general, companies follow two strategies to avoid downtimes due to
missing assets: One is to fetch the required materials and tools with a long
time buffer before production starts. This allows reacting to situations where
the assets cannot be found and must be searched for (2.3.4). Yet, in this ap-
proach it is necessary to schedule the production in the long term to have
the work plan ready for asset fetching. Consequently, this strategy is in-
feasible for companies that seek high flexibility and reactivity in using their
production lines.
Another way to reduce fetching times for assets is to keep a detailed track
of their positions. This reduces search times and makes planning of the fetch-
ing time more reliable. Yet, keeping an accurate and updated track of assets
typically requires – often manual – interference. A special challenge is to
track materials in material buffers on the plant floor. These material buffers
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are often only loosely structured and their content is changed dynamically.
However, tracking objects in wide-spread stocks can be challenging and time
consuming as well.
RFID technology has the potential to facilitate the recording of assets’
positions. For instance, assets can be equipped with RFID tags and regis-
tered by stationary readers at key points. Alternatively, mobile readers can
be used to quickly register items at certain locations. Thereby, the RFID
technology leverages detailed asset tracking and can help to avoid search
times for materials and tools [Lampe and Strassner, 2003].
Furthermore, companies also demanded better container tracking, 2.3.5,
2.3.2. It is often attractive to use low-cost RFID tags for container-tracking
scenarios. UHF Gen 2 tags may be an option. The Gen 2 standard is well
established and designed for logistic processes. Applying this standard would
leverage the utilization of these tags by customers and other supply chain
partners and may allow the investment costs to be shared. Furthermore, tags
for this standard are already produced in large quantities and are relatively
cheap.
Reducing Back-end Interactions
Some of the investigated companies expressed the demand for reducing in-
teraction with the back-end IT system. In one case, the network infras-
tructure and the back-end database were perceived as unreliable (2.3.6).
Consequently, production IT systems should also work during temporary
disconnections from the back-end servers.
In another case, the company’s network and back-end computers were
barely able to serve the demanded response time (2.3.1). Its IT staff pre-
dicted significant bottlenecks when data volumes increase in the future. In
both cases, RFID tags with writable memory (“data-on-tag”) could help to
decouple processing of business logic from the back-end system and to dis-
tribute the workload.
Currently, interaction with databases in the back-end system is needed to
retrieve task-related data at each operation. In 2.3.3 the company decided
in advance to build their production line to be independent from back-end
interactions. The production line can work autarkically because all routing
data is stored on writable RFID tags.
With the help of RFID the workload of the back-end system as well as the
communication with back-end databases can be reduced significantly. The
capability of RFID tags to store up to several megabytes of data enables a
novel distribution of data and business logic. Data needed for consistency
checks and process control can be stored directly on the RFID tag of the cor-
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responding objects. Usually that comprises tasks descriptions of the referring
order and history data about the conducted operations. For instance, consis-
tency checks that verify if all needed steps were conducted can be performed
solely on the basis of the history data stored on the tag.
Moreover, using the memory on RFID tags, the business logic for checks
and process control can be moved close to the point of operation. For in-
stance, the business logic can be run on PCs that are connected to RFID
readers and machines on the plant floor.
Higher-class RFID tags could enable more distribution of business logic.
Programmable readers can perform check operations locally and even inde-
pendently of PCs on the shop floor. Furthermore, smart sensor tags can
process business logic on the items themselves. Early examples for such ap-
plications are investigated, for instance, in the CoBIs project [Spiess, 2005].
This EU-funded project deals with distributing business logic to smart sensor
nodes. Prototypes have been construed with partners like BP and Infineon.
Moving the business logic closer to the point of action on the plant floor
helps to ensure fast responses of the system without tuning the back-end
databases and the network infrastructure. It also helps to increase system
reliability because in a distributed system device failures only affect small
parts of the infrastructure.
By storing information on the tags, investments in the back-end system
could be avoided. The used database would need to be adjusted if the manu-
facturer decides to use tags that only hold an ID. Which option is most cost
efficient depends on the tag prices and the cost of extending the back-end
system.
Unifying Labels
The case studies showed that manufacturers face challenges in handling la-
bels at the outbound shipment. Different customers typically demand differ-
ent bar-code solutions for labeling transportation units and packages (2.3.1,
2.3.5). These differences can be in the demanded label format, coding scheme
and the information on the label. Thus, manufacturers have to manage and
print a wide range of different labels for their shipment processes.
Another challenge is that customers may claim financial compensation
from the manufacturer if bar-code labels are unreadable. In the case study
in 2.3.1, a customer’s production line stops if a bar code is unreadable. Re-
sulting costs for unreadable bar codes must be reimbursed. Consequently,
the manufacturer checks each created label to make sure they can be read.
This demand for high-quality labels that hold diverse information in var-
ious formats poses challenges in managing and printing bar-code labels. Of-
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ten, special printers are used to achieve the desired print quality and to
handle different label formats. Since these printers are expensive devices,
some manufacturers create labels at a central location to reduce the number
of printers needed. Yet, printing at a central location has the drawback that
labels must be transported to the respective packing stations. This causes
extra time and bears the risk that labels will get mixed up.
RFID technology can be used for unified labels that abstract from the
physical representation of data. Radio-frequency protocols such as defined
in the ISO 18000 or EPCglobalTM standards [ISO/IEC-18000, 2004b, EPC-
global, 2005] provide well-defined ways to access data on RFID tags. For
instance, the Gen 2 standard specifies an optional user memory that can be
used for arbitrary purposes. Using such standards, customer-specific infor-
mation can be written on the same kind of label in a standardized way. This
holds even if customers require individual coding schemes for the data.
Abstracting from the physical representation of data allows for using
standard RFID readers to create customer-specific labels. Thus, one kind
of reader can be used for all labels and specialized printing stations are no
longer necessary. Note that RFID readers may be available at packing sta-
tions for scanning logistic applications. In contrast to bar-code scanners,
RFID readers also have the ability to write on tags. Thus, only one device
for reading and writing is needed.
Yet, to achieve this abstraction, the supply chain partners need to agree
on applying RFID in general and on the frequency to be used in particular.
Within a given RF spectrum, the readers’ software can support different
communication protocols and thereby abstract from different tag versions.
RFID can help to increase the reliability of labels. This accounts espe-
cially for environments where dirt or mechanical influence can affect the bar
code. It is generally easier to protect RFID tags from mechanical damage like
scratches or loss. This is because RFID tags do not need to be applied to the
outside of an object where they are visible. Instead, they can be built into
the product during the manufacturing process, applied inside the product’s
casing or be protected by a special casing for the tag’s inlay.
Note that the discussed cases for label handling not only affect operations
at the manufacturers, but also at their customers (OEMs etc.) down the
supply chain. Using RFID tags as uniform labels therefore implies a close
coordination across the whole supply chain (or at least significant parts of
it). Customers would at least need to equip their intakes with RFID readers.
Having incoming items labeled with RFID tags would leverage an extended
use of this technology within customers’ processes and may lead to significant
productivity gains there as well.
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2.4.2 Comparing RFID with other Auto-ID Technolo-
gies
In this section we discuss if and how the previously described use cases could
also be realized using other Auto-ID technologies. Voice recognition and
biometrics are useful systems for access control. However we do not focus
on access control. Magnetic stripes and smart cards suffer from mechanical
wear. Additionally they need physical contact to the reader while read.
Machine vision, bar codes or RFID do not have this disadvantage. There-
fore, these systems are used in manufacturing. Machine vision and bar code
need a line of sight to work. Manufacturers are likely to use machine-vision
technologies when products have to be compared to pictures stored in a
database (2.3.3). In cases where bar codes would get damaged due to hostile
conditions machine-vision or OCR technologies are used as well. Neverthe-
less, machine-vision technologies are more complex and thereby more expen-
sive than bar-code technology. However both systems do not allow data to
be stored right at the object.
Today bar codes are predominantly used in manufacturing. All inspected
companies rely on this technology in one case or the other. The comparison
between RFID and bar code is an important part of our evaluation as labels
and readers for RFID require higher investments than corresponding bar-
code equipment. Consequently, technical arguments or process requirements
must account for the economic feasibility of an RFID adoption.
Accelerating Scan Processes
This use case exploits the property of RFID that no line of sight is needed.
Thereby it allows for automatic reading of tags. Thus, tags can be read
without workers’ intervention and the booking process can be automated
and thereby speeded up (2.3.1). If a line of sight does not affect the speed of
the process, then bar codes could be used as well. Only when this use case
relies on the capability of RFID to detect tags without a line of sight is it
not possible to use any other Auto-ID technology.
Extending Scan Processes for Quality and Efficiency
Additional consistency checks are often added to the production steps for
process safety (see 2.3.1, 2.3.2, 2.3.6, 2.3.5). Information about the content
of internal transfer units as well as configurations from terminals and the
production planning are required to perform consistency checks.
At least an ID must be read to retrieve information about the internal
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transfer units. This can be done using passive ID tags without user memory
or bar codes. Yet, in both cases additional database lookups are necessary to
retrieve the required information. If the manufacturer uses bar codes, then
he may also need a manual intervention to ensure a line of sight for the read
process. This may cause additional workload and thereby additional cost. In
contrast, RFID tags with sufficient memory could enable automatic consis-
tency checks without additional database queries and manual intervention.
Extending Scan Processes for Narrowing Recalls
Often the same degree of automation can be achieved with bar codes (2.3.1,
2.3.5, 2.3.3). Yet, this would require modifications of the production process
ensuring line of sight read outs after each step. For instance, this could be
achieved by using conveyors for transportation. However, such an investment
renders a bar-code-based approach infeasible. However, in many other cases
bar codes cannot be used, because of the hostile conditions on the plant floor
(2.3.6, 2.3.4, 2.3.2). And even at 2.3.1 and 2.3.3 – here the conditions allow
the usage of bar codes – RFID is more feasible due to the use case reducing
back-end interactions.
Reducing Paper Based Data Management
This use case comprises the idea to automatically communicate process data
between different operations, rather than using manually written papers. The
data can be communicated on tags or via back-end systems.
Bar-code labels can theoretically be used in the same way as RFID tags
without user memory. Yet, if process data is not manually written on paper
anymore, workers must identify internal transfer units by their labels. Unlike
RFID, bar-code labels would require time-consuming, manual scanning with
line of sight.
Automating Asset Tracking
Besides asset tracking this use case can also include container management.
Assets are usually managed only within the boundaries of the company. How-
ever, in one case study assets were also shipped between the manufacturer
and its customers (2.3.4).
RFID technology could be applied to keep track of assets’ movements.
Scanning without a line of sight allows for an easy observation of their po-
sitions. Any RFID tag capable of holding an ID could be used for this
application. Yet, the tag price plays an important role, even though tags
can possibly be reused. One reason for that is the relatively high number
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of assets and containers. Another reason is that assets may, and contain-
ers nearly always do, leave the plant. Consequently, manufacturers cannot
always ensure that they are returned in due time.
However, using bar codes as identifiers would also be an option. Yet, a line
of sight must be ensured for the scanning process. This would cause several
manual interventions and additional costs, i.e., workers’ time. Moreover, bar
codes are less robust than RFID tags and may be rendered illegible or get
lost. Thus, applying bar codes for asset management and container tracking
is possible but may not be cost effective.
Reducing Back-end Interactions
With RFID it is possible to decentralize data storage and reduce the bot-
tleneck to central databases. This scenario cannot be conducted with any
Auto-ID technology other than RFID. This is because one can store infor-
mation on the object, e.g., routing data for the production.
Unifying Labels
This use case targets the challenge of handling labels for the shipment pro-
cess. Different customers require different information and different label
formats for shipment. These different formats could be realized on the same
kind of RIFD label if the customers agree on using RFID in the shipment
process. Information for each customer can then be encoded in the desired
format and written to the RFID tags.
For this use case, tags with sufficient storage such as active tags or passive
tags with user memory are required. Yet, labeling packing units with active
RFID tags is cost intensive. Thus, passive tags with user memory should be
preferred. Using bar codes is possible but has several disadvantages. The
manufacturer then needs high-quality printers and checks whether bar codes
are readable (2.3.1). Printers need to be adjusted, with new labels added.
And last but not least, bar codes can be ripped off or destroyed.
Summary
In Table 2.3 I summarize the use cases with regard to the possible utilization
of RFID and bar code. Bar code is predominantly used in manufacturing
today. And during the case studies we repeatedly found that RFID should
replace the used bar-code technology. In Table 2.3 I further divide RFID
into active tags (a. tag) and passive tags (p. tag). Regarding passive tags,
we distinguish between tags that only hold an ID (only ID) and tags that
are equipped with additional user memory (mem.). Note that we consider
57
active tags to have an ID plus additional user memory, as this is usually
the case. This table shows that when RFID is being used in closed-loop
applications within the boundaries of the company, advanced tags are also
feasible. However, already when considering closed loop within the own
supply chain, the costs of more advanced tags tend to increase drastically,
because often more tags and more scan points are needed.
2.4.3 Evaluating Current Motives and Open Potentials
The RFID application areas discussed above can be categorized along two
dimensions as visualized in Figure 2.7.We distinguish between operational
use and strategic use, on the one hand, and between intra-enterprise and
inter-enterprise applications, on the other.
The term operational use refers to improvements that impact processes
and productivity directly. That is, the RFID technology is applied to make
processes faster, more secure etc. Furthermore, improved planning of activi-
ties and better resource allocation due to RFID falls into this category. The
term strategic use refers to use cases where RFID is introduced for long-
term strategic purposes. For instance, RFID may allow providing additional
services or quality guarantees to customers, thus changing the market po-
sitioning of the enterprise as a whole. Strategic decisions have a long-term

























Figure 2.8: Motives for RFID adoption depending on the company.
Use cases for RFID in which the technology as well as the captured data
are only used within one organization fall into the category intra-enterprise
applications. However, RFID holds the potential of applications that span
several steps in the supply chain. For instance, enterprises may exchange data
that is obtained using RFID. Also, RFID labels may remain on products and
could be reused by several companies downstream in the supply chain. We
categorize these use cases as inter-enterprise applications. Figure 2.8 depicts
how the cases fit into this taxonomy. The motives to use RFID determine
the position in the taxonomy chart for each case.
The manufacturer of airbags (AIR) aims to apply RFID for several rea-
sons. One driver is the operational improvement of accelerating scan pro-
cesses and thereby raising productivity. However, another argument was that
AIR expects some of its costumers to demand RFID adoption in the near
future and wants to be prepared. At this point AIR can potentially gain
strategic advantages by being ready for an RFID-enabled value chain. This
could be a distinguishing factor and competitive advantage to competitors.
AIR was also interested in using RFID for product labeling. Keeping
RFID labels on the products would enable to improve operations at the
customers’ side as well. This way AIR could provide additional services to
its customers which may account for further strategic advantages. Because
the main driver for RFID at AIR is to increase productivity on the plant
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floor, this case belongs to the cluster of operational use within one enterprise.
However, we also found aspects of strategic use for the enterprise as well as
inter-enterprise operational use. Consequently the case of AIR overlaps with
these clusters in Figure 2.8.
For the manufacturer of sliding clutches (CLU) the main driver of its
RFID efforts is to improve product tracking in order to narrow recalls. A
minor reason was to obtain more accurate reports about the production sta-
tus. Consequently, the case of CLU is clearly motivated by operational intra-
enterprise use. However, narrowed recalls may have the positive side effect of
a better reception of CLU by customers. Therefore, it includes some strate-
gic aspects as well. Another effect is that efficient handling of recalls reduces
the risk of disturbances in the production at the customers’ side. These side
effects are reflected in the positioning of CLU in Figure 2.8.
The manufacturer of packaging (PAC) aims to use RFID to improve ma-
terial tracking in the plant as well as to reduce the dependency on its IT
back-end layer. Thus, the targeted improvements are operation and intra-
enterprise. Similarly, the motives of the manufacturer of connectors (CON)
are also merely for operational improvements within the company. In this
case the main goal was to improve the material tracking on the plant floor
and to create more accurate production reports. Since in the cases of CON
and PAC only operational use within the enterprise is targeted, these cases
build a group in Figure 2.8.
The motive for the RFID efforts at the manufacturer of cast pasts (CAS)
is to improve asset tracking within the plant. This application is mainly of
local and operational use. However, reducing search times for assets allows
CAS to produce more flexibly and at shorter notice which can lead to a
strategic advantage (see Figure 2.8).
The RFID application at the manufacturer of engine-cooling modules
(COO) is solely motivated by strategic issues. In this case no apparent oper-
ational benefits result from the use of RFID. Instead, RFID was introduced
on a customer’s demand. Meeting this requirement is a strategic decision of
COO. Additionally the case has some aspect of inter-enterprise collaboration,
because COO provides the captured RFID data to the respective customers.
However, the option is currently rarely used. In Figure 2.8, the case of COO
is placed accordingly.
As visualized in Fig 2.8 the motives for RFID applications in the investi-
gated cases are dominated by local operational improvements. That is, the
technology helps to improve processes and productivity on the plant floor.
With regards to planning, RFID-enabled decisions are also mainly of local
scope. In most cases only locally obtained RFID data are used and deci-
sions are made for local processes. Using RFID for strategic issues or across
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company boundaries is rarely targeted.
This focus on operational, intra-enterprise applications neglects the po-
tential of RFID technology to be used in many steps of the supply chain.
Companies may collaborate on the operational level to use RFID in several
steps of the value chain [Günther et al., 2006]. Operational use across en-
terprises can be enabled due to the reuse of RFID tags. One option is to
permanently leave RFID tags on the products as they move through the
supply chain.
Another option is to reuse the tags in a closed loop but extending the
loop across several enterprises. This does not only supports seamless integra-
tion of processes but also enables cost-sharing models for hardware expenses
[Ivantysynova and Ziekow, 2007]. Beyond this, RFID use across enterprises
may strengthen the strategic position of the supply chain as a whole. For
instance, cooperating partners can use the technology to provide fine-grained
product traceability and quality assurances across the whole supply chain.
Moving towards this opportunity may become a distinguishing factor and
competitive advantage for innovative manufacturers in the near future.
A problem when considering RFID introduction in a supply chain is that
costs and benefits are not always correlated. Some participating companies
may incur considerable costs that outweigh the local benefits, and vice versa.
This can lead to a classical prisoner’s dilemma: It could well be possible that
an existing supply chain could gain considerably from introducing RFID tech-
nology. These gains, however, are never realized because some participants
would need to incur costs that are not justifiable in comparison to their local
benefits.
As a result, they decide – for completely rational reasons – not to adopt
the new technology. One way to break this deadlock is to negotiate com-
pensation payments between different participants in the supply chain with
the objective of distributing the global benefit fairly among the participants.
These compensation payments do not have to be monetary – in the retail
domain, certain types of data (e.g., sales data about one’s own products or
the products of one’s competitors) are also common currency.
2.5 Conclusion
Generally, the case studies show that RFID technology holds many promises
for improving manufacturing processes while also exhibiting new challenges.
The automation of object identification processes through RFID can help
to increase the efficiency by reducing scan times and manual work, reduce
errors due to manual data entry and analysis, and improve product tracking
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and tracing. Detailed data tracks can help increasing product quality and
narrowing the extent of necessary product recalls.
In comparison to bar-code technology, RFID does not require a line of
sight for scanning, enables simultaneous batch scanning, does not require the
technological effort for high-quality printing, and is more resistant to physical
influences such as dirt or scratches. Avoiding problems related to unreadable
bar codes may help to reduce the number returns and penalties and increase
customer satisfaction, especially in supply chains operating according to the
just-in-sequence paradigm.
Five out of six companies’ motives for an RFID adoption are purely op-
erational uses within their enterprise. That is, they would like to use this
technology to improve processes and productivity on the plant floor. Motiva-
tions to use RFID as a strategic enabler of data exchange between enterprises
along the supply chain were found much less frequently. However, this focus
on operational, intra-enterprise applications fails to exploit the full potential
of RFID technology.
Despite the high potential of RFID technology, the manufacturer has to
consider a number of issues before starting an implementation. The next


















































































































































































































































































































































































































































































Challenges of Embedding RFID
into Shop-Floor Processes
This chapter evaluates which challenges the manufacturer has to face when
applying RFID in shop-floor processes. All challenges are derived from the
case studies described in Chapter 2. These challenges include software as well
as hardware issues. Section 3.1 presents a reference model for production
processes and the management of the corresponding production data. The
model enables me later to better describe required RFID functionalities and
constraints for IT infrastructures. I conducted the work for this chapter
together with Oliver Günther and Holger Ziekow. We published the results
in Ivantysynova et al. [2008a].
Section 3.2 discusses diverse difficulties and impediments of using RFID
hardware in hostile conditions on the shop floor. Then Section 3.3 describes
the functional requirements of RFID infrastructures. In the subsequent Sec-
tion 3.4 we discuss constraints for IT infrastructures when integrating RFID
in manufacturing. This goes along with an overview of upcoming paradigms
for data processing that are useful in the context of RFID and manufacturing.
Section 3.5 concludes this chapter.
3.1 Reference Model for Production Pro-
cesses
The reference model for production captures typical activities on the plant
floor and the corresponding data management issues. We derive this model
because it will later enable us later to describe required RFID functionalities
and constraints for IT infrastructures along this model. The model focuses
on activities that may be affected by the introduction of RFID.
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We derive this model from the analysis of the case studies presented
in 2.3. Although the production processes differ significantly among the
companies, it is possible to identify common patterns in manufacturing and
the associated information management. Moreover, it is important to keep
in mind that process steps are not always optimally accomplished. Loss
of materials, inefficient manual data management and a low degree of data
digitalization are only some of the problems we observed during the field
studies. On one hand, the model shows what data need to be provided by
the IT infrastructure at each production step and, on the other hand, it also
illustrates which data the IT infrastructure gets for further processing from
each production step.
Generally a production process consists of a sequence of operations. An
operation can generally be subdivided into the following ten activities: selec-
tion, material fetching, tool exchanging, machine configuration, consistency
checks, processing, documenting, booking, loading into transportation units,
and transporting, see 3.1.
The first step is to select the correct operation from the routing (e.g.,
bill of operations). The second activity is to fetch needed materials for the
operation. These materials must be retrieved from stock or a material input
buffer near the resource and loaded into the machine. Materials are usually
identified via transportation units in which they are packed. However, in
some cases, materials may also be marked directly with an identifier. When
the materials are ready to be used, the machines need to be configured.
Configuring a machine may include mounting special tools on the machine.
These tools must be retrieved from the tools inventory. Due to quality issues
and tracking, it may be required to maintain a history of all utilized tools.
Consistency checks may be conducted before processing starts. Such
checks verify that the correct materials are used and that the materials have
passed all required previous operations. When processing is completed, the
conducted work is documented. Recorded information may include machine
settings and reports about production errors. Thereby a track of the produc-
tion is kept. It can later be used for process analysis and to help to narrow
recalls. One challenge in tracking is that materials may be packed into trans-
portation units. This must be taken into account if materials are identified
by their transportation units. Another challenge is that materials may be
split up into several parts or combined into one part during assembly. This
impacts how data tracks have to be recorded and retrieved.
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Figure 3.1: Reference model for production.
An operation usually ends with booking the finished tasks into the MES
in the middle layer. The data may be required for consistency checks in
the following operations. Then, the processed parts or WIP are transported
to the next operation, the stock, or a material buffer on the plant floor.
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Information about the materials’ locations may need to be recorded in some
inventory list or may be derived from their current status in the production.
After the production has been completed, the finished products are trans-
ferred to a shipping area where they are packed and labeled for shipment. A
special challenge is that different customers may demand different labels and
different information on the labels. This may comprise different numbering
and coding schemes for identification- and product-related data.
Note that a particular production process may only implement a subset of
the described activities. For instance, in many cases it may not be necessary
to exchange tools on the machines. Thus, apart from the processing itself,
each activity is optional in the reference model. Not all actions necessarily
occur in every case and others may be added. Still, the reference model may
serve as a general pattern which approximates most production processes.
All activities in the derived model may be supported by RFID or can influ-
ence RFID adoption. A software system supporting RFID in manufacturing
should certainly take the steps of this reference model into account.
3.2 Hindrances on the Shop Floor
As the case studies in the previous Chapter 2 show, plant floors of manu-
facturing companies are often hostile environments with extreme conditions,
e.g., 2.3.1, 2.3.4, 2.3.6. Challenging factors include dirt, heat, presence of
metal, limited space and others. RFID solutions for manufacturing must be
able to cope with such conditions. Yet, no standard solutions can serve the
requirements of all production environments. Instead, an individual solution
must be found for each case. In this section we discuss general hardware
issues for RFID implementations in manufacturing. In particular we focus
on the following: hostile physical conditions, presence of metal, demand for
wireless communication, and processes in close spatial proximity.
3.2.1 Hostile Physical Conditions
In many of the studied companies, products are exposed to extreme condi-
tions, of which heat occurred most frequently 2.3.1, 2.3.6. Special casings
or foils can protect RFID tags from external influences. Protection against
heat ensures slow heat conduction from the environment to the tag. Thereby,
the temperature at the tag can be kept below its tolerance threshold if the
exposure is only temporary. For Gen 2 tags the maximal tolerance for heat
is 85◦C and correct operation is ensured up to 65◦C. Consequently, a pro-
tection is needed for temperatures above 85◦C. Some RFID tags are already
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shipped in protection cases. Others can be wrapped in protective materials
by so-called converters (converters add materials to RFID inlays and produce
complete labels).
3.2.2 Presence of Metal
Many metal objects are present on the plant floor of the investigated plants,
e.g., 2.3.2 – 2.3.4, 2.3.6. For instance, transportation units, machines or
even the products themselves can be made out of metal. The presence of
metal can influence communication with RFID tags due to signal attenuation,
reflection, detuning, and eddy currents. How the communication is influenced
depends on the communication technology of the physical layer.
Ultra-high-frequency tags communicate using a backscatter technology
[Finkenzeller, 2003]. High-frequency and low-frequency tags communicate
by inductive coupling in the near field. In general, ultra-high-frequency
tags suffer less form detuning effects and distortions due to eddy currents
than low-frequency and high-frequency tags do. By contrast, near-field-
communicating tags face fewer problems caused by reflected waves. Such
waves may cancel out a signal totally. Also, ultra-high-frequency signals are
more actuated when passing materials. This holds especially for materials
containing water. Yet, all frequencies are shielded by metal.
Problems caused by detuning and eddy currents can be overcome by
applying an isolation layer between the metal object and the tag. Reflections
by metal objects in the near can be blocked by RF absorbers. Also, reflections
may even be beneficial to direct signals around metal object which would
otherwise block the communication. Which effects have the most influence
depends on the particularities of the application environment. Thus, only
field tests can fully clarify which hardware setup is most suitable.
3.2.3 Demand for Wireless Communication
Introducing new scan points and sensor devices on the plant floor requires
the establishment of new communication channels. This can either be an
extension of existing channels or the introduction of new communication
means. Fixed wires may be sufficient for stationary scan points. However,
wireless communication is necessary if mobile hand readers are applied, see
2.3.4. Furthermore, the number of devices may render wired communication
channels infeasible. This is especially the case if large numbers of sensor tags
are installed on the plant floor. For easy deployment in the target setting,
sensor tags are designed to work independently of fixed infrastructures and
facilitate establishments of wireless ad-hoc networks.
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The wireless medium poses numerous challenges which are already known
from other application domains. Security problems, bandwidth changes and
energy issues of battery-powered devices are just some of them. Further-
more, the diversity on the physical layer must be considered in the system
design. Devices with different operation frequencies and communication pro-
tocols must be integrated via gateways and hubs which bridge channels with
different communication technologies.
3.2.4 Processes in Close Spatial Proximity
At some plant floors, different production steps take place in close physical
proximity. In one of the investigated plants, different assembly steps have
been conducted within a one-meter distance (2.3.1). Associating an RFID
read event with the correct process step may be challenging if several steps
are performed within the range of a reader. The read range for tags that com-
municate in the near field is generally easier to control than for backscatter
tags.
For tags which use inductive coupling the read range is limited to the
size of the near field. High-frequency tags can typically be read out within
about a one-meter distance. The relative long range of seven meters and
the possibility of reflections may cause ultra-high-frequency tags to be read
from unexpected positions. In general, this makes ultra-high-frequency tags
more difficult to handle than low-frequency and high-frequency tags if items
in different process steps are physically close. However, directional antennas
and limitations in the signal strength can help to restrict read outs of ultra-
high-frequency tags to the point of interest.
3.3 Required RFID Functionalities
In this section we describe functional building blocks which are needed for
IT infrastructures supporting RFID. Prominent middleware solutions like
Bornhövd et al. [2004] provide modules that support these functionalities to a
certain extent. Note that in this section, we discuss the software functionality
independently of our use cases. We address generic building blocks that are
typically required in RFID infrastructures. Therefore, this section applies to
RFID setups in logistics as well as in manufacturing, or in other applications.
Special requirements for RFID systems in manufacturing are discussed in
the next Section 3.4. IT infrastructures supporting RFID need the following
functional components: filtering and enriching RFID data, storing RFID
data, exchanging RFID data (sharing information along the supply chain),
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and detecting events in RFID data. We now describe each component in
detail.
3.3.1 Filtering and Enriching RFID Data
Several operations must be applied to make use of RFID data. These are
filtering of events, enriching RFID data with process semantics and addi-
tional information, as well as inference on the data and reactions to events.
Filtering RFID data takes place on the edge or middle layer, e.g., during
pre-processing or complex pre-processing. Read errors like double reads are
filtered during pre-processing, see Figure 3.2. This is usually done by the
device controller which provides the software interface to the readers. RFID
readers communicate via proprietary protocols with the device controller. If
pre-processing and complex pre-processing are in different software modules,
data can be exchanged via the PML standard [Floerkemeier et al., 2003].
During the complex pre-processing RFID data must be filtered with regard
to the events of interest. At a gate, for instance, appearance and disappear-
ance events may be dropped and replaced by one aggregate passing event.
If additional information for an RFID tag is available, this information
must be associated with the read event. This can be, for example, infor-
mation in the user memory of a tag or corresponding sensor measures. On
higher levels the read events must be enriched with process semantics. That
is, for each event which aspect of the production process is reflected needs
to be inferred.
For implementing business logic based on RFID data, we further evaluate
the event data after it has been filtered and enriched. This is done by rules
that define actions to be conducted when certain observations have been
made. Such rules can operate on an intermediate storage holding RFID data
that were collected during a certain period. Alternatively, the rules could
run directly on the input stream of the read events. Any other system could
be informed via application-level events [short ALE EPCglobal, 2005] and
actions could be triggered if certain predefined conditions occur.
The ALE standard describes how client applications can access middle-
ware in order to read data from various sources. The ALE interface allows
client applications to be completely agnostic of the reader infrastructure,
e.g., the number of readers or their make and model. In addition, it provides
means for client applications to specify what to do with EPC data, e.g., how


















































Figure 3.2: Software functionalities on different levels.
3.3.2 Storing RFID Data
To decide on the overall architecture, one needs to determine how and where
to store collected RFID data. This decision is affected by three major aspects:
First, one must be clear about where in the IT system the data should be
evaluated. Second, one must determine which degree of data aggregation is
suitable for the intended use. Third, a policy about how to handle data in
the long term has to be devised. This policy must specify how long the data
are to be kept on a specific medium and if data can be deleted after a certain
time. For instance, the US Tread Act mandates OEMs to report and log
detailed production information for three years.
Evaluation of RFID-based information can be done with two distinct
purposes. One is to control and monitor business processes. The other is to
allow long-term analysis of the monitored activities and to document pro-
duction. These two objectives lead to different storage requirements. Data
for the control of business processes must be available very fast and usually
comprises only recent information. For instance, automatic booking at the
intake would only require the RFID data currently read and recent advanced
shipping notices. Consequently, the required data should be kept in a storage
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that may be relatively small but must be fast.
Long-term data analysis and business intelligence require different fea-
tures. Typical tasks can be, for example, an investigation of how overall
performance developed over time. Such tasks do not have demands for real-
time data. Instead, a database is needed to store the data in the long term.
Data historians are tailored to store large amounts of time-stamped data.
Using a data historian would allow to store information from every RFID
read out. Such fine-grained information could be useful in detailed analysis
of the production processes. Mining tools could use the rich data source to
search for patterns in the data and for identifying potential improvements in
production.
Another way of data analysis is provided by data warehouses. Such soft-
ware systems support data analysis by advanced tools for reporting and vi-
sualization (e.g., OLAP cubes). However, reports in data warehouses do not
display raw data. Instead, the data is aggregated and evaluated to show
key performance parameters. The raw read events must be mapped to the
corresponding process step and enriched with context information in order
to reflect the process semantics. Thus, data warehouses work on an excerpt
of the complete data set.
In case of recalls, detailed information from the history is needed. De-
pending on the type of possible recalls perhaps no aggregation is suitable.
For instance, the US Tread Act mandates OEMs to report and log detailed
production information for three years. Then fine-grained event data must
be kept in a database (e.g., data historian) at least for the time a recall
can occur. That is, the stored data must provide all information about the
production process of parts which could be called back.
3.3.3 Exchanging RFID Data
Fully exploiting the potential of RFID may involve the exchange of captured
RFID data with business partners, i.e., sharing information along the supply
chain. For instance, since January 2005 the regulation on consumer protec-
tion (EC) No. 178/2002 of the European Parliament and of the Council has
forced food companies to ensure a seamless traceability for all food and their
ingredients – from the producer to the wholesalers and retailers [Cox and
Camps, 2002]. Increasing the transparency across organizational borders al-
lows for optimizing the collaboration. EPCglobalTM is developing the EPC
Network for this purpose [EPCglobal, 2005]. The network will contain ser-
vices for discovering and accessing information.
Several issues need careful consideration before RFID data can be ex-
changed with business partners. First, it must be decided which information
72
should be available to whom. This requires management of roles and rights
for all partners. Also, it is not sufficient to just provide the captured RFID
data. The information must be aggregated and semantically enriched to be
reasonably interpretable for the business partners.
Furthermore, the exchange format and the communication model must
be determined. EPCglobalTM has proposed the Physical Markup Language
(PML) for exchanging RFID related data [Floerkemeier et al., 2003]. This
XML-based language allows to associate RFID reads with additional data
such as sensor measures. It is used to encode the output of RFID readers
in existing middleware solutions [Bornhövd et al., 2004]. However, data ex-
change on enterprise level may go beyond using pure PML or may be realized
based on different standards.
With the specification of EPC Information Services (EPCIS), EPCglob-
alTM has released another standard that is relevant for exchanging RFID
data [EPCglobal, 2007]. EPCIS leverage exchange of data that is related to
Electronic Product Codes (EPC) [EPCglobal, 2006]. The standard specifies
data types as well as query interfaces and describes the use of an EPCIS in
a framework for exchanging RFID data.
EPCIS supports both, interfaces for ad-hoc queries, and a callback inter-
face for standing queries. It needs to be decided whether information should
be pushed via callback functions to the recipient once they are available or
if data should be queried on demand via ad-hoc requests. This trade off can
be decided on the frequencies in which data would be requested and pushed.
Pushing information can reduce network traffic in case of high information
demand, while the opposite is the case when demand is low.
Another important aspect is security. If trusted partners are getting in-
sight into business operations, competitors may try to spy on the transferred
information. Thus, it is highly recommendable to conduct a detailed security
analysis before deciding on a concrete information-sharing arrangement.
3.3.4 Detecting Events in RFID Data
It is necessary to evaluate the semantics of RFID read events in order to use
the data for monitoring and controlling production processes. Evaluating
these semantics is generally straightforward in logistics applications. For
instance, the semantics of reading an object at the inbound gate is that the
object has been taken in; an object which is read repeatedly by a smart shelf
is stored in this shelf.
Processes on the shop floor can add complexity to the evaluation of the
semantic. To be more precise: Observing an object at a certain point may
not be sufficient for determining its status in the process. For example,
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registering a certain process step may involve detecting an object at the
machine, registering a disappearance as it is loaded to the machine, checking
that the machine is running, and observing the object to appear again.
Evaluating such complex events requires explicit domain knowledge. That
is, a model of how a series of read events adds up to a complex event and
how this is mapped to certain steps in the production process is needed.
Modeling and evaluating such domain knowledge should be supported by
software systems for embedding RFID in manufacturing applications. This
comprises a language for expressing evaluation rules and software components
to execute these rules. Technologies of complex event processing (CEP) are
suitable for processing such rules [Luckham, 2001].
A complex event rule comprises three parts: a pattern, a constraint, and
an action part. The pattern part and the constraint part together describe
the complex event that should be detected. The action part defines how
the system must react when the defined event occurs. In that sense, CEP
rules are similar to Event Condition Action rules (ECA) in active data bases
[Paton et al., 1998]. However, active databases focus on in-database events
and do not support temporal constraints in RFID-specific queries well [Wang
et al., 2006, Wu et al., 2006].
Dedicated approaches for detecting complex events often use finite-state
automata [e.g., Gehani et al., 1992, Coral8] or Petri Nets [e.g., Gatziu and
Dirtrich, 1994]. Particularities of RFID-specific applications for CEP have
been targeted in recent research [Wang et al., 2006, Wu et al., 2006, Gyll-
strom et al., 2007]. For RFID solutions in manufacturing it must be de-
termined what kind of events the software system should detect and what
event-detection technology is implemented in the software system.
The streaming nature of RFID data must be considered as well. Read
events float into the back-end layer as continuous data streams. Read outs
which belong to one complex event are usually distributed over time. Thus,
modeling processing rules requires a windowed operation on event streams.
Research projects like STREAM [Arasu et al., 2003] and AURORA [Abadi
et al., 2003] have targeted the issue of modeling and executing stream queries.
Even though they lack expressiveness for complex events, results may be
adopted to RFID in manufacturing.
In Jaroszewicz et al. [2007] we developed an algorithm that correctly
matches imperfectly documented incoming data streams to large databases
without seeing the whole steam. By this it is possible to identify likely corre-
spondences between attributes of the stream and the database. However, ex-
act calculation of these similarities requires processing of all database records,
which is infeasible for data streams. Therefore we devise a fast matching al-
gorithm that uses only a small sample of records, and is yet guaranteed to
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find a matching that is a close approximation of the matching that would be
obtained if the entire stream were processed. The method can be applied to
any given (combination of) similarity metrics that can be estimated from a
sample with bounded error. This procedure enables us to detect occurring
events in RFID-data streams.
3.4 Constraints for IT Infrastructures
Large-scale RFID applications are already in use, for instance, in logistics.
Such applications are supported by existing middleware solutions for cap-
turing and processing RFID data. The typical use cases in manufacturing
described above pose new requirements for the IT infrastructure. In this sec-
tion we summarize technological issues which must be respected by software
systems for a successful RFID integration in the manufacturing context. This
comprises middleware issues that are important for any RFID integration in
the business context.
Additionally, we focus on the particular requirements of RFID applica-
tions on the plant floor. This covers aspects of integration with other sys-
tems, paradigms for data processing as well as architectural and functional
requirements. In particular the following six issues for IT systems were de-
rived: distributing business logic and data, supporting heterogeneous data
sources, dealing with noise and uncertainty, supporting process analysis, sup-
porting asset tracking, and providing RFID data to components of ISA-95
Level 3.
They all aim to support RFID integration on the plant floor. In the
following we describe each in detail.
3.4.1 Distributing Business Logic and Data
Distributing business logic and decoupling it from the back-end layer was an
explicit demand in some of the investigated enterprises (2.3.1, 2.3.6). One
reason was the aim to improve reliability of the IT infrastructure by decen-
tralization. For decentralized processes, the back-end layer would no longer
be a single point of failure and the overall reliability would be improved.
For instance, production control and consistency checks could be conducted
independently of the back-end layer on PCs on the shop floor. In this setup,
a failure of the back-end database or the communication network would have
a smaller impact on the production. Besides pushing business logic to the
edge layer on the shop-floor PCs, it is even possible to push queries on the
RFID-data streams into the device layer. This is possible when the data is
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gathered using networked devices, [Ziekow and Ivantysynova, 2006].
Another reason for decentralizing business logic is reducing the load on
the back-end layer and the communication network. Interviews with the IT
staff of the visited companies revealed that retrieving data from the back-end
system often reveals bottlenecks in the system performance. Processing and
retrieving data locally at the shop-floor PCs could reduce the network load
and speed up the system.
In order to decentralize the business logic, the required input data must be
distributed as well. For instance, consistency checks usually need data about
the planned process. Additionally, information about the input materials is
required. This can comprise static information about the input materials as
well as history data about past operations that were performed on them.
Required data from the production plan could be pushed to workers’ PCs
right after the plan has been created. Therefore, the IT infrastructure must
support identification of shop-floor PCs which will be in charge of certain
parts in a production plan, extracting the corresponding information from
the production plan and pushing the data to the shop-floor PC’s hard drive.
History data about production steps could be stored directly at the man-
ufactured product. This would require applying RFID tags with sufficient
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Figure 3.3: Incentives for storing data on tag.
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Figure 3.4: Incentives for processing in the middle or edge layer.
From these observations we derive two degrees of freedom concerning the
distribution of data and logic. One is about the question where to store the
data – on the tag or in the network. The other is about the question of where
to place the business logic: near the production floor or on the edge. Factors
affecting the first degree of freedom – data on tag vs. data in network – are
visualized in Figure 3.3. One factor captures the need for fast access to data.
This is when the IT infrastructure must meet real-time requirements and
lookups in the middle or even back-end layer are bottlenecks (e.g., 2.3.1). For
such cases data on tag may help to ensure fast access to required information.
Another factor concerns the dependency of the production on the middle
and back-end layer. High dependency means that the production cannot run
if components situated in on of these layers are down due to system failures.
Storing production data on tag can help to establish emergency solutions
that – at least temporarily – allow the production to be kept up without
having a connection to higher layers (e.g., 2.3.6).
The third factor refers to the reliability of the middle and back-end layer.
Storing data on tag facilitates decentralization and helps to avoid single
points of failures. This can be relevant if the existing IT infrastructure is
not optimized for reliability (e.g., no redundant systems are in place). Fig-
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ure 3.4 visualizes the second degree of freedom, which is about processing
the business logic locally vs. at the edge.
We identified five factors of influence, each reflected in a dimension of the
pentagon in Figure 3.4. Three of these factors are identical to the factors in
the cube described above. This is because identified use cases for data on
tag often coincide with the deployment of business logic in the middle layer.
For instance, decentralization by means of data on tag is only beneficial if
the processing is decentralized as well.
The remaining two factors are high data volumes and processing/storing
of aggregated data. These factors refer to issues of data pre-processing in
terms of filtering and aggregation. Reducing the amount of data by means
of filtering and aggregation is a necessity if data volumes are high. Pushing
these operations to the edge layer can help to avoid bottlenecks and improve
scalability of the system. The higher the data volumes are, the higher the
incentive to push pre-processing to the edge or even device layer.
Another reason for pre-processing and aggregation is that raw data are
often not of interest. Instead, semantically enriched and meaningful infor-
mation must be extracted from the stream of input data. Performing related
operations in the middle layer, avoids forwarding unnecessary information to
the back-end layer and reduces the overall system load.
Altogether five factors support the tendency toward pushing processing to
lower layers. These are depicted in the pentagon in Figure 3.4. Properties of
a given production environment span a surface in this pentagon. The bigger
this surface is, the higher the motivation of pushing business logic toward
lower layers.
3.4.2 Supporting Heterogeneous Data Sources
One driver for adopting RFID in manufacturing is the demand for getting
better insights into production processes (2.3.2, 2.3.6). For instance, the de-
mand for applications which help to address quality issues was mentioned
in several of the case studies (2.3.6). Such applications need to keep track
of each object in the production along with corresponding machine settings
and sensor measurements of environmental conditions. Furthermore, control
applications that evaluate production data in real time would have access
to these information sources as well. For instance, the investigated manu-
facturer of cooling frames uses optical sensors to automatically route faulty
products to a separate control station.
To enable such applications, RFID and sensor data must be correlated
with information from different data sources. Therefore, a software module
is needed that supports numerous ways of data acquisition and provides an
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integrated view on the collected information. Besides interfaces for RFID
and bar-code readers, interfaces for sensor networks, relational databases,
XML databases and machines on the plant floor are relevant as well.
3.4.3 Dealing with Noise and Uncertainty
Using RFID and sensor data to monitor processes on the plant floor requires
advanced evaluation of the raw input data. Sensor data are inherently over-
laid with noise and distorted by measurement errors. Thus, software for
using sensor data in business processes must take the imperfect nature of the
input data into account. This can be done by various filtering algorithms.
A simple example would be to apply low-pass filtering over a set of input
data or to build the average over multiple measurements in order to suppress
noise.
Like sensor measurements, data from RFID readers also include errors.
These errors are usually not corrupted read outs of RFID tags, since those
errors are filtered out by checksums in the communication protocol in the
reader. However, readers can miss RFID tags within their read range. This
results in the false observation that the respective tag is absent (false nega-
tive).
3.4.4 Supporting Process Analysis
In several investigated plants, the predominant reason for considering RFID
adoption was to be able to better narrow recalls, see 2.4.1. This is because
RFID eases scan processes and makes data capturing in more situations
feasible than other Auto-ID technologies do. Fine-grained data tracks would
enable to determine faulty products. Due to the importance of narrowing
recalls, software systems that support RFID applications in manufacturing
must provide special analysis tools.
Another major potential of applying RFID on the plant floor is to gain
more insight into the processes. The collected data may help to detect inef-
ficiencies and reasons for quality problems in the production. Yet, analysis
tools are needed to extract this knowledge from the data. These tools should
be tailored to the application domain to extract performance measures in
correspondence to the respective manufacturing processes as well as data
from sensors and machines. For instance, identifying an unexpected quality
problem due to humidity on the plant floor requires detecting a correlation
between data from quality checks and sensor data taken during the processing
of the respective products.
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3.4.5 Supporting Asset Tracking
Using RFID for tracking crucial assets was a targeted application in sev-
eral of the plants. This was desired to improve planning of the production
schedule and to direct employees who fetch the assets. In order to meet
this demand, tracking software must be integrated with RFID data and the
planning application.
For integrating RFID data, the tracking application must be able to as-
sociate RFID readers or RFID position tags with spatial positions. Further-
more, the software must be capable of inferring relocation of assets from the
captured RFID read events. In some technical setups, this may be realized
by simple rules that associate objects registered by certain readers with the
respective positions. For instance, this can be suitable for assets in smart
shelves that are equipped with RFID readers.
However, inferring the position of assets may be more complex in other
situations. For instance, if assets are registered by mobile readers, asset
tracking requires determining the reader’s position first and then inferring the
position of registered objects. Such particularities of the planned application
setup pose requirements to the tracking software of choice. Here it is of
special interest how object positions can be obtained and analyzed by the
software system.
3.4.6 Providing RFID Data to Components of the
Middle Layer
In our case studies, we observed similarities in the IT infrastructures that
are used at the investigated plants. The used software systems support a
set of typical functionalities such as planning, controlling and monitoring
production processes.
A complete RFID solution always spans multiple layers from the IT in-
frastructure. We put RFID readers, plant-local control devices such as a
PLC or PCs on the shop floor into the device layer. PCs on the shop floor
with RFID device controller aggregate RFID read events and provide the
interface to higher-layer control systems such as an MES or an ERP sys-
tem. MES lie in the middle layer. They are responsible for orchestrating the
manufacturing processes in the factory. This includes responsibilities such as
operations scheduling, production control, or labor management. In many
use cases monitoring components in the device layer will be based on RFID
technology, see Section 2.3. Thus, data from RFID readers must be fed into
the middle layer components in order to support the workflow management.
Yet, it is infeasible to directly link reader interfaces to components of the
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middle layer. Instead, RFID data must be pre-processed to extract infor-
mation which is of relevance for this system level. To be more precise, at
least noise in the form of double reads or false disappearance events should
be filtered. Furthermore, RFID reads should be aggregated to meaningful
events; e.g., the completion of a certain production step.
Thus, interfaces to pre-processing components must be defined for the
components in the middle layer. These interfaces should support push-based
communication paradigms to account for the event character of RFID read
outs. Furthermore, a coding scheme for data exchange must be defined. This
coding scheme should allow associating identification numbers of RFID tags
with related data and information about the read event.
Notice that the distinction of clearly separated layers often does not cor-
respond to reality. The functionality of certain layers may be combined into
an integrated system. For example, an ERP system may include an RFID
integration component, such as SAP’s Auto-ID Infrastructure, which enables
it to directly communicate with manufacturing or logistics processes. In the
future, the strict separation into layers and system boundaries is likely to dis-
appear in favor of a more modular and flexible service-oriented architecture,
see [Günther et al., 2008a, Chapt.3].
3.5 Conclusion
This chapter shows that despite the high potential of RFID technology, man-
ufacturers have to consider a number of issues before starting an implementa-
tion. Environmental conditions, such as heat, the presence of metal or water,
or the plant layout may impact the applicability of RFID. Furthermore, the
effort for creating and maintaining an infrastructure of RFID readers, shop-
floor PCs communication networks as well as the costs for the tags must be
weighed against the benefits. This is because tag costs will become significant
in high-volume, low-value products that are individually tagged. Apart from
the hardware, robust and scalable software is needed to handle the processing
of RFID data streams.
When implementing RFID, the company needs to integrate it into its
existing IT infrastructure. A tight integration with existing ERP and MES
systems facilitates that RFID leads to concrete and local productivity im-
provements in the short and medium term. Then the company can use the
full potential of this technology. This is because RFID can be used for data
collection in cases in which other Auto-ID technologies are impractical. Inte-
grating these data into IT-enabled business processes would result in a more
precise match of the shop floor with the company’s IT processes. This leads
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to more visibility about production processes; permitting faster adaptations
to production variations.
Such improvements – especially if they are purely intra-enterprise, i.e.,
independent of any coordination with supply chain partners – facilitate the
adoption decision considerably. Therefore, I will focus on how to integrate
RFID into existing IT infrastructures in the next two chapters, starting with
a detailed analysis of deployed IT infrastructures.
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Chapter 4
IT Infrastructures Deployed in
Manufacturing
Before embedding RFID into IT infrastructures one needs to evaluate where
the resulting RFID data should be integrated and which applied software
components would be affected. Furthermore, it is important to know how
RFID data could be passed to these software components.
In order to be able to give well-founded design guidelines for embedding
RFID into shop-floor applications and the company’s IT infrastructure it is
necessary to conduct an in-depth analysis of the state-of-the-art in manu-
facturing IT infrastructures. I completed this analysis together with Holger
Ziekow in 2007 and 2008. Our research method was the case-study approach.
We plant to publish the results of the case studies.
Manufacturing operations can be generally classified as discrete, contin-
uous, or batch processes. Continuous and batch can be summed up into the
process industry. Discrete and process industry are likely to have heteroge-
neous software requirements. Therefore, for our case studies we explicitly
chose manufacturers from both industry sectors.
For a profound understanding of the state-of the-art in manufacturing
it is essential to evaluate technical fundamentals beforehand. This includes
applied standards and software systems. This part of the chapter was con-
ducted with Oliver Günther and Holger Ziekow. Parts of it are published in
Günther et al. [2008b].
The chapter starts with a discussion of these technical foundations. Sec-
tion 4.2 presents the conducted case studies with an analysis of actual in-
dustrial implementations. Section 4.3 reveals lessons learned. Section 4.4
concludes this chapter.
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4.1 Flow of Information between Shop Floor
and Top Floor
In general, today’s flow of information in the producing industry can be
described as follows: Sensors on machines generate unfiltered data that are
collected through so-called distributed control systems (DCS). The tasks of
the DCS are to monitor the actual processes and to provide a human-machine
interface for control of the machines. They also pass the collected data on
to the next level, to the manufacturing execution system (MES). The MES
collects and filters the data for analysis, and coordinates the entire production
process. Here, all data that could be needed can be accessed in a time frame
between days and minutes, compared to a time frame between hours and
seconds in a DCS. In the MES, data are compressed, and passed to historians
for later analysis. Only a few data for long-term analysis are passed on to the
upper level. This level is the enterprise resource planning software (ERP).
The ERP deals with data in the range of months and weeks. It manages the
long-term production and passes customer orders down to the MES.
In order to make development and, even more importantly, maintenance
of software easier, several consortia are devising standards that define and
normalize the flow of information. Together these standards give a detailed
description of every level, define what tasks have to be completed and which
information has to be kept on every level. They also characterize the ex-
change between these levels. With the use of the standards, replacing and
adjusting installed software promises to be easier.
In the following I describe these standards. I begin with the description of
the Purdue reference model for computer-integrated manufacturing (PRM).
The goal of this standard is to create a general design about the operations
of any production plant. The second standard family that we consider is
the ISA-S95 family. This is a standard family for plant-to-business (P2B)
integration with a special focus on manufacturing. The ISA-S95 standard
builds on the PRM.
Besides the ISA-S95 P2B standard there are two other P2B integration
standards: RosettaNet [Malakooty, 2005], and OAGIS [OAGIS]. In contrast
to these standards, ISA-S95 focuses solely on the integration of ERP and
MES. Both, RosettaNet and OAGIS go far beyond P2B integration in an
attempt to model every class of B2B (Business-to-Business) transaction. The
cost of this approach is the lack of depth for P2B integration.
The section closes with the outline of the OLE for process control standard
(OPC). It is a standard for exchanging messages on the shop floor.
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Figure 4.1: Purdue reference model showing connectivity from shop floor to
top floor for adaptive manufacturing; source Williams [1992].
4.1.1 The Purdue Reference Model for Computer-
Integrated Manufacturing
The Purdue reference model (PRM) for computer-integrated manufacturing
(CIM) Williams [1992] was prepared by the CIM reference model commit-
tee at the international Purdue workshop on industrial computer systems in
1989. The goal was to create a general design about the operations of any
production plant. It divides the manufacturing domain into six levels of com-
puting functionality, which are based on the hierarchy of the manufacturing
enterprise. These six levels are considered to be sufficient for the purpose of
identifying necessary integration standards. The levels in their hierarchical
structure are shown in Figure 4.1. Besides the detailed description of the
six levels and their functions for a generic manufacturing facility, the PRM
provides definitions for the flow of data.
In level 1 are the actual processes on the equipment-machines and robots.
It represents the realization of level 2 commands. Because of the wide differ-
ences of equipment and functions between different industries, the detailed
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descriptions of the functions in this level are not included in the PRM. The
scope of the PRM lies between levels 2 and 5.
Level 2 maintains the direct control of the plant units, the whole of the
equipment and coordinates the activities of the shop floor. It detects and re-
sponds to emergency conditions which may occur in the plant units. Another
task is the collection of information on production, raw material and energy
use and the transmission of this information to the next level. Also, diag-
nostics and updates on any standby systems belong to the tasks performed
here. Programmable logic controllers (PLC) and human-machine interfaces
(HMI) lie in this level.
Level 3 coordinates multiple machines and operations. The responsibility
here is the sequencing and supervision of the jobs at the shop floor and sup-
port of various services. It responds to any emergency condition which may
exist in its region of the plant. The second control task is the optimization
of units within the limits of the established production schedule. For system
coordination and operational data reporting it collects and maintains data
queues of production, inventory, raw material and energy usage information
for the units under its control. Levels 2 and 3 carry out necessary control
and optimization functions for individual production units to enforce the
production schedule, which is defined in the upper levels and communicated
down.
Level 4 deals with an area of a plant. It handles the detailed production
scheduling and area coordination for one plant subdivision. This level con-
trols the allocation and supervision of materials and resources, coordinates
the production and supports the jobs and obtains needed resources. An-
other task is caring out the production schedule that has been created by the
upper level. Together with the upper level it also modifies the production
schedules in order to compensate interruptions of the production, which may
occur in the area of its responsibility. Operational reports, including vari-
able manufacturing costs, are generated here. The data for offline analysis
are collected. As on the lower levels, this level also diagnoses itself and the
underlying functions of the other levels.
Level 5 is the last level which lies in the scope of the PRM. It deals with
the planning of the production for the whole plant. It coordinates the imple-
mentation of the enterprise functions and plans and also modifies the basic
schedule of the production for all units. Other basic functions include the
product design and production engineering and the upper-level production
management, procurement, resource and maintenance management. It is the
main interface with the plant for company management, sales and shipping
personnel, accounting and supply production. All status information is col-
lected and is supplied in the form of regular production and status reports.
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In coordination with the actual schedule it develops the optimal inventory
levels of raw material and energy sources. Another function on this level
is the collection and maintenance of all goods in process. There is also a
function for the maintenance of the used equipment. This level does not
include any control functions. It only deals with the production scheduling
and overall plant data functions. It is used as an upper-management and
staff-level interface.
Level 6 is not included due to the fact that it is considered as an external
entity. This level represents the corporate management, the task of which
is to achieve the mission of the enterprise. Basic functions include finance,
marketing and sales, and research and development.
4.1.2 ISA-S95
ANSI/ISA-S95 (internationally standardized under ISO/IEC-62246) is a
prominent plant-to-business (P2B) integration standard relevant for manu-
facturing [Brandl, 2000, 2001, 2005]. This standard builds on the Purdue
reference model for computer-integrated manufacturing to define a multi-
level functional reference model for manufacturing systems.
This standard defines a terminology and concepts to structure manufac-
turing systems and operations. Figure 4.2 illustrates how the functional-
ity within a manufacturing system is distributed across four different levels.
Each of these comprises manufacturing functionality on a particular level of
abstraction. In particular, the following areas are addressed:
• Level 0: Physical processes (machines). Location of the actual produc-
tion processes.
• Level 1: Sensing and manipulating physical processes (sensors, actua-
tors, RFID readers).
• Level 2: Monitoring and controlling physical processes (PLC, HMI).
• Level 3: Manufacturing operations & control: dispatching production,
detailed production, scheduling, reliability assurance, etc. Maintaining
records and optimizing the production process. Relevant time frame:
seconds to days.
• Level 4: Business planning & logistics: plant production scheduling,
production, material use, delivery and shipping, inventory manage-





Level 4 Financials, ERP, SCM, CRM,…
MES, LIMS, …
HMI, SCADA, DCS, PLC,….
Sensors, Devices,….
Figure 4.2: ISA-S95 functional reference model showing connectivity from
shop floor to top floor for adaptive manufacturing.
Nevertheless, the functionalities on the different levels should not convey
a false impression of accuracy. For many functionalities, one has several
choices regarding how to assign them to the levels. The border between
hardware controllers (level 2) and MES (level 3) is equally fuzzy, as is the
border between MES and ERP (level 4), see Figure 4.3.
A complete RFID solution always spans multiple of the levels defined in
ISA-S95. RFID tags are typically attached to material or material contain-
ers that are being tracked through the process. Machine tools, inventory
locations, or even workers may also be identified through RFID tags. The
RFID tags themselves correspond to ISA-S95 level 0. Hardware, such as
RFID readers offer level 1 functionality by reading from or writing infor-
mation to RFID tags. Plant-local control devices such as a PLC or PCs
with RFID device controller aggregate RFID read events and provide the
interface to higher-level control systems such as an MES or an ERP system.
MES are classified as level 3 systems and are responsible for orchestrating the
manufacturing processes in the factory. This includes responsibilities such
as operations scheduling, production control, or labor management. Level
4 functionality is typically provided by ERP systems such as SAP mySAP
88
Activity defined in ISA-S95
Fuzzy boarder Data Exchange
Figure 4.3: Fuzzy borders between level 3 and 4 of the ISA-S95 standard,
source Brandl [2005] .
ERP.
The distinction of clearly separated levels constitutes a reference model
but often does not correspond to reality. The functionality of certain levels
may be combined into an integrated system. For example, an ERP system
may include an RFID integration component, such as SAP’s Auto-ID Infras-
tructure, which enables it to directly communicate with manufacturing or
logistics processes. In the future, the strict separation into levels and sys-
tem boundaries is likely to disappear in favor of a more modular and flexible
service-oriented architecture.
ISA-S95 addresses the interfaces between level 3 and 4 describing the in-
formation that is being communicated between the MES and the back-end
ERP system. In part 2, the standard provides abstract definitions of infor-
mation models describing a production order, the equipment to be used for
the execution, personnel, material and other production-related entities. The
ISA-S95 standard defines these information models but does not offer an im-
plementation or syntax. The B2MML (Business-to-Manufacturing Markup
Language) fills that void and fully implements ISA-S95 as a set of XML
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schemas, one schema per information model.
A recently started cooperation between ISA and OAGIS is likely to further
harmonize the currently competing standards. ISA-S95, although still far
from being mainstream, has already been deployed successfully by a number
of businesses and is currently the leading standard for plant-to-business data
exchange.
RFID itself is not explicitly considered within ISA-95. However, many
of the ISA-S95 information models include identification information such
as data to identify a particular material or personnel. These data may be
contained on an RFID tag attached to a material or carried by plant-floor
personnel.
4.1.3 OPC
OPC is a family of different standards. The goal is to ensure the interoper-
ability of different shop-floor devices among each other as well as providing
a standardized way for applications to communicate with shop-floor devices,
e.g., sensors, PLCs, or Historians. The OPC Foundation is responsible for
the OPC standards. It offers free tools for its members to test OPC compli-
ance. Initiated in 1996 by a task force of a handful of companies from the
automation industry the organization today has more than 300 members.
Originally the OPC standard was based on Microsoft Object Linking and
Embedding (Distributed) Component Object Model technology (short OLE
COM/DCOM technology) and, therefore, the name was OLE for Produc-
tion Control. In the meantime the OPC standards are no longer restricted
to COM/DCOM technology and therefore the name has been changed to
Openness, Productivity and Collaboration.
The OPC architecture is based upon the client/server computer model
as depicted in Figure 4.4. In this model an OPC server is a data source.
It receives requests for data from an OPC client, obtains the data from the
device - often the proprietary system - and serves the data to the OPC client.
The first standard in the OPC family was the OPC Data Access Speci-
fication. It is still the most important standard within the family and rules
the acquisition of data from shop-floor devices through production control
stations, manufacturing execution systems or even ERP systems. A so-called
OPC server running on a shop-floor device or industrial PC close to the shop
floor communicates via field buses with the data sources and exposes the data
in a standardized way to higher-level applications, the OPC clients. With
the new OPC XML-DA standard a web-service-based data access standard
is provided. It allows OPC components to be run on non-Microsoft systems.
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Figure 4.4: Accessing devices via OPC.
for registering certain events or alarm conditions. Thereby, the clients only
receive messages when something of interest to them happens instead of
having to read data streams continuously as would be necessary if OPC
Data Access was used.
OPC Batch specifies interfaces for the exchange of information about
equipment capabilities and operating conditions with a special focus on batch
processes. OPC Data eXchange specifies the communication between OPC
servers via field buses. In contrast to the OPC Data Access standard that
deals with real-time data only, the OPC Historical Data Access standard
specifies how data that is already stored in some system, e.g., a plant histo-
rian, can be accessed. OPC Security defines how the sensitive data on OPC
servers can be protected against accidental or intentional manipulation.
The OPC Unified Architecture (OPC-UA) is the latest specification from
the OPC foundation. The first parts of this new specification were finalized
in June 2006. OPC-UA provides a uniform web-service-based access to the
various formerly separated functionalities like OPC DA, A&E, HDA. It also
overcomes the dependability on Microsoft COM/DCOM with the specifica-
tion of an own communication stack. This allows OPC-UA to be run on
non-Microsoft systems including embedded systems that get more and more
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important as OPC servers.
The OPC standard primarily addresses communications with systems
close to the shop floor like PLCs or plant historians. In an RFID scenario,
OPC/OPC-UA would be most suitable for the communication between the
middleware and the readers. As of today, OPC is not broadly accepted for
this purpose. However, it is an important standard for shop-floor integration
with IT systems in general and is used in cases where RFID readers and
shop-floor equipment have to be used in combination.
4.2 Case Studies
In this section we show how manufacturing companies apply information
technology for their production processes. In order to truly examine the use
of IT, we conducted several case studies at diverse manufacturers. This qual-
itative research method enables us to acquire an in-depth understanding of
the situation present. As is true for any case-based analysis we cannot claim
that our insights are representative for the whole manufacturing domain.
However, the fact of having more depth in the analysis dominates on the
positive side [Flyvbjerg, 2006]. In the case studies we have an interpretive
research approach.
I conducted the case studies together with Holger Ziekow in the period
from August 2007 to August 2008. The participating companies are from
the following industries (the company names are not revealed due to non-
disclosure agreements):
1. batch production: manufacturer of milk products (short MIP),
2. discrete production: manufacturer of engine cooling modules (COO),
3. discrete production: manufacturer of refractories (REF),
4. discrete production: manufacturer of engines (ENG),
5. batch production: manufacturer of chemicals (CHE),
6. discrete production: manufacturer of power plants (POW),
7. discrete production: manufacturer of tires (TIR).
All seven companies are headquartered in Germany. Their size ranges
between several hundred and over 100,000 employees. Four out of seven are
listed in the DAX or MDAX, respectively. Our reason for choosing these
companies was to gain several representatives from diverse industrial sectors.
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4.2.1 Production of Milk Products
The production at the manufacturer of milk products (short MIP) is orga-
nized in several divisions producing diverse products. For this case study
we analyzed two departments. Dep1 produces plastic cups and blank shapes
for bottles. Dep2 produces and processes perishable products. The produc-
tion processes in Dep1 are highly automated. Manual intervention is limited
to: configuring machine settings, loading and unloading the machines, and
taking samples for quality checks.
The set-up time for a machine depends on how much the settings from
the previous production task differ from the subsequent one. Furthermore,
machines need to be cleaned in periodical intervals and after processing of
specific ingredients. Therefore, the setup times range between 30 minutes
and 4 hours. A production step itself runs for about half a day to one day
in the same configuration.
The production processes at Dep1 differ slightly depending on the pro-
duced product. The department produces blank shapes for bottles, colored
plastic cups and cups which are decorated with paper sleeves. Blank shapes
for bottles are directly transported to another department for filling or are
directly sold. In contrast, plastic cups are decorated before they leave the
department. The processes for producing cups vary with respect to how
cups are decorated. The cups can either be colored or decorated with paper.
Figure 4.5 shows the production process for colored plastic cups.
In the first step, plastic granules are melted and molded to a reel. Sub-
sequently, the same machine punches plastic cups out of the molded reel. A
different machine is used to color these cups with the desired imprint. Input
materials for the coloring steps are a range of colors and blank plastic cups.
The output of this step is the finished cups that leave Dep1. The cups are
subsequently filled with food and sealed at another department.
In the production at Dep2 milk and yogurt is processed and bottled.
Figure 4.6 shows the exemplary process of processing and filling flavored milk
at Dep2. Each process step is conducted by a different machine. Therefore,
we omit machines in the process model in Figure 4.6.
The first steps of the production process in Dep2 run in parallel. In one
part milk is processed while bottles are prepared in the other part. Processing
milk covers heating the milk and enriching it with flavors. Processing of
bottles starts with blowing blank shapes from Dep1 into the desired bottle
shape. In the following step the bottles are cleaned with acid. Subsequently,
the bottles are filled with the flavored milk and closed with a lid. After that,
the blank bottles are decorated with plastic foils which are shrink-fitted onto

































Figure 4.5: Production process for producing cups at MIP in Dept1.
packing is fully automated and manual intervention is limited to configuring
and controlling the machines and taking samples for quality checks.
The described process is an example of the production at Dep2. Other
processes for processing and filling yogurt are conducted in this department
as well. However, these processes are similar to the one described above and
are therefore not addressed in detail.
IT Infrastructure
We describe the IT Infrastructure of MIP with regards to production data
management. This covers a description of the main system components and
their interaction. In addition we delineate the physical deployment of the
software and discuss details of how the IT infrastructure is used along the
production activities.
Regarding the management of production data, the IT infrastructure at
MIP differs throughout the company. All departments are managed using
the central ERP system SAP R/3. A dedicated PDC system is only used
in three departments among which are the investigated departments Dep1
and Dep2. For the remaining departments it is planned to introduce a PDC












































Figure 4.6: Processing and filling milk at MIP in Dept2.
a PDC system in place. Figure 4.7 visualizes the deployment of the system
components across the four different system layers.
The device layer consists of PLCs, machines, and machine terminals.
MIP uses mainly Siemens S5 and S7 controllers as PLCs. The PLCs are
connected with scan nodes that host OPC servers. These servers in turn are
linked to the PDC system. Data from machine sensors, machine settings,
production tasks as well as programs for machine control are communicated
along this connection. Note that all machine data are read via OPC. For
communicating settings to the machines OPC is used in approx. 80% of the
cases. In the remaining 20% proprietary interfaces (e.g. based on XML) are
used.
Many machines on the shop floor have a terminal through which com-
munication with the PLCs of the machine is enabled. Workers use these
terminals for machine configuration, data monitoring, and data entry. Here,
the machine terminal serves as interface to the PLCs. The settings for a
machine can be provided via OPC from the middle layer, entered manually
or both.
The functionalities for data monitoring allow the workers to observe im-



















































Automatic data exchange Software runs on …
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Figure 4.7: Deployment diagram of the software and hardware at MIP.
aberrations the worker can react by changing machine settings. If any major
disturbances occur, the machine software may enforce an error report. For
such reports the worker must manually select predefined error categories at
the machine terminal. The policies about when reports are enforced as well
as the error categories are in most cases a static part of the machine software
and not configurable.
Terminals are also used for managing production tasks of the machine.
Therefore, production tasks that are approved in the middle layer (i.e. the
MES or PDC) and are displayed at the respective machine. Workers can
select from the range of approved tasks and thereby determine the schedule on
the lowest level of granularity. Log data about this activity are automatically
created and then communicated via PDC or MES clients to higher system
layers.
The edge layer comprises PCs for accessing the PDC system and scan
nodes for communicating with the device layer. Scan nodes host OPC servers
and are connected to several PLCs on the plant floor. Thereby scan nodes
serve as a communication hub that converts both, communication protocols
and physical connections. Theoretically whole production departments could
be served by one scan node. However, to ease maintenance and reduce the
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risk of failure only about 15-30 PLCs are connected to one scan node.
PCs on the edge layer are used for accessing data in the PDC system.
Shift foreman and workers use such PCs for obtaining statistics about the
performance of production lines and machines. Therefore, these PCs run
PDC clients. However, most access is done via dedicated reporting tools
that MIPs IT staff implemented on request. In parts of the production,
terminal PCs are used for manually created reports. In such cases workers
fill out Microsoft Excel sheets or Word documents to report about details of
the conducted production processes. In addition to these electronic notes,
some data are handwritten on paper forms, e.g., to document quality checks.
The middle layer comprises the PDC system installations. For commu-
nicating machine events to the ERP system, the PDC system creates notifi-
cations that are passed through a Notification Monitor to the SAP XI. The
SAP XI then passes the data on to the ERP via RFC calls. A part of the
PDC system solution is an Order Monitor. This component is used to man-
age production tasks at specific process steps. From the Order Monitor the
production tasks are communicated to the PLC of the respective machine.
Machine data are captured by the PDC system via OPC. Overall 10,000
measuring points are recorded, of which about 7,000 are located at the in-
vestigated departments (approx. 2,500 at Dep1 and approx. 4,500 at Dep2).
The machine data are regularly polled at a frequency of typically 1Hz (up
to 10Hz). For saving and reporting, the information is aggregated whereby
redundant information is omitted. That is, identical measurements are not
recorded in the database.
Furthermore, only an extract of information is reported to the SAP sys-
tem. This includes key information such as the produced quantities and
finished production tasks. This information accounts for about 20% of the
evaluated production data. Thus, most of the data evaluation is done with
the PDC system’s visualization tools that use the PDC database. Here,
potentials for improving the production are identified based on analysis of
the recorded machine data. Along with improved data safety, these analy-
ses are one major reason for MIP to use a PDC system. According to the
staff at MIP, these analyses have already enabled major improvements in the
production.
Another functionality of the middle layer is the management of alerts and
notification. Notifications about abbreviations in the production process are
generated if the deviation between the recorded data and the corresponding
product recipe exceeds a specific threshold. However, many abbreviations
are due to necessary adjustments and should not result in a notification.
Overall, only 60% of the created notifications reflect real errors. Therefore,
each notification is manually checked using the notification monitor of the
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PDC system before it is reported to the SAP system.
Generally abbreviations in the production process can result in alerts
for workers. Such alerts are created if a disturbance in the process needs
immediate reaction by a worker. The IT staff of MIP has extended the
PDC system with functionality to send alters via SMS to the cell phones of
shop-floor workers. This is realized using active database technology in the
database of the PDC system. In the future it is planned to extend these
alerts for ensuring timely reaction in critical situations.
The back-end layer comprises the ERP system. MIP is currently us-
ing the SAP R/3 ERP system. Communication from the ERP system to
lower system layers is enabled via SAP XI. Data exchange between the ERP
system and SAP XI is realized using iDocs, specifically -ZSM_Loipro and
-ZSM_MatMas. The communication between SAP XI and the PDC system
is done by means of XML documents which are transmitted via HTTP.
Summarizing Case MIP
The case of MIP shows how a manufacturer can benefit from the applica-
tion of a PDC system. The tasks of the PDC system can be grouped into
the categories of capturing machine data, aggregating data, recoding history
information, managing notifications and alerts, generating status reports,
controlling machine settings, and data evaluation. In this case RFID data
would be fed into the PDC system, rather than directly to the ERP.
4.2.2 Production of Cooling Engines
Including intermediate products, about 1000 different products are produced
in COOs plants. The specification for these products is usually provided by
the clients and production lines are individually established for particular
contracts. A contract usually runs for several years - basically as long as the
respective car is produced and spare parts are needed. Overall, the demand
for a certain product changes only slowly. This allows COO to produce with
a small buffer of about two days in advance. The supply for the customer
is generally pulled using a Kanban system. For a small proportion of the
production lines COO realizes just-in-sequence delivery (JIS). However, it is
believed that this proportion will increase in the future.
Coarse-grained planning at COO addresses the assignment of orders to
plants. This is a long-term decision that is made by a planning committee
without particular software support. Fine-grained planning is conducted
locally at the different plants. The employed planning techniques are isolated




























Figure 4.8: Production process for coolers.
several days ahead and on the granularity of shifts (approx. 6-8 hours). Plans
for the lines with JIS are made when the sequence specification is stated by
the customer. This is about two days ahead of the delivery date.
Figure 4.8 shows an exemplary process of the production at COO that
is used to assemble and check coolers. In the fist process step several metal
parts are squeezed and combined into a cooler. At this stage the parts of the
cooler are only loosely attached to each other and moistened with solder. In
the subsequent step the parts are soldered together in an oven. After this
the product is ready but still needs to undergo an intensive quality check. In
this last step the cooler is filled with air under different pressure. This allows
leaks to be discovered and faulty products to be sorted out.
IT Infrastructure
COO uses SAP as ERP system. However, no consistent solution for pro-
duction data acquisition is currently in place. We describe aspects of the
IT infrastructure that are relevant to the acquisition and processing of pro-
duction data. We introduce this description with a discussion of functional
requirements for the infrastructure. This is followed by an outline of the
common data flow from the plant floor through the system. Subsequent to
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this general overview of the data flow we discuss details of the data acqui-
sition. This is done along the sample process which was introduced in the
previous section.
Production data at COO is used for three general purposes: analyzing
and eliminating production errors, performance control of production lines,
and benchmarking between production plants. Analyzing and eliminating
production errors is the primary use of the production data. Due to the na-
ture of the contracts with clients, COO is obligated to ensure process safety.
If a production error occurs, COO must be able to identify the cause and
exclude future repetition of the problem. The second utilization of the data
is for performance control of the production line. Performance indicators are
used by shift foremen and maintenance staff for detecting declines in produc-
tivity. Here, the collection of production data allows anomalies to be spotted
and helps to prioritize maintenance activities. Beyond this, performance
indicators impact the workers’ salaries.
At COO the salary has a variable component. It depends on the amount
of products the worker produces during his/her shifts and is calculated from
the production data. The third use of the collected data is benchmarking.
Benchmarking between production plants is important on the management
level. In order to make investment decisions and to assign production tasks
the performance of different locations must be considered. For this purpose
the management demands regular reports on key performance parameters
from each plant. These parameters are aggregates from production data
that are acquired on the plant floor.
The IT solutions at COO’s plants are not unified. This is due to the fact
that the management of log files is within the responsibility of each plant.
Consequently the particular solutions differ across the facilities. However,
some similarities can be identified throughout the isolated solutions. We
outline these similarities in Figure 4.9, which gives an overview of the IT
system.
Device layer: Commonly, production data is recorded by programmable
logic controllers (PLCs) on the machines. Depending on its purpose the
data is then forwarded from the PLCs through different channels to the
higher-edge layer for reporting. These machine data are also displayed on
machine terminals. This allows workers to monitor the machine activity
and to intervene in cases of aberrations. Moreover, workers use the displayed
data for writing production reports on paper. These reports differ from plant
to plant. However, the reports include some attributes which are common
throughout the whole company. For instance, COO records the amount of
finished products and defective goods in all plants.
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Figure 4.9: Deployment diagram of the software and hardware at COO.
lines each plant of COO has to generate reports at monthly intervals. The
staff creates all reports based on the above-mentioned paper documents from
the plant floor. Here again, some particularities of how the reports are created
vary among the plants. Yet, a significant proportion of COO’s plants apply
the same solution: Via MS Access clients in the plants, workers enter data
into the database from the manually written paper reports. For plants which
do not use the MS Access database the key performance parameters are
communicated via email
The middle layer is used for logging all data from the PLCs. This covers
machine settings, sensor data, and user input. These log files are recorded
on the machines and copied to PCs as well as local servers for archiving. The
middle layer is neither directly connected with the edge layer nor with the
back-end layer.
In the first production step – the assembly – several constraints on ma-
chine parameters are set. These constraints are defined as upper and lower
bounds. For instance, during the testing step machines pump gas into the
coolers. Here, upper and lower bounds define the allowed gas pressure for the
test. The machines measure these parameters during production and check
whether they are within the defined bounds. In addition, the machines record
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these parameters with the corresponding upper and lower bounds into log
files. An example is the power consumption which is measured at different
parts of the machine.
Overall eight measurements are logged along with their bounds. In ad-
dition six bytes with Boolean values are recorded. Each bit in these values
corresponds to a Boolean measurement of checkpoints. These bits may be
aggregates of several measurements that indicate success or failure of a check.
In addition to these values each data record keeps the machine identifier, a
timestamp, and a running counter value as identifier. Overall these data
fields add up to about 300 bytes. Within a year each machine stores about
250,000 records, creating log files of approx. 72 MB.
Further data records are created at the process step quality check. At this
step the machine fills the coolers with gas under a certain pressure to check
for leaks and conducts mechanical checks. Again, upper and lower bounds
are defined for certain sensor values and are logged along with the measured
data. The most important attributes from the quality check are depicted in
Table 4.1. This table includes attributes that were defined for improving the
acquisition of production data.




3 Article code of the product
4 Maximal admissible gas concentration
5 Minimal admissible gas concentration
6 Measured gas concentration
7 Maximal admissible measuring pressure
8 Minimal admissible measuring pressure
9 Measured measuring pressure
10 Configured maximal testing time
11 Actual testing time
12 Minimal admissible pressure after testing time
13 Measured pressure after testing time
14 Mechanical check at checkpoint 1
15 Mechanical check at checkpoint 2
16 Mechanical check at checkpoint 3
17 Mechanical check at checkpoint 4
18 Mechanical check at checkpoint 5
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In the back-end layer COO hosts the MS Access database on a central
server for maintaining the production data. This MS Access database was
developed in house for one plant and was subsequently introduced at other
production sites. The IT department uses this data source for generating
regular reports on performance data. Shift foremen revise monthly perfor-
mance statistics about production lines under their responsibility. The IT
department also generates reports of key performance parameters for the
whole plant. The management receives this information via Microsoft Power
Point slides that summarize the overall and relative performance. For plants
which do not use the MS Access database the key performance parameters
are communicated via email and added to the presentations for the manage-
ment.
Summarizing Case COO
COO does not employ a dedicated system for production data acquisition.
Instead, numerous isolated solutions are installed at different plants. The low
degree of vertical integration accounts for significant manual intervention in
the data acquisition and poses the risk of data errors. Furthermore, the
current solution limits the room for in-depth data analysis. Due to this
COO has started to analyze the option of using a dedicated software solution
for production data acquisition. The reasons are improvements in the data
accuracy, data availability and enhanced options for in-depth data analysis.
In addition, having one consistent solution for production data acquisition
and evaluation in place would bring positive scale effects.
4.2.3 Production of Refractories
REF is a globally operating company producing refractories for diverse in-
dustrial sectors. Customer orders require between 8 weeks and approx. 8
months. Each order is subdivided into several detailed planning units. They
span between one day and approx. 15 weeks. Each unit specifies the produc-
tion of a given amount of refractories. Each refractory unit has an accompa-
nying ticket with the following data: order number, amount to be produced,
sort, customer order, delivery date, net weight, and kilning / drying ◦C.
We describe the production of a refractory in detail. Figure 4.10 depicts an
abstracted exemplary process model for producing a certain refractory. The
process comprises five steps: weighing, shaking, drying, kilning and finishing.
REF produces refractories either via compression or via casting. The
mode depends on the amount of produced refractories; REF uses casting































Figure 4.10: Production process for refractories.
mix of cementitious materials. The mix is always approved with the customer
and should therefore be exactly as specified in the recipe. Consequently each
production starts with weighing the used cementitious substitutes for the
powder mix.
In the second step workers mix the powder with water and pour it into
forms. This is done manually if it is an order under 300 pieces. Subsequently
a concrete vibrator shakes the forms, so that excess air can get out. In the
third step the mixed compound dries. REF uses special drying kilns for
the drying process. The temperature in the drying kilns depends on the
selected program; the maximal temperature is 200◦C. Which program the
workers select depends on the thickness of the material. The foreman in
charge advises each worker orally about which program is to select.
After the material is dry, workers move it out of the drying kiln, check
it for cracks, and move it to the entrepot for the kiln. REF has three kilns
which run 24/7/365. The temperature is up to 1800◦C. These kilns are the
production’s bottleneck. Workers load all kiln cars with as much material as
possible. How much fits on a car strongly depends on the form and thickness
of each dry form.
After the kilning step some refractories undergo a finishing process. Here
104
workers may grind, drill or saw excess material of the refractory. Approx.
3500 different refractory types undergo this last processing step. Finished
refractories may then be put to stock or directly shipped to the customer.
This depends on the type of the refractory.
REF produces frequently ordered refractories for stock when the produc-
tion has the capacity to handle this. Additionally REF can have produced
more refractories than was ordered. This is because during each process step
the material undergoes a quality check and cracked material is sorted out.
REF calculates with these losses. 3% of the production cracks on average.
However, sometimes less material gets sorted out than was calculated. These
then go to stock as well. At the beginning of each day the foreman reports
the production progress of the previous day. The report includes a complete
list of all materials and about the production step which there are in, e.g.,
drying. The report also has a notification about the broken materials.
IT Infrastructure
We identified eight software solutions (or classes of solutions) at REF that are
relevant for production activities and the related data management. These
are an ERP system (SAP R/3), Excel for the detailed planning, a salary con-
trol system (FoxPro), a form maintenance and kiln utilization system, a qual-
ity check system, user interfaces on machine terminals, and programmable
logic controller (PLC) software for machine control. Figure 4.11 depicts how
these systems are associated with the four logical layers. For each layer we
discuss the corresponding functionality and data exchange.
The back-end layer consists of the ERP system SAP R/3. REF has used
an SAP system since 2004. The company hosts the SAP system remotely
in a different town in Germany. They use the SAP system for salary, order,
purchase, and production plant management. When a new order comes in,
the system automatically creates a production plan including new material
requests. The staff takes these data and generates a monthly diagram of the
ordered and used material in Excel in the middle layer.
The SAP system is not updated with intermediate reports on the pro-
duction process. Thus, it is not possible to notice delays in the production
via the SAP system. Therefore, the inventory has regularly discrepancies of
approx. 5% between targeted and actually produced products; i.e., due to
deficient products.
The middle layer comprises all systems that have a central task for the
plant. These are Excel, FoxPro, the form maintenance and kiln utilization
system, and the quality check system. The IT staff constructs the detailed

























































Figure 4.11: Deployment diagram of the software and hardware at REF.
reason for conducting the fine-granular plan outside the SAP system is that
it is not possible to generate a volume flow of the materials with their current
SAP modules. In the fine planning the staff subsumes orders from diverse
customers to one production unit if the orders contain identical refractories.
They create the fine-granular plans once a month, generating four weekly
plans in advance. These plans are printed out and given to the foremen as
the work schedule.
FoxPro is used for calculating the exact salary for the workers, which has
a variable factor depending on the overall productivity. The IT staff only
insert working hours into the FoxPro system. The FoxPro data is manually
entered into the SAP system at the end of each month.
The middle layer also comprises a software tool for the management of
used refractory forms. Herewith, REF records the wear out of its forms that
they use with the compression machines. As described in the previous section
after each production step there can be a quality check. Especially the check
at the end of the production includes an optical, chemical and a size accuracy
check. These checks are recorded in a specific quality software package.
Last but not least, the middle layer also includes software, where the
kiln utilization is recorded. They use this software for controlling which
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refractories are in the kiln. From this they can calculate when the refractories
will be ready for delivery.
In the edge layer all production data is recorded on paper documents.
Workers write all collected production data into the work schedule, or the
accompanying ticket. The foremen and workers fill them out while produc-
ing the products and return them after completion. They include the exact
amount of produced products and the time the workers spent on the pro-
duction. Foremen create summaries on extra work sheets for reporting data
back to the planning system. This information from the paper documents is
manually written into the software components from the middle layer. How-
ever, workers do not conduct this task by themselves. It is a task of the IT
staff.
The device layer comprises only the user interface of the machine termi-
nals and the PLCs of machines and robots on the plant floor. Workers select
specific configurations from the user interfaces. For instance, the drying kilns
have 20 diverse drying programs; which one to choose is communicated via
the paper work schedule in the edge layer.
Summarizing Case REF
REF does not employ a dedicated system for production data collection. In-
stead, data is recoded manually on paper. Integration with the ERP system
is realized manually. All production operations are managed in the SAP
system and self-created Excel tools. REF uses paper documents for com-
municating production tasks to the plant floor and for recording production
data.
4.2.4 Production of Engines
ENG assembles, checks, and varnishes engines. Located on the plant floor
are several production units for different production tasks. A unit for one
task may have several production stations that can be physically distributed
across the shop floor. For example, ENG has three stations for post assembly.
These stations are identical in terms of the tasks that they can conduct and
are subdivided into several production cells.
Figure 4.12 depicts an abstracted exemplary process model for producing
a certain engine type. The process starts with the material intake which
is conducted by a completely automated transport system. Robots au-
tonomously unload and load incoming trucks and transport the material
to its destination in the shop floor. Therefore, the incoming trucks are all la-









































































Figure 4.12: Production process for engines.
of the truck with an RFID reader and trigger an unloading conveyor if a truck
with the correct load is present. The load is then piled up and an automated
transport system (ATS) with driverless forklifts moves the materials to their
destination on the plant floor. This central transport system also controls all
further transportation of materials throughout the production. It calculates
a globally efficient transportation using all forklifts in the shop floor.
After the material has been transported to the right assembly line, the
assembly of an engine starts. An engine can consist of up to about 550
production steps including approx. 400 different parts. The assembly begins
with mounting parts to the crankcase in one of the two assembly lines. Each
assembly line includes about 80 sequential assembly steps. At these steps
workers and robots mount different engine parts to the crankcase. The used
materials and machine settings for these tasks can vary from engine to engine.
Yet, the variability in the assembly lines is relatively low compared to later
post-assembly steps (the line can construct several different variants of an
engine).
Workers and machines control the assembly process as the engines move
through the line. Workers detect visible aberrations and control their own
operations on the engine. Additionally, machines check their sensor informa-
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tion against reference parameters for their respective production task.
At the test station workers conduct a comprehensive check of the en-
gines. Each engine requires different tests and has different setpoint values
associated with it. Predefined values determine if an engine can proceed to
the subsequent production step painting or requires repair. Legal regula-
tions or customer requirements determine some of the setpoint values. It is
mandatory to meet these values in the tests.
When the engines successfully pass the tests, the automated transport
system moves them into a painting facility. Some engines require an addi-
tional post assembly at post assembly station 2 before painting. The painting
facility comprises two painting steps: In the first step a robot paints the en-
gines. In the second step a worker checks the varnished engine and manually
adds paint where necessary. Depending on the engine’s shape the robot must
use different control programs. A standard program exists which they use
if no other program is available. However, the standard program generally
yields suboptimal results. This increases the workload in the second paint-
ing step and reduces the throughput of the painting facility. To avoid this,
it is possible to adjust the robots’ CNC programs and associate them with
specific engine types.
A final post assembly step at assembly station 3 follows the painting. Like
the other post assembly step the assembly at assembly station 3 is optional
and conducted dependent on the engine type. The production of engines is
accomplished after painting or the optional last assembly step.
IT Infrastructure
We identified nine software solutions (or classes of solutions) at ENG that are
relevant for production activities and the related data management. These
are an ERP system (SAP R/3), an integration software (SAP XI), a facility
control system (FCS), a visualization system (VIS), a control system for
automated transports (ATS), worker clients for plant-floor workers, station
control systems for production facilities (SCS), programmable logic controller
(PLC) software for machine control, and CNC programs for robot control.
Table 4.2 lists all of these systems with their abbreviations. Figure 4.13 shows
the deployment of these systems at ENG along with logical communication
links.
Figure 4.14 shows the physical network that realizes the described com-
munication links. The investigated plant has a 10/100 MBit Ethernet con-
nection. Via this connection the FCS interacts with the ERP and an external
application at a logistic partner of ENG. In the local area network ENG uses


















































































Figure 4.13: Deployment diagram of the software and hardware at ENG.
in the plant. Overall this local network has about 500 network nodes of
which approx. 70 are PLCs. All machines are controlled either by an S5 or
S7 PLC.
An exception is the control of driverless forklifts by the automated trans-
port system. Here, the communication between the SCS and the forklifts
is realized by an infrared network. Further important system components
that are not directly accessible via Ethernet are RFID readers and tags. The
RFID solutions are part of autonomous subsystems which provide PLC in-
terfaces that abstract from the RFID-specific functionality. Together, these
listed devices and networks build the physical infrastructure of ENG’s IT.
Each part of the system plays a different role in one of the three system
layers. In the following we describe the functionality in each system layer
and the information flow between layers in more detail.
The device layer comprises PLCs, CNC programs, user interfaces to the
machines, and SCSs. Servers on the plant floor run SCSs for controlling
operations at different production facilities. A facility can include several
production stations with different devices (e.g., several stations at an assem-
bly line). SCSs communicate with PLCs of the respective stations, CNC
programs and worker clients in the edge layer. They receive measured data
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Table 4.2: Software solutions at ENG
System Component Description
ERP -> SAP R/3 Enterprise resource planning
SAP XI Integration software
FCS Facility control system – similar to an MES
VIS Visualization system
ATS Automated transport system
PLC and CNC Programmable logic and numeric controller
SCS Station control system for production facilities
Worker Client SCS client with interface for workers
from the PLCs and manual entries from worker clients.
Via the SCSs the PLCs exchange data with the VIS and the FCS in
the middle layer. That is, an SCS serves as a gateway to the middle layer.
The data exchange includes status reports on the production, alerts, and
engine-specific documentation of the conducted tasks. These are measure-
ments related to the production of a certain engine. This information is
communicated to the FCS along with engine-specific status reports. Overall
ENG records values from about 60 measurement points per engine. Status
reports and log data are forwarded to the FCS for documenting. However,
the VIS receives alerts and status reports for immediate visualization of the
plant’s operational status.
The painting robots download CNC programs for painting different en-
gines from the respective SCS. Other machines have fixed programs but re-
ceive configuration parameters along with the routing data for a task. For
example, testing stations get parameters that determine what to measure
during the tests and what value ranges are expected. Thus, no manual con-
figuration of machines is required.
Furthermore, ENG caches the data for the upcoming productions tasks
beforehand in the SCS. That is, the FCS loads all necessary information
to the SCS. It does this one hour in advance. Thereby ENG is able to
seamlessly continue the production in cases of temporary downtimes of the
middle layer. The two assembly lines are special cases. Here, ENG also uses
RFID technology to store routing data directly at the material carriers.
This RFID application serves two purposes: One is to support the autarky
of the assembly lines from the SCS. The other purpose is to ease the linkage
of carriers with the corresponding engine and routing information. PLCs at
each assembly step read the routing information and write logging data to
the RFID tags. At the last step on the assembly lines all data from the tags































Figure 4.14: Communication infrastructure at ENG.
The logic in the PLC programs controls the operations of the machine
as well as the reporting of sensor data and status events. ENG solely uses
Siemens S5 and S7 for machine control. Other sensors monitor the operations
of the machines. Based on these sensors the PLCs generate alerts and status
information which they submit via an SCS to VIS for visualization. However,
the sensor data can also directly impact the production process. For example,
the assembly lines can route engines to repair steps if the sensors indicate
errors in an assembly step. Overall ENG has specified about 15,000 event
types that the PLCs can use for reporting about machine states. The control
center processes about 100,000 status messages a day.
The edge layer comprises PCs which host client software for directing
workers on the plant floor. These clients typically receive the assembly spec-
ifications from the SCS. These clients do not exchange data with the PLCs
on the machines. Yet, in a few cases there is no SCS at a station. Then
the worker client exchanges messages directly with the FCS. In such cases,
worker clients also directly notify the VIS about status changes.
The role of worker clients is to support the shop-floor workers during
their tasks. Each post-assembly cell has a PC with installed worker clients.
The hosted client is a software solution that was designed and implemented
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according to ENG’s specifications. Workers use the client for displaying in-
formation about their upcoming assembly tasks. This includes data items
such as illustrative pictures and texts. For the next ten scheduled production
tasks the clients proactively request and cache the associated texts and pic-
tures. Cached data remain at the client until the FCS notifies the PCs about
a new version of the data. The PCs on the shop floor display production in-
formation, and serve as input devices for manual data entries. Here, workers
can report finished production tasks. Furthermore, workers can detect and
report errors.
The middle layer includes soft- and hardware that is not located on the
plant floor but within the plant’s facilities. These are the FCS, the VIS, the
ATS and hosting servers for these systems. The production control system
FCS organizes the production tasks and manages the corresponding informa-
tion exchange. The FCS runs on a server in the plant’s control center. The
system VIS and ATS run in the same control center but on different servers.
Production tasks coming from the ERP system describe production steps
and production units where these steps can be conducted. Yet, several work
places within a station may be a candidate for a certain production step on
the plant floor. The FCS forwards the production task to the appropriate
SCS. The SCS then autonomously decides at which work place the task will
be conducted. When the SCS receives a task it sends a request for material
to the FCS. The FCS is in charge of ordering the required materials for the
upcoming production tasks in advance. The FCS sends orders to an external
logistic service provider directly via an Ethernet connection to a server of
the logistic service provider. The FCS then receives status reports about the
delivery via the same connection.
The central transport system at ENG identifies arriving shipments and
notifies the FCS. The FCS triggers the coordination of the material transport
to the production stations. Therefore, the FCS issues transportation tasks to
the ATS. The ATS in turn coordinates the autonomous forklifts on the plant
floor and reports conducted transports back to the FCS. That is, addition-
ally to coordinating the ordering of material at the logistic service provider,
the FCS similarly triggers the internal transport of the engines between the
production stations.
Besides planning and control, the middle layer also includes functionalities
for monitoring and visualizing the operations on the plant floor. The software
that implements this functionality is the VIS. It is hosted in the control
center of the plant where the responsible employees have permanent access
to visualization terminals. The visualization interface is designed according
to specifications of ENG. Via this interface the employees get a live view of
the plant and the operational status of each facility. This includes display of
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operational machine statuses in the color code of traffic lights.
The employees can also see detailed machine-specific reports if needed.
That is, they can display charts on how certain performance indicators have
developed over time. Overall, the VIS is a sink for alerts and performance
measures which help to spot problems in the operation. Employees in the
control center detect curtail aberrations. Via an internal phone system they
can directly contact workers on the plant floor and advise them to take care
of the detected problems.
The back-end layer comprises soft- and hardware that is located outside
the plant. In the ENG’s case this is the ERP system SAP R/3 and the
integration software SAP XI which are on a remote server. SAP XI facilitates
the interaction between the back-end and the middle layer (the FCS in the
plant).
ENG employs a wide range of SAP modules. Within the ERP, ENG keeps
different assembly specification for producing each engine type. These spec-
ifications include information about the engine parts, associated production
and testing steps, machine parameters, machine programs, as well as illustra-
tive texts and pictures. Note that binary data such as pictures and machine
programs are not always directly stored in the ERP. Instead some assembly
specifications hold pointers to files in the FCS. This has historical reasons:
it was not possible to store binary data in ENG’s former ERP version.
All data for the assembly specification is organized in a tree-like data
structure. The job descriptions can be derived from this tree structure. In
addition ENG extended the SAP system table to reflect relations between
elements in the specifications. These relations encode knowledge on how
elements of the specification can be combined in a job description and which
combinations are feasible.
The ERP system uses two interfaces for the communication with the FCS:
one is order related and the other not. Through the first interface the ERP
sends all orders to the FCS. The second interface is used for transmitting
PLC parameters and texts and pictures for the worker clients. The FCS
stores these data. The SCS or worker client pulls these data from the FCS
if they are required for an order.
The information management for a production task starts in the back-
end. Orders from the sales and distribution module trigger the process of
planning in the ERP system. At this point quantity, type, delivery dates and
technical specifications for the order are already defined. In the subsequent
step the information from the assembly specifications is resolved to create an
assembly task. This task defines which production steps must be conducted
with which materials and when the task has to be completed. To estimate
the total production time of a task, the time of each sub-step is added up.
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Based on this a task plan with the granularity of days is created.
The ERP system then forwards the created task plan to the FCS. The
FCS forwards the assembly plan to the right SCS in the plant and sends
permanent status reports about the production’s progress to the ERP. One
exception is the test station. Here the FCS reports only about the completion
of an order. Generally when the ERP system receives the message “order is
accomplished” it calculates the used material for this order. The information
is then used for calculating the processing time, which is needed for planning
and inventory updates. As a side effect this information may also be used by
the sales department to check the status of orders. This data is communicated
via SAP XI to the ERP system. ENG uses for this a self-designed data
structure that is wrapped in iDOCs.
ENG uses the reported data for planning and inventory updates. Ad-
ditionally, they also archive the data in the ERP. For this purpose ENG
especially extended the SAP system with additional tables. This serves as
their historian for archiving engine-specific production data. In the history
tables ENG stores all measurements of machine sensors that are associated
with a specific engine and the corresponding assembly specification. With
the assembly specification they also store the texts for the worker clients in
their history. However, ENG does not directly store the used pictures for the
worker clients in the history. Here they use pointers to the directories in the
FCS.
Summarizing Case ENG
The IT infrastructure was built from scratch along with the production hall.
Major components like the FCS and worker clients were developed under the
guidance and with the involvement of ENG’s IT staff. The IT infrastructure
is therefore very well tailored to ENG’s needs, both in terms of functionality
and architecture.
From the functional point of view ENG has implemented most function-
alities of a manufacturing execution system. This includes, for instance, vi-
sualization and archiving of production data as well as dedicated modules for
fine-grained production planning. The solution yields some remarkable par-
ticularities. One notable aspect is that not all functionalities are embedded
in the same system. In particular visualization and control are completely
decoupled. Thus, workers in the control center use different systems for de-
tecting and reacting to aberrations in the production.
Another particularity of the IT at ENG is the solution for storing history
data. This is a self-designed extension of the SAP system. Engine-specific
reports from the plant floor are stored in supplementary added tables. An
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advantage of this solution is the integration in one system. Future improve-
ments could address the coupling with the FCS and the integrity of history
information. The coupling with the FCS is currently realized via a tunnel
through SAP XI.
Of further note is the high degree of automation in the plant floor. ENG
realized a completely paperless data management on the plant floor and also
avoids manual configuration of machines. In addition, ENG uses an auto-
mated transport system for material movements on the plant floor. Together
with the direct coupling of machines to the back-end this allows ENG to get
an accurate and detailed view on the production in real time.
From the architectural point of view two aspects of ENG’s infrastructure
are remarkable: One is the pronounced decentralization of data and logic
and the other is the consequent implementation of event-driven communi-
cation. Decentralization and autarky of system components was a design
requirement that ENG emphasized during the planning of the plant. This is
reflected in the distribution of routing data and processing logic close to the
corresponding operations. Due to proactive caching ENG is able to continue
the production in cases of back-end downtimes for up to four hours. In addi-
tion, caching at the point of operation enables ENG to realize fast response
times of the systems easily.
The event-driven communication of production data further improves the
reactivity of the system and increases the scalability. By employing this
communication scheme, ENG is able to reduce load on the local network
and completely avoids bottlenecks in the managing of the 180 production
stations.
4.2.5 Production of Chemicals
CHE is a globally operating company producing various chemicals. We cate-
gorize the production into batch production. In total CHE produces around
5000 products. CHE produces in a 7/24 time frame and has a delivery reli-
ability of 99%. The company gets orders typically 1–2 months in advance.
However, JIT orders can come in at very short notice; starting production
two days later. Nevertheless a lead time of one week is the usual practice.
Generally the production of chemicals consists of the following steps: dos-
ing of diverse chemicals, heating up the chemical mix, letting it react, per-
forming quality checks, optional distilling, cooling down and finally pumping
the chemical mix into tanks and shipping it to the customer. Figure 4.15 de-
picts an abstracted exemplary process model for producing a certain chemical
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Figure 4.15: Production process for chemicals.
Before the production starts, a worker constructs the fine-granular pro-
duction planning from the orders deposited in the ERP system. This hap-
pens one day in advance. Along with planning, the worker checks whether
all needed chemical components are available in the required amounts. For
some components this check is conducted automatically. In cases compo-
nents are on hand but not in the correct amounts, CHE tries to vary the
scheduled quantities in the recipe. Each batch contains between 2 and 10
different components. Additionally CHE checks whether all delivered chemi-
cal components satisfy the required quality standards. CHE refuses delivered
components which do not meet the quality tests. The production gets the
needed clearance only when all components are available, their quality checks
have been successfully passed, and the specific amounts declared in the recipe
can be applied.
After clearance, all components are put into the reactor and heated up
to the point of reaction. The chemical mix reacts for a defined amount of
time. Then workers take a first sample for the quality check and send it to
the laboratory. If the check is passed, the chemical mix may optionally be
distilled and then cooled down. If the quality check fails, several steps are
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possible depending on the specific chemical mix. Either the mixture is left
to react for a longer time, or it is heated up to support more reactions or it
is adjusted with some more chemical components. The laboratory tells the
workers which one of these steps they have to conduct.
For each product the laboratory defines an exact number of samples to
be taken during production. They store this information in the recipe. The
chemical mix is only allowed to the next production step if the demanded
quality checks are satisfactory. The product has to be adjusted as long as
the mix does not pass the tests. The exact time when the samples have to
be taken is also stored in the recipe. In summary, the workers take at least
three samples during production. In the unlikely case that the product needs
to undergo several quality tests – and be adjusted with a large amount of
more components – the laboratory changes the currently used recipe.
A last quality check is taken after cooling the product down. Then the mix
is either directly pumped into tanks for shipment or stays on hold. Generally
CHE aims to produce its products as late as possible. By this they try to
have resources – tanks and reactors – available as long as possible for other
orders.
The shipped products may get returned by the customers if they are
not satisfied with the quality. In such cases the returned chemicals may
get reused in production. Sometimes they can be further adjusted to meet
the customer’s requirements or they may get used as components for other
products. If none of this is possible, they are binned.
IT Infrastructure
CHE has numerous production plants in several countries. Each plant has
its own specific IT processes for production. For instance, several plants
use different software solutions for managing and controlling their produc-
tion. Examples of installed MES solutions are Siemens’ Simatic IT, Werum’s
PAS-X, and Wonderware ArchestrA. Nevertheless, one company-wide service
organization manages all these diverse IT processes. On top of these systems,
CHE uses one ERP system (SAP) for the company-wide management of its
operations.
We now describe one specific production plant. Figure 4.16 shows the
deployment diagram with the components of the plant’s IT system. In total
we identify twelve major software components. These are the SAP ERP,
Simatic IT, Simatic Batch, a LIMS, a Wrapper GUI, Batch to SQL, Analyze,
OSI PI, Matrikon Process Guard, WinCC Server, WinCC Client, and PLC
Software. Table 4.3 gives an overview of these components with a brief
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Figure 4.16: Deployment diagram of the software and hardware at CHE.
The device layer at CHE controls hardware such as boilers, tanks, and
pipes that are used in the production. The PLCs steer actuators like agitators
or valves and capture sensor data like temperature or pressure values from
the machines. The PLCs receive control information from the edge layer and
pass back event data about sensor measures. Overall, the shop floor of the
sample plant has about 2500 actuators and 2500 measuring points. The PLCs
are also responsible for running control logic, particularly for safety-relevant
checks. (Implementing safety-relevant logic is required by law). About 80%
of the used PLCs are either S5 or S7. For communication with higher sys-
tem layers they mainly use OPC via Microsoft’s Component Object Model
(COM). Specifically OPC Command and OPC A/E are in use. OPC UA is
not applied. For time-critical operations CHE uses OPC with UDP and not
TCP.
The edge layer at CHE comprises only WinCC clients. A number of
WinCC clients is connected to one WinCC server. Workers use these clients
for starting/stopping production tasks and for monitoring operations. The
clients also integrate interfaces of the Simatic Batch system in the middle
layer. The WinCC clients provide user interfaces for monitoring and control-
ling operations on the plant floor. They receive event data and sensor mea-
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Table 4.3: Attributes for quality checks
System Component Description
SAP ERP The ERP system at CHE.
Simatic IT Siemens system for production management.
Simatic Batch Siemens system for automating and
controlling batch processes.
LIMS Laboratory information management system.
Wrapper GUI Self-implemented solution for integrating
several functionalities of Simatic IT
in one user interface.
Batch to SQL Self-implemented solution for transferring
data from Simatic Batch into a
relational database.
Analyze Self-implemented tool for OSIsoft solution
for analyzing measured values from
machine sensors.
Matrikon Process Guard Matrikon solution for managing alarms
and event messages.
WinCC Server Server component of a Siemens solution for
(belongs to PCS7) process visualization and control.
WinCC Client Client component of a Siemens solution for
(belongs to PCS7) process visualization and control.
PLC Software Software for PLCs on machines.
(belongs to PCS7)
surements from the WinCC servers. With this information the clients gen-
erate a real-time visualization of the current operations in the plant. There-
fore, CHE uses a self-designed interface that graphically represents the plant.
Besides observing production processes, workers use WinCC clients for con-
trolling plant-floor operations. Thus, the clients also embed functionalities
from the Simatic Batch in the middle layer.
The middle layer at the investigated plant includes the most system com-
ponents. Core components are the WinCC server, installations of Simatic IT,
and Simatic Batch. Several additional components exist for accessing data in
these systems. These are OSI PI, Matrikon Process Guard, a LIMS, and self-
implemented components which we refer to as Batch to SQL, Analyze, and
Wrapper GUI. From these systems Simatic Batch, OSI PI, and the Matrikon
Process Guard directly interact with the WinCC servers.
Two separate WinCC servers run independently in the investigated plant.
This is to keep the workload for each server at a moderate level. Due to the
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central role of the WinCC servers their availability is crucial for the opera-
tions at CHE. To ensure reliability, both WinCC servers run redundantly on
two separate machines. That is, one machine acts as a master and the other
as a slave. The master conducts the actual operations while the slave is only
internally replaying the operations. This way both systems keep the same
state and the slave can seamlessly take over if the master fails.
The WinCC servers act as hubs for the communication with devices on the
device layer, the WinCC clients, and other system components. They receive
commands from the Simatic Batch system as well as from the WinCC clients
and dispatch them to the respective PLCs. From the PLCs they capture
event messages and sensor data. These data are stored in a ring buffer for
two weeks and passed on to WinCC clients, OSI PI, the Matrikon Process
Guard and Simatic Batch.
OSI PI is used for long-term storage and analysis of measurement data
from machine sensors. The WinCC servers in the edge layer store the com-
plete sensor data. Yet, they only keep this data for two weeks. OSI PI
retrieves an extract of this data and keeps it permanently. It also provides
an interface to Microsoft Excel that is used for data analysis. The system
directly communicates with the WinCC servers.
Matrikon Process Guard is used for storing and managing alarms and
event messages from the shop floor. It persistently keeps an extract of the
event data coming from the plant floor. Furthermore, the Matrikon Process
Guard is used for monitoring and controlling error messages. Here, workers
can view, edit, and discard error messages before they are passed on to other
systems. The system directly communicates with the WinCC servers.
The Simatic Batch system is the central component for controlling the
production. That is, it receives the recipes for scheduled production processes
from the ERP and controls the execution of the production steps accordingly.
From the Simatic Batch system the production steps are scheduled and exe-
cuted. This system exchanges data with the two WinCC servers. Its interface
is also integrated in WinCC and can be controlled via WinCC clients from
the edge layer.
The Simatic Batch system interacts with machines on the plant floor via
WinCC servers. It passes down commands for executing production steps
and receives status reports. Via the WinCC servers it is also integrated in
the interface of the WinCC clients. Users of WinCC clients can thereby
directly use the functionalities of Simatic Batch.
High reliability of the Simatic Batch system is crucial due to its central
role in controlling the shop-floor operations. Consequently it runs redun-
dantly on two independent servers. Similar to the solution for the WinCC
servers, Simatic batch servers run in a master and a slave mode. The slave
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replays the actions of the master and can seamlessly replace the master in
the case of a system failure. Systems which interact with Simatic Batch are
the self-implemented Analyze tool, and Simatic IT.
The Analyze tool was implemented to graphically evaluate data from
Simatic Batch. For this evaluation, data on production tasks (e.g., product-
specific production times) are transferred to a relational database. The
self-implemented analysis tool provides workers with reports and statistics
about the production. Therefore, data from Simatic Batch are extracted to
a database via the self-implemented conversion component Batch to SQL.
Communication with further system components is realized via Simatic
IT. Simatic IT is used to configure production tasks and recipes. It also facil-
itates data exchange with the LIMS and ERP system (via iDoc). Simatic IT
also provides a user interface for its configuration. However, the actual access
is done via the self-implemented Wrapper GUI that provides several function-
alities of Simatic IT via a single interface. CHE uses the self-implemented
tool Batch to SQL for realizing this transfer. The Analyze tool creates re-
ports on the information in the database, which help workers to evaluate
conducted production tasks.
Simatic IT is a system for integrating different software solutions in a
manufacturing environment. That is, it enables the description of manufac-
turing processes and coordinates the functions of involved system compo-
nents. It serves as the central hub between the Simatic Batch, the LIMS
and the ERP system. The system provides graphical interfaces for configu-
ration. However, the IT staff implemented a Wrapper GUI to combine a set
of Simatic IT functionalities. Simatic IT, the LIMS and the Wrapper GUI
all run on the same server.
The back-end layer only includes the ERP system SAP. The communica-
tion with the ERP system varies among different MES. Integration with SAP
can be done via BAPI calls, IDoc, or via xMII. Hence, the exchange format
and the exchanged data can vary between the MES installations. This is
because CHE has no abstraction layer or unified intermediate component for
data conversion in place.
The IT processes in the ERP and in the MESs are very loosely coupled.
By this the production plants can operate independently from the ERP sys-
tem. The diverse MESs buffer all messages for the ERP and verify the suc-
cessful transmission. This is required since availability of the ERP system
cannot be guaranteed: the SAP system is regularly shut down for mainte-
nance every week. Thus, the MES must run autonomously to a large extent.
Consequently all production-relevant operations run locally in the MES and
physically at the plants. The maintenance of each MES is also commonly
done locally at the plants. In some cases, VPN connections enable remote
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access for administrators. Yet, this is not realized for every system. This is
because some plants have security concerns to connect their MES via VPN
to the internet.
Furthermore, we interviewed the IT staff regarding requirements for the
IT infrastructure. The identified requirements are reliability, performance,
autarky, open interfaces, and security.
Reliability is crucial for the systems involved in data capturing and pro-
duction control. The high degree of automation renders this requirement
particularly relevant. CHE ensures reliability by running key components
redundantly on different servers. That is, identical components run on two
different servers.
High system performance is especially relevant for components that are
directly involved in the control of production tasks. Steering machines in the
plants includes time-critical tasks. CHE implements three main measures to
ensure fast response times and scalability of the system. The first measure is
to run a great proportion of processing tasks on PLCs. This is even pursued
by law, because PLCs are considered as reliable system components. The
second measure is to decentralize processing by using multiple servers for
certain operations. As the third measure, CHE uses connectionless commu-
nication via UDP instead of connection-oriented communication via TCP for
time-critical tasks.
Autarky of the systems for production control is required in terms of inde-
pendence from the ERP back-end. The SAP system has an availability of no
more than 99.5 %. The 0.5% downtime is mainly due to maintenance tasks.
To ensure seamless operations, CHE only loosely couples the IT processes of
the plant floor with the ERP system. That is, the IT systems in the plants
store production tasks in advance, run them independent from the ERP, and
buffer reporting messages to the ERP until delivery is verified.
Open interfaces are seen as important by the IT staff. This is because
they tailor the system to the needs of each production. For instance, they
integrate different system components into one graphical user interface or
program reporting tools for production data analysis. It is therefore impor-
tant that proprietary system components are accessible for self-implemented
extensions. Consequently, it is perceived as an important advantage if a
software solution provides open APIs.
Security of operational systems is important. However, the probability
of attacks on the IT system of production plants is perceived as low. This
is because the system is operated as a closed system. External connections
are very limited and secured via VPN. Security is therefore not perceived as
a primary concern of systems for production data acquisition.





















Figure 4.17: The layers pattern at CHE.
predominant architectural pattern: The layers pattern (including indirection
layers) is prevalent in the IT Infrastructure of CHE, see Figure 4.17. Yet,
the pattern is not strictly applied throughout the whole system. The layers
pattern is useful in systems where high-level components depend on low-level
components for performing a task. Vertical decoupling in functionalities in
layers helps to ensure reusability, modifiability, and portability. To achieve
this, each layer provides a set of functionalities via a clear interface to the
next upper layer.
Lower-level functionality is only accessed via the interfaces of the adja-
cent higher layer. Top-down the access hierarchy reads: ERP, Simatic IT,
Simatic Batch, WinCC Server, and finally PLCs. This clean-layered struc-
ture makes high-level system components independent from lower levels and
eases the exchange of system parts. However, the pattern is not strictly
applied throughout the whole infrastructure.
The first exception from the strict application of layers is the integration
of functionalities from the Simatic Batch System into WinCC clients. That
means that higher-level functionality is accessed from a lower layer. At this
point, the layers become tightly coupled which reduces reusability, modifia-
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bility and portability of the solution. For instance, replacing the lower-level
system (WinCC) with an alternative solution impacts how the higher-level
system (Simatic Batch) is accessed.
The second exception from the strict application of layers is the coupling
of the various MESs with the ERP. At this point, we see a clear logical
separation of the layers but no clear interface between them. Here, an indi-
rection layer or intermediate representation would improve the independence
of the layers and support reusability, modifiability, as well as portability.
The XML-based Business To Manufacturing Markup Language (B2MML)
is a good candidate for a common intermediate data representation. The
language is part of the ISA-S95 standards and is designed for the data ex-
change between ERP systems and MES. CHE is currently evaluating the use
of B2MML to achieve the abstraction properties of the layers pattern.
Summarizing Case CHE
The IT infrastructure is very well tailored to CHE’s needs, both in terms of
functionality and architecture. The infrastructure of CHE is an example of
architectures with centralized control. That is, a small number of powerful
computers are used for production data management. This is in contrast to
architectures with distributed control systems on the plant floor.
Centralized control fits well to the high degree of automation and com-
plex interdependent processes at CHE. Process control at CHE requires an
integrated view over large parts of the plant within one system. Such ar-
chitectures can pose challenges for reliability and performance. CHE solves
the issue of reliability by running critical system components redundantly.
However, performance bottlenecks are avoided, because here CHE does not
strictly stick to the centralized approach. That is, communication with the
device layer is realized via parallel servers.
4.2.6 Production of Power Plants
POW produces power plants that include numerous pipelines in diverse sizes
and dimensions. The production starts after the design of the plant in CAD
systems. When the plant design is ready, the company sends the engineering
drawings to the state’s certification bureau. After receiving a certificate the
production can begin. In this study we focus on the processes along the
manufacturing of pipes for power plants. This production process comprises
seven compulsory steps. The production begins with the material intake and
a subsequent check that verifies the correct delivery. This is followed by

























Figure 4.18: Production process at POW.
a mandatory quality check, glowing, a second quality check, and the final
assembly of the whole power plant on site, see Figure 4.18. If the check after
the bending and welding step is not ok, the product may undergo several
adjustments until all certifications have been met.
At the material intake POW receives steel pipelines. When the pipelines
arrive POW needs to conduct several verifications before the assembly of
the power plant can begin. In the case of maintaining or building a new
power plant, the verifications allow POW to start the construction. When an
existing plant has to be maintained then POW can start to replace pipelines
that are worn out. After the verification arrives, the assembly can begin.
The assembly comprises steps for welding and bending of the pipelines.
This is done manually or via machines, depending on whether or not MoPP
has a machine that can weld or bend the pipeline into the desired shape.
After the pipes have all been bent into the right form and then welded, MoPP
conducts quality checks. The pipes are glowed when the quality checks are
passed. This step is followed by another quality check. When all quality




Figure 4.19 shows the physical deployment of involved software systems along
with logical communication links.
The device layer comprises machines and their PLC devices. The only
software that runs in the device layer is the PLC software. The company
uses no terminals for machine control. That is, workers configure the ma-
chines directly. The reason for this thin device layer lies in the nature of the
produced products. The company does not use many machines during the
welding and bending process. Most work needs to be done manually.
The edge layer includes logging programs that log data from the PLCs.
Some customers desire reports about the production process. In such a case
POW extracts the desired data from the logging program and feeds them into
reports. The data extraction is done on a case-to-case basis with manual
queries. Besides the logging program and the reports, the edge layer also
comprises ERP clients and BHR clients.
The middle layer comprises the CAD system. The CAD system is, for
example, used for design and construction of new power plants. Furthermore,
we find the BHR system in this layer. BHR is their self-programmed MES
solution. The BHR provides only simple user interfaces on UNIX shelves and
become increasingly hard to maintain and to update. Thus, for moderniza-
tion POW considers the introduction of new solutions in the future.
The back-end layer includes the ERP system, a business intelligence sys-
tem, and a fileserver. The fileserver is used for all backups of all logged data
worldwide.
Two aspects are remarkable about the IT infrastructure at POW: One
is the thin edge layer with little IT support on the plant floor. POW has
such a thin IT solution because they only produce unique products. For
instance, POW only has manual communication between the shop floor and
the ERP/MES. There is also no IT support in the coordination of the pro-
duction. Workers get all the production plans (what they have to weld and
bend) on paper documents.
The other aspect is that the IT infrastructure at POW falls into two inde-
pendent parts. That is, the data flows of the log data and general feedbacks
from the workers are completely separated. There is also no connection be-
tween the log data and reports in the MES/ERP clients see Figure 4.20. This
figure also reveals that the IT infrastructure has a clear dominance of the










































Automatic data exchange Software runs on …
Figure 4.19: Deployment diagram of the software and hardware at POW.
Conclusion
POW combines several IT systems to manage the production processes. The
current solution works well to support the essential data exchange. However,
several legacy systems play a central role in the IT solution and the data
flows are not fully integrated. For the mid-term IT strategy POW should
consider moving toward a standardized system design that integrates the
data flows for production data. Consolidation of data flow into one system
can ease integration tasks in future IT projects and increase the visibility of
shop-floor operations.
4.2.7 Production of Tires
A tire consists of 15 to 20 different materials. Generally the production of
tires comprises the following five steps: assembling carcass, assembling belt,
assembling carcass and belt to one unit, vulcanization and finally a quality
check. A simplified model of the production process is depicted Figure 4.21.
The carcass assembly itself consists of five production steps. It starts











Figure 4.20: Separated dataflows at POW.
this mix, TIR constructs the inner liner in the next production step. The
inner liner covers the inside of the future tire. It has to prevent the air from
escaping through the tire.
The subsequent step to building the inner liner is the construction of the
body ply. The body ply is made out of a single layer of steel cord wire. It is
responsible for the solidity of the tire. The steel belts are made in the next
step. They also consist of diverse layers of steel cord wires. Depending on
the type of tire, one or up to five such belts need to be constructed on top of
each other (off-road tires have more steel belts than city tires). The last step
of the carcass assembly is the construction of the side wall. The side wall is
a rubber coating on the outer side of the tire.
Parallel to the carcass assembly TIR assembles the tire’s belt. The belt
consists of the tread and breakers. The tread is – like the inner liner – a
specially compounded rubber mix. The breakers are made of nylon or steel
wire. They have to provide a protection for the steel belts and body ply.
After the assembly of the carcass and the belt, both components are
combined into one piece. This is done via air pressure. Subsequently, TIR
vulcanizes the raw tire. During this step the tire is backed for ca. 10 min up
to 60 min under a pressure of 22 Bar. The last step is the quality check. This
check is party automatic by measuring diverse characteristics via sensors, as






























Figure 4.21: Production process at TIR.
IT Infrastructure
For analyzing the IT infrastructure we interviewed IT staff regarding the
requirements for IT. Relevant requirements are reliability, performance, au-
tarky, open interfaces, and security. TIR implemented its IT infrastructure
based on these requirements. The IT infrastructure and their components
can be categorized into four system layers, see Figure 4.22.
The device layer includes all machines and their corresponding PLC de-
vices on the shop floor. Software in the device layer includes the PLC soft-
ware and the user interfaces of the machine terminals. The edge layer at
TIR comprises only MES clients. Via these clients plant-floor workers re-
ceive descriptions for the production tasks. They also use these MES clients
for manual data entry to report about the production.
The middle layer comprises the MES, detailed planning software, and a
time-recording application. The MES, time-recording, and detailed planning
software are plant specific. The back-end layer comprises the MES, ERP, a
separate data warehouse, detailed planning software, time-recording applica-
tion, and a separate specification database. The specification database and


















































Figure 4.22: Deployment diagram of the software and hardware at TIR.
worldwide. The ERP is plant specific.
The infrastructure of TIR is an example of architectures with central-
ized control. The majority of the systems lie in the middle and back-end
layer. This also means that only a small number of powerful computers are
used for production data management. This is in contrast to architectures
with distributed control systems on the plant floor. Centralized control fits
well to the high degree of automation and complex interdependent processes
at TIR. However, this design can pose potential challenges to scalability.
TIR addresses this issue using buffers on the lower system layers. These
buffers prevent data loss in cases of temporary high workload in the back-
end database.
Conclusion
TIR combines several systems to realize MES functionality. The current
solution works well to support and monitor operational processes on the
plant floor. However, several legacy systems play a central role in the IT
solution. For the mid-term IT strategy TIR should consider moving toward
a standardized system design based on ISA-S95. This can help to increase the
flexibility of the IT solution and ease integration tasks in future IT projects.
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4.3 Lessons Learned
This section discusses how data acquisition and data flow is accomplished in
the case studies. The discussion also includes how activities of production
planning are distributed across the different IT systems in common IT in-
frastructures. In the following, I map the analyzed IT infrastructures and IT
requirements to the plant-to-business integrations standard ISA-S95. This
enables us to later describe common functionalities which have to be fulfilled
when manufacturers aim to embed RFID.
Moreover, the case studies reveal that companies use central or local
production control depending on their specific requirements; we discuss this
in detail. Then we evaluate which activities can be supported by RFID.
Most of them lie in level 3 of the ISA-S95 standard. Therefore, this section
concludes with an evaluation of which requirements this level has to fulfill.
These requirements are according to the case studies.
4.3.1 Data Acquisition and Dataflow in IT Infrastruc-
tures
Activities of production planning are commonly distributed across different
IT systems. The ERP system generates the raw production plan, see Figure
4.23. This plan is then finalized in the MES and mapped to concrete machines
on the shop floor. During the production, various systems in the device
layer collect production data. The sources can be any type of senors, RFID
readers, bar-code readers, HMIs or PLCs. Collection of source data from the
shop floor provides information about the current state of the processes. In
general, it is possible to divide the acquisition of data into the following four
groups:
1. short time collection without storing (e.g., current worker, paper that
is thrown away)
2. collection on a medium from that the data cannot automatically be
written to a back-end system (e.g., paper)
3. collection on a medium that can be read automatically and its data
easily linked to the back-end storage (e.g., mobile PDA, RFID chips)
4. direct collection in back-end systems without using a secondary storage
(e.g., MES)
After the data is acquired it needs to be fed into the IT systems. This
















































Figure 4.23: Flow of production data between the different IT systems in
manufacturing.
Devices on the plant floor communicate the collected production data to the
edge layer – into the PDC system or an MES. The PDC systems generally
comprise I/O slots for the data collection systems. In summary the PDC
system gathers, stores and processes data in order to control or monitor
production processes. The PDC system can aggregate the data and forward
it to the MES or ERP for production controlling and short-term production
planning. Later on, the data is stored, analyzed and further processed in the
back-end layer. Particularly, business intelligence tools can evaluate the data
for supporting managerial decisions. Figure 4.23 visualizes the described flow
of production data.
4.3.2 Mapping Analyzed IT Infrastructures to ISA-
S95
Only one manufacturer explicitly applies the ISA-S95 standard for its IT
deployment. Most of them have not even heard about this standard. Never-
theless, all infrastructures share common functionalities and software compo-
nents. Thus I try to match their IT infrastructures as close as possible to this
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standard. This enables us to later describe – along a well-defined standard
– common functionalities which have to be fulfilled when manufacturers aim
to embed RFID.
In the case studies we use device, edge, middle, and back-end layer for
the deployment of IT infrastructures. In this section I map these four layers
to the ISA-S95 standard. The device layer comprises user interfaces on the
machines, PLC software, and distributed control systems. This layer can be
matched to ISA-S95 level 1 and 2.
In the edge layer we put OPC servers and diverse clients like MES or
PDC client. This layer is not explicitly elaborated in the standard; it is
rather included in level 3. Following the standard level 3 includes the clients
and their associated servers. In our case studies the servers are positioned
in the middle layer. This includes MES or PDC systems and related soft-
ware components. The software components can be programs responsible for
visualization of the shop floor, logging programs – also referred to as histo-
rians, or utility maintenance software. In the back-end layer we position the
ERP system, data warehouse, and business intelligence systems. This layer
matches to level 4 of the ISA-S95 standard.
When integrating RFID, we would position it into the device layer. Ac-
cording to ISA-S95 RFID readers belong to level 1. Only when a distributed
control system is in place would the RFID data then have to be processed
already in the device layer, or level 2, respectively. Otherwise the data goes
directly to MES systems in the middle layer, or level 3, respectively.
4.3.3 Central Versus Local Production Control
We observed two approaches to production control: production control with
a central component, and decentralized production control. It depends on the
production environment as to which option is favorable. Production control
with a central component is depicted in Figure 4.24. Here the production
control is accomplished in three steps. The first step is the generation of a
production plan in the ERP system. This can be mapped to ISA-S95 level 4
activities. The production plan is then coordinated in the second step. This
includes sending control commands and job instructions to the hardware on
the shop floor. These activities fit to ISA-S95 level 3. The instructions are
performed on the shop floor and events reported back to level 3.
This approach has little functionality on level 3. It is suitable if a detailed
view of all actuators is required. Examples for such IT infrastructures are the
case studies 4.2.1 and 4.2.5. It is also suitable for lightweight infrastructures
like 4.2.3.



























Figure 4.24: Central production control.
of a central view about the whole shop floor or a specific facility. This is
because the whole infrastructure is kept simple. However, the drawbacks
are poor reliability and scalability. It is possible to increase reliability by
embedding redundancies, which in return make the whole infrastructure more
complex. Scalability is increased by integrating filters. The fever data are
pushed from level 2 to level 4 and instead processed in the lower levels the
more scalable the respective infrastructure is.
The second approach is decentralized production control in a hierarchy,
see Figure 4.25. Production control is conducted in four steps. The first step
is also generation of a production plan in the ERP system. We can also map
this to the ISA-S95 level 4. In the second step a detailed production plan is
generated from the production plan. This is then split up and sent to the
appropriate PCs on the shop floor. They are responsible for the production
control of specific processes and the corresponding machines.
This approach has substantial functionalities in level 3. Information is
kept redundant in the system. This enables a high level of scalability. It also
supports productions with well-encapsulated tasks. An example is the case
4.2.4. The advantages are higher autarky of all system components, which































































Figure 4.25: Local production control.
systems can react faster to changes on the shop floor. Nevertheless, one has
to keep the disadvantage in mind that maintenance is more complex. This
is also due to the problem of redundant data storage.
For both approaches RFID data processing would have to be embedded
into those modules that are responsible for retrieving events and performance
data. In the first case the modules would lie on the server in the local back
end. In the second case the location would be on the PCs on the shop floor.
4.3.4 Activities Supported by RFID
RFID technology may support most MES functionalities. The typical func-
tionalities of an MES are described by MESA (Manufacturing Enterprise
Solutions Association). These include:








In operations scheduling and production control, RFID can be used for
guaranteeing process safety and interlocking. If a material or material con-
tainer is equipped with a unique ID (provided via bar code or RFID), the
MES can ensure that all proceeding process steps have been conducted suc-
cessfully before starting the next manufacturing step. Furthermore, produc-
tion order data and manufacturing parameters may be written to the RFID
tag at the first manufacturing step and then read and updated locally, pro-
viding fast local data maintenance and redundancy for the MES.
Concerning labor management, plant personnel could automatically be
registered via appropriate sensor technologies. Also, it could potentially en-
able the location tracking of the plant personnel. However, privacy concerns
need to be taken into account when considering such measures. In mainte-
nance management, data may be stored locally at the resource in an RFID
tag. This may reduce the required paperwork for performing maintenance
and updating associated records. Regarding data collection, RFID can help
to automate the tracking and tracing of materials, Work In Process (WIP),
location of mobile resources, etc. In quality management, data about the
quality targets may be stored locally at the material within an RFID tag.
Moreover, there are enterprises that prefer not to use an MES and connect
the hardware controllers directly to the ERP. This is only possible if the
ERP is equipped to do this, i.e., if it contains modules that accept the
controller output as input and that perform the necessary modeling and
filtering. SAP’s Auto-ID Infrastructure Bornhövd et al. [2004] provides such
functionalities. Moreover, vendors such as Infosys Dubey [2006] or PEAK
Schultz [2007] offer middleware components that serve as interface between
the hardware on the shop floor and the ERP. Often, however, this includes
only a technical interface without any application and process support as
provided, for example, by an MES.
4.3.5 Requirements for the ISA-S95 Level 3
Following the ISA-S95 standard, RFID data are generated on level 1 and col-
lected on level 2. The data must then be integrated into level 3 for processing.
But before one can integrate the data we need to know which requirements
level 3 has to meet. Only then is it possible to fully integrate RFID data
in a way that manufacturers gain full advantage out of them. As described
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above, level 3 includes MES or PDC systems and RFID may support most
of their functionalities.
In Table 4.4 we summarize which requirements companies have on MES
or PDC systems. ++ stands for very important; + for nice to have. We
evaluate all requirements from our case studies.
The table shows diverse requirements surveyed companies have on their
level 3 activities. For the analyzed companies adaptability of the used PDC or
MES system is very important. Four out of seven put a tick here. This is the
case in four out of six case studies. The requirement of a lightweight solution
is not seen as relevant. We found this requirement explicitly in those cases
where a PDC system is not seen as important for maintaining the production
processes. The case studies further show that reliability, scalability, and quick
response times of the system are often important. Generally security is not
considered as important. In two cases we also see that the companies use an
event-driven system for communicating data up stream.
In summary all companies have very heterogeneous requirements. There-
fore, there is no “one fits all” architecture for level 3. All PDCs are tightly cus-
tomized to the specific needs of the company if they have not been uniquely
built for the specific company. Furthermore, we see that if the analyzed
companies have high requirements on reliability, response times and scala-
bility, then the companies push a lot of processing logic down to level 3.
In the cases this is realized by pushing substantial activities to the middle
layer. However, if a functioning IT is not as relevant for keeping up a run-
ning production then the companies use simple solutions keeping most of the
production control on level 4 (in the ERP system) and having very few until
there are no functionalities in level 3. We can describe such architectures
also as client-server solutions, where the ERP system represents the server
and hardware on the shop floor of the clients.
Table 4.4: Attributes for quality checks
Adapt. Light Relia Fast Secure Event Scal
Open weight ble Driven able
MIL + ++ ++ ++
ENG ++ ++ ++ ++ ++
CHE ++ ++ ++ ++






In summary, all companies have very heterogeneous requirements. There is
no “one fits all” IT deployment. All infrastructures are tightly customized
to the specific needs of the company. Also, software components in use are
adjusted if not uniquely built for the specific company. Furthermore, we see
that if the analyzed companies have high requirements on reliability, response
times and scalability, then they push processing logic from the edge to the
middle layer, level 3 according to ISA-S95. However, if a functioning IT is
not the bottleneck for keeping up the production then the companies have
little functionality in layer 3 and rather use simple client-server solutions.
Furthermore, we reveal in this chapter that IT implementations following
the ISA-S95 standard and most IT infrastructures in practice differ. Six of
the seven analyzed companies do not apply the ISA-S95 standard. Only one
manufacturer explicitly applies this standard for its IT deployment. Never-
theless, all infrastructures share common functionalities and software compo-
nents. Thus it is possible to match their IT infrastructures to this standard.
This enables us to describe – along this well-defined standard – common
functionalities which have to be fulfilled when manufacturers aim to embed
RFID. We identify such commonalities and use them to derive general design




Embedding RFID into IT
Infrastructures
As Chapter 2 shows RFID technology opens new opportunities to moni-
tor and control manufacturing processes. However, Chapter 3 reveals that
IT staff faces various challenges when adapting software infrastructures for
RFID. Also Strüker et al. [2008] detected recently by a survey among 102
manufacturers that IT integration is a barrier. Manufacturers attach to the
barrier “complex integration into existing IT infrastructures” an importance
of 55%. It is seen as the second most important barrier after “complex in-
ntegartion into cross-company business processes. Therefore in this chapter
I present design principles which guide application designers in developing
and adapting RFID solutions for manufacturing environments. This work
was conducted with Holger Ziekow. We published the results in Ivantysyn-
ova and Ziekow [2008].
We derive the design guidelines from a Product Line Analysis (PLA).
Based on the PLA we present a toolset of standard components and their
variations along with guidelines for the application design. These guidelines
cover processing paradigms for RFID data and heuristics for distributing data
and logic in the IT system. In particular we derive commonalities and varia-
tions for IT systems that support RFID applications in manufacturing. This
covers reusable assets including requirements and functional components.
Beyond this, we provide guidance for implementing the required function-
ality and heuristics for mapping the software components to the hardware
infrastructures.
The next section reviews related work. Section 5.2 presents results of
the completed product line analysis of the manufacturing domain. Here we
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derive common activities and required data when using RFID. Section 5.3
discusses implementation issues. Section 5.4 concludes this chapter.
5.1 Related Work
We categorize existing work on RFID application design into work for hori-
zontal and work for vertical integration of RFID data. The research commu-
nity has put a lot of effort into defining services for horizontally exchang-
ing RFID data. The most prominent set of standards and propositions
for enabling services for horizontal integration is the EPCglobal network.
Currently specified services in this network comprise interfaces for inter-
organizational data exchange [EPCglobal, 2007] and a lookup service for
object-related data [EPCglobal, 2005]. However, applications and design
guidelines on top of these services target mainly scenarios outside the shop
floors of manufacturers [e.g., Angeles, 2005, Främling et al., 2006].
Work on vertical integration of RFID is embedded into the context of
RFID middleware [e.g., Bornhövd et al., 2004, Floerkemeier and Lampe,
2005]. These approaches focus on functionalities and requirements for reader
management and data filtering. Here Moon and Yeom [2007] identified ab-
stract functional components that are common for general RFID applica-
tions. They identify general interfaces and functionalities.
In contrast to all these works we explicitly focus on shop-floor applications
in manufacturing. For the components that we derive in the domain-specific
requirement analysis we provide concrete implementation approaches. Un-
like existing work our design guidelines also provide heuristics for physically
distributing processing logic and required data within the IT infrastructure
of manufacturers. These guidelines will ease the integration of RFID systems
and middleware components in manufacturing environments.
5.2 RFID in Manufacturing: Common Func-
tionalities
In this section we present our key findings of the domain analysis. We conduct
the analysis based on the method of Moon et al. [2005]. Using this method we
identify common activities and variations in IT applications supporting RFID
in manufacturing. Our results focus on common activities which a software
solution for RFID in manufacturing should generally support. We relate
these common activities to the required input data from different software
systems. Thereby, we provide cornerstones for the architectural design of
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RFID applications in manufacturing and their integration into existing IT
landscapes.
Our domain analysis comprises four steps: (i) identifying requirements
in the targeted domain, (ii) analyzing similarities and variations among the
identified requirements, (iii) estimating commonalities of the requirements
and (iv) modeling the flow of common activities. Subsequently we discuss
each step in detail.
5.2.1 Identifying Requirements
In the first step we identify primitive requirements (PRs). Moon et al. [2005]
define a PR as “a transaction that has an effect on an external actor”. For the
domain of RFID applications we define an external actor as any person or IT
system that directly or indirectly uses RFID data. For identifying RPs we
drew on existing work about RFID in supply chain management [Bornhövd
et al., 2004, Moon and Yeom, 2007].
We then evaluate and extend this initial list of requirements with regards
to their applicability to the manufacturing domain. Here we use our case
studies from Chapter 2 for identifying the PRs: We identify the PRs following
the flow of RFID data trough the IT system. We list and describe our derived
PRs in Table 5.1; we set them in italics.
As depicted in this table we identify three variations for read activities:
manual triggering by plant-floor workers (e.g., with mobile readers), regularly
scheduled automatic requests, or requests that are triggered by an event (e.g.,
reads after a light barrier is triggered). This activity may require a reader
schedule or a trigger event as input.
The next PR is writing data to tag. This requirement refers to data
to the memory of RFID tags. For enriching RFID data we identify three
variations. One is semantic enrichment by associating the reads with certain
process steps for example. Another requirement is adding reference data
such as resolving IDs to corresponding object data. Furthermore, streams of
dynamic context information can be correlated with RFID read events (e.g.,
machine sensor data or current machine settings).
Data filtering refers to removing error from the raw input stream for
RFID data. Variations are removal of flickering by low-pass filters or com-
plex inference based on statistical filers. Similar to data filtering, data clean-
ing removes errors from input data. The difference is that data cleaning is
performed on a higher semantic level and with enriched RFID data. Data
cleaning exploits process knowledge to infer on the plausibility of RFID-based
inputs.
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Inference on RFID-based events is either done for process control or mon-
itoring purposes. For process control the inference determines a reaction to
the RFID input. Monitoring the inferences filters out certain events of inter-
est.
Activities of notification generation collect and assemble information
which must be communicated along with detected events. That is, an
event of interest may require additional information for creating meaningful
messages.
Notification delivery refers to transmitting captured RFID-based events
to the desired destinations. This can involve various systems inside or even
outside the manufacturing plant. Examples range from triggering processes
on the plant floor over providing workers with RFID-based information to
status updates in the ERP systems.
Table 5.1: Description of all derived PRs
Requirements CV Prop. %
RFID reading activity C / 100%
manually issuing reads P / 33%
scheduled reads C / 100%
triggering reads by events C / 100%
writing data to tag P / 67%
data enrichment C / 100%
semantic enrichment C / 100%
stream correlation C / 100%
adding reference data C / 100%
data filtering C / 100%
low-pass filtering C / 100%
statistic filtering P / 50%
data cleaning P / 50%
inference C / 100%
process control C / 83%
process monitoring C / 83%
notification generation C / 100%
aggregation C / 100%
adding context information C / 83%
notification delivery C / 100%
triggering process step P / 50%
reporting asset position P / 67%
submitting notifications P / 50%
reporting history/status information C / 100%
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5.2.2 Analyzing Similarities and Variations
In the second step we group PRs and if possible generalize them to one
common PR with variations (in Table 5.1 non-italic requirements). We do
this by analyzing the similarity between the PRs. We generalize all identified
PRs based on the semantic similarity of their functionalities. For example,
low-pass filtering and statistic filtering are required activities that can be
subsumed into the common requirement: data filtering (see Table 5.2).
However, for generalizing PRs it is important to consider the level of
abstraction on which the respective functionality is applied. Generally, in
RFID applications the subsequent processing steps transform the input data
to more and more abstract and semantically rich information; having only
raw RF data at the beginning and with semantically enriched production
information at the end.
Therefore, despite semantic similarity of the respective operations, one
cannot generalize PRs for different levels of abstraction. For instance, data
cleaning on raw data from an RFID reader is very different from data cleaning
of semantically enriched RFID data in a database. Low-pass filtering for
omitting false positives and negatives is prevalent in the first case. In the
second case, one may check the data against logical constraints on attributes.
To account for such differences we do not generalize PRs for data on different
semantic levels.
Table 5.2: Example of a Generalized PR derived from other PRs
Requirements CV P. % AIR CLU COO CAS CON PAC
data filtering C / 100%
√ √ √ √ √ √
low-pass filtering C / 100%
√ √ √ √ √ √





5.2.3 Estimating Commonalities of Requirements
In the third step we identify commonalities of the PRs based on the frequency
of occurrence in the case studies. Table 5.2 presents how we derive the
commonality of the two PRs low-pass filtering and statistic filtering for some
exemplary PRs. The full Table is in appendix 8. The commonality is denoted
by the CV property ratio (CV Prob. %). This is the ratio of cases where
the requirement exists to the total number of cases. For determining the
CV Prop. % we check for each PR in how many case studies it occurs.
We consider a requirement as common if it occurs in over 80% of the cases
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(denoted by C in the Table). If it occurs less than 80%, we denote it as an
optional property (denoted by P).
In Table 5.2 we portray CV properties for all PRs. The significant overlap
that we have found in the investigated cases gives confidence that reasonable
generalizations can be made based on our sample. Table 5.2 includes the
CV properties that we found for the identified requirements. This provides
an indication about the commonality of RFID requirements in the manu-
facturing domain. As the table shows, almost all generalized requirements
occur in every investigated application scenario. Thus, it is likely that each
RFID-based solution in manufacturing will implement at least one variation
of functionalities corresponding to these requirements.
However, on the level of PRs we found variations in the commonality.
This means that certain functionalities are not mandatory in the manufac-
turing domain. The least frequent PR that we found (manually reading
RFID) occurred in only two of the investigated cases. Though most appli-
cations do not require manual reading, it is likely that this requirement will
occur repetitively in manufacturing applications. Thus, we render this re-
quirement as optional for the manufacturing domain. 11 out of 17 primitive
requirements occur in at least 5 of the 6 investigated cases. Given the high
frequency of occurrence, we consider these requirements as common for the
manufacturing domain.
5.2.4 Modeling the Flow of Common Activities
In the fourth step we model the common flow of activities and data. Each
generalized requirement is denoted as an activity. For each activity we iden-
tify the data that is required for performing it. That includes required con-
figuration information and data which is needed in addition to the captured
RFID data. By identifying these data items we provide a basis to specify
interfaces for integrating RFID applications in existing system landscapes.
In Figure 5.1 we present the model of the common flow of activities and
data. We also denote required additional input data and the place of its
origin (denoted in brackets). Here we point out data sources that can be
found in common software systems of manufacturers. This enables situating
the common activities in the existing IT landscape.
Throughout the above-presented analysis we have identified commonali-
ties among different RFID applications in manufacturing. We analyzed the
commonalities (PRs) by applying the PLA. Within the manufacturing do-




































Figure 5.1: Activities and required data in the capturing process.
5.3 Implementation Issues
In this section we present guidelines for developing RFID software in man-
ufacturing. That is, we provide guidelines for implementing the common
activities which we identified above. This includes a discussion about pro-
cessing paradigms for each of the common activities in and a presentation
of heuristics for deciding on the distribution of data and logic within the IT
infrastructure.
5.3.1 Technologies for Implementing the Common Ac-
tivities
For processing RFID data we have found three classes of common activities.
These classes are Reading Activities, Pre-processing, and Executing Business
Logic. Note that manufacturers which do not apply RFID also perform activ-
ities in class three: Executing Business Logic (e.g., using manually recorded
data). Thus, synergies with existing software solutions (e.g., an MES) may
exist. Therefore, these existing systems are candidates for performing the
RFID-specific class-three activities as well. Reading and Pre-processing ac-
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tivities are to a large extent RFID specific. These activities require dedicated
or specially adapted solutions. Subsequently we discuss technologies for im-
plementing each activity in all three classes in detail.
Reading Activities
The first activity is capturing raw read events, see Figure 5.1. This activity
occurs in the device layer. In general there are three options for capturing
read events. These are regularly polling read requests, event-triggered reads,
and manual reads. For regular polling one must create schedules that avoid
collisions between readers with overlapping signal fields. For example, a
central control system can avoid signal collisions [Goyal, 2003]. Alternatively,
it is possible to use a decentralized solution where agents on the readers
negotiate a schedule [Spiess, 2005].
For event-triggered reads it is necessary to couple readers with an external
actuator. Especially in the production environment, activities in the produc-
tion process can trigger reads: a tag on a material carrier is read out when a
machine loads the carrier. However, this requires coupling the machine sen-
sors to the controller of the RFID reader. For manual reads, workers need
an interface to readers. This is commonly the case for mobile readers which
typically come to be used in scenarios with manually issued RFID reads.
Data Filtering Activities
After capturing the raw read events, the data must be filtered. Existing
solutions in the device layer use low-pass filters to avoid flickering and cancel
out double reads [Bornhövd et al., 2004]. However, simple low-pass filtering
with fixed filter windows is not suitable in every application.
In our case studies we frequently found conditions on the plant floor that
are challenging for RFID installations. This includes presence of metal and
spatial proximity of different reading points. This causes the need for more
advanced filters that can be configured to account for particularities of shop-
floor conditions. Such filters must be implemented in the software positioned
in the edge layer.
Jeffery et al. [2006] have proposed an adaptive filtering solution based
on characteristics of the underlying data stream. Brusey et al. [2003] use
statistical filters that weight read events to account for particular physical
conditions in a specific application scenario. The applied RFID system should




A simple solution for enriching filtered RFID events with additional data is
using a relational database. Here one could dump the incoming data in a
table and run batch processes for creating the correlations. This is mainly
conducted in the middle layer. However, this approach does not account for
the streaming nature of RFID events. One disadvantage of the batch-driven
paradigm is that it decouples execution time from the arrival time of events.
Batch processing is therefore contrary to real-time requirements.
Furthermore, query languages for databases have poor support for oper-
ations on data streams [Babu and Widom, 2001]. Dedicated stream engines
exist that are designed for real-time correlation of data streams with addi-
tional data [Abadi et al., 2003]. These approaches match the requirements for
the data-enriching activity. Stream operators can correlate RFID read events
with static information about their sources and dynamic information from
machine sensors. Expressive high-level languages for defining such stream
operations are available, e.g., Arasu et al. [2006]. Thus, the stream-oriented
processing paradigm is suitable for realizing the activity of data enrichment;
especially for applications with real-time requirements.
Data-Cleaning Activities
The data-cleaning activity is for checking the plausibility of detected events
and making corrections where possible. For instance, previous scans of the
pallet can allow completing missing reads in pallet scans. Also, duplicate
reads from different sensors may be dropped. Jeffery et al. [2006] present
a framework for such cleaning based on stream-processing operations and
predicate checks. Here, the predicates implicitly encode process knowledge.
The peculiar conditions on many plant floors make cleaning steps on this level
necessary. Software systems for RFID applications in this domain should
therefore support the definition on semantic-rich rules for constraint-based
data cleaning. This software would normally lie in the edge layer.
Pattern Matching and Notification Generation Activities
The fifth activity in the flow of common activities is inference on input data
for detecting events of interest. The sixth is for generating corresponding
notifications. From the computational point of view these are different pro-
cessing tasks that are conducted in the middle layer. Yet, techniques of CEP
[Luckham, 2001] cover both tasks.
CEP is of relevance whenever the events of interest result from a set of
input events rather than from single events. The semantic aggregation of
148
CEP is necessary to avoid information overload. This applies specifically to
notifications to the back-end layer, e.g., notifications from the MES to the
ERP. Thus, direct support for defining and running CEP rules within the
RFID solution is beneficial in many manufacturing applications.
CEP evaluates rules which define an event pattern, constraints on the
pattern, and an action. In that sense CEP is similar to ECA rules in active
databases. However, CEP rules can be triggered by arbitrary event messages
and are not limited to database-specific events (such as insert or update).
This supports formulation event patterns on RFID events captured in a pro-
duction process and fits to the event-driven nature of RFID data. Using
state machines for complex event processing [Gehani et al., 1992] or adapted
Petri nets [Gatziu and Dirtrich, 1993] are options for implementing this kind
of pattern evaluation.
Notification Delivery Activities
The last activity for RFID data capturing is delivering notification messages
to the respective addressees in all three layers. Here we distinguish four
different communication styles. The dimensions for the distinction are push-
vs. pull-based communication and direct vs. indirect addressing schemes.
Periodic pull-based loading of data chunks in the manner of an ETL process
is appropriate for analytic applications. Though, push-based communication
is a better fit to the event-driven generation of notification messages.
Furthermore, monitoring and control applications need more timely up-
dates. This applies in particular if control applications directly steer opera-
tions on the plant floor. These are arguments for applying the push-based
communication scheme for RFID data acquisition at manufacturers. Both,
push-based and pull-based communication can be combined with direct or
indirect addressing.
Direct addressing requires to explicitly denote the destinations of each
notification type. Indirect addressing via an intermediate service decou-
ples data provision from data consumption. This decoupling enables flexible
adaptation of notification delivery because data sources and recipients can be
managed separately. Event-based systems use a notification service and pub-
lish/subscribe mechanisms combine the push-based communication scheme
with indirect addressing [Mühl et al., 2006]. Using such a notification service
matches to the requirements of many of the investigated application scenar-
ios and should therefore be available in RFID-enabled IT infrastructures for
manufacturing.
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5.3.2 Distributing Data and Logic
I now provide heuristics for decisions on the distribution of the functional
components. This goes in hand with the distribution of corresponding input
and output information. Writable memory of RFID tags enables pushing
data management down to lower system layers.
RFID memory can store production data – such as recipes or production
records – right at the object (e.g., the product). This allows running several
operations solely in the device or edge layer, i.e., consistency checks can
run locally on station control servers or on PCs on the shop floor without
back-end interactions.
However, throughout the case studies we found reoccurring arguments for,
as well as against decentralization. The benefits are better scalability, perfor-
mance, reliability, and an eased data association with objects. The drawbacks
of decentralization are worse redundancy, maintainability and inconsistency.
We now describe each of the identified key benefits of decentralization and
the drawbacks.
Scalability
Decentralized systems distribute the total workload on several devices is the
system. As the system grows, the number of devices that share a task grows
as well. Furthermore, pushing aggregation and filter functions down the
hierarchy to the information sources reduces network traffic and avoids over-
loading higher system layers.
Performance
Performance bottlenecks in the IT can impact the productivity on the plant
floor. We found that the tolerable delay is typically about 0.5 sec for a
manually issued request and in the order of milliseconds for machines. The
cause for longer delays can be delays for accessing remote systems or peaks
in the workload. Placing the logic and required data close to the point of
operation avoids the problem of network delay. Furthermore, decentralization
of processing tasks mitigates peaks in the workload.
Reliability
system failures that cause a breakdown of the production can account for
major expenses. Decentralization can help to avoid single points of failure
and limit the number of affected production tasks.
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Eased Data Association With Objects
Through the RFID-enabled decentralized information storage it is ensured
that the information is available at the point of operation. This helps to
avoid that the wrong information is associated with an object.
Redundancy
A lot of data that is collected on shop floors is not only used for steering
the production but also to document the conducted steps. That is, a certain
percentage of the data must be available in the back-end layer. Distributing
this data to lower system layers consequently results in a certain degree of
redundancy.
Maintainability
Distributing logic across system layers adds complexity to the management
of the IT systems. This is because maintenance tasks cover systems that run
at several locations and possibly different platforms. If most functionality
resides on a central system, the majority of maintenance tasks are done on
the same platform.
Inconsistency
Information on tags can only be read if the item is in the proximity of a
reader. Thus, for applications that require data access independently from
the corresponding object, it is necessary to have the information available
in the network as well. Keeping data redundantly on the tags and in the
network bears the risk of inconsistency.
Application designers can decide on the distribution of data and logic
within the system along these listed arguments. It depends on the particular
application how much these arguments weigh. In our case studies we found
that RFID applications fall into two major categories regarding the trade-off
between centralization and decentralization. These categories are applica-
tions for monitoring/analyzing and controlling/steering processes. For each
application category we derive guidelines for distributing processing function-
ally. We base our analysis on the three previously identified main activities:
RFID Reading, Pre-processing and Executing Business Logic, see Figure 5.1.
Applications for controlling/steering processes perform checks in the run-
ning processes and steer the operations on the shop floor. These applications
commonly have strong real-time constraints. That is, the production pro-
cesses slow down if machines or workers have to wait for responses from the
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IT system, e.g., case study 2.3.1. Thus, performance is typically the main
concern. Consequently, it is often desirable to run the three activities RFID
Reading, Pre-processing and Executing Business Logic in the edge and mid-
dle layer and without back-end interaction. The guideline is to push the
operations as close to the physical processes as possible.
Applications formonitoring/analyzing processes support management de-
cisions and help spot potentials for improvements in the production processes.
Here, no real-time requirements apply. Typically, solutions like data ware-
houses or reporting tools extract, process, and visualize data from several
sources on the plant floor. Such applications are often integrated in MES or
ERP systems. Consequently, the activities of Executing Business Logic for
monitoring/analyzing processes with RFID should run in the back-end.
However, in order to ensure scalability it is desirable to reduce the input
data on lower system layers; i.e., the edge layer. Particularly data cleaning
and data filtering (part of the activity Pre-processing) reduce the amount
of transmitted RFID data. Filtering raw read events can take place within
device controllers [Bornhövd et al., 2004]. These may run on terminal PCs
in the edge layer.
Data enriching and data cleaning (part of the activity Pre-processing)
can require information from the back-end and other sensors on the plant
floor, see Figure 5.1. Such context information is particularly relevant for
monitoring and analyzing production processes.
A suitable placement of enriching and cleaning operations is therefore
where RFID data and required context information join. This point depends
on the targeted system environment. Yet, we found that station control
servers in the middle layer are suitable for enriching and cleaning operations
in many cases. Therefore, the guideline is to join information as close to their
sources as possible and run operators of data enriching and data cleaning at
this point.
Note that design decisions on the distribution of data and logic are heavily
dependent on the targeted manufacturing environment. In our case studies
we found that hardware infrastructures at manufacturers are very hetero-
geneous. That is, not every device type depicted in Figure 1.1 is always
in place; e.g., not every manufacturer has PCs on the shop floor or station
control servers for controlling several machines. Yet, most IT systems at man-
ufacturers have some sort of a hierarchically structured hardware landscape.




The design guidelines for embedding RFID into IT infrastructures developed
in this chapter take the particularities of manufacturing into account. This
includes typical applications as well as typical IT systems in this domain.
Focusing on production-specific issues, we identify core components and
technology paradigms. Following a product line engineering approach we
derive common activities and variation points for respective RFID infras-
tructures. The guidelines comply with IT environments as they are typically
found in manufacturing plants and as they are characterized in Chapter 4.
That is, components relate to components of existing software systems; the
guidelines indicate where RFID data processing can be integrated into soft-
ware systems.
Beyond defining functional components, we investigate which processing
paradigms and technologies are most suitable for challenges in manufacturing
environments. Furthermore, we discuss the mapping of software components
to hardware in the infrastructure. This is because RFID allows to store data
and execute computations on the chips, which is a driving factor for us-
ing RFID in several cases. Overall the design guidelines presented comprise
aspects of (i) functional components, (ii) interfaces and interaction with ex-




Costs and Benefits of RFID
Investments
The previous chapters show that RFID promises to improve a broad range of
processes in manufacturing. However, market acceptance of RFID is develop-
ing slower than anticipated. One likely reason is the difficulty to evaluate the
resulting effects beforehand [see Strüker et al., 2008]. Strüker et al. [2008]’s
survey reveals that manufacturers see “lacking possibilities for forecasting and
measuring the benefits” as one of the three main barriers regarding RFID
deployments in their enterprise.
Substantial research has already been conducted on assessing costs and
benefits of RFID investments. But until now the focus has mainly been on
logistic applications. The manufacturing domain still lacks dedicated models
for evaluating costs and benefits of an RFID rollout especially concerning the
intangible, non-quantifiable aspects of such an investment. Therefore, this
chapter provides guidance for assessing both the quantifiable and the non-
quantifiable aspects of RFID in manufacturing. I conducted this work with
Oliver Günther, Seckin Kara, Michael Klafft, and Holger Ziekow. I published
parts of the results in Ivantysynova et al. [2007]. The complete results are
currently under review.
The next section reviews related work. In Section 6.2 we discuss quantifi-
able costs and benefits resulting from the seven typical RFID advancements
evaluated in Chapter 2. Section 6.3 describes non-quantifiable aspects of
an RFID investment. Section 6.4 deals with the question of how to combine
tangible and intangible costs and benefits. Section 6.5 concludes this chapter.
Note that we use the terms quantifiable, tangible, and monetary inter-
changeably as opposed to the terms non-quantifiable, intangible, or non-
monetary. As we will discuss later, this taxonomy is independent of the


























Figure 6.1: Aspects of an RFID rollout in manufacturing.
Figure 6.1 gives examples for all four possible cases. The boundaries between
operational and strategic are somewhat fuzzy, as are the boundaries between
quantifiable and non-quantifiable. Especially the latter classification should
not be seen as a dichotomy, but as a spectrum.
6.1 Related Work
For decades, researchers have been working on the challenge to assess invest-
ments in IT. As a result, a large number of models and frameworks have
been developed [e.g.,see Pietsch, 1999, Costello et al., 2007]. As RFID is an
information technology, these general IT investment models are of interest
for the assessment of RFID investments, even though they are often quite
conceptional, arguing mostly on a meta level. Thus, they are not directly
applicable to concrete investment decisions on the introduction of RFID in
the manufacturing domain.
One of the earliest models was Rockart [1982] critical success factor ap-
proach. According to Rockart [1982], there are four key factors determining
the success of IT investments: quality of the system’s service, communication
between management and users, human resources in the company, and the
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new system’s ability to reposition the information system’s function from an
“automated back office to a [...] ubiquitous function involved in all aspects
of the business”.
Although published almost 30 years ago, Rockart [1982] already identified
the ubiquity of information systems as a key factor for IT investment success
– a strong argument for the introduction of RFID throughout the company,
including manufacturing processes. However, Rockart’s set of factors also
indicates that ubiquity alone is not sufficient and needs to be accompanied
by other components, such as technology acceptance, intense communication,
and management skills.
A more recent model along these lines is the balanced scorecard approach
developed by Kaplan and Norton [1992, 1993, 1996]. The balanced scorecard
was initially conceived as a general management tool, but was soon adapted
to the specific needs of IT investments, where it comprises the following four
evaluation dimensions: user orientation, corporate contribution, operational
excellence, and future orientation van Grembergen and van Bruggen [2000].
Other popular IT investment evaluation approaches are the information
systems effectiveness matrix from Seddon et al. [1999], DeLone and McLean
[2003]’s model of information systems success, or Farbey et al. [1995]’s infor-
mation system benefits evaluation ladder. However, all these approaches do
not take into consideration the very specific challenges of RFID-related IT
investments.
During the last few years, more RFID-specific evaluation methods have
been developed. One recent stream of research addresses the issues of impre-
cise and uncertain information by applying fuzzy logic to solve the underlying
investment decision problems. Bozdag et al. [2007], for example, propose a
fuzzy analytic hierarchy process with a hierarchy of four main criteria (scien-
tific and technological merit, potential benefits, project execution and project
risk) and 11 sub-criteria. However, AHP-based approaches are impractical
if a large number of decision criteria needs to be covered, as usually is the
case in the manufacturing domain. A second approach by Üstündag and
Tanyas [2005] focuses on fuzzy cognitive maps to “model causal relations in
a non-hierarchical manner for an RFID investment evaluation”.
However, in order to apply Üstündag and Tanyas [2005]’s method, rela-
tionships between causes and effects as well as their impact on costs and
benefits have to be clearly known, which is not always the case before-
hand. Furthermore, Üstündag and Tanyas [2005] focus on applications in
distribution logistics rather than manufacturing. Additionally, fuzzy-logic
approaches like the ones discussed here include complex mathematical com-
putations and therefore do not meet the simplicity and clarity criteria which
we focus on. Although being very valuable for specialists, they are not ide-
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ally suited for applications in small and medium-sized enterprises where the
management often has little decision-modeling experience.
The same needs to be said about proposals to apply option models from
financial theory [Cox et al., 19791] to IT and RFID investment decisions
[Lucas, 1999, Curtin et al., 2007]. In order to be applicable to a wide range
of companies, less sophisticated approaches are needed, such as value benefit
analyses, as discussed by Tellkamp [2003].
Other methods take a more fine-granular approach and focus on the effect
that RFID has on atomic activities. Laubacher et al. [2005], for example,
conduct an activity-based performance measurement. GS1 [2007] show the
impact of RFID on logistic processes with their MS EXCEL R©-based calcu-
lation tool for cost benefit analysis of RFID rollouts in supply chains. The
tool takes various steps in the supply chain into account and calculates the
payback period of the investment. The steps considered range from the pack-
aging supplier to the point of sale.
The Auto-ID Center developed a web-based tool for estimating the impact
of RFID [Tellkamp, 2003]. However, only the EPC Value Model [Lee et al.,
2004] focused more on the role of manufacturers. The tool uses a cause-
and-effect analysis to assess the impact of RFID on various business goals.
Unlike our work this MS EXCEL R©-based tool targets mainly benefits in the
manufacturers supply chain rather than on the shop floor. In several survey
sheets it captures basic business information about the company, information
on the implementation cost, and information about the impact of RFID on
expected improvements. A summary sheet presents the overall results of the
cost and benefit calculations.
Still, all these methods are not tailored for RFID rollouts in the manu-
facturing domain, and they strongly focus on financial issues, omitting to a
large extent the unquantifiable benefits and risks that RFID may have. Spe-
cialized models for RFID rollouts in the manufacturing domain have rarely
been discussed so far. Automation [2004] and Chappell et al. [2003] discuss
potentials of RFID on the plant floor. However, they provide no concrete
equations for calculating monetary effects, do not address strategic potentials
of RFID and nor do they propose a corresponding evaluation model.
In summary, existing RFID assessment approaches still do not provide
a concrete method to assess the tangible and the intangible aspects of an
RFID rollout in manufacturing. We address this problem by presenting a
detailed guide for assessing monetary and non-monetary costs and benefits
of RFID applications on the plant floor. We provide guidance to assess RFID
potentials that go beyond purely operational improvements. Our method is
suitable for applications in most manufacturing enterprises.
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6.2 Quantifiable Costs and Benefits
In this section we first discuss quantifiable costs and benefits of RFID invest-
ments along the identified RFID use cases from Section 2.4. We structure
this discussion along three parts: fixed costs, variable costs, and benefits.
One part of the fixed costs arise only in the first period T0. These are, for
instance, costs of an RFID reader R or costs for additionally needed software
S. However, another part of the fixed costs are uniformly distributed between
T1 and Tn. This are in particular maintenance costs M .
Also, variable costs and benefits are basically uniformly distributed be-
tween T1 and Tn. If the proportion of the fixed costs in comparison to the
total costs in T0 is low then a calculation of one period is sufficient, otherwise
not. When conducting the calculation for more than one period the amount
for each Ti with T0 < Ti < Tn must be discounted. When discounting, the
correct discount rate has to be chosen. This can be done with the capital
asset pricing model.
Note that the implementation of RFID has a lot in common with any
generic IT project: the IT project’s costs for integration, support, training,
and maintenance are much higher than the actual purchase price of the re-
quired hardware and software. Therefore, the costs should be calculated with
the Total Cost of Ownership (TCO) analysis [Wolf and Holm, 1998].
A complete TCO analysis spans over a specific period of time (such as
5 years) and includes expectation values for all costs to be encountered by
the specific company in question. Therefore, a TCO analysis cannot be done
at a general level; it has to be case specific. In this section we restrict the
discussions to aspects that apply to any manufacturer.
6.2.1 Fixed Costs
Some fixed costs are common to practically all RFID applications in man-
ufacturing. Equation 6.1 captures these costs by summing up the cost for
software, hardware, training, maintenance, and system integration:
CFixed = S +R +N + A+O + F +M + I (6.1)
with
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A Cost per reusable RFID tag
C... Cost per reusable RFID tag
F Cost for training staff
I Integration cost in the introduction phase of RFID
M Average cost per hour of maintenance
N Cost for network technology
O Cost per PC on the shop floor
R Cost of an RFID reader
S Cost for additionally needed software
Of course these fixed costs must be compared to the fixed costs of (existing
or potential) alternative solutions.
If RFID is used as a replacement for an existing bar-code solution, for
example, Cfixed needs to be offset by the fixed cost of the existing infras-
tructure.
6.2.2 Variable Cost
When considering variable costs of an RFID application, one needs to distin-
guish closed-loop and open-loop scenarios. In closed-loop applications, RFID
tags do not remain on the product post-sale. They are recycled, typically
at the point of sale, and reused in future production cycles. It is possible to
compute the variable costs as the product of the expected lifetime of the ap-
plication, the number of items labeled per time unit, and the cost of applying
and later recycling an RFID tag:
CV arClosed = T × L× (E +D +G) (6.2)
with
C... Cost per reusable RFID tag
D Cost of removing an RFID tag from an object
E Cost of applying an RFID tag to an object
G Cost for transporting tags
L Number of items per hour labeled with RFID tags
T Expected service life of the application in hours
Note that if RFID tags are applied directly to a specific part of the prod-
uct, the number of tags (L) equals the number of manufactured products
per hour. However, one may also apply RFID tags to several parts of the
product or to material carriers which hold more than one object. In many
use cases, RFID tags could be applied to transportation units which cycle on
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the plant floor (e.g., material carriers). In such cases, tags are applied only
once.
However, the data written on the tag (or associated with the tag) must
be changed in each cycle. Depending on the particular setup, this task may
require manual intervention which results in variable labor costs. D refers
to costs per tagged item which occur if RFID tags are removed at the end of
the production process. Removing tags accounts for additional labor costs.
However, no removal is necessary if tags cycle on transportation units on the
plant floor.
G refers to the cost per object for transporting reusable RFID tags be-
tween the points of application and removal. Tags may just be transported
within the plant floor in applications that are restricted to one plant. Yet,
advanced RFID applications may span several production steps in the supply
chain and tags may need to be transported between different plants.
In open-loop applications, the RFID tags are only used once and sub-
sequently discarded (or left with the customer). In this case we adapt the
calculation of variable costs as follows:
CV arOpen = T × L× (E + J −K) (6.3)
with
C... Cost per reusable RFID tag
E Cost of applying an RFID tag to an object
J Cost per non-reusable RFID tag
K Cost savings per tag due to cost-sharing
models or discounts
L Number of items per hour labeled with RFID tags
T Expected service life of the application in hours
Note that K represents cost discounts per tag due to cost sharing models
or discounts. Cost-sharing models are typical of complex supply chains where
RFID tags are used by several supply chain partners at once, which then share
the related expenses.
6.2.3 Benefits
In the following we discuss and provide equations for all use cases for RFID
listed in Table 2.2 except no. 2 (extending scan processes for quality and ef-




One reason for applying RFID is to accelerate or to completely automate
the scanning of identifiers. This allows reducing labor costs. Resulting total
benefits can be quantified as the product of the expected application lifetime
T , the number of identifiers scanned per hour Q, the time saved by RFID
(U −W ), and the relevant labor costs P :
BAcceleratingScanProcesses = T ×Q× (U −W )× P (6.4)
with
B... Used to denote various types of benefits
P Labor cost per hour for scanning labels
Q Number of identifiers scanned per hour
U Time which is needed for scanning identifiers with
RFID alternatives
W Time for scanning an RFID tag
T Expected service life of the application in hours
Extending Scan Processes for Narrowing Recalls
Equation 6.5 estimates the monetary benefits of reducing the batch size for
tracking. In the considered case, errors occur at a known single point in time
and only affect a single item. Total benefits are the product of the expected
application lifetime T , the error frequency X, the improvement in batch sizes
(Y − Z), and the cost for recalling an item n:
BNarrowingRecalls = T ×X × (Y − Z)× n (6.5)
with
B... Used to denote various types of benefits
T Expected service life of the application in hours
X Frequency of errors which result in a product recall
Y Tracked batch sizes without RFID
Z Tracked batch sizes with RFID
n Cost for recalling an item
Reducing Paper-Based Data Management
As described above, improving data maintenance by RFID may reduce costs
which result from errors in collected production data. This is because RFID
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can help to automate data maintenance in some applications and thereby
reduce the impact of human mistakes.
Equation 6.6 captures the potential savings due to improved data main-
tenance, taking into account various types of data maintenance errors and
related costs. For instance, wrongly configured machines may produce waste
(m× cm), or forgotten bookings of finished steps may delay the production
(f × cf ). Furthermore, RFID may accelerate or automate data maintenance
tasks, thus saving labor costs (e× (a− r)× P ).
BReducingPaperBasedDataManagement = T×(m×cm+f×cf+w×cw+e×(b−r)×P )
(6.6)
with
B... Used to denote various types of benefits
P Labor cost per hour for scanning labels
T Expected service life of the application in hours
b Time for making a data entry without RFID support
c... Used to denote various costs resulting from
false or missing data entries
e Frequency of manual label scans
f Frequency of forgotten data entries
m Frequencies of data mix-ups
r Time for making a data entry with RFID support
w Frequency of wrong data entries
Automating Asset Tracking
Having the right assets available at the right time is crucial for seamless op-
eration of a production plant. The expected monetary benefits can be com-
puted as the product of the expected application lifetime T , the improvement
regarding missing assets (b− d), and the related costs (o+ p):
BAutomatingAssetTracking = T × (a− d)× (o+ p) (6.7)
with
B... Used to denote various types of benefits
T Expected service life of the application in hours
a Frequency that assets are missing without
RFID-based tracking
d Frequency that assets are missing with
RFID-based tracking
o Opportunity cost resulting from production downtimes
p Penalties for delays resulting from production downtimes
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Reducing Back-End Interactions
RFID allows storing data with the corresponding object rather than in back-
end databases. Applications that work on data from RFID tags are less
vulnerable to system failures than centralized solutions (no single point of
failure). We estimate the monetary value of this effect as the product of the
expected application lifetime T , the improvement regarding back-end system
failures (k × g × t− s× u× v), and the related costs (o+ p):
BReducingBack−EndInteractions = T × (k × g × t− s× u× v)× (o+ p) (6.8)
with
B... Used to denote various types of benefits
T Expected service life of the application in hours
g Number of production tasks affected by a back-end
system failure
k Frequency in which back-end systems fails
o Opportunity cost resulting from production downtimes
p Penalties for delays resulting from production downtimes
s Frequency of failures in an RFID-based system
t Time back-end system failures lasts
u Number of products affected by a failing RFID tag
v Time until a broken RFID tag is replaced
Unifying Labels
One cost driver for printing labels are specialized multi-format printers. An-
other cost factor that is related to label handling, concerns the penalties for
labels which cannot be read by the customers. We estimate the monetary
effect as the product of the expected application lifetime T and the improve-
ment regarding unreadable labels ((i−j)×x), plus some label transportation
costs (y × z):
BUnifyingLabels = T × ((i− j)× x+ y × z) (6.9)
with
B... Used to denote various types of benefits
T Expected service life of the application in hours
i Frequency that bar-code labels are unreadable
j Frequency that RFID tags are unreadable
x Penalty per unreadable label
y Cost for transporting a bar-code label from
the printer to a packing station
z Number of labels applied per hour
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6.3 Non-Quantifiable Costs and Benefits
Despite the advantages of RFID, adoption by the marketplace proceeds
slower than expected. Among the main reasons for not implementing RFID
are the high implementation costs, e.g., Ivantysynova and Ziekow [2007], and
the lack of foreseeable benefits [Schmitt and Michahelles, 2008]. Taken to-
gether, this often leads to a negative expected return on investment in the
short and medium term. It is, however, necessary to consider not only quan-
tifiable (tangible, monetary) aspects but also non-quantifiable, intangible
benefits and costs.
Yet, another challenge in making investment decisions is to assess incor-
porate factors that are hard to quantify or not quantifiable at all. As we
observed in the case studies this results in companies’ tendency to adopt
RFID for operational improvements first. For such applications it is possi-
ble to determine the breakeven point based on the equations presented in
Section 6.2. However, the potential of RFID in manufacturing goes beyond
operational benefits and can be a means to achieve strategic goals [Knebel
et al., 2007]. In particular with increasingly tighter supply chain integration
RFID may become a distinguishing factor in collaboration.
In this section, we first analyze potential operational benefits, then strate-
gic benefits, and intangible risks and costs manufacturers have to take into
account before adopting RFID. We also present a method for how to assess
such intangible aspects.
6.3.1 Operational Benefits
The case studies show that operational benefits are the main driver in most
RFID projects. They provide short-term positive returns on investment,
which should convince every controller. However, some RFID applications
can leverage additional intangible benefits on top, which may tip the scale
in favor of adoption, even though the short-term ROI may be negative. We
have observed the potential for such effects regarding improved production
planning (PP), process optimization (PO), and IT management (IT). Table
6.1 shows in which case studies we observed these three potentials.
Production Planning
Production planning requires accurate information on the availability of re-
sources. RFID enables better control of assets and materials through its
tracking functionality, thus reducing loss and search times. The direct effect
of this is easy to quantify. However, these applications open up new opportu-
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Table 6.1: Intangible objectives for RFID in manufacturing.
Intangible RFID Objectives
Operational Strategic
Case Study 1.PP 2.PO 3.IT 4.IQ 5.IR 6.II
AIR










√ √ √ √ √
nities by enabling the introduction of more flexible planning methods, such
as switching to shorter planning periods (case 2.3.4). The same applies to
RFID-enhanced methods for material tracking and inventory management.
In combination with these methods, RFID can reduce uncertainty in plan-
ning (case 2.3.6). However, the resulting benefits are rarely quantifiable
beforehand.
Process Optimization
Process optimization is often a driver for RFID introduction; e.g., manufac-
turers exploit properties of RFID (like reads without line of sight) to increase
process automation and speed up manual scanning tasks (case 2.3.1, 2.3.2,
2.3.5). This kind of process optimization does not necessarily lead to intangi-
ble benefits. However, RFID can also facilitate more detailed data capturing
(cases 2.3.2, 2.3.5, 2.3.6). This enhanced business intelligence might enable
data analysts to get more insight into the processes and potentially reveal
unexpected potentials for improvements.
IT Management
IT management in a plant is certainly affected by RFID introduction. In-
troducing RFID components into an existing IT landscape allows for a novel
distribution of data and logic as well as for new means of data exchange.
RFID-based architectures also improve the autonomy of system components
(case 2.3.6), encapsulate data management tasks (case 2.3.3), and support
a system’s scalability (case 2.3.1). As a result, RFID may improve the ro-
bustness and availability of the production system. However, the degree of
improvement is often unknown before an actual implementation takes place,
thus making this benefit very hard to quantify ex-ante.
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6.3.2 Strategic Benefits
The decision as to whether or not a manufacturer should adopt an RFID
has impacts beyond the operations on the plant floor. Depending on the
specific industry, RFID may be a distinctive factor in a company’s strategy.
Strategic potentials of RFID may concern improving quality and customers’
service (IQ), increasing reputation (IR), and improving inter-organizational
collaboration (II). Table 6.1 shows in which case studies we observed these
three strategic potentials.
Improving Quality and Customer Service
Improving quality and customer service are both important strategic means
to gain an advantage over one’s competitors. The introduction of RFID possi-
bly affects the quality and the range of customer services that a manufacturer
can provide to its clients. As a side effect of operational improvements, bet-
ter control of shop-floor processes can improve the quality of a manufactures
output. For instance, RFID-based process monitoring could enhance the de-
tection and correction of production errors before products are shipped (case
2.3.2).
Moreover, RFID can improve production quality by helping to ensure
that shipments are complete, consistently documented, and that all products
passed through the production process correctly. As an additional service,
the manufacturer may share the captured RFID data with its clients (case
2.3.3). This could streamline operations and leverage benefits at the client
side (e.g., better planning due to updates on the production status).
Another potential for additional services is to leave RFID tags on the
shipped products (case 2.3.1). This leverages RFID applications at the client
side. For instance, clients could benefit from RFID at their material intake.
Manufacturers may also store production data on the RFID tags. This service
could help clients to route products through their production and facilitate
consistency checks on the plant floor (case 2.3.2, 2.3.6).
Increasing Reputation
Reputation is another strategic benefit that RFID can contribute to. A com-
pany’s reputation can profit from new technology advancements – such as
RFID – because the company is perceived as innovative by its business part-
ners (case 2.3.1, 2.3.3). Additionally, RFID enables narrowing and avoiding
recalls for some products (case 2.3.2), thus limiting adverse reputation effects
associated with production problems.
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Improving Inter-Organizational Collaboration
Inter-organizational collaboration can leverage optimization across value
chains and strengthen the position of partner networks. Depending on the
market structure, good positioning in such a partner network is a crucial
strategic issue. RFID is developing more and more into a technology for
inter-organizational collaboration. Collaboration infrastructures – such as
the EPCglobal network [EPCglobal, 2007] – are increasingly based on RFID
technology. Early adopters may have the opportunity to improve their
strategic position in the market.
A manufacturer may strengthen its market position by offering new ser-
vices that are enabled by the RFID technology. Possible options include
providing detailed tracking information to clients or storing production data
right at the products. In one of the case studies we already observed such a
client request. Prominent examples where RFID was demanded are the sup-
ply chains of Wal-Mart and Metro. Moving towards RFID today can make
a manufacturer ready to participate in RFID-driven value chains. This may
become a distinguishing factor or even a requirement for getting new con-
tracts if value chains move towards more RFID-based collaboration [Günther
et al., 2006].
An RFID rollout provides the strategic option to opt into RFID-based
collaboration networks and become part of RFID-enabled value chains. Dom-
inant players in a value chain may even force their suppliers into RFID adop-
tion (see Chapter 7). These market forces influence manufacturers as well.
Thus, getting ready for RFID is of strategic importance for many manufac-
turers, see 2.3.1, 2.3.2, 2.3.3.
6.3.3 Risks and Costs
Any IT project bears intangible risks with associated costs that decision
makers must weigh against expected benefits. In the following, we discuss
specific intangible risks that are related to RFID technology. We identified
three major risk categories concerning technology integration, privacy and
security, and standardization. While these general risk categories also exist in
supply chain processes, manufacturing shows different particularities within




Technology integration for RFID systems comprises two levels: the software
level for back-end integration, and the hardware level for physical integra-
tion in the process. At the software level it is necessary to connect RFID
middleware with two systems (e.g., an ERP or MES, see Chapter 5). Like
in any IT integration project this poses challenges: e.g., in finding suitable
interfaces and organizing the migration to new solutions. A special challenge
of RFID data integration is data quality. Compared to identification tech-
nologies such as bar codes, RFID reads require more advanced pre-processing
and filtering of the input. It is important to understand that raw RFID data
can include false-positive and false-negative reads [Derakhshan et al., 2007].
It is therefore crucial to define the required data quality and to implement
appropriate cleaning mechanisms. This causes the demand for advanced
middleware [Bornhövd et al., 2004].
Achieving the required data quality can be a serious obstacle in some
projects and may pose the risk of failure. We found such challenging condi-
tions in several of our case studies (case 2.3.1, 2.3.2, 2.3.3, 2.3.6). In many
cases the products and production environments contained a lot of metal
which can distort the RFID signals. Particularly in cases 2.3.2 we found
different process steps in very close spatial proximity. This makes it difficult
to associate the RFID reads with the correct process step.
RFID is affected by the environment, especially if metal or liquids are
present. Solid objects (especially metal) can absorb and reflect RFID signals.
Thus, tags may be missed or captured at positions outside the intended reader
scope (e.g., at a different process step). Possible effects include shielding of
signals or detuning of the communication frequency. Furthermore, RFID
signals may travel unexpected ways due to reflection causing readers to cap-
ture tags outside their intended scope. These properties of RFID make it
necessary to test the physical integration of RFID into the production pro-
cesses carefully. The same may apply if production processes are changed or
physically rearranged.
Privacy and Security
Privacy and security continues to be a controversial aspect of RFID appli-
cations. Privacy concerns mainly arise in B2C markets and after-sale ap-
plications [Spiekermann and Ziekow, 2005]. Depending on the application
context, this has to be taken into account when implementing RFID. It may
be advisable, for example, to remove or even destroy the tags at the end of
the production line.
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Additionally, the (in-)security of RFID data potentially jeopardize the
confidentiality of business operations. Most RFID solutions are vulnerable to
unauthorized reads or to eavesdropping tag-reader communication [Hancke,
2006]. The possibility to read out tags without line of sight exposes RFID
data to anyone who can come close to the tag (e.g., staff of logistic service
providers). It is therefore important to assess the confidentiality of data on
RFID tags, to weigh the risks, and to possibly implement counter measures.
Beyond protecting information on RFID tags, security analysts must care-
fully evaluate network-based exchange of RFID data. The standards that are
currently under discussion for querying RFID information sources can leak
information [Fabian and Günther, 2007]. Again, one must trade the confi-
dentiality of RFID data against the security risks of the technology used.
However, compared to risks regarding technology integration and technol-
ogy development the risks for privacy and security are less important in the
manufacturing domain.
Even though RFID-related privacy concerns mainly occur in the B2C
market [Günther and Spiekermann, 2005], RFID can affect the privacy of
plant-floor workers as well. Thus, workers may perceive the technology in a
negative way.
Technology Development
Standardization is essential for the sustainability of an application and for
leveraging network effects. The global standardization consortium GS1 plays
a major role in developing standards for the RFID technology. With Gen2
GS1 has released a well-known standard for UHF tags that is already applied
by major retailers. Yet, unsolved standardization questions exist until today.
The authorized frequency spectra for RFID must still be harmonized and
dominating standards for HF technology are still missing. Even though the
standardization situation is improving, there remains a degree of uncertainty
for some solutions. These aspects specifically play a role when the production
process requires RFID-based information from suppliers.
Another threat of early adoption is that having RFID in place may lead
to an unfavorable negotiating position for cost-sharing models. This is a
threat many companies mentioned during the case studies. In such models
partners in the value chain share costs of applying RFID tags if the benefits
occur in several steps of the value chain. However, the manufacturer bears
the risk of taking most of the cost for RFID while most of the benefits are
obtained in subsequent steps of the value chain.
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6.3.4 Assessment
In previous sections we have evaluated non-quantifiable, intangible aspects
of RFID in manufacturing. As the reader could see, not all aspects occur in
each RFID rollout. Moreover, if they occur, their importance may differ sub-
stantially. In order to assess non-quantifiable costs and benefits, we suggest a
lightweight multidimensional decision model where one assigns weights to the
different aspects, specific to each case. Aspects and weights are represented
by a tree whose root represents the specific RFID rollout (Figure 6.2).
The nodes and leaves of the tree correspond to the non-quantifiable fac-
tors discussed above Note, that on a coarse-grained level some – yet not all –
factors are also known from RFID applications in supply chain management.
Furthermore, some effects in supply chain management (like improved de-
mand forecast) cannot be achieved by using RFID on the shop floor. There-
fore, the relative importance of the various aspects is domain specific. Even
though in manufacturing each aspect weighs differently depending on the
case, we found some general trends in the case studies. In Figure 6.2, these
tendencies are denoted as ++ (for very important) + (for important), and
− (for less important).
The tree should be traversed first top-down, then bottom-up. While
traversing the tree, each node should be assigned with a relative importance
and a score, respectively. The relative importance will typically be assigned
by management, while the improvement will be evaluated by domain experts.
We assign positive scores for benefits and negative scores for risks and their
associated expected cost.
Traversing Top-Down
Managers proceed top-down using their corporate knowledge when assigning
weights for the relative importance of each node. For example, production
planning may be considered more important than IT management or process
optimization. During the top-down traversal, managers assign weights to all
descendant nodes in relative importance to each other by using Value Benefit
Analysis (VBA), which is a common scoring model [Bernroider and Koch,
1999]. The goal of the pairwise comparison method is to create a rank table
among the children for each node.
Traversing Bottom-up
Subsequently, domain experts traverse the tree bottom-up and give each
node a score for an expected improvement or occurring risk. They start by
analyzing all leaves of the tree and assigning each leaf a score. The score
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denotes the impact of RFID on this particular aspect. We use a standard
equidistant scale for the scores. After completing all scores for the leaves, we
use the ranking data (the relative importance) created by the management.
We calculate a weighted average score for each leaf. Then we assess the
final score of the analyzed investment by recursively calculating the scores
bottom-up; i.e., for all interior nodes we multiply each child node’s score
with its relative importance, add the scores of all children, and pass the total
score to the parent.
I calculate the overall score for the planed RFID rollout by traversing
the tree both ways. An analogous approach can be used to evaluate possible
alternatives, such as bar-code-based solutions. Hereby it is irrelevant whether
the competing technology is already in use. If the competing technology is
bar code, then the tree can be used as it is. If the RFID rollout should be
compared with some other technology, like OCR, the tree would need to be
adjusted accordingly.
After having evaluated competing alternatives from the perspective of
non-quantifiable costs and benefits, evaluation results need to be integrated
with the results from the monetary evaluation. This combined assessment
then serves as the basis for the final investment decision.
6.4 How to Combine Tangible and Intangible
Costs and Benefits
Integrating monetary and non-monetary assessments has always been a chal-
lenging task, due to the heterogeneity of decision-relevant factors, as well as
the diversity of possible investment scenarios. In general, it is hardly possi-
ble to use one type of approach for all types of investment [Andresen, 2001].
Therefore, we propose to apply different decision techniques, depending on
the investment’s main focus and motivation. The following investment types
– adapted from Lucas [1999] – can be distinguished in the manufacturing
domain:
1. Direct returns as the main investment focus: In the manufacturing do-
main, this is, for example, the case if RFID is implemented to accelerate
scan processes. In such a case, the financial assessment is the key to the
management’s investment decision. Out of several proposed solutions,
the one with the highest calculated return is selected. The intangible
assessment is secondary and mainly focuses on the assessment of risks,
which must not exceed risk limits predefined in the company’s policy.
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2. Indirect returns as the main investment focus: Here, the ROI is not
quantifiable reliably beforehand. Examples include the implementa-
tion of RFID in manufacturing to improve the data accuracy due to
more scanning points. This may help to analyze and streamline pro-
cesses more effectively, which could improve a company’s reputation
and trust versus its suppliers and customers. In this type of investment,
the management should allocate a budget for the envisaged implemen-
tation, look for implementations meeting these budget constraints, and
then select the implementation with the maximum non-quantifiable
evaluation score.
3. Strategic investments that open up new opportunities: As strategic
aspects are of utmost relevance, the key factor for the investment deci-
sion is the strategy score determined in the non-monetary assessment
(see Figure 6.2). Preferably, the alternative with the best score is se-
lected, as long as the investment meets budgetary constraints and the
risks identified are deemed as manageable. If alternative solutions have
significantly different risk scores, the management is advised to do a
trade-off analysis between strategic impact and risk.
4. Transformational RFID investments: These are RFID investments that
facilitate a complete reorganization of manufacturing processes. In such
investments, all tangible and intangible parameters may be relevant. As
a result, the management needs to define minimum thresholds for all
criteria. In the first step, all investment alternatives not meeting the
thresholds are discarded from further evaluation. For the assessment of
the remaining solutions, decision makers may use a modified balanced
scorecard approach combining the financial perspective, the operational
perspective, the strategic perspective and the risks perspective.
5. RFID as unique solution to implement a functionality: In manufac-
turing, RFID is often the only possible solution to achieve a certain
functionality (e.g., to identify products reliably in dirty environments,
or in environments where a line of sight cannot be achieved). Here, the
key issue is how much the management is willing to pay for the RFID-
enabled functionality. Therefore, in the first step, the management
defines target costs not to be exceeded. In the second step, all RFID
implementations meeting the defined thresholds are assessed from a
non-monetary perspective. Finally, the management performs a trade-
off analysis between the remaining solutions’ intangible scores and their
calculated financial returns.
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6. Mandatory RFID investments: required by law or contracts, e.g., if
suppliers have to meet contractual requirements of the OEM. If the in-
vestment is mandatory, non-quantifiable aspects play a secondary role
(as the investment is required anyway) and the focus of managers will
be on cost reduction. In terms of the non-monetary aspects, managers
will primarily look at the risks of the proposed solution and make sure
that these do not exceed predefined, critical values. Out of the solu-
tions that meet non-quantifiable risk requirements, the cheapest one is
selected, unless very large differences in the non-monetary score have
been determined.
In combination with the evaluation methods presented before, these
guidelines offer decision makers a basis for a comprehensive RFID invest-
ment analysis in the manufacturing domain.
6.5 Conclusion
Building upon experiences from the case studies in Chapter 2, we outline
the most crucial tangible and intangible risks and benefits for RFID in man-
ufacturing. Moreover, we present an assessment scheme for tangible and
intangible aspects, using value benefit analysis. The goal of our work was to
develop a guideline for RFID assessments that can be applied by managers
and experts in the field without lengthy training and within a reasonable
time frame.
Note, however, that it is “not possible to cost the total impact of an
IT project” [Costello et al., 2007]. This means that investment appraisal
techniques alone are unsuitable for assessing IT investments reliably [see
criticism by Millis and Mercken, 2004]. Nevertheless, these methods are
frequently used by managers, as a survey by Bernroider and Koch [1999]
revealed.
In their survey 70.6% of all decision makers used static investment ap-
praisal techniques which do not even take into consideration the time value
of money. More suitable multidimensional evaluation approaches, however,
were only used in 28.5% of all cases. These figures indicate that managers are
reluctant to use complex decision models and prefer simple assessment meth-
ods. Managers want models that are clear, efficient, and simple – and they
strive for security, avoiding risky investments with insecure returns. Unfor-
tunately, however, some investment decisions cannot be performed rationally
using just simple models.
With our decision model for RFID rollouts in manufacturing we address
these four desires – clarity, efficiency, simplicity, and security. We do so
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by presenting a holistic evaluation approach that takes into account both
quantifiable (tangible, monetary) and non-quantifiable aspects of the invest-
ment. Our aim is to provide managers with means to estimate the benefits
of RFID when making rollout decisions. We thus address the main obstacle
that leads to decisions against RFID, viz., the inability to foresee concrete
benefits [Schmitt and Michahelles, 2008].
The guidelines that we have developed meet clarity, efficiency and sim-
plicity criteria. However, it is not possible to meet the reliability criterion
as of now. This is not a drawback of our guidelines but inherent in the un-
derlying investment decision problem. Little available experience with the
technologies and related organizational solutions, as well as the heterogeneity
of application scenarios, make a reliable assessment of tangible and intangible
risks and benefits impossible.
However, by guiding managers and experts through the decision process,
our approach assures that most important aspects will be reflected in the
decision taken, thus reducing the remaining degree of uncertainty. In the
future, when more experience with RFID applications in manufacturing be-
comes available, the remaining uncertainties may be reduced further, thus







































































































































































































































































































































































































































































































































































in the Automotive Supply
Chain
In addition to closed-loop applications, RFID technology can also be im-
plemented as an inter-organizational system (IOS) along the supply chain
to ensure real-time information sharing [Sharma et al., 2007]. However,
besides the intra-organizational challenges of applying RFID in production
processes – as described in the previous chapters – one can also observe an
inter-organizational reservation of embedding RFID in supply chains. For in-
stance, even though most OEMs and their suppliers are currently engaged in
RFID-related pilot projects, which involve both internal and IOS scenarios,
the technology has not yet made the decisive step from the meeting room
to real-life implementations. It is therefore valuable to understand which
factors influence RFID adoption in the automotive industry.
I conducted this work together with Hanna Krasnova and Lorenz Weser.
Lorenz Weser has conducted the ten interviews during his master thesis in
2007. The results of this chapter have been published in Krasnova et al.
[2008].
Building on existing inter-organizational system adoption models [e.g.,
Chwelos et al., 2001, Sharma et al., 2007] tailored to RFID specifics we iden-
tify important determinants of an RFID adoption decision. Our investigation
has an explorative nature and is based on ten interviews conducted with ex-
ecutives from the automotive industry (3 OEMs and 7 suppliers).
The next section provides an overview of existing research on the adoption
and diffusion of inter-organizational systems. Section 7.2 describes factors
which potentially play a role in RFID adoption decisions in the automotive
industry. In Section 7.3 we present our research method and the results of
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the conducted interviews. Section 7.4 concludes this chapter.
7.1 Related Work
Strassner and Fleisch [2003] consider the value of RFID applications to be
even higher if the technology is introduced in a collaborative manner. Similar
to Sharma et al. [2007], we view driving forces for adoption of RFID for
internal use to be a sub-group of factors relevant for RFID introduction in
an inter-organizational context.
In the past few decades, a large number of researchers have attempted
to identify the factors influencing IOS adoption. For instance, Iacovou et al.
[1995] have studied the impact of perceived benefits, organizational readi-
ness and external pressure on the electronic data interchange (EDI) adoption
among small firms.
Based on the work from Iacovou et al. [1995], Chwelos et al. [2001] have
empirically studied the impact of various factors on EDI adoption decisions.
They have shown that perceived benefits of the EDI, organizational readiness
factors (such as financial resources), IT sophistication and trading partner
readiness as well as the two external pressure factors competitive pressure and
enacted trading partner power, are significant determinants of EDI adoption.
Sharma et al. [2007] have applied the model from Chwelos et al. [2001]
to the RFID context and qualitatively assessed it. The study shows that
technology-related factors such as perceived benefits and costs as well as the
dominant partner pressure are the main determinants behind RFID adop-
tion. Additionally, Whitaker et al. [2007] provide empirical evidence that IT
integration and firm size are significant determinants of RFID adoption.
There also exist studies which specifically explore RFID adoption deci-
sions in the automotive industry [e.g., Schmitt et al., 2007, Fleisch et al.,
2004, Strassner, 2005]. For example, Schmitt et al. [2007] have singled out
technological factors, such as compatibility, costs, complexity of the technol-
ogy and its implementation as well as top-management (TM) support, as
relevant RFID adoption drivers for the automotive industry.
Most of these studies are either technology-centric or mainly concentrate
on internal RFID application scenarios. However, Strassner [2005] provides
a comprehensive analysis of RFID potentials in the automotive industry in
the collaborative context. We build on his study and explore RFID adoption
dynamics in the supply chain of the automotive industry through the lens of
a technology adoption model in the B2B context. Thereby we take a broader










• Technology Uncertainty (-)
External Environment Factors
• Standards Uncertainty (-)
Organizational Readiness
Factors
• Financial Readiness (+)
• IS Infrastructure (+)




• Pressure from Powerful Partner*  
(+)
• Competitive Pressure (+)
• Industry & Regulatory Pressure
(+)
*applies only for suppliers
Figure 7.1: Exploratory RFID adoption model based on Sharma et al. [2007].
7.2 Toward an RFID Adoption Model in the
Automotive Industry
In order to structure and subsequently analyze the conducted interviews,
we take the model of Sharma et al. [2007] and adjust it for the automotive
industry. Sharma et al. [2007] have classified the potential adoption drivers
along four dimensions: technology-related, organizational readiness, external
environment, and inter-organizational pressure factors.
I adjust potentially relevant factors for each dimension, as shown in Figure
7.1 and describe each factor in the following.
7.2.1 Technology-Related Factors
I see perceived benefits and technology uncertainty as important technology-




Perceived benefits were consistently found to have a significant positive effect
on the intention to adopt IOS technology [e.g., Chwelos et al., 2001, Iacovou
et al., 1995, Premkumar and Ramamurthy, 1995]. For the purposes of our
study we differentiate between automation, information and strategic benefits
of RFID. Automation benefits arise when efficiency gains or cost savings
(i.e., labor costs) are achieved resulting from automation of previously non-
automated processes.
Information value can be created through improved transparency of pro-
cesses in the enterprise and along the supply chain, e.g., improved inventory
visibility. Strategic benefits result from a potential first-mover advantage as
well as innovation-leader acknowledgment. For example, an original equip-
ment manufacturer (OEM) might aspire to the innovator image, similar to
METRO AG in the retailing industry.
Technology Uncertainty
Schmitt et al. [2007] single out technology uncertainty factors, such as com-
patibility and complexity as relevant impediments of RFID adoption in the
automotive industry. Due to the characteristics of RF signals the readability
of RFID tags depends on the environment [Finkenzeller, 2003]. Consequently,
all RFID applications need to be sorely tested and the downstream software
system – capturing the data – may need to be adjusted to deal with incom-
plete or false data.
7.2.2 Organizational Readiness Factors
Organizational readiness factors encompass, but are not limited to, financial
readiness, information systems (IS) infrastructure as well as the support of
the top management. We discuss all three factors in the following.
Financial Readiness
Financial readiness has consistently been found to be positively linked to the
intent to adopt IOS [e.g., Chwelos et al., 2001] and implies having enough
resources to pay for the technology. Financial readiness is especially crucial
for suppliers, because they have to bear the costs of necessary changes in
the infrastructure, the production process, and the RFID hardware costs,
see Chapter 6. The suppliers’ financial readiness can be supported through
appropriate cost-benefit-sharing schemes with OEMs [Strassner and Fleisch,
2003, Iacovou et al., 1995]. OEM’s investment is limited to installing a reader
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infrastructure and having RFID integration costs [Strassner and Fleisch,
2003].
Information Systems Infrastructure
[Sharma et al., 2007, p.7] define information systems infrastructure readiness
as "firm possessing appropriate technology infrastructure, people and exper-
tise to support easy adoption”. An advanced IT infrastructure has been
consistently found to be a significant positive determinant of IOS adoption
[e.g., Chwelos et al., 2001, Premkumar and Ramamurthy, 1995].
Top-Management Support
Introduction of RFID is associated with significant financial investments and
costly process changes and therefore can be a strategic decision requiring
top-management support. We consistently found top-management support
to be a significant positive determinant of IOS adoption [e.g., Premkumar
and Ramamurthy, 1995].
7.2.3 External Environment Factors
Sharma et al. [2007] have additionally pointed out RFID-specific external
environment factors such as standards convergence and privacy concerns.
Whereas privacy discussion mainly concerns daily consumer goods [e.g.,
Rothensee. and Spiekermann, 2008], RFID standards convergence is an
intensively debated issue in the automotive industry. Standards uncertainty
(data on tag vs. data on network) can be an impediment of RFID adoption.
7.2.4 Inter-Organizational Pressure Factors
According to Sharma et al. [2007], RFID-related external pressure can take
the following forms: competitive pressure, pressure from powerful partners
or industry organizations. All three pressure factors are discussed in the
following.
Competitive Pressure
Competitive pressure in the automotive industry can take two appearances.
On the one hand, sheer competition intensity at both OEM and suppliers’
levels can induce organizations to adopt RFID to gain competitive edge. On
the other hand, competitive pressure can manifest itself in the organizational
desire not to be left behind if the rest of the industry adopts the technology
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[e.g., Premkumar and Ramamurthy, 1995, Chwelos et al., 2001] have shown
that competitive pressure is a relevant factor of EDI adoption. On the con-
trary, Sharma et al. [2007] have not found any evidence that RFID adoption
is driven by the competitive pressure.
Pressure from Powerful Partners
Pressure from powerful partners can be an important determinant of RFID
adoption for the suppliers, who often perceive net benefits of the technol-
ogy as negative. Hart and Saunders [1997] differentiate between persuasive
and coercive approaches to power exercise. A persuasive approach can, for
example, take the form of information exchange and recommendations with
the aim to change the perception of the supplier towards RFID [Frazier and
Summers, 1984]. Furthermore, coercive approaches focus on punishment and
threats. Whether and which type of influence strategy is exercised depends
on the type of relationship between partners.
Hart and Saunders [1997] state that coercive power is often applied in sit-
uations when suppliers can be exchanged easily. For example, upstream the
automotive supply chain, producers of low-cost spare parts can be exchanged
without difficulty due to low sophistication of their products. However, not
all suppliers can be replaced in such an easy manner.
Due to increasing outsourcing trends and therefore growing reliance of
OEMs on supplier’s expertise, successful collaboration and coordination be-
comes the key to market success [Kalmbach and Kleinhans, 2004]. Supplier’s
expertise (expert power) is becoming the most important determinant of their
bargaining position against OEMs. [Crook and Combs, 2006, p. 547] even
suggest “that stronger firms forbear [from the] use of bargaining power when
exercising it [...] would threaten the chain’s ability to coordinate”. Thus,
when a relationship with a particular supplier is important for the OEM,
persuasive sources of power will be preferred [Frazier and Summers, 1984].
Industry and Regulatory Pressure
This type of pressure manifests itself in certain regulations which promote
technology use. For example, the US TREAD Act obligates OEMs to assure
transparency of the production processes. Such regulations can facilitate
RFID adoption along automotive supply chains.
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7.3 Method and Results
Taking into account the early stage of RFID adoption, we choose an explo-
rative approach to fulfill the aim of our study. We conduct ten interviews:
three with OEMs and seven with suppliers at different tiers. We interview
high-level executives with relevant RFID and supply chain management ex-
pertise. All interviews were conducted in Germany between September and
November 2007, either personally or by telephone. Each interview took be-
tween 18 and 93 minutes.
Despite a commonly low sample size and resulting lack of generalizability,
research interviews are a widespread instrument of qualitative research. We
adopt this method because of the explorative nature of the subject. Moreover,
due to the personal nature of interviews as opposed to surveys, we are able
to collect opinions and impressions rather than just clear facts.
We structure the interviews along the lines of the model described above.
We ask the participants about their current RFID experiences, RFID benefits
in internal and IOS applications, as well as the main factors of their RFID
adoption decision. The analysis of the interviews allows the above-suggested
RFID adoption model to be modified, as shown in Figure 7.2.
All excerpts from the interviews are translated from German into English.
In the following we first describe each participant and then discuss each
factor from OEMs’ and suppliers’ viewpoints. Tables 7.1 and 7.2 provide
an extracted summary of the interviews. In Table 7.1 we depict the RFID
standing of the company: whether they have RFID pilots or also real-life
implementations. Moreover, one can see on what their adoption decision
mainly and secondarily depends on, and why they intended to adopt RFID.
OEM 1’s position to the suppliers is that they first want to the suppliers to
voluntarily participate in pilots; using their persuasive power. Later coercion
may also be possible. OEM 1 thinks that RFID is beneficial for both sides;
seeing cost-benefit sharing as a possible opportunity. Here the competitive
pressure on suppliers supersedes OEM’s coercive power. Additionally, this
OEM sees that the supplier might be negatively impacted if EPC becomes a
standard.
OEM 2 thinks that RFID is beneficial for both sides. He does not intend
to apply cost-benefit-sharing models for the long-term. OEM 3 also shares
the opinion that RFID is beneficial for both sides. Furthermore, he thinks
that the main driver for the suppliers is competitive pressure.
Supplier 1 belongs to the first tier: systems integration. He develops elec-
tronics and entertainment systems. Supplier 2 is a first- as well as second-tier
supplier: systems integration and developer. They produce car bodies and
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Figure 7.2: Exploratory RFID adoption model based on interview results.
safety systems. Therefore they belong to the developers in the second tier.
Supplier 4 is also a second-tier supplier, developing interior air-conditioning
systems. Supplier 5 and 6 are both in the first tier: 5 produces tires, and 6
car bodies and chassis frames. Supplier 6 does not belong to the second tier;
his customers are only OEMs. Supplier 7 is a first- and third-tier supplier,
having as customers both the OEMs and second-tier suppliers. He produces
components for engines, transmissions, and power trains.
7.3.1 Technology-related Factors
The interviews show that both previously discussed technology-related fac-
tors – technology uncertainty and perceived benefits – are relevant. Neverthe-
less, the strategic value from the perceived benefits only applies to suppliers.
We discuss perceived benefits for OEMs and suppliers separately.
Perceived Benefits for Original Equipment Manufacturers
All OEMs in the sample pointed out benefits of RFID as the most important
adoption driver. All respondents were asked to rank automation (A), infor-
183
mation (I) and strategic (S) benefits of RFID. All OEMs ranked automation
benefits higher than information benefits. OEMs see most automation bene-
fits in the process optimization through time and labor cost reductions: “Bar
codes had to be placed under a bar code scanner, and there were workers who
managed the check-out gate [...]. We reduced costs by cutting down almost
ten workers [through RFID]”.
Nevertheless, information benefits which RFID can provide along the sup-
ply chain are also in the focus of the OEMs. Information value was stressed
in the context of traceability and process documentation: “Again and again
it happens that suppliers say they don’t have our containers any more. But
according to our calculations, there should be enough(...)” or: “Our vision
is: when the car is completely assembled, to see at an electronic glance that
all parts in the car are appropriate”.
Being an “innovation leader” was not the main motivation for the OEMs:
“RFID has never been an end in itself”. This is despite the fact that OEMs
recognize that RFID can potentially cut costs and improve their competitive
position.
Perceived Benefits for Suppliers
All OEMs implied that RFID can bring mutual benefits to them as well as
their suppliers: “Normally, the reasons for “lost” containers can be found
at both sides; looking for them costs time, resources, and a lot of money”.
However, most of the suppliers in our interviews evaluated RFID benefits
to be too low or absent, especially compared to the costs: “We don’t see
any radical advantages, so that the investments into hardware and software
implementation are worth it”.
Despite their importance for the financial plausibility of the investment,
only suppliers 3, 5 and 6, who had a relatively strong market position, recog-
nized that perceived benefits would be the most important criteria in their
adoption decision. Interestingly, when asked to rank specific RFID benefits,
three out of five suppliers placed automation before information benefits.
This result is unexpected, because automation benefits are usually derived
in internal applications. Conversely they all reported having a low internal
value from RFID. Informational benefits of RFID were seen in the area of
process documentation and traceability: “Our customer demands that we are
able to relate which component is placed into which module”.
Some suppliers saw RFID introduction as a strategic investment into their
relationship with the OEM. Suppliers who adopt RFID can potentially be
evaluated as more trustworthy by the OEM and therefore can hope for more
cooperation: “There is more trust in collaboration with those suppliers who
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already use RFID. Others have to prove that they are able to fulfill our [the
OEM’s] requirements”. Similarly, mutual investment into RFID infrastruc-
ture might create higher switching costs for the OEM and therefore bind it:
“RFID represents strategic value when one cooperates better with the OEM,
for example when both invest into hardware, which can be seen as a specific
investment.”
Technology Uncertainty
RFID adoption is still hindered by physical problems in some areas: “The
question is how exact the tag stability and readability is. If we cannot assure
it, we won’t do it”. Similarly, one OEM recognized: “At the moment, we
are in a learning phase. We are running the first RFID projects to see if
it makes sense to continue with this technology. Actually we want to know
if the technology is even mature”. Two suppliers could also predict possible
readability issues.
7.3.2 Organizational Readiness Factors
We have evaluated that for OEMs organizational readiness factors do not
play an important role. However, suppliers mentioned financial readiness as
an important factor for RFID adoption. Many of them see no benefits in
RFID but have to finance it. Interestingly only some low- and moderately
dependent suppliers (3, 5 and 6) explicitly mentioned high costs of RFID
introduction. To alleviate the problem of high investments, many suppliers
expect the OEM to partly share the costs of RFID introduction. This is
independent of their OEM’s dependency: “If OEM says, we want you to
introduce RFID, we will do so. But we will then negotiate price with them.
At the end it is their requirement”.
Although OEMs generally agree to support their suppliers during pilots,
their support will diminish or stop after the pilot phase ends: “If we want
to use RFID permanently after the pilot phase and we would have to provide
all suppliers with the hardware [...] then all cost savings will be gone”.
7.3.3 External Environment Factors
Based on the literature review we have identified uncertainty about standards
as an external environment factor. The interviews have shown that OEMs
are indeed negatively influenced by standards uncertainty. Their absence
is an obvious impediment of RFID introduction: “When we later adopt the
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new standards [...], we would be confronted with huge IT problems [in our
company]”.
Additionally, expected dependency on EPCglobal emerged as an impedi-
ment of RFID adoption. EPC dependency risks represent a two-sided prob-
lem. Some OEMs do not want to depend on EPC: “I want cryptography on
the tag that allows me to identify if the parts inside the car are original. I
don’t want to use any IT infrastructure [...]”.
Furthermore, adoption of EPC standard might result in extra costs for
suppliers who have to buy identification number area from EPCglobal. This
can become a significant financial burden for small suppliers: “The identifi-
cation number area will impact suppliers considerably”.
7.3.4 Inter-Organizational Pressure Factors
The interviews show that industry and regulatory pressure factors have no
significant relevance. However, pressure from powerful partners and compet-
itive pressure do play a role.
Pressure from Powerful Partner
This is a decisive factor of RFID introduction for OEM-dependent suppliers
(1, 2). They feel that they have no choice but to adopt RFID, if the OEM
demands it: “If OEM demands RFID introduction, we will for sure do so”.
Suppliers (3, 4, 5) with a better bargaining position saw estimated bene-
fits of RFID as an important factor in their decision to adopt. Even so, these
suppliers acknowledged that their OEMs still remain their customer. Thus,
his wishes are to be respected: “If for example an OEM sends a request re-
garding RFID, then we have a different situation”. Suppliers in this category
expected the OEM to share upcoming RFID-related costs with them: “If
OEMs say: we would like you to introduce RFID – no bar code any more –
then it will be done. [...] but we can conduct price negotiations. At the end
of the day it is their requirement and it has its costs”.
Suppliers in the third category (6, 7) viewed themselves as an equal part-
ner with their OEM either due to their size or unique expert power. These
suppliers were mainly guided by estimated benefits and competitive pressure
in their decision to introduce RFID. For example, supplier 6 mentioned that
they “would invest into RFID introduction and process re-engineering once
OEMs show RFID benefits to them”.
Despite differences in the dependency structure between interviewed sup-
pliers, most of them expected the OEM to adopt a persuasive approach first:
“Such things are medium-term and long-term strategies. As a rule they are
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clearly communicated, so that one can prepare oneself for the new business
model”. Only supplier 1 did not have illusions regarding its role in the RFID
adoption process. Answering the question of whether an “OEM is likely to
recommend RFID adoption kindly!”, he answered: “I have never experienced
it in this form. There are clear requirements, which state that this and that
information should be placed at the deliverables. And we simply have to fulfill
it. There is no other alternative”.
The OEMs were also asked how they plan to enforce RFID adoption at
their suppliers. Being in the pilot phase now OEMs are trying to win the
suppliers on their side by using persuasive influences: “We have to persuade
our colleagues in the motor-producing factories that they will also have value
added [from RFID]. [...] Gradually we can win more suppliers by showing
the savings that can be achieved along the supply chain”.
Coercive power is not applied at the moment: “We try to win the suppliers
[...]. At the moment we don’t coerce them to adopt RFID”. Once the value
of RFID has been proved in the pilot projects, OEMs are likely to request
RFID for the next contract: “Once we persuade ourselves that RFID makes
sense and offers a lot of benefits for all, but we have partners who are not
on the same line, then we will say: we demand this”. Most OEMs confirmed
that if, in this case, their demands are not met, they are likely to change the
supplier for the next contract.
Competitive Pressure
Competitive pressure was an important factor for OEMs and as well as sup-
pliers. Throughout the interviews OEMs recognized high cost pressure in-
dicating intensive competition. One OEM stated that competitive pressure
will be the main factor for suppliers to adopt RFID so that no coercive in-
fluence is necessary: “the pressure is already so high that people start to go
in this direction by themselves [...] without the need to use the “brutal brute
force” [coercive power]”. This potential rotation threat also translates into
competitive pressure for the suppliers: "Since most suppliers know quite well
that RFID will come sooner or later, they are currently preparing themselves,
so that they do not fall behind the competition”.
Supplier 7 saw no internal benefits of RFID. Nevertheless, he will be ready
to introduce it due to competitive pressure: “When one of our customers asks
for RFID, it is a signal for us that the trend is going in this direction. As




In this chapter we analyzed RFID adoption dynamics in the automotive in-
dustry. We show that perceived benefits, technology uncertainty, pressure
from a powerful partner as well as competitive pressure play an important
role in RFID diffusion in the automotive industry. Moreover, dependency
on the organization for defining RFID standards – EPCglobal – emerged
as an additional determinant of RFID adoption decision. For OEMs stan-
dards uncertainty is an industry-wide impediment. Financial readiness of the
suppliers was mentioned mainly in relation to cost-benefit-sharing schemes.
Other determinants, such as top-management support, were mentioned only
sporadically.
In our interviews we found that OEMs consider competitive pressure as a
self-enforcing mechanism for RFID diffusion at suppliers. This will make the
exercise of coercive power by OEMs redundant. Being primarily motivated
by perceived benefits OEMs persuade suppliers to find meaningful RFID
applications at their site.
However, only two suppliers with a relatively strong market position rec-
ognized that perceived benefits would be a key determinant in their decision
to adopt RFID. Some suppliers consider pressure from the OEM as the key
adoption determinant, independent of their RFID benefits. Moreover, once
OEMs fully recognize the usefulness of RFID in collaborative scenarios, they
will demand it coercively. But until now they prefer to use persuasive power.
Finally, cooperation in common RFID projects creates more trust between
partners and increases the supplier’s chances of gaining future contracts.
From our study we see the following implications for an RFID adoption
in the automotive industry. The use of a coercive approach could be redun-
dant because of the market-driven RFID adoption among many suppliers.
This is also the reason why OEMs could promote their RFID activities more
openly and already integrate suppliers at early stages. Furthermore, sup-
pliers should adopt a more global view when considering RFID adoption.
Suppliers implementing RFID now can gain an early-mover competitive ad-
vantage by developing higher trust in their relationship with the OEM as
well as accumulating unique expertise in this area.
Our study furthermore shows that RFID adoption can be accelerated and
further enhanced by cost-benefit-sharing arrangements, such as, for example,
cross payments or non-monetary compensation. This is not contingent upon
the level of supplier dependency. However, the forms which these arrange-
ments should take is subject to further research.
Summing up, our key findings are that the use of a coercive approach by
the OEM could be redundant because of the market-driven RFID adoption
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among many suppliers. Furthermore, suppliers implementing RFID can now
gain an early-mover competitive advantage by developing higher trust in their







































































































































































































































































































































































































































































































































































































































































































































































This thesis evaluates the use of RFID in the manufacturing industry. Based
on case studies we analyze seven use cases for RFID. They occurred frequently
during our evaluation and are typically either a replacement of bar-code
technology or an application that can only be realized using RFID. These
RFID use cases are: accelerating scan processes, extending scan processes
for quality and efficiency, extending scan processes for narrowing recalls,
reducing paper-based data management, automating asset tracking, reducing
back-end interactions, and unifying labels.
However, despite all the potential benefits these use cases promise, RFID
technology is not yet widely adopted in intra-enterprise applications. This is
because manufacturers face various challenges when embedding RFID into
shop-floor processes. This includes physical hindrances on the shop floor as
well as software issues, and the difficulty to evaluate quantifiable and non-
quantifiable costs and benefits of RFID investments beforehand.
Hostile physical conditions on the shop floor or the presence of metal can
be solved using appropriate hardware. Concerning software issues, compa-
nies need to integrate RFID into their existing IT infrastructures. Only a
tight integration with existing ERP and MES facilitates that RFID leads
to concrete and local productivity improvements. Integrating RFID data
into IT-enabled business processes results in a more precise match of the
shop floor with the companies’ IT processes. This leads to more visibil-
ity about production processes; permitting faster adaptations to production
variations. Additionally, the software has to be robust and scalable for han-
dling the processing of RFID data streams. Thus, besides the evaluation of
RFID use cases, another contribution of this thesis is the identification of
RFID-specific constraints that IT infrastructures in manufacturing have to
provide. An additional contribution is to give guidelines for the construction
of IT infrastructures that satisfy these constraints.
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By conducting seven more case studies we evaluated that IT implementa-
tions following the ISA-S95 standard and most IT infrastructures in practice
differ. Most of the analyzed companies do not follow the ISA-S95 stan-
dard. Nevertheless, the seven case studies show that all infrastructures still
share common functionalities and software components. It was even possi-
ble to at least partially match their IT infrastructures to this standard. This
means that manufacturers share common parts in their IT infrastructure even
though their productions differ in diverse ways. This enabled us to generally
describe – along the well-defined ISA-S95 standard – common functionalities
which have to be implemented for an integration of RFID technology.
We evaluated how and where RFID-specific requirements should be de-
ployed in IT infrastructures specific to the manufacturing sector. Overall, the
design guidelines comprise which functional components the IT has to pro-
vide for RFID, which interfaces and interactions with external components
are needed, and which RFID-specific technologies have to be implemented.
Moreover, we developed guidance on how to decide where RFID data should
be integrated in the four layers of IT infrastructures.
Another impediment of RFID adoption is the lack of dedicated models for
evaluating costs and benefits of an RFID rollout. This concerns especially
the intangible, non-quantifiable aspects of such an investment. Therefore,
this thesis provides guidance for assessing both the quantifiable and the non-
quantifiable aspects of RFID in manufacturing.
The analysis is based upon experiences from the RFID case studies. The
thesis outlines the most crucial tangible and intangible risks and benefits. We
also present an assessment scheme to assess tangible and intangible aspects,
using value-benefit analysis. The approach assures that the most important
aspects will be reflected in the decision taken, thus reducing the remaining
degree of uncertainty.
Furthermore, the RFID use cases also reveal that manufactures’ motives
for an RFID adoption are operational uses within manufacturers’ enterprises.
Five out of the six evaluated companies would like to use this technology
mainly to improve processes and productivity on the shop floor. Motivations
to use RFID as a strategic enabler of data exchange between enterprises
along the supply chain were found much less frequently. However, this focus
on operational, intra-enterprise applications fails to exploit the full potential
of RFID technology.
A hindrance when considering RFID introduction in a supply chain is
that costs and benefits are not always correlated. Some participating com-
panies may incur considerable costs that outweigh the local benefits, and
vice versa. This can lead to a classical prisoner’s dilemma: It could well be
possible that an existing supply chain could benefit from introducing RFID
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technology. These gains, however, are never realized because some partici-
pants would need to incur costs that are not justifiable in comparison to their
local benefits. As a result, they decide – for completely rational reasons –
not to adopt the new technology.
Therefore, we also conducted ten semi-structured interviews with OEMs
and suppliers analyzing if and how this deadlock not to adopt RFID in supply
chains could be resolved.
We show that RFID adoption can be accelerated and further enhanced
by cost-benefit sharing arrangements, such as, for example, cross payments
or non-monetary compensation. This is not contingent upon the level of
supplier dependency. However, the forms these arrangements should take
are subject to further research.
Perceived benefits, technology uncertainty, pressure from a powerful part-
ner as well as competitive pressure play an important role in RFID diffusion
in the automotive industry. Moreover, dependency on the non-profit stan-
dardization EPCglobal emerged as an additional determinant of the RFID
adoption decision. For OEMs standards uncertainty is an industry-wide im-
pediment.
We could also observe that cooperation in common RFID projects cre-
ates more trust between partners and increases suppliers’ chances of gaining
future contracts from their OEMs. If OEMs more openly promoted their
RFID activities and communicated that they give RFID-interested suppli-
ers privilege treatment, suppliers would be more encouraged to talk about
their RFID motivations. OEMs and suppliers could then solve upcoming
hindrances collectively.
If manufacturers implement RFID now, they can gain an early-mover
competitive advantage by developing higher trust in their relationship with
the OEM as well as accumulating unique expertise in this area.
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Appendix – PLA: Table of
Primitive Requirements
Table 1: Generalized PR derived from other PRs
Requirements CV P. AIR CLU COO CAS CON PAC
RFID reading act. C/100%
√ √ √ √ √ √
manual reads P/ 33% X X X X
√ √
scheduled reads C/100%
√ √ √ √ √ √
triggered reads C/100%
√ √ √ √ √ √







√ √ √ √ √ √
semantic enrich. C/100%
√ √ √ √ √ √
stream corr. C/100%
√ √ √ √ √ √
adding data C/100%
√ √ √ √ √ √
data filtering C/100%
√ √ √ √ √ √
low pass C/100%











√ √ √ √ √ √
process control C/ 83%
√ √ √ √ √
X





√ √ √ √ √ √
aggregation C/100%
√ √ √ √ √ √





√ √ √ √ √ √














√ √ √ √ √ √
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List of Abbreviations
AIR Manufacturer of Airbags
ALE Application level events
API Application Programming Interface
ASN Advanced Shipping Notification
ATP Available-to-Promise
Auto-ID Automatic Identification Technology
B2B Business-to-Business
B2MML Business-to-Manufacturing Mark-up Language
B2C Business-to-Customer
BPP Business Process Platform
ECA Event Condition Action
CAS Manufacturer of Cast Parts
CEP Complex Event Processing
CIM Computer Integrated Manufacturing
CLU Manufacturer of Sliding Clutches
COO Manufacturer of Engine Cooling Modules
COM Component Object Model
CON Manufacturer of Connectors
DC Device Controllers
DCOM Distributed Component Object Model
DCS Distributed Control System
DNS Domain Name Service
ECA Event Condition Action rules
EDI Electronic Data Interchange
EPC Electronic Product Code
EPCIS EPC Information Services
ERP Enterprise Resource Planning
ETL Extract Transform Load
HF High Frequency






MES Manufacturing Execution System
MESA Manufacturing Enterprise Solutions Association
MM Materials Management
OCR Optical Character Recognition
OEM Original Equipment Manufacturer
OLE Object Linking and Embedding
ONS Object Name Service
OPC OLE for Production Control
OPC-UA OLE for Production Control - Unified Architecture
P2B Plant-to-Business
PAC Manufacturer of Packaging
PDC Production Data Collection
PLA Product Line Analysis
PLC Programmable Logic Controller
PML Physical Mark-up Language
RF Radio Frequency
RFID Radio Frequency Identification
ROI Return on Investment
SC Supply Chain
SCADA Supervisory Control and Data Acquisition
SOA Service-Oriented Architecture
TCO Total Cost of Ownership
TM Top Management
UHF Ultra High Frequency
VBA Value Benefit Analysis
VDI Verein Deutscher Ingenieure
WIP Work in Process
XML eXtensible Mark-up Language
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