Standard time-to-live (TTL) cache management prescribes the storage of entire files, or possibly fractions thereof, for a given amount of time after a request. As a generalization of this approach, this letter proposes the storage of a time-varying, diminishing, fraction of a requested file. Accordingly, the cache progressively evicts parts of the file over an interval of time following a request. The strategy, which is referred to as soft-TTL, is justified by the fact that traffic traces are often characterized by arrival processes that display a decreasing, but non-negligible, probability of observing a request as the time elapsed since the last request increases. An optimization-based analysis of soft-TTL is presented, demonstrating the important role played by the hazard function of the inter-arrival request process, which measures the likelihood of observing a request as a function of the time since the most recent request.
I. INTRODUCTION
C ACHING of popular files is a key enabling technology for content delivery networks and is finding applications also at the wireless edge (see [1] , [2] ). Conventionally, an entire file is stored in a cache when a previously uncached content is requested by some user. Furthermore, an increasingly popular approach for managing the cache memory prescribes that a file be retained in the cache for a fixed amount of time, known as Time-to-Live (TTL), which is generally to be optimized based on the statistics of the users' requests [3] . By properly adjusting the parameters in a TTL cache, it has been shown that TTL caching can mimic the behavior of traditional caching mechanisms such as Least Recently Used (LRU) and Least Frequently Used (LFU) [4] .
In contrast to the classical design of caching entire files, it is well understood that there are potential advantages to be accrued by storing only fractions of popular files: (i) Users may only consume part of the content, e.g., watch only the first few minutes of a movie [1] , [5] , [6] ; and (ii) In streaming applications, the cached fraction can be used to fill the buffers and immediately start playback, while the rest of the file is downloaded from the library [2] , [7] . Under these conditions, caching a fraction of a file helps freeing up space to store Fig. 1 . Soft-TTL via time-varying fractional caching: A file i requested a times τ i (n) for n = 1, 2, . . ., and a decreasing fraction of the file is stored in the cache for a subsequent interval of time. more files, hence sharing the benefits of caching across a larger range of popular contents.
In this letter, we generalize the idea of caching fractions of files by enabling the storage of a time-varying, diminishing, fraction of a requested file. This is illustrated in Fig. 1 , in which, upon receiving a request at times τ i (n) for n = 1, 2, . . ., a fraction of a previously uncached file i is stored, and the cache progressively evicts parts of the file over a subsequent interval of time. The approach, which we refer to as soft-TTL, can be seen as a generalization of the concept of TTL, whereby an entire file is cached for a given amount of time after a request, as well as of fractional-TTL, in which a fraction of a file is stored over some time interval following a request.
Soft-TTL is justified by the fact that traffic traces are often characterized by arrival processes that display a decreasing, but non-negligible, probability of observing a request as the time elapsed since the last request increases [8] , [9] . Extending the argument in favor of fractional caching, soft-TTL can potentially use the available cache memory more effectively by adapting to the traffic statistics even in the presence of late arrivals.
In this letter, we present an optimization-based analysis of soft-TTL by comparing it on an equal footing with conventional TTL and fractional TTL. We provide analytical results regarding the optimization of the mentioned caching policies given the traffic statistics. We specifically demonstrate the important role played by the hazard function of the inter-arrival request process, which measures the likelihood of observing a request as a function of the time elapsed since the last request [10, Ch. 2] . Numerical results show the advantages offered by the additional design degrees of freedom enabled by soft-TTL.
II. MODEL
We consider a standard set-up in which a collection of J popular files in a given content library are requested according to independent renewal processes. Each file i ∈ {1, . . . , J } has size s i in bits. As illustrated in Fig. 1 , let τ i (n) for n = 1, 2, . . . and i ∈ {1, . . . , J } denote the time of the n-th request for file i; and N i (t), for t ≥ 0, the number of corresponding requests up to time t. For notational convenience and without loss of generality, we assume that τ i (0) = 0. The time between two requests for the same file i has a cumulative distribution
We assume that function F i (t) is continuous, and use λ i = E[X i ] −1 to denote the request rate, where X i is a random variable distributed according to F i (t).
We consider a single cache that can store entire files or a fraction thereof. According to the principle of soft-TTL introduced in the previous section, the fraction of a file that is cached can change over time. Let μ i (t) denote the fraction of file i that is cached t seconds after its last request, i.e., after the N i (t)th request. Function μ i : [0, ∞) → [0, 1] is nonincreasing over time and is referred to as the caching policy for file i. The constraint that the caching policy is non-increasing follows from the fact that a cache can evict part of a file from its storage, but it cannot store more than it currently has until a request for the file occurs.
As seen in Fig. 1 , we specifically restrict our attention to caching policies that take at most a finite number of values. Furthermore, changes can only occur at equally spaced intervals of time equal to T for an overall amount of time equal to KT for some integer K. Accordingly, we consider caching policies μ i (t) that are given as
Broadly speaking, the aim of caching is to minimize the cost of serving requested files. In this letter, following a standard approach (see [3] ), we will formulate this task as the maximization of a utility function. To this end, for any file i, we define a utility function w i (μ) that measures the utility accrued if file i a requested at a time in which it is cached for a fraction μ. We assume that the functions w i : [0, 1] → [0, ∞) are strictly concave and increasing. This choice reflects the scenarios listed in Section I in which caching yields decreasing gains as a larger fraction of a file is stored. The long-term average utility for a given file i is hence given as the limit
We aim at maximizing the standard α-fair utility metric over all files [11] , which is defined as
where α = 1 is a fairness parameter. Note that, at the two extremes, setting α = 0 corresponds to maximizing the sum utility, while α → ∞ corresponds to the strictest criterion of max-min fairness. The utility (4) will be optimized over the caching policies μ i (t) under a long-term average cache capacity constraint, also considered in, e.g., [3] , which is given as
where C i is the long-term average cache occupancy of file i. As discussed in the next section, the general problem formulation described here subsumes as special cases the optimization of the conventional TTL and fractional-TTL methods.
To conclude this section, we define the following two key quantities
for k = 0, . . . , K − 1, as well as
III. PRELIMINARIES: TTL AND FRACTIONAL-TTL
In this section, we formulate optimization models that provide the utility-maximizing TTL and fractional-TTL policies. A fractional-TTL policy is obtained as a special case of the general strategy (2) by imposing that the same fraction ν i be cached for some TTL period LT defined by an integer 0 ≤ L ≤ K, i.e., by setting μ i,0 = μ i,1 = · · · = μ i,L = ν j and μ i,L+1 = μ i,L+2 = · · · = μ i,K = 0. The TTL policy further imposes the constraint that the cached fraction be equal to one, i.e., ν i = 1.
To proceed, we first establish the following general result on the utility W i and cache occupancy C i for each file i.
Lemma 1: For i = 1, . . . , J we have
with probability 1. Proof: For the utility (3), we can write
, where the equality holds with probability 1 by the fundamental theorem in renewal reward theory (see [12, Th. 3.6.1]). This is seen by identifying w i (u i (X i )) as the reward that is obtained if a request, i.e., a renewal, is observed after time X i from the previous. A similar argument applies for the cache occupancy C i in (5) . To this end, we interpret the quantity X i 0 μ i (s)ds as the reward obtained at the end of a renewal cycle.
To formulate the optimization of utility (4) under the cache capacity constraints in (5) for fractional TTL we introduce a binary variable θ i,k such that
The resulting optimization problem follows directly from Lemma 1 and is given as
where the optimization is over the variables
The problem above is a mixed-binary convex program that can be solved by modern optimization software such as Gurobi [13] . The corresponding problem for TTL is obtained by setting ν i = 1.
IV. SOFT-TTL
In this section, we tackle the general problem of optimizing the utility (4) under cache capacity constraints (5) for soft-TTL policies. We first demonstrate in Theorem 1 that the problem results in a convex optimization program. We then offer in Theorem 2 an interpretation of the optimal soft-TTL policy in terms of the hazard function of the request processes.
Theorem 1: The problem of optimizing the utility (4) under cache capacity constraints (5) for soft-TTL can be written as the following convex program
Proof: The theorem follows directly from Lemma 1 and basic properties of convex functions [14] .
Given the convexity of the problem (17), an optimal soft-TTL policy can be found with any general-purpose convex solver. To obtain further insights into the optimal soft-TTL policy and its relationship to fractional-TTL and TTL, we now consider the special case of the problem (17) with J = 1 file. With this simplification, the optimization can be handled in a manner similar to continuous nonlinear resource allocation problems as considered in [15] .
To elaborate on this point, for the rest of this section, we drop the index i since we consider J = 1 file, and we set λ 1 = s 1 = 1 without loss of generality. The following theorem details the optimal soft-TTL solution. An interpretation of the result is discussed after the theorem. We note that the extension to multiple files would follow by properly optimizing the partition of the cache across the different files, which generally requires numerical optimization.
Theorem 2: Assume that J = 1 and that the utility function w is differentiable, strictly concave, and increasing. For any γ ≥ 0, letμ k (γ) denote the solution 1 of the equality
and let
for k = 0, . . . , K , with μ * −1 (γ) = 1. Then, the optimal solution of problem (17) is obtained as μ * k (γ * ), for k = 1, . . . , K , where γ * is the solution of the equality
Proof: Since the utility function w is increasing and we have F k ≥ 0 and A k ≥ 0, we can rewrite the optimization problem of Theorem 1 as
with μ −1 = 1. In addition we introduce dual variables γ, φ k and θ k for constraints (24), (25) and (26), respectively. We observe that, for any value of the dual variable γ, we can construct an optimal solution by starting from k = 0 and by considering k = 1, 2, . . . consecutively. In fact, for each k, the structure of the problem equals that of [15, Sec. 1] and values for μ k , φ k and θ k follow accordingly. Furthermore, since there is a single capacity constraint (24), also the value of γ can be obtained as in [15] .
As detailed in Theorem 2, the optimal soft-TTL policy satisfies the condition
where F(t) ) is the hazard function of the inter-arrival request process, with the prime notation denoting a derivative. The approximate equality in (27) follows by considering the continuous limit T → 0. The hazard function h(t) measures the probability of observing the next request after t seconds since the most recent request. Using (27), and recalling that the derivative w of the concave utility function is non-increasing, we can draw the following conclusions under the typical assumption of a non-increasing hazard function. First, if the hazard function decreases very quickly, and hence we have clustered or bursty arrivals, then only the fraction μ 1 is non-zero and TTL is optimal. At the other 1 For completeness, if γ A k F k is above (or below) the range of values for w , then the quantityμ k (γ) should be set to 0 (or 1). extreme, if the hazard function is constant and hence we have a memoryless arrival process, it is generally optimal to cache a constant fraction of the file and fractional TTL is optimal. In the general intermediate case, soft-TTL is required to obtain the optimal performance.
V. NUMERICAL RESULTS
In this section, we present numerical results assuming Weibull distributed inter-arrival times X i (see [10] ). The Weibull distribution has a shape parameter a i and a scale parameter b i , where the latter can be found as a function of the arrival rate as b i = (λ i Γ(1 + a −1 i )) −1 , where Γ(·) is the Gamma function. The shape parameter determines the hazard function h i (t) = b −a i i a i t a i −1 , which is a decreasing function of t for a i < 1 and is constant for a i = 1. Values of a i larger than 1 are not considered, since they yield increasing hazard functions. We consider the same strictly concave utility function w i (μ) = √ μ and a i = a for all files. Unless stated otherwise, we set J = 3 files; the size of all files to be normalized to s i = 1; the arrival rates to be equal to λ i = 1; the sum-utility obtained with α = 0; and the cache capacity constraint to be set to C = 1.5. Furthermore, caching policies (2) are optimized with the parameters K = 100 and T = 0.03. We first illustrate the optimal policies for TTL, fractional-TTL, and soft-TTL when setting a = 0.7 in Fig. 2 . This value of a corresponds to a decreasing hazard function with a nonnegligible tail. The solution is shown for one of the files given that, by symmetry, the policies for all files were seen to be the equal. The optimal soft-TTL solution is seen to differ from both TTL and fractional-TTL, and it prescribes a decreasing fraction of cached files over time.
In Fig. 3 , we show the sum-utility of the three schemes as a function of the shape parameter a. Confirming the insights from the analysis in the previous section, we observe that, when a is very small, and hence the arrivals are clustered, or bursty, TTL is optimal. At the opposite end, when a = 1 and the inter-arrival processes are memoryless, fractional TTL is optimal and it offers a significant gain over TTL. Finally, for intermediate values of a, soft-TTL is to be preferred, since it provides important gains over both TTL and fractional-TTL. Note, that the influence of a on TTL is studied in [16] .
Finally, in Table I we demonstrate the impact of the fairness parameter α for the case of unequal arrivals. In particular, we set the arrival rates for the three files as λ 1 = 1, λ 2 = 2 and λ 3 = 3, and the other parameters as above. The table provides the optimal values of the utility functions W 1 and W 3 for the three policies. Beside the proportionality of the utilities in (8) to λ i , we observe that, as the fairness parameter α grows larger, soft-TTL enables a large utility W 1 of the lower-rate file to be obtained, while also maintaining reasonably high utility W 3 of the higher-rate file, whereas fractional-TTL does so at the cost of largely reduced W 3 .
