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Abstract
Let O∗ denote the C∗-algebra defined by the direct sum of Cuntz algebras {On: 1 n < ∞} where we
writeO1 as C for convenience. We introduce a non-degenerate ∗-homomorphism Δϕ fromO∗ toO∗ ⊗O∗
which satisfies the coassociativity, and a ∗-homomorphism ε from O∗ to C such that (ε ⊗ id) ◦Δϕ ∼= id ∼=
(id ⊗ ε) ◦Δϕ . Furthermore we show the following:
(i) For the smallest unitization O˜∗ ofO∗, there exists a unital extension (Δˆϕ, ε˜) of the pair (Δϕ, ε) on O˜∗
such that (O˜∗, Δˆϕ) is a unital bialgebra with the unital counit ε˜.
(ii) The pair (O∗,Δϕ) satisfies the cancellation law.
(iii) There exists a unital ∗-homomorphism Γϕ fromO∞ to the multiplier algebra M(O∞ ⊗O∗) ofO∞ ⊗
O∗ such that (Γϕ ⊗ id) ◦ Γϕ = (id ⊗Δϕ) ◦ Γϕ .
(iv) There is no antipode for O˜∗.
(v) There exists a unique Haar state on O˜∗.
(vi) For a certain one-parameter bialgebra automorphism group of O˜∗, there exists a KMS state on O˜∗.
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We have studied the representation theory of C∗-algebras. The study of representations of-
ten provides a new structure of algebras. In this paper, we give a concrete example of non-
cocommutative non-commutative C∗-bialgebra arising from a tensor product of representations
of a certain family of C∗-algebras. We start with the motivation of this study.
1.1. Motivation
We introduced a tensor product ⊗ϕ of representations of Cuntz algebras in [12]. We explain
this tensor product here. Let s(n)1 , . . . , s
(n)
n denote the canonical generators of the Cuntz alge-
bra On for 2 n <∞. Define the embedding ϕn,m of Onm into On ⊗Om by
ϕn,m
(
s
(nm)
m(i−1)+j
)≡ s(n)i ⊗ s(m)j (i = 1, . . . , n, j = 1, . . . ,m), (1.1)
where On ⊗ Om denotes the unique C∗-tensor product of Om and On. For the set ϕ ≡
{ϕn,m: n,m 2}, define the operation ⊗ϕ by
RepOn × RepOm  (π1,π2) 	→ π1 ⊗ϕ π2 ∈ RepOnm;
π1 ⊗ϕ π2 ≡ (π1 ⊗ π2) ◦ ϕn,m (1.2)
for each n,m 2 where RepOn denotes the class of unital ∗-representations ofOn and π1⊗π2 ∈
Rep(On ⊗Om). The operation ⊗ϕ is associative and distributive with respect to the direct sum
but not symmetric (Lemma 1.2 of [12]), that is,
(i) for any π1,π2,π3,
(π1 ⊗ϕ π2)⊗ϕ π3 = π1 ⊗ϕ (π2 ⊗ϕ π3),
(ii) for any π1,π2,π3,
π1 ⊗ϕ (π2 ⊕ π3)= π1 ⊗ϕ π2 ⊕ π1 ⊗ϕ π3,
(iii) there exist π1,π2 such that π1 ⊗ϕ π2 and π2 ⊗ϕ π1 are not unitarily equivalent.
From this, we regard ⊗ϕ as a non-symmetric tensor product. Since π1 ⊗ϕ π2 is a permutative
representation if both π1 and π2 are permutative representations (Theorem 1.5 of [12]), the de-
composition of this tensor product of cyclic permutative representations is unique up to unitary
equivalence. Therefore such decomposition formula makes sense and we obtained explicit de-
composition formulae (Theorem 1.6 of [12]).
On the other hand, for a given algebra A, there is no canonical way to define a tensor product
of representations as a correspondence between RepA × RepA and RepA. It is well known
that if A has a comultiplication Δ, then we can define the tensor product of representations of
A associated with Δ as follows (for example, see [11, Proposition XI.3.1]):
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Comultiplication Δ of A Tensor product ⊗′ of RepA
Δ :A →A⊗A π1 ⊗′ π2 ≡ (π1 ⊗ π2) ◦Δ
coassociativity of Δ associativity of ⊗′
Δ is non-cocommutative ⊗′ is non-symmetric
Δ is a homomorphism π1 ⊗′ π2 ∈ Hom(A,End(V1 ⊗ V2))
Therefore we inferred that there exists a bialgebra structure associated with the tensor prod-
uct ⊗ϕ . However, any comultiplication of a Cuntz algebra is unknown. If an algebra A has a
counit ε which is an algebra morphism, then the kernel of ε is a proper two-sided ideal of A.
From this, no simple algebra over a field k has a counit except A = k. In particular, no Cuntz
algebra does because On is simple for each n.
1.2. C∗-bialgebra
Our purpose is to find a bialgebra associated with the tensor product ⊗ϕ in (1.2). For this
aim, we prepare terminology about C∗-bialgebra. Well-known treatments of C∗-bialgebras are
given in the theory of quantum groups [9,13,16]. Although our concern is not quantum group,
we review the terminology here. For two C∗-algebras A and B , let Hom(A,B) denote the set of
all ∗-homomorphisms from A to B .
Definition 1.1. Assume that every tensor product ⊗ as below means the minimal C∗-tensor
product.
(i) A pair (A,Δ) is a C∗-bialgebra if A is a C∗-algebra and Δ ∈ Hom(A,M(A ⊗ A))
where M(A ⊗ A) denotes the multiplier algebra of A ⊗ A such that the linear span of
{Δ(a)(b ⊗ c): a, b, c ∈A} is norm dense in A⊗A and the following holds:
(Δ⊗ id) ◦Δ= (id ⊗Δ) ◦Δ. (1.3)
We call Δ the comultiplication of A.
(ii) A C∗-bialgebra (A,Δ) is unital if A is unital and Δ is unital.
(iii) A C∗-bialgebra (A,Δ) is counital if there exists ε ∈ Hom(A,C) such that
(ε ⊗ id) ◦Δ∼= id ∼= (id ⊗ ε) ◦Δ. (1.4)
We call ε the counit of A and write (A,Δ,ε) as the counital C∗-bialgebra (A,Δ) with the
counit ε.
(iv) A C∗-bialgebra (A,Δ) is proper if Δ(a)(I ⊗ b), (b ⊗ I )Δ(a) ∈ A ⊗ A for any a, b ∈ A
where I denotes the unit of the multiplier algebra M(A) of A.
(v) A C∗-bialgebra (A,Δ) is strictly proper if Δ(a) ∈A⊗A for any a ∈A.
(vi) A proper C∗-bialgebra (A,Δ) satisfies the cancellation law if Δ(A)(I ⊗ A) and
Δ(A)(A⊗ I ) are dense in A⊗A where Δ(A)(I ⊗A) and Δ(A)(A⊗ I ) denote the linear
spans of sets {Δ(a)(I ⊗ b): a, b ∈A} and {Δ(a)(b ⊗ I ): a, b ∈A}, respectively.
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tion 1.1(v) is our original. If (A,Δ) is strictly proper, then (A,Δ) is proper. If A is unital, then
(A,Δ) is strictly proper.
The terminology in operator algebra is different from a purely algebraic case in several re-
spects in general [11]. A bialgebra in the purely algebraic theory means a unital counital strictly
proper bialgebra with the unital counit with respect to the algebraic tensor product. We will
show relations among this C∗-bialgebra, purely algebraic bialgebras and quantum groups in Sec-
tion 2.2.
1.3. Main theorem
We introduce a C∗-bialgebra associated with the tensor product ⊗ϕ in (1.2). Define the C∗-
algebra O∗ by the direct sum of the set {On: n ∈ N} of Cuntz algebras:
O∗ ≡
⊕
n∈N
On =
{
(xn):
∥∥(xn)∥∥→ 0 as n→ ∞}
where N = {1,2,3, . . .} and O1 denotes the 1-dimensional C∗-algebra for convenience. Remark
that O∗ is σ -unital but not unital. The algebra O∗ is not so interesting as a C∗-algebra but it has
a non-trivial C∗-bialgebra structure as follows.
Theorem 1.1. Let s(1)1 denote the unit of O1. Let ϕ ≡ {ϕn,m: n,m ∈ N} be the set in (1.1) where
we define ϕ1,n, ϕn,1, ϕ1,1 for n 2 in a similar way of (1.1). Define Δ(n)ϕ ∈ Hom(On,O∗ ⊗O∗),
Δϕ ∈ Hom(O∗,O∗ ⊗O∗) and ε ∈ Hom(O∗,C) by
Δ(n)ϕ (x)≡
∑
(m,l)∈N2, ml=n
ϕm,l(x) (x ∈On, n ∈ N), Δϕ ≡
⊕{
Δ(n)ϕ : n ∈ N
}
,
ε(x)≡ 0 when x ∈
⊕
{On: n 2}, ε(x)≡ x when x ∈O1.
Then (O∗,Δϕ, ε) is a non-cocommutative counital C∗-bialgebra.
By definition, we can verify that the following holds for ⊗ϕ in (1.2):
(π1 ⊗ π2) ◦Δϕ |Onm = π1 ⊗ϕ π2
(
(π1,π2) ∈ RepOn × RepOm
)
where Onm,On and Om are naturally identified with subalgebras of O∗ and π1 ⊗π2 is naturally
identified with a representation of O∗ ⊗O∗. Therefore (O∗,Δϕ, ε) is an answer to our question
in Section 1.1. Furthermore, (O∗,Δϕ) is strictly proper by definition.
Next, the following new questions arise as a result of Theorem 1.1:
(i) What property does the C∗-bialgebra (O∗,Δϕ, ε) have?
(ii) Is there a ∗-subbialgebra of O∗ which is a bialgebra in the purely algebraic sense?
(iii) The algebra O∗ has no unit. In general, a unitization of C∗-algebra is not unique. What
unitization of O∗ is suitable for the C∗-bialgebra (O∗,Δϕ, ε)?
(iv) Whether is (O∗,Δϕ, ε) a Hopf algebra or not?
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(vi) Find C∗-subbialgebras of (O∗,Δϕ, ε).
Our answers for these questions are as follows.
Theorem 1.2. Assume that every tensor product ⊗ as below means the minimal C∗-tensor prod-
uct. For (O∗,Δϕ, ε) in Theorem 1.1, the following holds:
(i) The pair (O∗,Δϕ) satisfies the cancellation law.
(ii) For the smallest unitization O˜∗ of O∗, there exist Δˆϕ ∈ Hom(O˜∗, O˜∗ ⊗ O˜∗) and ε˜ ∈
Hom(O˜∗,C) such that they are unital extensions of Δϕ and ε on O˜∗, respectively and
(O˜∗, Δˆϕ, ε˜) is a unital counital C∗-bialgebra.
(iii) There exists a dense ∗-subalgebra A0 of O˜∗ with the common unit such that Δˆϕ(A0) is in-
cluded in the algebraic tensor productA0 A0 ofA0 and (A0, Δˆϕ |A0, ε˜|A0) is a bialgebra
in the algebraic sense [11].
(iv) There exists a unital ∗-homomorphism Γϕ fromO∞ to the multiplier algebra M(O∞ ⊗O∗)
of O∞ ⊗O∗ such that (Γϕ ⊗ id) ◦ Γϕ = (id ⊗Δϕ) ◦ Γϕ .
(v) There is no antipode for any dense unital counital subbialgebra of O˜∗.
(vi) The state ω on O˜∗ vanishing on the whole of O∗ is a unique Haar state on O˜∗.
(vii) For a certain one-parameter ∗-bialgebra automorphism group of O˜∗, there exists a KMS
state on O˜∗.
Remark that Δˆϕ in Theorem 1.2(ii) is not the canonical extension Δ˜ϕ ∈ Hom(O˜∗, ˜O∗ ⊗O∗)
of Δϕ ∈ Hom(O∗,O∗ ⊗ O∗). In Theorem 1.2(iv), both Γϕ ⊗ id and id ⊗ Δϕ are extended to
maps from M(O∞ ⊗O∗) to M(O∞ ⊗O∗ ⊗O∗).
We discuss our results here.
(i) The bialgebra structure does not appear unless one takes the direct sum of On’s. It is a rare
example that for every n 2, On’s appear all at once.
(ii) In the operator algebraic approach of quantum groups, the smallest unitization has not been
considered. On the other hand, the multiplier algebra is an ingredient because it means the
quantization of the C∗-algebra of continuous bounded functions on a locally compact space
[13,16]. However Theorem 1.2(ii) shows that the smallest unitization is useful to construct
a unital C∗-bialgebra if one blows off the context of quantum groups.
(iii) From Theorem 1.2(iii), neither C∗-algebra nor the C∗-tensor product is necessary for the
construction of the bialgebra (A0, Δˆϕ |A0 , ε˜|A0).
(iv) We can admit that the map Γϕ is a coaction of O∗ on O∞ and O∞ is a right comodule-
algebra of O∗ by using the multiplier algebra from Theorem 1.2(iv). Furthermore the direct
sum of canonical endomorphisms of Cuntz algebras is also a bialgebra endomorphism of
O∗ (Section 5.2). These show that Δϕ is a natural comultiplication of O∗. It seems that
the use of the multiplier algebra is more essential than the minimal unitization from the
standpoint of the coaction of O∗ on O∞.
(v) We comment about the cancellation law. The pair (O∗,Δϕ) satisfies the cancellation law by
Theorem 1.2(i). In Section 0 of [16], the cancellation law is explained as one of characteriza-
tion of a (locally compact) group. However, the locally compact multiplicative semigroup N
with respect to discrete topology satisfies the cancellation law. The reason is that N is a sub-
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subsemigroup of a group satisfies the cancellation law. In this sense, the cancellation law
indicates the background group structure of a semigroup G but not the group structure of
G itself. The cancellation law with other ingredients may represent the group like structure.
Alternatively, the operator algebraic approach may be impossible to distinguish a semigroup
G and the group G˜ which has a subsemigroup G. We will show that C0(N) is a cocommu-
tative C∗-subbialgebra of O∗ which satisfies the cancellation law in Section 6.3.
(vi) Since there is no standard comultiplication of O∗, (O∗,Δϕ) is not a deformation of any
cocommutative bialgebra. The origin of the comultiplication of O∗ is the tensor product
⊗ϕ of representations of Cuntz algebras. Seen in this light, O∗ is similar to bialgebras
in the purely algebraic theory [11] but not to quantum groups in the theory of operator
algebras [13].
In Section 2, we will review basic definitions of C∗-bialgebra, Cuntz algebras, the direct
sum of C∗-algebras and the smallest unitization. In Section 3, we will show a general theory
of construction of C∗-bialgebra from a set of C∗-algebras and ∗-homomorphisms. In Section 4,
Theorems 1.1 and 1.2 are proved. In the succeeding sections, we will investigate properties of
O∗ by constructing symmetries and subbialgebras in Sections 5 and 6, respectively.
2. Preliminaries
In this section, we review basic notions of C∗-algebras and C∗-bialgebras in order to consider
the C∗-bialgebra in Theorem 1.1.
2.1. C∗-algebras
In this subsection, we explain basic facts of the multiplier algebra, the direct sum and the
direct product of general C∗-algebras, and Cuntz algebras.
2.1.1. Multiplier algebras and morphisms
We review the multiplier algebra of C∗-algebras [2,14,17,21]. For a C∗-algebra A, let A′′
denote the enveloping von Neumann algebra of A. The multiplier algebra M(A) of A is defined
by
M(A) ≡ {a ∈A′′: aA⊂A, Aa ⊂A}.
Then M(A) is a unital C∗-subalgebra of A′′. Especially, A =M(A) if and only if A is unital. The
multiplier algebra of (separable) C∗-algebra without unit is never separable. The algebra M(A)
is the completion of A with respect to the strict topology. If A = C0(X) for a locally compact
Hausdorff space X, then M(A) ∼= C(βX) where βX denotes the Stone– ˇCech compactification
of X. For the algebra K of all compact operators on a Hilbert space H, M(K)∼= B(H).
Let A and B be C∗-algebras. A ∗-homomorphism from A to B is not always extended to the
map from M(A) to M(B). If π is a surjective ∗-homomorphism from A to B and both A and B
are separable, then π is extended to a surjective ∗-homomorphism of M(A) onto M(B).
Definition 2.1. A ∗-homomorphism f from A to M(B) is non-degenerate if f (A)B is dense
in B .
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from A to M(B), if f is non-degenerate, then f is called a morphism from A to B [23]. If f is a
non-degenerate ∗-homomorphism from A to B , then we can regard f as a morphism from A to B
by using the canonical embedding of B into M(B). Remark that the terminology of morphism
is used as a different meaning in other text [17,21]. Each morphism π from A to B can be
extended uniquely to a homomorphism π˜ from M(A) to M(B) such that π˜(m)π(b)a = π(mb)a
for m ∈M(B), b ∈ B , and a ∈A. If π is injective, then so is π˜ .
2.1.2. Direct product and direct sum of C∗-algebras
For an infinite set {Ai : i ∈ Ω} of C∗-algebras, there are separate notions of direct sum and
product which do not coincide with the algebraic ones [3]. We define two C∗-algebras ∏i∈Ω Ai
and
⊕
i∈Ω Ai as follows:
∏
i∈Ω
Ai ≡
{
(ai):
∥∥(ai)∥∥≡ sup
i
‖ai‖<∞
}
,
⊕
i∈Ω
Ai ≡
{
(ai):
∥∥(ai)∥∥→ 0 as i → ∞}
in the sense that for every ε > 0 there are only finitely many i for which ‖ai‖ > ε. We call∏
i∈Ω Ai and
⊕
i∈Ω Ai the direct product and the direct sum of Ai ’s, respectively. The algebra⊕
i∈Ω Ai is a closed two-sided ideal of
∏
i∈Ω Ai . Remark that there exist different definitions
of direct sum of C∗-algebras [19]. The algebraic direct sum ⊕alg{Ai : i ∈ Ω} is a dense ∗-
subalgebra of
⊕{Ai : i ∈Ω}. Since M(⊕i∈Ω Ai)∼=∏i∈Ω M(Ai) [3], if Ai is unital for each i,
then
M
(⊕
i∈Ω
Ai
)
∼=
∏
i∈Ω
Ai. (2.1)
Let {Bi : i ∈ Ω} be another set of C∗-algebras and let {fi : i ∈ Ω} be a set of ∗-
homomorphisms such that fi ∈ Hom(Ai,Bi) for each i ∈ Ω . Then we obtain ⊕i∈Ω fi ∈
Hom(
⊕
i∈Ω Ai,
⊕
i∈Ω Bi) and
∏
i∈Ω fi ∈ Hom(
∏
i∈Ω Ai,
∏
i∈Ω Bi). If fi is non-degenerate
for each i, then so is
⊕
i∈Ω fi . If both Ai and Bi are unital and fi is unital for each i ∈ Ω , then⊕
i∈Ω fi is non-degenerate and
∏
i∈Ω fi is unital. Furthermore the extension M(
⊕
i∈Ω fi) of⊕
i∈Ω fi to the homomorphism from M(
⊕
i∈Ω Ai) to M(
⊕
i∈Ω Bi) coincides with
∏
i∈Ω fi .
2.1.3. Cuntz algebra
For n = 2,3, . . . ,+∞, consider the Cuntz algebra On [6], i.e., a C∗-algebra which is univer-
sally generated by generators s1, . . . , sn satisfying s∗i sj = δij I for i, j = 1, . . . , n and
n∑
i=1
sis
∗
i = I (if n <+∞),
n∑
i=1
sis
∗
i  I, n= 1,2, . . . (if n= +∞),
where I denotes the unit of On. Since On is simple, that is, there is no non-trivial closed two-
sided ideal, any ∗-homomorphism from On to a C∗-algebra is injective. If t1, . . . , tn are elements
of a unital C∗-algebra A such that t1, . . . , tn satisfy the relations of canonical generators of On,
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into A from the uniqueness of On. Therefore we simply call such a correspondence among
generators by an embedding of On into A.
A C∗-algebra A is said to be nuclear if the C∗-tensor product A ⊗ B of A and B is unique
for every C∗-algebra B . If A and B are nuclear, then so is A ⊗ B . The Cuntz algebra On is
nuclear for each 2 n ∞. Of course, O1 = C is nuclear. Furthermore O∗ in Theorem 1.1 is
nuclear. Therefore C∗-tensor products On ⊗Om, On ⊗Om ⊗Ol and O∗ ⊗O∗ are unique for
each n,m, l ∈ N ∪ {∞}. From (2.1), we see that the following equivalences hold:
M(O∗)∼=
∏
n∈N
On, M(O∞ ⊗O∗)∼=
∏
n∈N
O∞ ⊗On.
For other studies about the bialgebra associated with the Cuntz algebra, see [5,7,18].
2.2. C∗-bialgebras
In this subsection, we review bialgebras in the purely algebraic theory, C∗-bialgebras and the
smallest unitization of non-unital C∗-bialgebras.
2.2.1. Bialgebras in the purely algebraic theory
In order to consider subbialgebras, bialgebra morphisms and comodule-algebras for C∗-
bialgebras, we start with bialgebras in the purely algebraic theory according to [11]. In this
subsubsection, any tensor product ⊗ means the algebraic tensor product. Let k be the ground field
with the unit 1. A coalgebra is a triplet (C,Δ, ε) where C is a vector space and Δ : C → C ⊗C
and ε : C → k are linear maps satisfying the following axioms:
(Δ⊗ id) ◦Δ= (id ⊗Δ) ◦Δ, (ε ⊗ id) ◦Δ∼= id ∼= (id ⊗ ε) ◦Δ.
A bialgebra is a quintuple (B,m,η,Δ, ε) where (B,m,η) is a unital associative algebra and
(B,Δ, ε) is a counital coassociative coalgebra such that both Δ and ε are unital algebra mor-
phisms. A ∗-bialgebra is a bialgebra (B,m,η,Δ, ε) with an involution ∗ such that (B,m,η) is
a ∗-algebra and both Δ and ε are ∗-algebra morphisms.
An endomorphism S of B is called an antipode for (B,m,η,Δ, ε) if S satisfies m ◦ (id ⊗S) ◦
Δ= η ◦ ε =m ◦ (S ⊗ id) ◦Δ. If an antipode exists for B , then it is unique. If (B,m,η,Δ, ε) has
the antipode S, then (B,m,η,Δ, ε,S) is called a Hopf algebra.
Lemma 2.1. Let (B,m,η,Δ, ε) be a bialgebra. Define the linear map W on B ⊗B by
W(a ⊗ b)≡Δ(a)(I ⊗ b) (a, b ∈ B). (2.2)
If W is not invertible, then there is no antipode for (B,m,η,Δ, ε).
Proof. According to Remark 1.8 in [16], we show that if the antipode exists, then W is invert-
ible. Assume that S is the antipode for (B,m,η,Δ, ε). Define the linear map V on B ⊗ B by
V (a ⊗ b)≡ (id ⊗ S)(Δ(a))(I ⊗ b) for a, b ∈ B . Then we see that
VW(a ⊗ b)= (id ⊗m)(id ⊗ S ⊗ id)(Xa,b) (a, b ∈ B)
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Δ)(a)} · (I ⊗ I ⊗ b). Since S(I) = I ,
VW(a ⊗ b)= [{id ⊗ (m ◦ (S ⊗ id) ◦Δ)} ◦Δ](a) · (I ⊗ b).
Since η ◦ ε = m ◦ (S ⊗ id) ◦ Δ and {(id ⊗ ε) ◦ Δ}(a) = a ⊗ 1, we obtain VW(a ⊗ b) = a ⊗ b.
Hence V =W−1. Therefore the statement holds. 
For any bialgebra (B,m,η,Δ, ε), W in (2.2) satisfies the Pentagon equation
W12W13W23 =W23W12
where we use the leg numbering notation [1]. The map W is not invertible in general.
For two bialgebras A and B , a map f from A to B is a bialgebra morphism if f is a unital
algebra morphism and ΔB ◦ f = (f ⊗ f ) ◦ΔA and εB ◦ f = εA. A map f is a bialgebra endo-
morphism of A if f is a bialgebra morphism from A to A. A map f is a bialgebra isomorphism
if f is a bijective bialgebra morphism. In addition, if A = B , then f is called a bialgebra auto-
morphism of B . For two ∗-bialgebras A and B , a map f from A to B is a ∗-bialgebra morphism
if f is a bialgebra morphism and it preserves ∗.
For a bialgebra (B,m,η,Δ, ε), a unital associative algebra A is a right B-comodule-algebra
if there exists a unital algebra morphism Γ from A to A ⊗ B which satisfies (Γ ⊗ id) ◦ Γ =
(id ⊗Δ) ◦ Γ [11, Proposition III.7.2]. The map Γ is called a right coaction of B on A.
2.2.2. C∗-bialgebra and quantum group
As a succeeding part of Section 1.2, this subsubsection is devoted to an additional explana-
tion about C∗-bialgebra and quantum group. Assume that any C∗-tensor product ⊗ means the
minimal tensor product.
The popular topic of quantum groups can be approached from two essentially different direc-
tions [13]. The first is algebraic in nature by [8,10]. The second approach is analytic in nature
as the generalization of Pontryagin duality for abelian locally compact groups. After studies of
concrete examples by Drinfel’d [8] and Woronowicz [22,24], many non-trivial examples were
discovered.
We explain terminologies in quantum groups more. A C∗-bialgebra in Definition 1.1(i) is
called a locally compact quantum semigroup [13]. In the approach from operator algebra, a counit
of quantum group is not considered in the axiom in ordinary circumstances. If a locally compact
quantum semigroup has a counit, then we might call it a locally compact quantum monoid. In
a similar fashion, if a locally compact quantum semigroup has a unit, then we might call it
a compact quantum semigroup. From these, a unital counital C∗-bialgebra might be called a
compact quantum monoid, that is, the continuous function algebra of a “virtual” topological
monoid which is compact.
Definition 2.2. (See [15,20,24].) A pair (A,Δ) is a compact quantum group if (A,Δ) is a unital
C∗-bialgebra which satisfies the cancellation law.
The following notion is a generalization of the Haar measure of a compact group.
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(A,Δ) if ω satisfies the following:
(ω ⊗ id) ◦Δ= ω(·)I = (id ⊗ω) ◦Δ. (2.3)
The pivotal results about compact quantum group are the existence of a unique Haar state, and
the existence of the antipode for a certain dense subbialgebra. Hence Theorem 1.2 shows both
differences and similarities between a compact quantum group and our examples (O∗,Δϕ, ε)
and (O˜∗, Δˆϕ, ε˜).
According to Sections 1.2 and 2.2.2, we introduce several notions of C∗-bialgebra.
Definition 2.4.
(i) For two C∗-bialgebras (A1,Δ1) and (A2,Δ2), f is a C∗-bialgebra morphism from (A1,Δ1)
to (A2,Δ2) if f is a non-degenerate ∗-homomorphism from A1 to M(A2) such that
(f ⊗ f ) ◦Δ1 =Δ2 ◦ f . In addition, if f (A1)⊂A2, then f is called strictly proper.
(ii) For two counital C∗-bialgebras (A1,Δ1, ε1) and (A2,Δ2, ε2), a C∗-bialgebra morphism f
from (A1,Δ1, ε1) to (A2,Δ2, ε2) is counital if ε2 ◦ f = ε1.
(iii) A map f is a C∗-bialgebra endomorphism of a C∗-bialgebra (A,Δ) if f is a C∗-bialgebra
morphism from A to A. In addition, if f (A) ⊂ A and f is bijective, then f is called a
C∗-bialgebra automorphism of (A,Δ).
Remark that any ∗-homomorphism among C∗-algebras is a morphism of C∗-algebras but,
a C∗-bialgebra morphism is not a ∗-homomorphism unless it is strictly proper. In Defini-
tion 2.4(ii), we see that both ε1 and ε2 are non-degenerate by definition. Hence they can be
extended on M(A1) and M(A2). If A2 is unital, then f is strictly proper.
Definition 2.5.
(i) A C∗-algebra A0 is a C∗-subbialgebra of a C∗-bialgebra (A,Δ) if A0 is a C∗-subalgebra of
A such that the inclusion map is non-degenerate and Δ(A0)⊂M(A0 ⊗A0).
(ii) A C∗-subbialgebra A0 of a counital C∗-bialgebra (A,Δ,ε) is counital if (A0,Δ|A0 , ε|A0)
is a counital C∗-bialgebra.
(iii) A pair (B,Γ ) is a right-comodule-C∗-algebra of a C∗-bialgebra (A,Δ) if B is a C∗-algebra
and Γ is a non-degenerate ∗-homomorphism from B to M(B ⊗A) such that the following
holds:
(Γ ⊗ id) ◦ Γ = (id ⊗Δ) ◦ Γ
where both Γ ⊗ id and id ⊗ Δ are extended to unital ∗-homomorphisms from M(B ⊗ A)
to M(B ⊗A⊗A). The map Γ is called the right coaction of A on B .
2.2.3. Smallest unitization of C∗-algebra and C∗-bialgebra
In order to consider the smallest unitization of C∗-bialgebra, we review the smallest unitiza-
tion of a C∗-algebra according to Section 2.1 in [21].
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{(a, x): a ∈ C, x ∈A}. Then A˜ is C ⊕A as a vector space. With respect to the norm
∥∥(a, x)∥∥≡ sup{‖ay + xy‖: y ∈A, ‖y‖ = 1},
A˜ is a Banach space. By the operation (a, x)(b, y) = (ab, ay + bx + xy) for (a, x), (b, y) ∈ A˜,
A˜ is a C∗-algebra with the unit I
A˜
= (1,0). By the natural embedding ι of A into A˜, A is a
closed two-sided ideal of A˜ such that A˜/A ∼= C. If A0 is a dense ∗-subalgebra of A, then A˜0 ≡
{(a, x): a ∈ C, x ∈A0} is also a dense ∗-subalgebra of A˜.
For φ ∈ Hom(A,B), define φ˜ ∈ Hom(A˜, B˜) by
φ˜(a, x)≡ (a,φ(x)) ((a, x) ∈ A˜). (2.4)
Then φ˜ satisfies that φ˜|A = φ and φ˜(IA˜) = IB˜ . For a state ω on A, define the state ω˜ on A˜ by
ω˜(a, x)≡ a +ω(x) for (a, x) ∈ A˜.
Define the map jA from˜A⊗A to A˜⊗ A˜ by
jA(a, z) ≡ aIA˜ ⊗ IA˜ + (ι⊗ ι)(z) (z ∈A⊗A, a ∈ C).
Then we can verify that jA ∈ Hom(˜A⊗A, A˜ ⊗ A˜) such that jA(I
˜A⊗A) = IA˜ ⊗ IA˜. For f ∈
Hom(A,B ⊗B), define
fˆ ≡ jB ◦ f˜ ∈ Hom(A˜, B˜ ⊗ B˜). (2.5)
By the identification of B⊗B with a C∗-subalgebra of B˜⊗ B˜ , we see that fˆ |A = f and fˆ (IA˜)=
I
B˜
⊗ I
B˜
.
Lemma 2.2. Assume that (A,Δ,ε) is a strictly proper non-unital counital C∗-bialgebra. Then
(A˜, Δˆ, ε˜) is a strictly proper unital counital C∗-bialgebra with the unital counit ε˜ where Δˆ ∈
Hom(A˜, A˜⊗ A˜) is as in (2.5) and ε˜ is as in (2.4).
Proof. By definition, Δˆ(a, x)= aI ⊗ I + (ι⊗ ι)(Δ(x)) for (a, x) ∈ A˜ where I denotes I
A˜
. Since
(Δˆ⊗ id) ◦ (ι⊗ ι)= (ι⊗ ι⊗ ι) ◦ (Δ⊗ id) and (id ⊗ Δˆ) ◦ (ι⊗ ι)= (ι⊗ ι⊗ ι) ◦ (id ⊗Δ), we obtain
that
{
(Δˆ⊗ id) ◦ Δˆ}(a, x)= aI ⊗ I ⊗ I + {(ι⊗ ι⊗ ι) ◦ (Δ⊗ id) ◦Δ}(x),{
(id ⊗ Δˆ) ◦ Δˆ}(a, x)= aI ⊗ I ⊗ I + {(ι⊗ ι⊗ ι) ◦ (id ⊗Δ) ◦Δ}(x)
where id denotes the identity map on both A and A˜ by the same symbol. From these and the coas-
sociativity of Δ on A, we obtain (Δˆ⊗ id)◦Δˆ= (id⊗Δˆ)◦Δˆ on A˜. Hence Δˆ is a comultiplication
of A˜ and (A˜, Δˆ) is a strictly proper C∗-bialgebra.
By definition, ε˜(I )= 1 and ε˜ ◦ ι= ε. From this,
{
(ε˜ ⊗ id) ◦ Δˆ}(a, x)= aI + {ι ◦ (ε ⊗ id) ◦Δ}(x)= aI + (0, x)= (a, x).
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id ∼= (id ⊗ ε˜) ◦ Δˆ. In consequence, the statement holds. 
For two counital C∗-bialgebras (A,ΔA, εA) and (B,ΔB, εB) which satisfy the assumption
in Lemma 2.2, if f is a strictly proper counital C∗-bialgebra morphism from A to B , then we
can verify that f˜ is a unital counital C∗-bialgebra morphism from (A˜, ΔˆA, ε˜A) to (B˜, ΔˆB, ε˜B). In
particular, if A is a counital C∗-subbialgebra of (B,ΔB, εB), then the inclusion map ι is extended
to the unital inclusion map ι˜ of A˜ into B˜ . Hence A˜ is a counital unital C∗-subbialgebra of B˜ .
3. C∗-weakly coassociative system
We prepare a general theory in order to prove Theorems 1.1 and 1.2. In this section, we assume
that ⊗ means the minimal tensor product of C∗-algebras but not the algebraic tensor product.
3.1. Definition and basic fact
A monoid is a set M equipped with a binary associative operation
M × M  (a, b) 	→ ab ∈ M
and a unit with respect to the operation.
Definition 3.1. Let M be a monoid with the unit e. A data {(Aa,ϕa,b): a, b ∈ M} is a C∗-weakly
coassociative system (= C∗-WCS) over M if Aa is a unital C∗-algebra for a ∈ M and ϕa,b is a
unital ∗-homomorphism from Aab to Aa ⊗Ab for a, b ∈ M such that
(i) for all a, b, c ∈ M, the following diagram is commutative:
Aabc



ϕa,bc
ϕab,c
Aa ⊗Abc
Aab ⊗Ac

ida ⊗ ϕb,c



ϕa,b ⊗ idc
Aa ⊗Ab ⊗Ac ,
in other words,
(ida ⊗ ϕb,c) ◦ ϕa,bc = (ϕa,b ⊗ idc) ◦ ϕab,c (3.1)
where idx denotes the identity map on Ax for x = a, c,
(ii) there exists a counit εe of Ae such that (Ae,ϕe,e, εe) is a counital C∗-bialgebra,
(iii) ϕe,a(x)= Ie ⊗ x and ϕa,e(x) = x ⊗ Ie for x ∈Aa and a ∈ M.
Remark that ϕe,e in Definition 3.1 is a coassociative comultiplication of Ae by (3.1). By the
assumption (iii), ϕe,e is identified with a character of Ae . In particular, C itself is a C∗-bialgebra
with respect to the standard bialgebra structure. A unital counital C∗-bialgebra (A,Δ,ε) is a
C∗-WCS over the trivial monoid M = {e}.
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that
#Na <∞ for each a ∈ M, (3.2)
where Na ≡ {(b, c) ∈ M × M: bc = a}. Then there exists a comultiplication and a counit of the
C∗-algebra
A∗ ≡
⊕
{Aa : a ∈ M}
such that (A∗,Δϕ, ε) is a strictly proper counital C∗-bialgebra.
Proof. For a ∈ M, define the C∗-algebra
Ca ≡
⊕{
Ab ⊗Ac: (b, c) ∈Na
}
and Δ(a)ϕ ∈ Hom(Aa,Ca)
by
Δ(a)ϕ (x) ≡
∑
(b,c)∈Na
ϕb,c(x) (x ∈Aa).
By (3.2), Δ(a)ϕ is well defined. Furthermore, Ca is unital and Δ(a)ϕ is unital for each a. Since
M × M =∐a∈MNa ,
A∗ ⊗A∗ =
⊕
{Af ⊗Ag: f,g ∈ M} =
⊕
{Ca : a ∈ M}.
Define Δϕ ∈ Hom(A∗,A∗ ⊗A∗) by
Δϕ ≡
⊕{
Δ(a)ϕ : a ∈ M
}
. (3.3)
Since Δ(a)ϕ is unital for each a, Δϕ is non-degenerate. From (3.1), the following holds for x ∈Aa :
{
(Δϕ ⊗ id) ◦Δϕ
}
(x)=
∑
b,c,d∈M, bcd=a
(ϕb,c ⊗ idd)
(
ϕbc,d(x)
)
=
∑
b,c,d∈M, bcd=a
(idb ⊗ ϕc,d)
(
ϕb,cd(x)
)
= {(id ⊗Δϕ) ◦Δϕ}(x).
Hence (Δϕ ⊗ id)◦Δϕ = (id ⊗Δϕ)◦Δϕ on A∗. Therefore Δϕ is a comultiplication of A∗. Define
ε ∈ Hom(A∗,C) by
ε(x)=
{
0 when x ∈⊕{Aa : a ∈ M \ {e}}, (3.4)
εe(x) when x ∈Ae.
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{
(ε ⊗ id) ◦Δϕ
}
(x)= (ε ⊗ id)(Δ(a)ϕ (x))=
∑
(b,c)∈Na
(ε ⊗ id)(ϕb,c(x)).
The R.H.S. vanishes except the term (ε⊗ id)(ϕe,a(x)) = (ε⊗ id)(I1 ⊗x)= ε(I1)⊗x = εe(I1)⊗
x = 1 · x = x. Hence (ε ⊗ id) ◦Δϕ ∼= id. In like wise, we see that (id ⊗ ε) ◦Δϕ ∼= id. Therefore
ε is a counit of A∗ with respect to Δϕ . In consequence, we see that (A∗,Δϕ, ε) is a counital
C∗-bialgebra. By definition, (A∗,Δϕ) is strictly proper. 
We call (A∗,Δϕ, ε) in Theorem 3.1 by a (counital) C∗-bialgebra associated with {(Aa,ϕa,b):
a, b ∈ M}. Remark that any infinite group M does not satisfy (3.2).
We see that the unique extension M(Δϕ) of Δϕ to the homomorphism from M(A∗) to
M(A∗ ⊗A∗) is∏{Δ(a)ϕ : a ∈ M} where we identify M(A∗) and M(A∗ ⊗A∗) with∏{Aa : a ∈ M}
and
∏{Ca: a ∈ M}, respectively. Therefore M(Δϕ) is unital.
Define τa,b ∈ Hom(Aa ⊗Ab,Ab ⊗Aa) by τa,b(x ⊗ y)≡ y ⊗ x and
ϕ
op
a,b ≡ τb,a ◦ ϕb,a (a, b ∈ M).
Then Δϕop which is defined by {ϕopa,b: a, b ∈ M} is the opposite comultiplication of Δϕ in (3.3).
We show a sufficient condition that the pair (A∗,Δϕ) in Theorem 3.1 satisfies the cancellation
law in Definition 1.1(vi).
Lemma 3.1. Let {(Aa,ϕa,b): a, b ∈ M} be a C∗-WCS over a monoid M which satisfies (3.2) and
let (A∗,Δϕ) be as in Theorem 3.1 associated with {(Aa,ϕa,b): a, b ∈ M}.
Xa,b ≡ ϕa,b(Aab)(Aa ⊗ Ib), Ya,b ≡ ϕa,b(Aab)(Ia ⊗Ab) (a, b ∈ M) (3.5)
where ϕa,b(Aab)(Aa ⊗ Ib) and ϕa,b(Aab)(Ia ⊗ Ab) mean the linear spans of {ϕa,b(x)(y ⊗ Ib):
x ∈ Aab, y ∈ Aa} and {ϕa,b(x)(Ia ⊗ y): x ∈ Aab, y ∈ Ab}, respectively. If both Xa,b and Ya,b
are dense in Aa ⊗Ab for each a, b ∈ M, then the pair (A∗,Δϕ) satisfies the cancellation law.
Proof. By definition, Q ≡⊕alg{Δϕ(Ac)(Aa ⊗ I ): c, a ∈ M} is dense in Δϕ(A∗)(A∗ ⊗ I ). On
the other hand,
Q=
⊕
alg
{
ϕa,b(Aab)(Aa ⊗ Ib): a, b ∈ M
}=⊕
alg
{Xa,b: a, b ∈ M}.
By assumption,
⊕
alg{Xa,b: a, b ∈ M} is dense in
⊕
alg{Aa ⊗ Ab: a, b ∈ M}. Hence Δϕ(A∗)×
(A∗ ⊗ I ) is dense in A∗ ⊗A∗. In a similar fashion, we see that Δϕ(A∗)(I ⊗A∗) is also dense in
A∗ ⊗A∗. Hence the statement holds. 
3.2. Antipode
We show the non-existence of the antipode according to Lemma 2.1. For an element a in a
monoid M, if there exists b ∈ M such that ba = e, then a is called left invertible. The multiplicative
monoid N has no left invertible element except the unit 1.
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a C∗-WCS {(Aa,ϕa,b): a, b ∈ M} over M which satisfies (3.2), let (A∗,Δϕ, ε) be as in Theorem
3.1 and let (A˜∗, Δˆϕ, ε˜) be the smallest unitization of (A∗,Δϕ, ε) in Lemma 2.2. Then the antipode
for any dense unital counital subbialgebra of (A˜∗, Δˆϕ, ε˜) never exists.
Proof. Let B be a dense unital counital subbialgebra of (A˜∗, Δˆϕ, ε˜). Since Aa = {0}, Ba ≡
B ∩ Aa = {0} for a ∈ M. Let W be the operator on the algebraic tensor product B  B of B in
(2.2) with respect to Δϕ and let I denote the identity of A˜∗. If the antipode for B exists and
a ∈ M is not the unit e, then Ne ∩ {(b, a): b ∈ M} = ∅. Hence W(Ie ⊗ x) = 0 for each x ∈ Ba .
Therefore W is not invertible on B B . By Lemma 2.1, the statement holds. 
3.3. C∗-bialgebra morphism
Let {(Aa,ϕa,b): a, b ∈ M} and {(Ba,ψa,b): a, b ∈ M} be two C∗-WCSs over a monoid M.
Assume that {fa: a ∈ M} is a set of unital ∗-homomorphisms such that fa ∈ Hom(Aa,Ba) for
a ∈ M and the following diagrams are commutative:
Aab



fab
ϕa,b
Bab
Aa ⊗Ab

ψa,b



fa ⊗ fb
Ba ⊗Bb , Ae

fe
	εAe
Be
C,


εBe
in other words,
ψa,b ◦ fab = (fa ⊗ fb) ◦ ϕa,b (a, b ∈ M), εBe ◦ fe = εAe . (3.6)
When a = b = e, ψe,e ◦fe = (fe⊗fe)◦ϕe,e . Hence fe is a strictly proper C∗-bialgebra morphism
from Ae to Be . Define f∗ ≡⊕{fa : a ∈ M}. Then f∗ is non-degenerate. From (3.6), we obtain
that
Δψ ◦ f∗ = (f∗ ⊗ f∗) ◦Δϕ, εB∗ ◦ f∗ = εA∗ . (3.7)
Hence f∗ is a counital C∗-bialgebra morphism from A∗ to B∗. The map M(f∗)=∏{fa : a ∈ M}
is the extension of f∗ from M(A∗) to M(B∗). If Ba = Aa for each a, then f∗ is a C∗-bialgebra
endomorphisms of A∗ and M(f∗) is a ∗-endomorphism of M(A∗). In addition, if fa is bijective
for each a, then f∗ is a C∗-bialgebra automorphisms of A∗ and M(f∗) is a ∗-automorphism of
M(A∗).
From these statements, the following lemma holds.
Lemma 3.3. For a C∗-WCS {(Aa,ϕa,b): a, b ∈ M}, if Ba is a unital C∗-subalgebra of Aa and
the inclusion map ιe of Be into Ae satisfies that
ϕa,b(Bab)⊂ Ba ⊗Bb (a, b ∈ M), εe ◦ ιe = εe,
then B∗ =⊕{Ba : a ∈ M} is a counital C∗-subbialgebra of (A∗,Δϕ, ε).
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Recall the definition of comodule-C∗-algebra in Definition 2.5(iii).
Theorem 3.2. For a C∗-WCS {(Aa,ϕa,b): a, b ∈ M} over a monoid M, assume that B is a unital
C∗-algebra and a set {ϕB,a : a ∈ M} of unital ∗-homomorphisms such that ϕB,a ∈ Hom(B,B ⊗
Aa) for each a ∈ M and the following diagram is commutative for each a, b ∈ M:
B



ϕB,ab
ϕB,b
B ⊗Aab
B ⊗Ab

idB ⊗ ϕa,b



ϕB,a ⊗ idAb
B ⊗Aa ⊗Ab ,
in other words,
(ϕB,a ⊗ idAb) ◦ ϕB,b = (idB ⊗ ϕa,b) ◦ ϕB,ab (a, b ∈ M). (3.8)
If M satisfies (3.2), then B is a right comodule-C∗-algebra of the C∗-bialgebra (A∗,Δϕ) with the
unital coaction.
Proof. Define Γϕ ∈ Hom(B,M(B ⊗A∗)) by
Γϕ(x)=
∏
a∈M
ϕB,a(x) (x ∈ B) (3.9)
where we identify M(B ⊗A∗) with ∏{B ⊗Aa : a ∈ M} by (2.1). From (3.8), we can verify that
(Γϕ ⊗ idA∗) ◦ Γϕ = (idB ⊗Δϕ) ◦ Γϕ . Hence the statement holds. 
Define τB,a ∈ Hom(B ⊗ Aa,Aa ⊗ B) by τB,a(x ⊗ y) ≡ y ⊗ x and ϕopa,B ≡ τB,a ◦ ϕB,a for
a ∈ M. Then Γϕop defined by the set ϕop ≡ {ϕopa,B : a ∈ M} gives the opposite coaction of Γϕ .
3.5. Haar state
Recall the definition of Haar state in Definition 2.3. We regard N as a monoid with respect to
the multiplication.
Theorem 3.3. For a C∗-WCS {(Aa,ϕa,b): a, b ∈ N}, let (A∗,Δϕ, ε) be as in Theorem 3.1 and
let (A˜∗, Δˆϕ, ε˜) be the smallest unitization of (A∗,Δϕ, ε). Then the state on A˜∗ vanishing on the
whole of A∗ is a unique Haar state on (A˜∗, Δˆϕ).
Proof. Assume that ω is a Haar state on (A˜∗, Δˆϕ). By definition, Δˆϕ(I1)= I1⊗I1 and Δˆϕ(Ip)=
Ip ⊗ I1 + I1 ⊗ Ip for any prime number p. Then
{
(ω ⊗ id) ◦ Δˆϕ
}
(I1)= ω(I1)I1.
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{
(ω ⊗ id) ◦Δϕ
}
(Ip)= (ω ⊗ id)(I1 ⊗ Ip ⊕ Ip ⊗ I1)= ω(Ip)I1
because ω(I1)= 0. From this and (2.3), ω(Ip)= 0 for all prime number p.
Assume that ω(Ip1···pl )= 0 for any l prime numbers p1, . . . , pl . Then the following holds for
any l + 1 prime numbers p1, . . . , pl+1:
{
(ω ⊗ id) ◦Δϕ
}
(Ip1···pl+1)=
∑
(q,r)∈Np1···pl+1
(ω ⊗ id)(Iq ⊗ Ir ).
Since q is a divisor of p1 · · ·pl+1, ω(Iq) = 0 except q = p1 · · ·pl+1 by assumption. Therefore
{(ω ⊗ id) ◦ Δϕ}(Ip1···pl+1) = ω(Ip1···pl+1)I1. From (2.3), we obtain ω(Ip1···pl+1) = 0. Hence we
see that ω(In)= 0 for every n ∈ N by induction. From this, ω|A∗ = 0. Therefore ω(a, x)= a for
(a, x) ∈ A˜∗. On the other hand, we can verify that such ω is a Haar state on (A˜∗, Δˆϕ). Hence the
statement holds. 
4. Proof of theorems
In this section, we prove Theorems 1.1 and 1.2. We regard N as a monoid with respect to the
multiplication. Then N satisfies (3.2).
Proof of Theorem 1.1. InO∗, remark that s(n)i s(m)j = s(n)i (s(m)j )∗ = (s(n)i )∗s(m)j = 0 when n =m.
For the set {ϕn,m: n,m ∈ N} in (1.1), we can verify (3.1). Therefore {(On,ϕn,m): n,m ∈ N} is a
C∗-WCS over N. From Theorem 3.1, (O∗,Δϕ, ε) is a counital C∗-bialgebra. Since
Δϕ
(
s
(6)
2
)= I1 ⊗ s(6)2 + s(2)1 ⊗ s(3)2 + s(3)1 ⊗ s(2)2 + s(6)2 ⊗ I1, (4.1)
Δϕ is non-cocommutative. 
Proof of Theorem 1.2. (i) This is proved in Proposition A.1.
(ii) By Lemma 2.2, the statement holds.
(iii) LetA0 denote the ∗-subalgebra of O˜∗ generated by {I }∪⋃n∈N{s(n)i : i = 1, . . . , n} where
I denotes the unit of O˜∗. Then A0 satisfies the statement.
(iv) Let {s(∞)i : i ∈ N} denote the canonical generators of O∞. For n  1, define ϕ∞,n ∈
Hom(O∞,O∞ ⊗On) by
ϕ∞,n
(
s
(∞)
n(i−1)+j
)≡ s(∞)i ⊗ s(n)j (i ∈ N, j = 1, . . . , n). (4.2)
Then we can verify that {ϕ∞,n: n ∈ N} satisfies (3.8) for B =O∞, M = N and ϕO∞,n ≡ ϕ∞,n.
By applying Theorem 3.2 to {ϕ∞,n: n ∈ N}, the statement holds.
(v) By applying Lemma 3.2 for the C∗-WCS {(On,ϕn,m): n,m ∈ N}, the statement holds.
(vi) From Theorem 3.3, the statement holds.
(vii) For n ∈ N, define the one-parameter automorphism group κ(n) of On by
κ
(n)
t
(
s
(n))≡ n−√−1t s(n) (i = 1, . . . , n, t ∈ R) (4.3)i i
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√−1t ≡ exp(−√−1t logn). Define κ(∗)t ≡
⊕{κ(n)t : n ∈ N}. Then we can verify that
κ(∗) is a one-parameter C∗-bialgebra automorphism group of O∗ by Section 3.3. From Exam-
ple 5.3.27 in [4], there exists a unique κ(n)-KMS state ω(n) on On for n 2. Define ω(1)(x)≡ x
for x ∈O1. For a sequence b = (bn)n∈N of non-negative real numbers such that ∑n∈N bn = 1,
define the state ω(∗)b on O∗ by
ω
(∗)
b =
∑
n∈N
bnω
(n)
where ω(n) is naturally identified with a state on O∗. Then ω˜(∗)b is a κ˜(∗)-KMS state on O˜∗ for
each b = (bn)n∈N. 
Remark 4.1.
(i) The KMS state on the Cuntz algebra On is well-known for a one-parameter automorphism
group. However, a one-parameter “C∗-bialgebra” automorphism group is not known until
Theorem 1.2(vii). Hence the statement of Theorem 1.2(vii) is not trivial.
(ii) Remark that the unital C∗-bialgebra (O˜∗, Δˆϕ) is not a compact quantum group in Defini-
tion 2.2 because it does not satisfy the cancellation law. We give the proof here. By definition,
Δˆϕ(O˜∗)(I ⊗ O˜∗) equals
CI ⊗ I ⊕ I ⊗ ι(O∗)⊕ (ι⊗ ι)
(
Δϕ(O∗)
)⊕ (ι⊗ ι)(Δϕ(O∗))(I ⊗ ι(O∗)).
Hence x ⊗ I /∈ Δˆϕ(O˜∗)(I ⊗ O˜∗) for any x ∈ ι(O∗) \ {0}. Therefore Δˆϕ(O˜∗)(I ⊗ O˜∗) is not
dense in O˜∗ ⊗ O˜∗. Hence the pair (O˜∗, Δˆϕ) does not satisfy the cancellation law.
5. Symmetry ofO∗
It is important for better understanding the C∗-bialgebra (O∗,Δϕ, ε) to consider its symme-
tries. We have already seen the one-parameter C∗-bialgebra automorphism group κ(∗) of O∗
in (4.3). We show C∗-bialgebra automorphisms and endomorphisms of O∗ in this section. Here
we use notations {ϕn,m: n,m ∈ N}, (O∗,Δϕ, ε) and (O˜∗, Δˆϕ, ε˜), in Theorems 1.1 and 1.2.
Assume that a set {fn: n ∈ N} of unital ∗-endomorphisms such that fn ∈ EndOn for each n,
satisfying the following condition:
ϕn,m ◦ fnm = (fn ⊗ fm) ◦ ϕn,m (n,m ∈ N). (5.1)
Define f∗ ∈ End(O∗) and M(f∗) ∈ End(M(O∗)) by
f∗ ≡
⊕
{fn: n ∈ N}, M(f∗)≡
∏
{fn: n ∈ N}.
From Sections 2.2.2 and 3.3, f∗ is a non-degenerate strictly proper counital C∗-bialgebra en-
domorphism of (O∗,Δϕ, ε). Furthermore f˜∗ is a unital counital C∗-bialgebra endomorphism of
(O˜∗, Δˆϕ, ε˜). The map M(f∗) is unital and satisfies that M(Δϕ)◦M(f∗)=M(f∗ ⊗f∗)◦M(Δϕ)
and M(ε) ◦M(f∗) = M(ε) where M(f∗ ⊗ f∗) is the extension of f∗ ⊗ f∗ on M(O∗ ⊗O∗). By
using this, we show examples of C∗-bialgebra endomorphism of (O∗,Δϕ, ε).
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For a unitary g = (gij )ni,j=1 ∈U(n), define the ∗-automorphism α(n)g of On by
α(n)g
(
s
(n)
i
)≡
n∑
j=1
gjis
(n)
j (i = 1, . . . , n).
Let g = {g(n): n ∈ N} be a set of unitary matrices such that g(n) ∈U(n) and
g(1) = 1, (g(nm))
m(a−1)+b,m(i−1)+j =
(
g(n)
)
a,i
· (g(m))
b,j
(5.2)
for each a, i ∈ {1, . . . , n}, b, j ∈ {1, . . . ,m} and n,m ∈ N. Then the following holds for the set
{ϕn,m: n,m ∈ N}:
(
α
(n)
g(n)
⊗ α(m)
g(m)
) ◦ ϕn,m = ϕn,m ◦ α(nm)g(nm) (n,m ∈ N).
From this, if (5.2) is satisfied, then α(∗)g ≡ ⊕{α(n)g(n) : n ∈ N} is a C∗-bialgebra automorphism
of (O∗,Δϕ, ε). We can verify that the set G of all sets {g(n): n ∈ N} which satisfies (5.2) is
a subgroup of the direct product group
∏
n∈N U(n). Therefore α(∗) is an action of G on the
C∗-bialgebra O∗.
Let {σ (n): n ∈ N} be a set of permutations such that σ (n) ∈ Sn for each n. Define g(n) ∈U(n)
by (g(n))ij = δσ (n)(j),i for i, j = 1, . . . , n. If {σ (n): n ∈ N} satisfies that
σ (nm)
(
m(i − 1)+ j)=m(σ (n)(i)− 1)+ σ (m)(j) (i = 1, . . . , n, j = 1, . . . ,m)
for each n,m ∈ N, then we see that {g(n): n ∈ N} satisfies (5.2). For the subgroup S of G which
consists of such sets of unitaries associated with permutations, we obtain the action of S on the
C∗-bialgebra O∗.
Example 5.1. For n ∈ N, define ζ (n) ∈ AutOn by
ζ (n)
(
s
(n)
i
)≡ s(n)n−i+1 (i = 1, . . . , n).
Define ζ (∗) ≡⊕{ζ (n): n ∈ N} ∈ AutO∗. Then ζ (∗) is a C∗-bialgebra automorphism of O∗ such
that (ζ (∗))2 = id.
Example 5.2. For n ∈ N and z ∈U(1), define λ(n)z ∈ AutOn by
λ(n)z
(
s
(n)
i
)≡ zlogns(n)i (i = 1, . . . , n)
where zlogn denotes exp(
√−1θ logn) when z = exp(√−1θ). We call λ(n) the modified U(1)-
gauge action on On. Then we can verify that
λ(∗)z ≡
⊕{
λ(n)z : n ∈ N
}
3954 K. Kawamura / Journal of Algebra 319 (2008) 3935–3959is a C∗-bialgebra automorphism of O∗ for each z ∈ U(1). Furthermore λ(∗) is an action of U(1)
on the C∗-bialgebra O∗. We call λ(∗) the U(1)-gauge action on the C∗-bialgebra O∗.
5.2. Canonical endomorphism of O∗
For n 2, let ρ(n) denote the canonical endomorphism of On, that is,
ρ(n)(x)≡ s(n)1 x
(
s
(n)
1
)∗ + · · · + s(n)n x(s(n)n )∗ (x ∈On).
Define ρ(1) ≡ idO1 . Then we can verify that ϕn,m ◦ ρ(nm) = (ρ(n) ⊗ ρ(m)) ◦ ϕn,m for each
n,m ∈ N. Hence ρ(∗) ≡⊕{ρ(n): n ∈ N} is a C∗-bialgebra endomorphism of O∗.
6. C∗-subbialgebras ofO∗
At the last, we show several counital C∗-subbialgebras of (O∗,Δϕ, ε) by Lemma 3.3.
6.1. UHF subbialgebra of O∗
Let γ (n) denote the U(1)-gauge action on On defined by γ (n)(s(n)i ) ≡ zs(n)i for z ∈ U(1),
i = 1, . . . , n and n 2. We define
UHFn ≡
{
x ∈On: for all z ∈U(1), γ (n)z (x)= x
}
.
We define γ (1)z ≡ id on O1 for z ∈ U(1) and UHF1 ≡ O1 = CI1. Then we can verify that
ϕn,m|UHFnm ∈ Hom(UHFnm,UHFn ⊗ UHFm) for each n,m ∈ N. Define the C∗-subalgebra
UHF∗ of O∗ by
UHF∗ ≡
⊕
{UHFn: n ∈ N}. (6.1)
Then Δϕ |UHF∗ belongs to Hom(UHF∗,UHF∗ ⊗ UHF∗). From this, we can verify that UHF∗ is
a counital C∗-subbialgebra of (O∗,Δϕ, ε).
6.2. Commutative non-cocommutative C∗-subbialgebra associated with Cantor sets
In this subsection, we show a relation between the Cantor sets and commutative non-
cocommutative C∗-subbialgebras of O∗. For n, l ∈ N, define the finite-dimensional commutative
C∗-subalgebra Cn,l of On by
Cn,l ≡ Lin
〈{
s
(n)
J
(
s
(n)
J
)∗
: J ∈ {1, . . . , n}l}〉
where s(n)J = s(n)j1 · · · s
(n)
jl
for J = (j1, . . . , jl). We see that Cn,l ∼= Cnl . Define the commutative C∗-
subalgebra Cn of On by the inductive limit of {Cn,l : l ∈ N} with respect to the natural inclusions
among {Cn,l : l ∈ N}. Then
Cn = Lin
〈{
s
(n)(
s
(n))∗
: J ∈ {1, . . . , n}+}〉J J
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space of the infinite direct product of the discrete topological space {1, . . . , n} and C(Xn) is
the C∗-algebra of all continuous complex-valued functions on Xn. Then Cn ∼= C(Xn) for each
n ∈ N. Especially, C1 ∼= C. Define the commutative C∗-subalgebra C∗ of O∗ by
C∗ ≡
⊕
{Cn: n ∈ N}. (6.2)
Then C∗ is ∗-isomorphic to the C∗-algebra C0(X∗) where X∗ denotes the direct sum of the set
{Xn: n ∈ N} of Cantor sets. Furthermore C∗ is counital commutative non-cocommutative C∗-
subbialgebra of On by (4.1). Identify C(Xa)⊗C(Xb) with C(Xa ×Xb). Then ϕa,b is identified
with the map from C(Xab) to C(Xa ×Xb) such that
ϕa,b(f )(J,K) = f (J ∗K)
for J = (ji)i1 ∈ Xa and K = (ki)i1 ∈ Xb where J ∗K ∈ Xab is defined by J ∗K = (b(ji −
1) + ki)i1. It is well-known that C˜∗ is ∗-isomorphic to the C∗-algebra C(αX∗) where αX∗ is
the one-point compactification of X∗.
6.3. C∗-subbialgebras defined by the direct sum of matrix algebras
Identify the matrix C∗-algebra Mnl (C) with the C∗-subalgebra
Lin
〈{
s
(n)
J
(
s
(n)
K
)∗
: J,K ∈ {1, . . . , n}l}〉
of On for n, l  1. We obtain the following C∗-subalgebras of O∗ for each l  1:
M∗l (C)≡
⊕{
Mnl (C): n ∈ N
}
, C∗l ≡
⊕{
Cnl : n ∈ N} (6.3)
where the later is the diagonal part of the former at each component and C∗l =M∗l (C)∩C∗. Then
both M∗l (C) and C∗
l
are counital C∗-subbialgebras of (O∗,Δϕ, ε). In particular, the following
are C∗-subbialgebras of O∗:
M∗(C)=
⊕{
Mn(C): n ∈ N
}
, C∗ =
⊕{
Cn: n ∈ N}. (6.4)
Define the matrix unit {E(c)ij }ci,j=1 of Mc(C) by E(c)ij = s(c)i (s(c)j )∗ for i, j = 1, . . . , c. From (4.1),
Δϕ
(
E
(6)
2,2
)= I1 ⊗E(6)2,2 +E(2)1,1 ⊗E(3)2,2 +E(3)1,1 ⊗E(2)2,2 +E(6)2,2 ⊗ I1.
The second and third terms show that both M∗(C) and C∗ are non-cocommutative.
Let E∗ denote the C∗-subalgebra of O∗ generated by {In: n ∈ N}. Since ϕa,b(Iab) = Ia ⊗ Ib
for each a, b ∈ N and the inclusion map is non-degenerate, E∗ is a counital cocommutative C∗-
subbialgebra of O∗ which satisfies the cancellation law. Furthermore the following holds:
E∗ ∼= c0 ∼= C0(N), E˜∗ ∼= C
(
N ∪ {∞}), M(E∗)∼= l∞(N)∼= Cb(N)
3956 K. Kawamura / Journal of Algebra 319 (2008) 3935–3959where c0, C0(N) and N∪{∞} denote the C∗-algebra consisting of all sequences (xn)n∈N of com-
plex numbers such that |xn| → 0 as n→ ∞, the C∗-algebra consisting of all complex continuous
functions on N vanishing at infinity and the one-point compactification of the locally compact
Hausdorff space N with respect to the discrete topology (Remark 2.1.8 in [21]), respectively.
6.4. Non-commutative cocommutative C∗-subbialgebras of O∗
For n ∈ N and a non-empty subset Σ of {1, . . . , n}, define the C∗-subalgebra On(Σ) of On
generated by the set {s(n)i : i ∈ Σ}. Then On(Σ) is unital for any Σ and n ∈ N, and it is non-
commutative and infinite-dimensional for any Σ when n 2. For a set Σ ≡ {Σn: n ∈ N} such
that Σn ⊂ {1, . . . , n}, define the C∗-subalgebra O∗(Σ) of O∗ by
O∗(Σ)≡
⊕{On(Σn): n ∈ N}.
Define sets 1 ≡ {Σn: Σn = {1}, n ∈ N}, ᵀ ≡ {Σn: Σn = {n}, n ∈ N} and 1 ∪ ᵀ ≡ {Σn: Σn =
{1, n}, n ∈ N}. Since
Δϕ
(
s
(n)
1
)= ∑
(k,l)∈Nn
s
(k)
1 ⊗ s(l)1 , Δϕ
(
s(n)n
)= ∑
(k,l)∈Nn
s
(k)
k ⊗ s(l)l (n ∈ N),
we can verify that O∗(1), O∗(ᵀ) and O∗(1 ∪ ᵀ) are counital non-commutative cocommutative
C∗-subbialgebra of O∗. Furthermore we see that O∗(1 ∪ ᵀ) is the fixed-point subalgebra of O∗
by the C∗-bialgebra automorphism ζ (∗) in Example 5.1. Define R∗ ≡O∗(1 ∪ ᵀ)∩M∗(C). Then
R∗ is also a counital C∗-subbialgebra of O∗.
In conclusion, we illustrate inclusions of these counital C∗-subbialgebras of O∗ as follows:
commutative non-commutative
cocommutative
non-cocommutative
O∗UHF∗ ⊂
∪
M∗(C) ∪
O∗(1 ∪ ᵀ)∪
R∗ ⊂
C∗ ⊂
∪
C∗ ⊂
∪
E∗ ⊂
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Appendix A. Proof of cancellation law
We prepare a lemma in order to show Theorem 1.2(i). Define {1, . . . , n}∗ ≡⋃k1{1, . . . , n}k∪
{∅}. For J ∈ {1, . . . , n}∗, let |J | denote the length of J , that is, |J | = c if J ∈ {1, . . . , n}c. We
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(n)
jl
when J = (j1, . . . , jl), l  1 and
s
(n)
∅ ≡ In.
Lemma A.1. For a, b ∈ N, let w ∈Oa ⊗Ob by
w = s(a)J
(
s
(a)
K
)∗ ⊗ s(b)M (s(b)L )∗ (J,K ∈ {1, . . . , a}∗, L,M ∈ {1, . . . , b}∗).
Then the following holds.
(i) There exist Xi,Y ∈ {1, . . . , ab}∗ and X′, Y ′i ∈ {1, . . . , a}∗ for i = 1, . . . , n <∞ such that
w =
n∑
i=1
ϕa,b
(
s
(ab)
Xi
(
s
(ab)
Y
)∗){
s
(a)
X′
(
s
(a)
Y ′i
)∗ ⊗ Ib}.
(ii) In addition to (i), if |J | = |K| and |M| = |L|, then |Xi | = |Y | and |X′| = |Y ′i | for each i.
(iii) In addition to (i), if |J | = |K| = |M| = |L|, then
w = ϕa,b
(
s
(ab)
X
(
s
(ab)
Y
)∗){
s
(a)
X′
(
s
(a)
Y ′
)∗ ⊗ Ib} and |X| = |Y | = |X′| = |Y ′| = |J |.
(iv) In addition to (i) and (ii), if J =K and M = L, then
w = ϕa,b
(
s
(ab)
X
(
s
(ab)
X
)∗){
s
(a)
X′
(
s
(a)
X′
)∗ ⊗ Ib} or w =
n∑
i=1
ϕa,b
(
s
(ab)
Xi
(
s
(ab)
Xi
)∗)
.
(v) In addition to (iv), if |J | = |M|, then
w = ϕa,b
(
s
(ab)
X
(
s
(ab)
X
)∗){
s
(a)
X′
(
s
(a)
X′
)∗ ⊗ Ib} and |X′| = |X|.
Proof. (i) If |J |  |M|, then there exist M ′,L′ ∈ {1, . . . , ab}∗, J ′,L′′ ∈ {1, . . . , a}∗ such that
|M ′| = |M|, |L′| = |L′′| = |L| and |J ′| = |J | − |M|, and
w = ϕa,b
(
s
(ab)
M ′
){
s
(a)
J ′
(
s
(a)
K
)∗ ⊗ (s(b)L )∗}= ϕa,b(s(ab)M ′ )ϕa,b(s(ab)L′ )∗{s(a)L′′J ′(s(a)K )∗ ⊗ Ib}
where L′′J ′ means the concatenation of words L′′ and J ′. From this, we obtain w =
ϕa,b(s
(ab)
M ′ (s
(ab)
L′ )
∗){s(a)
L′′J ′(s
(a)
K )
∗ ⊗ Ib}. Therefore the statement holds. If |J | < |M|, then let
c ≡ |M| − |J |. Since ∑J ′∈{1,...,a}c s(a)J ′ (s(a)J ′ )∗ = Ia ,
w =
∑
J ′∈{1,...,a}c
s
(a)
JJ ′
(
s
(a)
KJ ′
)∗ ⊗ s(b)M (s(b)L )∗.
For each J ′, there exists M ′ ∈ {1, . . . , ab}|M| such that
s
(a)
JJ ′
(
s
(a)
KJ ′
)∗ ⊗ s(b)M (s(b)L )∗ = ϕa,b(s(ab)M ′ ){(s(a)KJ ′)∗ ⊗ (s(b)L )∗}.
Hence
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∑
J ′∈{1,...,a}c
ϕa,b
(
s
(ab)
M ′
){(
s
(a)
KJ ′
)∗ ⊗ (s(b)L )∗}
=
∑
J ′∈{1,...,a}c
ϕa,b
(
s
(ab)
M ′
)
ϕa,b
(
s
(ab)
L′
)∗{
s
(a)
L′′
(
s
(a)
KJ ′
)∗ ⊗ Ib}
where L′ and L′′ are taken as the case |J | |M|. Therefore
w =
∑
J ′∈{1,...,a}c
ϕa,b
(
s
(ab)
M ′
(
s
(ab)
L′
)∗){
s
(a)
L′′
(
s
(a)
KJ ′
)∗ ⊗ Ib}.
Hence the statement holds.
(ii) In the proof of (i), if |J | |M|, then |M ′| = |L′| and |L′′J ′| = |L′′| + |J ′| = |L| + |J | −
|M| = |J | = |K|. Hence the statement holds. If |J | < |M|, then |M ′| = |M| = |L| = |L′| and
|L′′| = |L| = |M| = c + |J | = |J ′| + |K| = |KJ ′|. Hence the statement holds.
(iii) In the proof of (i), |J ′| = 0. Hence we obtain |M ′| = |M| = |L| = |L′| = |L′′|.
(iv) If |J | |M|, then
w = ϕa,b
(
s
(ab)
M ′
){
s
(a)
J ′
(
s
(a)
J
)∗ ⊗ (s(b)M )∗}= ϕa,b(s(ab)M ′ )ϕa,b(s(ab)M ′ )∗{s(a)J (s(a)J )∗ ⊗ Ib}.
If |J |< |M|, then
w =
∑
J ′∈{1,...,a}c
s
(a)
JJ ′
(
s
(a)
JJ ′
)∗ ⊗ s(b)M (s(b)M )∗
=
∑
J ′∈{1,...,a}c
ϕa,b
(
s
(ab)
J ′′
)(
s
(a)
JJ ′
)∗ ⊗ (s(b)M )∗
=
∑
J ′∈{1,...,a}c
ϕa,b
(
s
(ab)
J ′′
)
ϕa,b
(
s
(ab)
J ′′
)∗
(Ia ⊗ Ib).
Hence the statement holds.
(v) In the similarity of (iv), it is shown. 
Proposition A.1. The (strictly) proper C∗-bialgebra (O∗,Δϕ) in Theorem 1.1 satisfies the can-
cellation law. Furthermore the following C∗-subbialgebras of O∗ also satisfy the cancellation
law: UHF∗ in (6.1), M∗l (C) in (6.3), C∗ in (6.2) and C∗
l in (6.3) for each l  1.
Proof. By Lemma 3.1, it is sufficient to show that Xa,b ≡ ϕa,b(Oab)(Oa ⊗ Ib) and Ya,b ≡
ϕa,b(Oab)(Ia ⊗ Ob) are dense in Oa ⊗ Ob for each a, b  1. The linear space Oa ⊗ Ob has
the dense subspace spanned by the following element:
w = s(a)J
(
s
(a)
K
)∗ ⊗ s(b)M (s(b)L )∗ (J,K ∈ {1, . . . , a}∗, L,M ∈ {1, . . . , b}∗).
By Lemma A.1(i) and the definition of Xa,b in (3.5), we see that w belongs to Xa,b . Therefore
Oa ⊗Ob is included in the closure of Xa,b . This implies that Xa,b is dense in Oa ⊗Ob for each
a, b 1. In like fashion, we can show that Ya,b is dense in Oa ⊗Ob for each a, b 1. Hence the
statement holds for O∗.
K. Kawamura / Journal of Algebra 319 (2008) 3935–3959 3959For C∗-subbialgebras UHF∗, M∗l (C), C∗ and C∗
l
ofO∗, it is shown from Lemma A.1(ii)–(v),
respectively, as the similarity of the proof of O∗. 
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