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We benchmark the accuracy of a vari-
ational quantum eigensolver based on
a finite-depth quantum circuit encoding
ground state of local Hamiltonians. We
show that in gapped phases, the accuracy
improves exponentially with the depth
of the circuit. When trying to encode
the ground state of conformally invariant
Hamiltonians, we observe two regimes. A
finite-depth regime, where the accuracy
improves slowly with the number of lay-
ers, and a finite-size regime where it im-
proves again exponentially. The cross-over
between the two regimes happens at a crit-
ical number of layers whose value increases
linearly with the size of the system. We
discuss the implication of these observa-
tions in the context of comparing different
variational ansatz and their effectiveness in
describing critical ground states.
1 Introduction
Future large-scale fault-tolerant quantum com-
puters will allow to simulate quantum systems
made by a large number of constituents, thus
providing important insight on their properties
[1–3]. In particular, they will allow to character-
ize ground and equilibrium states of those sys-
tems through appropriately designed quantum
algorithms such as those proposed in Refs. [4–
9]. However, as of today, such large-scale fault-
tolerant quantum computers still do not exist.
Currently, noisy intermediate-scale quantum
(NISQ) [10] devices are already available in the
labs. Nonetheless, it is not yet entirely clear
what these devices can be used for. One proposal
is to use them as a part of a hybrid classical-
quantum machine, in which some of the compu-
tational tasks are performed on a classical com-
puter that takes advantage of a small quantum
co-processor in order to perform noisy linear al-
gebra operations, and then, ideally, obtain quan-
tum speedups. The variational quantum algo-
rithms (VQAs) are a class of algorithms that use
such hybrid devices. The general philosophy of a
VQA is to define a parametrized quantum circuit
whose architecture is dictated by the type and
size of the quantum device that is available, and
that depends on a set of classical parameters, e.g.
the angles of single-qubit gates encoding a rota-
tion. These parameters can be optimized using
quantum-classical optimization loops, by extrem-
izing a cost function. The cost function is appro-
priately designed in such a way that its extrema
encode the solution of the specific optimization
problem we aim to solve. In this way, one hopes
to find the best possible quantum algorithm that
allows to perform the required task, given the
available quantum resources. Several VQAs have
already been proposed in the context of making
NISQ computers practically useful for real world
applications [11–26].
Here, we focus on the variational quantum
eigensolver (VQE) [11], a VQA that is designed
to provide an approximation to the ground state
of many-body quantum systems using NISQ de-
vices. The quantum circuit in the VQE algorithm
tries to approximate a unitary transformation U
that rotates a product state |0〉⊗n into the ground
state |ψ0〉 of a given Hamiltonian H of a system
with n qubits.
We consider a special class of quantum circuits
made by several layers of unitaries that act on a
pair of contiguous qubits. The unitaries are cho-
sen from a simple set of gates. We review the
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reason why we use such structure and character-
ize its power numerically. For gapped Hamilto-
nians we can make a direct connection between
our quantum circuit and perturbation theory and
show how the accuracy of the ansatz increases
exponentially with the number of layers. For
critical systems, we observe the appearance of
two regimes, one where the physics is dictated
by an effective correlation length induced by the
number of layers of the circuit and another one
where the correlation length is actually set by
the system size as expected. In particular, we
discuss how the tension between the finite speed
of propagation of the correlations consequence of
Lieb-Robinson bounds and the growth of entan-
glement in critical systems is responsible of the
linear scaling with the size of the system of the
critical number of layers l∗(n) that determines
the location of the cross-over between the two
regimes.
2 The variational quantum eigensolver
We denote by U˜ the approximation of the uni-
tary U that should rotate the initial product state
into the desired ground state of H. U˜ is obtained
as a quantum circuit with finite depth that de-
pends on a set of parameters ~θ. For any choice of
~θ, the quantum circuit U˜(~θ) acting on the prod-
uct state |0〉⊗n generates a trial wave function
|ψ˜(~θ)〉 = U˜(~θ) |0〉⊗n. Using a NISQ computer we
can compute the expectation value of the energy
on that wave-function E~θ = 〈ψ˜(~θ)|H |ψ˜(~θ)〉. At
this stage, we can use a classical optimization al-
gorithm in order to find the values of the param-
eters ~θ that minimize the energy, thus providing
(for a gapped system) an approximation to the
ground state. The classical optimization allows
us to extract
~θopt = argmin~θ 〈ψ˜(~θ)|H |ψ˜(~θ)〉 . (1)
In this way we can identify |ψopt〉 ≡ U˜(~θopt) |0〉⊗n
with the best possible approximation to the
ground state of H, given the architecture of the
quantum circuit we can implement on a NISQ
device that approximates U .
In order to make contact with practical imple-
mentations of VQE, here we will consider uni-
taries built from a finite set of gates, namely
single-qubit rotations and two-qubit controlled
operations. We thus are working in the frame-
work of finding the best approximation to a uni-
tary transformation given an elementary set of
quantum gates. In this framework, there are an-
alytical bounds on the error induced by approx-
imating a unitary transformation with a finite
number of elementary gates. The Solovay-Kitaev
theorem states that an arbitrary unitary acting
on n qubits can be approximated with precision ε
by using at most order Θ(logc(1/ε)) elementary
gates chosen appropriately from a universal set
of quantum gates closed under inversion, where
c ∼ 3.97 [27, 28]. Alternative versions of the
theorem have lowered the value of c [29], how-
ever there is an optimal value of c = 1 [28, 30].
This theorem suggests that if our VQE is built
from a set of universal gates, then by increasing
the number of gates, we will able to arbitrarily
reduce the error between our approximation to
the ground state and the real ground state of the
system.
From the practical point of view of building the
quantum circuit that best approximate U from a
given number of gates, the Solovay-Kitaev theo-
rem is not very useful. For example, it does not
suggest what is the geometry of the circuit we
should choose. That is, it does not specify on
which constituents each of the elementary gates
act and how elementary gates should be concate-
nated. Choosing among all possible geometries
the optimal is a hard problem. Given indeed e.g.
m two-body gates that are supposed to act on ar-
bitrary pairs of two qubits out of the n qubits of
the systems, we can generate n(n− 1)m in prin-
ciple distinct quantum circuits.
In order to overcome this exponential scaling,
here we take inspiration from perturbation the-
ory. It is well known indeed that perturbation
theory can be recast in terms of continuous uni-
tary transformations [31–34]. In the context of
topological order, indeed, these continuous uni-
tary transformations have been used to define
the quasi-adiabatic continuation [35]. Two states
are in the same phase if there is a sequence of
gapped local Hamiltonians, that allows to evolve
one state into the other in a finite time. The evo-
lution operator generated by these Hamiltonians,
at least in a Trotter approximation, can be rep-
resented by a finite-depth quantum circuit [36].
These ideas have also been put on firm ground in
[37], where general theorems about the properties
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of such unitaries, including their causal cones,
have been obtained.
For these reasons, we focus on a fixed geom-
etry of the network represented in Fig. 1. It
can either be interpreted as the Floquet evolu-
tion of a local Hamiltonian [38] or as a Trotter
approximation of continuous evolution by a lo-
cal Hamiltonian defined on a line. In 1D, we can
separate the terms of the Hamiltonian that act
on even and odd links and obtain two sets, each
made of mutually commuting gates. A full evolu-
tion step involves acting with both sets, and we
identify the step with a layer of the circuit. The
full ansatz involves concatenating several layers
of these unitary gates. As for the particular set
of unitaries we consider, they are made out of
single-qubit rotations Ry(θ), and control-Z gates
(CZ) that act on two contiguous qubits as shown
in Figure 1.
A legitimate question is thus how accurate this
geometry can be, and how close can the state we
extract by running a VQE on our set of quan-
tum circuits get to exact ground state of the sys-
tem. Since we are dealing with finite systems,
the Hamiltonians we are considering always have
a gap (at least proportional to 1/n). If E is the
expectation value of the energy on our trial wave-
function, its distance from the ground state can
be bounded as δ ≤ ∆E with  = E − E0 and
∆E being the gap of the Hamiltonian. We will
use the error in the ground state energy  as a
measure of the quality of our circuit.
3 Numerical characterization
In order to characterize the computational power
of the quantum circuit presented in Fig. 1, as
the encoder of the unitary that rotates the initial
product state |0〉⊗n into the ground state of a
given local Hamiltonian, we need to discuss its
entangling power.
In the context of many-body quantum systems,
we typically characterize the goodness of a given
variational ansatz in terms of how much entan-
glement it can support. The maximal amount
of entanglement that can be generated by our
variational quantum circuit acting on a product
state depends on its depth. The quantum circuit
is indeed built from native unitary gates. Be-
sides single-qubit rotations, that do not entan-
gle different partitions, at every layer we have
Figure 1: Variational quantum ansatz for U˜(~θ) employed
in our simulations. As indicated by the red box, each
layer is composed of CZ gates acting on alternating
pairs of neighboring qubits which are preceded by Ry(θi)
qubit rotations, Ry(θi) = e−iθiY/2. After implementing
the layered ansatz, a final layer of Ry(θi) qubit gates
is applied. Here, it is shown the case of two layers and
n = 8 qubits.
one CZ gate per pair of spins. The CZ is able
to create a maximally entangled state between
the pair it acts on. For example when acting on
|++〉 it transforms it to 1√2 (|0+〉+ |1−〉). As a
result, and as expected, our unitary quantum cir-
cuit can create one bit of entanglement per pair
and per layer. This fact agrees with the known
fact that unitary circuits are able to generate
entanglement linearly in their depth as a conse-
quence of Lieb-Robinson bounds [39]. A circuit
with the structure of the one in Fig. 1 acting on
n constituent made by l layers, indeed could gen-
erated up to min(n/2, l) entanglement between
two complementary halves of the system made of
spins [37].
In the context of ground-state physics, this is
a considerable entangling power. In 1D, indeed,
ground states of local gapped Hamiltonians full-
fill the area-law of entanglement [40–42], meaning
that the entanglement of a block of spins does not
grow with the size of the block but rather with
the size of its boundaries. In the 1D case we
are considering here, no matter how large the bi-
partition is, if it envolves consecuitive spins, the
boundary is made by just the two sites at each
end of the block. As a result, the entanglement
of a region of n spins in the ground state of a
1D gapped system asymptotically saturates to a
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value independent of n. We thus expect that a
finite number of layers should be enough to en-
code the ground state of gapped Hamiltonians of
arbitrary number of constituents.
When the Hamiltonian is gapless, much less
is known since there are theorems stating that
the complexity of finding ground states of local
translational invariant quantum Hamiltonians is
QMA-complete [43, 44]. A special case, however,
is the one of gapless Hamiltonians whose ground
state can be described by Conformal Field The-
ories (CFT). In that specific case, we know that
the entanglement of a region of n/2 contiguous
spins in an infinite chain scales asymptotically as
S(n/2) = c3 log(n/2) + d , (2)
where c is the central charge of the corresponding
CFT and d is a non-universal constant [45–48]. In
the case of conformally invariant gapless Hamil-
tonian, we thus expect that the number of layers
of our ansatz in Fig. 1 needs to increase with
the size of the system in order to have a uniform
approximation of the system as we increase n,
that is in order to accommodate the logarithmic
growth of the entropy.
3.1 The models
In order to test these expectations, we bench-
mark the VQE in the case of two paradigmatic
quantum spin chains, the Ising model in trans-
verse field and the XXZ chain. Both spin chains
are exactly solvable, and we can thus character-
ize the error in the ground state energy we ex-
tract E knowing the exact result for the ground
state energy E0 as |E − E0| = . Prior work
benchmarking the Quantum Approximate Opti-
mization Algorithm [49] in the Ising model case
can also be found in Ref. [50].
The 1D Ising model is described by the follow-
ing Hamiltonian
HIsing = −
∑
j
σzjσ
z
j+1 + λ
∑
j
σxj , (3)
where λ is the disordering field. For small λ, the
system is in a ferromagnetic phase, where all the
spins are aligned along the z direction. As λ in-
creases, the system tends to disorder and goes
to a paramagnetic phase for large λ. The two
phases are separated by a quantum critical point,
exactly at λ = 1, that is in the Ising universal-
ity class. The system has indeed a Z2 symme-
try generated by
∏
j σ
x
j that flips all the spins.
The Z2 symmetry breaks spontaneously at the
quantum critical point. In both phases, the ele-
mentary excitations are gapped and are spin flips
in the paramagnetic phase and domain walls in
the ferromagnetic phase. At the critical point,
the correct variables to describe the systems are
the product of spin and domain walls, giving rise
to free Majorana Fermions [51]. At the critical
point, the system becomes gapless, and the low
energy dispersion relation is linear, inducing an
emerging Lorentz invariance. The large distance
behavior of the transverse field Ising model is de-
scribed by a CFT with central charge c = 1/2,
one of the well known minimal models [52, 53].
From the point of view of entanglement, the
ground states of the Ising model in both ferro-
magnetic and paramagnetic phases are shortly
correlated and full-fill the area-law. We thus ex-
pect that they can easily be generated by a finite-
depth quantum circuit, such as the one we are
using here.
At the quantum critical point, on the other
hand, the ground state violates the area-law dis-
playing logarithmic scaling of the entanglement
entropy. We thus expect that the number of lay-
ers of the circuit needed to keep the accuracy con-
stant increases as we consider increasingly large
systems.
The XXZ model is slightly more complicated,
and the Hamiltonian reads
HXXZ =
∑
j
(
σxj σ
x
j+1 + σ
y
j σ
y
j+1
)
+ ∆σzjσzj+1 ,
(4)
where ∆ is the spin anisotropy. From the point of
view of a Fermionic model, ∆ induces a density-
density interaction, and thus the model, even
if still exactly solvable via the Bethe ansatz, is
not anymore a model for free fermions [54]. For
∆  1 and ∆  −1 the system is gapped,
and the spins eventually align either ferromag-
netically for ∆ < −1 and anti-ferromagnetically
for ∆ > 1 along the z-direction, indicating a
Mott-insulating phase for the fermions with ei-
ther unity filling or checkerboard filling. For val-
ues of −1+ ≤ ∆ ≤ 1 the system is critical, and
it describes the physics of a compactified boson,
where the radius of compactification depends on
∆. This region is described by a CFT with c = 1,
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and differently from the Ising theory, this one is
interacting. Once more, the entropy of a region
of consecutive spins in the ground state increases
logarithmically with the number of spins in that
region, meaning that we expect that the depth of
our circuit will have to increase with the system
size in order to obtain a uniform accuracy.
3.2 Gapped Hamiltonians, the perturbative
regime
We now start considering the performance of the
VQE in the case of a gapped Hamiltonian. For
every realization of the quantum circuit, we run
our VQE that selects the optimal values for the
free parameters in the circuit that encode the
single-qubit rotations around the Y -axis. We
have 2n parameters per layer that are optimized
using a gradient descent method, combined with
standard techniques from tensor networks. Fur-
ther details can be found in [55] and in Sec. B
and Sec. C of the Appendix. Here it is enough
to mention that optimization at the core of the
VQE minimizes the energy in the space of free
parameters encoding the state generated by the
circuit. Parameters are iteratively changed until
we reach convergence in the ground state energy.
That is, after one iteration the energy decrease is
smaller than a given threshold (typically of the
order 10−12).
We begin by considering the results for λ = 10
in Eq. 3. We can obtain the ground state in this
regime in perturbation theory. We start with the
ground state of Eq. 3 when λ = ∞, as the un-
perturbed state. The Hamiltonian simplifies to
H0 =
∑
i σ
x
i , whose ground state is a product
state in the x basis. We then reduce λ to a finite
value, and we can express the ground state of
Eq. 3 for finite λ perturbatively. The full Hamil-
tonian can be written as H = H0 + 1λ
∑
i σ
x
i σ
x
i+1.
Using the perturbation theory in the form of a
continuous unitary transformation [34], we im-
mediately realize that the l order in the pertur-
bative expansion requires l layers of the quantum
circuit. We thus expect that the precision of our
ansatz will scale exponentially with the number
of layers. Our expectations are confirmed in the
numerical results presented in Fig. 2 where we
see very mild size dependence but a clear expo-
nential increase of the accuracy of the VQE with
the number of layers for λ = 10 and n = 8, 10, 12.
In Fig. 3 we repeat the same analysis as we de-
1 2 3 4
Depth
2.0
2.5
3.0
3.5
4.0
4.5
5.0
lo
g 1
0
(1
/²
)
8 qubits
10 qubits
12 qubits
Figure 2: The error of the ground state energy in log-
arithmic scale as a function of the number of layers
(depth) in the quantum circuit, for the optimal encod-
ing of the ground state of the Ising model in Eq. (3)
with λ = 10 for different system sizes n = 8, 10, 12.
The results lie on straight lines, unveiling an exponential
increase of the precision with the number of layers, as
expected from a perturbative calculation. For example,
with 5 layers we expect our network could include effects
up to λ−5 ' 10−5.
crease λ towards the phase transition. For λ = 2,
we still appreciate an exponential scaling of the
accuracy, but as expected, the slope of the semi-
logarithmic plot is lower since it increases from
1/10 to 1/2. For λ = 1, we appreciate that the
behavior of the VQE ground state energy accu-
racy as a function of the number of layers changes
drastically from the behavior observed at larger
λ. λ = 1 in the thermodynamic limit is the lo-
cation of the phase transition between the two
gapped phases.
3.3 Scaling of the accuracy at criticality, the
two regimes
At λ = 1, the Hamiltonian of a finite length of
size n has a gap that closes as 1/n and thus
becomes gapless in the thermodynamic limit.
From the previous discussion about the entan-
gling power of our ansatz, we thus expect that
in order to obtain the same accuracy for increas-
ingly large systems, we will need to consider in-
creasingly deep quantum circuits. The amount
of entanglement can grow linearly with the depth
of the circuit [37] and in the critical ground state
we only need a logarithmic increase of the en-
tropy. We could thus expect that a number of
layers growing logarithmically with the system
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Figure 3: We benchmark our VQE on a chain of n = 12
spins for values of λ = 2, 10 that are deep in the pertur-
bative regime where the accuracy increases exponentially
with the number of layers. At λ = 1, the Hamiltonian is
gapless in the thermodynamic limit. There the accuracy
behaves differently as a function of the number of layers,
unveiling two regimes.
size could provide a uniform approximation to
the ground state of increasingly large systems.
In order to verify this expectation, we perform
numerical simulations of quantum circuits of sev-
eral layers (from l = 1 to l = 11) that are op-
timized to encode the ground state of systems
with different sizes from n = 6 to n = 16 with
periodic boundary conditions. We use the two
Hamiltonians in Eq. (3) and (4). In both cases,
the Hamiltonians are tuned to a critical point,
choosing λ = 1 for the Ising model and ∆ = 1/2
for the XXZ model. For ∆ = 1/2, we are far
enough at the same time from the Heisenberg
point (where marginally relevant operators tend
to make finite-size scaling harder) and from the
gapped phases.
In Fig. 4 we plot the logarithm of the inverse
error  = |E−E0| versus the depth of the circuit,
for the Ising model (left) and XXZ model (right).
In these plots, the best approximations are points
on the far top side of the plot. The accuracy
clearly shows two different regimes. Initially, the
accuracy varies very little as we increase the num-
ber of layers, and hence the number of variational
parameters and the entangling power of the cir-
cuit. The error indeed stays of the order 10−2
from one to several layers for the Ising model and
of the order of 10−1 for the XXZ model. This be-
havior seems to be completely independent of the
system size since curves obtained by optimizing
the energy almost coincide.
In the inset of the two panel of Fig. 4 we zoom-
in in this first regime and plot the same results
on a linear scale, that is we plot 1/ versus l.
There we can appreciate now that the improve-
ment in accuracy in this regime is a power law of
the depth of the circuit, rather than exponential.
We thus seem to observe a finite-depth regime,
where the precision of the variational scheme de-
pends very little on the number of layers and im-
proves very slowly. This regime changes dras-
tically at a critical number of layers l = l∗(n)
that strongly depends on the size of the system.
At that critical number of layers, the precision
improves several orders of magnitude abruptly.
This improvement is particularly abrupt in the
case of the Ising model, whereby just adding one
layer, the accuracy can improve several orders of
magnitude. For the XXZ model, we see similar
features though the overall accuracy is lower as
a consequence of the higher amount of entangle-
ment in the ground state.
It is interesting to notice that in the finite-
depth regime, the accuracy in the energy does
not depend on the size of the system, differ-
ently from what we would expect for finite-size
systems, where the energy should approach the
thermodynamic limit from below with a correc-
tion proportional to  ∝ 1/n2 [56, 57] for systems
with periodic boundary conditions as are the ones
we consider here. As the number of layers be-
comes larger than a critical value of l∗(n) (that
once more strongly depends on the system size
n), the precision starts to improve exponentially
fast with the number of layers. This is consistent
with the appearance of a finite correlation length
of order n, which is ultimately responsible for the
exponential scaling of the energy.
In the XXZ model, the improvement of the en-
ergy accuracy when transitioning from the finite-
depth to the finite-size regime is not as sharp as
for the Ising model. However the two regimes are
still clearly visible. The first finite-depth regime,
where the improvement is slow and does not de-
pend on the size of the system but instead on the
number of layers, and a finite-size regime where
the improvement is exponential, and where the
slope is different for different system size, reveal-
ing the presence of a correlation length that is
proportional to the system size. The finite-size
dominated regime can also be interpreted as a
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Figure 4: Error of the ground state energy in logarithmic scale vs. number of layers in the variational ansatz, for the
Ising model (left) and XXZ model (right). Different colors encode systems made by a different number of qubits n.
Better results are encoded by points on the top of the plot, where log10(1/) is large, and hence  is small. As we
increase the depth of the circuit, the error initially improves very slowly, as shown by the almost horizontal behavior
of the curves. It then suddenly starts to increase several orders of magnitude. This very sharp change of behavior
identifies two regimes, namely, finite-depth regime, where the energy accuracy does not depend on the size of the
system but only on the number of layers and increases slower than exponentially with it, and the finite-size regime
where the energy accuracy increases exponentially. The insets show a power law increase of the accuracy in the
finite-depth regime.
refinement regime, since there, with the help of
a few additional layers, we typically obtain im-
provements on the ground state energy of several
orders of magnitude.
These two regimes seem to be reminiscent of
the finite-entanglement and finite-size regime ob-
served in Matrix Product State (MPS) simula-
tions of the critical systems [58–61]. Thus, in
order to get a better quantitative characteriza-
tion of the two regimes, we go back to studying
the entanglement entropy of half of the system
of the wave-functions obtained as a result of the
VQE.
3.4 Scaling of the entanglement entropy at
criticality
In order to compute the entanglement entropy of
the states we obtain from our VQE, we partition
the system in two halves each made by n/2 con-
tiguous spins. Calling A one of the two halves,
we construct the reduced density matrix of A as
ρA = trB |ψopt〉 〈ψopt|. The Von Neumann en-
tropy of the eigenvalues of ρA encodes the entan-
glement entropy, SA = −trρA log(ρA).
Our results for SA are reported in Fig. 5. On
the left panel, we represent the entropy computed
for a bipartition in two halves of the ground state
of the Ising model at the critical point. This
is obtained by fixing λ = 1 in the Hamiltonian
(3). We compute the half chain entropy for in-
creasingly large systems from n = 6 to n = 14
qubits. The entropy shows two regimes. In the
first regime, the entropy increases as the number
of layers increases, and the increase is compatible
with being logarithmic in the number of layers,
being definitely slower than the linear increase
with the number of layers that the circuit could
support.
At a critical value of l, l∗(n) that coincides with
the critical value observed in the scaling of the
energy error, the entropy jumps and saturates to
a value that depends on the system size. For val-
ues of l larger than l∗(n) the entropy is roughly
constant. We can thus fit the entropy as a func-
tion of l∗(n), and obtain a good agreement with
a scaling of the type SA = α log(l∗(n)) + β. The
value of α extracted from a numerical fit to the
data is αIsing = 0.18(2). This should be com-
pared with the value of pre-factor that rules the
scaling of the entanglement entropy with the size
of the system at criticality that only depends on
the central charge and is 1/6. The fact that α
is very close to 1/6 suggests that l∗(n) scales as
l∗(n) = γn where γ is a constant.
In the finite-depth regime, the entropy of a
bipartition is ruled by the number of layers of
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Figure 5: Von Neumann entropy of the bipartition vs. the number of layers in the variational ansatz, for the Ising
model (left) and XXZ model (right), and for increasing number of qubit n. Black lines represent logarithmic fits of
the data. Once more, the sudden growth of the entropy coincides with the change of regime.
the VQE rather than by the size of the bipar-
tition. We observe a logarithmic increase of the
entropy with the number of layers. The entropies
of sub-regions with a very different number of
constituents are very similar. A fit of the data
using a logarithmic increase of the entropy as
a function of the number of layers is plotted in
black, both for the Ising and for the XXZ model,
in Fig. 5. Even if the corresponding curve sig-
nificantly deviates from the numerical value for
large depths, it correctly reproduces the average
values of the entropies for different systems sizes
obtained with VQE having the same number of
layers l in the regime where l  l∗(n). It is im-
portant to notice that obtaining accurate values
for the entropy in the finite-depth regime is very
challenging. We are indeed optimizing the energy
in a manifold of excited states, where the energy
is still considerably higher than the energy of the
ground state. As a result, there are many states
with roughly the same energies but very differ-
ent entropies, as observed in the context of MPS
simulations [58]. The fit to the entropy as a func-
tion of the logarithm of the depth of the circuit,
in the finite-depth regime, that is for l  l∗(n)
provides a value for α = 0.13(4). The number is
compatible with the expected scaling of the en-
tropy of the system that deviates from the CFT
due to the presence of a finite correlation length
ξ(l) ∝ l . (5)
The right panel of Fig. 5 presents a simi-
lar study of entanglement entropy in the ground
state of the XXZ model described by the Hamil-
tonian (4). The behavior is similar to the one
observed in the case of the Ising model at the
critical point, although we appreciate a much
larger entropy as expected from the fact that the
central charge of this model is twice the one for
the Ising model, i.e. c = 1. Once more, we ob-
serve two regimes, one regime where the entropy
is roughly independent on the size of the par-
titions but depends strongly on l and seems to
follow a logarithmic increase. At the values of
l = l∗(n) already identified in Fig. 4, we see
that the entropies jump to values that depend
on the size of the block. For larger values of l,
the entropy remains almost constant. We iden-
tify l∗(n) with the last point of each numerical
series presented in Fig. 5, and we can fit a log-
arithmic growth of the entropy at that specific
value of l∗(n), obtaining for the coefficient of the
logarithmic scaling αXXZ = 0.37(9). This value
is compatible with c/3 = 1/3. Comparing this
result with the expected scaling for the entropy
of a bipartition made by n/2 spin in Eq. 2, we
have a further indication that l∗(n) = γn with
γ constant. Further confirmation of this identifi-
cation can be obtained by fitting the lower part
of the numerical sequences for the entropies as a
function of log(l). In these regions, for l l∗(n),
the entanglement entropy depends only mildly on
n/2, the size of the partitions. The result of the
best fit tells us once more that SA = α log(l) + β
with αXXZ = 0.24(16). Once more this result
is compatible with the 1/3 expected for a system
having effective length l rather than n/2 thus pro-
viding a further confirmation of Eq. (5).
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4 Interpretation of the results and out-
look
In the previous sections, we have unveiled that
a VQE that uses the structure of the quantum
circuit presented in Fig. 1 is able to accurately
describe the ground state of local Hamiltonians
both in gapped regimes and in those gapless
regimes that can be described by a CFT. This,
by itself, is an important observation given the
current availability of NISQ devices in the labs.
As we have discussed, the circuit structure in
Fig. 1 is inspired by the idea of quasi-adiabatic
continuation [35], a set of analytical results that
tell us that whenever two states belong to the
same phase, we can transform one into the other
by evolving it using a local gapped Hamiltonian
for a finite amount of time. The resulting finite
time evolution, at least in a Trotter approxima-
tion, takes the form of the tensor network in Fig.
1. Analogously when two states are in the same
phase, we can build one from the other by ap-
plying to it a perturbation. The corresponding
perturbative expansion can also be casted as a
continuous unitary transformation [31–34] that
can be discretized and expressed as the circuit in
Fig. 1 [62]. From this perspective, the results
we have presented concerning the performances
of the VQE in the gapped regime are not surpris-
ing. However, they confirm that whenever we can
rotate the ground state of a gapped Hamiltonian
into a product state, our circuit, made of simple
elementary gates, does it optimally, with a preci-
sion that improves exponentially with its depth,
as expected from perturbation theory.
The results in the critical regime are much
more interesting. First of all, by definition, the
critical point is not connected to a product state
via a perturbative expansion. However, there is
no true critical point in a finite-size system, thus
the fact that we can encode faithfully pseudo-
critical finite systems has to be expected. Our
results go beyond this expectation and allow us to
identify the minimum depth of the circuit that is
required in order to represent the pseudo-critical
grounds state of a finite system faithfully.
Our numerical results for critical systems point
to the existence of two different regimes. A
regime that we have called finite-depth in which
l < n/2 where the precision of the results only
depends on the number of layers and a refine-
ment, or finite-size regime. In the finite-depth
regime, the accuracy of the ground state energy
increases very slowly with the number of lay-
ers, only polynomially. The entanglement en-
tropy of a region that, in CFT should increase
logarithmically with the number of spins in that
region, only increases logarithmically with the
number of layers of the circuit. Two half sys-
tem bipartitions taken from systems with differ-
ent size (and hence containing a different num-
ber of spins) have roughly the same entropy when
they are computed from a quantum circuit with
depth smaller than l l∗(n).
In the refinement regime, the results acquire
the expected finite-size dependence. In that
regime, the precision increases exponentially with
the number of layers, as seen from straight lines
in Fig. 4. The slope of the straight lines allows us
to define a correlation length ξ as  ∝ exp(−l/ξ)
that as clear from the plots depends on n, as
ξ ∝ n. As expected in the finite-size regime, the
entanglement of a region made by n/2 spins in-
creases logarithmically with n/2.
The logarithmic increase of the entropy in the
finite-depth regime with a pre-factor that is nu-
merically compatible with the ones dictated by
the CFT and the location of the jump between
the two regimes at a value l∗(n) ∝ n are com-
patible with the following analysis. The finite-
depth of the system induces an effective correla-
tion length ξl ∝ l as described by our main result
in Eq. (5). Since the finite size of the system
also induces a finite correlation length ξn ∝ n
we can expect a cross-over phenomenon when
l ' n, where the system transition from a regime
in which the shortest length is the one induced
by l to a regime where finite-size effects become
dominant since the shortest correlation length is
the one induced by the size of the system. This
simple explanation is compatible with what we
observe numerically.
4.1 Finite correlation length from Lieb-
Robinson bounds
Possibly the most interesting observation is the
fact that in the finite-depth regime, the corre-
lation length is proportional to l as encoded by
Eq. (5). This is a direct consequence of Lieb-
Robison bounds [39, 63]. Indeed if we think of l
as the computation time, we immediately under-
stand that, as a consequence of the existence of a
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finite speed of propagation, in order to build up
correlations at a distance l we need to wait for
times proportional to l.
This observation creates an apparent tension
with what we would expect by describing the
system in the language of MPS and finite en-
tanglement scaling [58–61, 64]. In that context,
the best approximation to a critical ground state
with an MPS with bond dimension χ, is a finitely
correlated state with correlation length propor-
tional to ξ = χκ for some κ. Once we rewrite the
quantum circuit in terms of a MPS, we notice
that the MPS bond dimension χ increases expo-
nentially with the number of layers as χ = 2l.
This fact can be easily observed by noticing that
the CZ gates can be expressed as a Matrix Prod-
uct Operator with bond dimension 2.
We can thus blindly try to make contact with
what it is known for representing critical ground
states with MPS [58, 65]. Indeed by just equat-
ing the effective correlation length induced by the
finite bond dimension with the one coming from
the finite size of the system, we should be able to
identify the number of layers l∗(n) necessary to
transition from finite-depth to finite-size. In for-
mulas 2l∗(n)κ ∝ n meaning that l∗(n) ∝ log(n)/κ.
This prediction is clearly different from what we
observe in our data described by Eq. (5), describ-
ing a linear dependence of the critical l∗(n) with
n.
This apparent discrepancy can be understood
in several ways. First, the MPS constructed from
Fig. 1 are not generic, but very constrained as
we have discussed when we have identified that
these states only depend on a number of param-
eters that increase only linearly with the number
of layers. The generic MPS we would map the
quantum circuit to has a number of independent
parameters that increases as the square of their
matrices bond dimension. The naive mapping
suggest that the bond dimension of the MPS en-
coding the VQE increases exponentially with the
number of layers of the circuit. However the MPS
is strongly constrained, meaning that the quan-
tum circuits describe only exponentially small
corners of the possible MPS states with the same
bond dimension. Furthermore, a pseudo-critical
system of size n is a system with correlations that
spread everywhere up to distance n [57]. As a
result, starting from a product state and using
unitary transformations that have a finite Lieb-
Robinson speed (since they are built out of local
gates), we cannot build such correlations in times
shorter than times proportional to n.
Even though the entangling power of the class
of quantum circuits we use in the VQE is in prin-
ciple maximal as for any unitary quantum circuit
[37], when we optimize it in order to describe
a pseudo-critical ground state starting from a
product state, the bottleneck of our construction
is not the entangling power of the circuit, but
rather the finite speed of propagation of correla-
tions. From the practical point of view, this fact
provides hints on how to improve on this linear
increase of depth. On the other hand from the
theoretical point of view, we have managed to
identify a sub-manifold of MPS that can be used
to represent critical states, but whose entangle-
ment does not grow as the log(χ) but rather as
log(log(χ)).
4.2 Scaling with the number of free parameters
in the wave-function ansatz
This observation is of fundamental importance.
We need indeed to notice that in a generic MPS,
the number of free parameters scales as the power
law of the bond dimension, roughly as χ2. In our
quantum circuit, it scales linearly with the num-
ber of layers. The contradiction that we have
encountered in the previous section was based
on assuming that the entropy in a critical MPS
should scale as the logarithm of the bond dimen-
sion, that is, a critical MPS would saturate the
maximal entropy bound. Here we observe that
the contradiction is removed if we trade the bond
dimension with an effective number of free pa-
rameters. If we call that number N , N is pro-
portional to χ2 for generic MPS and to l for the
quantum circuits we are describing here. We can
thus rewrite both the scaling of the entropy ob-
served in the generic critical MPS wave-functions
and the one observed for these specific finite-
depth quantum circuits as
S ∝ log(N ) . (6)
This equation, can be used in the other direc-
tion, as a way to define the effective number of
free parameter of a given variational ansatz as
N ∝ expS. This identification would allow to
compare different ansatz in a natural way. Simi-
lar ideas have been pushed forward for example,
in the context of comparing the performances of
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MPS and MERA in studying a critical system in
Ref. [66]. There the authors have tried to com-
pare the performances of a MERA and MPS in
terms of the number of free parameters, without
however comparing the actual entropy computed
from the two set of ansa¨tze. In the same way,
when trying to compare Neural Networks wave-
functions with the one of MPS and Tree Tensor
Networks as done e.g. in Ref. [67] one could try
to use the N extracted for the two ansa¨tze to
perform the comparison.
5 Conclusions
In this paper, we have analyzed the performance
of a finite-depth quantum circuit in order to en-
code the ground state of local Hamiltonians. We
have shown that as expected, the precision of
the results improves exponentially with the depth
of the circuit in gapped phases. In conformally
invariant gapless phases, the precision improves
very slowly up to a number of layers that increase
linearly with the system size l∗(n). We identify
that regime with a finite-depth regime, where the
depth of the circuit dictates the appearance of an
effective correlation length. Beyond that number
of layers, the precision improves again exponen-
tially, and the VQE provides a faithful represen-
tation of pseudo-critical ground states.
We have provided an explanation of this phe-
nomenon in terms of Lieb-Robinson bounds and
the finite speed of propagation of correlation in
systems described by local Hamiltonians. We
have also discussed the implications of our ob-
servations in the context of comparing the power
of different variational ansatz in representing the
ground state of critical systems. We believe that,
in the context of critical systems, the actual en-
tanglement entropy of the wave-function provides
a proper measurement of the effective number
of free parameters in the ansatz N , the number
that is ultimately responsible of the accuracy of
the results. We have discussed how in generic
MPS systems that number scales as N ∝ χ2, in
contrast with the present case N ∝ l. It would
be interesting to extend our comparison to more
complex ansa¨tze and circuit structures, and iden-
tify the N for those architectures that could be
simulated with current NISQ computers.
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A Solovay-Kitaev theorem
Energy and entropy approximation
One of the significant challenges of quantum com-
putation is to implement quantum algorithms ef-
ficiently. Mathematically, the complexity of an
algorithm can be defined in the context of dif-
ferential geometry relating distances in the man-
ifold of unitary operations with the circuit com-
plexity [68, 69]. In quantum computing, we are
limited to a specific set of quantum gates to per-
form arbitrary unitary operations. Thus, we have
to find optimal combinations of these gates that
approximate the desired operation. Approximat-
ing a unitary operation U , given a set of gates G,
means that we have to find g1 · · · gl ∈ G such that
‖U − g1 · · · gl‖ is sufficiently small (‖ · ‖ denotes
a distance in the manifold of unitary operations
such as the operator norm or the trace norm).
In the following, we are going to relate the er-
ror ε between an approximated quantum circuit
U˜ and the exact one U that produces a ground
state |ψ0〉 of some Hamiltonian H, with the er-
ror of the ground state energy. The error of the
ground state energy may be defined as |E˜0−E0|,
where E0 is the lowest eigenvalue of H, and E˜0
is the expectation value 〈ψ˜0|H |ψ˜0〉, being |ψ˜0〉
the approximated state given by U˜ . We may as-
sume as well that exists an ideal circuit U that
maps our initial state to the exact ground state
of a given Hamiltonian, although implementing
U may not be efficient in terms of the number of
qubits n.
Lemma 1. Given a universal set of quantum
gates G closed under inversion, a Hamiltonian H,
and error ε > 0 it is possible to find a quantum
circuit U˜ such that it can simulate an approxi-
mation for the ground state |ψ˜0〉, with an error
of the energy of O(ε2) in a gate complexity of
O(logc(1/ε)) , (7)
for some constant c, c ≤ 4.
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Proof. To prove this result we may use the Solo-
vay Kitaev theorem and standard perturbation
theory. Suppose that exists a quantum circuit U
such that
U |0〉⊗n = |ψ0〉 . (8)
Then, from the Solovay-Kitaev theorem it is pos-
sible to find an ε-approximation U˜ for U using
O(logc(1/ε)) gates from our set G. The approx-
imated U˜ can be expressed as U˜ = e−iεAU for
some bounded Hermitian matrix A (‖A‖ < 1).
Expanding U˜ with the usual definition of the ma-
trix exponentiation to the first order on ε, we
compute the approximated state |ψ˜0〉 of the ex-
act groundstate
|ψ˜0〉 = U˜ |0〉⊗n = |ψ0〉 − iεA |ψ0〉+O(ε2). (9)
Recall that since A is bounded, |ψ˜0〉 is ε-close to
|ψ0〉. Finally, it suffices to compute the energy
of the state |ψ˜0〉 as E˜0 = 〈ψ˜0|H |ψ˜0〉. Given that
E0 = 〈ψ0|H |ψ0〉, then
E˜0 = E0 + ε2 〈ψ0|AHA |ψ0〉 . (10)
The terms O(ε) have cancelled due to the her-
micity of A and the change of sign produced by
the conjugation of the imaginary unit i. Thus,
the result |E˜0 − E0| = O(ε2) follows.
This result can be extended also to the Von
Neumann entropy. Recall the definition of the
Von Neumann entropy. Let H be a bipartite
Hilbert space for two subsystems A and B, i.e
H = HA⊗HB, then, ρA0 the reduced density ma-
trix of a state |ψ0〉 reads
ρA0 = TrB |ψ0〉 〈ψ0| . (11)
The Von Neumann entropy of the bipartition
can be computed as
S0 = −Tr ρA0 log2 ρA0 = −
χ∑
i
λi log2 λi , (12)
where λi are the eigenvalues of ρ
A
0 , and χ is the
Schmidt rank.
The following result will extend the relation
between the error ε of the approximated quantum
circuit U˜ with the entropy error |S˜0− S0|, where
S0 corresponds to the entropy of the exact ground
state and S˜0 to the approximated one.
Lemma 2. Given a universal set of quantum
gates G closed under inversion, a Hamiltonian H,
and error ε > 0 it is possible to find a quantum
circuit U˜ such that it can simulate an approxi-
mation for the ground state |ψ˜0〉, with an error
of the Von Neumann entropy of O(ε) in a gate
complexity of
O(logc(1/ε)) , (13)
for some constant c, c ≤ 4.
Proof. Using the same construction as in Lemma
1, we may find an ε-approximation U˜ of the ideal
circuit, that produces an approximated state
|ψ˜0〉. In order to compute S˜0 it is useful to com-
pute the density matrix of |ψ˜0〉,
ρ˜A0 = ρA0 + iεTrB(−A |ψ0〉 〈ψ0|+ |ψ0〉 〈ψ0|A) +O(ε2) .
(14)
Note that the terms of O(ε) does not cancel, thus
‖ρ˜A0 − ρA0 ‖ = O(ε). Let λ0, ..., λm and λ˜0, ..., λ˜m
be the eigenvalues of ρA0 and ρ˜0A, respectively.
Then, the eigenvalues can be related as
λ˜i = λi + εci +O(ε2) , (15)
where ci is some constant such that |λ˜i −
λi| = O(ε), and the terms of higher order
on ε are ignored. Finally, it suffices to com-
pute the terms λi log2 λi. Expressing log2 λ˜i =
log2 (λi(1 + εci/λi)), and using the Taylor expan-
sion for the logarithm, we obtain that
λ˜i log2 λ˜i = λi log2 λi + ciε log2 λi + ciε+O(ε2) .
(16)
Then, summing over all the terms λ˜i log2 λ˜i, the
result |S˜0 − S0| = O(ε) follows.
Hence, we may conclude that if some unitary U
accepts a polylogarithmic approximation U˜ up to
some errorO(ε), then we can approximate as well
the ground state energy and the Von Neumann
entropy up to O(ε2) and O(ε), respectively.
B Training method
As the main building block, the classical method
employed in the optimization loop was L-BFGS-
B [70]. This classical method is gradient-based
and involves the estimation of the inverse Hes-
sian matrix. We utilized the implemented ver-
sion of the open-source Python package SciPy
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Optimize [71], and QuTiP [72] for the simulation
of the quantum circuits.
Furthermore, we employed standard optimiza-
tion techniques from tensor networks. In partic-
ular, we optimized single-parameters and single-
layers, fixing the rest of the trainable elements of
the ansatz. We repeated these single-parameter
and single-layer optimization cycles until we
reached convergence.
In addition, we used a recently proposed
technique for variational quantum algorithms,
called Adiabatically Assisted Variational Quan-
tum Eigensolver (AAVQE) [55]. This technique
is further explained in the section below.
C Adiabatically Assisted Variational
Quantum Eigensolver
Any potential advantage of the VQAs could
be lost without practical approaches to perform
the parameter optimization [73, 74] due to the
optimization in the high-dimensional parameter
landscape. A particular proposal to try to solve
this optimization problem is the AAVQE algo-
rithm [55]. The AAVQE is a strategy circumvent-
ing the convergence issue, inspired by the adia-
batic theorem. The AAVQE method consists of
parametrizing a Hamiltonian as
H = (1− s)H0 + sHP (17)
where H0 is a Hamiltonian which ground state
can be easily prepared, HP is the problem Hamil-
tonian, and s ∈ [0, 1] is the interpolation param-
eter. The interpolation parameter is used to ad-
just the Hamiltonian from one VQE run to the
next, and the state preparation parameters at
each step are initialized by the optimized param-
eters of the previous step.
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