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The surface tension, the adsorption, and the depletion thickness of polymers close to a single
nonadsorbing colloidal sphere are computed by means of Monte Carlo simulations. We consider
polymers under good-solvent conditions and in the thermal crossover region between good-solvent
and θ behavior. In the dilute regime we consider a wide range of values of q, from q = 0 (planar
surface) up to q ≈ 30-50, while in the semidilute regime, for ρp/ρ
∗
p ≤ 4 (ρp is the polymer concentra-
tion and ρ∗p is its value at overlap), we only consider q = 0, 0.5, 1 and 2. The results are compared
with the available theoretical predictions, verifying the existing scaling arguments. Field-theoretical
results, both in the dilute and in the semidilute regime, are in good agreement with the numerical
estimates for polymers under good-solvent conditions.
I. INTRODUCTION
The study of the fluid phases in mixtures of colloids
and nonadsorbing neutral polymers has become increas-
ingly important in recent years; see Refs. [1, 2, 3, 4, 5, 6]
for recent reviews. These systems show a very interest-
ing phenomenology, which only depends to a large ex-
tent on the nature of the polymer-solvent system and
on the ratio q ≡ Rˆg/Rc, where Rˆg is the zero-density
radius of gyration of the polymer and Rc is the radius
of the colloid. Experiments and numerical simulations
indicate that polymer-colloid mixtures have a fluid-solid
coexistence line and, for q > q∗, where [1] q∗ ≈ 0.3-0.4,
also a fluid-fluid coexistence line between a colloid-rich,
polymer-poor phase (colloid liquid) and a colloid-poor,
polymer-rich phase (colloid gas). On the theoretical side,
research has mostly concentrated on mixtures of neu-
tral spherical colloids and polymers in solutions under
good-solvent or θ conditions. In the former case, predic-
tions for the colloid-polymer interactions have been ob-
tained by using full-monomer representations of polymers
(for instance, the self-avoiding walk model was used in
Refs. [7, 8]), field-theoretical methods [9, 10, 11], or fluid
integral equations [12]. Moreover, some general proper-
ties have been derived by using general scaling arguments
[13, 14, 15]. At the θ point, the analysis is simpler, since
polymers behave approximately as ideal chains. These
theoretical results have then been used as starting points
to develop a variety of coarse-grained models and ap-
proximate methods, see Refs. [5, 7, 16] and references
therein, which have been employed to predict colloid-
polymer phase diagrams.
In this paper, we consider polymer solutions that ei-
ther show good-solvent behavior or are in the thermal
crossover region between good-solvent and θ conditions.
We study the solvation of a single colloid in the solution,
assuming that the monomer-colloid potential is purely
repulsive. We determine the distribution of the polymer
chains around a single colloidal particle, which is the sim-
plest property that characterizes polymer-colloid inter-
actions. We investigate numerically, by means of Monte
Carlo simulations, how it depends on the quality of the
solution, which is parametrized [17, 18] in terms of the
second-virial combination A2,pp = B2,pp/Rˆ
3
g, where B2,pp
is the second virial coefficient and Rˆg is the zero-density
radius of gyration. This adimensional combination varies
between 5.50 in the good-solvent case [19] and zero (θ
point). Beside good-solvent solutions, we consider two
intermediate cases: solutions such that A2,pp is approx-
imately one half of the good-solvent value, which show
intermediate properties betweeen good-solvent and θ be-
havior, and solutions such that A2,pp is 20% of the good-
solvent value, which are close to the θ point. In each case
we compute the polymer density profile around the col-
loid. These results are used to determine thermodynamic
properties, like the surface tension and the adsorption
[20], which are then compared with the available theo-
retical predictions. Note that an analysis of the polymer
depletion around a colloid in the thermal crossover region
was already performed in Refs. [21, 22], but without a
proper identification of the universal crossover limit [23].
Here, we wish to perform a much more careful analysis
of the crossover behavior, following Refs. [18, 24]. We
focus on the dilute and semidilute regimes, in which the
monomer density is small and a universal behavior, i.e.,
independent of chemical details, is obtained in the limit
of large degree of polymerization. In the dilute regime, in
which polymer-polymer overlaps are rare, solvation prop-
erties are determined for a wide range of values of q, from
0 up to 30-50. In the semidilute regime, simulations of
systems with large q require considering a large number
of colloids, which makes Monte Carlo simulations very
expensive. Hence, we only present results for q = 0, 0.5, 1
and 2.
The paper is organized as follows. In Sec. II we de-
fine the basic quantities we wish to determine. First, in
Sec. II A and II B we introduce the surface tension, the
adsorption, and the depletion thickness, and discuss their
2relation to the density profile of the polymers around the
colloid. In Sec. II C we discuss the low-density behavior
and the relation between solvation properties and colloid-
polymer virial coefficients that parametrize the (osmotic)
pressure of a polymer-colloid binary solution in the low-
density limit. Sec. II D discusses the different behavior
that are expected as a function of q and density and
gives an overview of theoretical and numerical predic-
tions. Sec. III summarizes our polymer model and gives
a brief discussion on how one can parametrize in a uni-
versal fashion the crossover between the good-solvent and
the θ behavior (for more details, see Ref. [18]). In Sec. IV
we present our results for the dilute regime, while finite-
density results are presented in Sec. V. Sec. VI discusses
a simple coarse-grained model in which each polymer
is represented by a monoatomic molecule, which repre-
sents a more rigorous version of the well-known Asakura-
Oosawa-Vrij model. In Sec. VII we present our conclu-
sions. Two appendices are included, one explaining how
to compute the virial coefficients of a binary mixture of
flexible molecules, and one discussing the small-q behav-
ior of the virial coefficients. Tables of results are reported
in the supplementary material.
II. ADSORPTION AND DEPLETION
THICKNESS
A. Definitions
Let us consider a solution of nonadsorbing polymers
in the grand canonical ensemble at fixed volume V and
chemical potential µp. Temperature is also present, but,
since it does not play any role in our discussion, we will
omit writing it explicitly in the following. Let us indicate
with Ω(µp, V ) the corresponding grand potential. Let us
now add a spherical colloidal particle of radius Rc to the
solution and let Ωc(µp, V ) be the corresponding grand
potential. The insertion free energy can be written as
the sum of two terms, one proportional to the volume
Vc =
4
3πR
3
c of the colloid and one proportional to its
surface area Ac = 4πR
2
c [20]:
Ωc(µp, V )− Ω(µp, V ) = PVc + γAc, (1)
where P is the bulk pressure and γ is the surface ten-
sion. The latter quantity can be related to the adsorp-
tion Γ(µp) defined in terms of the change in the mean
number of polymers due to the presence of the colloid:
〈Np〉(c) − 〈Np〉 = −ρpVc + ΓAc, (2)
where Np indicates the numbers of polymers present in
the solution, 〈·〉(c) and 〈·〉 are averages in the presence
and in the absence of the colloidal particle, respectively.
Differentiating Eq. (1) with respect to µp, we obtain
Γ(µp) = −
(
∂γ
∂µp
)
T,V
. (3)
We also define the average bulk polymer density ρp as
ρp(µp) = − 1
V
(
∂Ω
∂µp
)
T,V
. (4)
The surface tension can also be defined in the canonical
ensemble, as a function of the bulk polymer density ρp.
Then, we have
Γ(ρp) = −
(
∂βγ
∂ρp
)
T,V
ρp
Kp(ρp)
, (5)
where
Kp =
(
∂βP
∂ρp
)
T,V
, (6)
for the bulk system (β = 1/kBT as usual).
The adsorption coefficient can be easily related to the
polymer density profile around the colloid. Assume that
each polymer consists of L monomers and define the av-
erage bulk monomer density ρmon = Lρp. Then, we write
〈Np〉(c) − 〈Np〉
=
∫
d3r

 1
L
〈∑
αi
δ(Rc − r(i)α − r)
〉(c)
− ρp(µp)

 ,(7)
where the average is performed at chemical potential µp
and volume V , Rc is the colloid position, and r
(i)
α , α =
1, . . . , L, i = 1, . . .Np, are the monomer positions. If we
now define the monomer-colloid pair correlation function
gmon,cp(r;µp) =
1
ρmon
〈∑
αi
δ(Rc − r(i)α − r)
〉(c)
, (8)
and the integral
Gmon,cp(µp) =
∫
dr [gmon,cp(r;µp)− 1], (9)
we obtain
Γ(µp) =
ρp(µp)
Ac
[Gmon,cp(µp) + Vc] . (10)
Since gmon,cp(r;µp) = 0 for r ≤ Rc, a more transparent
relation is obtained by defining
Gˆmon,cp(µp) = 4π
∫ ∞
Rc
r2dr [gmon,cp(r;µp)− 1], (11)
in which one only integrates the density profile outside
the colloid. Since Gmon,cp(µp) = Gˆmon,cp(µp) − Vc, we
have
Γ(µp) =
ρp(µp)
Ac
Gˆmon,cp(µp). (12)
In the previous discussion we have considered the
monomer-colloid correlation function, but it is obvi-
ous that any other polymer-colloid distribution function
3could be used. In order to compare our results with those
obtained in coarse-grained models (we will discuss them
in Sec. VI), we will also use the pair distribution function
between the colloid and the polymer centers of mass. If
r
(i)
α , α = 1, . . . , L, are the positions of the monomers be-
longing to polymer i, we first define the polymer center
of mass
r
(i)
CM =
1
L
∑
α
r
(i)
α . (13)
Then, the pair distribution function between a colloid
and a polymer center of mass is defined by
gCM,cp(r;µp) =
1
ρp
〈∑
i
δ(Rc − r(i)CM − r)
〉(c)
, (14)
where the average is taken at a given value µp. In terms
of this quantity
Γ(µp) =
ρp(µp)
Ac
[Vc +GCM,cp(µp)], (15)
GCM,cp(µp) = 4π
∫ ∞
0
r2dr [gCM,cp(r;µp)− 1].
If we define1 GˆCM,cp(µp) = Vc + GCM,cp(µp), we can
write a relation analogous to Eq. (12). Comparison
of Eqs. (12) and (15) implies GCM,cp = Gmon,cp and
GˆCM,cp = Gˆmon,cp, hence in the following we will sim-
ply refer to these quantities as Gcp and Gˆcp.
It is interesting to relate the pair correlation func-
tions gcp(r;µp) to the analogous correlation functions
gˆcp(r;µp, µc) that are appropriate for a binary system
consisting of polymers and colloids at polymer and col-
loid chemical potentials µp and µc, respectively. Indeed,
one can show that, in the limit µc → −∞, i.e., when the
colloid density goes to zero, one has
gcp(r;µp) = lim
µc→−∞
gˆcp(r;µp, µc). (16)
Eq. (16) allows us to relate Gcp to thermodynamic prop-
erties of the binary mixture in the limit of vanishing col-
loid density. For this purpose we use the Kirkwood-Buff
relations between structural and thermodynamic proper-
ties of fluid mixtures [25, 26]. The integral Gcp, which is
relevant to determine adsorption properties, corresponds
to one of the Kirkwood-Buff integrals [25, 26] defined as
Gαβ =
∫
dr (gαβ(r) − 1), (17)
where α and β label the different species of the mixture.
The integrals Gαβ can be related to derivatives of the
1 Note that, since gCM,cp(r;µp) 6= 0 for r ≤ Rc, GˆCM,cp(µp)
cannot be obtained directly by performing the integration from
r = Rc to ∞.
pressure with respect to the polymer and colloid densi-
ties. For ρc = 0 we have [25, 26]
Kc =
(
∂βP
∂ρc
)
ρp
= 1− ρpGcp
1 + ρpGpp
, (18)
Kp =
(
∂βP
∂ρp
)
ρc=0
=
1
1 + ρpGpp
, (19)
which imply
Gcp =
1−Kc
ρpKp
. (20)
Eqs. (12) and (5) can then be rewritten as
Γ =
1
Ac
[
1−Kc
Kp
+ ρpVc
]
, (21)
βγ =
1
Ac
∫ ρp
0
Kc − 1
ρ′p
dρ′p − βP
Vc
Ac
. (22)
B. Depletion thickness
Depletion effects can be equivalently parametrized by
introducing the depletion thickness δs [5, 27, 28, 29],
which is an average width of the depleted layer around
the colloid. It is defined in terms of the integral Gcp as
4π
3
(Rc + δs)
3
= −Gcp = Vc − Gˆcp, (23)
so that
δs
Rc
=
(
1− Gˆcp
Vc
)1/3
− 1. (24)
Since δs is only determined by Gcp, knowledge of δs is
completely equivalent to that of the adsorption. The two
quantites are related by
Γ = −ρpVc
Ac
[
(1 + δs/Rc)
3 − 1
]
. (25)
As we shall discuss below, δs/Rc → 0 for large polymer
densities, hence in this limit
Γ = −ρpδs. (26)
It is interesting to discuss the limit q → 0, in which the
colloid degenerates into an impenetrable plane. Setting
r = Rc + z in Eq. (11), we obtain
Gˆcp = 4π
∫ ∞
0
dz (Rc + z)
2[gmon,cp(Rc + z)− 1]. (27)
For Rc →∞, we have gmon,cp(Rc+z) ≈ gmon,pl(z), where
gmon,pl(z) is the pair distribution function between an
impenetrable plane at z = 0 and a polymer. Then, we
obtain for Rc →∞
Gˆcp = 4πR
2
cGpl, (28)
4with
Gpl =
∫ ∞
0
dz [gmon,pl(z)− 1]. (29)
Taking the limit Rc →∞ in Eqs. (24) and (25), we obtain
δs = − Γ
ρp
= −Gpl. (30)
C. Low-density expansions
For ρp → 0 the depletion thickness δs and the surface
quantities Γ and γ can be related to the virial coeffi-
cients that parametrize the expansion of the pressure of
a binary colloid-polymer system in powers of the concen-
trations. These relations have already been discussed in
the literature [30, 31, 32, 33]. They can be easily derived
by using Eqs. (21) and (22). We start by expanding the
pressure as
βP = ρc + ρp +B2,ccρ
2
c +B2,ppρ
2
p +B2,cpρcρp
+B3,cccρ
3
c +B3,pppρ
3
p +B3,ccpρ
2
cρp +B3,cppρcρ
2
p + . . . ,(31)
where ρc and ρp are the colloid and polymer concentra-
tions and we have neglected fourth-order terms. Then,
Eqs. (21) and (22) give
Γ =
ρp
Ac
[Vc −B2,cp − (B3,cpp − 2B2,ppB2,cp)ρp + . . .] ,
(32)
βγ = − ρp
Ac
[
Vc −B2,cp + 1
2
(2B2,ppVc −B3,cpp)ρp + . . .
]
.
(33)
In the limit Rc →∞ one should recover the results for an
infinite impenetrable plane. This requires the coefficients
appearing in the previous two expressions to be of order
Ac as Rc →∞. This is explicitly checked in App. B and
allows us to write
Γ = −ρpP1,p − ρ2pP2,pp + . . . , (34)
βγ = P1,pρp +
1
2
(2B2,ppP1,p + P2,pp)ρ
2
p + . . . (35)
Explicit expressions for P1,p and P2,pp are reported in
Appendix B.
For the depletion thickness we obtain
δs
Rc
= −1+
(
3q3A2,cp
4π
)1/3 [
1 +
Φ
4π
(
A3,cpp
A2,cp
− 2A2,pp
)]
+. . . ,
(36)
where we have defined the polymer volume fraction
Φ =
4πRˆ3g
3
ρp (37)
and the adimensional combinations A2,# = B2,#Rˆ
−3
g and
A3,# = B3,#Rˆ
−6
g , where Rˆg is the zero-density polymer
radius of gyration. In the limit Rc → ∞, we should
obtain the density expansion of the depletion thickness
for an impenetrable plane. Using Eq. (30) we obtain
δs = P1,p + ρpP2,pp +O(ρ
2
p). (38)
D. Theoretical predictions and scaling arguments
Depletion properties have been extensively studied in
the past. Here we present scaling arguments and litera-
ture results, that will be checked in the following sections
by using our accurate Monte Carlo estimates.
For an ideal (noninteracting) polymer solution the in-
sertion free energy is exactly known [9]:
βγ =
2√
π
ρpRˆg
(
1 +
√
π
2
q
)
= 1.128ρpRˆg(1 + 0.886q),
(39)
where Rˆg is the zero-density radius of gyration. The
depletion thickness follows immediately [5, 27]:
δs
Rc
=
(
1 +
6q√
π
+ 3q2
)1/3
− 1. (40)
For good-solvent polymers there are several predictions
obtained by using the field-theoretical renormalization
group. In the dilute limit Φ→ 0, the surface tension has
been determined [10] both in the colloid limit in which
q → 0 and in the so-called protein limit q →∞. Setting
R2x = 2Rˆ
2
g and ǫ = 1 in the results of Ref. [10], we obtain
for q → 0 and Φ→ 0
βγ ≈ 1.071ρpRˆg(1 + 0.811q − 0.037q2). (41)
Note that the dilute behavior in the colloidal regime q ∼< 1
is similar to that observed in the ideal case. The co-
efficients corresponding to the planar term and to the
leading curvature correction are close, while the second-
curvature correction is absent in the ideal case and quite
small for good-solvent chains.
In the opposite limit q →∞ general arguments predict
[10, 13]
βγ ≈ Aγ,∞ρpRcq1/ν . (42)
The constant Aγ,∞ has been estimated by Hanke et al.
[10]:
Aγ,∞ = 1.41± 0.04. (43)
Eq. (5) gives then Γ = Aγ,∞ρpRcq
1/ν . For the depletion
thickness we obtain δs/Rc ∼ q1/(3ν).
Finite-density corrections have been computed by
Maassen et al. [11] in the renormalized tree approxi-
mation. For Φ→ 0 they obtain
βγ = 1.129ρpRˆg[1 + 0.698Φ+ 0.886q(1− 0.094Φ)]. (44)
5In this approximation one does not recover the correct
large-q behavior (42), hence we expect it to be valid only
in the colloid regime. The zero-density behavior can be
compared with that given in Eq. (41), which includes the
leading (one-loop) ǫ correction. Differences are small, of
order 5%. We expect an error of the same order for the
coefficients of the density correction.
The behavior of γ in the semidilute regime is expected
to have universal features. If the polymer volume fraction
Φ is large, we expect, on general grounds, the behavior
[14]
βγ = ρpRˆgA(q)Φ
α, (45)
where α is an exponent to be determined and A(q) is a
coefficient, which a priori can depend on q. However,
deep in the semidilute regime, the coil radius of gyration
is no longer the relevant length scale. One should rather
consider the density-dependent correlation length ξ [34],
which measures the polymer mesh size. The scaling be-
havior (45) should be valid for Rˆg, Rc ≫ ξ, and in this
regime Rˆg plays no role. Therefore, q is not the relevant
parameter and A(q) is independent of q. To determine
the exponent α we can use the same argument which
allows one to determine the scaling behavior of the os-
motic pressure in the semidilute regime. For large Φ we
expect thermodynamic properties to depend only on the
monomer density ρmon = ρpL and not on the number L
of monomers per chain. This requirement gives [14]
α =
1− ν
3ν − 1 ≈ 0.541, (46)
where [35] ν = 0.587597(7). Predictions (45) and (46)
can also be obtained [14] by noting that βγ can only de-
pend on the correlation length ξ deep in the semidilute
regime, i.e., when ξ ≪ Rc, Rˆg. Then, dimensional analy-
sis gives
βγ ∼ ξ−2. (47)
Using ξ ∼ RˆgΦ−ν/(3ν−1) [34, 36, 37], we obtain again
Eq. (45) with α given by Eq. (46). Eq. (45) allows us to
obtain the large-Φ behavior of the adsorption and of the
depletion thickness. Using Eq. (5) and the general scaling
of the osmotic pressure [34, 36, 37] βP/ρp ∼ Φ1/(3ν−1),
we obtain
Γ ∼ ρpRˆgΦ−ν/(3ν−1) = ρpRˆgΦ−0.770. (48)
Equivalently, one could have observed that δs ∼ ξ,
since ξ is the only relevant length scale. Using
ξ ∼ RˆgΦ−ν/(3ν−1), we obtain δs ∼ RˆgΦ−ν/(3ν−1) ∼
RˆgΦ
−0.770. Eq. (26) implies then Eq. (48).
The large-Φ behavior was determined in the renormal-
ized tree-level approximation obtaining [11]
βγ = 1.563ρpRˆgΦ
(1−ν)/(3ν−1)[1 + 0.650qΦ−ν/(3ν−1)].
(49)
This result is fully consistent with Eq. (45), since the
q correction appearing in Eq. (49) vanishes for Φ →
∞. The exponent of the q-dependent correction in
Eq. (49) can be easily interpreted. Consider the ratio
γ(q,Φ)/γ(0,Φ). This quantity is adimensional, hence it
is a universal function of adimensional ratios of the rele-
vant length scales in the system. Deep in the semidilute
regime the relevant polymer scale is the correlation length
ξ, hence we expect
γ(q,Φ)
γ(0,Φ)
= f(ξ/Rc). (50)
Now we take Φ large so that ξ/Rc ≪ 1. Then, we can
expand
γ(q,Φ)
γ(0,Φ)
= 1 + a1
ξ
Rc
+ a2
(
ξ
Rc
)2
+ . . . (51)
Since ξ ∼ RˆgΦ−ν/(3ν−1), we obtain
γ(q,Φ)
γ(0,Φ)
= 1+b1qΦ
−ν/(3ν−1)+b2q
2Φ−2ν/(3ν−1)+. . . (52)
which reproduces the behavior (49). Eq. (51) is the
semidilute analogue of the Helfrich expansion in pow-
ers of q that holds for Φ → 0. The only difference is
the expansion variable: in the semidilute region, poly-
mer size is characterized by ξ, hence one should consider
ξ/Rc instead of q = Rˆg/Rc.
Quantitative predictions for the large-Φ behavior of Γ
and δs can be derived from Eq. (49), by using Eq. (5) and
the large-Φ behavior ofKp(ρp). The latter can be derived
from the results of Ref. [38], which give Kp ≃ 3.71Φ1.311
for Φ→∞. Thus, we obtain
δs
Rˆg
≈ − Γ
ρpRˆg
≈ 0.649Φ−0.770. (53)
In the protein limit, in which q is large, beside the regime
Rc ≫ ξ in which Eqs. (45), (51) and (53) hold, there is a
second interesting regime in which one has both Rc ≪ Rˆg
and Rc ≪ ξ. For q large, these conditions are satis-
fied both in the dilute limit and in the semidilute region,
as long as Φ is not too large. Under these conditions,
Eq. (42) holds irrespective of the polymer density. There-
fore, Eq. (22) can be rewritten as
1
ρp
∫ ρp
0
Kc − 1
ρ′p
dρ′p = Vc
[
βP
ρp
+ 3Aγ,∞q
1/ν
]
. (54)
For q →∞, the pressure term can be neglected compared
with the term proportional to q1/ν , hence the right-hand
side is density independent. This implies that the inte-
grand that appears in left-hand side is also density inde-
pendent in the density region where Rc ≪ ξ and is equal
to 3VcAγ,∞q
1/ν . For Φ → 0, using the virial expansion
(31) we can write
Kc − 1
ρp
= B2,cp
[
1 +
B3,cpp
B2,cp
ρp + . . .
]
. (55)
6FIG. 1: Different regimes for the depletion thickness in terms
of ξ/Rˆg and q = Rˆg/Rc. The functions fH(Rˆg/Rc) and
fˆH(ξ/Rc) have a regular expansion in powers of their argu-
ment.
Therefore, we can identify B2,cp = 3VcAγ,∞q
1/ν . More-
over, B3,cpp/B2,cp vanishes for q → ∞ (a similar result
holds for the higher-order virial coefficients). By using
Eq. (5) and Eq. (42) we also predict for the adsorption
Γ = −Aγ,∞q1/νRc ρp
Kp(ρp)
, (56)
δs
Rc
=
(
3Aγ,∞
Kp(ρp)
)1/3
q1/(3ν). (57)
Since Kp(ρp) ∼ Φ1.311 for large Φ [34], this relation pre-
dicts δs ∼ Φ−0.437. Note that Eq. (57) holds only for
Rc ≪ ξ ≪ Rˆg. As Φ further increases, ξ decreases and
one finds eventually Rc ∼ ξ. Then, Eq. (57) no longer
holds and a crossover occurs. For Rc ≫ ξ the asymp-
totic behavior δs ∼ Γ ∼ Φ−0.770 sets in. Eq. (57) can
be written in a more suggestive form, by noting that
Kp(ρp) ∼ (ξ/Rˆg)−1/ν [34]. Hence
δs
Rc
∼
(
ξ
Rc
)1/3ν
. (58)
We recover the same scaling that occurs in the dilute
regime, with ξ replacing Rˆg as relevant polymer scale.
To conclude, let us summarize the different types of
behavior of the depletion thickness in the ξ-q diagram
for the good-solvent case. They depend on the relative
size of the three different scales that appear in the prob-
lem: the radius of gyration of the polymer, the radius of
the colloid and the correlation length ξ. In the colloid
regime in which q < 1, i.e. Rc > Rˆg, depletion shows
two different behaviors, depending on the ratio ξ/Rˆg. In
the dilute regime in which the relevant scale is the ra-
dius of gyration (domain I in Fig. 1), δs is of order Rˆg
with a proportionality constant that can be expanded
in powers of q (Helfrich expansion). If instead ξ ≪ Rˆg
(semidilute regime, domain III in Fig. 1), the relevant
scale is the correlation length ξ. The depletion thickness
is proportional to ξ ∼ RˆgΦ−0.770 with a proportionality
constant that admits an expansion in powers of ξ/Rc.
Since ξ → 0 for Φ → ∞, the limiting behavior is inde-
pendent of the colloid radius. In the protein regime in
which q > 1, i.e., Rc < Rˆg, depletion shows three differ-
ent behaviors. In the dilute regime (domain II in Fig. 1),
δs ∼ Rcq1/(3ν) ∼ R1−1/(3ν)c Rˆ1/(3ν)g , i.e., δs is much larger
than the colloid radius but much smaller than Rˆg. In
the semidilute regime, two different behaviors occur. If
Rc ≪ ξ ≪ Rˆg (domain IV), the role of the radius of
gyration is now assumed by the correlation length and
we have δs ∼ R1−1/(3ν)c ξ1/(3ν). Finally, as Φ increases
further, one finally finds ξ ≪ Rc and one observes again
δs ∼ ξ (domain III).
The surface tension γ was also computed in the PRISM
approach [12], obtaining
βγ = 1.279ρpRˆg[1 + 1.06Φ+ 0.634q]. (59)
Such an expression does not have the correct behavior
for q →∞ or Φ→∞. In the dilute regime and for small
q, comparison with the field-theoretical results (we shall
show that they are quite accurate) shows that it only
provides a very rough approximation, differences being
of order 20-30%.
The adsorption Γ was computed numerically for the
planar case (q = 0) in Ref. [7], obtaining
Γ = −1.074ρpRˆg
(
1 + 7.63Φ+ 14.56Φ3
)−0.2565
. (60)
This expression allows us to compute γ for q = 0 us-
ing the expression of the compressibility factor given in
Ref. [38]. In the small-density limit we obtain
βγ = 1.074ρpRˆg
[
1 + 0.334Φ+O(Φ2)
]
, (61)
while for Φ→∞ we obtain
βγ = 1.30ρpRˆgΦ
0.54. (62)
We can compare these expressions with the field-theory
results. The leading density correction in Eq. (61) is
approximately one half of that predicted by field theory,
see Eq. (44), while the large-Φ expression (62) predicts a
surface tension that is 17% smaller than Eq. (49).
Finally, we mention the phenomenological expression
for the depletion thickness of Fleer et al. [5, 28]
δs
Rc
= 0.865q0.88
(
1 + 3.95Φ1.54
)−0.44
, (63)
which should be only valid in an intermediate range of
values of q [27, 28], since it does not have the correct
behavior in the limits q → 0 and q →∞.
7There are no predictions for polymers in the thermal
crossover region. In this case, a new scale comes in, the
dimension RT of the so-called thermal blob [34]. On
scales r ≪ RT , the polymer behaves as an ideal chain,
hence for Rc ≪ RT the surface tension should coincide
with that appropriate for an ideal chain. This implies
that for any finite value of z we should recover the ideal
result for the surface tension, provided that q is large
enough. In particular, we predict
βγ = ρpRcq
2 (64)
for all finite values of z and q →∞. In practice, Eq. (42)
holds also for finite z, with the values appropriate for the
ideal chain, ν = 1/2 and Aγ,∞ = 1. If instead Rc ∼> RT ,
we expect to observe a nontrivial crossover behavior. Its
determination is one of the purposes of the present paper.
III. POLYMER MODEL AND CROSSOVER
BEHAVIOR
In order to determine full-monomer properties, we con-
sider the three-dimensional lattice Domb-Joyce model
[39]. We consider Np chains of L monomers each on a fi-
nite cubic lattice of linear sizeM with periodic boundary
conditions. Each polymer chain is modeled by a random
walk {r(i)1 , . . . , r(i)L } with |r(i)α − r(i)α+1| = 1 (we take the
lattice spacing as unit of length) and 1 ≤ i ≤ Np. The
Hamiltonian is given by
H =
Np∑
i=1
∑
1≤α<β≤L
δ(r(i)α , r
(i)
β )+
∑
1≤i<j≤Np
L∑
α=1
L∑
β=1
δ(r(i)α , r
(j)
β ),
(65)
where δ(r, s) is the Kronecker delta. Each configuration
is weighted by e−wH , where w > 0 is a free parameter
that plays the role of inverse temperature. This model is
similar to the standard lattice self-avoiding walk (SAW)
model, which is obtained in the limit w → +∞. For
any positive w, this model has the same scaling limit
as the SAW model [39] and thus allows us to compute
the universal scaling functions that are relevant for poly-
mer solutions under good-solvent conditions. In the ab-
sence of colloids, there is a significant advantage in using
Domb-Joyce chains instead of SAWs. For SAWs scaling
corrections that decay as L−∆ (∆ = 0.528(12), Ref. [35])
are particularly strong, hence the universal, large–degree-
of-polymerization limit is only observed for quite large
values of L. Finite-density properties are those that
are mostly affected by scaling corrections, and indeed
it is very difficult to determine universal thermodynamic
properties of polymer solutions for Φ ∼> 5 by using lattice
SAWs [38]. These difficulties are overcome by using the
Domb-Joyce model for a particular value of w [24, 40],
w = 0.505838. For this value of the repulsion parameter,
the leading scaling corrections have a negligible ampli-
tude [24, 40], so that scaling corrections decay faster,
approximately as 1/L. As a consequence, scaling results
are obtained by using significantly shorter chains. Un-
fortunately, in the presence of a repulsive surface, new
renormalization-group operators arise, which are associ-
ated with the surface [41]. The leading one gives rise to
corrections that scale as L−ν [41], where ν is the Flory
exponent (an explicit test of this prediction is presented
in the supplementary material), hence it spoils somewhat
the nice scaling behavior observed in the absence of col-
loids. Nonetheless, the Domb-Joyce model is still very
convenient from a computational point of view. Since in-
teractions are soft, the Monte Carlo dynamics for Domb-
Joyce chains is much faster than for SAWs. We shall use
the algorithm described in Ref. [38], which allows one to
obtain precise results for quite long chains (L ∼> 1000)
deep in the semidilute regime.
The Domb-Joyce model can also be used to derive
the crossover functions that parametrize the crossover
between the good-solvent and θ-point regimes, at least
not too close to the θ point, see Refs. [18, 24] for a dis-
cussion. Indeed, if one neglects tricritical effects, which
are only relevant close to the θ point [42], this crossover
can be parametrized by using the two-parameter model
[23, 36, 37]. Two-parameter-model results are obtained
[43] by taking the limit w → 0, L → ∞ at fixed
x = wL1/2. The variable x interpolates between the
ideal-chain limit (x = 0) and the good-solvent limit
(x = ∞). Indeed, for w = 0 the Domb-Joyce model
is simply the random-walk model, while for any w 6= 0
and L→∞ one always obtains the good-solvent scaling
behavior. The variable x is proportional to the variable
z that is used in the context of the two-parameter model.
We normalize z as in Refs. [18, 24], setting
z ≡
(
3
2π
)3/2
wL1/2. (66)
Note that the crossover can be equivalently parametrized
[17, 18, 24, 40, 44] by using the second-virial combina-
tion A2,pp = B2,ppRˆ
−3
g (Rˆg is the zero-density radius of
gyration), which varies between the good-solvent value
[19] A2,pp = 5.500(3) and A2,pp = 0 at the θ point. With
normalization (66) we have A2,pp(z) ≈ 4π3/2z for small
z [40, 43]. The correspondence between A2,pp and z in
the whole crossover region is given in Ref. [24].
As discussed in Ref. [24], the two-parameter-model re-
sults can be obtained from Monte Carlo simulations of
the Domb-Joyce model by properly extrapolating the nu-
merical results to L → ∞. For each z we consider sev-
eral chain lengths Li. For each of them we determine the
interaction parameter wi by using Eq. (66), that is we
set wi = (2π/3)
3/2zL
−1/2
i . Simulations of chains of Li
monomers are then performed setting w = wi. Simula-
tion results are then extrapolated to L→∞, taking into
account that corrections are of order 1/
√
L [40, 43].
In this paper we have performed a detailed study of
the depletion for two values of z: z = z(1) = 0.056215
and z = z(3) = 0.321650, which correspond to [24]
A2,pp(z
(1)) = 0.9926(10) and A2,pp(z
(3)) = 2.9621(27).
8TABLE I: Estimates of the universal surface combinations
R1,p and R2,p. We report full-monomer (FM) and single-blob
(SB) results (see Sec. VI).
z R1,p (FM) R2,p (FM) R1,p (SB) R2,p (SB)
∞ 1.0605(3) −4.50(5) 1.0514(2) −4.44(1)
z3 1.1066(1) −2.366(7) 1.1065(3) −2.387(8)
z1 1.1221(4) −0.765(3) 1.1222(3) −0.771(4)
They correspond to polymer solutions of intermediate
quality. Since A2,pp ≈ 5.50 [19] under good-solvent con-
ditions, we have A2,pp(z)/A2,pp(z = ∞) = 0.18 and 0.54
for z = z(1) and z(3), respectively. Hence, for z = z(1) we
are quite close to the θ point, while z = z(3) is interme-
diate between the good-solvent and θ regimes.
In this paper we discuss depletion effects close to neu-
tral colloids, which are modelled as hard spheres that
can move everywhere in space: their centers are not con-
strained to belong to a lattice point. This choice is par-
ticularly convenient since it drastically reduces lattice os-
cillations in colloid-polymer correlation functions. Such
oscillations are instead present if colloids are required to
sit on lattice points, as was done in Ref. [22]. Colloids
and monomers interact by means of a simple exclusion
potential. If rc and rm are the coordinates of a monomer
and of a colloid, we take as interaction potential
U = +∞ |rc − rm| ≤ Rc, (67)
U = 0 |rc − rm| > Rc. (68)
IV. DILUTE BEHAVIOR
As we have seen in Sec. II C, the low-density behavior
of the surface tension or, equivalently, of the depletion
thickness can be obtained by computing the virial coeffi-
cients B2,cp and B3,cpp. We will thus report the compu-
tation of these two quantities and also of B3,ccp, which
would be relevant to characterize the effective interac-
tion between two colloids in a dilute solution of poly-
mers. Then, we shall discuss the depletion thickness δs
for Φ = 0 and its first density correction.
A. Virial coefficients
To determine the virial coefficients under good-solvent
conditions we have simulated the Domb-Joyce model
at w = 0.505838. We consider chains of length L =
240, 600, 2400 for q ≤ 3, and L = 6000, 24000 to derive
the results corresponding to 4 ≤ q ≤ 50. Long chains
are needed for large values of q to ensure that the col-
loid radius is somewhat larger than the lattice spacing.
Virial coefficients are determined as explained in App. A.
The universal extrapolations of the finite-L results for
the adimensional combinations A2,cp = B2,cpRˆ
−3
g and
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FIG. 2: Combination A3,cpp/(2A2,cpA2,pp) vs q. For q → 0,
such a combination converges to 1 for all values of z. We also
report the approximate large-q behavior.
A3,# = B3,#Rˆ
−6
g are explicitly reported in the supple-
mentary material. In the case of the two-parameter
model, we have considered L = 120, 240, 600, 1200, 2400
for q ≤ 3 (for both z = z(1) and z = z(3)) and L = 6000,
30000 for 4 ≤ q ≤ 30 (only for z = z(1)). The results at
the same value of z have then been extrapolated taking
into account the L−1/2 scaling corrections. Results are
reported in the supplementary material. We also com-
puted the adimensional combinations R1,p = P1,pRˆ
−1
g
and R2,p = P2,pRˆ
−4
g , which parametrize the depletion
thickness in the presence of an impenetrable planar sur-
face, see Table I. The behavior of the adimensional com-
binations for q → 0 is discussed in detail in Appendix B.
We have
A2,cp ≈ 4π
3q3
+
4π
q2
R1,p, (69)
A3,cpp ≈ 8π
3q3
A2,pp +
4π
q2
(2A2,ppR1,p +R2,pp) , (70)
A3,ccp ≈ 16π
2
9q6
. (71)
For large values of q, we have A2,cp ∼ q1/ν−3, a behavior
which can be derived by means of a blob argument [22] or
from the large-q behavior of γ, as discussed in Sec. II D.
More precisely, we predict A2,cp = 4πAγ,∞q
1/ν−3, where
Aγ,∞ is the constant parametrizing the large-q behav-
ior of γ, defined by Eq. (42). Note that this relation
holds both in the good-solvent regime with ν ≈ 0.5876
and in the crossover regime with ν = 1/2. As for the
third virial coefficient B3,cpp, we have already shown that
9TABLE II: Coefficients parametrizing the universal virial
combinations. For A3,ccp we use n = 3 for z = ∞ and z
(3),
and n = 4 for z = z(1). The interpolation is accurate in the
range 0 ≤ q ≤ qmax in which we have data.
z a1 a2 a3 a4 β qmax
A2,cp ∞ 4.1329 5.4906 2.12578 0.3942 50
z3 3.4774 3.37453 0.39752 0.15763 3
z1 3.4378 3.18934 0.20253 0.071526 30
A3,ccp ∞ 12.9575 39.2297 152.514 10
z3 7.66551 55.4536 43.4239 3
z1 23.1533 0.0000 421.593 100.977 6
A3,cpp ∞ 4.0850 5.0910 0.296425 0.51574 20
z(3) 3.36452 3.0418 1.3236 1.040 3
z(1) 2.55348 1.2711 0.42515 1.038 30
B3,cpp/B2,cp vanishes as q →∞. Hence, we expect
A3,cpp
A2,cp
∼ q−α, (72)
with α > 0 for q → ∞. We have been unable to predict
the value of α. A numerical fit of the data indicates
α ≈ 1, both in the good-solvent limit and in the crossover
region, see Fig. 2. As for A3,ccp, a blob argument implies
A3,ccp ∼ q1/ν−6.
Since knowledge of the virial coefficients for all values
of q allows us to have a complete control of the depletion
effects in the dilute regime, it is useful to determine inter-
polations of the data, with the correct limiting behavior
for q → 0 and q →∞. We parametrize the data as
A2,cp =
4π
3q3
[
1 + a1q + a2q
2 + a3q
3
1 + a4q
]1/(2ν)
, (73)
A3,cpp =
8πA2,pp
3q3
[
1 + a1q + a2q
2
1 + a3q
]β
, (74)
A3,ccp =
(
4π
3q3
)2
(1 + a1q + a2q
2 + · · ·+ anqn)1/(nν),(75)
We enforce the asymptotic behaviors (69), (70), and (71)
for q → 0. In the case of A2,cp and A3,ccp we have chosen
the parametrization so to obtain the correct large-q be-
haviors A2,cp ∼ q1/ν−3 and A3,ccp ∼ q1/ν−6 (ν = 0.5876
for the good-solvent case and ν = 1/2 for z = z(1) and
z(3)). In the case of A3,cpp, β is a free parameter. Fit-
ting the data, we estimate the constants ai. They are
reported in Table II.
Using parametrization (73), we can compute the large-
q behavior of A2,cp. In the good-solvent case we ob-
tain A2,cp ≈ 17.57q1/ν−3. Since A2,cp = 4πAγ,∞q1/ν−3,
we can estimate the constant Aγ,∞ which appears in
Eq. (42). We obtain Aγ,∞ ≈ 1.40, which is in excel-
lent agreement with the field-theoretical estimate 1.41 of
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FIG. 3: Depletion thickness ratio δs/Rc vs q for q ≤ 40 and
Φ = 0. In the inset we report δs/Rˆg in the interval 0 ≤ q ≤ 2.
The dotted and dashed lines that go through the points in
the main panel are obtained by using interpolation (73).
Ref. [10]. For z = z(1) we obtain instead A2,cp ≈ 11.9/q.
Since A2,cp = 4πAγ,∞/q we obtain Aγ,∞ = 0.94, which
is close to the prediction Aγ,∞ = 1 of Sec. II D.
B. Zero-density depletion thickness
Knowledge of A2,cp allows us to compute the deple-
tion thickness in the zero-density limit by using Eq. (36).
In Fig. 3 we report our results. For q ∼< 2, δs/Rˆg has
a tiny dependence on z: It slightly increases as z de-
creases, and for z = z(3) and z = z(1) it is very close to
the ideal-case result. For the surface case, these small
differences can be appreciated by looking at the results
given in Table I, since δs/Rˆg = R1,p (δs/Rˆg = 1.128
for z = 0). The approximate independence of δs/Rˆg on z
implies that the z-dependence of δs and of Rˆg are approx-
imately the same: When q is small, depletion effects are
simply proportional to the typical size of the polymer and
do not depend significantly on the quality of the solution.
These considerations are valid only for q not too large.
For large values of q, significant differences between the
good-solvent and the finite-z case are observed, since the
depletion thickness has a different asymptotic behavior
for q → ∞. Indeed, while δs/Rc ∼ q2/3 for any finite z
as discussed in Sec. II D, we have δs/Rc ∼ q1/3ν ∼ q0.567
in the good-solvent case.
To obtain a more quantitative comparison in the col-
loid regime, we can determine the small-q behavior of
δs(z)/Rˆg by expanding parametrization (73) in powers
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0 0.5 1 1.5 2
q
0.8
1
1.2
1.4
δ s
/R
g
MC z=∞
1loop
tree
PRISM
Fl-T
0.1 1 10 100
q
0.1
1
10
δ s
/R
c
MC  z=∞
Fl-T
1loop
FIG. 4: Comparison of the variour predictions for the deple-
tion thickness at zero density in the good-solvent regime. We
report the Monte Carlo estimates of δs/Rˆg and (inset) δs/Rc
versus q. We also report: the PRISM prediction obtained by
using Eq. (59) (PRISM), Eq. (63) (Fl-T), the field-theoretical
Helfrich expansions at tree level (tree) and at one loop (1loop),
Eq. (80). In the inset we report (Fl-T) Eq. (63) and the large-
q field-theory prediction δs/Rc = 1.62q
0.567 (1loop).
of q. We obtain
δs(∞)
Rˆg
= 1.0605− 0.281q+ 0.140q2 + . . . (76)
δs(z
(3))
Rˆg
= 1.107− 0.274q + 0.138q2 + . . . (77)
δs(z
(1))
Rˆg
= 1.122− 0.276q + 0.146q2 + . . . (78)
δs(0)
Rˆg
= 1.128− 0.273q + 0.138q2 + . . . (79)
Results for z = z(1) cannot be distinguished from the
ideal ones. Also the results for z = z(3) are very close to
those corresponding to z = 0. Slightly larger differences
are observed for the good-solvent case.
In the good-solvent case, we can compare our estimates
of δs with the field-theoretical predictions [10, 11]. For
small values of q we report the tree-level result, which
can be derived from Eq. (44), and the one-loop result
obtained from Eq. (41):(
δs
Rˆg
)
tree
= 1.13− 0.27q + . . .
(
δs
Rˆg
)
1loop
= 1.07q − 0.28q2 + 0.18q3 + . . . (80)
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FIG. 5: Density-correction combination 2piδ1(q)/A2,pp versus
q for z = z(1), z(3) and the good-solvent case z = ∞. For
q = 0, 2piδ1(q)/A2,pp = −1.030(4), −1.083(3), −1.16(2) for
the same values of z.
Comparison with the Monte Carlo prediction (76) shows
that differences are tiny. Moreover, it is very reas-
suring that loop corrections correctly change the val-
ues of the Helfrich coefficients towards the numerically
determined values. For large values of q, we have
δs/Rc ≈ (3Aγ,∞q1/ν)1/3. The Monte Carlo results
imply δs/Rc ≈ 1.61q1/(3ν), while field theory predicts
δs/Rc ≈ 1.62q1/(3ν). Again, field theory appears to work
very nicely. Other predictions are compared in Fig. 4. As
already discussed, Eq. (59) gives only a very rough ap-
proximation that fails completely for q ∼> 0.7. The phe-
nomenological expression (63), instead, provides a quite
good approximation in a quite large intermediate range,
from q ≈ 0.2 up to q ≈ 4. The approximation fails in
the planar limit—it predicts δs = ∞ for q → 0—and
for large values of q, as it predicts δs ∼ q0.88, while the
correct behavior is δs ∼ q0.567.
C. Density correction to the depletion thickness
Knowledge of the third virial coefficient A3,cpp allows
one to determine the first density correction to δs(q,Φ),
see Eq. (36). We define
δs(q,Φ)
δs(q, 0)
= 1 + δ1(q)Φ +O(Φ
2). (81)
For q →∞, since A3,cpp/A2,cp → 0 in this limit, Eq. (36)
implies δ1(q) → −A2,pp/(2π). In Fig. 5 we report the
combination 2πδ1(q)/A2,pp, which converges to −1 for
q → ∞ and any value of z. It is evident that there
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are two different regimes. For q not too large—q ∼< 2
and q ∼< 10 for the good-solvent case and for z = z(1),
respectively—the density correction is mostly indepen-
dent of q. In the opposite limit (q large), a more pro-
nounced q dependence is observed, related to the fact
that 2πδ1(q)/A2,pp always converges to −1 as q → ∞.
The z dependence of the combination 2πδ1(q)/A2,pp is
not large: it changes by at most 5% as z increases from
z(1) to z(3) and by 10% at most from z(3) to ∞ (the
good-solvent case). Hence, a rough approximation for
δ1(q) is simply δ1(q) = −A2,pp/2π, which relates directly
solution quality to depletion effects. The quality of this
approximation improves as z decreases.
We can compare our good-solvent results with several
predictions that hold for small values of q. Field theory
[11], see Eq. (44), gives
δ1(q) = −1.23− 0.015q + . . . (82)
The value for q = 0 is not far from the numerical es-
timate δ1(0) = 3R2,pp/(4πR1,p) = −1.013(14), indicat-
ing that the renormalized tree-level approximation rea-
sonably predicts the low-density behavior in the colloid
regime. Moreover, the leading q correction is negative
and very small, in agreement with our results: the q de-
pendence of δ1(q) is tiny for q → 0.
For q = 0, we can also use the PRISM prediction (59)
and the numerical expression (60) for Γ of Ref. [7]. We
obtain in the two cases δ1(0) = −0.51 and −1.96, respec-
tively. None of the two expressions appears to provide
an accurate estimate of δ1(q) for q = 0.
V. FINITE-DENSITY RESULTS
A. Numerical determination of Gcp
Let us now determine the depletion behavior at finite
polymer density. For this purpose we perform finite-
density simulations of the Domb-Joyce model in a cu-
bic box in the presence of a single colloid and compute
the density profile ρmon(r), which gives the density of
monomers at distance r from the colloid, and the analo-
gous density ρCM (r), which gives the density of polymer
centers of mass. To compute gmon,cp(r) and gCM,cp(r) we
should determine first the bulk polymer (or monomer)
density. We proceed as follows. If the cubic box of vol-
ume V =M3 contains Np polymers of L monomers each,
for each distance Λ < M/2 we define an effective bulk
monomer density
ρmon,b(Λ) =
1
V − VΛ
(
LNp −
∫
r≤Λ
dr ρmon(r)
)
, (83)
where VΛ =
4pi
3 Λ
3. The quantity ρmon,b(Λ) gives the
average monomer density outside a sphere of radius Λ
centered on the colloid. As a function of Λ, ρmon,b(Λ)
first increases, then shows an approximate plateau, and
finally shows a systematic upward or downward drift
with a large statistical error. We take the approximately
constant value of ρmon(Λ) in the plateau as an esti-
mate of the bulk monomer density. Then, we estimate
gmon,cp(r) = ρmon(r)/ρmon,b(Λ) and
Gcp =
∫
r≤Λ
dr (gmon,cp(r) − 1) . (84)
The same calculation, mutatis mutandis, has been per-
formed for the colloid polymer–center-of-mass distribu-
tion function.
As a check, we computed Gcp by using a third method.
If gˆmon,cp(k) is the Fourier transform of the pair distri-
bution function, the integral Gcp can be computed as
Gcp = lim
k→0
gˆmon,cp(k). (85)
Such a definition is much less sensitive to the definition of
the bulk monomer density, but requires an extrapolation
in k. Since we are considering a cubic box, it is natural to
restrict the calculation to k = (k, 0, 0) (or to (0, k, 0) and
(0, 0, k), which are equivalent by symmetry). For k 6= 0
the function gˆmon,cp(k) admits an expansion in powers of
k2, i.e.
gˆmon,cp(k) = Gcp + a1k
2 + a2k
4 + a3k
6 + . . . (86)
To estimate Gcp, we consider the smallest momenta avail-
able for a finite box of volume V =M3, i.e., k1 = 2π/M ,
k2 = 2k1, k3 = 3k1, k4 = 4k1, and the approximants
G(1)cp =
4
3
gˆmon,cp(k1)− 1
3
gˆmon,cp(k2), (87)
G(2)cp =
3
2
gˆmon,cp(k1)− 3
5
gˆmon,cp(k2) +
1
10
gˆmon,cp(k3),
G(3)cp =
8
5
gˆmon,cp(k1)− 4
5
gˆmon,cp(k2)
+
8
35
gˆmon,cp(k3)− 1
35
gˆmon,cp(k4).
Using Eq. (86), it is easy to show that G
(n)
cp = Gcp +
O(M−2n−2). Note that we do not consider the volume
corrections (of order 1/V = M−3 see, e.g., Ref. [45]),
which affect gˆmon(k) at fixed k. For the typical volumes
we consider, such corrections are negligible (see Ref. [18]
for the analogous discussion concerning the polymer-
polymer distribution function). On the other hand, we
observe a systematic difference between G
(1)
cp and G
(2)
cp ,
while G
(2)
cp ≈ G(3)cp in all cases. Clearly, the M−4 cor-
rections that are present when considering G
(1)
cp are not
negligible. Therefore, we take G
(2)
cp as the estimate of
Gcp.
B. Colloid-monomer pair distribution functions
We study the solvation properties of a single colloid
in the semidilute regime for q = 0.5, 1 and 2, consider-
ing the good-solvent case and two values of z, z = z(1)
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FIG. 6: Pair distribution function gmon,cp(r) as a function of
b = (r−Rc)/Rˆg for different values of q, z, and Φ in the dilute
regime. Eq. (88) is used for z = 0.
and z = z(3), in the thermal crossover region. In each
case we compute numerically the pair correlation func-
tions gmon,cp(r), gCM,cp(r), and the Fourier transform
gˆmon,cp(k) for the values of k that are relevant for the
computation of the approximants (87) for a few values
of Φ, up to Φ = 4. We also present good-solvent results
for the surface case (q = 0) up to Φ = 8. In this case,
however, we have only measured the monomer density
profile close to the surface.
The function gmon,cp(r) is shown in Fig. 6 as a function
of b = (r − Rc)/Rˆg for the lowest values of Φ we have
considered, together with expression [9]
gmon,cp(r) =
q2b2 + 2bqψ(b/2) + f(b/2)
(bq + 1)
2 , (88)
f(x) = 2ψ(x)− ψ(2x),
ψ(x) = erf (x) +
2x√
π
e−x
2 − 2x2erfc (x),
which holds in the ideal case (z = 0). Here b = (r −
Rc)/Rˆg is the distance from the colloid surface in units of
Rˆg, erf(x) is the error function and erfc(x) = 1− erf(x).
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FIG. 7: Pair distribution function gmon,cp(r) as a function of
b = (r − Rc)/Rˆg in the semidilute regime. Eq. (88) is used
for z = 0.
For all values of q, the results for z = z(1) and, to a
lesser extent, those for z = z(3) are very close to the
ideal ones, indicating that in the dilute regime depletion
effects for q ≤ 2 are little sensitive to solution quality
at least up to z = z(3), as already discussed in the zero-
density limit. In Fig. 7 we show the same distribution
function for larger values of Φ. Depletion effects are much
more dependent on solution quality and deviations from
ideality are clearly visible, even for z = z(1).
13
C. Finite-density depletion thickness and
adsorption
TABLE III: Full-monomer estimates of the depletion thick-
ness ratio δs(q,Φ)/Rc for z = z
(1): (a) is the estimate ob-
tained by using extrapolation (87), (b) is the direct estimate
obtained by using gmon,cp(r), and (c) is the direct estimate
obtained by using gCM,cp(r). The last column gives the final
estimate.
q Φ (a) (b) (c) final
0.5 0.2 0.48(2) 0.486(5) 0.490(3) 0.48(2)
1.0 0.417(2) 0.440(2) 0.441(1) 0.428(14)
2.0 0.383(2) 0.392(2) 0.390(2) 0.387(6)
1 0.2 0.900(6) 0.886(4) 0.905(4) 0.90(1)
1.0 0.778(3) 0.81(1) 0.820(4) 0.80(2)
4.0 0.641(3) 0.615(4) 0.610(5) 0.62(2)
2 0.2 1.7(1) 1.63(6) 1.66(2) 1.7(1)
1.0 1.45(2) 1.44(1) 1.45(1) 1.45(2)
4.0 1.080(5) 1.135(6) 1.151(8) 1.12(4)
By using the pair distribution function gmon,cp(r) we
can compute the integral Gcp, as discussed in Sec. VA,
and the depletion thickness δs. The results for q 6= 0 are
reported in Tables III, IV, and V [estimates (b)], those for
q = 0 in Table VI. Errors take only into account statisti-
cal fluctuations, hence they should not be taken too seri-
ously, as we shall discuss below. The same procedure can
also be applied to gCM,cp(r). Although, this pair distri-
bution function is quite different from gmon,cp(r) (it will
be discussed in Sec. VI), the estimates of Gcp it provides
are close to those obtained by using gmon,cp(r), see esti-
mates (c) reported in Tables III, IV, and V. In most of the
cases, estimates (b) and (c) are consistent within errors.
In a few cases, however—mostly for the largest values of
Φ—differences are observed, indicating that systematic
errors are larger than statistical ones. To obtain a better
control of systematic effects, it is important to have a
different, conceptually independent method to estimate
Gcp. For this purpose we compute Gcp from the Fourier
transform of the monomer distribution function. We use
the method described in the previous section, and, in par-
ticular, the approximant G
(2)
cp defined in Eq. (87). The
corresponding results for δs are reported in Tables III, IV,
and V [estimates (a)]. For small values of Φ, estimates
(a) are consistent with the direct estimates (b) and (c).
However, errors are significantly larger than those on (b)
and (c), hence we cannot exclude that the direct esti-
mates show systematic deviations which are larger than
their statistical errors. For Φ ≥ 1, all estimates have
comparable statistical errors, but results are sometimes
not consistent. In order to quote a reliable estimate with
a correct error bar, we take a conservative attitude. We
determine the largest interval that contains estimates (a),
(b) and (c) with their errors. The midpoint is the final
TABLE IV: Full-monomer estimates of the depletion thick-
ness raio δs(q,Φ)/Rc for z = z
(3): (a) is the estimate ob-
tained by using extrapolation (87), (b) is the direct estimate
obtained by using gmon,cp(r), and (c) is the direct estimate
obtained by using gCM,cp(r). The last column gives the final
estimate.
q Φ (a) (b) (c) final
0.5 0.2 0.45(1) 0.47(1) 0.466(5) 0.46(2)
1.0 0.343(3) 0.338(2) 0.340(1) 0.340(6)
2.0 0.2656(7) 0.269(2) 0.266(1) 0.268(3)
1 0.2 0.826(9) 0.842(15) 0.837(5) 0.84(2)
1.0 0.634(5) 0.631(8) 0.636(4) 0.632(9)
2.0 0.498(2) 0.47(2) 0.507(3) 0.503(7)
4.0 0.3699(6) 0.38(1) 0.36(1) 0.365(15)
2 0.2 1.50(4) 1.51(5) 1.56(2) 1.52(6)
1.0 1.15(1) 1.13(1) 1.134(8) 1.14(2)
2.0 0.92(1) 0.96(2) 0.96(1) 0.94(3)
4.0 0.498(2) 0.47(2) 0.507(3) 0.503(7)
TABLE V: Full-monomer estimates of the depletion thickness
ratio δs(q,Φ)/Rc in the good-solvent case: (a) is the estimate
obtained by using extrapolation (87), (b) is the direct esti-
mate obtained by using gmon,cp(r), and (c) is the direct esti-
mate obtained by using gCM,cp(r). The last column gives the
final estimate. For q = 0.5 and Φ = 4.0, the box was not large
enough to allow us to estimate reliably Gcp from gCM,cp(r).
q Φ (a) (b) (c) final
0.5 0.4 0.335(25) 0.340(5) 0.337(4) 0.335(25)
1.0 0.239(6) 0.236(3) 0.236(2) 0.239(6)
2.0 0.168(5) 0.162(4) 0.155(4) 0.162(11)
4.0 0.110(2) 0.096(4) — 0.102(10)
1 0.4 0.625(15) 0.615(3) 0.612(5) 0.624(17)
1.0 0.439(8) 0.435(3) 0.427(3) 0.436(11)
2.0 0.35(3) 0.313(8) 0.30(1) 0.335(45)
4.0 0.195(6) 0.192(3) 0.168(7) 0.18(2)
2 0.4 1.07(5) — 1.175(8) 1.10(8)
1.0 0.79(3) 0.79(1) 0.78(1) 0.795(25)
2.0 0.67(4) 0.58(1) 0.59(2) 0.65(8)
4.0 0.39(2) 0.37(1) 0.34(3) 0.36(5)
estimate, while the half-width gives the error. The re-
sults of this procedure are reported (column “final”) in
Tables III, IV, and V.
The good-solvent results are shown in Fig. 8. The de-
pletion thickness decreases very rapidly with Φ. For in-
stance, for q = 2, we find δs/Rc = 1.5305(5) for Φ = 0
and δs/Rc = 1.10(6) for Φ = 0.4. Even a small increase
of the polymer density significantly reduces the width
of the depleted layer around the colloid. An interest-
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TABLE VI: Depletion thickness ratio δs/Rˆg in the presence of
a surface (q = 0) in the good-solvent regime. Direct estimates
obtained by using the surface-monomer distribution function
(monomer density profile).
Φ δs/Rˆg
0.3 0.820(1)
0.7 0.621(2)
1.0 0.545(6)
1.5 0.420(1)
2.0 0.352(1)
4.0 0.218(2)
6.0 0.162(3)
8.0 0.127(4)
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FIG. 8: Main panel: Depletion thickness ratio δs(q,Φ)/Rˆc
as a function of Φ in the good-solvent regime; we report the
Monte Carlo data (points) and the phenomenological predic-
tion (63) (lines, Fl-T). Inset: δs(q,Φ)/δs(q, 0) as a function of
Φ; we report the data (points), the interpolations (90) (fit),
and the curve Kp(Φ)
−1/3 (q =∞), see text for a discussion.
ing feature of the results is that the Φ dependence for
0 ≤ q ≤ 2, the interval of q we investigate, is approxi-
mately independent of q. This is evident from the results
reported in the inset of Fig. 8, where we show the ratio
δs(q,Φ)/δs(q, 0) as a function of Φ. The q-dependence is
practically absent. This result is far from obvious and is
consistent with what we already observed in Sec. IVC,
where we pointed out that the first density correction is
approximately q-independent for q ∼< 2.
The q independence of the ratio is not expected to hold
much beyond Φ = 4, our largest density. Indeed, as we
FIG. 9: Plot of δs(q,Φ)/δs(q, 0) as a function of Φ for
q = 0.5, 1, 2 for z = z(1) (top) and z = z(3) (bottom). Lines
correspond to the interpolations (90) (fit), while the curve
q =∞ corresponds to Kp(Φ)
−1/3, as discussed in the text. In
the inset we report δs(q,Φ)/Rˆc (points) and the correspond-
ing interpolations (lines). The function Kp(Φ) is obtained by
using the equation of state reported in Ref. [18].
discussed in Sec. II D, δs(q,Φ) ∼ ξ(Φ) for Φ→∞ and any
q, so ∆(q,Φ) = δs(q,Φ)/δs(q, 0) ∼ ξ(Φ)/δs(q, 0). Since
δs(q, 0) varies significantly with q, factorization breaks
down deep in the semidilute regime (some differences are
already observed for Φ = 4). Analogously, such a prop-
erty does not hold for large values of q. Indeed, as long
as Rc ≪ ξ, Eq. (57) holds, which implies
∆(q,Φ) =
δs(q,Φ)
δs(q, 0)
= Kp(ρp)
−1/3. (89)
Using the equation of state of Ref. [38], we can com-
pute Kp(ρp), hence ∆(q,Φ) for q → ∞. The corre-
sponding curve is reported in Fig. 8 (line “q = ∞” in
the inset). Differences with the Monte Carlo results are
quite significant. For instance, for Φ = 4, Eq. (89) pre-
dicts ∆(q, 4) = 0.346 for q → ∞, to be compared with
∆(q, 4) = 0.232(5) and 0.23(3) for q = 0.5 and q = 2,
respectively. Note that differences increase rapidly with
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TABLE VII: Coefficients parametrizing the depletion-
thickness interpolations (90) as function of density. The
parametrizations should hold for Φ ≤ Φmax.
z q n a1 a2 a3 η Φmax
∞ 0 3 3.9467 4.3305 5.8889 0.770 4
0.5 3 4.0909 6.8272 2.6728 0.770 4
1.0 3 4.0987 4.4818 4.92968 0.770 4
2.0 3 4.0753 6.12348 1.92624 0.770 4
z(3) 0.5 2 1.8641 1.0753 0 0.5579 2
1.0 2 1.8747 1.0279 0 0.5579 4
2.0 2 2.0279 1.16915 0 0.5128 4
z(1) 0.5/1.0/2.0 3 1.7682 1.8151 0.6591 0.2845 4
Φ. This is due to the fact that, for q ≤ 2, ∆ already
scales as Φ−0.8 for Φ ∼> 2, while ∆ ∼ Φ−0.437 for large
values of q.
In Fig. 8 we also report the phenomenological approx-
imation (63), which works quite well for 0.2 ≤ q ≤ 4
in the dilute limit. Also the density dependence is well
reproduced for 0.5 ≤ q ≤ 2: Tiny differences are only
observed in the dilute regime.
In Fig. 9 we report the depletion thickness in the ther-
mal crossover region, for z = z(1) and z = z(3). The
qualitative behavior is very similar to that observed in
the good-solvent case. For all values of q considered, the
Φ dependence and the q dependence appear to be fac-
torized, i.e. δs(q,Φ)/δs(q, 0) is essentially independent of
q. Such a result is expected to hold in a q interval that
is larger than in the good-solvent case. First, we have
already observed that the first density correction is es-
sentially q independent for q ∼< 10 for z = z(1). Second,
the difference between our data and the large-q predic-
tion (89), which should also hold in the thermal crossover
region, decreases as z decreases. Finally, it is interesting
to observe that in the crossover region the density de-
pendence of δs is smaller than in the good-solvent case.
For Φ = 4, δs(q, 4)/δs(q, 0) = 0.22, 0.40, 0.66, for z =∞,
z = z(3), and z = z(1). This result is of course expected,
since δs becomes density independent for z → 0.
To summarize our results in a simple way, we deter-
mine interpolations of the Monte Carlo data for the de-
pletion thickness. For this purpose we fit the results to
δs(q,Φ)
δs(q, 0)
=
(
1 +
n∑
k=1
akΦ
k
)−η/n
. (90)
We set n = 2 or 3 and a1 = −nδ1/η, where δ1 is the
first density correction defined in Eq. (81), in such a way
to reproduce accurately the low-density behavior. In the
good-solvent case, we have δs ∼ Φ−0.770 for Φ → ∞.
We have enforced this condition in our interpolations,
requiring η = 0.770. In the crossover region, we do not
have predictions for the large-Φ behavior, hence η has
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FIG. 10: Main panel: Rescaled adsorption Γˆ = −Γ/(ρpRˆg)
as a function of Φ for q = 0, 0.5, 1.0, 2.0 as a function of Φ
in the good-solvent regime; lines are obtained by using inter-
polations (90). In the inset we report the relative deviations
∆ = 100(Γpred/ΓMC −1), where Γpred is either Eq. (53) (HD)
or Eq. (91) (LD), and ΓMC is obtained by using interpolations
(90).
been taken as a free parameter. For z = z(3) and q =
0.5, our data extends only up to Φ = 2, hence fits are
not very sensitive to η. To obtain stable fit results, we
fix η to be equal to the result obtained for q = 1 and
z = z(3). For the good-solvent case and for z = z(3)
the results show a tiny q-dependence for Φ = 4, hence
we determine an interpolation for each value of q. On
the other hand, for z = z(1) results for different values
of q coincide within errors. Hence, we have performed a
single fit, considering simultaneously all value of q. The
coefficients of the interpolations are reported in Table
VII. The interpolations are reported in Figs. 8 and 9.
Finally, we wish to compare our good-solvent data with
the large-Φ field-theoretical predictions. In Fig. 10 we
show our results for the adsorption Γ. As predicted by
theory, adsorption becomes independent of q as Φ in-
creases. On the scale of the figure, all curves coincide
for Φ ∼> 4. This is consistent with the results of Ref. [7],
where it was shown that γ(q,Φ)/γ(0,Φ) converges to 1
for large Φ for all q ≤ 1.68. Note that this ratio becomes
approximately 1 at densities which are significantly larger
than Φ ≈ 4. This is due to the fact that βγ(q,Φ) is ob-
tained by integrating Γ(q,Φ), see Eq. (5), from 0 to Φ,
hence including the dilute region in which depletion ef-
fects are strongly q-dependent. Quantitatively, the field-
theoretical prediction (53), Γ/(ρpRˆg) ≈ −0.649Φ−0.770,
holds quite precisely. For the surface case (q = 0) it is in
good agreement with our data for Φ ∼> 2 with deviations
which are of order 4% (see inset). For instance, inter-
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FIG. 11: Rescaled adsorption −Γ/(ρpRˆg) as a function of
Φ for q = 0.5, 1, 2. We report data for z = z(1) (top) and
z = z(3) (bottom). Lines are obtained by using interpolations
(90).
polation (90) gives Γ/(ρpRˆg) = −0.673Φ−0.770, which
is compatible with prediction (53). We can also com-
pare our results with interpolation (60). For Φ → ∞ it
predicts Γ/(ρpRˆg) = −0.54Φ−0.770, which differs signif-
icantly from our result. This is probably related to the
fact that Eq. (60) is obtained by fitting SAW data. In-
deed, such a model shows large finite-length corrections
to scaling, especially in the semidilute regime [38]. Hence,
even the results obtained from simulations of rather long
walks (L ≈ 103) do not probe the universal, infinite-
length behavior.
We can also compare the results with low-density pre-
diction
− Γ
ρpRˆg
=
1.129(1 + 1.4Φ)
Kp(ρp)
, (91)
where Kp(ρp) is obtained from the equation of state of
Ref. [38]. Such an expression describes well the data up
to Φ ≈ 0.5, with deviations of less than 6%.
VI. COMPARISON WITH SINGLE-BLOB
RESULTS
Recently, there has been significant work dealing with
coarse-grained models of polymer solutions [46, 47, 48,
49, 50, 51]. The simplest model [16, 52, 53] is obtained
by representing polymers with monoatomic molecules
(single-blob model) interacting via the polymer center-
of-mass potential of mean force. By definition the model
reproduces the dilute behavior of the solution, but fails to
be accurate as soon as polymer-polymer overlaps become
FIG. 12: Pair distribution function gCM,cp(r) for q = 0.5 as
a function of b = (r −Rc)/Rˆg under good-solvent conditions
(top), and z = z(1) (bottom).
FIG. 13: Pair distribution function gCM,cp(r) for q = 2 as
a function of d = r/Rˆg under good-solvent conditions (top),
and z = z(1) (bottom).
important, i.e. for Φ ∼> 1. This model can be extended to
include colloids [54], taking the colloid-polymer potential
of mean force as interaction potential. In Ref. [22] the
effective potential between a colloid and a coarse-grained
molecule was computed in the whole crossover region,
between the θ point and the good-solvent case, for sev-
eral values of q. The calculation was performed using
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interacting SAWs, without identifying the value of z as-
sociated with each potential. Here, we wish to perform
a much more careful analysis, following Ref. [18]. We
repeat the calculation using Domb-Joyce walks, deter-
mining the potential for the good-solvent case and for
z = z(1), z = z(3). We then use the coarse-grained
single-blob model to determine depletion properties for
different values of q and Φ, which are then compared
with the results of full-monomer simulations. The coarse-
grained model is expected to be predictive as long as de-
tails of the polymer structure are not relevant. For the
single-blob model, we thus expect to obtain accurate re-
sults only for q ∼< 1, i.e., in the colloid regime. If one
wishes to investigate larger values of q, multiblob models
[18, 55, 56, 57, 58] should be considered, fixing the num-
ber of blobs in such a way that the radius of gyration rˆg
of the blob satisfies rˆg ∼< Rc.
By construction, the single-blob model reproduces the
full-monomer second-virial combination A2,cp or, for q =
0, the surface quantity R1,p. We have verified this con-
dition for all values of q (see Table I for q = 0 and the
supplementary material for q ≥ 0.5), confirming the ac-
curacy of the effective potentials we use. It is also inter-
esting to compare full-monomer and single-blob results
for the third-virial combination A3,cpp (for R2,pp in the
surface case), since this quantity gives us information on
how well the coarse-grainedmodel reproduces the colloid-
polymer-polymer three-body interactions. For q = 0 the
results are reported in Table I. The single-blob model
reproduces quite well the full-monomer results and the
agreement improves as z decreases. On the other hand,
for q = 2, differences are significant, even for z = z(1).
In the good-solvent regime we have A3,cpp = 19.16(2)
and 25.49(6) for the single-blob and the full-monomer
case, while, for z = z(1) the two representations give
A3,cpp = 5.299(6) and 6.73(2), respectively. As expected,
three-body forces are not well modelled by representing
polymers with a single blob: since Rc is small, the struc-
ture of the polymer plays an important role.
Let us now compare finite-density results. In Fig. 12
we report the full-monomer and single-blob distribution
function gCM,cp(r) for q = 0.5. The curves vanish on
the surface of the colloid (b = 0) and then show some
oscillations that become stronger as Φ increases. The
coarse-grained model appears to reproduce well the full-
monomer correlations for z = z(1), while deviations are
observed already for Φ = 1 in the good-solvent case. Re-
sults for q = 2 are reported in Fig. 13. In this case cor-
relations are non zero even for r ≤ Rc (d ≤ 1/2): since
q > 1, it is not unlikely that the polymer center of mass
lies inside the colloid. Since the effective potential is soft,
oscillations are tiny and, apparently, the coarse-grained
model reasonably reproduces the full-monomer distribu-
tion function. However, at a closer look one notices some
systematic deviations on the tails of the distributions,
which are particularly relevant for the computation of
Gcp, hence significantly affect the adsorption properties.
Finally, let us consider the depletion thickness. The
single-blob results are compared with the full-monomer
ones [we use interpolations (90)] in Fig. 14. In the good-
solvent case, the single-blob model provides reasonably
accurate estimates up to Φ ≈ 2 for q = 0.5. As q in-
creases, the agreement worsens, as expected. For q = 2,
small deviations are already observed for Φ = 0.4. The
single-blob model appears to be more accurate in the
crossover region. For z = z(1) and q = 0.5 good results
are obtained up to Φ = 4, while for q = 2, agreement is
observed up to Φ ≈ 1.
VII. CONCLUSIONS
In this paper we perform a detailed study of the sol-
vation properties of a single colloid in a polymer solu-
tion. Beside the good-solvent case, which has already
been extensively studied, see, e.g., Refs. [5, 7, 9, 10,
11, 12, 13, 14] and references therein, we also con-
sider the crossover between the good-solvent and the θ
regime. We perform a detailed study for two interme-
diate cases. We consider z = z(3), which corresponds
to A2,pp/A2,pp,GS = Ψ/ΨGS = 0.54 (here Ψ is the in-
terpenetratio ratio often used in experimental work and
A2,pp,GS , ΨGS are the good-solvent values), hence to so-
lutions that have properties in between the good-solvent
and the θ case. Moreover, we consider z = z(1), cor-
responding to Ψ/ΨGS = 0.18, which corresponds to a
solution close to the θ point.
We perform a detailed study of the depletion thickness
in the dilute regime. For this purpose we relate solva-
tion properties to polymer-colloid virial coefficients. We
compute the second and the third virial coefficients in a
large q interval (0 ≤ q ≤ 50 for the good-solvent case and
0 ≤ q ≤ 30 for z = z(1)). The good-solvent results are
compared with the existing field-theoretical predictions
[9, 10, 11], finding a reasonable agreement in all cases.
We also consider the PRISM prediction [12], which ap-
pears to be of limited quantitative interest, and the phe-
nomenological prediction of Ref. [5] [see Eq. (63)], which
turns out to describe the numerical data quite accurately
for 0.2 ∼< q ∼< 4.
We also perform a careful study at finite density for
q = 0, 0.5, 1, 2. For all these values of q and both in the
good-solvent and in the crossover regime, we find that
the ratio ∆(q,Φ) = δs(q,Φ)/δs(q, 0) is approximately in-
dependent of q for Φ ≤ 4, so that the Φ dependence and
the q dependence are approximately factorized. We do
not have any theoretical explanation of this phenomenon,
but we can easily argue that it can only hold for q and
Φ not too large. First, we can compute exactly the ra-
tio ∆(q,Φ) for q → ∞. Then, we find that the limit-
ing ∆(∞,Φ) differs significantly from what we obtain for
q ≤ 2, indicating that, as q increases, ∆(q,Φ) should
gradually change from its value for q ≤ 2 to the infinite-q
limiting curve, hence it should be q-dependent. Second,
a general argument predicts that δ(q,Φ) becomes inde-
pendent of q for Φ → ∞. Hence, deep in the semidilute
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FIG. 14: Depletion ratio δs(q,Φ)/Rc for z = ∞ (left), z = z
(3) (center), and z = z(1) (right). We report full-monomer (lines)
and single-blob (SB, points) data as a function of Φ.
regime ∆(q,Φ) should have the same q-dependence as
1/δ(q, 0), which is quite significant. We compare the nu-
merical good-solvent results with field-theory predictions
[11]. We find that the large-Φ prediction of Ref. [11] de-
scribes well the numerical data, confirming the accuracy
of the field-theory approach.
We also analyze depletion properties of the single-blob
coarse-grained model. As expected, they are accurate as
long as polymer-polymer overlaps are rare and colloids
are large compared with the polymers, i.e. for q ∼< 1. As
already observed in Ref. [18], we find that the accuracy of
the coarse-grained model increases as z decreases. While
in the good-solvent case some deviations are observed
for Φ ∼> 1, even for large colloids (q = 0.5), for z = z(1)
reasonably good results are obtained up to Φ ≈ 4, well
inside the semidilute regime.
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Appendix A: Virial expansion for multicomponent
systems
In this Appendix we wish to study the virial expansion
for a multicomponent system of flexible molecules, com-
puting explicitly the flexibility contribution due to the
polyatomic nature of the molecules. We extend here the
results presented in Refs. [19, 59].
We start by considering a multicomponent system in
the grand canonical ensemble. The grand partition func-
tion is given by
Ξ =
∑
N1,...,Nk
zN11
N1!
. . .
zNkk
Nk!
Q(N1, . . . , Nk), (A1)
where k is the number of species present, z1, . . ., zk are
the corresponding fugacities, Q(N1, . . . , Nk) is the canon-
ical partition function of the system. If V is the volume
of the box, we define reduced fugacities as
zˆ1 = z1Q(1, 0 . . . , 0)/V, . . .
zˆk = zkQ(0, . . . , 0, 1)/V. (A2)
Then, at third order in the fugacities we obtain the ex-
pansion
βP =
1
V
ln Ξ =
∑
α
zˆα +
1
2
∑
αβ
zˆαzˆβI2(α, β) +
1
6
∑
αβγ
zˆαzˆβ zˆγ [I3(αβγ) + I2(αβ)I2(αγ)+
I2(αβ)I2(βγ) + I2(αγ)I2(βγ) +
T2(α, βγ) + T2(β, αγ) + T2(γ, αβ)] .(A3)
To define the integrals I2(αβ), I3(αβγ) and T2(α, βγ),
we should associate to each molecule a specific point X .
The choice of X is irrelevant, as long as X is a weighted
average of the positions of the atoms belonging to the
molecule. For instance one can take the center of mass
of the molecule, but for a linear polymer an equally good
choice corresponds to choosing the first or the central
monomer. Then, we define the average 〈·〉α,r;β,s as the
average over all pairs of isolated molecules of type α and
β, respectively, such that pointX of molecule α is fixed in
r and pointX of molecule β is fixed in s. Analogously, we
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define the average 〈·〉α,r;β,s;γ,t over all triples of isolated
molecules. Then, the integral I2(αβ) is defined as
I2(αβ) =
∫
dr〈e−βUinter,αβ − 1〉α,0;β,r (A4)
where Uinter,αβ is the intermolecular energy between an
α and a β molecule. Analogously we define
I3(αβγ) =
∫
drds〈(e−βUinter,αβ − 1)
×(e−βUinter,αγ − 1)(e−βUinter,βγ − 1)〉α,0;β,r;γ,s,(A5)
T2(α, βγ) =
∫
drds〈(e−βUinter,αβ − 1)
×(e−βUinter,αγ − 1)〉α,0;β,r;γ,s − I2(αβ)I2(αγ).(A6)
The integral T2 represents the flexibility contribution: if
the α molecule is rigid, then T2(α, βγ) = 0. It is easy
to generalize the bounds for T2(α, αα) found in Ref. [59]
obtaining
T2(α, ββ) ≥ 0, (A7)
|T2(α, βγ)| ≤ 1
2
[T2(α, ββ) + T2(α, γγ)] . (A8)
We wish now to express the pressure in terms of the con-
centrations ρα:
ρα =
〈Nα〉
V
= zˆα
∂βP
∂zˆα
. (A9)
Expressing the fugacities in terms of the concentrations,
we obtain
zˆα = ρα − ρα
∑
β
I2(αβ)ρβ (A10)
+
1
2
ρα
∑
βγ
ρβργ [I2(αβ)I2(αγ)− I3(αβγ)
−T2(α, βγ) − T2(β, αγ) − T2(γ, αβ)] .
Substituting this expression in Eq. (A3), we obtain finally
βP =
∑
α
ρα − 1
2
∑
αβ
ραρβI2(αβ)
−1
3
∑
αβγ
ραρβργ [I3(αβγ)
+T2(α, βγ) + T2(β, αγ) + T2(γ, αβ)] .(A11)
We can now specialize this expression to a polymer-
colloid mixture. If the suffixes ”c” and ”p” refer to
the colloids and polymers, respectively, we can expand
the pressure as in Eq. (31), neglecting terms that are of
fourth order in the concentrations. The virial coefficients
are then given by
B2,c = −1
2
I2(cc), (A12)
B2,p = −1
2
I2(pp), (A13)
B2,cp = −I2(cp), (A14)
B3,c = −1
3
I3(ccc), (A15)
B3,p = −1
3
I3(ppp)− T2(p, pp), (A16)
B3,ccp = −I3(ccp)− T2(p, cc), (A17)
B3,cpp = −I3(cpp)− 2T2(p, cp), (A18)
where we used the fact that the colloid is rigid, hence
T2(c, αβ) = 0 for any α and β.
For our lattice model, integrals over the polymer po-
sitions are replaced by lattice sums, which are eval-
uated by using the hit-or-miss procedure applied in
Refs. [19, 60] to the computation of the polymer virial co-
efficients. The flexibility contributions are usually quite
small [19, 59, 61]. For the mixed third virial coefficients,
their relevance depends on q. The flexibility correction
to B3,ccp and B3,cpp decreases as q → 0. The ratio
T2(p, cc)/B3,ccp is equal to 8%, 3%, 1% for q = 3, 1, 0.4,
respectively, in the good-solvent case. The analogous ra-
tio 2T2(p, cp)/B3,cpp is slightly larger. It is equal to 9%,
5%, 2% for q = 3, 1, 0.4, respectively.
The ratio T2/B3 gives us a hint on the role of the ne-
glected three-body forces in single-blob coarse-grained
models. Indeed, if the flexibility integral can be ne-
glected, we can infer that the following factorization
holds approximately:
〈(e−βUinter,αβ − 1)(e−βUinter,αγ − 1)〉α,0;β,r;γ,s (A19)
= 〈(e−βUinter,αβ − 1)〉α,0;β,r〈(e−βUinter,αγ − 1)〉α,0;γ,s.
By definition we have
〈(e−βUinter,αβ − 1)〉α,0;β,r = e−βVSB,αβ(r), (A20)
where VSB,αβ(r) is the pair potential in the single-blob
model. Therefore, the previous factorization condition
implies
I3(αβγ) ≈
∫
drds
(
e−βVSB,αβ(r) − 1
)
(A21)
×
(
e−βVSB,αγ(s) − 1
)(
e−βVSB,βγ(r−s) − 1
)
.
The right-hand side is the integral in the coarse-grained
model. Hence, if T2 is negligible, the third virial coeffi-
cient in the model is approximately equal to that in the
coarse-grained model, indicating that the effective three-
body forces are small (see the appendix of Ref. [62] for
the explicit expression of the third virial coefficient in
terms of three-body forces).
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Appendix B: Asymptotic behavior of the virial
coefficients for q → 0
To compute the limiting expression of the virial co-
efficients for q → 0, let us first define Uint,cp(r) as the
intermolecular energy between a colloid in the origin and
a polymer such that its first monomer is in r. The choice
of the first monomer is arbitrary and the same result
would have been obtained by taking any other monomer.
Then, let
fcp(r) = e
−βUint,cp(r) − 1 (B1)
be the corresponding Mayer function, which satisfies
fcp(r) = 1 for r < Rc. Analogously we define the
polymer-polymer Mayer function fpp(r), where r is the
distance between the first monomers of the two polymers.
Using the fact that fcp(r) = −1 for r ≤ Rc and defining
z = r −Rc, we obtain
B2,cp =
4πR3c
3
− 4π
∫ ∞
Rc
drr2〈fcp(r)〉 (B2)
≈ 4πR
3
c
3
− 4πR2c
∫ ∞
0
dz 〈fˆcp(z)〉
=
4πR3c
3
+ 4πR2cP1,p,
where fˆcp(z) = fcp(Rc + z) and
P1,p = −
∫ ∞
0
dz 〈fˆcp(z)〉. (B3)
The integral P1,p corresponds to a polymer interacting
with an impenetrable plane. In our model, in which
we have a hard-interaction between monomers and hard
wall, we can further simplify P1,p. If zmin is the smallest
value of the z coordinate of the first point of the walk
such that the walk does not intersect the wall, we have
P1,p = 〈zmin〉. This expression can be rewritten in a
form which is independent of the coordinates of the first
monomer. Indeed, define
zm = min
k
zk, zM = max
k
zk, (B4)
where zk is the z coordinate of the k-th monomer. Then,
we can rewrite zmin = z1 − zm. If we now consider the
walk which is obtained by means of a specular reflection
with respect to the plane z = z1 we obtain zmin = zM−z1.
Hence, if we average the two contributions we obtain
P1,p =
1
2
〈zM − zm〉, (B5)
in which there is no reference to the first monomer, which
was arbitrarily chosen to define the integrations.
Let us now consider the third virial coefficient B3,cpp.
We have
B3,cpp = −
∫
dr ds {〈fcp(r)fcp(s)fpp(ρ)〉+
〈fcp(r)fpp(ρ)〉+ 〈fcp(s)fpp(ρ)〉
−〈fcp(r)〉〈fpp(ρ)〉 − 〈fcp(s)〉〈fpp(ρ)〉} ,(B6)
where ρ = |s−r|. We can further simplify this expression
defining
A(r, s) = e−βUinter,cp(r)−βUinter,cp(s) − 1, (B7)
and the function I(r) such that I(r) = 1 for r ≤ Rc and
I(r) = 0 otherwise. Since A(r, s) = −1 and fcp(r) = −1
for r < Rc, we can write∫
dr ds {〈fcp(r)fcp(s)fpp(ρ)〉 +
〈fcp(r)fpp(ρ)〉+ 〈fcp(s)fpp(ρ)〉}
=
∫
dr ds 〈A(r, s)fpp(ρ)〉
=
∫
dr ds {−〈fpp(ρ)〉I(r)
+〈A(r, s)fpp(ρ)〉[1 − I(r)]}
=
∫
dr ds {〈fcp(r)〉〈fpp(ρ)〉I(r)
+ 〈A(r, s)fpp(ρ)〉[1 − I(r)]}
=
∫
dr ds {〈fcp(r)〉〈fpp(ρ)〉 (B8)
+ [〈A(r, s)fpp(ρ)〉 − 〈fcp(r)〉〈fpp(ρ)〉] [1− I(r)]} .
Therefore, we can rewrite
B3,cpp = −
∫
dr ds
{
[〈A(r, s)fpp(ρ)〉 (B9)
−〈fcp(r)〉〈fpp(ρ)〉
]
[1− I(r)] − 〈fcp(r)〉〈fpp(ρ)〉
}
.
To rewrite this term in a more transparent way, let us
consider B2,cpB2,pp which we rewrite as
2B2,cpB2,pp =
∫
dr ds 〈fcp(r)〉〈fpp(ρ)〉. (B10)
Using this expression we obtain finally
B3,cpp = 2B2,cpB2,pp (B11)
−
∫
dr ds [1− I(r)] {〈A(r, s)fpp(ρ)〉 − 〈fcp(r)〉〈fpp(ρ)〉}
The remaining integral is a surface contribution. Indeed,
for r ≥ Rc the function A(r, s) is different from zero only
if r − Rc is of order of a few times Rˆg. Moreover, since
the range of fpp(ρ) is also of order Rˆg, the integral gets
contributions only if |r − s| is of order Rˆg. Hence, a
nonvanishing contribution is obtained only if |R− s| is of
the order of a few times Rˆg. To make this explicit, let us
introduce bipolar coordinates so that
B3,cpp = 2B2,cpB2,pp
−8π2
∫ ∞
Rc
rdr
∫ ∞
0
sds
∫ r+s
|r−s|
ρdρ
{〈A(r, s)fpp(ρ)〉 − 〈fcp(r)〉〈fpp(ρ)〉} (B12)
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We now change variable, defining
z1 = r −Rc, z2 = s−Rc x =
√
ρ2 − (z1 − z2)2.
(B13)
Taking the limit Rc →∞, we obtain
B3,cpp = 2B2,cpB2,pp (B14)
−4πR2c
∫ ∞
0
(2πx)dx
∫ ∞
0
dz1
∫ ∞
−∞
dz2{
〈A(Rc + z1, Rc + z2)fpp(ρ)〉 − 〈fˆcp(z1)〉〈fpp(ρ)〉
}
.
We define Aˆ(z1, z2) = A(Rc + z1, Rc + z2), which takes
the value −1 whenever z1 or z2 is negative, and
P2,pp = 2P1,pB2,pp (B15)
−
∫ ∞
0
(2πx)dx
∫ ∞
0
dz1
∫ ∞
−∞
dz2〈Aˆ(z1, z2)fpp(ρ)〉.
This allows us to write
B3,cpp = 2B2,cpB2,pp + 4πR
2
cP2,pp. (B16)
Using this expression we can compute the expansion of
δs for q → 0. We obtain
δs = P1,p + ρpP2,pp +O(ρ
2
p), (B17)
which coincides with that valid for polymers in the pres-
ence of an impenetrable plane. From Eq. (B16) and (B2)
we obtain finally Eq. (70).
For our lattice model the integral Pˆ2,pp = P2,pp −
2P1,pB2,pp can be given a simpler form, averaging again
over the walks that are obtained by specular reflections
with respect to the planes that go through the first
monomer and are parallel the surface. Let ω1 and ω2 be
two lattice chains and z
(1)
k and z
(2)
k be the z-coordinates
of their k-th monomers. Then, define T (ω2, r) as the
lattice walk that is obtained by translating ω2 by the lat-
tice vector r and the function H(ω, z) which takes the
value +1 if the walk ω intersects the plane z = z and
the value 0 otherwise. If z
(i)
m = min z
(i)
k , z
(i)
M = max z
(i)
k ,
Zm = z
(1)
m + z
(2)
m − z(2)M , and ZM = z(1)M + z(2)M − z(2)m we
have
Pˆ2,pp = −1
2
〈
ZM∑
z1=Zm
∑
r
{H [ω1, z1] +H [T (ω2, r), z1]
−H [ω1, z1]H [T (ω2, r), z1]}
(
1− e−wNint)〉 ,(B18)
where the sum over r is over all lattice translations and
Nint is the number of intersections between ω1 and the
translated T (ω2, r). The sums are evaluated by using
the obvious generalization of the hit-or-miss procedure
applied in Refs. [19, 60] to the computation of the poly-
mer virial coefficients.
Finally, we shall discuss the third-virial coefficient
B3,ccp. Since this quantity is not relevant for the deple-
tion we will only compute the leading term, which can
be obtained by approximating the polymer with a hard
sphere of zero radius. Thus, we obtain for q → 0
B3,ccpRˆ
−6
g =
16π2
9q6
. (B19)
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Appendix C: Supplementary material
1. Low-density virial coefficients and depletion
thickness
In this supplementary material we report the numerical
estimates of the virial coefficients and of the depletion
thickness in the low-density limit. In the good-solvent
case, for q ≤ 3 we have results for L = 240, 600, and
2400: in this case, the universal large-L limit has been
obtained by performing an extrapolation of the results
with a + b/Lν + c/L. For q ≥ 4, we have results for
L = 6000 and 24000, which have been extrapolated to a+
b/Lν. Here ν is the usual Flory exponent, ν = 0.587597.
In the crossover region, for q ≤ 3 we have results for
L = 120, 240, 600, 1200, and 2400: they have been fitted
to a + b/
√
L + c/L. For q ≥ 4 we only have results for
L = 6000 and 30000: they have been extrapolated using
a+ b/
√
L. The results of the extrapolations are reported
in Tables VIII, IX, and X. In Table XI we report single-
blob results. Of course, here no extrapolation is needed.
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TABLE VIII: Estimates of the asymptotic, universal adimensional virial combinations A2,cp = B2,cpRˆ
−3
g , A3,cpp = B3,cppRˆ
−6
g ,
A3,ccp = B3,ccpRˆ
−6
g , for z =∞ (good-solvent case) and for z = z
(1).
z =∞ z = z(1)
q A2,cp A3,cpp A3,ccp A2,cp A3,cpp A3,ccp
50 0.1097(2) 0.015(5)
40 0.1467(4) 0.023(6)
35 0.1744(4) 0.029(7)
30 0.2131(5) 0.0442(9) 0.416(1) 0.032(2)
25 0.2702(7) 0.062(10) 0.504(1) 0.047(2)
20 0.3615(9) 0.108(15) 0.639(1) 0.073(3)
15 0.527(1) 0.20(2) 0.870(1) 0.128(5)
10 0.899(2) 0.57(3) 0.018(2) 1.360(2) 0.272(6) 0.014(1)
8 1.210(3) 0.97(4) 0.040(3) 1.750(3) 0.42(1) 0.044(8)
6 1.782(4) 1.90(6) 0.144(6) 2.446(4) 0.76(1) 0.156(6)
4 3.114(7) 5.0(1) 0.82(1) 4.010(6) 1.67(2) 0.95(2)
3 4.71(1) 10.2(1) 2.82(3) 5.807(8) 2.96(2) 3.35(2)
2 8.65(2) 26.1(2) 16.8(1) 10.20(1) 6.73(4) 19.55(8)
1.75 10.67(2) 35.7(3) 30.1(2) 12.41(2) 8.87(5) 35.0(1)
1.5 13.69(3) 51.2(4) 59.4(3) 15.71(2) 12.29(7) 68.7(2)
1.25 18.60(4) 78.6(1) 132.9(7) 21.02(3) 18.1(1) 152.7(5)
1.0 27.54(6) 133.3(9) 360(2) 30.61(5) 29.5(1) 409(1)
0.8 41.7(1) 228.5(15) 984(5) 45.62(7) 48.7(2) 1107(4)
0.6 73.45(20) 462(3) 3680(20) 79.1(1) 94.9(5) 4080(15)
0.5 107.4(3) 726(5) 8630(45) 114.5(2) 146.4(7) 9500(30)
0.4 174.5(4) 1281(8) 24900(150) 184.4(3) 253(1) 27100(90)
0.3 337.7(9) 2700(20) 101000(550) 352.9(6) 525(2) 108700(400)
0.2 909(2) 8000(50) 783000(4000) 937(2) 1520(7) 827000(3000)
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TABLE IX: Estimates of the asymptotic, universal adi-
mensional virial combinations A2,cp = B2,cpRˆ
−3
g , A3,cpp =
B3,cppRˆ
−6
g , A3,ccp = B3,ccpRˆ
−6
g , for z = z
(3).
q A2,cp A3,cpp A3,ccp
3 5.53(2) 7.7(1) 3.31(2)
2 9.81(1) 18.2(1) 19.19(7)
1.75 11.97(2) 24.1(1) 34.3(1)
1.5 15.20(1) 33.7(1) 67.1(2)
1.25 20.42(3) 50.1(2) 149.0(5)
1.0 29.85(4) 82.6(3) 399(1)
0.8 44.63(6) 138.1(5) 1082(3)
0.6 77.7(1) 272(1) 4000(15)
0.5 112.8(2) 423.2(15) 9300(30)
0.4 182.0(3) 737(3) 26625(85)
0.3 350(5) 1533(6) 107100(300)
0.2 932(2) 4470(20) 818000(3000)
TABLE X: Depletion thickness δs,0/Rc = δs(Φ = 0)/Rc at
zero density and first density correction δ1(q).
z =∞ z = z(3) z = z(1)
q δs,0/Rc δ1 δs,0/Rc δ1 δs,0/Rc δ1
50 13.85(9) −0.927(4)
40 12.09(1) −0.934(4)
35 11.13(1) −0.939(4)
30 10.117(9) −0.944(4) 12.897(7) −0.1637(5)
25 9.027(8) −0.952(4) 11.345(6) −0.1638(5)
20 7.838(7) −0.960(4) 9.685(6) −0.1643(8)
15 6.515(6) −0.975(4) 7.883(5) −0.1655(6)
10 4.987(5) −0.991(4) 5.872(4) −0.1665(7)
8 4.289(4) −1.001(3) 4.980(3) −0.1672(8)
6 3.512(3) −1.016(4) 4.015(3) −0.1675(6)
4 2.624(3) −1.032(4) 2.942(2) −0.1678(8)
3 2.119(2) −1.035(3) 2.292(1) −0.519(2) 2.343(6) −0.168(1)
2 1.547(2) −1.046(4) 1.656(1) −0.520(2) 1.6893(5) −0.168(1)
1.75 1.390(2) −1.047(5) 1.484(1) −0.521(1) 1.5132(5) −0.168(1)
1.5 1.226(2) −1.049(5) 1.306(1) −0.522(2) 1.3304(4) −0.168(1)
1.25 1.054(2) −1.050(6) 1.1194(9) −0.523(2) 1.1401(4) −0.168(1)
1.0 0.873(41) −1.052(7) 0.9243(8) −0.523(3) 0.9408(4) −0.1675(15)
0.8 0.720(1) −1.048(9) 0.7605(8) −0.522(4) 0.7737(4) −0.167(2)
0.6 0.559(1) −1.05(1) 0.5884(7) −0.521(4) 0.5982(3) −0.167(2)
0.5 0.474(1) −1.05(1) 0.4988(7) −0.520(4) 0.5069(3) −0.167(2)
0.4 0.387(1) −1.04(2) 0.4063(7) −0.516(6) 0.4128(3) −0.167(3)
0.3 0.296(1) −1.05(2) 0.3107(7) −0.515(8) 0.3155(3) −0.166(3)
0.2 0.202(1) −1.04(3) 0.2116(6) −0.51(1) 0.2146(3) −0.166(5)
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TABLE XI: Virial coefficients, depletion thickness δs,0/Rc =
δs(Φ = 0)/Rc at zero density and first density correction δ1(q)
in the single-blob model.
z q A2,cp δs,0/Rc δ1 A3,cpp A3,ccp
z(1) 0.5 114.376(5) 0.50563(2) −0.1775(1) 141.32(7) 9518(2)
1.0 30.555(3) 0.9394(5) −0.1838(1) 26.64(2) 399.0(3)
2.0 10.155(1) 1.68675(9) − 0.18620(7) 5.299(6) 16.94(3)
z(3) 0.5 112.496(5) 0.49734(2) −0.5491(3) 409.2(2) 9285(2)
1.0 29.750(2) 0.92221(5) −0.5656(3) 74.94(6) 385.2(2)
2.0 9.762(1) 1.6516(9) − 0.5707(2) 14.27(1) 16.01(3)
∞ 0.5 106.787(6) 0.47156(3) −1.0967(9) 701.2(4) 8565(2)
1.0 26.796(2) 0.85635(4) −1.1443(4) 116.55(6) 331.8(2)
2.0 8.2866(9) 1.51068(9) −1.1468(3) 19.16(2) 12.55(2)
2. Scaling corrections in the presence of
colloid-polymer interactions
In the field-theoretical approach to critical phenom-
ena, the presence of an impenetrable boundary gives rise
to additional irrelevant surface operators, which, in turn,
give rise to new corrections to scaling. For the case of
a nonadsorbing boundary, the question was analyzed by
H. W. Diehl, S. Dietrich, and E. Eisenriegler [Phys. Rev.
B 27, 2937 (1983)]. They found that the leading sur-
face correction is associated with an exponent ω = −ν.
We have performed a careful check of this prediction, by
considering the universal combinations R1,p. Estimates
for several values of L are reported in Table XII (good-
solvent case) and in Table XIV (z = z(1)). The results
have been fitted to R∗1,p + a/L
θ, where R∗1,p, a, and θ are
taken as free parameters. The results of the fits of the
good-solvent data are reported in Table XIII. They are
clearly consistent with θ = ν ≈ 0.588. For z = z(1), the
results reported in Table XV are consistent with θ = 1/2,
as expected.
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TABLE XII: Estimates of the combinations R1,p and R2,pp for z =∞ (good-solvent case), as a function of the length L of the
chains.
L R1,p R2,pp
120 0.98351(3) −5.354(3)
240 1.00905(7) −5.184(10)
480 1.02597(3) −4.928(4)
600 1.03019(4) −4.890(5)
900 1.03650(2) −4.789(3)
1200 1.04018(3) −4.752(3)
1800 1.04446(4) −4.704(4)
2400 1.04683(11) −4.683(12)
3600 1.04978(3) −4.633(3)
4800 1.05142(4) −4.614(3)
6000 1.05255(5) −4.602(6)
9000 1.05418(8) −4.576(8)
12000 1.05514(9) −4.566(9)
24000 1.05696(8) −4.541(8)
TABLE XIII: Fits of R1,p to R
∗
1,p + a/L
θ, including only data satisfying L ≥ Lmin. χ
2 is the sum of the residuals and DOF is
the number of degrees of freedom of the fit. Results for the good-solvent (z =∞) case.
Lmin χ
2/DOF R∗1,p θ
120 4.75/11 1.06057(5) 0.578(1)
240 3.32/10 1.06063(7) 0.575(2)
480 2.32/9 1.06057(9) 0.578(3)
600 2.17/8 1.06060(12) 0.576(5)
900 1.26/7 1.06052(15) 0.581(6)
1200 1.23/6 1.06050(18) 0.582(9)
1800 1.19/5 1.06053(23) 0.580(14)
TABLE XIV: Estimates of the combinations R1,p and R2,pp for z = z
(1), as a function of the chain length L.
L R1,p R2,pp
120 1.01296(10) −1.093(3)
240 1.04504(9) −0.997(2)
600 1.07343(11) −0.910(2)
1200 1.08795(12) −0.873(3)
2400 1.09810(9) −0.839(2)
6000 1.10701(9) −0.812(2)
12000 1.11140(19) −0.797(4)
30000 1.11539(19) −0.787(4)
TABLE XV: Fits of R1,p to R
∗
1,p + a/L
θ, including only data satisfying L ≥ Lmin. χ
2 is the sum of the residuals and DOF is
the number of degrees of freedom of the fit. Results for z = z(1).
Lmin χ
2/DOF R∗1,p θ
120 3.35/5 1.1224(2) 0.501(2)
240 2.80/4 1.1223(2) 0.503(3)
600 0.14/3 1.1218(4) 0.514(7)
1200 0.11/2 1.1219(5) 0.512(14)
