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Abstract
We consider the class of channels formed from the concatenation of a deletion chan-
nel and a finite-state channel. For this class of channels, we show that the operationally-
defined capacity is equal to the stationary capacity, which can be approached by a
sequence of Markov processes with increasing Markovian orders. As a by-product,
we show that the polar coding scheme constructed by Tal, Pfister, Fazeli, and Vardy
[arxiv: 1904.13385 (2019)] achieves the capacity of the deletion channel.
1 Introduction
In some communication systems, synchronizing errors form one of the major sources of noise.
Paradigmatic examples of this class of channels include insertion and deletion channels.
In [8], Dobrushin considered discrete memoryless channels with synchronizing errors and
established the channel coding theorem. In [1], Ahlswede and Wolfowitz proved a channel
coding theorem together with an accompanying strong converse for discrete memoryless
channels with bounded synchronizing errors.
In the last two decades, computable bounds on the capacity of deletion and insertion
channel have been proposed. In [21, 22], the authors derived bounds on the capacity of
deletion channel. In [15, 4], the authors proposed trellis-based approach to numerically
compute achievable rates for insertion and deletion channels and also the concatenation of
an insertion or deletion channel and a Gaussian inter-symbol interference channel. In [17, 18],
two group of researchers independently derived the asymptotic behavior of the capacity of
the binary deletion channel in the high signal-to-noise regime.
In this work, we consider the class of channels formed from the concatenation of a deletion
channel and a finite-state channel (FSC) as shown in Figure 1. We study the properties of
its operational capacity, which is the largest rate below which reliable communication is
possible. One practical reason to consider such a communication system is that there may
be some synchronization errors [16] introduced during the writing process of certain bit-
patterned magnetic recording (BPMR) systems. In addition communication channels—for
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Figure 1: Concatenation of a deletion channel and an FSC
example, the Gaussian inter-symbol interference channels—used to model BPMR systems
often possess memory. This motivates us to study the concatenation of a deletion channel
and an FSC.
This channel model belongs to the class of channels with deletion and states, whose
capacity, in general, does not admit a closed-form formula. Computing the capacity of chan-
nels with deletions or states is a long-standing open problem in information theory. One
well-known approach to numerically computing the channel capacity is the so-called Markov
approximation scheme, which has been extensively exploited in past decades for computing
the capacity of families of FSCs (see [2, 25, 14] and references therein). The Markov ap-
proximation scheme is an approach to compute the lower bounds of the channel capacity by
numerically optimizing over the Markovian input processes of order m to obtain the so-called
mth-order Markov capacity. Unlike general input processes, the Markov structure of the in-
put process usually ensures that the computation or approximation of the capacity becomes
rather efficient. The effectiveness of this approach has been justified for different channel
models in [5, 19], where the authors showed that as the Markov order m tends to infinity,
the sequence of the Markov capacities increases to the operationally-defined capacity of the
corresponding channel. It is certainly plausible that the Markov approximation scheme can
be applied to other channels with memory; as a matter of fact, the main result of the present
paper is to confirm this for our channel model.
In the last decade, much progress has been made in computing the Markov capacity of
FSCs; in particular, a generalized Blahut-Arimoto algorithm and a randomized algorithm
have been respectively proposed in [25] and [14]. Although the convergence of the algorithms
to the Markov capacity for our channel model is yet unclear, we will justify the effectiveness
of the Markov approximation scheme for our channel model. In particular, we show that the
sequence of Markov capacities approaches the operationally-defined capacity (which is also
the stationary capacity as well as the Shannon capacity) as the Markovian order increases.
Yet another motivation for our work stem from the recent developments in polarization
theory for channels with memory. In particular, recently, Shuval and Tal [23], and Tal, Pfis-
ter, Fazeli, and Vardy [24], respectively, showed that the strong polarization phenomenon
holds for both indecomposable FSCs and deletion channels with regular hidden-Markov in-
puts.1 Using this fact, they constructed polar coding-based schemes whose rates approach
the mutual information between the input and output as the number of polarization levels
goes to infinity. However, the fact that regular hidden Markov inputs can approach the
capacity was not shown in [23, 24]. Hence the authors could not unequivocally conclude
that their polar coding scheme approaches the capacity of the channel. In this paper, we
answer—in the affirmative—the question on whether regular hidden Markov inputs can ap-
proach the capacity of a channel formed from the concatenation of a deletion channel and
1This class of inputs will be defined formally in Section 3.
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an FSC.
The rest of this paper is structured as follows. In Section 2, we introduce our channel
model and provide a precise description of the problem. In Section 3, we state the main
results. Before we present the detailed proof of our main results in Section 5, we derive
several properties of our channel model in Section 4.
2 Problem Setting
Let X ,S, and Z be finite sets with cardinalities |X |, |S|, and |Z| respectively. For any
positive integer n, let X ∗n be the set of all vectors over X with lengths no larger than n.
For any xn1 ∈ X
n and x∗ ∈ X ∗n, let K(xn1 , x
∗) be the number of ways of producing x∗ by
possibly deleting some symbols in xn1 . Let ℓ(x
∗) be the length of x∗. Let W1 be a deletion
channel with deletion probability d. As such, the probability of obtaining output x∗ when
passing the input xn1 through W
n
1 is given by
W n1 (x
∗|xn1 ) = (1− d)
ℓ(x∗)dn−ℓ(x
∗)K(xn1 , x
∗).
Let W2 be an FSC with input alphabet X , output alphabet Z, and state alphabet S. The
probability of a given output sequence zn1 and a state sequence s
n
1 given an input sequence
xn1 and an initial state s0 is defined as
W n2 (z
n
1 , s
n
1 |x
n
1 , s0) =
n∏
i=1
p(zi, si|si−1, xi),
where p(z, s|s′, x) is a conditional probability mass function, that is, given any (s′, x) ∈ S×X ,
p(z, s|s′, x) ≥ 0 and
∑
z,s p(z, s|s
′, x) = 1. Thus the probability of obtaining an output
sequence zn1 by passing a sequence x
n
1 through the channel W
n
2 with an initial state s0 is
given by
W n2 (z
n
1 |x
n
1 , s0) =
∑
sn1
W n2 (z
n
1 , s
n
1 |x
n
1 , s0) =
∑
sn1
n∏
i=1
p(zi, si|si−1, xi).
In this paper we only consider indecomposable FSCs as defined in Gallager’s book [11,
pp. 106]. Let p(sn|x
n
1 , s0) =
∑
sn−11 ,z
n
1
W n2 (z
n
1 , s
n
1 |x
n
1 , s0) be the conditional marginal prob-
ability mass function of Sn given an input sequence x
n
1 and an initial state s0. An FSC is
said to be indecomposable if for any ε > 0, there exists an N such that for all n ≥ N
|p(sn|x
n
1 , s0)− p(sn|x
n
1 , s
′
0)| ≤ ε (1)
for any s0, s
′
0, sn, and x
n
1 .
Let xn1 and Y (x
n
1 ) be respectively, the input and output of the deletion channel W
n
1 . Let
W n be the concatenation of W n1 and W
ℓ(Y (xn1 ))
2 , that is, the output Y (x
n
1 ) of W
n
1 is fed to
W
ℓ(Y (xn1 ))
2 as its channel input. Formally, W
n is defined by the conditional probability of
observing output z∗ ∈ Z∗n when passing xn1 through W
n with a fixed initial state s0; this is
W n(z∗|xn1 , s0) =
∑
x∗∈X ∗n:ℓ(x∗)=ℓ(z∗)
W n1 (x
∗n|xn1 )W
ℓ(z∗)
2 (z
∗|x∗, s0).
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Throughout the paper we fix the initial state of W2 to be an arbitrary state s0 ∈ S and
denote the output of W n corresponding to the input xn1 by Z(x
n
1 ). The state of W
n refers
to that of W n2 .
Definition 2.1. An (n, 2nR, εn)-code with rate R for W is defined by
• Encoder f : a map from {1, · · · , 2nR} to X n;
• Decoder g: a map from Z∗n to {1, · · · , 2
nR};
• Average error probability 1
2nR
∑2nR
i=1 Pr(g(Z(f(i))) 6= i) ≤ εn, where Z(f(i)) is the
output of channel W n obtained by passing the codeword f(i) through the channel W n.
Definition 2.2. The rate R is said to be achievable if there exists a sequence of (n, 2nR, εn)-
codes for W n with εn → 0 as n→∞.
Let W = {W n}∞n=1 and let C = sup{R : R is achievable} be the operational capacity
of channel W . In this work, we will show that C can be characterized by several other
information capacities. The first such quantity is the Shannon capacity
CShannon = lim
n→∞
1
n
sup
pXn
1
(·)
I(Xn1 ;Z(X
n
1 )|s0),
where I(Xn1 ;Z(X
n
1 )|s0) is the mutual information between the input X
n
1 and the output
Z(Xn1 ) when the initial state of W
n
2 is fixed to s0. The second is the stationary capacity CS
defined as
CS = sup
X
lim
n→∞
1
n
I(Xn1 ;Z(X
n
1 )|s0),
where the supremum is taken over all stationary and ergodic input processes X . The final
quantity of interest is the mth-order Markov capcity C
(m)
Markov defined as
C
(m)
Markov = sup
X
lim
n→∞
1
n
I(Xn1 ;Z(X
n
1 )|s0),
where the supremum is taken over all stationary mth-order Markov processes X .
Remark 2.3. Although the initial state of W2 is fixed to be s0, all the capacity functions do
not depend on s0. This fact will be justified in Corollary 4.7 and Theorem 4.8.
Throughout the paper notations like pX(x) will be used to denote the probability of
X = x and similar notations will also be used for conditional probabilities. For a pair
of random vectors (X, Y ) taking values in X × Y , define the information density to be
ιX,Y (x, y) = log
pX,Y (x,y)
pX(x)pY (y)
for (x, y) ∈ X × Y . Sometimes, for notational convenience, we
abbreviate ιX,Y (X, Y ) as ιX,Y . The notation Nm(t) , N(X
m+t−1
m ) will be used to denote
the number of deletions that occurred during the transmission of Xm+t−1m . When m = 1,
we abbreviate Nm(t) as N(t). For a vector (x
∗
1, · · · , x
∗
k), we write x
∗
1 · · ·x
∗
k to denote the
concatenation of its symbols.
4
3 Main Results
Our main contribution is the following theorem:
Theorem 3.1. For the channel W , the following holds:
C = CShannon = CS = lim
m→∞
C
(m)
Markov. (2)
A direct consequence of Theorem 3.1 is that a sequence of Markov processes with increas-
ing orders asymptotically achieves the capacity of the concatenated channelW . In particular,
Markov processes with increasing orders achieve the capacity of the deletion channel W1.
When |X | = 2, W1 is known as a binary deletion channel. A process X is said to be
regular hidden-Markov if both (X,S) and S are stationary irreducible and aperiodic Markov
processes. In [24], for a binary deletion channel W1 driven by a regular hidden-Markov input
process X , the authors showed that the strong polarization phenomenon holds for (X, Y (X)).
Using this fact, they constructed a sequence of coding schemes {Ck} for the input X with
codeword lengths {2k} (i.e., k denotes the levels of the polar transform) and rates {Rk}.
They proved the following theorem:
Theorem 3.2. [24] Fix a regular hidden-Markov input process X. For any fixed γ ∈ (0, 1/3)
and arbitrary ε > 0, there is an N such that for polarization level k ≥ N , the rate of the
code Rk ≥ I(X ; Y (X))− ε and the probability of decoding error of {Ck} is upper bounded by
2−2
kγ
.
As can be seen from the definition of a regular hidden-Markov process, an irreducible
and aperiodic Markov process is regular hidden-Markov. In the following corollary, we show
that the sequence of Markov processes that asymptotically achieves C in Theorem 3.1 can
be chosen to be irreducible and ergodic.
Corollary 3.3. Let C be the capacity of the deletion channel W1. Then for any ε > 0,
there is an irreducible and aperiodic Markov process X and an integer M(X, ε) such that for
k ≥ M(X, ε), the rate Rk of the coding scheme in [24] associated with the input process X
satisfies Rk ≥ C − ε.
Remark 3.4. One implication of Corollary 3.3 is that the coding scheme constructed in [24]
is capacity-achieving.
Remark 3.5. One can apply similar ideas from the proof of Corollary 3.3 to the indecompos-
able FSC W2 to show that there is a sequence of stationary, irreducible, and aperiodic Markov
chains that approaches the capacity of W2 as the Markovian orders increases to infinity.
4 Preliminaries
In this section we first derive several important properties concerning our channel model.
The first important property is that W is “indecomposable”.
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Lemma 4.1. Let Sk−N(k) be the channel state of W after the transmission of x
k
1. Then for
any ε > 0, there exists an integer K(ε) such that if k ≥ K(ε), we have
sup
s∈S
|Pr(Sk−N(k) = s|X
k
1 = x
k
1, S0 = s0)− Pr(Sk−N(k) = s|X
k
1 = x
k
1, S0 = s
′
0)| ≤ ε, (3)
for any initial states s0, s
′
0, and any input x
k
1.
Proof. The proof can be found in Appendix A.
Throughout the rest of the paper for any given ε > 0, K(ε) is always chosen such that (3)
holds. The following lemma is from [11, Lemma 1, pp. 112] and is used several times in the
proof. For easy reference, we include it as follows.
Lemma 4.2. [11] Let (X, Y, Z, S) be a random vector over X ×Y×Z×S, where X , Y , Z,
and S are all finite sets. Then
|I(X ; Y |Z, S)− I(X ; Y |Z)| ≤ log |S|.
The following lemma says that mutual information does not increase too much when
additional information about the numbers of deletions over different long blocks is available
at the receiver.
Lemma 4.3. Let m and n be positive integers and {ti : 0 ≤ i ≤ m} be a set of integers such
that t0 = 0 < 1 ≤ t1 < t2 < · · · < tm = n. Then
0 ≤ I(Xn1 ;Z(X
n
1 ), N(t1), · · · , Ntm−1+1(tm − tm−1)|s0)− I(X
n
1 ;Z(X
n
1 )|s0) ≤
m∑
i=1
log(ti − ti−1 + 1).
(4)
Proof. The proof can be found in Appendix B.
The following proposition says that forW , the difference between the normalized mutual
informations given two different initial states is small .
Proposition 4.4. Let ε > 0 be given. Then for any two different initial states s0 and s
′
0
and for all n ≥ k ≥ K(ε),
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
n
1 ;Z(X
n
1 )|s
′
0)|
n
≤
2(log |S|+ log(k + 1) + k log |X |) + (n − k)ε log |X |
n
. (5)
Proof. The proof can be found in Appendix C.
Corollary 4.5. Let pn(·) be a probability mass function on X
n and X = {Xk} be a block
independent process with pXkn1 (x
kn
1 ) =
∏k
i=1 pn(x
in
(i−1)n+1) for any k and x
kn
1 . For any 1 ≤
j ≤ n − 1 and i ≥ 1, let X
(j)
i , Xi+j and X
(j) = {X
(j)
i }
∞
i=1. Let Z(X) and Z(X
(j)) be
respectively the outputs obtained by passing X and X(j) through the channel W . Then
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(i) For any initial state s0, any ε > 0, and all n ≥ k ≥ K(ε),
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
2n
n+1;Z(X
2n
n+1)|Sn−N(n))|
n
≤
2(log |S|+ log(k + 1) + k log |X |) + (n − k)ε log |X |
n
, (6)
where Sn−N(n) is defined as in Lemma 4.1.
(ii) For any initial state s0,
I(X ;Z(X)|s0) = lim
m→∞
1
m
I(Xm1 ;Z(X
m
1 )|s0) exists. (7)
(iii) For any initial state s0 and any 1 ≤ j ≤ n − 1, one has I(X
(j);Z(X(j))|s0) =
I(X ;Z(X)|s0).
(iv) For any initial state s0 and any ε > 0, there exists an integer N(|X |, |Z|, |S|, ε) such
that if n ≥ N(|X |, |X |, |X |, ε), then∣∣∣∣∣ limk→∞
I(X
(k)n
1 ;Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1)|s0)
kn
−
I(Xn1 ;Z(X
n
1 )|s0)
n
∣∣∣∣∣ ≤ ε.
Proof. The proof can be found in Appendix D.
The following proposition says that for W with a stationary input X , the difference
between the normalized mutual informations over two long blocks is small.
Proposition 4.6. Let X = {Xi} be a stationary input process. Then for any ε > 0, any
positive integer k, and n ≥ t ≥ K(ε), we have that
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
k+n
k+1 ;Z(X
k+n
k+1 ))|
n
≤ ε|S|(log |X |+ 2 log |Z|) +
2(t(log |X |+ log |Z|) + log(t+ 1)− 2ε|S| log(|S|ε))
n
.
(8)
Proof. The proof can be found in Appendix E.
One consequence of Proposition 4.6 is that the mutual information rate does not depend
on the initial state.
Corollary 4.7. Let X be a stationary input process and Z(X) be the output obtained by
passing X through the channel W . Then for any pair of initial states s0 and s
′
0,
I(X ;Z(X)|s0) = lim
n→∞
1
n
I(Xn1 ;Z(X
n
1 )|s0),
exists and I(X ;Z(X)|s0) = I(X ;Z(X)|s
′
0).
7
Proof. The proof can be found in Appendix F.
The following theorem justifies that CShannon is well-defined and independent of the choice
of the initial state s0.
Theorem 4.8. The Shannon capacity CShannon does not depend on the initial state of W2
and the limit in the definition of CShannon exists.
Proof. The proof can be found in Appendix G.
The following lemma is from [8] and will be used in the proof of Theorem 3.1.
Lemma 4.9. Let X and Y be finite-valued discrete random variables taking values in X and
Y, respectively. Let V be a finite set and φ : Y → V be a function. Let gφ(v) = |{y : φ(y) =
v}|. Then
E[|ιX,Y (X, Y )− ιX,φ(Y )(X, φ(Y ))|] ≤ max
v∈V
log gφ(v) (9)
and
Pr(ιX,Y (X, Y ) 6= ιX,φ(Y )(X, φ(Y ))) ≤ Pr(gφ(Y ) 6= 1). (10)
The following theorem says that for the indecomposable FSC W2 with a stationary and
ergodic input process X , the asymptotic equipartition property holds.
Theorem 4.10. Let X = {Xn} be a stationary and ergodic input process and Y = {Yn} be
the output process obtained by passing X through the indecomposable FSC W2. Then
−
log pY n1 (Y
n
1 )
n
→ H(Y ) a.s. and in L1 (11)
and
−
logW n2 (Y
n
1 |X
n
1 , s0)
n
→ H(Y |X) a.s. and in L1. (12)
Proof. The proof can be found in Appendix H.
5 Proof of Theorem 3.1 and Corollary 3.3
5.1 Proof of Theorem 3.1
Proof. As CS ≤ CShannon and limm→∞C
(m)
Markov ≤ CS can be proved easily from the definitions
of CS, CShannon, and C
(m)
Markov, to prove Theorem 3.1 it suffices to show CShannon ≤ C, C ≤
CShannon, CShannon ≤ CS and CS ≤ limm→∞ C
(m)
Markov.
Proof of CShannon ≤ C. We will adapt Dobrushin’s approach [8] to prove the achievability
of CShannon. Let {pn(·)} be a sequence of probability mass functions and let {X
n
1 } be a
sequence of random vectors in which each Xn1 is distributed according to pn(·) and such that
I(Xn1 ;Z(X
n
1 ))
n
→ CShannon as n→∞. (13)
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For a fixed integer n, let X = {Xi} be a block independent process with pXkn1 (x
kn
1 ) =∏k
i=1 pn(x
in
(i−1)n+1) for any k and x
kn
1 ∈ X
kn. For notational convenience let ξi = X
in
(i−1)n+1
and ξ = {ξi}. Then ξ is an i.i.d. random process with pξi(·) = pXn1 (·). Let ηi = Z(X
in
(i−1)n+1)
be the output obtained when passing ξi = X
in
(i−1)n+1 through the channel W . Let ξn,k =
(ξ1, · · · , ξk), ηn,k = (η1 · · · ηk), and ηˆn,k = (η1, · · · , ηk). Intuitively ηˆn,k is the output of W
with the side information about the number of deletions that occurred during each trans-
mission of ξi. Let ηˆ = (η1, η2, · · · ). We first show that for any ε > 0 and for any fixed integer
n, we have
lim sup
k→∞
Pr
(∣∣∣ιξn,k ,ηˆn,k
k
− I(ξ; ηˆ)
∣∣∣ ≥ nε) = 0, (14)
where I(ξ; ηˆ) = limk→∞
I(ξn,k;ηˆn,k)
k
. Using similar ideas as in [8], we then show that there
exists an increasing sequence of integers {kn} such that
lim
n→∞
Pr
(∣∣∣∣ιξn,kn ,ηn,knkn − nCShannon
∣∣∣∣ ≥ nε
)
= 0. (15)
It then follows from [7, Theorem 1, pp. 340] that CShannon is achievable and hence
CShannon ≤ C.
Now we prove (14). We now define a new channel Wˆ formed from the concatenation of
W1 and the FSC W2 with the side information about the number of deletions. Let ∅ be the
empty vector. Let ζk1 = (ζ1, · · · , ζk), s
∗k
1 = (s
∗
1, · · · , s
∗
k), z
∗k
1 = (z
∗
1 , · · · , z
∗
k) be respectively
k-dimensional vectors such that ζi ∈ X
n, s∗i ∈ Z
∗n − {∅}, and z∗i ∈ Z
∗n for 1 ≤ i ≤ k.
The jth-element of x∗i , s
∗
i , and z
∗
i are denoted by xi,j , si,j, and zi,j, respectively. Then the
probability of obtaining outputs z∗k1 and states s
∗k
1 by passing ζ
k
1 through the channel Wˆ
k
with the initial state s∗0 is given as
Wˆ k(z∗k1 , s
∗k
1 |ζ
k
1 , s
∗
0) =
k∏
i=1
p(z∗i , s
∗
i |ζi, s
∗
i−1),
where
p(z∗i , s
∗
i |ζi, s
∗
i−1) =
{∑
x∗∈X ∗n:ℓ(x∗)=ℓ(z∗i )
W n1 (x
∗|ζi)W
ℓ(z∗i )
2 (z
∗
i , s
∗
i |x
∗, si−1,ℓ(s∗i−1)
) ℓ(z∗i ) = ℓ(s
∗
i )
0 ℓ(z∗i ) 6= ℓ(s
∗
i ).
Intuitively, Wˆ k is the channelW nk with the side information about the number of deletions in
each transmission of ζi. Let Wˆ = {Wˆ
k}∞k=1 and the initial state of Wˆ
k is s∗0 = s0. Then Wˆ is
an indecomposable FSC. (The proof that Wˆ is indecomposable can be found in Appendix I.)
Let ξ be passed through the channel Wˆ . Then the output is ηˆ. As ξ is an i.i.d. process and
Wˆ is an indecomposable FSC, from Theorem 4.10 we have that for any fixed n,
lim
k→∞
−
1
k
log pηˆn,k(ηˆn,k) = H(ηˆ) a.s. and in L
1 (16)
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and
lim
k→∞
−
1
k
log Wˆ k(ηˆk1 |ξ
k
1) = H(ηˆ|ξ) a.s. and in L
1, (17)
respectively. Combining (16) and (17), we have (14), as deisred.
Now we prove (15). Let Ωk,n = {(z
∗
1 , z
∗
2 , · · · , z
∗
k) : z
∗
i ∈ Z
∗n} and let φ : Ωk,n → Z
∗kn be
the function that maps (z∗1 , z
∗
2 , · · · , z
∗
k) to the concatenation z
∗
1z
∗
2 · · · z
∗
k . For any z
∗kn ∈ Z∗kn,
let gφ(y¯
∗kn) be the number of vectors (z∗1 , z
∗
2 , · · · , z
∗
k) ∈ Ωk,n such that φ(z
∗
1 , z
∗
2 , · · · , z
∗
k) = z
∗kn.
One easily checks that
gφ(z
∗kn) ≤
(
ℓ(z∗kn) + k
k
)
≤
(
nk + k
k
)
.
As φ(ηˆn,k) = ηn,k, then from Lemma 4.9 it follows that
E[|ιξn,k ,ηn,k − ιξn,k ,ηˆn,k |] ≤ log
(
nk + k
k
)
(a)
≤ (n + 1)kh
(
1
n+ 1
)
, (18)
where in (a) we have used the fact that
(
(n+1)k
k
)
≤ 2(n+1)kh(
1
n+1) and h(x) = −x log x− (1−
x) log(1− x) is the binary entropy function. Using Markov’s inequality, we have that
Pr(|ιξn,k ,ηn,k − kI(X
n
1 ;Z(X
n
1 ))| ≥ nkε/2)
≤ Pr(|ιξn,k,ηn,k − ιξn,k ,ηˆn,k | ≥ nkε/4) + Pr(|ιξn,k ,ηˆn,k − kI(X
n
1 ;Z(X
n
1 ))| ≥ nkε/4)
≤
4h( 1
n+1
)
ε
+ Pr(|ιξn,k ,ηˆn,k − kI(X
n
1 ;Z(X
n
1 ))| ≥ nkε/4)
≤
4h( 1
n+1
)
ε
+ Pr((|ιξn,k ,ηˆn,k − kI(ξ; ηˆ))| ≥ nkε/8)
+ Pr(|kI(ξ; ηˆ)− kI(Xn1 ;Z(X
n
1 ))| ≥ nkε/8). (19)
From (14) it follows that for any fixed integer n,
lim
k→∞
Pr
(∣∣∣ιξn,k ,ηˆn,k
k
− I(ξ; ηˆ)
∣∣∣ ≥ ε
8
)
= 0. (20)
From part (iv) in Corollary 4.5, we have that for ε > 0, there exists an integer N such that
when n ≥ N , ∣∣∣∣I(ξ; ηˆ)− I(Xn1 ;Z(Xn1 ))n
∣∣∣∣ ≤ ε10 . (21)
Combining (19), (20) and (21), we have that for n ≥ N , (14) holds. As pn(·) is chosen such
that (13) holds, we conclude that there exists an increasing sequence of integers {kn} such
that (15) holds, as desired.
Proof of C ≤ CShannon. This inequality can be derived by going through the usual
converse part using Fano’s inequality; for details see [6, Section 7.9].
Proof of CS ≥ CShannon. Let ε > 0 and let the probability mass function pXn1 (·) be such
that
I(Xn1 ;Z(X
n
1 )|s0)
n
≥ sup
pXn
1
(·)
I(Xn1 ;Z(X
n
1 )|s0)
n
− ε,
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where Z(Xn1 ) is the output of W
n obtained by passing the input Xn1 through the channel
W . Using similar ideas as in [10], we construct the stationary and ergodic input process X
as follows:
(i) Construct the block independent process Xˆ with pXˆkn1
(xkn1 ) =
∏k
i=1 pXn1 (x
in
(i−1)n+1) for
any k ≥ 1 and xkn1 .
(ii) Let V be a random variable that is uniformly distributed over {0, 1, · · · , n − 1}. Let
X¯k = Xˆk+V for any k ≥ 1. Then one can verify that X¯ = {X¯k} is a stationary and
ergodic process.
As X¯ is stationary, it follows from Corollary 4.7 that for any initial state s0,
lim
m→∞
1
m
I(X¯m1 ;Z(X¯
m
1 )|s0) exists.
Here, we note that X¯m1 refers to the first m random variables in the process X¯ . Suppose
lim
m→∞
1
m
I(X¯m1 ;Z(X¯
m
1 )|s0) ≥
I(Xn1 ;Z(X
n
1 )|s0)
n
− 2ε, (22)
then we have that
CS ≥ lim
m→∞
1
m
I(X¯m1 ;Z(X¯
m
1 )|s0) ≥ CShannon − 3ε.
Due to the arbitrariness of ε, we have CS ≥ CShannon. Hence to complete the proof, it suffices
to show (22). For 0 ≤ j ≤ n − 1 and i ≥ 1, let Xˆ
(j)
i , Xˆj+i and Xˆ
(j) = {Xˆ
(j)
i }
∞
i=1. Let
Z(Xˆ(j)) be the output obtained by passing Xˆ(j) through the channel W . Then from [10,
Lemma 3] and part (iii) in Corollary 4.5 it follows that
lim
m→∞
1
m
I(X¯m1 ;Z(X¯
m
1 )|s0) =
n−1∑
i=0
1
n
I(Xˆ(j);Z(Xˆ(j))|s0) = I(Xˆ ;Z(Xˆ)|s0).
Thus to complete the proof it suffices to show that
I(Xˆ;Z(Xˆ)|s0) = lim
m→∞
1
m
I(Xˆm1 ;Z(Xˆ
m
1 )|s0) ≥
I(Xn1 ;Z(X
n
1 )|s0)
n
− 2ε. (23)
From Lemma 4.3 it follows that
I(Xˆkn1 ;Z(Xˆ
kn
1 )|s0) ≥ I(Xˆ
kn
1 ;Z(Xˆ
n
1 ), · · · , Z(Xˆ
kn
(k−1)n+1))− k log(n+ 1). (24)
By part (iv) in Corollary 4.5, we obtain that there exists an integer N(|X |, |Z|, |S|) such
that for n ≥ N(|X |, |Z|, |S|),
I(Xˆ;Z(Xˆ)|s0) ≥ lim
k→∞
1
kn
I(Xˆkn1 ;Z(Xˆ
n
1 ), · · · , Z(Xˆ
kn
(k−1)n+1)|s0)−
log(n + 1)
n
≥ I(Xn1 ;Z(X
n
1 )|s0)−
log(n+ 1)
n
− ε. (25)
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Choosing n ≥ N(|X |, |Z|, |S|) such that log(n+1)
n
≤ ε, we then have (23) as desired.
Proof of CS ≤ limm→∞C
(m)
Markov. The idea of the proof is similar to that in [5]. Let ε > 0
and let X be a stationary and ergodic process such that I(X ;Z(X)) ≥ CS− ε. Let δ > 0 be
such that
δ|S|(log |X |+ 2 log |Z|) ≤
ε
2
. (26)
Let t and n be such that
log(n+ 1)
n
≤ ε,
H(Xn1 |Z(X
n
1 ))
n
≤ H(X|Z(X)) + ε, (27)
and
2t(log |X |+ log |Z|) + log(t+ 1)− 4δ|S| log(|S|δ)
n
≤
ε
2
. (28)
Let Xˆ be an (n− 1)st-order Markov process such that pXˆn1 (·) = pX
n
1
(·). We show that
I(Xˆ ;Z(Xˆ)) ≥ I(X ;Z(X))− 3ε. (29)
From (29) it follows that C
(n−1)
Markov ≥ CS − 4ε, which, together with the arbitrariness of ε and
the fact that C
(n−1)
Markov ≤ limm→∞ C
(m)
Markov, further implies that
CS ≤ lim
m→∞
C
(m)
Markov.
Thus to complete the proof it suffices to show (29). As Xˆ is an (n − 1)st-order Markov
process, we have that H(Xˆ) = H(Xˆ0|Xˆ
−1
−n+1) ≥ H(X). Hence to show (29), we only need to
prove that
H(Xˆ |Z(Xˆ)) = lim
k→∞
H(Xˆkn1 |Z(Xˆ
kn
1 ))
kn
≤ lim
k→∞
H(Xkn1 |Z(X
kn
1 ))
kn
+ 3ε = H(X|Z(X)) + 3ε. (30)
From Proposition 4.6, we have that
|I(Xˆ in(i−1)n+1;Z(Xˆ
in
(i−1)n+1))− I(Xˆ
n
1 ;Z(Xˆ
n
1 )|s0)|
n
≤ δ|S|(log |X |+ 2 log |Z|) +
2(t(log |X |+ log |Z|) + log(t + 1)− 2δ|S| log(|S|δ))
n
≤ ε. (31)
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where (31) follows from (26) and (28). Then it follows that
H(Xˆ|Z(Xˆ)) = lim
k→∞
H(Xˆkn1 |Z(Xˆ
kn
1 ))
kn
(a)
= lim
k→∞
H(Xˆkn1 |Z(Xˆ
n
1 ), · · · , Z(Xˆ
kn
(k−1)n+1))
kn
+
log(n+ 1)
n
(b)
= lim
k→∞
∑k
i=1H(Xˆ
in
(i−1)n+1|Xˆ
(i−1)n
1 , Z(Xˆ
n
1 ), · · · , Z(Xˆ
kn
(k−1)n+1))
kn
+ ε
(c)
≤ lim
k→∞
∑k
i=1H(Xˆ
in
(i−1)n+1|Z(Xˆ
in
(i−1)n+1))
kn
+ ε
= lim
k→∞
∑k
i=1(H(Xˆ
in
(i−1)n+1)− I(Xˆ
in
(i−1)n+1;Z(Xˆ
in
(i−1)n+1)))
kn
+ ε
(d)
= lim
k→∞
∑k
i=1(H(Xˆ
n
1 )− I(Xˆ
n
1 ;Z(Xˆ
n
1 )|s0) + nε)
kn
+ ε
(e)
=
H(Xn1 |Z(X
n
1 ))
n
+ 2ε
≤ H(X|Z(X)) + 3ε, (32)
where (a) follows from the fact that
H(Xˆkn1 |Z(Xˆ
kn
1 ))
kn
≤
H(Xˆkn1 |Z(Xˆ
n
1 ), · · · , Z(Xˆ
kn
(k−1)n+1))
kn
+
log(n+ 1)
n
,
(b) follows from (27), (c) follows from that conditioning does not increase entropy, (d) follows
from the stationarity of X and (31), (e) follows from the fact that Xˆn1 and X
n
1 have the same
distribution.
5.2 Proof of Corollary 3.3
Proof. In Theorem 3.1, we showed that given any ε > 0, there is anmth-order Markov process
X¯ such that I(X¯;Z(X¯)) ≥ C−ε/4. Suppose there exists anmth-order irreducible and ergodic
Markov process X be such that I(X ;Z(X)) ≥ I(X¯ ;Z(X¯)) − ε/4. Let Rk be the rate of
the coding scheme in [24] associated with the input process X . Then from Theorem 3.2,
Tal et.al obtained that there exists an integer M(X, ε) such that Rk ≥ I(X ;Z(X))− ε/2 for
k ≥M(X, ε). Hence we have that for k ≥M(X, ε),
Rk ≥ I(X ;Z(X))−
ε
2
≥ I(X¯;Z(X¯))−
ε
4
−
ε
2
≥ C − ε.
To complete the proof, it suffices to show the existence of an mth-order irreducible and
ergodic Markov process X satisfying I(X ;Z(X)) ≥ I(X¯ ;Z(X¯))− ε/4.
Let n be an integer such that
H(X¯n1 |Z(X¯
n
1 ))
n
≥ H(X¯|Z(X¯))−
ε
100
,
log(n+ 1)
n
≤
ε
100
,
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and let δ > 0
3δ log |X |+
2(2t log |X |+ log(t+ 1)− 2δ log δ)
n
≤
ε
100
. (33)
We now define the desired mth-order Markov process X by
pXm+11 (x
m+1
1 ) =
{
pX¯m+11 (x
m+1
1 )− δ1 pX¯m+1|X¯m1 (xm+1|x
m
1 ) > 0,
δ2 otherwise,
where δ1 and δ2 are chosen as follows. As X¯ is an m
th-order Markov process, H(X¯n1 |Z(X¯
n
1 ))
is continuous in pXm+11 (·). Together with the continuity of H(Xm+1|X
m+1
1 ) in pXm+11 (·), we
conclude that there exists δ1 and δ2 such that
(i) pXm+11 (x
m+1
1 ) > 0 for all x
m+1
1 ;
(ii)
∑
xm+11
pXm+11 (x
m+1
1 ) = 1;
(iii) |H(Xm+1|X
m+1
1 )−H(X¯m+1|X¯
m+1
1 )| ≤
ε
100
;
(iv)
|H(Xn1 |Z(X
n
1 ))−H(X¯
n
1 |Z(X¯
n
1 ))|
n
≤ ε
100
.
As pXm+11 (x
m+1
1 ) > 0 for all x
m+1
1 , X is irreducible and aperiodic. From Proposition 4.6 it
follows that for δ in (33) and n ≥ t ≥ K(δ),∣∣∣∣∣
I(Xin(i−1)n+1;Z(X
in
(i−1)n+1))
n
−
I(Xn1 ;Z(X
n
1 ))
n
∣∣∣∣∣ ≤ 3δ log |X |+ 2(2t log |X |+ log(t+ 1)− 2δ log δ)n .
(34)
Then similar to the derivation of (32), we obtain that
I(X;Z(X)) = lim
k→∞
I(Xkn1 ;Z(X
kn
1 ))
kn
(a)
≥ H(X)− lim
k→∞
H(Xkn1 |Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1))
kn
−
log(n+ 1)
n
≥ H(X)− lim
k→∞
∑k
i=1H(X
in
(i−1)n+1|Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1),X
(i−1)n
1 )
kn
−
ε
100
(b)
≥ H(X) − lim
k→∞
∑k
i=1H(X
in
(i−1)n+1|Z(X
in
(i−1)n+1))
kn
−
ε
100
= H(X)− lim
k→∞
∑k
i=1H(X
in
(i−1)n+1)− I(X
in
(i−1)n+1;Z(X
in
(i−1)n+1))
kn
−
ε
100
(c)
= H(X)−
H(Xn1 )
n
+ lim
k→∞
∑k
i=1 I(X
in
(i−1)n+1;Z(X
in
(i−1)n+1))
kn
−
ε
100
(d)
≥ H(X)−
H(Xn1 )
n
+ lim
k→∞
∑k
i=1 I(X
n
1 ;Z(X
n
1 ))
kn
−
2ε
100
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= H(X)−
H(Xn1 |Z(X
n
1 ))
n
−
2ε
100
(e)
≥ H(X¯)−
H(Xn1 |Z(X
n
1 ))
n
−
3ε
100
(f)
≥ H(X¯)−
H(X¯n1 |Z(X¯
n
1 ))
n
−
4ε
100
≥ H(X¯)−H(X¯ |Z(X¯))−
5ε
100
≥ I(X¯ ;Z(X¯))−
ε
4
,
where (a) follows from the fact that
H(Xkn1 |Z(X
kn
1 )) ≥ H(X
kn
1 |Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1))− k log(n+ 1),
(b) follows from that conditioning does not increase entropy, (c) follows from the stationarity
of X , (d) follows from (34) and the choice of n and δ, (e) follows from (iii) in the definition
of pXm+11 (x
m+1
1 ), (f) follows from (iv) in the definition of pXm+11 (x
m+1
1 ).
Appendices
A Proof of Lemma 4.1
Proof. As the FSC W2 is indecomposable, there exists an integer K1 such that if m ≥ K1
max
s∈S
|Pr(Sm = s|X
m
1 = x
m
1 , S0 = s0)− Pr(Sm = s|X
m
1 = x
m
1 , S0 = s
′
0)| ≤
ε
2
, (35)
for any s0, s
′
0, and y
m
1 .
Note that N(k) is a binomial random variable with k trials and probability of success d.
Therefore there exists an integer K2 such that Pr(N(k) ≤ K1) ≤ ε/4 for all k ≥ K2. Then
for k ≥ K2, we have that
Pr(Sk−N(k) = s|X
k
1 = x
k
1 , S0 = s0)
= Pr(Sk−N(k) = s,N(k) ≤ K1|X
k
1 = x
k
1, S0 = s0)
+
k∑
i=k−K1
Pr(N(k) = i, Sk−i = s|X
k
1 = x
k
1, S0 = s0)
≤ Pr(N(k) ≤ K1|X
k
1 = x
k
1, S0 = s0) +
k∑
i=k−K1
Pr(N(k) = i, Sk−i = s|X
k
1 = x
k
1, S0 = s0)
(a)
≤ Pr(N(k) ≤ K1) +
k∑
i=k−K1
Pr(N(k) = i, Sk−i = s|X
k
1 = x
k
1, S0 = s0)
(b)
≤
ε
4
+
k∑
i=k−K1
Pr(N(k) = i, Sk−i = s|X
k
1 = x
k
1, S0 = s0)
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(c)
=
ε
4
+
k∑
i=k−K1
∑
xk−i1
Pr(Y (Xk1 ) = x
k−i
1 |X
k
1 = x
k
1, s0) Pr(Sk−i = s|Y (X
k
1 ) = x
k−i
1 , S0 = s0),
where (a) follows from the fact that N(k) is independent of (Xk1 , S0), (b) follows from the
choice of K2, (c) follows from the facts that
Pr(N(k) = i, Y (Xk1 ) = x
k−i
1 |X
k
1 = x
k
1, s0) = Pr(Y (X
k
1 ) = x
k−i
1 |X
k
1 = x
k
1, s0)
and that Sk−i is independent of X
k
1 given (Y (X
k
1 ), S0). Then we have that for any current
state s,
|Pr(Sk−N(k) = s|X
k
1 = x
k
1, S0 = s0)− Pr(Sk−N(k) = s|X
k
1 = x
k
1, S0 = s
′
0)|
≤
ε
2
+
k∑
i=k−K1
∑
xk−i1
{
Pr(Y (Xk1 ) = x
k−i
1 |X
k
1 = x
k
1, s0)
|Pr(Sk−i = s|Y (X
k
1 ) = x
k−i
1 , S0 = s0)− Pr(Sk−i = s|Y (X
k
1 ) = x
k−i
1 , S0 = s
′
0)|
}
(a)
≤
ε
2
+
ε
2
k∑
i=k−K1
∑
xk−i1
Pr(Y (Xk1 ) = x
k−i
1 |X
k
1 = x
k
1 , s0)
≤ ε,
where (a) follows from (35).
B Proof of Lemma 4.3
Proof. Note that
I(Xn1 ;Z(X
n
1 )|s0) = I(X
n
1 ;Z(X
n
1 ), N(t1), · · · , Ntm−1+1(tm − tm−1)|s0)
− I(Xn1 ;N(t1), · · · , Ntm−1+1(tm − tm−1)|Z(X
n
1 ), s0). (36)
As Nti−1+1(ti − ti−1) can take at most ti − ti−1 + 1 values for any 1 ≤ i ≤ m, we have that
I(Xn1 ;N(t1), · · · , Ntm−1+1(tm − tm−1)|Z(X
n
1 ), s0) ≤
m∑
i=1
log(ti − ti−1 + 1), (37)
which, together with (36), further implies (4).
C Proof of Proposition 4.4
Proof. Let ε > 0 and K(ε) be given as in Lemma 4.1. From Lemma 4.3, it follows that for
any integer k,
0 ≤ I(Xn1 ;Z(X
k
1 ), Z(X
n
k+1)|s0)− I(X
n
1 ;Z(X
n
1 )|s0) ≤ log(k + 1). (38)
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Using the chain rule, we obtain that
I(Xn1 ;Z(X
k
1 ), Z(X
n
k+1)|s0)
= I(Xk1 ;Z(X
k
1 ), Z(X
n
k+1)|s0) + I(X
n
k+1;Z(X
k
1 )|X
k
1 , s0) + I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0)
(a)
= I(Xk1 ;Z(X
k
1 ), Z(X
n
k+1)|s0) + I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0), (39)
where (a) follows from the conditional independence of Xnk+1 and Z(X
k
1 ) given (X
k
1 , S0).
Then it follows that
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
n
1 ;Z(X
n
1 )|s
′
0)|
≤ 2 log(k + 1) + |I(Xn1 ;Z(X
k
1 ), Z(X
n
k+1)|s0)− I(X
n
1 ;Z(X
k
1 ), Z(X
n
k+1)|s
′
0)|
= 2 log(k + 1) + |I(Xk1 ;Z(X
k
1 ), Z(X
n
k+1)|s0)− I(X
k
1 ;Z(X
k
1 ), Z(X
n
k+1)|s
′
0)|
+ |I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s
′
0)|
≤ 2[log(k + 1) + k log |X |]
+ |I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s
′
0)|. (40)
To complete the proof, it suffices to show
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s
′
0)|
≤ 2 log |S| + (n− k) log(|X |ε). (41)
From Lemma 4.2, it follows that
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Sk−N(k), Z(X
k
1 ), X
k
1 , s0)| ≤ log |S|
and
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s
′
0)− I(X
n
k+1;Z(X
n
k+1)|Sk−N(k), Z(X
k
1 ), X
k
1 , s
′
0)| ≤ log |S|.
As given Sk−N(k) and (X
k
1 , S0), Z(X
k
1 ) is conditionally independent of (X
n
k+1, Z(X
n
k+1)), we
have that
I(Xnk+1;Z(X
n
k+1)|Sk−N(k), Z(X
k
1 ), X
k
1 , s0) = I(X
n
k+1;Z(X
n
k+1)|Sk−N(k), X
k
1 , s0).
From the definition of conditional mutual information, it follows that
I(Xnk+1;Z(X
n
k+1)|Sk−N(k),X
k
1 , s0)
=
∑
s,xk1
Pr(Xk1 = x
k
1) Pr(Sk−N(k) = s|X
k
1 = x
k
1 , s0)I(X
n
k+1;Z(X
n
k+1)|Sk−N(k) = s,X
k
1 = x
k
1). (42)
Thus we have that
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s
′
0)|
≤ 2 log |S|+ |
∑
s,xk1
{
pSn−N(n)(s
′)pXk1
(xk1)I(X
n
k+1;Z(X
n
k+1)|Sk−N(k) = s,X
k
1 = x
k
1)
× |pSk−N(k)|Xk1 ,S0
(s|xk1 , s
′
0)− pSk−N(k)|Xk1 ,S0
(s|xk1 , s0)|
}
(c)
= 2 log |S|+ I(Xnk+1;Z(X
n
k+1)|Sk−N(k),X
k
1 )ε
≤ 2 log |S|+ (n− k) log(|X |ε), (43)
where (c) follows from Lemma 4.1. Then the proof is complete.
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D Proof of Corollary 4.5
Proof. Proof of (i): Let ε > 0 and K(ε) be given as in Lemma 4.1. Using Lemma 4.3, we
have that
|I(X2nn+1;Z(X
n+k
n+1 ), Z(X
2n
n+k+1)|Sn−N(n))− I(X
2n
n+1;Z(X
n+k
n+1 ), Z(X
2n
n+k+1)|Sn−N(n))| ≤ log(k + 1).
(44)
Using similar argument as in the derivations of (38) and (39),
I(X2nn+1;Z(X
n+k
n+1 ), Z(X
2n
n+k+1)|Sn−N(n)) = I(X
n+k
n+1 ;Z(X
n+k
n+1 ), Z(X
2n
n+k+1)|Sn−N(n))
+ I(X2nn+k+1;Z(X
2n
n+k+1)|Z(X
n+k
n+1 ), X
n+k
n+1 , Sn−N(n)). (45)
Then it follows that
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
2n
n+1;Z(X
2n
n+1)|Sn−N(n))|
= 2 log(k + 1) + |I(Xn1 ;Z(X
k
1 ), Z(X
n
k+1)|s0)− I(X
2n
n+1;Z(X
n+k
n+1 ), Z(X
2n
n+k+1)|Sn−N(n))|
= 2 log(k + 1) + |I(Xk1 ;Z(X
k
1 ), Z(X
n
k+1)|s0)− I(X
n+k
n+1 ;Z(X
n+k
n+1 ), Z(X
2n
n+k+1)|Sn−N(n))|
+ |I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
2n
n+k+1;Z(X
2n
n+k+1)|Z(X
n+k
n+1 ),X
n+k
n+1 , Sn−N(n))
le2[log(k + 1) + k log |X |]
+ |I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
2n
n+k+1;Z(X
2n
n+k+1)|Z(X
n+k
n+1 ),X
n+k
n+1 , Sn−N(n))|. (46)
To complete the proof it suffices to show
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0)− I(X
2n
n+k+1;Z(X
2n
n+k+1)|Z(X
n+k
n+1 ), X
n+k
n+1 , Sn−N(n))|
≤ 2 log |S|+ (n− k)ε log |X |. (47)
From Lemma 4.2, it follows that
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Sk−N(k), Z(X
k
1 ), X
k
1 , s0)| ≤ log |S|
and
|I(X2nn+k+1;Z(X
2n
n+k+1)|Sk−Nn+1(k)+n−N(n), Z(X
n+k
n+1 ), X
n+k
n+1 , Sn−N(n))
− I(X2nn+k+1;Z(X
2n
n+k+1)|Z(X
n+k
n+1 ), X
n+k
n+1 , Sn−N(n))| ≤ log |S|.
As
p
Z(Xn+kn+1 ),(X
2n
n+k+1,Z(X
2n
n+k+1))|Sk−Nn+1(k)+n−N(n),Sn−N(n),X
n+k
n+1
(·|·)
= p
Z(Xn+kn+1 )|Sk−Nn+1(k)+n−N(n),Sn−N(n),X
n+k
n+1
(·|·)p
X2n
n+k+1,Z(X
2n
n+k+1)|Sk−Nn+1(k)+n−N(n),Sn−N(n),X
n+k
n+1
(·|·),
we have that
I(X2nn+k+1;Z(X
2n
n+k+1)|Sk−Nn+1(k)+n−N(n), Z(X
n+k
n+1 ),X
n+k
n+1 , Sn−N(n))
= I(X2nn+k+1;Z(X
2n
n+k+1)|Sk−Nn+1(k)+n−N(n),X
n+k
n+1 , Sn−N(n))). (48)
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From the definition of conditional mutual information, it follows that
I(X2nn+k+1;Z(X
2n
n+k+1)|Sk−Nn+1(k)+n−N(n), X
n+k
n+1 , Sn−N(n)))
(a)
=
∑
s,s′,xk1
{
pSn−N(n)(s
′)p
Xn+kn+1
(xk1)pSk−Nn+1(k)+n−N(n)|X
n+k
n+1 ,Sn−N(n)
(s|xk1, s
′)
× I(X2nn+k+1;Z(X
2n
n+k+1)|Sk−Nn+1(k)+n−N(n) = s,X
n+k
n+1 = x
k
1)
}
(b)
=
∑
s,s′,xk1
pSn−N(n)(s
′)pXk1 (x
k
1)pSk−N(k)|Xk1 ,S0(s|x
k
1, s
′)I(Xnk+1;Z(X
n
k+1)|S0 = s,X
k
1 = x
k
1), (49)
where (a) follows from the independence of Sn−N(n) and X
n+k
n+1 and (b) follows from the fact
that Xn1 and X
2n
n+1 are independent and have the same distribution. It then follows that
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
2n
n+k+1;Z(X
2n
n+k+1)|Z(X
n+k
n+1 ),X
n+k
n+1 , Sn−N(n))|
≤ 2 log |S|+
∑
s,s′,xk1
{
pSn−N(n)(s
′)pXk1
(xk1)I(X
n
k+1;Z(X
n
k+1)|Sk−N(k) = s,X
k
1 = x
k
1)
× |pSk−N(k)|Xk1 ,S0
(s|xk1 , s
′)− pSk−N(k)|Xk1 ,S0
(s|xk1 , s0)|
}
(c)
= 2 log |S|+ I(Xnk+1;Z(X
n
k+1)|Sk−N(k),X
k
1 )ε, (50)
where (c) follows from Lemma 4.1. Then (47) follows from (50), as desired.
Proof of (ii): We first show that limk→∞ I(X
kn
1 ;Z(X
kn
1 )|s0)/k exists.
Let ak = I(X
kn
1 ;Z(X
kn
1 )|s0)/k and let k1 and k2 be two positive integers. Then from
Lemma 4.3, we have that
|I(X
(k1+k2)n
1 ;Z(X
(k1+k2)n
1 )|s0)− I(X
(k1+k2)n
1 ;Z(X
k1n
1 ), Z(X
(k1+k2)n
k1n+1
)|s0)| ≤ log(1 + k1n) (51)
and
I(X
(k1+k2)n
1 ;Z(X
k1n
1 ), Z(X
(k1+k2)n
k1n+1
)|s0)
= I(Xk1n1 ;Z(X
k1n
1 ), Z(X
(k1+k2)n
k1n+1
)|s0) + I(X
(k1+k2)n
k1n+1
;Z(Xk1n1 ), Z(X
(k1+k2)n
k1n+1
)|Xk1n1 , s0)
≥ I(Xk1n1 ;Z(X
k1n
1 )|s0) + I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Xk1n1 , s0) (52)
= k1ak1 + I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Xk1n1 , s0)
= k1ak1 + I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Sk1n−N(k1n))− log |S|. (53)
For any s0, we have pX(k1+k2)n
k1n+1
)|Sk1n−N(k1n)
(·|s0) = pX(k1+k2)n
k1n+1
(·). Together with the fact that
p
X
(k1+k2)n
k1n+1
(·) = p
X
k2n
1
(·), we have that for any s0,
p
X
k2n
1 ,Z(X
k2n
1 )|S0
(·|s0) = pX(k1+k2)n1 ,Z(X
(k1+k2)n
k1n+1
)|Sk1n−N(k1n)
(·|s0),
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which further implies that
I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Sk1n−N(k1n))
=
∑
s
pSk1n−N(k1n)(s)I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Sk1n−N(k1n) = s)
=
∑
s
pSk1n−N(k1n)(s)I(X
k2n
1 ;Z(X
k2n
1 )|S0 = s). (54)
Let ε > 0. Then it follows from Proposition 4.4 that for K(ε) ≤ k ≤ k2n,
|I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Sk1n−N(k1n))− I(X
k2n
1 ;Z(X
k2n
1 )|s0)|
≤
∑
s
pSk1n−N(k1n)(s)|I(X
k2n
1 ;Z(X
k2n
1 )|S0 = s)− I(X
k2n
1 ;Z(X
k2n
1 )|s0)|
≤ 2(log |S| + log(k + 1) + k log |X |) + (k2n− k)ε log |X |, (55)
which further implies that
I(X
(k1+k2)n
1 ;Z(X
(k1+k2)n
1 )|s0)
≥ I(X
(k1+k2)n
1 ;Z(X
k1n
1 ), Z(X
(k1+k2)n
k1n+1
)|s0)− log(1 + k1n)
≥ k1ak1 + I(X
(k1+k2)n
k1n+1
;Z(X
(k1+k2)n
k1n+1
)|Sk1n−N(k1n))− log(1 + k1n)− log |S|
≥ k1ak1 + k2ak2 − 2(log |S|+ log(k + 1)− k log |X |) + (k2n− k)ε log |X | − log(|S|(1 + k1n)).
(56)
Fix k = K(ε) + 1 and choose k1 > k2 such that
−2(log |S|+ log(k + 1) + k log |X |)− (k2n− k)ε log |X | − log(|S|(1 + k1n))
k1 + k2
≥ −ε.
Then (k1 + k2)(ak1+k2 − ε) ≥ k1(ak1 − ε) + k2(ak2 − ε). From [11, Lemma 2, pp. 112],
limk→∞ ak = limn→∞ {ak − ε/k} exists.
For any integers m and n, let m = kn + r(m,n) and r(m,n) be the remainder when m
is divided by n. Note that
|I(Xm1 ;Z(X
m
1 )|s0)− I(X
kn
1 ;Z(X
kn
1 )|s0)| ≤ r(m,n)(log |X |+ log |Z|) ≤ n(log |X |+ log |Z|).
Hence we have
lim
m→∞
I(Xm1 ;Z(X
m
1 )|s0)
m
= lim
k→∞
I(Xkn1 ;Z(X
kn
1 )|s0)
kn
exists,
as desired.
Proof of (iii): As the proof for different j is similar, we only prove the claim for j = 1.
Let X
(1)tn−1
1 = (X
(1)
1 , · · · , X
(1)
tn−1) and Z(X
(1)tn−1
1 ) be the output obtained by passing X
(1)tn−1
1
through the channel W tn−1. Using Lemma 4.3, we have that
|I(X(1)tn−11 ;Z(X
(1)tn−1
1 )|s0)− I(X
(1)tn−1
1 ;Z(X
(1)n−1
1 ), Z(X
(1)tn−1
n )|s0)| ≤ logn. (57)
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Note that
I(X
(1)tn−1
1 ;Z(X
(1)n−1
1 ), Z(X
(1)tn−1
n )|s0)
= I(X
(1)n−1
1 ;Z(X
(1)n−1
1 ), Z(X
(1)tn−1
n ))|s0) + I(X
(1)tn−1
n ;Z(X
(1)n−1
1 ), Z(X
(1)tn−1
n )|s0, X
(1)n−1
1 )
(a)
= I(X
(1)n−1
1 ;Z(X
(1)n−1
1 ), Z(X
(1)tn−1
n ))|s0) + I(X
(1)tn−1
n ;Z(X
(1)tn−1
n )|s0, X
(1)n−1
1 ), (58)
where (a) follows from the fact that given (S0, X
(1)n−1
1 ), (X
(1)tn−1
n , Z(X
(1)tn−1
n )) is condition-
ally independent of Z(X
(1)n−1
1 ). As
|I(X(1)tn−1n ;Z(X
(1)tn−1
n )|s0,X
(1)n−1
1 )−I(X
(1)tn−1
n ;Z(X
(1)tn−1
n )|s0,X
(1)n−1
1 , Sn−1−N(n−1))| ≤ log |S|
and X
(1)tn−1
n is independent of X
(1)n−1
1 ,
|I(X(1)tn−1n ;Z(X
(1)tn−1
n )|s0, X
(1)n−1
1 )− I(X
(1)tn−1
n ;Z(X
(1)tn−1
n )|Sn−1−N(n−1))| ≤ log |S|.
As p
X
(1)tn−1
n |Sn−1−N(n−1)
(·|s) = p
X
(t−1)n
1
(·) for any s, it follows from Proposition 4.4 that for
any ε > 0 and (t− 1)n ≥ k ≥ K(ε),
|I(X(1)tn−1n ;Z(X
(1)tn−1
n )|Sn−1−N(n−1))− I(X
(t−1)n
1 ;Z(X
(t−1)n
1 )|s0)|
≤
∑
s
pSn−1−N(n−1)(s)|I(X
(1)tn−1
n ;Z(X
(1)tn−1
n )|Sn−1−N(n−1) = s)− I(X
(t−1)n
1 ;Z(X
(t−1)n
1 )|s0)|
≤ 2(log |S|+ log(k + 1) + k log |X |) + ((t− 1)n− k)ε log |X |. (59)
Combining (57), (58), and (59), we obtain that
|I(X(1);Z(X(1))|s0)− I(X;Z(X)|s0)|
≤ lim
t→∞
|I(X
(1)tn−1
1 ;Z(X
(1)tn−1
1 )|s0)− I(X
(t−1)n
1 ;Z(X
(t−1)n−1
1 )|s0)|
nt− 1
≤ ε log |X |. (60)
As ε is arbitrary, we have I(X(1);Z(X(1))|s0) = I(X ;Z(X)|s0), as desired.
Proof of (iv): Note that
I(Xkn1 ;Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1)|s0)
=
k∑
i=1
I(X in(i−1)n+1;Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , s0)
(b)
=
k∑
i=1
I(X in(i−1)n+1;Z(X
in
(i−1)n+1), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , s0)
=
k∑
i=1
{
I(X in(i−1)n+1;Z(X
in
(i−1)n+1)|Xˆ
(i−1)n
1 , s0)
+I(X in(i−1)n+1;Z(X
(i+1)n
in+1 ), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , Z(X
in
(i−1)n+1), s0)
}
,
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where (b) follows from the fact that given (s0, Xˆ
(i−1)n
1 ), (Z(X
n
1 ), · · · , Z(X
(i−1)n
(i−2)n+1)) is condi-
tionally independent of (X in(i−1)n+1, Z(X
in
(i−1)n+1), · · · , Z(X
kn
(k−1)n+1)) .
As given (Sin−N(in), Xˆ
(i−1)n
1 , Z(X
in
(i−1)n+1), s0), (Z(X
(i+1)n
in+1 ), · · · , Z(X
kn
(k−1)n+1)) is condi-
tionally independent of X in(i−1)n+1, we have that
I(X in(i−1)n+1;Z(X
(i+1)n
in+1 ), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , Z(X
in
(i−1)n+1), s0, Sin−N(in)) = 0,
which together with the fact that
|I(X in(i−1)n+1;Z(X
(i+1)n
in+1 ), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , Z(X
in
(i−1)n+1), s0, Sin−N(in)))
− I(X in(i−1)n+1;Z(X
(i+1)n
in+1 ), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , Z(X
in
(i−1)n+1), s0| ≤ log |S|, (61)
implies that∣∣∣∣∣I(Xkn1 ;Z(Xn1 ), · · · , Z(Xkn(k−1)n+1)|s0)−
k∑
i=1
I(X in(i−1)n+1;Z(X
in
(i−1)n+1)|Xˆ
(i−1)n
1 , s0)
∣∣∣∣∣
≤
k∑
i=1
I(X in(i−1)n+1;Z(X
(i+1)n
in+1 ), · · · , Z(X
kn
(k−1)n+1)|Xˆ
(i−1)n
1 , Z(X
in
(i−1)n+1), s0)
≤ k log |S|. (62)
It then follows from (ii) in Corollary 4.5 that for any δ > 0 and n ≥ t ≥ K(δ)
|I(X in(i−1)n+1;Z(X
in
(i−1)n+1)|S(i−1)n−N((i−1)n))− I(X
n
1 ;Z(X
n
1 )|s0)|
≤ 2(log |S|+ log(t+ 1) + t log |X |) + (n− t)δ log |X |. (63)
Note that
|I(X in(i−1)n+1;Z(X
in
(i−1)n+1)|X
(i−1)n
1 , s0)− I(X
in
(i−1)n+1;Z(X
in
(i−1)n+1)|S(i−1)n−N((i−1)n))|
≤ |I(X in(i−1)n+1;Z(X
in
(i−1)n+1)|X
(i−1)n
1 , S(i−1)n−N((i−1)n), s0)
− I(X in(i−1)n+1;Z(X
in
(i−1)n+1)|S(i−1)n−N((i−1)n))|+ log |S|
(a)
= log |S|, (64)
where (a) follows from the fact that given S(i−1)n−N((i−1)n), (X
in
(i−1)n+1, Z(X
in
(i−1)n+1)) is con-
ditionally independent of (Xˆ
(i−1)n
1 , S0). Combining (62), (63), and (64), we obtain that∣∣∣∣∣ limk→∞
I(Xkn1 ;Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1)|s0)
kn
−
I(Xn1 ;Z(X
n
1 )|s0)
n
∣∣∣∣∣
≤
2(2 log |S|+ log(t+ 1) + t log |X |) + (n− t)δ log |X |
n
. (65)
Choosing N such that 2(2 log |S|+log(t+1)+t log |X |)
N
≤ ε
2
and δ such that δ log |X | ≤ ε
2
, we then
have that for n ≥ N ,∣∣∣∣∣ limk→∞ I(X
kn
1 ;Z(X
n
1 ), · · · , Z(X
kn
(k−1)n+1)|s0)
kn
−
I(Xn1 ;Z(X
n
1 )|s0)
n
∣∣∣∣∣ ≤ ε.
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E Proof of Proposition 4.6
Proof. From Lemma 4.3, it follows that for any 1 ≤ t ≤ n
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
k+n
k+1 ;Z(X
k+n
k+1 ))|
n
≤
|I(Xn1 ;Z(X
t
1), Z(X
n
t+1)|s0)− I(X
k+n
k+1 ;Z(X
k+t
k+1), Z(X
k+n
k+t+1))|
n
+
2 log(t+ 1)
n
≤
|I(Xnt+1;Z(X
n
t+1)|s0)− I(X
k+n
k+t+1;Z(X
k+n
k+t+1))|
n
+
2(t(log |X |+ log |Z|) + log(t+ 1))
n
(66)
Note that for any xnt+1 and z
∗
2 ∈ Z
∗
n−t
Pr(Xnt+1 = x
n
t+1, Z(X
n
t+1) = z
∗
2 |s0)
=
∑
s
Pr(Xnt+1 = x
n
t+1, St−N(t) = s|s0) Pr(Z(X
n
t+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)
(a)
=
∑
s,xˆt1
PXn1 (xˆ
t
1x
n
t+1)PSt−N(t)|Xt1,S0(s|xˆ
t
1, s0) Pr(Z(X
n
t+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)
where (a) follows from the conditional independence of St−N1 and X
n
t+1 given (S0, X
t
1).
Similarly, we have that
Pr(Xk+nk+t+1 = x
n
t+1, Z(X
k+n
k+t+1) = z
∗
2)
=
∑
s
pXk+n
k+t+1,St+k−N(k)−Nk+1(t)
(xnt+1, s) Pr(Z(X
k+n
k+t+1 = z
∗
2 |X
k+n
k+t+1 = x
n
t+1, St+k−N−Nk+1(t) = s)
(b)
=
∑
s,s′,xˆt1
{
pXk+n
k+1
(xˆt1x
n
t+1)pSk−N(k)|Xk+nk+1
(s′|xˆt1x
n
k+1)pSt+k−N(k)−Nk+1(t)|X
t
1,Sk−N(k)
(s|xˆt1, s
′)
× Pr(Z(Xnt+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)
}
, (67)
where in (b) we have used the fact that
Pr(Z(Xnt+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)
= Pr(Z(Xk+nt+k+1) = z
∗
2 |X
k+n
t+k+1 = x
n
t+1, St+k−N(k)−N(t) = s). (68)
From Lemma 4.1 it then follows that for t ≥ K(ε)
|pSt−N(t)|Xt1,S0(s|x
t
1, s0)− pSt+k−N(k)−Nk+1(t)|X
t
1,Sk−N(k)
(s|xt1, s
′)| ≤ ε, (69)
which, together with the linearity of expectations, further implies that
|Pr(Xk+nk+t+1 = x
n
t+1, Z(X
k+n
k+t+1) = z
∗
2)− Pr(X
n
t+1 = x
n
t+1, Z(X
n
t+1) = z
∗
2 |s0)|
≤
∑
s,s′,xˆt1
{
pXk+n
k+1
(xˆt1x
n
t+1)pSk−N(k)|Xk+nk+1
(s′|xˆt1x
n
k+1) Pr(Z(X
n
t+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)
× |pSt−N(t)|Xt1,S0(s|x
t
1, s0)− pSt+k−N(k)−N2 |X
t
1,Sk−N(k)
(s|xt1, s
′)|
}
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≤
∑
s,s′,xˆt1
pXk+n
k+1
(xˆt1x
n
t+1)pSk−N(k)|Xk+nk+1
(s′|xˆt1x
n
k+1) Pr(Z(X
n
t+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)ε
=
∑
s
pXk+n
k+t+1
(xnt+1) Pr(Z(X
n
t+1) = z
∗
2 |X
n
t+1 = x
n
t+1, St−N(t) = s)ε. (70)
For any two probability mass functions p(·), q(·) over some finite alphabet U , we use ‖p− q‖
to denote
∑
u∈U |p(u)− q(u)|. Then
‖pXk+n
k+t+1,Z(X
k+n
k+t+1)
(·, ·)− pXnt+1,Z(Xnt+1)|s0(·, ·|s0)‖ ≤ |S|ε. (71)
Similarly,
‖pZ(Xk+n
k+t+1)
(·)− pZ(Xnt+1)|s0(·|s0)‖ ≤ |S|ε.
Using [6, Theorem 17.3.3, pp. 664], we have that
|H(Xnt+1, Z(X
n
t+1)|s0)−H(X
k+n
k+t+1, Z(X
k+n
k+t+1))|
n
(a)
≤ ε|S|(log |X |+ log |Z|)−
ε|S| log(|S|ε)
n
, (72)
where in (a) we have used the fact that the total number of possible values of (Xnt+1, Z(X
n
t+1))
is less than |Z|n−t+1|X |n−t. Similarly, we have that
|H(Z(Xnt+1)|s0)−H(Z(X
k+n
k+t+1))|
n
≤ ε|S| log |Z| −
ε|S| log(|S|ε)
n
. (73)
Combining (66),(72) and (73) together, we obtain that
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
k+n
k+1 ;Z(X
k+n
k+1 ))|
n
≤ ε|S|(log |X |+ 2 log |Z|) +
2(t(log |X |+ log |Z|) + log(t+ 1)− ε|S| log(|S|ε))
n
,
as desired.
F Proof of Corollary 4.7
Proof. The proof of the existence of the limit in I(X ; Y |s0) is similar to that of (ii), so we
omit the proof. Let δ > 0 and k ≥ K(δ), where K(δ) is given as in Lemma 4.1. Let s0 and
s′0 be two different initial states and n ≥ k. Using similar arguments as in the derivation
of (46), we obtain that
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
n
1 ;Z(X
n
1 )|s
′
0)| ≤ 2[log(k + 1) + k log |X |]
+ |I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ), X
k
1 , s
′
0)|. (74)
Then
|I(Xnk+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Z(X
k
1 ),X
k
1 , s
′
0)|
≤ |I(Xnk+1;Z(X
n
k+1)|Sk−N(k),X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Sk−N(k),X
k
1 , s
′
0)|+ 2 log |S|, (75)
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where (75) follows from the conditional independence of Z(Xk1 ) and (X
n
k+1, Z(X
n
k+1) given
(Sk−N , X
k
1 , s0).
From the definition of conditional mutual inofrmation we have that
I(Xnk+1;Z(X
n
k+1)|Sk−N(k), X
k
1 , s0)
=
∑
xk1 ,s
pXk1 (x
k
1)pSk−N(k)|Xk1 ,S0(s|x
k
1, s0)I(X
n
k+1;Z(X
n
k+1)|Sk−N(k) = s,X
k
1 = x
k
1) (76)
and
I(Xnk+1;Z(X
n
k+1)|Sk−N(k), X
k
1 , s
′
0)
=
∑
xk1 ,s
pXk1 (x
k
1)pSk−N(k)|Xk1 ,S0(s|x
k
1, s
′
0)I(X
n
k+1;Z(X
n
k+1)|Sk−N(k) = s,X
k
1 = x
k
1). (77)
Then it follows that
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
n
1 ;Z(X
n
1 )|s
′
0)|
≤ |I(Xnk+1;Z(X
n
k+1)|Sk−N(k),X
k
1 , s0)− I(X
n
k+1;Z(X
n
k+1)|Sk−N(k),X
k
1 , s
′
0)|+ 2 log |S|
≤
∑
xk1 ,s
pXk1
(xk1)|pSk−N(k)|Xk1 ,S0
(s|xk1 , s0)− pSk−N(k)|Xk1 ,S0
(s|xk1 , s
′
0)|I(X
n
k+1;Z(X
n
k+1)|Sk−N(k) = s,X
k
1 = x
k
1)
+ 2[log(k + 1) + k log |X |] + 2 log |S|
≤ (n− k) log |X |δ + 2[log(k + 1) + k log |X |] + 2 log |S|, (78)
which further implies that
|I(X ;Z(X)|s0)− I(X ;Z(X)|s
′
0)| = lim
n→∞
|I(Xn1 ;Z(X
n
1 )|s0)− I(X
n
1 ;Z(X
n
1 )|s
′
0)|
n
≤ lim
n→∞
(n− k) log |X |δ + 2[log(k + 1) + k log |X |] + 2 log |S|
n
= δ log |X |. (79)
As δ is arbitrary, I(X ;Z(X)|s0) = I(X ;Z(X)|s
′
0), as desired.
G Proof of Theorem 4.8
Proof. Let Cn(s0) =
1
n
suppXn
1
(·) I(X
n
1 ;Z(X
n
1 )|s0). Let δ > 0 and k ≥ K(δ), where K(δ) is
given as in Lemma 4.1. First we show that CShannon does not depend the choice of the initial
state. As I(Xn1 ;Z(X
n
1 )|s0) is continuous with respect to pXn1 (·) and the set of probability
mass functions is a compact subset of R|X |
n
, there exists p∗Xn1 (·) (that depends on s0) that
achieves the supremum in Cn(s0). We will use IpX (X ; Y ) to denote the mutual information
between X and Y when the distribution of X is pX . Then from (78) we obtain that
Cn(s0)− Cn(s
′
0) ≤
Ip∗
Xn1
(Xn1 ;Z(X
n
1 )|s0)− Ip∗Xn1
(Xn1 ;Z(X
n
1 )|s
′
0)
n
≤
(n− k)δ log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|
n
(80)
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By swapping the role of s0 and s
′
0, we have that
Cn(s
′
0)− Cn(s0) ≤
(n− k)δ log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|
n
. (81)
As CShannon(s) = limn→∞Cn(s),
|CShannon(s0)− CShannon(s
′
0)| = lim
n→∞
|Cn(s0)− Cn(s
′
0)|
≤ lim
n→∞
(n− k)δ log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|
n
= δ log |X |. (82)
Due to the arbitrariness of δ, CShannon(s0) = CShannon(s
′
0), that is, CShannon does not depend
on the choice of the initial state.
Now we prove that the limit in the definition of CShannon exists. Fix r, t ≥ 0, and let p
∗
and q∗ be input distributions that achieve Cr(s0) and Ct(s0), respectively. From now on, we
assume that
(Xr1 , X
r+t
r+1) ∼ p
∗(xr1)× q
∗(xr+tr+1); (83)
in other words, Xr1 and X
r+t
r+1 are independent and distributed according to p
∗ and q∗, re-
spectively. Note that
|I(Xr+t1 ;Z(X
r+t
1 )|s0)− I(X
r+t
1 ;Z(X
r
1), Z(X
r+t
r+1)|s0)| ≤ log(r + 1)
and
I(Xr+t1 ;Z(X
r
1), Z(X
r+t
r+1)|s0) ≥ I(X
r
1 ;Z(X
r
1)|s0) + I(X
r+t
r+1;Z(X
r+t
r+1)|s0, X
r
1)
= rCr(s0) + I(X
r+t
r+1;Z(X
r+t
r+1)|s0, X
r
1). (84)
Then using (83), we have that
I(Xr+tr+1;Z(X
r+t
r+1)|s0, X
r
1) =
∑
xr1,s
pXr1 (x
r
1)pSr−N(r)|Xr1 ,S0(s|x
r
1, s0)I(X
n
r+1;Z(X
r+t
r+1)|Sr−N(r) = s,X
r
1 = x
r
1)
=
∑
xr1,s
pXr1 (x
r
1)pSr−N(r)|Xr1 ,S0(s|x
r
1, s0)I(X
n
r+1;Z(X
r+t
r+1)|Sr−N(r) = s)
=
∑
xr1,s
pXr1 (x
r
1)pSr−N(r)|Xr1 ,S0(s|x
r
1, s0)I(X
t
1;Z(X
t
1)|S0 = s), (85)
which, together with (78), implies that
|I(Xr+tr+1;Z(X
r+t
r+1)|s0, X
r
1)− I(X
t
1;Z(X
t
1)|s0)|
≤
∑
xr1,s
PXr1 (x
r
1)pSr−N(r)|Xr1 ,S0(s|x
r
1, s0)(t− k) log |X |δ + 2[log(k + 1) + k log |X |] + 2 log |S|
= (t− k)δ log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|. (86)
26
Therefore,
(r + t)Cr+t(s0) ≥ I(X
r+t
1 ;Z(X
r+t
1 )|s0)
≥ I(Xr+t1 ;Z(X
r
1), Z(X
r+t
r+1))− log(r + 1)
≥ rCr(s0) + I(X
r+t
r+1;Z(X
r+t
r+1)|s0, X
r
1)− log(r + 1)
≥ rCr(s0) + I(X
t
1;Z(X
t
1)|s0)
− log(r + 1)− (t− k) log |X |δ + 2[log(k + 1) + k log |X |] + 2 log |S|
≥ rCr(s0) + tCt(s0)
− log(r + 1)− δ(t− k) log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|
(87)
Therefore,
Cr+t(s0) ≥
r
r + t
CS(s0) +
t
r + t
Ct(s0)
−
log(r + 1) + (t− k)δ log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|
r + t
. (88)
Let t > k be such that
log(r + 1) + (t− k)δ log |X |+ 2[log(k + 1) + k log |X |] + 2 log |S|
r + t
≤ δ.
Then for k and t chosen above, we obtain that
(r + t)
{
Cr+t(s0)−
δ
r + t
}
≥ r
{
Cr(s0)−
δ
s
}
+ t
{
Ct(s0)−
δ
t
}
.
By [11, Lemma 2, pp. 112], lim
n→∞
{Cn − δ/n} exists and furthermore
CShannon = lim
n→∞
Cn(s0) = lim
n→∞
{
Cn(s0)−
δ
n
}
= sup
n
{
Cn(s0)−
δ
n
}
= sup
n
Cn(s0).
The proof of the theorem is then complete.
H Proof of Theorem 4.10
From [20, Theorem 8] it follows that both (X, Y ) and Y are asymptotically mean stationary.
From [13, Corollary 3 and Lemma 3] it follows that both (X, Y ) and Y are ergodic. Then it
follows from [3, Theorem 3] that
−
log pY n1 (Y
n
1 )
n
→ H(Y ) a.s. and in L1 (89)
and
−
logW2(Y
n
1 |X
n
1 )
n
→ H(Y |X) a.s. and in L1, (90)
as desired.
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I Proof that Wˆ is indecomposable
Let ε > 0 and let (s∗0, s
∗′
0 ) be a pair of initial states. For i ≥ 1, let Xi and Zi be respectively
X n-valued and Zn-valued random vectors. Let X = {Xi} be the input of the channel Wˆ
and Z = {Zi} be its corresponding output. Let
Pr(S∗k = s
∗
k|X
k
i = ζ
k
1 , S
∗
0 = s
∗
0) =
∑
sk−1∗1 ,z
∗k
1
Wˆ k(z∗k1 , s
∗k
1 |ζ
k
1 , s
∗
0).
To prove that Wˆ is indecomposable, it suffices to show that there is an integer K3 such that if
k ≥ K3, then
|Pr(S∗k = s
∗
k|X
k
i = ζ
k
1 , S
∗
0 = s
∗
0)− Pr(S
∗
k = s
∗
k|X
k
1 = ζ
k
1 , S
∗
0 = s
∗
0)| ≤ ε, (91)
for any ζk1 and s
∗
k ∈ S
∗n − {∅}.
Let Nk = |{i : Zi 6= ∅}|. Then Nk is a binomial random variable with k trials and success
probability 1− dn. Note that
Pr(S∗k = s
∗
k|X
k
1 = ζ
k
1 , S
∗
0 = s
∗
0) =
k∑
m=0
Pr(S∗k = s
∗
k, Nk = m|X
k
1 = ζ
k
1 , S
∗
0 = s
∗
0)
=
k∑
m=0
∑
im1
∑
x∗
im
1
:ℓ(x∗im )=ℓ(s
∗
k
)

 m∏
j=1
W n1 (x
∗
ij
|ζim)

W ℓ(x∗im1 )2 (s∗k|x∗im1 , s0,ℓ(s∗0)), (92)
where im1 is an m-dimensional integer vector with 1 ≤ ij ≤ k and x
∗
im1
= (x∗i1 , · · · , x
∗
im
) with
x∗ij ∈ X
∗n for 1 ≤ j ≤ m. As W2 is an indecomposable FSC, there exists an integer K4 such that
if n ≥ K4,
sup
s
|Pr(Sn = s|X
n
1 = x
n
1 , S0 = s0)− Pr(Sn = s|X
n
1 = x
n
1 , S0 = s
′
0)| ≤ ε,
for any pair of initial states (s0, s
′
0) and x
n
1 . Thus it follows that if ℓ(x
∗
im−11
) ≥ K4, then
|W
ℓ(x∗
im
1
)
2 (s
∗
k|x
∗
im1
, s∗ℓ(s∗0)
)−W
ℓ(x∗
im
1
)
2 (s
∗
k|x
∗
im1
, s∗′ℓ(s∗′0 )
)|
= p(s
k,ℓ(s∗
k
)
k,2 |x
im,ℓ(x∗im )
im,2
, sk,1)
×
∣∣∣∣∣∣W
ℓ
(
x∗
i
m−1
1
xim,1
)
2 (sk,1|x
∗
im1
, s0,ℓ(s∗0))−W
ℓ
(
x∗
i
m−1
1
xim,1
)
2 (sk,1|x
∗
im−11
xim,1, s
′
0,ℓ(s∗′0 )
)
∣∣∣∣∣∣
≤
ε
2
, (93)
where x∗
im−11
xim is the concatenation of its symbols, x
k,ℓ(x∗im)
im,2
= (xim,2, · · · , xim,ℓ(x∗im )
) and s
k,ℓ(s∗
k
)
k,2 =
(sk,2, · · · , sk,ℓ(s∗
k
)), sk,j and xim,j are respectively the j
th-component of s∗k.
Note that
K4∑
m=0
∑
im1
∑
x∗
im1
:ℓ(x∗im )=ℓ(s
∗
k
)

 m∏
j=1
W n1 (x
∗
ij
|ζim)

W ℓ(x∗im1 )2 (s∗k|x∗im1 , s∗ℓ(s∗0))
= Pr(S∗k = s
∗
k, Nk ≤ K4|X
k
1 = ζ
k
1 , S
∗
0 = s
∗
0)
≤ Pr(Nk ≤ K4|X
k
1 = ζ
k
1 , S
∗
0 = s
∗
0)
(a)
≤ Pr(Nk ≤ K4), (94)
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where (a) follows from the fact that Nk is independent of (X
k
1, S
∗
0). As ℓ(x
∗
im−11
) ≥ m− 1, then it
follows from (92) and (95) that
|Pr(S∗k = s
∗
k|X
k
1 = ζ
k
1 , S
∗
0 = s
∗
0)− Pr(S
∗
k = s
∗
k|X
k
1 = ζ
k
1 , S
∗
0 = s
∗′
0 )|
=
k∑
m=0
∑
im1
∑
x∗
im1
:ℓ(x∗im )=ℓ(s
∗
k
)

 m∏
j=1
W n1 (x
∗
ij
|ζim)

 |W ℓ(x∗im1 )2 (s∗k|x∗im1 , s∗ℓ(s∗0))−W ℓ(x
∗
im
1
)
2 (s
∗
k|x
∗
im1
, s∗′ℓ(s∗′0 )
)|
=


K4∑
m=0
+
k∑
m=K4+1


∑
im1
∑
x∗
im1
:ℓ(x∗im )=ℓ(s
∗
k
)
{ m∏
j=1
W n1 (x
∗
ij
|ζim)


× |W
ℓ(x∗
im1
)
2 (s
∗
k|x
∗
im1
, s∗ℓ(s∗0)
)−W
ℓ(x∗
im1
)
2 (s
∗
k|x
∗
im1
, s∗′ℓ(s∗′0 )
)|
}
≤
K4∑
m=0
∑
im1
∑
x∗
im
1
:ℓ(x∗
im
)=ℓ(s∗
k
)

 m∏
j=1
W n1 (x
∗
ij
|ζim)

 |W ℓ(x∗im1 )2 (s∗k|x∗im1 , s∗ℓ(s∗0))−W ℓ(x
∗
im1
)
2 (s
∗
k|x
∗
im1
, s∗′ℓ(s∗′0 )
)|+
ε
2
(a)
≤ 2Pr(Nk ≤ K4) +
ε
2
, (95)
where (a) follows from (94). As Nk is a binomial random variable, there exists an integer K3 such
that 2Pr(Nk ≤ K4) ≤ ε/2 for k ≥ K3. Thus for k ≥ K3, we have (91), as desired.
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