Cluster Synchronization in Multiplex Networks by Jalan, Sarika & Singh, Aradhana
ar
X
iv
:1
41
2.
52
61
v1
  [
nli
n.C
D]
  1
7 D
ec
 20
14
Cluster Synchronization in Multiplex Networks
Sarika Jalan1,2 and Aradhana Singh1
1Complex Systems Lab, Discipline of Physics, Indian Institute of Technology Indore, Indore-452017 and
2Centre for Bio-Science and Bio-Medical Engineering,
Indian Institute of Technology Indore, Indore-452017
We study the impact of interaction of nodes in a layer of a multiplex network on the dynamical
behavior and cluster synchronization of these nodes in other layers. We find that nodes interactions
in one layer affects the cluster synchronizability of another layer in many different ways. While
multiplexing with a sparse network enhances the synchronizability multiplexing with a dense network
suppresses the cluster synchronizability with the network architecture deciding the impact of the
enhancement and suppression. Additionally, at weak couplings the enhancement in the cluster
synchronizability due to multiplexing remains of the driven type, while for strong couplings the
multiplexing may lead to a transition to the self-organized mechanism.
PACS numbers: 05.45.Xt,05.45.Pq
Synchronization is an universal phenomenon observed
in a range of the systems [1]. It is known to be impor-
tant for proper functioning of many complex systems.
For example in brain, the phase synchronization at dif-
ferent locations is responsible for action, motion, vision
and sensation [3]. Recently, cluster synchronization has
gained tremendous attention due to its occurrence and
importance in real world systems [4–6]. The cluster syn-
chronization refers to the case when the nodes of a system
divide into several synchronized groups so that the nodes
in the same group synchronize with each other while do
not synchronize with the nodes in the different groups. So
far the studies on the cluster synchronization have mainly
focused on complex systems being represented as isolated
networks [7–11], however a complex system may consist
of a superposition of a number of interacting networks
[12–14], such as a social system which is composed of dif-
ferent sub-networks consisting family, friends, colleagues,
work collaborators and hence forming a multiplex net-
work. The multiplex network presents a more realistic
representation of real world interactions [12] leading to a
spurt in the activities of modeling real world complex sys-
tems. Most of these studies have concentrated on the in-
vestigation of various structural properties or emergence
of spectral properties [15–17]. Few works considering dy-
namical properties of the multiplex networks report that
the synchronizability of a multiplex network is maximum
for the small-world - random regular topology [18] and
multiplexing reduces the rate of the global synchroniza-
tion [18].
In this Rapid communication, we study dynamical be-
havior of nodes in a layer upon multiplexing with another
layer. Particularly, we investigate the impact of nodes in-
teractions in one layer on the cluster synchronization of
the same nodes in the other layer. In a realistic situation,
the connection density as well as degree distribution of
two layers can be different, for instance in a social system
a family network can be denser than a counter friendship
network. Similarly, the friendship network can be denser
than a corresponding business network. In the present
paper, we explore the impact of the network architecture
on the cluster synchronizability of another layer. We
find that nodes interacting in one layer affect the syn-
chronizability of another layer in many different ways.
While multiplexing with sparse networks enhances the
cluster synchronizability of a layer, impact of multiplex-
2ing with dense networks depend on the network archi-
tecture. The enhancement in cluster synchronization is
referred to when number of the nodes forming synchro-
nized clusters increases. Furthermore, we report that the
change in the density of connections in a layer of the mul-
tiplex network may bring a change in the mechanism of
the cluster synchronization in another layer. Previous
studies on dynamical behavior of isolated networks have
identified two different mechanisms of cluster synchro-
nization namely, the driven (D) and the self-organized
(SO) [5]. The D and SO synchronization correspond to
the synchronization due to the inter and intra cluster
couplings, respectively.
We consider the well known coupled maps model [19]
to investigate the phase synchronized clusters in the mul-
tiplex networks. We consider the phase synchronization
instead of the complete synchronization as for sparse net-
works number of nodes exhibiting the complete synchro-
nization is very less and with an increase in the connec-
tion density there is a transition to the globally synchro-
nized state [12], whereas the prime motive of the current
work is to study cluster synchronization. The phase syn-
chronization reveals interesting cluster patterns as well
as dependence of mechanism of cluster formation in one
layer on the network structure of another layer. Let each
node of the network be assigned a dynamical variable
xi, i = 1, 2, . . . , N . The dynamical evolution is defined
FIG. 1: Schematic diagram depicting a multiplex network
with two layers. The dashed lines indicate the inter-layer
connections. The density of connections in the different layers
can be different and is defined as 〈k1〉 for the first layer and
〈k2〉 for the second layer.
by,
xi(t+ 1) = (1− ε)f(xi(t)) +
ε
ki
N∑
j=1
Aijg(xj(t)) (1)
Here, A is the adjacency matrix with elements Aij taking
values 1 and 0 depending upon whether there is a con-
nection between i and j or not. Degree of a node is given
as, ki =
∑N
j=1 Aij and ε is the overall coupling constant
and N is total number of nodes in a layer. The aver-
age degree of the different layers may be different and
are indicated as 〈k1〉 and 〈k2〉. The function f(x) defines
a local nonlinear map, whereas g(x) defines the nature
of coupling between the nodes. We consider phase syn-
chronization defined as follows [5]. Let ni and nj denote
the number of times when the variables xi(t) and xj(t),
t = 1, 2, . . . T for the nodes i and j exhibit local minima
during the time interval T . Let nij denotes the number
of times these local minima match with each other. The
phase distance between two nodes i and j is then given
as dij = 1− 2nij/(ni+ nj). The nodes i and j are phase
synchronized if dij = 0. All the pairs of nodes in a cluster
are phase synchronized [23].
We evolve Eq. 1 starting from a set of random initial
conditions and study the phase synchronized clusters af-
ter an initial transient. We present detailed results of
cluster synchronization for simplest multiplex network
consisting of two layers. First layer can be represented
by a regular or a random network, similarly the sec-
ond layer can also be modeled by a regular or random
network. Here, we present results for all the possible
combinations, such as random-random, random-regular,
regular-regular and regular-random. First, we discuss the
cluster synchronizability of a regular network represented
by 1-d lattice upon multiplexing with a ER random net-
work [14]. We find that the isolated sparse 1-d lattice at
weak couplings leads to the phase synchronized clusters
with all the nodes participating in the clusters, whereas
strong couplings lead to a very few nodes forming clus-
ters (Fig. 2(a)). Multiplexing with a sparse ER network
enhances the cluster synchronizability of the 1-d lattice
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FIG. 2: Phase diagram depicting the variation of fclus with
respect to the ε and the average degree (〈k2〉) of a layer with
1-d lattice (top panel) and random network (bottom panel)
architecture for (a) 1-d lattice, (b) SF networks and (c) ran-
dom networks. The average degree of the second layer (〈k1〉)
remains same for all three cases. For all the layers N = 100
and phase diagrams are plotted for average over 20 random
realizations of the networks and initial conditions.
at all the couplings. Multiplexing with a denser ER net-
work while enhances the cluster synchronizability as weak
couplings, leaves the cluster synchronizability unchanged
with few nodes keep forming synchronized clusters at
the intermediate and strong couplings. Fig. 2(a) demon-
strates that cluster synchronizability of 1-d lattice en-
hances at the weak couplings irrespective of the value of
〈k2〉, whereas at the intermediate coupling, for 〈k2〉 = 2,
there is an enhancement in the cluster synchronization,
which for the higher values of 〈k2〉 gets vanished. At
strong couplings synchronization enhances for 〈k2〉 . 8.
Additionally, the multiplex network yields the chaotic
dynamics for almost all the coupling values for the lay-
ers being represented by sparse networks. Note that the
synchronizability of the second layer, represented as the
ER random network, always increases with an increase in
the average degree as observed for the isolated networks.
Next we discuss the cluster synchronizability of the 1-
d lattice upon multiplexing with various other network
architectures. At the weak couplings, multiplexing with
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FIG. 3: Variation of finter and fintra with 〈k2〉 for isolated 1-d
lattice (close and open triangles) with N = 100 and 〈k1〉 = 4
and after multiplexing with a random network (close and open
circles) with various average degrees (〈k2〉). All the graphs are
plotted for an average over twenty realizations of the initial
conditions. Value of ε are chosen such that they exhibit an en-
hancement in the D synchronization and enhancement in the
SO synchronization followed by a suppression at the strong
couplings with an increase in 〈k2〉. All the graphs are plotted
for average over 20 different realizations of network and initial
conditions.
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FIG. 4: Variation of finter and fintra with 〈k2〉 for isolated SF
network (close and open triangles) and for SF network after
multiplexing (closed and open circles) with (a) 1-d lattice, (b)
SF networks, and (c) random networks at ε = 0.74 (top panel)
and ε = 1.0 (bottom panel). All the graphs are plotted for
average over 20 different realizations of network and initial
conditions.
the 1-d lattice and SF networks lead to an enhancement
in the cluster synchronizability as observed for the mul-
tiplexing with the ER random network. At the strong
couplings, there is an enhancement in the synchroniza-
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FIG. 5: The largest Lyapunov exponent for a multiplex net-
work consisting of two layers, one represented with the ER
random (〈k1〉 = 4) network and another with 1-d lattice for
various average degree 〈k2〉. Number of nodes in each layer is
N = 100.
tion for sparse networks as observed for the multiplexing
with the random networks but the connection density for
which this enhancement occurs becomes lower. For ex-
ample, a 1-d lattice with 〈k1〉 = 4, exhibits no enhance-
ment in the cluster synchronization upon multiplexing
with the 1-d lattice and SF networks with 〈k2〉 & 4 and
〈k2〉 & 6 respectively (Fig. 2(a)). Thus the enhancement
in the cluster synchronizability of the 1-d lattice is least
favorable when it is multiplexed with the 1-d lattice and
favorable being multiplexed with the random networks.
Further, we study cluster synchronizability of SF net-
works upon multiplexing with various network architec-
ture. The isolated sparse SF networks are known to
exhibit a better cluster synchronizability as compared
to the sparse regular or random networks (Fig. 2(b)).
At the weak couplings, the multiplexing with another
network only changes the cluster pattern and does not
bring any enhancement in the cluster synchronization.
For example the isolated SF networks with 〈k1〉 = 4 and
N = 100 lead to the participation of about 50% nodes
in the cluster formation. After multiplexing, the same
fraction of the nodes keep participating in the cluster for-
mation as shown by the reappearance of the grey shade
in the Fig. 2(b). At the intermediate and strong cou-
plings there is an enhancement in the synchronization for
multiplexing with the sparse networks whereas impact of
multiplexing with the dense networks largely depend on
the network architecture. For example, the cluster syn-
chronizability of SF networks with 〈k1〉 = 4 enhances
for 〈k2〉 . 40 (Fig. 4(e) and (f)) upon the multiplexing
with 1-d lattice and SF networks. For the higher con-
nection density there is a suppression in the synchroniza-
tion, while in the case of multiplexing with the random
network the enhancement occurs for 〈k2〉 . 12 (Fig. 4(f))
and with a further increase in the connection density clus-
ter synchronization suppresses. This shows that the clus-
ter synchronizability of the SF network is favorable when
it is multiplexed with the 1-d lattice and SF networks.
Furthermore, multiplexing of ER random networks with
different network architectures at the weak couplings ex-
hibit the similar behavior as observed for the 1-d lattice,
whereas the strong couplings lead to the similar behav-
ior as discussed for the SF networks. What follows that
multiplexing of random (SF and ER) networks with 1-
d lattice favors more to the cluster synchronizability as
compared to multiplexing with the random networks.
In the following, we explore the reasons behind the
impact of change in the density of connections in the
second layer on the cluster synchronizability of first layer
at strong couplings by using a simple case. The difference
variable, of two nodes in the first layer at ε = 1, can be
written as,
x1i (t+ 1)− x
1
j (t+ 1) =
1
k1i + 1
(
N∑
j=1
(A1ijf(x
1
i (t)))) −
1
k1j + 1
(A1jif(x
1
j(t))) + (
1
k1i + 1
f(x2i (t)−
1
k1j + 1
f(x2j(t)))),
(2)
where superscripts 1 and 2 stand for the first and second
layer respectively. If global synchronization is achieved
in the second layer, due to its denseness, in the above
variable the coupling term having contribution from the
second layer will get cancel out provided these pair of
nodes have same degree (ki = kj). Consequently the syn-
5chronization between two nodes will depend only on the
properties of isolated network. For example, the sparse 1-
d lattice upon multiplexing with dense random networks
exhibits no cluster synchronization as observed for the
isolated network (Fig. 2(a)).
Furthermore, we study the change in the mechanism
behind the cluster formation due to multiplexing. At
weak couplings, the D synchronization remains the prime
mechanism behind the cluster formation after multiplex-
ing (Fig. 3(a)) as observed for the isolated networks [20],
while at the intermediate and strong couplings the con-
nection density of the second layer plays an important
role. In this coupling regime, multiplexing with the
sparse networks leads to a change in the mechanism of
cluster synchronization(Fig. 3(b) and Fig. 4), whereas
upon multiplexing with the dense networks though there
is a suppression in cluster synchronization but the mecha-
nism behind cluster formation remains same (Fig. 3(b)).
In order to understand this impact of the multiplexing
on the mechanism of the cluster formation, we investi-
gate cluster synchronizability of a three nodes network.
We find that the synchronization among the nodes in
the same layer is suppressed due to an enhancement in
the synchronization between the nodes of the different
layers. What follows that the suppression in the SO syn-
chronization at the strong couplings occurs due to the
synchronization between nodes which are counter part
of each other in different layers, whereas the D synchro-
nization between a pair of node remains unaffected due
to the same coupling environment they receive. As in
Fig. 7(a), occurrence of synchronization between node 2
in first layer with its counter part in the second layer sup-
presses the synchronization between nodes 2, 3 and 2, 1
while the nodes 1 and 3 remain synchronized as these
nodes still receive a common coupling from node 2.
To conclude, we have studied the impact of multiplex-
ing on the cluster synchronizability and mechanism be-
hind the synchronization of a layer in the simplest mul-
tiplex network consisting of a network. We find that
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FIG. 6: Node versus node diagram (a) for the isolated SF
network with N = 100 and 〈k2〉 = 2, (b), (c), (d), (e) and
(f) after multiplexing with a layer represented by ER random
network with k2〉 = 4, 6, 8, 10, 16 respectively at ε = 0.8.
FIG. 7: Schematic diagrams depicting a multiplex network
with three nodes in each layer. (a) formation of D cluster
(nodes within the circle) when node 2 is synchronized with
its counter part (denoted with same shade (color), (b) com-
plete suppression in synchronization due to synchronization
between the all the nodes (denoted with their counter parts
(color)).
at weak couplings, the multiplexing enhances the clus-
ter synchronizability, while at the strong couplings this
enhancement depends on the architecture as well as the
connection density of the another layer. The cluster syn-
chronizability of a layer is enhanced when another layer
has a moderate connection density. Moreover, multiplex-
ing favors to the enhancement in the cluster synchroniza-
tion when one of the layer is random and another is reg-
ular. The enhancement in the cluster synchronization
is also associated with the change in the mechanism of
the cluster formation. The multiplexing primarily influ-
6ences the synchronization between the nodes which are
directly connected while leaving the synchronization be-
tween other pairs of nodes unaffected.
Our work demonstrates that in a multiplex network,
the activity in a layer (sub-network) is significantly influ-
enced by the structural properties of another layer (sub-
network). If connection density in one layer increases
above a certain limit, it may spoil the synchronization in
the another layer. The results presented here, about dy-
namical behavior of multiplex networks, may provide a
guidance for the construction of a better model networks
with multiplex architecture, such as the airport networks
composing different airline companies [24].
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