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Abstract
In this paper, we propose an efficient iteration algorithm for Fredholm integral equations of the second kind. We show that for
every step of iteration the coefficient matrix of the linear system to be inverted remains the same as in the original approximation
methods, while we obtain the superconvergence rates for every step of iteration. We apply our iteration methods to various
approximation methods such as degenerate kernel methods, Galerkin, collocation and new projection methods. We illustrate our
results by numerical experiments.
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1. Introduction
In this paper we consider the numerical solution of an integral equation of the second kind
u −Ku = f, (1.1)
where K is a compact linear operator on a Banach space X with norm ‖ · ‖, and f ∈ X is a given function and u
an unknown function belonging to X. The corresponding homogeneous equation is assumed to have no non-trivial
solution in X.
The Galerkin and collocation methods are the well-established numerical methods for the approximate solution
of (1.1) (see [1,7]). It has been shown by Sloan in [15] that the iterated Galerkin and iterated collocation methods
provide, in general, more accurate approximations to the solution u than the Galerkin and collocation approximations.
This iterated technique was also extended to Petrov–Galerkin methods, discrete Petrov–Galerkin methods, degenerate
kernel methods and new projection methods (see [3,4,8,10,12,13]). Iterated Galerkin and iterated collocation methods
for the Hammerstein equations were extended by Kaneko and Xu in [11].
Unfortunately, the iteration method described by Sloan [10,15] does not lead to further improvement if it is iterated
the second time. The computation of a sufficiently accurate solution may require the use of much finer partition of
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the domain and may thus involve the solution of a correspondingly large linear system. On the other hand, it is well
known that the coefficient matrix of an integral equation is dense, and it requires heavy work to generate the coefficient
matrix if the partition is much finer (see [5,6]). A reiterated Galerkin method was introduced by Porter and Stirling
and improved error bounds obtained for every Sloan iteration (see [14]). However, their method is not suitable to
interpolatory projection methods, such as collocation methods, which are more popular in engineering computation.
In this paper we develop iteration algorithms for the Eq. (1.1) with less additional computational efforts for each
step of iteration. We show that for every step of iteration the coefficient matrix of the linear system to be inverted
remains the same as that in the original approximation method while we can obtain the superconvergence rates for
every step of iteration. We show that the additional orders of convergence for every step of iteration are of the order
(h4r ) in the new projection method and (h2r ) in Galerkin, collocation and degenerate kernel methods, where h is the
norm of the partition and r is the order of the piecewise polynomials used in the approximation.
We organize the paper as follows: In Section 2, we develop iteration algorithms for the Eq. (1.1) and we give
convergence analysis for our iteration algorithms. We apply these iteration methods in Section 3 to four different
approximation methods, which are new projection methods, Galerkin methods, collocation methods and degenerate
kernel methods, and exhibit our proposed iteration methods having higher rates of convergence. In Section 4, we
present numerical examples which illustrate our methods and confirm the theoretical results obtained in Sections 2
and 3.
2. Iteration methods
In this section we develop iteration algorithms for numerical solutions of integral equations of the second kind
(1.1) and provide the convergence analysis for our proposed iteration algorithms.
Let X be a Banach space with norm ‖ · ‖. Assume K is a compact linear operator on X, and I the identity operator
on X. We are interested in the numerical solution of the Fredholm integral equation of the second kind
(I −K)u = f. (2.1)
We assume that for any f ∈ X, Eq. (2.1) is uniquely solvable in X. We let {Xn : n ∈ N} be a sequence of
finite-dimensional subspaces of X. Assume Kn : X → X be bounded linear operators which are norm convergent
‖Kn − K‖ → 0 as n → ∞, and Pn : X → Xn be a sequence of bounded linear projection operators satisfying
‖Pnu−u‖ → 0 as n →∞ for all u ∈ X. We can classify the approximation method for (2.1) into two approximation
schemes, that is, seeking un, u˜n ∈ X such that
(Scheme I) un −Knun = f, (2.2)
u˜n = Kun + f, (2.3)
and seeking un ∈ Xn and u˜n ∈ X such that
(Scheme II) un − PnKun = Pn f. (2.4)
u˜n = Kun + f, (2.5)
where iterated approximation solution u˜n is usually called Sloan iterated solution (see [15]). By assumptions, we
conclude that both approximation schemes are uniquely solvable, (I−PnK)−1 and (I−Kn)−1 exist and are uniformly
bounded for sufficiently large n.
We remark that iterated degenerate kernel methods, new projection methods belong to Scheme I, while Galerkin,
Petrov–Galerkin and collocation methods belong to Scheme II. When un ∈ Xn , Kn = PnK and f ∈ Xn in Scheme I,
Scheme II coincides with Scheme I.
It is clear that under suitable conditions the iteration scheme (2.3) and (2.5) exhibit global superconvergence, that
is, it can converge more rapidly than the rate achieved by the approximation scheme (2.2) and (2.4) (see [10,15]). In
order to get much higher rate of convergence, we propose an efficient iteration algorithm having much higher order of
convergence, while we need less additional computational efforts for the implementation.
Iteration Algorithm: Set u(0)n := u˜n , for k = 0, 1, . . .,
Step 1 u˜(k)n := Ku(k)n + f ;
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Step 2 u˜(k)n := Ku˜(k)n + f ;
Step 3 g(k)n := u˜(k)n − u˜(k)n ;
Step 4 (For Scheme I) seeking a unknown function e(k)n by solving the equation
(I −Kn)e(k)n = g(k)n ;
(For Scheme II) seeking a unknown function e(k)n by solving the equation
(I − PnK)e(k)n = Png(k)n ;
Step 5 u(k+1)n := Ke(k)n + u˜(k)n .
From the above algorithm, we see that the main additional computational effort is to solve a linear system in Step 4
for every step of iteration. Since the coefficient matrix in Step 4 is the same as in the Eq. (2.2) for Scheme I and (2.4)
for Scheme II, it becomes very simple once we have solved the approximation schemes (2.2) or (2.4).
In the following convergence analysis, we show that the approximation solutions u(k+1)n obtained from our iteration
algorithms exhibit superconvergence to u than u˜n for k = 0, 1, . . ..
1. Convergence analysis for Scheme I. Note that iteration algorithm for Scheme I is equivalent to the following
iteration:
Set u(0)n := u˜n for k = 0, 1, 2, . . . .;
u(k+1)n = K(I −Kn)−1[( f +K(Ku(k)n + f ))− (Ku(k)n + f )] + [ f +K(Ku(k)n + f )]. (2.6)
Using (2.2) and (2.3), we obtain u˜n = Kun + f = K(I −Kn)−1 f + f . With this and (2.6), we obtain
u(k+1)n = [K(I −Kn)−1 f + f ] +K(I −Kn)−1(K −Kn)(Ku(k)n + f )
= u˜n +4u(k)n , (2.7)
where 4u(k)n := K(I −Kn)−1(K −Kn)(Ku(k)n + f ).
On the other hand, from (2.1) and (2.2), we have
u = un + (I −Kn)−1(K −Kn)u. (2.8)
Using (2.8) and u = f +Ku, we obtain
u = f +K[un + (I −Kn)−1(K −Kn)(Ku + f )]
= u˜n +4u, (2.9)
where 4u := K(I −Kn)−1(K −Kn)(Ku + f ).
In the next theorem we provide the convergence analysis of iteration algorithms for Scheme I.
Theorem 2.1. Assume that u be the unique solution of (2.1) and the Eq. (2.2) be uniquely solvable. Let u(0)n = u˜n be
the Sloan iterated solution defined by (2.3) and u(k+1)n be the approximation solution defined by iteration algorithms
for Scheme I . Then there exists a constant C independent of n, such that for k = 0, 1, . . .,
‖u − u(k+1)n ‖ ≤ Ck+1max
{
‖K(K −Kn)K‖k+1, ‖Kn(K −Kn)K‖k+1
}
‖u − u˜n‖. (2.10)
Proof. From (2.7) and (2.9), we have
u − u(k+1)n = 4u −4u(k)n = K(I −Kn)−1(K −Kn)K(u − u(k)n ). (2.11)
Hence, we have the estimate
‖u − u(k+1)n ‖ ≤ ‖K(I −Kn)−1(K −Kn)K‖‖u − u(k)n ‖. (2.12)
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By using the identity
K(I −Kn)−1(K −Kn)K = K(K −Kn)K +K(I −Kn)−1Kn(K −Kn)K,
we have
‖u − u(k+1)n ‖ ≤ (1+ ‖K(I −Kn)−1‖)max {‖K(K −Kn)K‖, ‖Kn(K −Kn)K‖} ‖u − u(k)n ‖
≤ (1+ ‖K(I −Kn)−1‖)k+1
× max
{
‖K(K −Kn)K‖k+1, ‖Kn(K −Kn)K‖k+1
}
‖u − u(0)n ‖. (2.13)
Noting that (I −Kn)−1 is uniformly bounded, there exists a positive constant C independent of n, such that
1+ ‖K(I −Kn)−1‖ ≤ C. (2.14)
This with (2.13) and (2.14) reach the proof. 
Remark. From Theorem 2.1, we conclude that for every step of iteration, approximation solution u(k+1)n converge
to u faster than the Sloan iteration solution u˜n as n → ∞, since ‖K(K − Kn)K‖k+1 and ‖Kn(K − Kn)K‖k+1 both
converge to zero as n →∞, for k = 0, 1, . . ..
Corollary 2.2. Under the conditions of Theorem 2.1, there exists a constant C independent of n, such that for
k = 0, 1, . . .,
‖u − u(k+1)n ‖ ≤ Ck+2max
{
‖K(K −Kn)K‖k+1, ‖Kn(K −Kn)K‖k+1
}
× max {‖K(K −Kn)u‖, ‖Kn(K −Kn)u‖} . (2.15)
Proof. Using (2.9) and (I −Kn)−1 = I + (I −Kn)−1Kn , we have
‖u − u(0)n ‖ = ‖K(I −Kn)−1(K −Kn)u‖
= ‖K(K −Kn)u +K(I −Kn)−1Kn(K −Kn)u‖
≤ (1+ ‖K(I −Kn)−1‖)max {‖K(K −Kn)u‖, ‖Kn(K −Kn)u‖} . (2.16)
This with (2.10) and (2.14) reach the proof. 
2. Convergence analysis for Scheme II. Note that iteration algorithm for Scheme II is equivalent to the following
iteration:
Set u(0)n := u˜n for k = 0, 1, 2, . . . .,
u(k+1)n = (I −KPn)−1[( f +K( f +Ku(k)n ))− ( f +Ku(k)n )] + [Ku(k)n + f ]. (2.17)
From (2.4) and (2.5), we obtain u˜n −KPn u˜n = f , which can be rewritten as
u˜n = (I −KPn)−1 f. (2.18)
Using (2.18), we can rewrite (2.17) as
u(k+1)n = (I −KPn)−1[(K −KPn)(Ku(k)n + f )+ f ]
= u˜n + (I −KPn)−1(K −KPn)(Ku(k)n + f ). (2.19)
On the other hand, from (2.1) and (2.18), we have
u = u˜n + (I −K)−1 f − (I −KPn)−1 f
= u˜n + (I −KPn)−1K(I − Pn)u (2.20)
= u˜n + (I −KPn)−1(K −KPn)(Ku + f ). (2.21)
In the following theorem we provide the convergence analysis of iteration algorithms for Scheme II.
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Theorem 2.3. Assume that u be the unique solution of (2.1) and the Eq. (2.4) be uniquely solvable. Let u(0)n = u˜n be
the Sloan iterated solution defined by (2.5) and u(k+1)n be the approximation solution defined by iteration algorithms
for Scheme II . Then there exists a constant C independent of n, such that for k = 0, 1, . . .,
‖u − u(k+1)n ‖ ≤ Ck+1‖K(I − Pn)K‖k+1‖u − u˜n‖. (2.22)
Proof. By (2.19) and (2.21), there holds
u − u(k+1)n = (I −KPn)−1(K −KPn)K(u − u(k)n ). (2.23)
Therefore, we obtain the estimate
‖u − u(k+1)n ‖ ≤ ‖(I −KPn)−1‖‖(K −KPn)K‖‖u − u(k)n ‖
≤ ‖(I −KPn)−1‖k+1‖(K −KPn)K‖k+1‖u − u(0)n ‖. (2.24)
Noting that (I − PnK)−1 is uniformly bounded and (I − KPn)−1 = I + K(I − PnK)−1Pn , then there exists a
constant C > 0 independent of n such that
‖(I −KPn)−1‖ ≤ C. (2.25)
This with (2.24) reach the proof. 
Remark. Note that ‖K(I − Pn)K‖ → 0 as n → ∞ for compact operator K, as ‖Pnu − u‖ → 0 as n → ∞ for
all u ∈ X. Hence from Theorem 2.3, we see that for each step of iteration, approximation solution u(k+1)n converges
to u faster than the Sloan iteration solution u˜n as n → ∞. This property also implies that our iteration methods are
also feasible not only for orthogonal projection methods but also interpolatory projection methods, such as collocation
methods.
Corollary 2.4. Under the conditions of Theorem 2.3, there exists a constant C independent of n, such that for
k = 0, 1, . . ., there holds
‖u − u(k+1)n ‖ ≤ Ck+2‖K(I − Pn)K‖k+1‖K(I − Pn)u‖. (2.26)
Proof. Using (2.20) we have
‖u − u˜n‖ ≤ ‖(I −KPn)−1‖ ‖(KPn −K)u‖ . (2.27)
This with (2.22) and (2.25) reach the proof. 
3. Applications and superconvergence
In this section, we apply our iteration algorithms for Scheme I to new projection methods, degenerated kernel
methods and for Scheme II to Galerkin methods, collocation methods, and show that our iteration algorithms have
higher order of superconvergence.
Let X = L2[0, 1] or X = L∞[0, 1]. We consider the following Fredholm integral equations of the second kind
u −Ku = f, (3.1)
where K is a compact linear integral operator defined by Ku(s) = ∫ 10 K (s, t)u(t)dt, s ∈ [0, 1]. Assume we are given
the partition
Πn : 0 = x0 < x1 < · · · < xn = 1
of [0, 1] and let h = maxi∈Nn {hi := xi − xi−1}, Nn := {1, 2, . . . , n}. We assume that h → 0 as n → ∞. With a
positive integer r and an integer ν satisfying −1 ≤ ν ≤ r − 2, we let Xn := Sνr,n denote the space of splines of order
r and continuity ν. That is, a function φn ∈ Sνr,n if and only if φn is a piecewise polynomial of degree r − 1 with
breakpoints at x1, . . . , xn−1 and with ν continuous derivatives, −1 ≤ ν ≤ r − 2. If ν = −1, there is no continuity
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requirement at the knots, in which case we arbitrarily take φn to be left continuous at x1, . . . , xn and right continuous
at x0.
Case I: For orthogonal projection, we letX = L2[0, 1] and PGn denote the orthogonal projection from L2[0, 1] onto
Xn , and suppose that there exists a constant C such that ‖PGn ‖L∞→L∞ ≤ C . From [2], we see that for u ∈ Cr [0, 1],
‖(I − PGn )u‖∞ ≤ C‖u(r)‖∞hr . (3.2)
Case II: For interpolatory projection, we let X = L∞[0, 1] and PCn denote the interpolatory projection from
L∞[0, 1] onto Xn , where we choose Xn = S−1r,n , the space of all piecewise polynomials of order r with breakpoints
at x1, . . . , xn−1. We suppose {τi j : 1 ≤ i ≤ n, 1 ≤ j ≤ r} be the zeros of Gauss–Legendre polynomial of order r in
[0, 1], and let (PCn u)(τi j ) = u(τi j ), 1 ≤ i ≤ n, 1 ≤ j ≤ r . From [2], we see that for u ∈ Cr [0, 1], there exists a
positive constant C ′ independent of n, such that
‖(I − PCn )u‖∞ ≤ C ′‖u(r)‖∞hr . (3.3)
First we consider the new projection methods.
To this end, we denote Pn to be either orthogonal projection PGn or interpolatory projection PCn defined as above
and let Kn be the new projection operator, which is defined by
Kn = PnKPn + PnK(I − Pn)+ (I − Pn)KPn . (3.4)
It is clear that ‖K −Kn‖ → 0 as n →∞, which ensures that Eq. (2.2) has a unique solution (see [8,13]).
We quote the following proposition from [8,13].
Proposition 3.1. Let Pn : X → Xn be either orthogonal projection PGn or interpolatory projection PCn and Kn be
the corresponding new projection operator defined by (3.4). For orthogonal projection, we assume that u ∈ Cr [0, 1]
and kernel function K (·, ·) ∈ Cr ([0, 1] × [0, 1]) and for the interpolatory projection, we assume that u ∈ C2r [0, 1]
and kernel function K (·, ·) ∈ C2r ([0, 1] × [0, 1]). Then we have
‖K(K −Kn)u‖∞ = O(h4r ), ‖Kn(K −Kn)u‖∞ = O(h4r ), (3.5)
‖K(K −Kn)K‖ = O(h4r ), ‖Kn(K −Kn)K‖ = O(h4r ). (3.6)
Theorem 3.2. Assume that (I − K)−1 exists on X and the conditions of Proposition 3.1 hold. Let u(k)n be the
approximation solution defined for the iteration algorithm for Scheme I . Then for k = 0, 1, 2, . . ., there exists a
positive constant C independent of n such that
‖u − u(k)n ‖∞ ≤ Ch4r(k+1). (3.7)
Proof. Using Proposition 3.1 and Corollary 2.2, we obtain the desired result. 
Now we apply iteration algorithms for Scheme II to iterated Galerkin and iterated collocation methods.
In the following part of this section, we set K (l,0)(s, t) = ∂lK (s,t)
∂sl , s, t ∈ [0, 1] for some positive integer l, and
define Wmp [0, 1], for 1 ≤ p ≤ ∞ and m a non-negative integer, to be the Sobolev space of functions g such that
g(k) ∈ L p[0, 1], for k = 0, . . . ,m, where g(k) is the kth distributional derivative of g.
Proposition 3.3. Let Pn : X → Xn be either the orthogonal projection PGn or the interpolatory projection PCn . For
Galerkin method, suppose u ∈ W rp[0, 1] and K (·, ·) ∈ Cr [0, 1]×W rq [0, 1], where p and q are conjugate indices. For
collocation method, suppose u ∈ W 2r1 [0, 1] and K (·, ·) ∈ C2r [0, 1] ×W r1 [0, 1]. Then we have
‖K(I − Pn)u‖∞ = O(h2r ), (3.8)
‖K(I − Pn)K‖ = O(h2r ). (3.9)
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Proof. We know from Graham, Joe and Sloan (see [10]) that
‖K(I − Pn)u‖∞ ≤ ch2r‖u(`)‖∞, (3.10)
where ` = r in Galerkin method and ` = 2r in collocation method. Hence the first estimate (3.8) follows. Now
replacing u by Ku in the above estimate and using the fact that ‖(Ku)(`)‖∞ ≤ ‖K (`,0)‖∞‖u‖∞, we obtain the second
estimate (3.9). 
Theorem 3.4. Assume that conditions of Proposition 3.3 hold and Eq. (2.1) and (2.4) are uniquely solvable. Let u(k)
be the approximation solution defined by the iteration algorithm for Scheme II . Then for k = 0, 1, . . ., there exists a
positive constant C independent of n such that
‖u − u(k)n ‖∞ ≤ Ch2r(k+1). (3.11)
Proof. Using Proposition 3.3 and Corollary 2.4, we obtain the desired result. 
Next we apply our iteration algorithms for Scheme I to degenerate kernel methods.
As in Case II described above, we let X = L∞[0, 1], Xn = S−1r,n and the set {τi j : 1 ≤ i ≤ n, 1 ≤ j ≤ r} be
the zeros of Gauss–Legendre polynomial of degree r − 1 in [0,1]. Let Xn = span{ψi j : i ∈ Nn, j ∈ Nr } such that
ψi j (τi ′ j ′) = δi i ′δ j j ′ , for i, i ′ ∈ Nn, j, j ′ ∈ Nr . Let Xn ⊗ Xn be the tensor product of the space Xn . We introduce
interpolatory operator PDn : C([0, 1] × [0, 1])→ Xn ⊗ Xn defined as in [11] by
PDn K (s, t) = Kn(s, t), (3.12)
where Kn(s, t) is the degenerate kernel as
Kn(s, t) =
n∑
i=1
r∑
j=1
n∑
i ′=1
r∑
j ′=1
K (τi j , τi ′ j ′)ψi j (s)ψi ′ j ′(t).
With this interpolatory operator PDn , we can define corresponding degenerate kernel operator Kn : X→ X by
Knx(s) =
∫ 1
0
Kn(s, t)u(t)dt. (3.13)
It is known that ‖K − Kn‖ = max0≤s≤1
∫ 1
0 |K (s, t) − Kn(s, t)|dt → 0, as n → ∞, which leads to the approximate
operator Eq. (2.2) having a unique solution (see [11]).
Proposition 3.5. Let Kn be the degenerate kernel operator defined as (3.13) and suppose that u ∈ W 2r1 [0, 1] and the
kernel K (·, ·) ∈ W 2r1 ([0, 1] × [0, 1]). Then we have
‖K(K −Kn)u‖∞ = O(h2r ), (3.14)
‖Kn(K −Kn)u‖∞ = O(h2r ), (3.15)
‖K(K −Kn)K‖ = O(h2r ), (3.16)
‖Kn(K −Kn)K‖ = O(h2r ). (3.17)
Proof. We can find the proof of the estimate (3.14) in [11]. Now replacing u by Ku in the estimate (3.14) and using
the fact that ‖(Ku)(2r)‖∞ ≤ ‖K (2r,0)‖∞‖u‖∞, we obtain the third estimate (3.16). Since
‖Kn(K −Kn)u‖∞ = ‖K −Kn‖2‖u‖∞ + ‖K(K −Kn)u‖∞, (3.18)
the estimate (3.17) follows using the error bound (3.14) and using the following estimate that ‖K − Kn‖ = O(hr )
(see [9,11]). Now replacing u by Ku in the Eq. (3.18) and using the proof of the estimate (3.16), we conclude the
result (3.17). Hence the proposition. 
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Table 1
Iterative Galerkin method
n ‖u − u(0)n ‖∞ ‖u − u(1)n ‖∞ ‖u − u(2)n ‖∞ α0 α1 α2
2 1.411382e−02 1.467063e−04 1.524942e−06 – – –
4 3.533911e−03 9.197522e−06 2.393791e−08 1.99777 3.99554 5.99331
8 8.836626e−04 5.750857e−07 3.742555e−10 1.99969 3.99939 5.99912
16 2.207754e−04 3.589722e−08 5.845324e−12 2.00091 4.00183 6.00059
Table 2
Iterative collocation methods
n ‖u − u(0)n ‖∞ ‖u − u(1)n ‖∞ ‖u − u(2)n ‖∞ α0 α1 α2
2 7.057102e−03 3.667858e−05 1.906332e−07 – – –
4 1.766958e−03 2.299388e−06 2.992259e−09 1.99780 3.99561 5.99342
8 4.418313e−04 1.437714e−07 4.679479e−11 1.99970 3.99940 5.99874
16 1.103877e−04 8.974302e−09 7.309708e−13 2.00091 4.00183 6.00039
Theorem 3.6. Assume (I−K)−1 exists onX and the conditions of Proposition 3.5 hold. Let u(k)n be the approximation
solution from the iteration algorithm for Scheme I . Then for k = 0, 1, 2, . . ., there exists a positive constant C
independent of n such that
‖u − u(k)n ‖∞ ≤ Ch2r(k+1). (3.19)
Proof. Using Proposition 3.5 and Corollary 2.2, we obtain the desired result. 
4. Numerical results
We consider Fredholm integral equations of the second kind
u(s)−Ku(s) = f (s), s ∈ [0, 1],
where Ku(s) = ∫ 10 K (s, t)u(t)dt, s ∈ [0, 1] with K (s, t) = −es−t and f (s) is chosen such that its exact solution
u(s) = es2 .
Let Xn be the space of piecewise constant functions (r = 1) with respect to the uniform partition of [0, 1]:
0 <
1
n
<
2
n
< · · · < n − 1
n
< 1,
here h = 1n . For the collocation, degenerate kernel and new projection methods, we choose nr Gauss points
ti = 2i−12n , i = 1, . . . , n as interpolatory points on [0, 1].
In actual computations, the integral operator K is replaced by an approximation operator K˜m given by
(K˜mu)(s) =
m∑
j=1
w jK (s, s j )u(s j ), s ∈ [0, 1], (4.20)
where m >> n is fixed, for example m = 512, and quadrature points s j = 2 j−12m , j = 1, . . . ,m and the weights
w j = 1m .
For all the methods we define
‖u − u(k)n ‖∞ = O(hα(k)), for k = 0, 1, 2.
For n = 2, 4, 8, 16, by using two successive values of n, we compute the corresponding rates α(k) which are listed in
Tables 1 and 2.
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Table 3
Iterative degenerate kernel methods
n ‖u − u(0)n ‖∞ ‖u − u(1)n ‖∞ ‖u − u(2)n ‖∞ α0 α1 α2
2 2.852414e−02 5.992180e−04 1.258801e−05 – – –
4 7.086265e−03 3.698234e−05 1.930062e−07 2.00908 4.01817 6.02725
8 1.768476e−03 2.303340e−06 2.999962e−09 2.00251 4.00503 6.00755
16 4.416226e−04 1.436356e−07 4.670774e−11 2.00162 4.00324 6.00513
Table 4
Iterative new projection methods
n ‖u − u(0)n ‖∞ ‖u − u(1)n ‖∞ α0 α1
2 7.336850e−05 3.963820e−09 – –
4 4.600025e−06 1.558775e−11 3.99544 7.99033
8 2.877268e−07 6.949996e−14 3.99887 7.80918
From Theorem 3.4, we expect the α0, α1, α2 of iterative Galerkin methods and iterative collocation methods to be
2, 4, 6 respectively.
From Theorem 3.6, we expect the α0, α1, α2 of iterative degenerate kernel methods to be 2, 4, 6 respectively.
From Theorem 3.2, we expect the α0, α1 of iterative new projection methods to be 4, 8 respectively.
From the numerical results of Tables 1–4, we conclude that the order of approximation agrees with our theoretical
estimate.
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