The proliferation of online information resources increases the importance of effective and efficient distributed searching. Distributed searching is cast in three parts -database selection, query processing, and results merging. In this paper we examine the effect of database selection on retrieval performance. We look at retrieval performance in three different distributed retrieval testbeds and d~still some general results. First we find that good database selection can result in better retrieval effectiveness than can be achieved in a centralized database. Second we find that good performance can be achieved when only a few sites are selected and that the performance generally increases as more sites are selected. Finally we find that when database selection is employed, it is not necessary to maintain collection wide information (CWI), e.g. global idf. Local information can be used to achieve superior performance. This means that distributed systems can be engineered with more autonomy and less cooperation. This work suggests that improvements in database selection can lead to broader improvements in retrieval performance, even in centralized (i.e. single database) systems. Given a centralized database and a good selection mechanism, retrieval performance can be improved by decomposing that database conceptually and employing a selection step.
Introduction
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they focused on document collections created by clustering documents. They achieved good results with this clustering approach; however, clustering requires the cooperation of the sites being searched. We believe that the potential exists to exceed centralized retrieval performance while maintaining search efficiency even in distributed environments where clustering is not possible or where the composition of document collections is imposed by the owning organization and is outside our control. Document collections may be decomposed according to many different criteria, for example, according to publication source, publication date, or to equalize database raze. We will need to engineer retrieval systems that are robust to such decompositions. Accordingly, we need to know how various algorithms behave in such environments. In this paper we report on experiments conducted using three different organizations of documents and examine retrieval performance in each environment.
Our goal for this paper is to investigate the following general questions. For different distributed organizations of documents, how does document retrieval performance compare to centralized performance? What is the overall impact of selecting more or fewer databases to search? What is the impact on document retrieval of disseminating collection information among the databases?
Distributed Retrieval, Database Selection and Resuits Merging
Distributed information retrieval consists of three major steps. First, given a set of databases that may be searched, the database selection step chooses the databases to which queries will be sent. Next, the query is processed at the selected databases, producing a set of individual result-lists. Finally, those result-lists are merged into a single list of documents to be presented to a user. A number of different approaches for database or collection selection have been proposed and individually evaluated [4, 10, 11, 12, 13, 15, 17, 22, 25] . Three of these approaches, CORI [4] , CW [25] and gGIOSS [ll, 12] were evaluated in a common environment by French, et aL [3, 7, 8] , who found that there was significant room for improvement in all approaches, especially when very few databases were selected.
There has also been attention on results merging or collection fusion. Fox, et al. [6] studied the impact of combining the results of multiple query formulations. Belkin, et al. [2] examined both combining the results of multiple query formulations and combining retrieval results obtained from multiple retrieval systems. Voorhees, et al. [20, 21] proposed a merging approach in which the number of documents retrieved from a database was based on the estimated usefulness of that database. Those documents were then merged using a probabilistic approach. Yager and Rybalov [24] considered the merging prob-lem as stated by Voorhees, et al. but enumerated several deterministic merging approaches as an alternative to the original probabilistic approach. Other research efforts have compared multiple merging approaches. Callan, et al. [4] considered four different merging approaches in their distributed searching experiments. Craswell, et al. [5] proposed two new merging techniques and compared their performance to other published techniques.
In addition to studies of database selection and results merging approaches, there have been broader examinations with the goal of improving distributed retrieval performance. Xu and Callan [22] showed that poor database selection performance hindered distributed retrieval performance, and investigated the use of query expansion and phrases in database selection. Viles and French [9, 19] showed that dissemination of collection information increased retrieval effectiveness. Xu and Croft [23] explored cluster-based language models, investigating different ways to construct database selection indexes.
Research Questions
In Section 1, we discussed general questions that prompted this investigation. Here, we state these questions as three hypotheses to clarify the problem.
Hypothesis 1: When very good database selection is employed, distributed retrieval can outperform centralized retrieval in a variety of environments.
Hypothesis 2:
It is possible to achieve good document retrieval performance when few databases are selected; however, increasing the number of databases selected will improve performance.
Hypothesis 3:
In a distributed environment, the use of collection wide information (CWl) will improve document retrieval performance.
The first hypothesis requires some clarification. We are interested in determining if the use of very good database selection can enable distributed retrieval to outperform centrai~zed retrieval in distributed environments where documents may not have been organized to enhance retrieval. For example, the documents may be organized chronologically or to equalize the size of databases.
Experimental Methodology
In the experiments reported here, we examined retrieval performance in both centralized and distributed environments using three different testbeds. We varied the.database selection approach, the number of databases searched and the resultsmerging approach.
We evaluated the impact that these variations had on the final document retrieval results. We searched the highest-ranked databases, merged the returned results, then evaluated the quality of the merged list of documents. Descriptions of the testbeds, details of the selection and merging approaches, and a more detailed description of the evaluation approach are given below.
This work differs from previous research in distributed retrieval in several ways. First, we utilized multiple testbeds with different distributions of relevant documents for our experiments. Second, whereas other efforts have fixed the number of databases selected [3, 22, 23] , we study the impact of selecting more or fewer databases. We also consider the combination of both database selection and the dissemination of collectionwide information. Viles and French [19, 9] studied the use of CWI in a distributed environment in which database selection was not used, while Xu and Croft used CWI for all experaments reported in [23] .
Testbeds
We used three different document testbeds in our experiments. All three testbeds are based upon 3 gigabytes of data available to participants in the TREC-4 [14] experiments 1. The data is spread over several years and comes from seven (7) primary sources: AP Newswire (AP), Wall Street Journal (WSJ), Computer Select (ZIFF), the Patent Office (PAT), San Jose Mercury News (SJMN), Federal Register (FR), and Department of Energy (DOE). The three testbeds were constructed by organizing these documents into databases using the following constraints. exactly the same documents as SYM-236; however, the documents are organized into databases differently. The documents were organized into databases containing roughly 2,900 documents each, ordered as they appeared on the TREC CDs, and with the restrictton that all of the documents in a database were from the same primary source. This testbed also contains 236 databases.
UBC-IO0

SYM-236
and UDC-236 have been used in evaluations of database selection algorithms [3, 7, 8] . UBC-IO0 was used to study the scalability of CORI database selection [7] . General characteristics of the testbeds appear in Table 2 . This table shows both features of the testbeds and the effects of particular constraints m testbed creation. The UBC-IO0 and UDC-236 testbeds are constructed to contain databases of approximately 30 MB and databases of approximately 2,900 documents, respectively. Depending on individual document size, fixing one of these values can still result in variability in the other. Because there was a temporal component, there was more variability in the sizes of the SYM-236 databases. For example, there were generally few Patent Office documents in a given month, but there were often many articles from the AP Newswire.
These three testbeds represent three convenient ways to organize documents into databases or to partition a large database into several smaller ones. Xu and Croft [23, p. 256 ] expressed concern that the distribution of relevant documents in database decompositions such as these may adversely affect the efficiency or effectiveness of distributed retrieval. We discuss this issue in Section 6 and summarize the distribution of relevant documents in the UBC-IO0, SYM-236, and UDC-236 testbeds in Table 6 .
Queries
The TREC data includes a set of fielded topics, each of which is a statement of information need. The fields of each topic are different ways of expressing the information need, for example, x Complete maps showing the placement of documents in databases are avaalable. The UBC-IO0 map, labelled trec123-100-bysource-callan99.v2a, can be found at http://www.cs.cmu.edu/-callan/DataL The SYM-236 and UDC-236 maps, labelled trec123-236-by_source-by_month and tree123-236-eq.doc_counts respectively, can be found at http://www.cs.virginia edu/~yberia/testbed.html.
the Title field contains a very brief description of the information need, while the Concepts field contains words, phrases and proper nouns that might occur in relevant documents. We used the Title field of TREC topics 51-150 to construct a set of short queries, and the Concepts field of the same topics to construct a corresponding set of longer queries. Topics 51-150 were chosen because relevance judgements for those topics were available for all portions of the TREC-4 data (see Table 4 in [8] for an illustration of topic coverage).
Selection Methodology
We employed two different database selection approaches in our experiments--we chose one achievable approach as a realistic case and one very good, but as yet unachievable approach as a best-case scenario. A comparison of different existing database selection algorithms [3, 7] showed that the CORI [4] approach outperformed both CVV [25] and gGIOSS [11, 12] . As a result, we chose CORI as our achievable database selection approach. As our best-case approach, we chose the RBR baseline that was used to evaluate the different database selection approaches in French, et al. [7] .
COR! -Given a set of databases to search, the CORI approach creates a database selection index in which each database is represented by its terms and their document frequencies df.
Databases are ranked for a query q by a variant of the Inquery document ranking algorithm. The belief in a database depends upon the query structure, but is usually just the average of the values for each query term [4] .
RBR -
The RBR database rankings were produced using the relevance judgements supplied with the TREC data. Given a TREC query and a set of databases to search, the databases are simply ordered by the number of relevant documents they contain for a query.
In these experiments, we used RBR as an oracle for selection; RBR provides the best database ordenng that is possible given only knowledge of where the relevant documents for a query are located. It has no knowledge of document ranking or merging. As a result, there may be situations for which a different ordering of databases produces a better overall document retrieval performance than RBR.
Query Processing
In all scenarios and all experiments, query processing at the databases is performed using Inquery [1]. We used unstructured queries and retrieved 100 documents from each database.
Merging
We used two different merging approaches in these experiments. The first approach was a simple raw-score merge. When collection-wide information (CWI) is used in a distributed environment, the document scores from different databases are comparable and a raw-score merge is feasible.
Our second merging approach was to use the default Inquery multi-database merging algorithm. This approach uses a combination of the score for the database and the score for the document to estimate a normalized score.
The database score was computed differently for the two database selection approaches. When CORI was used for database selection, the normalized database score was computed as follows:
where C is the raw database belief score for the database (see any of [3, 7, 8] for the definition of the raw belief score), and Crna~ and Cm,n are the maximum and minimum scores a database could obtain for a particular query. When RBR was used for database selection, the normalized database score was computed as:
where R is the database rank. The normalized document score Do for a document with initial score D was computed as:
where Draaz was the highest score an ideal document could get for that query in that database, and Dm,n was the lowest score a document could get for that query in that database. The normalization of D" by 1.4 is done to restrict document scores to the range [0, 1].
The Three Scenarios
To enable a comparison of distributed and centralized performance, and to judge the impact of the use of CWI in distributed retrieval, we used three different scenarios.
centralized -For each of the testbeds, all documents are located in a single database.
dist-eWi (collection-wide information) -For each of the testbeds, documents are distributed into the specified databases. Collection-wide information (CWI) is used for document retrieval. For example, global idf values and all document length values are available. Specifically, for some document d, and query qj, the document-query similarity is the same if document d, is located in a centralized database or in one of the distributed databases. Document scores from different databases are comparable, so a raw-score merge is used. dist-LI (local information) -For each of the testbeds, documents are distributed into the specified databases. CWI is not available, so only local information from each of the databases is used for document retrieval. Document scores from the different databases are not directly comparable, so the default Inquery merge is used.
Execution and Evaluation
Given a testbed, a distribution scenario and a selection approach, we used the selection approach to rank all of the databases in the testbed. Then, the top-ranked 2, 5, 10 and 20 databases were considered selected for search. The query used to rank the databases was executed at each selected database and 100 documents were returned from each database. The individual result lists were merged using the merge algorithm specified in the scenario description. The top 100 documents from the merged list were evaluated. We used the trec_eval program to measure precision at document ranks 5, 10, 15, 20, 50 and 100. We used both the paired t-test and paired Wilcoxon test discussed by Hull [16] for significance testing. Due to the presence of ties in our data, we used an alternate formulation of the Wilcoxon test [18] . There was a high degree of agreement between the two tests--the Wilcoxon results are reported here. Table 3 presents a summary of results for both of the distributed scenarios over all three testbeds. Table 3 (a) shows the results for the UBC-IO0 testbed, Table 3 (b) the SYM-236 testbed and Table 3 (c) the UDC-236 testbed. Within each sub-table, resuits for the the two distributed scenarios are shown using both RBR and CORI selection at 2, 5, 10 and 20 databases selected. Due to space limitations, only the results from the longer (Concept field) queries are reported here. Similar performance trends were seen using the short (Title field) queries; however, the numeric average precision scores were lower. The typography of Table 3 is used to show the results of a comparison with centralized document retrieval performance. Using a paired Wilcoxon test at p = 0.05, items shown in boldface are significantly better than the corresponding centralized performance from Table 1 , while italicized items are s,gnificantly worse. The default typeface denotes no significant difference. Referring back to Hypothesis 1, we find that when very good (RBR) selection is employed, it is possible to exceed centralized performance in all three testbeds. Referring to the first portion of Hypothesis 2, we see that it is possible to meet or exceed centralized performance even when a small number of databases are selected using RBR selection. We do, however, see decreased effectiveness at high document ranks when a very small number (2 or 5) of databases are selected. This decreased effectiveness is due to a combination of effects. The first effect is a phenomenon that concerned Xu and Croft [23] --for some queries, there are very few relevant documents to be found in the top-ranked 2 or 5 databases. The second effect is an aspect of the evaluation approach. When very few relevant documents are available in the top 2 or 5 databases, there exist queries for which all available relevant documents may be retrieved in the top 10 or 20 documents. However, because all 100 retrieved documents are evaluated, precision at the 50 or 100 document cutoff for these queries will be very low. These queries can depress the average precision values for high document cutoff values.
Results
Centralized Scenario
Comparing Distributed and Centralized Performance
The results of the dist-LI portions of Table 3 are also shown in Figures 1-6. Figures 1-3 illustrate the potential to exceed central i zed performance when RBR selection is used.
When currently achievable (CORI) selection is employed, the results tend to be significantly worse than the corresponding centralized performance (see the right-hand columns of Table 3 and Figures 4-6 . However, the results approach centralized performance when 20 databases are selected. We discuss the performance when CORI selection is employed in more detail in Section 5.4.
Comparing dist-CWI and dist-LI
In addition to comparisons of the two distributed approaches to the centralized approach, we were also interested in the relative performance of dis U-CWI and dis U-LI. Examining Table 3 , we noted that under a strict numeric comparison, dist-LI often outperformed dist-CWI. The question of whether the difference between dist-CWI and dist-LI was significant remained. Table 4 repeats the dlst~LI sections of Table 3 for all three testbeds. Here, however, the numbers in boldface denote cases where the dist-LI performance is significantly greater than the corresponding dist-CWI performance. In this table, there is no case for which dist-LI performance is significandy worse than the corresponding dist-CWI performance. For all three testbeds, we find that Hypothesis 3 is false.
This finding appears to contradict the findings of Viles and French [19, 9] ; however, there are a number of differences between the experiments reported here and the experiments performed in that work. A discussion of those experimental differences and an analysis of the implications of our results appear in Section 6.
Number of Databases Searched
In Section 5,2, we noted that it is possible for both dist-CWI and dist-LI to exceed centralized performance, even when a small number of databases were selected for search, confirming the first portion of Hypothesis 2. We now turn our attention to the second portion of that hypothesis. We were interested in the impact of selecting more or fewer databases to search. Examining Table 3 , we noted that at each document rank level, increasing the number of databases selected for search tended to (but did not always) improve document retrieval performance. Table 5 addresses the question of whether the observed improvement was significant.
In Table 5 , items in boldface type are significantly better (using a paired Wilcoxon test at p = 0.05) than the corresponding item in the column immediately to the left. Bold-italic denotes cases for which an item is significantly better than the corresponding item in some column to the left. The default typeface denotes no significant difference. Note that this typography convention is different from the convention used in Tables 3 and 4 .
There are a number of interesting things to observe in Table 5 . First, when CORI is used for selection, selecting a larger number of databases for search tends to be advantageous. This is understandable given that, while its database selection performance is good, CORI is not guaranteed to select databases with the most (or even any) relevant documents. In this case, selecting more databases increases the chances of selecting a relevant-rich database. The beneficial effect of selecting additional databases when CORI selection is employed is illustrated in Figures 4-6 .
When RBR is used for selection, the greatest improvement can be seen when 5 or 10 databases are selected (instead of 2). This can be seen in both Table 5 and Figures 1-3 . This may be due to the effect discussed in Section 5.2--there are queries for which there are few relevant documents to be found in the top 2 databases. Searching a larger number of databases increases the number of available relevant documents. The lesser improvement when 20 databases are selected can be explained by a similar phenomenon--there also exist queries for which many relevant documents can be found in the top 10 selected databases. For these queries, searching a larger number of databases does not provide a large benefit.
More isn't always better
Finally, we should point out that while searching additional databases tended to improve retrieval performance in Table 5 , there are limits to that trend. When all databases that contain relevant documents have been selected, no additional improvement will be seen.
In fact, beyond a certain point, searching additional databases may degrade performance. For example, consider the dist-CWI portions of Table 3 when RBR is used for database selection. For all three testbeds, there are numerous cases for which dist-CWI outperforms centralized. However, given the construction of dist-CWI, when all databases are Total Testbed ' Does.
UBC-IO0
1,078,i66 selected the performance (when up to 100 documents are retrieved) will be exactly that of centralized. At some point between selecting 20 databases and selecting all of them, performance began to degrade.
Discussion
CWI and Merging Analysis
An issue that deserves immediate attention is the apparent contradiction of this work and the work of Viles and French [9, 19] . Based on the work of Viles and French, we expected that Hypothesis 3 would be true (i.e., the use of CWI would improve distributed retrieval performance); however, the dist-LI resuits were significantly better than the d i s t-CWI results.
Our initial reaction was that the difference in the dis t-CWI and dist-LI results was due to the difference in the merging step for the two scenarios, dist-CWI used a raw-score merge while dist-LI used the default CORI merge. We speculated that the incorporation of the database score into the CORI merge contributed to the performance difference. Therefore, we replaced the raw score merge used in the dist-cwI case with the CORI merge, creating dis t-CWI-CM.
When we compared dist-CWI-CM and dist-CWI, we
found that the performance of dis t-CWI was either the same as or better than the performance of dist-CWI-CM, eliminating the merge explanation. However, there are additional differences between the dist-CWI and dist-LI experiments and between our experiments and those of Viles and French that help explain the results. First, Viles and French were investigating a different problem. They showed that when a query was broadcast to all databases, a raw score merge using CWI is better than raw score merge using only local database information. Second, and related to the first point, dist-CWI and dis t-LI represent different ways to make the document scores from different databases comparable. In dist-CWI, the use of CWI makes the document scores directly comparable. The D" normalization step in dist-LI also makes the document scores from different databases comparable. In dist-LI, the general interpretation is that documents that scored well within their database and that also came from highly-ranked databases should be ranked highly. However, these differences should not be allowed to distract from the take-home message. Given a dist-CWI or dist-L I scenario, very good database performance enables very good document retrieval performance. Currently-achievable database selection performance enables document retrieval performance on par with centralized; better selection can enable distributed performance to exceed centralized. Table 6 queries) of the number of databases that contain at least one relevant document. The remaining three data columns summarize the distribution of relevant documents. For each query, we divided the total number of relevant documents by the n* value for that query. We report the minimum, maximum and average values for that ratio.
Distribution of Relevant Documents
Note that in Table 6 , the UBC-IO0 testbed tends to have both more databases with relevant documents and more relevant documents per database. However, due to the constraints employed when creating the UBC-IO0 testbed, there are also more documents per database. Also note that relevant documents are more evenly distributed in the UDC-236 testbed than in the other two.
Xu and Croft [23] expressed concern that the distribution of relevant documents in distributed databases organized by publication source or database size might hinder distributed retrieval performance. For our three testbeds, the distribution of relevant documents does not appear to have had a large impact on the overall retrieval performance. Each testbed has different relevant document distribution characteristics; however, the overall performance for the three testbeds was similar (see Table 3 ). Table 5 : The impact of selecting more or fewer collections for search using scenario dist-LI. Bold = significantly better than item directly to left, Bold italic = better than some item to left. Table 6 : Summary statistics for the testbeds.
Testbed
An Alternate Interpretation of dist-CWI
In these experiments, the dist-CWI scenario was considered in the context of an existing distributed environment. However, given the potential of distributed retrieval to outperform centralized retrieval, we consider an alternate interpretation. Given a centralized database, the documents in that database could be conceptually organized into a "distributed" arrangement. The physical storage and organization of the documents need not change, but each document would be assigned to a conceptual "pseudo-database". Queries could be handled at the database as usual, producing a single result list. The impact of the conceptual "distributed" organization could be realized as a post-processing step. Given a query, a database selection step could be added, performed on the pseudo-databases. Documents from the selected pseudo-databases would be declared eligible for retrieval. Only eligible documents would be presented to a user. Our results from the dist-CWI experiments suggest that this post-processing step could improve the quality of the resultlist.
In order to achieve this, however, improvements in database selection performance are necessary. With existing approaches, we have seen that it is possible to equal centralized performance. It was only with the best-case selection scenario that we saw improvements over centralized performance.
Conclusions
In this paper we have reported experiments that support the following conclusions.
• When very good selection is employed, distributed retrieval can outperform centralized.
• It is possible to achieve good document retrieval performance by selecting a small number of heterogeneous databases. Selecting more databases does improve performance (up to a point).
• Given very good selection, conceptually decomposing a centralized database and interposing a selection step has the potential to improve performance.
• The use of collection-wide information is a complex issue.
Given the scenario in the bullet above, the straightforward approach of using already-available CWI plus a raw score merge produces good results. However, given a distributed environment, using local information works well if selection is employed and the document scores are suitably normalized before merging is performed. By examining three different document testbeds we have also shown that these conclusions have wide applicability. There are several implications to these conclusions. First, centralized performance is not necessarily the gold standard that we should be aiming for. It is possible for distributed searches to achieve better retrieval performance.
Second, we can get good retrieval performance when only a few database are selected. This implies that distributed searching with good database selection should scale well.
Third, we can conceptually decompose a single database into subcollections and by introducing a selection step it is possible to achieve better performance than by searching (ranking) the entire database. So we find that selection plus ranking has the potential to improve the effectiveness of ranking alone. Moreover, we can use a simple raw score merge in this case and nothing more elaborate.
Fourth, local information is adequate for good retrieval performance when good database selection is employed. This means that it is unnecessary to disseminate collection-wide information when selection is a part of the search strategy.
We set out to examine the effect of database selection on end-user retrieval performance. Previous work focussed on explicit evaluation of the database selection technique. Our work sought to determine the degree to which database selection would have an impact on retrieval performance. We believe that we met our goal and have provided concrete conclusions that can usefully guide the engineering of large-scale distributed information retrieval systems.
