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Abstract
A Bayesian Markov chain Monte Carlo (MCMC) algorithm is pro-
posed for the efficient estimation of spatial dynamic factor models
(DFMs). The spatial DFM is specified whereby spatial dependence
is modelled though the columns of the factor loadings matrix using
a Gaussian Markov random field. Krylov subspace methods are used
to take advantage of the sparse matrix structures that are inherent
in the model. The methodology is used to analyse remotely sensed
data from the Moderate Imaging Spectroradiometer satellite. The
data set focuses on a region in central Queensland, Australia, which
contains two landtype classes. The spatial DFM is used to extract
both the landtype information and the associated common factors in
the analysis.
Key Words: Bayesian analysis; Spatial dynamic factor model; Gaus-
sian Markov random field; Krylov subspace method; MODIS; Markov
chain Monte Carlo
1 Introduction
The enormity of modern space-time data sets, such as those used in remote
sensing, means that the computational efficiency of algorithms, which are
implemented by statistical modellers, is paramount. In particular, for many
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land University of Technology, Queensland, 4001, Australia. Email: christo-
pher.strickland@qut.edu.au. Phone: 61 7 3138 8313. Fax: 61 7 3138 2310.
1
practical problems new computational developments are required if a feasi-
ble solution is to be obtained in a reasonable time frame. For example, the
Moderate Imaging Spectroradiometer (MODIS) satellite has been collecting
data daily from February 2000 at a spatial resolution as fine as 250m. These
data are used by the Queensland Department of Natural resources in a num-
ber of applications, such as crop prediction models and monitoring ground
cover. The size of the data sets, both temporally and spatially, motivates
the development of data efficient methods that enable the full potential of
the data to be realised. This paper presents a fast Bayesian approach for
spatial dynamic factor models (DFMs) that can be used in the analysis of
large space-time data sets.
DFMs provide a useful representation for high dimensional multivariate
time series. One of the main difficulties faced in the analysis of such data is
that the number of parameters increase quadratically with the the number of
time series. The appeal of the DFM is that it provides a natural specification
for dimension reduction. For this reason, DFMs have received much attention
in the recent literature; see for example Forni et al. (2000), Ritter and Mun˜oz-
Carpena (2006), Sa´fadi and Pen˜a (2008) and the references therein.
Lopes, Salazar and Gammerman (2008) extend the standard DFM for
spatially correlated data. In particular, the spatial DFM specified by Lopes
et al. captures spatial dependence through the columns of the factor loadings
matrix using a distance based Gaussian random field. A popular alternative,
which is utilised in this paper, to the distance based Gaussian random field is
to model spatial correlation using a Gaussian Markov random field (GMRF);
see Cressie (1993) for details.
The most commonly used approach for sampling from a GMRF is that of
Rue (2001). Given a sparse, symmetric positive definite precision matrix V,
Rue’s method proceeds to calculate the Cholesky decomposition V = LLT ,
where L is a lower triangular matrix. A sample from the zero mean GMRF
with precision matrix V can then be calculated by solving the upper trian-
gular system LTx = z, where z is a vector of i.i.d. standard normal random
variables. When solving large linear systems arising from problems in ap-
plied mathematics it is often found that sparse direct methods, such as the
Cholesky decomposition, become less efficient as the size of the problem in-
creases. This has encouraged the development of iterative solvers for sparse
linear systems and, in particular, Krylov subspace based methods; see for
example Saad (2003). To this end, Simpson et al. (2008) have developed
a Krylov subspace method for sampling from zero mean GMRFs. This ap-
proach will be exploited in the proposed algorithm.
The structure of the paper is as follows. In Section 2 the spatial DFM
is described, including the state space form (SSF), identification restrictions,
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and the form of the spatial dependence. In Section 3 the Bayesian Markov
chain Monte Carlo (MCMC) methodology that is used for estimation is intro-
duced. In particular, the joint posterior is defined, a Gibbs based sampling
scheme is outlined and the algorithms to draw from each block in the Gibbs
based scheme are described. In Section 4 the proposed spatial DFM is used
in the analysis of remotely sensed data from the MODIS satellite imagery.
MODIS provides frequent satellite based reflectance images of the earth’s
surface that are used extensively in monitoring the condition of the land use
and land cover across the globe. Derived products, such as the normalised
difference vegetation index (NDVI), which are available in the MOD13Q1, are
used by the Department of Natural Resources and Water to analyse cropping
and land use patterns and to assess condition and change in natural com-
munities. The analysis focuses on a region in central Queensland, Australia,
which covers two land type classes. The spatial DFM makes use of both the
spatial and temporal information in the data set to extract landtype infor-
mation and the associated dynamic features. The algorithm proves to be
fast with estimation taking around twelve minutes on a dataset that consists
of approximately 180000 observations across time and space. Furthermore,
for the analysis undertaken the algorithm scales linearly to the problem size.
Conclusions are drawn in Section 5.
2 Spatial Dynamic Factor Model
The observation equation for the (p×1) vector of observations yt = (yt,1, yt,2, . . . , yt,p)T ,
is given, for t = 1, 2, . . . , n, by
yt = Bµµt + Bψψt + εt; εt ∼ N(0,Σε), (1)
where Bµ is a (p×kµ) matrix of factor loadings for the (kµ×1) vector of com-
mon trends µt = (µt,1, µt,2, . . . , µt,kµ)
T and Bψ is a (p× kψ) matrix of factor
loadings for the (kψ×1) vector of common cycles ψt = (ψt,1, ψt,2, . . . , ψt,kψ)T .
The (p × 1) vector εt is both contemporaneously and serially uncorrelated,
with a mean vector of 0 and an unknown (p × p) covariance matrix Σ =
diag
(
σ2ε(1,1), σ
2
ε(2,2), . . . , σ
2
ε(p,p)
)
. Define the block matrix B =
[
Bµ Bψ
]
,
where B is a (p × k) matrix, and ft =
[
µt
ψt
]
, where ft is a (k × 1) vector,
with k = kµ + kψ.
The temporal transition, for t = 1, 2, . . . , n− 1, for the vector of common
trends µt is defined to follow a multivariate random walk, such that
µt+1 = µt + ζt; ζt ∼ N
(
0, Ikµ
)
, (2)
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where Is generically denotes an (s × s) identity matrix . The ith stochastic
cycle, ψt,i is defined by[
ψt+1,i
ψ∗t+1,i
]
= Tψ(i)
[
ψt,i
ψ∗t,i
]
+
[
ζt,i
ζ∗t,i
]
;
[
ξt,i
ξ∗t,i
]
∼ N (0, I2) , (3)
for i = 1, 2, . . . , kψ, where ψ
∗
t,i is an auxiliary variable and Tψ(i) = ρi
[
cosλi sinλi
− sinλi cosλi
]
.
It is assumed for i = 1, 2, . . . , kψ that ρi and λi are unknown and that |ρi| < 1.
For notational convenience, define ρ = (ρ1, ρ2, . . . , ρkψ), λ = (λ1, λ2, . . . , λkψ)
and θ =
[
ρ
λ
]
.
The model is completed via the specification of µ1 and ψ1, whereby it is
assumed that
µ1 ∼ N(aµ,Pµ) (4)
and
ψ1 ∼ N(0,Pψ). (5)
Further, it is assumed that both aµ and Pµ are known, and that Pψ =
diag
(
(1− ρ21)−1I2, (1− ρ22)−1I2, . . . , (1− ρ2kρ)−1I2
)
. For convenience through-
out, we define y =
(
yT1 ,y
T
2 , . . . ,y
T
n
)T
and α =
(
αT1 ,α
T
2 , . . . ,α
T
n
)T
.
2.1 State Space Form
The SSF is a useful representation for structural time series models as it
allows for the straightforward application of generic algorithms that can be
used for estimation, such as the Kalman filter. The measurement equation
for the DFM in (1), (2) and (3), when expressed in SSF, is given by
yt = BGαt + εt,
= Zαt + εt, (6)
for t = 1, 2, . . . , n, where the (p×m) matrix Z = BG and the (m× 1) state
vector αt =
(
µT , ψ1, ψ
∗
1, ψ2, ψ
∗
2, . . . , ψkψ , ψ
∗
kψ
)T
, with m = kµ + 2kψ. The
(k×m) matrix G is defined such that Gαt = ft. The transition equation for
the DFM in SSF is defined as
αt+1 = Tαt + ηt; ηt ∼ N(0, Im), (7)
for t = 1, 2, . . . , n−1, where T = diag (Ikµ ,Tψ,1,Tψ,2, . . . ,Tψ,kψ) . The initial
state corresponds to the prior assumptions given in (4) and (5), such that
α1 ∼ N(a1,P1), (8)
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where a1 =
[
µ1
0
]
and P1 = diag(Pµ,Pψ).
2.2 Identifiability Restrictions
It is well known that the likelihood for the dynamic factor model in (1),
(2) and (3) is not uniquely defined; see for example Harvey (1989). Con-
sequently, it is necessary to impose additional restrictions on the model to
ensure that the posterior is identified. Following Harvey, we impose the fol-
lowing structure on the factor loadings matrix that ensures the posterior is
identified,
B =

b1,1 0 · · · 0
b2,1 b2,2
...
b3,1 b3,2
. . . 0
... bk,k
bk+1,1 · · · bk+1,k
...
...
bp,1 · · · · · · bp,k

. (9)
2.3 Spatial Dependence
Following Lopes et al. (2008), spatial dependence is modelled through the
columns of the factor loading matrix, B. Define bj as the j
th column of B
and define Rj as a selection matrix that is defined such that Rjbj is the
non-zero component of the jth column of B. Denote b∗j = Rjbj and define
the prior for b∗j , for j = 1, 2, . . . , k, as
p(b∗j) ∝ exp
{
−1
2
(
b∗j − µj
)T
Vj
(
b∗j − µj
)}
, (10)
where µj is the mean of b
∗
j and Vj is the precision. The specific form of
µj and Vj defines the form of spatial dependence. One possibility, which
is pursed by Lopes et al. (2008), is to specify (10) such that the spatial
dependence is modelled using a Gaussian random field. An alternative ap-
proach, which is pursued in this paper, is to model spatial dependence using
a GMRF. The advantage of this approach, for the problems addressed in
this paper in particular, is that the precision matrix, Vj, for a GMRF is
typically sparse. Thus, for large p, computationally efficient samplers can be
designed using algorithms from the numerical linear algebra literature. For
the analysis in Section 4, we use a zero-mean, first order intrinsic GMRF. In
this case, the GMRF in (10) is specified as follows,
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µj = 0,
Vj = τ
−2
j RjQR
T
j ,
Qi,j =

ni i = j
−1 i ∼ j
0 otherwise
,
where i ∼ j denotes that region i is adjacent to region j; see Rue and
Held (2005) for further details. For notational convenience, denote τ =
(τ1, τ2, . . . , τk).
3 Bayesian Estimation
Bayesian inference about the joint posterior distribution of the dynamic fac-
tor model in (1), (2) and (3) is conducted using a hybrid Gibbs/Metropolis-
Hastings (MH) MCMC sampling scheme. The joint posterior for the full set
of unknown parameters is given by
p(α,B,Σε,θ, τ |y) ∝ p(y|α,B,Σε)×p(α|θ)×p(B|τ )×p(Σε)×p(θ)×p(τ ),
(11)
where p(y|α,B,Σε) denotes the joint probability density function (pdf) of y
conditional on α, B and Σε, p(α|θ) denotes the joint pdf for α conditional
on θ, p(B|τ ) denotes the joint pdf for B conditional on τ and p(Σε), p(θ)
and p(τ ) denote the prior pdfs for Σε, θ and τ , respectively. From (6) it is
clear that
p(y|α,B,Σ) ∝ |Σε|−1/2 exp{−1
2
n∑
t=1
(yt − Zαt)′Σ−1ε (yt − Zαt)},
for t = 1, 2, . . . , n. From (7) it follows that
p(α|θ) ∝ p(α1|θ)
n−1∏
t=1
p(αt+1|αt,θ), (12)
where
p(αt+1|αt, θ) ∝ exp{−1
2
(αt+1 −Tαt)T (αt+1 −Tαt)},
for t = 1, 2, . . . , n − 1. The prior pdfs for B, Σε and θ are assumed to be a
priori independent.
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3.1 Gibbs Scheme
To estimate the joint posterior in (11) a generic Gibbs sampling scheme is
defined at iteration j as follows.
1. Sample B(j) from p
(
B|y,α(j−1),Σ(j−1)ε ,θ(j−1), τ (j−1)
)
.
2. Sample τ (j) from p
(
τ |y,α(j−1),B(j),Σε(j−1),θ(j−1)
)
.
3. Sample α(j) from p
(
α|y,B(j),Σ(j−1)ε ,θ(j−1), τ (j)
)
.
4. Sample Σ
(j)
ε from p
(
Σε|y,α(j),B(j),θ(j−1), τ (j)
)
.
5. Sample θ(j) from p
(
θ, |y(j),α(j),B(j),Σ(j)ε , τ (j)
)
.
The following subsections describe the algorithms used to sample from each
of the full conditional posteriors of interest in the Gibbs scheme above.
3.2 Sampling B
Defining the (pk−nr×pk) block diagonal matrix R = diag(R1,R2, . . . ,Rk)
and the (pk − nr × 1) vector β = R (bT1 ,bT2 , . . . ,bTk )T , it follows from (10)
that the full conditional posterior distribution for β is given by
p(β|y,α,Σε,θ) ∝ exp
{
−1
2
(
β − β¯)T V (β − β¯)} , (13)
with
V =
(
V + R
[(
n∑
t=1
ftf
T
t
)
⊗Σ−1ε
]
RT
)
and
β¯ = V
−1
(
Vµ+ R
[
n∑
t=1
ft ⊗Σ−1ε
]
yt
)
= V
−1
ω,
where ω = (Vµ+ R [
∑n
t=1 ft ⊗Σ−1ε ] yt) , V = diag(V1V2, . . . ,Vk), µ =(
µT1 ,µ
T
2 , . . . ,µ
T
k
)T
and ⊗ is the Kronecker product.
Given (13), it is straightforward to draw from β, and equivalently B, using
the Cholesky decomposition. However, as V is sparse, this approach needs
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to be carefully implemented to avoid inefficiency. The key to maintaining
efficiency is to employ a graph reordering scheme to reduce the bandwidth
of the reordered precision matrix. This reduces the number of required op-
erations from O ((pk − nr)3) to O ((pk − nr) b2) , where b is the bandwidth
of the reordered matrix. For precision matrices arising from two dimensional
second order random walks, it can be shown that the required number of op-
erations is O((pk − nr)3/2); see Golub and van Loan (1996) and Rue (2001)
for further details.
While direct methods for solving sparse linear systems have well known
operation counts, it is often found that iterative methods for large sparse
systems can perform better on some practical problems. Therefore, for the
remainder of this section, we will outline an iterative method for sampling
from (13) that is introduced in Simpson et al. (2008). It is interesting to note
that any decomposition of the form V = CCT can be used to sample from a
GMRF. In particular, the choice C = V
1/2
leads to an iterative method based
on Krylov subspaces. With this choice of C, the procedure for sampling from
β is achieved using the following algorithm.
1. Solve Vβ¯ = ω using the conjugate gradient method; see Golub and
van Loan, (1996).
2. Draw ((pk − nr)× 1) vector z where z ∼ N (0, Ipk−nr) .
3. Approximate w = V
−1/2
z, using the Lanczos algorithm; see below.
4. Take β˜ = β¯ + w as a draw from (13).
The most common method for solving large sparse symmetric positive definite
linear systems, such as the one in Step 1, is the conjugate gradient method.
Although not always framed as such, the conjugate gradient method is a
member of the Krylov subspace based family of numerical methods. The
J–dimensional Krylov subspace generated by a matrix V and a vector z is
defined as
KJ(z,V) = span{z,Vz,V2z, . . . ,VJ−1z}.
It follows that Krylov subspace methods do not require the full matrix V,
but only the ability to form the matrix–vector product Vz. This can be
a particularly efficient way of exploiting the structure of V and is a major
advantage of the Krylov subspace based method over the Cholesky method.
A Krylov subspace method can also be used to calculate w = V
−1/2
z. The
first step of this method is to build an orthonormal basis for the Krylov sub-
space generated by V and z. This is achieved using the Lanczos algorithm,
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which is a clever rearrangement of the familiar Gram–Schmidt algorithm; see
for example Stewart (2001) for further details. The Lanczos algorithm for
j = 1, 2, . . . , J can be summarised as follows,
vj = Vuj,
aj = u
T
j vj,
vj+1 = vj − ajuj − dj−1uj−1, (14)
dj = ‖vj+1‖,
uj+1 = vj+1/dj,
with u1 =
z
‖z‖ and d0 = 0. The algorithm in (14) generates the Lanczos
relation,
VUJ = UJ+1TJ = UJTJ + dJuJ+1e
T
J , (15)
where
TJ =

a1 d1
d1 a2 d2
d2 a3
. . .
. . . . . . dJ−1
dJ−1 aJ

is a (J × J) tridiagonal matrix and the columns of UJ = (u1,u2, . . . ,uJ) form
an orthonormal basis for KJ(V, z) and the (J × 1) vector eJ defined such
that the J th element is one and the other entries are zero; see Saad (2003) for
further details. This basis can be used to calculate the sample w = V
−1/2
z
to within a specified accuracy . The following algorithm, which is described
in greater depth in Simpson et al. (2008), details the procedure.
1. Apply the Lanczos algorithm in (14) until l
−1/2
min ‖z‖
∣∣eJTTJ−1e1∣∣ < ,
where lmin is the smallest eigenvalue in TJ .
2. Calculate the diagonalisation TJ = PJΛJP
T
J .
3. Calculate w = ‖z‖UJPJΛ−1/2J PTJ e1, where Λ−1/2J = diag(l−1/21 , l−1/22 , . . . , l−1/2J ).
The exit condition, which is used in the first step to adaptively choose the
subspace size J , is strongly related to the exit condition that arises when
solving linear systems; see Saad for further details.
9
3.3 Sampling τ
In sampling τ , for j = 1, 2, . . . , k, τj is drawn separately from its full condi-
tional posterior distribution. It is assumed that
p(τj) ∼ IG
(
ν
2
,
S
2
)
, (16)
where IG() refers to the inverted gamma distribution and both ν and S are
hyperparameters. It follows that the posterior distribution is given as
p (τj|y,α,B,Σε,θ) ∝ τ−(ν¯+1)j exp
{
− S¯
2τj
}
,
where ν¯ = ν + p and S¯ = S + bTj Qjbj.
3.4 Sampling α
It is straightforward to sample the state vector, α, from its full conditional
posterior distribution,
p(α|y,B,Σε,θ, τ ), (17)
using a simulation smoother. Fru¨hwirth-Schnatter (1994), Carter and Kohn
(1994), de Jong and Shephard (1995) and Durbin and Koopman (2002) all
provide alternative simulation smoothing algorithms based on the Kalman
filter. Recently, Strickland et al. (2008) proposed a simulation smooth-
ing algorithm that is substantially more computationally efficient than the
aforementioned algorithms when sampling the state vector from multivari-
ate linear Gaussian state space models. The algorithm proposed by Strick-
land et al. is a modified version of the simulation smoother of Durbin and
Koopman whereby the moments of interest are calculated using the filtering
and smoothing algorithms of the univariate representation of the state space
model; see Anderson and Moore (1979), Koopman and Durbin (2000) and
Strickland et al. for further details.
The algorithm of Strickland et al. samples the state vector in O(pm2n)
operations compared to the O(p3n) operations required by the Kalman filter
based approaches. This leads to substantial savings for high dimensional
multivariate time series analysis where p  m. An alternative approach
that is implemented in this paper, which has been developed specifically
for DFMs by Jungbacker and Koopman (2008), achieves substantial gains
over the aforementioned approaches. Jungbacker and Koopman propose a
method that uses a transformation to achieve a reduction in the dimension of
the statespace that is required for the estimation of the factors. They show
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that only a k-dimensional multivariate state space model, with m states, is
required to draw from (17). As such, only O(m3n) operations are required
to sample α from its full conditional posterior distribution.
Jungbacker and Koopman (2008) transform the measurement equation
in (6) by pre-multiplying it with AL, where
AL =
(
BTΣ−1ε B
)−1
BΣ−1ε ,
such that
yLt = Gαt + ε
L
t , (18)
with yLt = A
Lyt and ε
L
t = A
Lεt. The measurement disturbance ε
L
t is serially
uncorrelated, with a mean vector 0 and a covariance matrix
(
BTΣ−1ε B
)−1
.
Jungbacker and Koopman show that standard simulation smoothing algo-
rithms can then be run on the state space model in (18), (7) and (8) to
obtain a draw from (17).
3.5 Sampling Σε
Sampling Σε from its posterior distribution is completed by individually sam-
pling σ2ii, for i = 1, 2, . . . , p, from
p(σii|y,B,α, τ ,θ) ∝ p(yi|B,α, τ ,θ)p(σii).
It assumed a priori that
σii ∼ IG
(
a
2
,
b
2
)
, (19)
where a and b are both hyperparameters. It follows that the posterior dis-
tribution for σii is
p(σ2ii|y,B,α, τ ,θ) ∝ σ(a¯+1)ii exp
{
− b¯
2σ2ii
,
}
where a¯ = a+ n, b¯ = b+ (yt,i − δt,i)2 and δt,i is the ith component of Zαt.
3.6 Sampling θ
Given (11), the full conditional posterior distribution for θ =
[
ρ
λ
]
is given
by
p(θ|y,B,Σε,α, τ ) ∝ p(α|θ)× p(θ), (20)
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where p(α|θ) is defined in (12) and it is assumed a priori that
p (θ) = p (ρ1)× p (ρ2)× · · · × p
(
ρkψ
)× p (λ1)× p (λ2)× · · · p (λkψ) .
In the empirical analysis the prior for ρj, j = 1, 2, . . . , kψ, is assumed to
follow a beta distribution, such that
ρj ∼ beta(aρ, bρ), (21)
where aρ and bρ are hyperparameters. A uniform prior is assumed for λj,
j = 1, 2, . . . , kψ, such that
p(λj) ∼ U (aλ, bλ) , (22)
where aλ and bλ are hyperparameters.
To sample from (20), ρj and λj are drawn individually from their posterior
distributions, for j = 1, 2, . . . , kψ, using the random walk MH algorithm; see
Robert and Casella (1999) for details.
4 Empirical Analysis
The spatial dynamic factor model in (1), (2) and (3) is applied to a MODIS
NDVI data set with 197 temporal observations over an area containing 900
pixels. NDVI is a commonly used index that provides a numerical representa-
tion of the amount of live green vegetation. The ability to detect differences
in the spatial and temporal distribution of NDVI has many applications in
remote sensing; see for example Hansen et al. (2002), Huete et al. (2002)
and Running et al. (2004). Images between February 18, 2000 to Septem-
ber 13, 2008 were used. The study area is in central Queensland, Australia,
approximately 70km west of Theodore, and includes two land cover classes;
grazing land and woodland from a national park. The aim of this analysis is
to use the factor model to differentiate land use with both the temporal and
spatial information in the imagery.
Table 1 contains output from the MCMC estimation of the spatial dy-
namic factor model on the MODIS data set. The results are based on 10000
iterations of the MCMC sampling scheme, which are stored after an initial
burn-in period of 5000 iterations. The hyperparameters ν and S in (16) are
set to 3.0 and 0.3, respectively, implying a prior mean of 0.44 and a variance
of 0.11 for τj, for j = 1, 2, . . . , k. The hyperparameters a and b in (19) are
also set to 3.0 and 0.3, respectively, for σii, for i = 1, 2, . . . , p . The hyper-
parameters aρ and bρ in (21) and aλ and bλ in (22) are set to 15, 1.5,
1.2pi
20
and 2.8pi
20
, for j = 1, 2, . . . , kψ, which implies prior means of 0.91 and 0.31 and
12
Table 1: Estimation results for 10000 iterations of the MCMC sampling
scheme, with a burn-in of 5000 iterations.
Parameter Model 1
kµ=1,kψ=0
Model 2
kµ=2,kψ=0
Model 3
kµ=3,kψ=0
Model 4
kµ=2,kψ=1
τ1 Mean
(95%HPDI)
0.17
(0.53,0.18)
0.20
(0.19,0.22)
0.16
(0.13.0.19)
0.20
(0.18,0.21)
τ2 Mean
(95%HPDI)
NA 0.71
(0.22,0.83)
0.63
(0.34,0.92)
0.53
(0.38,0.72)
τ3 Mean
(95%HPDI)
NA NA 4.30
(0.64,6.63)
0.80
(0.66,0.95)
τ4 Mean
(95%HPDI)
NA NA NA NA
ρ1 Mean
(95%HPDI)
NA NA NA 0.84
(0.78,0.90)
ρ2 Mean
(95%HPDI)
NA NA NA NA
λ1 Mean
(95%HPDI)
NA NA NA 0.30
(0.21,0.39)
λ2 Mean
(95%HPDI)
NA NA NA NA
BIC 326546 132498 135368 121334
Time 234 495 705 708
prior variances of 0.01 and 0.01 for ρj and λj, respectively. Four models were
considered in the analysis. Models 1, 2 and 3 contain only trend components,
whilst Model 4 contains both trend and seasonal components. The marginal
posterior mean and the 95% highest posterior density interval (HPDI) is re-
ported for some of the estimated parameters. The HPDI interval is estimated
using the “TeachingDemos” library in the “R” software package. For each
of the models under consideration the Bayesian information criterion (BIC)
and the time taken in seconds is reported. A 2.4 GHz Pentium Core 2 Duo
with 2 Gigabytes of RAM is used for the computation.
As indicated in Table 1, Model 4 is preferred based on the BIC. Model 4
contains two trend components and one cyclical component. The marginal
posterior mean estimates for the hyperparameters for the stochastic cycle in
Model 4 imply that the cycle is moderately persistent, as ρ1 = 0.84, and the
estimate for λ1 reveals that the cycle has a period that is approximately 335
days in length. A priori, we may expect the period of the cycle to be 365 days;
however, the sample is only about eight years in length and drought and other
non-periodic climatic events have a strong effect on NDVI, for the grasslands
in particular. The algorithm is clearly very fast as it takes approximately
13
12 minutes to complete 15000 iterations. This includes the estimation of
approximately 3600 parameters, with around 180000 observations across time
and space. It is also evident that the algorithm scales almost linearly for the
given problem.
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Figure 4 contains a plot of the estimated factor loadings for Model 4.
The 30 by 30 region depicted in the plot directly corresponds to the 30 by 30
pixel region of interest in the study area. Factor loadings 1 and 2 correspond
to the the first and second trend components, respectively, whilst the third
factor loadings correspond to the common cyclical component. It is evident
that the first common factor has greater influence on the temporal dynamics
in the right half of the image, whilst the third common factor has greater
influence on the temporal dynamics that are present in the left half of the
image. Arguably, the second common factor is a feature in the temporal
dynamics of the whole image, but the effect across the image is clearly not
uniform. It is known that the left half of the image is dominated by grassland
and the right half of the image is dominated by woodland.
Figure 1 is a plot of the marginal posterior mean estimates for each of
the common factors that comprise Model 4. From our prior knowledge of the
study area and from Figure 4 it is clear that the first factor is most influential
in capturing the temporal dynamics in the woodland portion of the image,
whilst the third factor is most influential in capturing the temporal dynamics
of the grassland. The first factor arguably features aspects of seasonality
with greater regularity than the third. This is to be expected as the level
of greenness, as measured by NDVI, is likely to respond at a much slower
rate to weather events, such as rainfall, for the woodland compared to the
grassland regions.
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Figure 1: Plots of the marginal posterior mean estimates of the common
factors.
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5 Conclusions
In this paper, an MCMC methodology for the Bayesian estimation of spatial
dynamic factor models is introduced. The spatial dynamic factor model of
interest is specified so that spatial correlation is captured using a GMRF. The
methodology makes use of Krylov subspace methods to exploit the sparse
structure of the precision matrix of the GMRF to efficiently sample from the
posterior distributions of interest.
The methodology is applied to a remotely sensed MODIS data set com-
prised of 900 pixels and 197 temporal observations. The region of interest in
the study covers two land cover classes, woodland and grassland. Four differ-
ent models are used for estimation, with the preferred model having two trend
components and one cyclical component. Analysis of the marginal posterior
mean estimates of the factor loadings reveals that the model clearly separates
the two land cover classes that are present in the region. Importantly, the
estimation is fast, taking only about twelve minutes to estimate around 3600
parameters, given approximately 180000 observations across time and space.
Further, for the problems considered the algorithm can also be seen to scale
linearly to the size of the problem.
It is straightforward to extend the model and algorithm to include features
such as change points. A common use of time series data in the Queensland
Department of Natural Resources is the detection of land cover or land use
15
change, such as clearing events or fire. Another possible direction for future
research is to extend the methodology for use on irregularly spaced data.
This would allow the method to be used for data from other sensors such as
Landsat TM.
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