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Abstract. We study a stochastic primal-dual method for constrained optimization over Rie-
mannian manifolds with bounded sectional curvature. We prove non-asymptotic convergence to the
optimal objective value. More precisely, for the class of hyperbolic manifolds, we establish a conver-
gence rate that is related to the sectional curvature lower bound. To prove a convergence rate in
terms of sectional curvature for the elliptic manifolds, we leverage Toponogov’s comparison theorem.
In addition, we provide convergence analysis for the asymptotically elliptic manifolds, where the
sectional curvature at each given point on manifold is locally bounded from below by the distance
function. We demonstrate the performance of the primal-dual algorithm on the sphere for the non-
negative principle component analysis (PCA). In particular, under the non-negativity constraint on
the principle component and for the symmetric spiked covariance model, we empirically show that
the primal-dual approach outperforms the spectral method. We also examine the performance of the
primal-dual method for the anchored synchronization from partial noisy measurements of relative
rotations on the Lie group SO(3). Lastly, we show that the primal-dual algorithm can be applied
to the weighted MAX-CUT problem under constraints on the admissible cut. Specifically, we pro-
pose different approximation algorithms for the weighted MAX-CUT problem based on optimizing
a function on the manifold of direct products of the unit spheres as well as the manifold of direct
products of the rotation groups.
Key words. Primal-dual method, Synchronization, MAX-CUT, principle component analysis.
AMS subject classifications. 49Q99, 53B20, 65F30, 65K05, 90C30.
1. Introduction. Modern optimization problems emerging in statistics and sig-
nal processing are increasingly high dimensional and thus scalable numerical tech-
niques are needed to analyze these problems. Optimization methods on Riemannian
manifolds are promising techniques for constrained optimization problems that ex-
ploit the geometry of the feasible set to improve the computational efficiency. To use
these techniques, the feasible set must admit the structure of a Riemannian manifold,
min
x∈M
f(x) =˙ IEP [F (x; ξ)] =
∫
Ξ
F (x; ξ)dP (ξ)(1a)
subject to : hk(x) ≤ 0, k = 1, 2, · · · ,m,(1b)
where {F (·; ξ), ξ ∈ Ξ} and {hk} are collections of real valued functions defined on the
Riemannian manifold M, and P is a probability measure on Ξ. Here, by including
the explicit inequality constraints (1b), the objective function f is optimized over a
sub-manifold of M.
The problem in eqs. (1a)-(1b) can alternatively be framed as an Euclidean opti-
mization using the Whitney embedding theorem [62]. Specifically, the problem in eqs.
(1a)-(1b) can be treated as an optimization problem in the Euclidean space with the
implicit constraint set X , where X is the image of the embedding map ι :M ↪→ IR2n+1
for an n-dimensional manifold M. To solve such constrained optimization problems
in the Euclidean space, many algorithms have been devised over recent years, see [4]
for a survey of those results. However, the Euclidean optimization techniques are in-
adequate for optimizing functions on manifolds since (i) in most cases the Euclidean
optimization methods rely on the convexity of the feasible set X to ensure conver-
gence, (ii) optimization over the ambient space must be carried out on a much larger
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dimension than that of the low-dimensional manifold, and (iii) the embedding map ι
is often difficult to compute.
To circumvent these issues, we propose a primal-dual algorithm to directly opti-
mize the objective function on the manifold M, where hereafter we refer to as the
Riemannian primal-dual algorithm. In the proposed method, the primal variables are
restricted to the manifoldM hence the underlying method is projection free. Conse-
quently, the proposed algorithm scales adequately to high dimensional problems.
1.1. Contributions. We prove non-asymptotic convergence of the primal-dual
algorithm for optimizing functions on manifolds with a bounded sectional curvature.
Specifically, for geodesically convex objective functions and for the class of manifolds
with the negative sectional curvature (i.e. the hyperbolic manifolds), we prove a
global convergence in the objective value that involves the sectional curvature of the
underlying manifold.
Similarly, for the class of manifolds with the positive sectional curvature (i.e. the
elliptic manifolds), we prove a global convergence to the optimal objective value. The
approach we take for this class of manifolds is based on the comparative geometry
techniques. More precisely, using Toponogov’s comparison theorem, we prove a con-
vergence bound that includes the sectional curvature. To demonstrate the consistency
of the upper bounds for elliptic and hyperbolic manifolds, we show that when the sec-
tional curvature diminishes (i.e. flat manifold), the convergence bounds coincide up
to a constant multiplicative factor. We also extend our global convergence analysis
to asymptotically elliptic manifolds, where the sectional curvature is lower bounded
by the quadratic distance function.
We consider three applications for the Riemannian primal-dual algorithm, namely
(i) the non-negative principle component analysis (PCA), (ii) the anchored state syn-
chronization on the rotation group SO(3), and (iii) the weighted MAX-CUT problem
under graph constraints.
First, we consider the non-negative PCA problem, where we consider a symmetric
spiked covariance model. We compare the Riemannian primal-dual algorithm to the
spectral method for the traditional PCA problem. Interestingly, we show empirically
that the Riemannian primal-dual method outperforms the spectral method in low
SNR regimes under the cosine similarity metric, due to the non-negativity constraint
on the principle component. The same observation has been made in [49] using the
approximate message passing, and thus our algorithm can be viewed as an alternative
approach. We further show that our proposed framework scales very gracefully with
the sample size while the semi-definite programming (SDP) approach is limited to
sample sizes of a few hundreds.
Next, we apply the Riemannian primal-dual algorithm to the anchored synchro-
nization problem, where the objective is to identify the elements of the rotation group
SO(3) from partial noisy observations of their relative rotations. In particular, we
consider the problem of minimizing the mean squared error (MMSE) associated with
the noisy measurements. Due to the invariance of the mean squared error under ro-
tation, we include certain inequality constraints (anchors) to the MMSE problem as
a symmetry breaking approach. To handle the inequality constraints, we in turn use
a primal-dual method and show that it converges to the true rotation states for the
measurements that are defined on the Erdo¨s-Re´yni random graphs.
Lastly, we use the primal-dual algorithm for the weighted MAX-CUT problem un-
der certain restrictions on admissible cuts, see [38]. The weighted MAX-CUT problem
belongs to the class of integer programming problems, and hence it is intractable in
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general, unless P = NP . However, by using the standard ‘lifting’ argument [22], the
MAX-CUT problem can be relaxed to optimizing a function on the manifold of direct
product of unit d-spheres Sd ⊗ Sd ⊗ · · · ⊗ Sd, where d is the dimension of the lifted
vector. We thus apply optimization methods on the manifold to this problem. Re-
markably, regardless of initialization point, the optimization techniques on manifolds
achieves solutions that matches that of SDP on dense Erdo¨s-Re´yni random graphs.
1.2. Previous Works. Optimization methods on Riemannian manifolds gen-
eralize the Euclidean optimization techniques, and thus they are classified similarly
[29]:
• Gradient descent methods. This is the class of first-order methods that were studied
for manifolds by Luenberger [40, 41] and Gabay [20]. These methods were further
expanded for systems and control theory applications by Brockett [8], Smith [58],
and Mahony [43]. A stochastic gradient descent for the Hadamard-Cartan hyper-
bolic manifolds is also studied [5]. However, the convergence analysis of [5] for the
elliptic manifolds does not involve the sectional curvature.
• Newton and quasi-Newton’s methods. In Newton’s method, the Hessian information
of a function is used to accelerate the convergence speed. However, the complex-
ity of computing the Hessian matrix as well as the matrix inversion in Newton’s
method restricts its use to low dimensional problems. Quasi-Newton’s methods
are first-order methods with a super-linear local convergence rate that update the
Hessian through analyzing successive gradient vectors. The Riemannian Newton’s
method was studied by Smith [57] and Mahony [44] for the compact Lie groups,
and Riemannian quasi-Newton’s methods on the Grassmann manifold were studied
in [7, 55].
• Conjugate gradient method. Conjugate gradient method is an algorithm for solving
systems of linear equations whose matrix is symmetric and positive semi-definite.
This method can also be used as an iterative method for unconstrained minimizina-
tion [19]. Conjugate gradient method was generalized to the Riemannian manifolds
by Smith [57] and was applied to problems on the Stiefel and Grassmann manifolds
by Edelman, et al. [18].
Note that with the exception of [5], these optimization methods are determinis-
tic. Further, these methods do not include the inequality constraints in (1b) in the
optimization problem. However, incorporating the inequality constraints is useful as
it extends the Riemannian optimization techniques to sub-manifolds of well studied
manifolds such as Lie groups or a sphere.
The remainder of the paper is organized as follows. In Section ??, we review basic
materials of differential geometry that are necessary for our analysis. In Section 3,
we formulate the optimization problem and we also present a primal-dual algorithm
for solving it. We also study the convergence rate of the proposed algorithm on two
different classes of manifolds, namely manifolds with negative bounded curvature,
and the elliptic manifolds of positive bounded curvature. In Section 4, we develop
Riemannian primal-dual method for the non-negative PCA problem. Further, we use
the primal-dual algorithm for synchronization of rotations from noisy observations
over the Lie group SO(3). We also study the application of the primal-dual method
for the MAX-CUT problem on random graphs. We provide the proofs of the main
theorems in Section 5, while the more technical parts of the proofs are deferred to the
appendices. Lastly, we discuss our results and conclude the paper in Section 6.
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2. Preliminaries. To provide a self-contained presentation, we review relevant
Riemannian geometry definitions here. A brief review of the Lie groups is also pro-
vided in Appendix E. A more comprehensive treatise on this subject can be found in
[39, 14].
2.1. Riemannian manifold. A Riemannian manifold (M, g) is a real smooth
manifold M equipped with a Riemannain metric g. In particular, the metric g is
defined at each point p ∈ M by the bi-linear map gp : TpM × TpM → IR and
induces an inner product structure on the tangent space TpM. For any two vector
fields X,Y ∈ X(M) on the space of smooth time invariant vector fields X(M), we
denote the inner product by 〈Xp, Yp〉 =˙ gp(Xp, Yp). Accordingly, the norm of a vector
Xp ∈ TpM is denoted by ‖Xp‖ =˙ (gp(Xp, Xp)) 12 .
Definition 1. The affine connection on a manifoldM is a bilinear map X(M)×
X(M) → X(M) and (X,Y ) 7→ ∇XY , such that for all functions f ∈ C2(M, IR) it
satisfies
• ∇fXY = f∇XY
• ∇X(fY ) = df(X)Y + f∇XY ,
where df(X) is the directional derivative of function f in the direction of X.
Define a coordinate chart (U , ϕ) as ϕ : U → V, where U ⊂ M is an open set
and V ⊂ IRn. The affine connection on an n-dimensional manifold is completely
determined by n3 real valued smooth functions on U , namely the Christoffel symbols
Γkij on local coordinates (u1, · · · , un). Let ∂k denotes the vector field ∂/∂uk on U .
Then, in local coordinates, the affine connection can be characterized in terms of the
covariant derivative of basis vectors
∇∂i∂j =
n∑
k=1
Γkij∂k.
The Levi-Civita connection on M is an affine connection that (i) preserves the
metric ∇g = 0, and (ii) is torsion free, i.e., for any two vector fields X,Y ∈ X(M)
we have ∇XY − ∇YX = [X,Y ] where [·, ·] is the Lie bracket of the vector fields.
Throughout the paper, we adopt this connection. In conjunction with the Levi-Civita
connection, the Christoffel symbols of the second kind take the following particular
form
Γkij =˙
1
2
n∑
l=1
gkl(∂jgil + ∂igjl − ∂lgij)
where grj = 〈∂r, ∂j〉, and [grj ] is the inverse of the matrix [grj ] such that grjgrj = δrj ,
where δrj is the Dirac delta function.
Definition 2. The gradient of a real-valued function f ∈ C2(M) at the point
p ∈ M, denoted by gradp f , is the unique vector in TpM such that 〈gradp f,Xp〉 =
dpf(Xp) for all Xp ∈ TpM.
Definition 3. [21, Def. 13.3, p. 358] Given a real-valued function f ∈ C2(M)
on a Riemannian manifold, the Riemannian Hessian of f at a point p ∈M is a (0, 2)-
tensor field Hessf(p) : TpM× TpM→ IR defined as
Hessf(p)[Xp, Yp] =˙ 〈∇Xp gradp f, Yp〉 = (∇2f(Xp, Yp))p,
where ∇2f =˙ ∇∇f . Further, let ∇2Xpf =˙ (∇2f(Xp, Xp))p.
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In the coordinate chart (U , φ) where p ∈ U ⊂ M, the Hessian tensor takes the
following form
(∇2f)p =
n∑
m,`=1
((
∂2m`f
)
p
−
n∑
k=1
Γk`m
(
∂2kf
)
p
)
dum ⊗ du`,
where ⊗ denotes the tensor product on the product of the cotangent spaces T ∗pM⊗
T ∗pM.
The Riemann curvature tensor in terms of the Levi-Civita connection is defined
as follows
R(X,Y )Z =˙ ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, X, Y, Z ∈ X(M).
The sectional curvature at point p ∈M is then defined as
Kp(Xp, Yp) =˙
〈R(Xp, Yp)Xp, Yp〉
〈Xp, Xp〉〈Yp, Yp〉 − 〈Xp, Yp〉2 ,(2)
where Xp, Yp ∈ TpM. In particular, when Xp and Yp are orthonormal, then we simply
have Kp(Xp, Yp) = 〈R(Xp, Yp)Xp, Yp〉.
2.2. Geodesic curve. A geodesic on a smooth manifold M equipped with an
affine connection∇ is defined as a curve γ : [0, 1]→M such that the parallel transport
along the curve preserves the tangent vector to the curve. Specifically,
∇γ˙(t)γ˙(t) = 0,
at each point along the curve, where γ˙(t) is the derivative with respect to t. Al-
ternatively, the geodesics of the Levi-Civita connection can be defined as the locally
distance-minimizing paths. Specifically, in a Riemannian manifoldM with the metric
tensor g, the length of a path γ : [0, 1]→M is the following functional,
L[γ] =˙
∫ 1
0
√
gγ(t)(γ˙(t), γ˙(t)) dt.(3)
Accordingly, the distance d(p, q) between two points p, q ∈M is defined as
d(p, q) =˙ inf {L[γ] : γ : [0, 1]→M, γ(0) = p, γ(1) = q, γ is piecewise smooth} .
Using the Euler-Lagrange equations to minimize the functional in eq. (3) yields the
following set of differential equations for geodesics in local coordinates,
γ¨i(s) +
n∑
j,k=1
Γijkγ˙j(s)γ˙k(s) = 0.(4)
Definition 4. The (geodesic) exponential map expp : TpM→M is a mapping
from v ∈ TpM to q ∈M. In particular,
expp(v) = γv(1), v ∈ TpM,
where γ : [0, 1]→M is a geodesic such that γv(0) = p, γv(1) = q, and γ˙v(0) = v.
In the case that the exponential map admits an inverse, we denote it by logp(q) : M˜ →
TpM,M˜ = expp(TpM) ⊂M, and we refer to it as the Riemannian logarithmic map
or simply the logarithmic map.
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Definition 5. A real-valued function f : M → IR is geodesically convex if for
any two points p, q ∈M we have
f(γ(t)) ≤ (1− t)f(p) + tf(q), for all t ∈ [0, 1],(5)
where γ(t) : [0, 1] → M is the geodesic with the initial and end points of γ(0) = p
and γ(1) = q, respectively. Equivalently, in terms of the logarithmic map logp(·), the
condition (5) is described by
f(p) + 〈gradp f, logp(q)〉 ≤ f(q), for all p, q ∈M.(6)
Now, we consider the geodesics of the product manifold N =M⊗M⊗ · · · ⊗M
with the product metric tensor. In particular, we argue that γ(t) = (γ1(t), · · · , γn(t))
determines a geodesic forM, where each γi(t) is a geodesic for the i-th manifold. To
see this, consider the inclusion embedding ι :M→N . Given a vector X ∈ TpM, we
denote the push-forward of X to Tι(p)N via (dι)p : TpM→ Tι(p)N by X̂. Note that
this extension X̂ is not unique. Let ∇N and ∇M denote the Levi-Civita connection
for N andM, respectively. By the Gauss formula [37, Thm. 8.2], the relation between
the Levi-Civita connections on N and M are established by
∇N
X̂
Ŷ = ∇MX Y + II(X̂, Ŷ ),(7)
where II(X̂, Ŷ ) =˙
(
∇N
X̂
Ŷ
)⊥
=˙ Π(TpM)⊥(∇NX̂ Ŷ ) is the second fundamental form, and
(TpM)⊥ denotes the orthogonal complement of TpM.
From eq. (7), we observe that there exists a natural inclusion of X in N , such that
II(X̂, Ŷ ) = 0. Specifically, consider the local coordinates (x1, · · · , xd) for p ∈M. We
locally have X =
∑d
i=1Xi(p)∂i, where Xi(p) are smooth functions. Now, consider the
local coordinate (x1, · · · , xd, xˆ1, · · · , xˆ(n−1)d) of ι(p) ∈ M. Then, for the canonical
inclusion
X̂ =
d∑
i=1
Xi(ι(p))∂i +
(n−1)d∑
i=1
0× ∂i,(8)
we have II(X̂, Ŷ ) = 0, see [60].
We now notice that due to eq. (7) and the choice of the extension in eq. (8), we
have ∇NX1+···+Xn(Y1 + · · · + Yn) = ∇MX1Y1 + · · · +∇MXnYn, where Xi, Yi ∈ X(M), i =
1, 2, · · · , n; see [14, Excer. 1, Chap. 6]. The claim now follows by letting Xi = Yi =
γ˙i(t) and noting that for a geodesic ∇Mγ˙i(t)γ˙i(t) = 0.
2.3. Parallel Transport. Parallel transport provides a way to compare different
tangent spaces on manifolds. For a curve γ : [0, 1] → M, t 7→ γ(t) with the local
expression (γ1(t), · · · , γn(t)) and a vector field X(t) =
∑
i xi(t)(∂i)γ(t), we define
dX
dt
=
∑
i
dxi
dt
∂i +
∑
i
xi
∑
j
dγj
dt
∇∂j∂i.
The vector field X(t) is called parallel if dX/dt = 0. For a parallel vector field, we
use the notation Pγ(s)→γ(t)X(s) to denote the transport of the vector X(s) ∈ Tγ(s)M
to the tangent space at γ(t), i.e., Pγ(s)→γ(t)X(s) ∈ Tγ(t)M.
3. Problem Statement and Algorithm.
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3.1. Primal-Dual Algorithm. In this paper, we are concerned with the fol-
lowing optimization problem:
Problem 1. Suppose M is a smooth, complete, connected Riemannian mani-
fold, equipped with a smooth metric tensor, and F (·, ξ), h1, · · · , hm ∈ C2(M, IR) are
functions that are obtained through restriction of their domains to the manifold M.
Compute
min
x∈M
f(x) =˙ IEP [F (x; ξ)] =
∫
Ξ
F (x; ξ)dP (ξ),
subject to : h(x)  0,
where h =˙ (h1, h2, · · · , hm).
Notice that sinceM is a finite dimensional complete metric space by the problem
statement assumption, the Hopf-Rinow theorem [14],[47] ensures that it is also a
geodesically complete manifold, i.e., any two points in M are joined by at least one
minimal geodesic.
To solve Problem 1, we define the augmented Lagrangian functions L(x, λ; ξ) ∈
C2(M× IRm+ × Ξ, IR) on the manifold M as follows
L(x, λ; ξ) =˙ F (x; ξ) + 〈λ, h(x)〉 − α
2
‖λ‖2,(9)
L(x, λ) =˙ IEP [L(x, λ; ξ)]
= f(x) + 〈λ, h(x)〉 − α
2
‖λ‖2,(10)
where λ ∈ IRm+ is the Lagrangian dual vector for inequality constraints, and α > 0
is the regularizer parameter that controls the norm of the dual variables. Due to
augmenting the Lagrangian function L(xt, λt; ξt) with the regularizer term
α
2 ‖λ‖2 in
(9), the norm of the Lagrangian dual variables ‖λ‖ are upper bounded. This in turn
ensures that the gradients of the deterministic Lagrangian function L(xt, λt) are also
upper bounded (cf. Lemma 13). We defer the discussion about how to choose the
parameter α to the next section. We only emphasize here that the regularization term
is mainly included for our proof techniques to work. In the numerical experiments,
we did not find any performance loss in setting α = 0.
A solution to Problem 1 is the saddle point (x∗, λ∗) ∈M×IR+ for the Lagrangian
function L(x, λ). In particular, the saddle (min-max) point (x∗, λ∗) satisfies
L(x∗, λ) ≤ L(x∗, λ∗) ≤ L(x, λ∗), ∀x ∈M,∀λ ∈ IR+.(11)
Based on eq. (9), we define
gradx L(x, λ; ξ) =˙ gradx F (x; ξ) + 〈λ, gradx h(x)〉(12)
gradλ L(x, λ) =˙ h(x)− αλ.(13)
Algorithm 1 now describes the primal-dual method on the Riemannian manifold
M. At Step 3 of the algorithm, a point from the manifold xt ∈M is queried from the
stochastic oracle, and an estimate gradxt F (xt, ξt) of the true gradient gradxt f(xt) is
received.
3.2. Assumptions. We impose the following assumptions throughout the pa-
per:
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Algorithm 1 Stochastic Primal-Dual Method on the Riemannian Manifolds
1: initialize: x0 ∈ U(x∗) ⊆ M, λ0 = 0, and a decreasing sequence {ηt}Tt=0 as the
step size ηt ∈ IR+.
2: for t = 0, 1, · · · , T do
3: Query xt and receive gradxt F (xt; ξt) where ξt ∼ P .
4: Update xt+1 and λt+1 as follows
5: xt+1 ← expxt
(−ηt gradxt L(xt, λt; ξt)) .
6: λt+1 ← ΠIRm+
(
λt + ηt gradλt L(xt, λt)
)
.
7: end for
return {xt}Tt=1.
Assumption 1. There exists a sub-manifold U(x∗) ⊂ M with diameter R =
supx,y∈U(x∗) d(x, y) < ∞ such that for all x ∈ U(x∗), the gradients are bounded by‖ gradx f(x)‖ ≤ Mf , ‖ gradx hk(x)‖ ≤ Mh, and |hk(x)| ≤ G, k ∈ {1, 2, · · · ,m} for
some positive bounded values Mf ,Mh, and G.
In the case that M is compact, we simply take U(x∗) =M in Assumption 1.
For a non-asymptotic convergence result, we also require the following assump-
tion:
Assumption 2. The functions f(x) and hk(x), k = 1, 2, · · · ,m are geodesically
convex on the manifold M in the sense of Definition 5.
Based on Assumption 2, any local minima of a geodesically convex function over
M is a global minima. The Kronecker products and the logarithms of determinants are
two examples of functions that are geodesically convex on the cone of positive definite
matrices, see [63] for some applications of this result in the context of covariance
estimation.
We note that the more familiar notion of convexity in the Euclidean space follows
naturally from the geodesic convexity condition described in Definition 5. In partic-
ular, the geodesic path between two arbitrary points p and q in the Euclidean space
is a straight line γ(t) = (1− t)p+ tq for t ∈ [0, 1], which leads to the usual notion of
convexity condition, namely the line segment joining any two points on the graph of
the function (p, f(p)) lies above the graph.
Associated with the stochastic gradient vector, we define the estimation error
et =˙ gradxt f(xt)− gradxt F (xt, ξt).
Assumption 3. We assume that the estimations are unbiased, i.e., IE[et|Ft] = 0
for all t ∈ [T ], where Ft is the σ-algebra of the random variables ξ0, · · · , ξt−1.
Moreover, when we prove the high probability bounds, the estimation error et
must have a distribution whose tail decays sufficiently fast. To make this statement
more precise, we require the following definition:
Definition 6. The Young-Orlicz modulus is a convex non-decreasing function
ψ : IR+ → IR+ such that ψ(0) = 0 and ψ(x) → ∞ when x → ∞. Accordingly,
the Orlicz norm of an integrable random variable X with respect to the modulus ψ is
defined as
‖X‖ψ =˙ inf {β > 0 : IE [ψ(|X|/β)] ≤ 1} .
Among the classical examples of the Young-Orlicz moduli are ψp(x) =˙ x
p, p ≥ 1
and ψν(x) =˙ exp(x
ν) − 1. Throughout the paper, we consider the modulus ψν(x)
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=˙ exp(xν) − 1. Accordingly, we say X is sub-Gaussian when ‖X‖ψ2 < ∞, and sub-
exponential when ‖X‖ψ1 <∞. See Appendix F.
Notation. A list of symbols used in this paper is provided in Table 2 at the end
of this paper. We use the standard asymptotic notation. In particular, if xn and yn
are positive sequences, then xn = O(yn) means that lim supn→∞ xnyn <∞. We denote
both vectors and matrices by X ≡ (X1, X2, · · · , Xn) and X = [Xij ], respectively.
For two vectors X and Y , the vector inequality X  Y means the element-wise
inequality, i.e., Xi ≤ Yi for all i = 1, 2, · · · , n. Moreover, for (non-negative) sequences
xi and yi, xi . yi means that there exists a constant c < ∞ such that xi ≤ c · yi for
all i ∈ {1, 2, · · · , n}. For a scalar a ∈ IR we define [a]+ =˙ max{0, a}. We denote the
projection of the vector X onto the closed set X by ΠX (X) ≡ arg minX∈X ‖X−Y ‖2.
We often use the shorthand [T ] =˙ {1, 2, · · · , T} to denote a set. Lastly, for vectors
X defined in the Euclidean space and manifolds, ‖X‖ denotes the Euclidean 2-norm,
and the norm defined by the metric on the manifold, respectively.
3.3. Convergence on Hyperbolic Manifolds. We first consider the case of
hyperbolic manifolds. In particular, throughout this subsection, we make the following
assumption:
Assumption 4. At every point on the manifold p ∈ M, the sectional curvature
is negative and lower bounded by κ, i.e., κ ≤ K(Xp, Yp) ≤ 0 for all Xp, Yp ∈ TpM.
The Euclidean space IRn is a simple example of a manifold that has zero sectional
curvature everywhere κ = 0 and hence satisfies the condition of Assumption 4. A non-
trivial example of a hyperbolic manifold is the statistical manifold given by {p(·|θ)}θ∈Θ
under the Fisher information metric [35]. Here, θ = (µ, σ), Θ = IRn−1 × IR+, and
p(·|µ, σ) = N(µ, σ2In−1) is the multivariate Gaussian having mean µ ∈ IRn−1, and
variance σ2In−1 with σ > 0.
Under Assumption 4, the following results are well-known:
(A1) For any point p ∈ M, there exists a unique distance minimizing geodesic
between p and q for all q ∈M.
(A2) For any two points p, q ∈M×M, the squared Riemannian distance function
d2(p, q) is a continuously differentiable function for all q ∈M/{p}, i.e., d2 ∈
C2(M×M, IR+).
(A3) The exponential map is a diffeomorphism from the tangent bundle TM
=˙ ∪p{p} × TpM onto the manifold M. Hence, the logarithmic map logp :
M→ TpM exists.
The proofs of these assertions are based on the fact that on manifolds with the
negative sectional curvature, the cut-locus1 as well as the conjugate-locus2 of p are
empty; cf. [47, Lemma 19.1].
With these technical details in place, we are now ready to state the first main
theorem of this paper:
Theorem 7. Suppose Assumptions 1,2, 3, and 4 hold. Let {xt, λt}Tt=1 be a se-
quence of the primal-dual points generated by Algorithm 1 with the step size ηt < 1/α,
1The cut-locus is the set of cut points of p, namely the points q along the emanating geodesic
γ : [0,∞)→M, γ(0) = p such that if γ(t0) = q and γ(t) = q˜, t > t0, there exists a geodesic between
p and q˜ shorter than γ|[0,t]. In this case, a geodesic between p and q stops to be distance minimizing
beyond q.
2The conjugate locus is the set of conjugate points of p ∈ M, i.e., the points q ∈ M on the
manifold that are connected by a 1-parameter family of geodesics to p. In this case, a geodesic
between p and q is not locally distance minimizing.
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such that (xt, λt) ∈ U(x∗)× IR+ for all t = 0, 1, · · · , T . Then,
min
t∈[T ]
IE[f(xt)]− f(x∗)
≤1
2
R2 +
1
2
T−1∑
t=0
(
A+ (1 + 2R
√
|κ|/2)IE[‖et‖2]
)
η2t +
4
√|κ|
3
√
2
T−1∑
t=0
(B + IE[‖et‖3])η3t .
and the constants A and B are defined as
A =˙ 4mG2 +M2
(
1 +
√
mG
α
)2
,(14)
B =˙ M3
(
1 +
√
mG
α
)3
.(15)
Notice that in Theorem 7, it is essential that the sequence of the primal-dual points
must remain inside the sub-manifold U(x∗), as otherwise, the gradients of the La-
grangian function can become unbounded. Similar to the Euclidean optimization
algorithms, projection of the primal variables to the sub-manifold U(x∗) guarantees
the boundedness of the gradients.
It is worthwhile to compare the convergence bound described in Theorem 7 with
that of the stochastic optimization over the Euclidean space (κ = 0). We observe that
the convergence rate on the hyperbolic manifolds depends on the second and third
moments of the gradient estimation error, i.e., IE[‖et‖2] and IE[‖et‖3], respectively.
In comparison, the convergence rate of the Euclidean optimization techniques only
depends on the variance of the estimation error, also see [15].
Moreover, similar to the regularized primal-dual method in the Euclidean space,
the value of the regularization parameter α determines the rate at which the con-
straints violation decays to zero, see [33]. In particular, we have the following corol-
lary:
Corollary 8. Consider the conditions of Thm. 7 and let et = 0, t ∈ [T ] for
simplicity (deterministic algorithm). Further, choose the step size as ηt =
1√
t+1
and
let αηt ≤ 1 for all t = 0, 1, · · · , T (thus α ≤ 1). Using the asymptotic notations, the
convergence rate is
min
t∈[T ]
IE[f(xt)]− f(x∗) = O
(
log(T )
α2(
√
T − 1) +
1
α3(
√
T − 1)
)
,
and the constraint violation is∥∥∥∥∥
[
T−1∑
t=0
η̂th(xt)
]
+
∥∥∥∥∥
2
2
= O (α) ,
where η̂t =˙ ηt/
∑T−1
t=0 ηt is the normalized step size. In particular, when α = 1/T
1−β
6
for β ∈ (0, 1), the rate of convergence and constraint violation are O(1/T β2 ) and
O(1/T 1−β6 ), respectively.
From Corollary 8, we observe that there is a tension between the rate of conver-
gence and the decay rate of the constraint violation. Specifically, increasing α results
in smaller dual variables. This in turn results in a larger constraint violation since
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the magnitude of the dual variables controls the penalty of violating the inequality
constraints.
Also, observe that in the asymptotic convergence analysis of stochastic algorithms,
the step size of the algorithm must satisfies
∑∞
t=1 ηt = ∞ and
∑∞
t=1 η
2
t < ∞, [64].
As we observe from Corollary 8, the step size in Algorithm 1 only needs to have
a converging ratio
∑T
t=1 η
2
t /
∑T
t=1 ηt → 0 as T → ∞. For instance, the step size
ηt = 1/
√
t+ 1 in Corollary 8 is diverging
∑∞
t=1 ηt = ∞ and
∑∞
t=1 η
2
t = ∞, but the
ratio is converging.
3.4. Convergence on the Elliptic and Asymptotically Elliptic Mani-
folds. In this section, we focus on the class of manifolds with positive and asymptot-
ically non-negative sectional curvatures. First, we consider the following assumption:
Assumption 5. At every point on the manifold p ∈M, the sectional curvature is
positive and bounded from below by κ > 0, i.e., K(Xp, Yp) ≥ κ for all Xp, Yp ∈ TpM.
The compact Lie groups, such as SU(2) and SO(3), the compact Grassmann
manifold G(n, 1) = O(n)/O(1)×O(n− 1) (one dimensional subspaces of IRn), and a
sphere are the notable examples of this class of manifolds.
In contrast to the case of hyperbolic manifolds, the exponential map fails to
be a local diffeomorphism on the entire tangent plan TpM on the elliptic manifolds.
Nevertheless, for any given point p ∈M, there exists a neighborhood IBr(0p) =˙ {Xp ∈
TpM : gp(Xp, Xp) < r} ⊂ TpM around 0p ∈ TpM for some radius r ∈ IR+ such that
the restriction expp
∣∣
IBr(0p)
is a diffeomorphism onto its range expp(IBr(0p)) ⊂M, cf.
[39, Lemma. 5.10].
The following definition is concerned with the largest value of such r over the
entire manifold M.
Definition 9. The injectivity radius of M is defined as
i(M) =˙ inf
p∈M
i(p),
where
i(p) =˙ sup{r ∈ IR+ : expp
∣∣
IBr(0p)
is a diffeomorphism}.
The next theorem establishes the convergence bound of the stochastic primal-dual
method on the elliptic manifolds. Since the elliptic manifolds of interest in this paper
are compact, in the following we assume that the gradients of the the Lagrangian
function in Assumption 1 are bounded on the entire manifold, that is U(x∗) =M.
Theorem 10. (Non-Asymptotic Convergence) Suppose Assumptions 1, 2,
3, and 5 hold. Let {xt, λt}Tt=1 be the sequence of the primal-dual points generated by
Algorithm 1 with the step size ηt ≤ min{1/α, i(M)/‖Xt‖}. Then, for all the primal-
dual pairs (xt, λt) ∈M/{C(x∗)} × IR+, t = 1, 2, · · · , T , we have
min
t∈[T ]
IE
[
(f(xt)− f(x∗)) · sinc(
√
κd(xt, x∗))
]
≤ 1∑T−1
t=0 ηt
[
2
κ
sin2
(√
κ
2
d(x0, x∗)
)
+
T−1∑
t=0
(A+ IE[‖et‖2])η2t
]
,
where sinc(x) =˙ sin(x)/x, Xt =˙ − gradxt L(xt, λt; ξt), and C(x∗) ⊂ M denotes the
conjugate locus of the point x∗ (cf. Section 3.3).
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Let us emphasize a few important points about Theorem 10.
First, note that due to Myers’ theorem (cf. Thm. 20), d(xt, x∗) ≤ pi/
√
κ. Due
to the assumption xt 6∈ C(x∗), we indeed have the strict inequality d(xt, x∗) < pi/
√
κ.
To observe this, note that when d(xt, x∗) = pi/
√
κ, the manifold M has a diameter
pi/
√
κ and thus by Cheng’s rigidity result [?], M is isometric to the sphere of radius√
κ. In this case, xt and x∗ are conjugate (antipodal points) which is excluded by the
statement of Theorem 10. Hence, d(xt, x∗) < pi/
√
κ and sinc(
√
κd(xt, x∗)) ∈ (0, 1].
Second, as the curvature lower bound diminishes κ ↓ 0, sinc(κd(xt, x∗)) ↑ 1 and
2
κ
sin2
(√
κ
2 d(x0, x∗)
)
→ 1
2
d2(x0, x∗). We thus observe that the convergence bounds
we obtained in Theorems 7 and 10 are in agreement (up to a constant factor of 1/2 in
the second term) in the asymptotic of vanishing curvature |κ| → 0. This consistency
is appealing in light of the fact that different proof techniques are used to analyze the
convergence rates for elliptic and hyperbolic manifolds.
Third, note that although computing the exact value of the injectivity radius
i(M) is challenging in general, if the sectional curvature is further bounded from
above 0 < κ ≤ K(Xp, Yp) ≤ δ for all Xp, Yp ∈ TpM, then Klingenberg [34] has shown
thatM is compact and either i(M) ≥ pi/√δ, or there is a closed geodesic γ of minimal
length among all closed geodesics in M such that i(M) = 12L[γ]. By establishing a
lower bound on L[γ], the Cheeger-Gromov-Taylor inequality provides a more refined
lower bound (cf. [9, Theorem 4.3.]),
i(p) ≥ min
pi/√δ, sup
0<r<pi/4
√
δ
r
(
1 +
Vol (IB2r(0p))
Vol (I˜Br(p))
)−1 , for all p ∈M,
where Vol(IB2r(0p)) denotes the volume of the the ball IB2r(0p) ∈ TpM with respect
to the pull-back metric via the exponential map, i.e., g∗p(Xp, Yp) =˙ exp
∗ gp(Xp, Yp)
=˙ gp(d exp(Xp), d exp(Yp)) for all Xp, Yp ∈ TpM.
Lastly, we note that in the Euclidean optimization methods, the distance between
the initial and optimal points d(x0, x∗) often appears as a quadratic term in the upper
bound and hence greatly influences the convergence speed, e.g. see [51]. In contrast,
from the upper bounds in Theorem 10 we observe that the primal-dual optimization
on the elliptic manifolds is less sensitive to the initialization point.
In the following theorem, we characterize a high probability convergence bound
when the tail of the estimation error ‖et‖ decays as a sub-Gaussian random variable.
Theorem 11. (High-Probability Convergence) Consider the assumptions
and the step size ηt of Thm. 10. Further, suppose |||et|||ψ2 = β < ∞. Then, there
exists a constant c > 0, such that with the probability of at least 1− 2%,
min
t∈[T ]
(f(xt)− f(x∗)) · sinc(
√
κd(xt, x∗))
≤ 1∑T−1
t=0 ηt
[
2
κ
sin2
(√
κ
2
d(x0, x∗)
)
+
(
A+ 4β2
) T−1∑
t=1
η2t +
2
√
κβ log
1
2 (2/%)
c
1
2
(
T−1∑
t=0
η2t
) 1
2
+ 12β2max
{
log
1
2 (2/%)
c
1
2
(
T−1∑
t=0
η4t
) 1
2
,
log(2/%)
c
T−1∑
t=0
η2t
}]
,
for all xt ∈M, t = 1, 2, · · · , T .
Although the statement of Theorem 11 only includes the estimation errors with a
sub-Gaussian tail, the proof we present is somewhat more general and includes those
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cases where the norm of the estimation error ‖et‖ has a tail decaying faster than a
sub-Gaussian, i.e., when |||et|||ψν = β < ∞ for all ν ≥ 2. In those cases, a tighter
bound can be proved, cf. Section 5.3.
We now replace Assumption 5 with a milder assumption. In particular, Assump-
tion 5 is rather stringent as it imposes a strict positivity constraint on the sectional
curvature. We thus relax this assumption by requiring that the sectional curvature
to be locally bounded from below by the inverse of the quadratic distance function.
Assumption 6. At every point on the manifold p ∈ M, the sectional curvature
is lower bounded from below K(Xp, Yp) ≥ −κ/d2(p, q) for all Xp, Yp ∈ TpM, where
q ∈M is an arbitrary point on the manifold, and κ > 0 is a constant.
The class of manifolds that satisfy Assumption 6 is broader than Assumption 5
and subsumes the elliptic manifolds. In the sequel, we refer to the class of manifolds
satisfying Assumption 6 as the asymptotically elliptic since K(Xp, Yp) ≥ 0 as d(p, q)→
∞.
It is meaningful to choose a stationary point of Problem 1 as the reference point
of Assumption 6, i.e., q = x∗. In this case, the condition of Assumption 6 is locally
satisfied by all the smooth manifolds in the sense that if the algorithm outputs xt
remain in a small neighborhood of the stationary point x∗ for all t ∈ [T ], then d(xt, x∗)
is very small and thus the lower bound −κ/d2(xt, x∗) is also a small negative number.
From this point of view, Assumption 6 is more appealing than Assumption 5. We
now have the following result:
Theorem 12. (Non-Asymptotic Convergence) Suppose Assumptions 1, 2,
and 6 hold. Let {xt}Tt=1 be a finite sequence of iterates generated by Algorithm 1 with
a step size satisfying ηtα < 1. Then,
min
t∈[T ]
IE[f(xt)]− f(x∗)
≤ 1∑T−1
t=0 ηt
[
1
2
d2(x0, x∗) +
1
2
(1 +
√
1 + 4κ2)
T−1∑
t=0
(A+ IE[‖et‖2])η2t
]
,
for all xt ∈M, t = 1, 2, · · · , T .
Notice that when κ ↓ 0, the condition of Assumption 6 is the same as Assumption
5, namely K ≥ 0. In this limit, the upper bounds in Theorems 11 and Theorem 12 are
the same up to a constant factor 1/2 in the second term, which confirms our results.
4. Applications. In this section, we evaluate the performance of Algorithm
1 for a few applications. 3 In particular, we consider (i) the non-negative online
principle component analysis (PCA), (ii) the anchored synchronization on the rotation
group SO(3), and (iii) the weighted MAX-CUT problem under graph constraints. In
each example, the optimization is carried over a sub-manifold of a positively curved
Riemannian manifold.
4.1. Non-negative Online PCA.
4.1.1. Problem Description. The problem formulation we consider here is due
to [49]. The principal component analysis (PCA) is a popular dimension-reduction
technique that deals with estimating the direction of maximal variability in given
3The MATLAB codes for all simulations can be found in our Github repository: https://github.
com/CoNG-Harvard/Optimization on Manifolds.
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zero-mean samples ξ0, · · · , ξT−1 ∈ IRd from a d-dimensional probability distribution
P (ξ). In particular, PCA can be formulated as the following non-convex optimization
on the unit sphere,
max
x
IEP [〈x, ξ〉2] =
∫
Ξ
〈x, ξ〉2dP (ξ)(16a)
Subject to:x ∈ Sd,(16b)
where ξ is a random vector distributed with the distribution of P (·) and the support
Ξ, and Sd ⊂ IRd+1 is the unit sphere
Sd =˙
{
(x0, · · · , xd) ∈ IRd+1 :
d∑
i=0
x2i = 1
}
.
The solution of eqs. (16a)-(16b) corresponds to the principal eigenvector of the co-
variance matrix IE(ξξT ) which we denote by ξ∗.
In practice, the underlying distribution P (ξ) is unknown and the problem in eqs.
(16a)-(16a) cannot be solved directly. The standard approach is thus to approximate
the population objective (16a) with the following empirical cost function
max
x
IEPˆT [〈x, ξ〉2] =
1
T
T−1∑
t=0
〈x, ξt〉2,(17a)
Subject to:x ∈ Sd,(17b)
where PˆT is the empirical measure. The solution of eqs. (17a)-(17b) corresponds to
the principal eigenvector of the sample covariance matrix (1/T )
∑T−1
t=0 ξtξ
T
t which we
denote by ξˆT =˙ ξˆ(ξ0, · · · , ξT−1). In the low dimension regime T/d → ∞, PCA is
successful in recovering the population eigenvector in the sense that ‖ξˆT − ξ∗‖2 → 0
with a high probability as T → ∞ [2]. However, it is well-known that when the
dimension is comparable to the sample size T = O(d), PCA undergoes a phase tran-
sition. Specifically, in the limit of T, d → ∞, T/d → α ∈ (0, 1) the phase transition
threshold is
√
α below which limT→∞ |〈ξˆT , ξ∗〉| = 0. That is, the empirical eigenvec-
tor ξˆT is uninformative about the population eigenvector ξ∗. Clearly, without any
further structure, recovering the high-dimensional principle component is challeng-
ing. Thus, to increase the phase transition threshold, some side information about
the population component ξ∗ is normally considered. For example, ξ∗ is either sparse
[65, 42, 31, 24], resides inside a cone [13], or is simply a non-negative vector [49]. In
the sequel, we focus on the simple case of non-negative PCA which arises naturally
in the non-negative matrix factorization problem. In particular, we consider the non-
negative PCA problem under the symmetric spiked covariance model with a single
spike [30, 49],
max
x
IE[〈x, ξ〉2](18a)
Subject to: x ∈ Sd, x  0,(18b)
where the samples Y =˙ (ξ0, · · · , ξT−1)T ∈ IRT×d are generated according to the fol-
lowing model
Y =
√
SNRξ∗ξT∗ +Z.(19)
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Algorithm 2 Riemannian Primal-Dual Method for Non-negative Online PCA
1: require: A sequence of samples ξ0, ξ1, · · · , from eq. (18b).
2: initialize: Choose xˆ0 ∈ N(0, Id) and set x0 = xˆ0/‖xˆ0‖. Let λ0 = 0. A decreasing
sequence {ηt}T−1t=0 for the step size as in Thm. 10. The regularizer free parameter
α ∈ IR+.
3: for t = 0, 1, 2, · · · do
4: Query the oracle and receive ξt.
5: Compute Xt = 2〈xt, ξt〉ξt + λt.
6: Update variables as follows:
7: xt+1 ← cos(ηt‖Xt‖)xt + sin(ηt‖Xt‖) Xt‖Xt‖ .
8: λt+1 ← ΠIRd+
(
(1− α)λt − ηtxt
)
.
return ξˆt+1 = xt+1.
9: end for
Here, ξ∗  0, ‖ξ∗‖2 = 1, and Z = [Zij ] is the symmetric noise Zij = Zji, where
Zij ∼ N(0, 1/T ) are i.i.d. additive noise, and Zii ∼ N(0, 2/T ).
Remark 1. Maximizing the empirical cost function as in eq. (17a) leads to an
offline algorithm in which all the samples ξ0, · · · , ξT−1 are available. In contrast,
in Algorithm 1, the samples ξ0, · · · , ξT−1 are observed sequentially. That is, the
Riemannian primal-dual method we develop in the sequel is an online algorithm.
4.1.2. Algorithms.
Riemannian Primal-Dual Method. Since the Riemannian optimization techniques
for the classical PCA problem in eqs. (17a)-(17b) are well-established [1], here we
mostly summarize the results for the primal-dual method in Algorithm 1. In partic-
ular, for each point x ∈ Sd ⊂ IRd+1, the tangent space TxSd is given by
TxS
d = {z ∈ IRd+1 : 〈x, z〉 = 0}.(20)
Given a vector z ∈ IRd+1, the orthogonal projection onto the tangent space TxSd
is Πx(z) = z − x〈x, z〉. To verify that this is indeed a projection, notice that
〈x,Πx(z)〉 = 〈x, z〉 − 〈x,x〉〈x, z〉 = 0 and thus Πx(z) ∈ TxSd.
It is a standard exercise to show that the geodesic of Sd with the initial point
γ(0) = x ∈ Sd, and the velocity γ˙(0) = z ∈ TxSd/{0} is exactly the great circle,
γ(t) = cos(t‖z‖)x+ sin(t‖z‖) z‖z‖ ,(21)
Hence, the exponential map has the following expression
expx(z) = cos(‖z‖)x+ sin(‖z‖)
z
‖z‖ .(22)
This map can be understood as the rotation of the point x ∈ Sd in the direction of
z with the angle ‖z‖. From the exponential map (22), we verify that the injectivity
radius is i(x) = pi, since given a point on the sphere x ∈ Sd, its antipodal point −x
can be reached by choosing ‖z‖ = pi.
Given a sample ξ ∈ Ξ, we define the Lagrangian function
L(x,λ; ξ) = 〈x, ξ〉2 + 〈λ,x〉 − α
2
‖λ‖.
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We compute the gradient gradx L(x,λ; ξ) ∈ TxSd as follows
gradx L(x,λ; ξ) = 2〈x, ξ〉ξ + λ.
The pseudo-code for the problem in eqs. (18a)-(18b) is described in Algorithm 2.
Corresponding to the estimate ξˆT , we define per coordinate constraint violation and
the overlap performance metrics as follows
∆dCV(ξˆT ) =˙ ‖ΠIRd−(ξˆT )‖/
√
d,
∆Overlap(ξˆT ) =˙ |〈ξˆT , ξ∗〉|.
Semi-definite Programming (SDP). To evaluate the performance of the Rieman-
nian primal-dual method, we also study the performance of the SDP method for the
non-negative PCA problem given in eqs. (18a)-(18b),
min
X
〈Y ,X〉(23a)
Tr(X) = 1,(23b)
X  0, X ≥ 0,(23c)
where X = [Xij ] ≥ 0 denotes the element wise inequality Xij ≥ 0, and X  0 is the
positive semidefinite constraint.Given the solution X∗ ∈ IRT×d of the SDP problem
eq. (23a)-(23c), we first compute the decomposition X∗ =
∑min{T,d}
i=1 λiuiu
T
i , where
λ1 ≥ λ2 · · · ≥ λd are eigenvalues, and {ui}di=1 are the corresponding eigenvectors. We
then take the absolute value of the leading eigenvector ξˆT = |u1| as the estimate of
the principle component.
4.1.3. Numerical Results. We report our numerical results for the mixture
model of [49], where the samples are generated according to eq. (19). In particular,
we let
ξ∗,i =
{
1√
δd
, i ∈ S
0, i 6∈ S,
where S ⊆ {1, 2, · · · , d} and |S| = δd. We consider T = d = 2000 and choose
SNR ∈ {0.05, 0.1, · · · , 2} and sparsity level δ ∈ {0.1, 0.5, 0.9}. For each SNR value and
the sparsity level δ, we compute the average value of the overlap ∆Overlap(ξˆT ) over
30 trials.
Figure 1 shows the average overlap ∆Overlap(ξT ) of Algorithm 2 for different
SNR values. It further shows the performance of the spectral method for the vanilla
PCA in eqs. (16a)-(16b), where we first compute the singular value decomposition
(SVD) of Y Y T /T and then choose the leading eigenvector ξˆ(Y ) corresponding to the
largest eigenvalue. We observe from Figure 1 that the sparsity level δ of the principle
component ξ∗ does not affect the SVD decomposition algorithm. In particular, we
obtain the same overlap values from SVD regardless of the sparsity level δ. In contrast,
the performance of Algorithm 2 significantly improves in low SNR regimes as the
sparsity level δ decreases.
Figure 2 shows the average constraint violation ∆dCV(ξˆT ) of the Riemannian
primal-dual solution for different sample sizes T ∈ {20, 200, 2000} over 30 trials. Evi-
dently, the constraint violation is only significant in the low SNR regimes, where the
samples ξ0, · · · , ξT−1 are nearly random Gaussian. However, by increasing the sample
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Fig. 1. Comparison between the average overlap ∆Overlap(ξˆT ) of Algorithm 2 for online non-
negative PCA, and the spectral method for the vanilla PCA over 30 trials and for the sample size of
T = 2000 and different sparsity levels δ. (a) Riemannian primal-dual method, (b) SVD algorithm.
0 0.5 1 1.5 2
SNR
0
0.05
0.1
0.15
0.2
∆
d C
V
(ξˆ
T
)
δ = 0.1
δ = 0.5
δ = 0.9
0 0.5 1 1.5 2
SNR
0
0.01
0.02
0.03
0.04
0.05
∆
d C
V
(ξˆ
T
)
δ = 0.1
δ = 0.5
δ = 0.9
0 0.5 1 1.5 2
SNR
0
0.005
0.01
0.015
0.02
∆
d C
V
(ξˆ
T
)
δ = 0.1
δ = 0.5
δ = 0.9
Fig. 2. Average constraint violation ∆dCV(ξˆT ) of the Riemannian primal-dual solution for
different sample sizes over 30 trials. (a) T = 20, (b) T = 200, (c) T = 2000.
size T , the amount of constraint violation of the Riemannian primal-dual solution di-
minishes. Notice that the amount of constraint violation also depends on the tunable
parameter α of the regularizer, which is fixed to α = 0.1 in all the experiments.
We now turn to the SDP method, and compare its average overlap performance
∆overlap(ξˆT ) over 30 trials with Algorithm 2 in Table 1. Further, we have computed
the algorithm run time in each case and reported the amount of time (sec) that each
trial takes.4 We use CVX [23] to solve the SDP problem in eqs. (23a)-(23c), where
we choose the best precision settings. We observe that although SDP is a polynomial
time algorithm, it scales very poorly in practice and can not be applied to problems
with a large sample size T . In fact, for the sample size T = 1000, we were unable to
obtain the principle component from SDP due to the physical memory limitations of
our setup.5 In contrast, the Riemannian primal-dual method scales gracefully with
the sample size T .
Remark 2. We note that the SDP method achieves substantially higher overlaps
than Algorithm 2 when the sample size is small in Table 1. This is due to the fact
that the SDP algorithm is an offline algorithm in which all the samples ξ0, · · · , ξT−1
are known. In comparison, Algorithm 2 is an online algorithm and thus it naturally
4We measured the elapsed time of each algorithm using the tic− toc command in MATLAB.
5The experiments are performed in MATLAB on a Windows 7 machine equipped with the dual
core 2.10 GHz Intel Xeon processor, and 32GB of RAM.
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Table 1
Average performance comparison of the online Riemannian primal-dual method and offline
SDP for non-negative PCA problem over 30 trials. The reported numbers for the run time is per
trial and δ = 0.9 and SNR = 1.
SDP Primal-Dual
Sample Size ∆Overlap Run-Time(sec) ∆Overlap Run-Time(sec)
T = 10 0.941 0.52 0.767 0.0029
T = 50 0.824 8.12 0.807 0.0032
T = 100 0.799 94.49 0.809 0.0050
T = 200 0.841 1304.15 0.816 0.0103
T = 1000 NC NC 0.821 0.0849
requires more samples to converge to a good solution.
4.2. Anchored Synchronization on SO(3). In general, the synchronization
problem is concerned with estimating a set of elements g1, · · · , gn of a group G from
noisy observation of their relative positions yij = wij ∗ gi ∗ g−1j , where wij is the noise
which is also an element of the group G. The synchronization problems on Z2 and
U(1) groups have been studied in [28]. The case of synchronization on SO(3) has also
received a great deal of attention [6, 56].
The rotation group SO(3) is the natural state-space for the orientation of rigid
bodies, and thus has many applications in robotics and computer vision for camera
registration, see, e.g., [26],[25]. Therefore, in the sequel we focus on the synchro-
nization problem for recovering the elements of the rotation group R1,R2, · · · ,Rn ∈
SO(3).
4.2.1. Geometry of the Rotation Group SO(3). The rotation group SO(3)
can be defined as follows
SO(3) = {R ∈ GL(3, IR) : RT ∗R = I,det(R) = 1},
where GL(3, IR) is the set of 3 × 3 non-singular matrices, and the group operation ∗
is simply the matrix multiplication. Moreover, the metric is defined by g(R1,R2) =
〈R1,R2〉 = Tr(RT1R2) for any R1,R2 ∈ SO(3), which induces the Frobenius norm
denoted by ‖ · ‖F .
The Lie algebra so(3) associated with the Lie group SO(3) is the set of all skew
symmetric matrices, i.e.,
so(3) = TISO(3) = {X ∈ IR3×3 : X = −XT },
where the Lie bracket is the commutator [X,Y ] = XY − Y X. The tangent plan at
any other point R ∈ SO(3) can be obtained simply by TRSO(3) = Rso(3) = {RX :
X ∈ so(3)}. The generators of the algebra e1, e2, e3 correspond to the derivative of
rotation around each of the standard axis, namely
e1 =
 0 0 00 0 −1
0 1 0
 , e2 =
 0 0 10 0 0
−1 0 0
 , e3 =
 0 −1 01 0 0
0 0 0
 .
The commutator of the basis is given by [ei, ej ] = ijkek, for i, j, k ∈ {1, 2, 3} where
ijk is the Levi-Civita symbol. Due to the compactness
6, the rotation group SO(3)
6Recall that a group is compact, if its point-set topology is compact.
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admits a bi-invariant metric with a non-negative sectional curvatures K ≥ 0, cf. [46,
Corollary 1.3]. In general, consider the n-dimensional Lie group G with its associated
Lie algebra g. Given a generator e1, e2, · · · , en of the algebra g, the structure constants
αijk are defined as follows
[ei, ej ] =
n∑
k=1
αijkek, αijk =˙ 〈[ei, ej ], ek〉.
Note that the structure constants depend on the choice of the metric. For two or-
thonormal vectors X,Y ∈ g, a generator can always be constructed such that e1 = X
and e2 = Y . As shown by Milnor [46], the sectional curvature for a bi-invariant metric
is given by
K(X,Y ) =
1
4
‖[X,Y ]‖2 = 1
4
n∑
j=1
(α2j1)
2 ≥ 0.(24)
In the special case of the rotation group SO(3), the identity of eq. (24) gives us
K(X,Y ) = 1/4 for all X,Y ∈ so(3). Hence, the condition of Assumption 5 is
satisfied.
The exponential map exp : so(3) → SO(3) for the matrix Lie groups is simply
the matrix exponential, i.e., exp(X) =
∑∞
k=0X
k/k! for X ∈ so(3). However, dealing
with the infinite series of the matrix powers is challenging for numerical reasons. We
thus alternatively use Rodrigues’ rotation formula [50, p. 28],
exp(X) = I +
sin(‖X‖F )
‖X‖F X +
1− cos(‖X‖F )
‖X‖2F
X2, X ∈ so(3),X 6= 0.(25)
The logarithmic map logI : SO(3)→ so(3) is also given by
logI(R) =
 0 φ = 0φ
2 sinφ
(R−RT ) φ ∈ (0, pi)(26)
where φ satisfies cos(φ) = (Tr(R) − 1)/2 and ‖ log(R)‖F = φ. We note that when
Tr(R) = −1 two solutions for the log function exist, namely, if u = (u1, u2, u3) is
the unit eigenvector of R associated with the eigenvalue 1, then log(R) = ±pi(u1e1 +
u2e2 + u3e3), see [52]. Hence, the injectivity radius is inj(SO(3)) = pi.
From the logarithmic map, the geodesic distance between the two rotation ma-
trices R1,R2 ∈ SO(3) can be determined as follows
d(R1,R2) = ‖ logI(RT1R2)‖F = ‖ logI(RT2R1)‖F(27)
= arccos
(
(Tr(RT1R2)− 1)
2
)
= arccos
(
(〈R1,R2〉 − 1)
2
)
.(28)
Remark 3. Based on the analysis of Section 4.4.3, the geodesics and the expo-
nential map of the product manifold M = SO(3) ⊗ · · · ⊗ SO(3) can also be defined
coordinate wise, under the extension defined in eq. (8).
4.2.2. Measurement Model. Consider the undirected, connected graph G =
(V,E) with vertices V =˙ {1, 2, · · · , n} and edges E ⊆ V ×V . The set of measurements
of the relative rotations on the undirected graph G can be described as follows,
Yij = WijR
0
i (R
0
j )
T , (i, j) ∈ E,(29)
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where here Wij ∈ SO(3) are i.i.d. multiplicative noise that are sampled from a
distribution with the probability density function g : SO(3) → IR+ with respect to
the Haar measure µ (see Appendix E). In particular,∫
SO(3)
g(R)µ(dR) = 1.
We assume that the multiplicative noise is unbiased, i.e., IEg[Wij ] = I. Notice
that the measurement (i, j) and (j, i) on the undirected graph are the same, and
hence we have Y Tij = (WijR
0
i (R
0
j )
T )T = WjiR
0
j (R
0
i )
T = Yji. Thus necessarily,
Wji = R
0
j (R
0
i )
TW TijRi(R
0
j )
T . The symmetry on the observations also enforces cer-
tain restrictions on an admissible density function g; see [6].
4.3. Algorithm. To apply the Riemannian primal-dual framework to the syn-
chronization problem, we begin with the problem of minimizing the mean squared
error (MMSE) on the product manifold M =˙ SO(3)⊗ SO(3)⊗ · · · ⊗ SO(3),
minimizeR∈MIEY
[ ∑
(i,j)∈E
d2(I,YijRjR
T
i )
]
,(30)
where R =˙ (R1, · · · ,Rn), Y =˙ (Yij)(i,j)∈E , and Wij = YijRjRTi . Notice that the
mean squared error (MSE) in eq. (30) is invariant under the right transforma-
tion Ri 7→ RiA for A ∈ SO(3) and all i = 1, 2, · · · , n, i.e., d2(I,YijRjRTi ) =
d2(I,YijRjAA
TRTi ). A symmetry breaking strategy is to consider some reference
nodes (anchors), that is Ri = R
0
i for i ∈ V˜ ⊂ V , see [6]. Employing anchors to elimi-
nate redundancies and pin down the underlying state configuration is also a common
approach in the localization of sensor networks, where anchors consist of those sensors
that are able to estimate their locations based on a standalone localization mechanism
such as GPS [54].
Including the anchors in the MMSE problem (30) yields
minimizeR∈M
1
2
IEY
[ ∑
(i,j)∈E
‖I − YijRjRTi ‖2F
]
,(31a)
subject to : ‖I −RTi R0i ‖2F ≤ 0, i ∈ V˜ ⊆ V.(31b)
Two remarks on the reformulation in eqs. (31a)-(31b) are in order.
First, note that the geodesic distance in eq. (30) is replaced with the Frebenous
distance dF (R1,R1) =˙ ‖I−RT1R2‖F ,R1,R2 ∈ SO(3). This relaxation is permissible
since the geodesic distance and the Frebenous distance are boundedly equivalent with
respect to topology of SO(3) [27], i.e., there are positive constants a, b > 0 such that
a · dF (R1,R2) ≤ d(R1,R2) ≤ b · dF (R1,R2).
Second, notice that the equality constraints Ri = R
0
i are written in the inequality
forms. An advantage of the current formulation is that the inequality constraints can
be easily modified to impose soft constraints ‖I−RTi R0i ‖2F ≤  on the rotation states
for some  > 0. This is particularly useful when side information R0i , i ∈ V˜ are
themselves some estimates of the true states.
We now apply the Riemannian primal-dual method to the problem in eqs. (31a)-
(31b). We define the Lagrangian function,
L : (IR3×3)n × IRn+ → IR+
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Algorithm 3 Riemannian Primal-Dual Method for Synchronization on SO(3)
1: require: A connected synchronization graph E ⊆ V × V on the vertices V .
2: initialize: R0i ∈ SO(3), λ0i = 0 for all i ∈ V .
3: for t = 0, 1, · · · , T − 1 do
4: Let W tij ∼ g(X) be i.i.d. noise terms for all edges (i, j) ∈ E.
5: Observe the noisy samples Y tij = W
t
ijR
0
i (R
0
j )
T of all edges (i, j) ∈ E.
6: Compute gradL(Rt,λt) = (Xt1,X
t
2, · · · ,Xtn) from eqs. (32)-(34).
7: Rt+1i ← Rti
(
I − sin(ηt‖X
t
i‖F )
‖Xti‖F
Xti +
1− cos(ηt‖Xti‖F )
‖Xti‖2F
(Xti )
2
)
.
8: λt+1i ← max{0, (1− α)λti + ηt‖Ri −R0i ‖2F }.
9: end for
return (RT1 ,R
T
2 , · · · ,RTn ).
(R,λ;Y ) 7→ 1
2
∑
(i,j)∈E
‖I − YijRjRTi ‖2F +
1
2
∑
i∈V˜
λi‖I −RiR0i ‖2F −
α
2
‖λ‖22.
The elements of the gradient vector gradL(R,λ;Y ) = (Z1, · · · ,Zn) are given by
Zi =−
∑
j∈N(i)
(I −RiRTj Yji)YijRj −
∑
j∈N(i)
Yij(I − YjiRiRTj )Rj
− λiR0i (I − (R0i )TRi)1i∈V˜ ,(32)
where 1{·} is the indicator function, and we recall N(i) =˙ {j ∈ V : (i, j) ∈ E}.
Given the restriction L(R,λ;Y ) = L(R,λ;Y )|M, we obtain the i-th element of
the gradient gradL(R,λ;Y ) by projecting Zi onto TRiSO(3) = Riso(3),
(gradL(R,λ;Y ))i = ΠRiso(3)(Zi) = Riskew(R
T
i Zi)
=
1
2
Ri(R
T
i Zi −ZTi Ri),(33)
where skew(X) =˙ (X−XT )/2 is the skew symmetric matrix based onX. Notice that
(gradL(R,λ;Y ))i ∈ Riso(3). Since the exponential map is a map from TISO(3) =
so(3) to SO(3), we subsequently use the left translation to compute an element of
si ∈ so(3) as follows
si = R
−1
i (gradL(R,λ;Y ))i =
1
2
(RTi Zi −ZTi Ri),(34)
which is clearly a skew symmetric matrix.
We now are in position to describe the structure of the Riemannian primal-dual
algorithm for solving (31a)-(31b), see the pseudocode of Algorithm 3.
4.3.1. Numerical Results. We now evaluate the performance of Algorithm 3
on the connected Erdo¨s-Re´yni random graph G(n, p) we described in Section 4.4.
Further, we use the isotropic Langevin distribution as an analogue of the Gaussian
distribution for the rotation group in the following simulations [6],
g(R) =
1
Z
· exp(β〈R,N〉), R ∈ SO(3),(35)
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where N ∈ SO(3) denotes the mean value, β > 0 is the concentration parameter, and
Z is the normalization factor,
Z =
∫
SO(3)
exp(β〈R,N〉)dµ(X)(36)
(a)
=
∫
SO(3)
exp(β〈R, I〉)dµ(R)(37)
(b)
= exp(β)(I0(2β)− I1(2β)),(38)
where (a) is due to the bi-invariance of the Haar measure (cf. Appendix E), and in
(b), I0(2β), I1(2β) are the Bessel functions of the first kind.
Let β = 10, and consider the Erdo¨s-Re´yni random graph G(n, p) with n = 100
and p = 0.05. Further, let ηt = η = 0.05 and α = 10
−3. Figure 3 shows the Frobenius
distance dF (R
t,R0i ) = ‖Rti − R0i ‖F for all i ∈ V and at different iterations t =
1, 2, · · · , 1000, where both anchored and anchor-free synchronizations are considered.
In our simulations, we used the rejection sampling method to sample from the density
function (35).
In the case of anchored synchronization, we consider only one anchor V˜ = {i},
where i ∈ V is chosen randomly. We observe from Figure 3 that in the absence of any
anchors, the algorithm does not converge to the true rotation states R0i , i ∈ V due
to the invariance of the MSE under rotation. Nevertheless, by including an anchor,
the symmetry of the MSE is broken and the algorithm correctly detects the true
underlying states.
Figure 4 shows the trajectories of the column vectors of the first node in the
graph Rt1 = [R
t
11|Rt12|Rt13] with a blue curve at different iterations t = 1, 2, · · · , T
and for two different trials of Algorithm 3. Further, the column vectors of the true
matrix R01 = [R
0
11|R012|R013] are shown by the red filled circles. Clearly, the trajectory
of each column vector R1i, i = 1, 2, 3 clusters around its true state R
0
1i. Note that
the trajectories oscillate around their true states due to using a constant step size
ηt = η = 0.05. However, these oscillations can be suppressed if a smaller step size is
used.
4.4. Weighted MAX-CUT Problem.
4.4.1. Problem Description. Consider a weighted graph G = (V,E, ω) with
vertices V =˙ {1, 2, · · · , n}, and edges E ⊆ V × V , where ω : E → IR+ assigns a non-
negative weight ωij to each edge (i, j) ∈ E and ωij = 0 when (i, j) 6∈ E. Further,
ωii = 0, i ∈ V and maxi,j∈[n] ωij < ∞. The non-negativity condition of the weight
coefficients is inessential and is only imposed to simplify our analysis in the sequel.
The weighted MAX-CUT problem is concerned with finding a set of vertices S (not
necessarily unique) that maximizes the total weights of the edges in the cut (S, V/S),
that is w(S) =
∑
i∈S,j∈V/S ωij .
The MAX-CUT problem has diverse applications which include statistical physics,
where the combinatorial optimization methods are useful for finding the ground states
[12]. Another application of the weighted MAX-CUT problem is in layout design of
very large scale integrated (VLSI) circuits, where the goal is to minimize the number
of locations that wires change layers to minimize the risk of breaking the chip.
To find the maximum cut w(S), the following integer quadratic program can be
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Fig. 3. Synchronization on the Erdo¨s-Re´yni random graph G(n, p) with n = 100, p = 0.05,
ηt = η = 0.05 and α = 10−3. Panel (a): anchored synchronization with a single anchor V˜ = {i}.
Panel (b): anchor-free synchronization.
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Fig. 4. The trajectories (blue curves) of column vectors of the matrix Rt1 in IR
3 at different
iterations t = 1, 2, · · · , T and for two different trials. The column vectors of the true state R01 are
shown by the red filled circles, where i = 1 6∈ V˜ is not the anchor node. From left to right: first
column, second column, and third column.
formulated
max
x1,··· ,xn
1
2n
∑
i<j
ωij(1− xixj)(39a)
subject to : xi ∈ {−1, 1}, for all i ∈ V,(39b)
where xi = 1 if i ∈ S, and xi = −1 if i ∈ V/S. Since the problem in eqs. (39a)-(39b)
is NP-complete, an approximate algorithm based on the following relaxation of eqs.
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(39a)-(39b) is proposed in [22],
max
σ1,··· ,σn
1
2n
∑
i<j
ωij(1− 〈σi,σj〉)(40a)
subject to : σi ∈ Sd, for all i ∈ V,(40b)
A different relaxation of the integer programming problem in (39a)-(39b) is also
established in [22],
max
σ1,··· ,σn
1
n
∑
i<j
ωij
arccos(〈σi,σj〉)
pi
(41a)
subject to : σi ∈ Sd, for all i ∈ V,(41b)
The relaxation in eqs. (41a)-(41b) has received less attention compared to the
formulation in eqs. (40a)-(40b), since it does not admit a semi-definite programming
solution as in eqs. (40a)-(40b). However, we show that the optimization methods on
manifolds can be employed effectively to search for good local minima of (41a)-(41b).
It is also noteworthy that from a pure geometric perspective, the relaxation in
(41a)-(41b) is more intriguing than (40a)-(40b) since it has a nice geometric interpre-
tation in terms of maximizing the mutual distance of n points on the sphere as we
discuss later.
4.4.2. Semi-definite Relaxation [22]. The problem in eqs. (40a)-(40b) is
non-convex, due to a non-convex feasible set. A semi-definite programming (SDP)
relaxation for this problem can be characterized by defining the matrix Y =˙ [Yij ] with
elements Yij =˙ 〈σi,σj〉, as well as W =˙ [ωij ]. The optimization in (40a)-(40b) can
now be rewritten as a trace maximization problem over elliptope,
max
Y
1
4
Tr(W (1− Y ))(42a)
subject to : diag(Y ) = I, Y  0,(42b)
where diag(Y ) is a diagonal matrix, where diagonal elements are {Yii}ni=1 and the off-
diagonal elements are all zeros. Further, 1 and I denote the all ones and identity ma-
trices, respectively. Given the solution Y∗ of (42a)-(42b), we compute the eigenvalue
decomposition Y∗ = UΣUT , where Σ = diag(λ1, · · · , λn) is a diagonal matrix with
the eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn as the diagonal elements, and U = (U1, · · · ,Un)
is a column matrix composed of the eigenvectors U1, · · · ,Un. We then choose the
principle component U1 = (U11, U12, · · · , U1n) and select the following cut
S = {i ∈ V : sign(U1i) > 0}.
Note that the spectral rounding method we used here is due to [28] and is different
from the hyperplane rounding technique of [22].
4.4.3. Primal-Dual Method on the Product Manifold. As we have already
observed in the PCA problem, in practice the SDP method hardly scales beyond n of
a few hundreds, although it yields the best known integrality gap for the MAX-CUT
problem.7 Recently, Javanmard, Montanari, and Ricci-Tersenghi [28] have shown
7In fact, the unique game conjecture [32], which is a statement about the optimal inapprox-
imability of certain class of computer science problems, implies that the SDP method is optimal
for the MAX-CUT problem in the sense that it yields the conjectured optimal integrality gap of
approximately 0.878.
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empirically that a heauristic gradient ascent method for the closely related community
detection problem converges to good local optima that are undistinguishable from the
SDP optimum. Montanari [48] has further proved that the local optima of eqs. (40a)-
(40b) are indeed within a gap from the SDP optimum in (42a)-(42b), where the gap is
proportional to n/
√
d. Motivated by those observations and with the understanding
that the objective value of eqs. (40a)-(40b) does not have spurious local minima, we
apply the Riemannian optimization techniques to the MAX-CUT problem.
In the sequel, we characterize two different algorithms for the MAX-CUT problem
using the two different MAX-CUT relaxations we discussed in Section 4.4.1. In both
algorithms, we allow for certain restrictions on the desired cut on the graph. In
particular, given the sub-graph E˜ ⊂ E, we find a cut (S, V/S) that maximizes the
objective function under the restriction that it includes edges belonging to E˜, i.e.,
either (k, l) ∈ S × V/S or (l, k) ∈ S × V/S for (l, k) ∈ E˜. We remark that the MAX-
CUT problem under graph constraints has also been investigated in [38] using a linear
programming relaxation based on the Sherali-Adams hierarchy.
• Randomized Hyper-Plane Rounding Method: We consider an optimization
problem on the manifold of direct product of d-spheresM = Sd⊗Sd⊗· · ·⊗Sd ∼= Snd
equipped with the product metric gM = g ⊕ g ⊕ · · · ⊕ g and the product topology,
where g is the metric induced by the embedding of each sphere in IRd+1. We now
study a relaxation of eqs. (39a)-(39b) as follows
Maximizeσ1×···×σn∈M
1
2n
∑
i<j
ωij(1− 〈σi,σj〉)(43a)
subject to : 〈σk,σl〉 = −1, for all (k, l) ∈ E˜.(43b)
Notice that replacing the equality constraint (43b) with the inequality constraint
〈σk,σl〉 ≤ −1 does not change the problem. Given a locally optimal solution σ∗ =
(σ∗1 , · · · ,σ∗n) of eqs. (43a)-(43b), we next generate a sequence of random vectors
u1, · · · ,uN ∈ Sd and find the cut Sk = {i ∈ V : 〈σ∗i ,uk〉 ≥ 0}, k = 1, 2, · · · , N .
Notice that corresponding to each random vector uk, a separating hyperplanes
is defined in IRn+1. Further, notice that the constraints in (43b) ensures that,
irrespective of a chosen hyperplane, the designated edges of E˜ are included in
Sk × V/Sk for all k = 1, 2, · · · , N .
Now, we characterize the geometry of the constraint manifold M. For each point
p ∈ Sd ⊂ IRd+1, the tangent space TpSd is defined in eq. (20). Given p =
(p1, · · · , pn) ∈ M = Sd ⊗ · · · ⊗ Sd, the tangent space of the product manifold
takes the following form
TpM = T(p1,··· ,pn)Sd ⊗ · · · ⊗ Sd(44)
∼= Tp1Sd ⊕ Tp2Sd ⊕ · · · ⊕ TpnSd,(45)
where the isomorphism is induced by the differential of the projection onto each
sphere with the differential of the inclusion map as its inverse.
Let λ =˙ (λ1, · · · , λn). We view M = Sd ⊗ · · · ⊗ Sd ∼= Sn×d as a sub-manifold of
IRn×(d+1) and define the following Lagrangian function
L(σ,λ) : IRn×(d+1) × IRn+ → IR,
(σ,λ) 7→ 1
2n
∑
i<j
ωij(1− 〈σi,σj〉) +
∑
(k,l)∈E˜
λkl(1 + 〈σk,σl〉)− α
2
‖λ‖22.
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The directional derivative of L in the direction of z =˙ (z1, · · · , zn)T ∈ IRn×(d+1)
can be computed as below
dL(σ,λ)(z) =˙ lim
ε→0
L(σ + εz,λ)− L(σ,λ)
ε
(a)
= − 1
2n
∑
i<j
ωij〈zi,σj〉 − 1
2n
∑
i<j
ωij〈σi, zj〉
+
∑
(k,l)∈E˜
λkl〈zk,σl〉+
∑
(k,l)∈E˜
λkl〈σk, zl〉,
(b)
= − 1
2n
n∑
i,j=1
ωij〈zi,σj〉+ 2
∑
(k,l)∈E˜
λkl〈zk,σl〉,
where to derive (b), we exchanged the role of indices i, j in the second term of (a)
and used the fact that ωij = ωji, and ωii = 0 for all i, j ∈ [n]. Let N(i) =˙ {j ∈
V : (i, j) ∈ E˜}. We further made a similar observation for the terms with the dual
variables. Based on Definition 2, we compute the gradient as an element of the
tangent space TσIR
n×(d+1) ∼= IRn×(d+1) as follows
dL(σ,λ)(z) = Tr(gradL(σ,λ) · zT ) =˙ 〈gradL(σ,λ), z〉,
where the i-th element of the gradient vector gradL(σ,λ) is
(gradL(σ,λ))i = − 1
2n
n∑
j=1
ωijσj + 2
∑
j∈N(i)
λijσj .
Define L(σ,λ) as the restriction of L(σ,λ) to the product manifoldM, i.e., L(σ,λ)
=˙L(σ,λ)|M. We now compute gradL(σ,λ). Due to the isomorphism in eq.
(45), it suffices to compute the projection of each coordinate i ∈ [n] of the vec-
tor gradL(σ,λ) onto its corresponding tangent plane TσiS
d. In particular, we have
gradL(σ,λ) = (X1, · · · ,Xn) ,(46)
where
Xi = ΠTσiSd ((gradL(σ,λ))i)(47)
=
1
2n
n∑
j=1
ωij(σi〈σi,σj〉 − σj) + 2
∑
j∈N(i)
λij(σi〈σi,σj〉 − σj).(48)
To describe the algorithm, we need to specify the stopping criteria. We define
the constraint violation associated with the solution vector σ = (σ1, · · · ,σm) ∈
Sd ⊗ · · · ⊗ Sd as follows
∆1(σ) =˙
1√
|E˜|
∥∥∥∥ΠIR|E˜|+ (hij(σi,σj))(i,j)∈E˜
∥∥∥∥ ,(49)
where hij(σi,σj) =˙ 1 + 〈σi,σj〉.
We also define the norm of the gradient associated with the primal-dual pair (σ,λ)
as follows
∆2(σ,λ) =˙
1√
n
‖gradL(σ,λ)‖F ,(50)
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Algorithm 4 Randomized Hyper-Plane Rounding Method for MAX-CUT
1: require: Tolerances tol1, tol2. A graph E ⊆ V × V with weighted edges
ωij , (i, j) ∈ E. A sub-graph E˜ ⊂ E.
2: initialize: Choose u1, · · · ,uN ,σ0i ∈ Sd, λ0i = 0 for all i ∈ V , and ∆1 > tol1 and
∆2 > tol2. A decreasing sequence {ηt}∞t=0 for the step size as in Thm. 10. The
regularizer free parameter α ∈ IR+ and the dimension d > 1.
3: while ∆1 > tol1 and ∆2 > tol2 do
4: Compute gradL(σt,λt) = (Xt1, · · · ,Xtn) from eqs. (46),(48).
5: Update variables as follows:
6: σt+1i ← cos(ηt‖Xti‖)σti + sin(ηt‖Xti‖) X
t
i
‖Xti‖ , i = 1, · · · , n.
7: λt+1ij ← max
{
0, (1− α)λtij + ηt(1 + 〈σti ,σtj〉))
}
, (i, j) ∈ E˜.
8: Compute ∆1 = ∆1(σ
t) and ∆2 = ∆2(σ
t,λt).
9: end while
return Sk = {i ∈ V : 〈σt+1i ,uk〉 ≥ 0}, k = 1, 2, · · · , N .
where ‖ · ‖F is the Frobenius norm, and we recall λ =˙ (λ1, · · · , λm). Based on
these stopping criteria, the pseudocode for the MAX-CUT problem is described in
Algorithm 4.
Remark 4. Note that when the step size is small ηt  1, we have cos(ηt‖sti‖) ≈ 1
and sin(ηt‖sti‖) ≈ ηt‖sti‖ and Step 6 of Algorithm 2 approximately is
σt+1i ≈ σti + ηtsti,
which is similar to the primal ascent step of the Euclidean primal-dual method.
• Randomized Distance Rounding Method: Here, we consider a different ap-
proach for the MAX-CUT problem based on the relaxation (41a)-(41b). To apply
geometric methods to this relaxation, notice that the intrinsic distance between two
points on the sphere p, q ∈ Sd is defined by
d(p, q) = arccos(〈p, q〉).
Consequently, the problem (41a)-(41b) can be regarded as maximizing the mutual
distance between n points on the sphere. In particular, the relaxation in (41a)-(41b)
can now be rewritten as
Maximize(σ1,··· ,σn)∈Sd⊗···⊗Sd
1
n
∑
i<j
ωij
d(σi,σj)
pi
(51a)
subject to : d(σl,σk) = pi, (k, l) ∈ E˜,(51b)
where we included the graph based constraints on the pairs (σl,σk), (k, l) ∈ E˜.
Notice that the constant factor diam(Sd) = pi in the denominator is the diameter
of the unit sphere, where diam(M) =˙ maxp,q∈M d(p, q). As a result, the problem
in (51a)-(51b) can be extended to an optimization on the general smooth manifold
M,
Maximize(σ1,··· ,σn)∈M⊗···⊗M
1
n
∑
i<j
ωij
d(σi,σj)
diam(M)(52a)
subject to : d(σl,σk) = diam(M), (k, l) ∈ E˜.(52b)
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The only restriction on an admissible manifold M in eqs. (52a)-(52b) comes from
the fact that the diameter must be bounded diam(M) < +∞. This rules out the
hyperbolic manifolds, unless M is a sub-manifold of a hyperbolic manifold with a
bounded diameter.
Given a locally optimal solution σ∗ =˙ (σ∗1 , · · · ,σ∗n) of the problem (52a)-(52b), we
next generate a random sequence of points u1, · · · ,uN ∈M. We then compute N
different cuts S1, · · · , SN ⊂ V , where
Sk = {i ∈ V : d(σi,uk) ≤ diam(M)/2}.
Now, define the Lagrangian function as follows
L(σ,λ) =˙
1
n · diam(M)
∑
i<j
ωijd(σi,σj) +
∑
(k,l)∈E˜
λkl(diam(M)− d(σl,σk))− α
2
‖λ‖22.
Since the gradient of the distance function is the logarithmic map gradσi d(σi,σj) =
logσi(σj) for σi 6= −σj , the i-th element of the gradient of the Lagrangian function
is
(gradσi L(σ,λ))i =
1
n · diam(M)
n∑
j=1
ωij logσi(σj)−
∑
j∈N(i)
λij logσi(σj).(53)
To derive a more explicit form for the gradient gradσi L(σ,λ), in the sequel we
focus on two types of manifolds, namely i) the unit sphere M = Sd, and ii) the
rotation groupM = SO(d). In both cases, the diameter is given by diam(M) = pi.
In Case (i), the Riemannian logarithmic map logσi : TσiS
d → Sd takes the following
form
logσi(σj) =

arccos(〈σi,σj〉)√
1− 〈σi,σj〉2
(I − σiσTi )σj σj 6∈ {σi,−σi}
0 σj = σi.
(54)
In Case (ii), the Riemannian logarithmic map logσi : Tσiso(d) → SO(d) can be
written from (26) as follows
logσi(σj) =

arccos
(
(Tr(σTi σj)− 1)/2
)
2
√
1− ((Tr(σTi σj)− 1)/2)2 (σ
T
i σj − σTj σi) σj 6∈ {σi,−σi}
0 σj = σi.
(55)
Now, Algorithms 5 and 6 describe the pseudo-codes of two randomized primal-dual
algorithms for the MAX-CUT problem on the unit sphere Sd and the rotation group
SO(d), respectively.
4.4.4. Numerical Results. Here, we only present the experimental results for
the performance of Algorithm 3 as well as the semi-definite programming of Section
4.4.2. In particular, we apply Algorithm 3 to obtain the maximum cut in the Erdo¨s-
Re´nyi random graphs G(n, p), where each edge is connected with the probability of
p ∈ [0, 1] independent from every other edge, and n is the number of vertices. We only
consider the connected realizations of G(n, p) in the simulations, so that each cut-set
S determines a unique partition of the vertices. The weights ωij corresponding to the
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Algorithm 5 Randomized Distance Rounding Method for MAX-CUT (M = Sd).
1: require: Tolerances tol1, tol2. A graph E ⊆ V × V with weighted edges
ωij , (i, j) ∈ E. A subgraph E˜ ⊂ E.
2: initialize: Choose σ0i ∈ Sd, λ0i = 0 for all i ∈ V , and ∆1 > tol1 and ∆2 > tol2.
A decreasing sequence {ηt}∞t=0 for the step size as in Thm. 10. The regularizer
free parameter α ∈ IR+ and the dimension d > 1.
3: while ∆1 > tol1 and ∆2 > tol2 do
4: Compute gradL(σt,λt) = (Xt1, · · · ,Xtn) from eqs. (53) and (54).
5: Update variables as follows:
6: σt+1i ← cos(ηt‖Xti‖)σti + sin(ηt‖Xti‖) X
t
i
‖Xti‖ , i = 1, · · · , n.
7: λt+1ij ← max
{
0, (1− α)λtij + ηt(pi − d(σti ,σtj))
}
, (i, j) ∈ E˜.
8: Compute ∆1 = ∆1(σ
t) and ∆2 = ∆2(σ
t,λt).
9: end while
return Sk = {i ∈ V : d(σt+1i ,uk) ≤ pi/2}, k = 1, 2, · · · , N .
Algorithm 6 Randomized Distance Rounding Method for MAX-CUT (M = SO(d)).
1: require: Tolerances tol1, tol2. A graph E ⊆ V × V with weighted edges
ωij , (i, j) ∈ E. A subgraph E˜ ⊂ E.
2: initialize: Choose σ0i ∈ Sd, λ0i = 0 for all i ∈ V , and ∆1 > tol1 and ∆2 > tol2.
A decreasing sequence {ηt}∞t=0 for the step size as in Thm. 10. The regularizer
free parameter α ∈ IR+ and the dimension d > 1.
3: while ∆1 > tol1 and ∆2 > tol2 do
4: Compute gradL(σt,λt) = (Xt1, · · · ,Xtn) from eqs. (53) and (55).
5: Update variables as follows:
6: σt+1i ←σti
(
I − sin(ηt‖X
t
i‖F )
‖Xti‖F
Xti +
1− cos(ηt‖Xti‖F )
‖Xti‖2F
(Xti )
2
)
, i = 1, · · · , n.
7: λt+1ij ← max
{
0, (1− α)λtij + ηt(pi − d(σti ,σtj))
}
, (i, j) ∈ E˜.
8: Compute ∆1 = ∆1(σ
t) and ∆2 = ∆2(σ
t,λt).
9: end while
return Sk = {i ∈ V : d(σt+1i ,uk) ≤ pi/2}, k = 1, 2, · · · , N .
edges (i, j) ∈ E are i.i.d. and ωij = |ω|, ω ∼ N(0, 1), i.e., ωij is distributed according
to the folded Gaussian distribution.
First, we consider the unconstrained settings, where E˜ = ∅. Since the SDP
method cannot be applied to large problems beyond n of a few hundreds, we restrict
our analysis to the small graph sizes of n ∈ {30, 40, 50, · · · , 400} and we consider a
fixed choice of the lifting dimension d = 3. We use CVX [23] with the best precision
to solve the SDP problem in eqs. (42a)-(42b). Figure 5 shows the objective values
w(S) attained by the primal-dual algorithm and the SDP method, where ∆1 = 0 (no
constraint), and ∆2 = 10
−3. We also put a limit of 5000 iterations, after which the
algorithm generates the output even if the threshold ∆2 = 10
−3 is not reached.
In our simulations, we let α = 0, and ηt = η = 1 for t ≤ 1000, and ηt = η = 1/100
for t > 1000. Further, we generate N = 1000 samples of random vectors on the
sphere u1, · · · ,uN and compute different cuts S1, · · · , SN . We then choose the best
cut among S1, · · · , SN that maximizes the objective function in (39a).
Interestingly, we observe from Figure 5 that when the random graph is dense
(p = 1/10), the objective values from the SDP and Riemannian methods is indistin-
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Fig. 5. Denormalized objective value n×w(S) of the Riemannian optimization method for the
unconstrained problem E˜ = ∅ and the SDP algorithm on G(n, p) with different number of nodes n.
(a) sparse graph p = 1/100, (b) dense graph p = 1/10.
100 200 300 400 500 600 700 800
Iterations
0
0.2
0.4
0.6
0.8
1
∆1(σ)
∆2(σ,λ)
(a)
0 200 400 600 800
Iterations
-1
-0.5
0
0.5
1
〈σ
i,
σ
j
〉
(b)
Fig. 6. Panel (a): The decay of errors ∆1(σ) and ∆2(σ,λ) as defined in eqs. (49) and (50),
resp. Panel (b): The inner product 〈σi,σj〉, (i, j) ∈ E˜ for E˜ ⊂ E, |E˜| = 20 at different iterations
with α = 0.01 and ηt = η = 1/100.
guishable, even when the graph size n grows. Evidently, for sparse graphs (p = 1/100),
the SDP generally provides better solutions, although the scalability issue of the SDP
prohibits its use for larger graphs.
We remark that in all of our simulations with Algorithm 2, we obtained good
solutions, irrespective of the initialization point. This observation is an empirical
evidence for our earlier suggestion that all the local minima of the MAX-CUT problem
are close to the global minimum or minima. In fact, this observation has already been
rigorously proved in [48].
Next, we consider the constrained settings, where the elements of E ⊂ V × V
are sampled randomly to obtain a subgraph E˜ ⊂ E with the cardinality |E˜| = 20.
Figure 6 denotes the the inner product 〈σi,σj〉, for all (i, j) ∈ E˜. Evidently, the
inner products 〈σi,σj〉, (i, j) ∈ E˜ satisfy the constraints (43b) asymptotically. We
also demonstrated the errors in the constraint violation and the norm of the gradient
as defined in eqs. (49) and (50).
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5. Proofs. In this section, we provide the proofs of main theorems and their
corollaries, while deferring the more technical proofs to the appendices. In particular,
we first prove the convergence results for Algorithm 1 when the sectional curvature
is non-positive κ ≤ K(Xp, Yp) ≤ 0, Xp, Yp ∈ TpM for all p ∈ M. We then prove
a different convergence results for positive curvature case K(Xp, Yp) > κ ≥ 0 and
asymptotically non-negative case K(Xp, Yp) ≥ −κ/d2(p, q) for a fixed q ∈ M. We
also prove a high probability convergence bound under certain technical assumptions
on the norm of the estimation error ‖et‖.
5.1. Proof of Theorem 7 (Hyperbolic Manifolds). We start by writing the
Taylor expansion of ` ◦ expp at the point p ∈ M for some smooth generic function
` ∈ C2(M, IR). Note that ` ◦ expp is a function defined on the tanget space TpM ∼=
IRn. Furthermore, we note that
d
d
∣∣∣
=0
`(expp(X)) = ∇X`(p) = 〈gradp `,X〉 for
any Xp ∈ TpM. Thus, based on the first order Taylor expansion with the integral
remainder we derive (cf. [57])
`(expp(Xp)) = `(p) + 〈gradp `,Xp〉+ 2
∫ 1
0
(1− s)∇2Xp`(expp sXp) ds,(56)
where ∇2Xp` =˙ (∇`(Xp, Xp))p.
Now, we identify the parameters p = xt, Xp = Xt = − gradxt L(xt, λt; ξt) ∈
TxtM,  = ηt, and `(x) = 12d2(x, x∗). Recall from (A2) in Section 3.3, the squared
distance function is differentiable, and gradx
1
2d
2(x, x∗) = − logx(x∗), where the Rie-
mannian logarithm exists due to (A3). Therefore, from the expansion in eq. (56) we
compute
1
2
d2(expxt(ηtXt), x∗) =
1
2
d2(xt, x∗)− ηt〈logxt(x∗), Xt〉
+
1
2
η2t
∫ 1
0
(1− s)∇2Xtd2(expxt(sηtXt), x∗) ds.(57)
Due to the update rule in Algorithm 1 we have xt+1 = expxt(ηtXt). Therefore,
1
2
d2(xt+1, x∗) =
1
2
d2(xt, x∗)− ηt〈logxt(x∗), Xt〉
+
1
2
η2t
∫ 1
0
(1− s)∇2Xtd2(expxt(sηtXt), x∗) ds.(58)
Now, to bound the last term of the expression in eq. (58), in the following we consider
the special case of the Hadamard manifolds, where the sectional curvature is negative
everywhere on M.
In this case, the maximum eigenvalue λmax of the Hessian of the squared distance
function `(x) = 12d
2(x, x∗) is upper bounded by (cf. [5],[11])
λmax
(
∇2 d
2(x, x∗)
2
)
≤
√
|κ| 12d2(x, x∗)
tanh
(√
|κ| 12d2(x, x∗)
)(59)
≤ d(x, x∗)
√
1
2
|κ|+ 1,(60)
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where we recall that κ < 0 is a lower bound on the sectional curvature. Therefore,
∇2Xtd2(expxt(sηtXt), x∗) ≤ (d(expxt(sηtXt), x∗)
√
|κ|/2 + 1)‖Xt‖2.(61)
From eq. (58) and the inequality (60) we derive
1
2
d2(xt+1, x∗) ≤1
2
d2(xt, x∗)− ηt〈logxt(x∗), Xt〉+
1
4
η2t ‖Xt‖2
+
√|κ|η2t√
2
‖Xt‖2
∫ 1
0
(1− s)d(expxt(sηtXt), x∗) ds.(62)
Applying the method of integration by parts to the last term gives us∫ 1
0
(1− s)d(expxt(sηtXt),x∗) ds =
(
s− s
2
2
)
d(expxt(sηtXt), x∗)|1s=0
−
∫ 1
0
(
s− s
2
2
)
d
ds
d(expxt(sηtXt), x∗) ds
(a)
=
1
2
d(xt+1, x∗)
− ηt
∫ 1
0
(
s− s
2
2
) 〈Pxt→γ(s)Xt, logexpxt (sηtXt)(x∗)〉
d(expxt(sηtXt), x∗)
ds
(b)
≤ 1
2
d(xt+1, x∗) + ηt‖Pxt→γ(s)Xt‖
∫ 1
0
(
s− s
2
2
)
ds,
(c)
=
1
2
d(xt+1, x∗) +
1
3
ηt‖Xt‖,(63)
where to derive (a) we used the fact that γ(s) =˙ expxt(sηtXt) is a geodesic with the
initial point γ(0) = xt, and the tangent γ˙(0) = ηtXt. Therefore,
d
ds
expxt(sηtXt) = ηtPxt→γ(s)Xt,
where Pxt→γ(s)Xt is the parallel-transport of the vector Xt from the tangent plan
TxtM to the tangent plan Tγ(s)M. To derive the step (b), we used the following
inequality for the inner product in the integrand,∣∣∣∣∣ 〈Pxt→γ(s)Xt, logexpxt (sηtXt)(x∗)〉‖Pxt→γ(s)Xt‖d(expxt(sηtXt), x∗)
∣∣∣∣∣ ≤ 1.
Lastly, in step (c), we used the fact that a geodesic γ(s) has a constant velocity and
thus ‖Pxt→γ(s)Xt‖ = ‖Xt‖.
Putting together the inequalities (62) and (63) yields
ηt〈logxt(x∗), Xt〉 ≤
1
2
d2(xt, x∗)− 1
2
d2(xt+1, x∗)
+ η2t ‖Xt‖2
(
1
4
+
√|κ|
2
√
2
d(xt+1, x∗)
)
+
√|κ|
3
√
2
η3t ‖Xt‖3.(64)
Since (xt, λt) ∈ IBR(x∗) × IR+ for all t ∈ [T ], we have d(xt+1, x∗) < R and from eq.
(64) we derive
ηt〈logxt(x∗), Xt〉 ≤
1
2
d2(xt, x∗)− 1
2
d2(xt+1, x∗)
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+ η2t ‖Xt‖2
(
1
4
+
√|κ|R
2
√
2
)
+
√|κ|
3
√
2
η3t ‖Xt‖3.(65)
By the geodesic convexity condition in Assumption 2, we also have the following
inequality
L(xt, λt)− L(x∗, λt) ≤ −〈logxt(x∗), gradxt L(xt, λt)〉.(66)
Thus, from (65) and using the fact that Xt = −L(xt, λt; ξt) = et − L(xt, λt), we have
after summation over t = 0, 1, · · · , T − 1 that
T−1∑
t=0
ηt(L(xt, λt)− L(x∗, λt)) ≤ 1
2
d2(x0, x∗) +
(
1
4
+
√|κ|R
2
√
2
)
T−1∑
t=0
η2t ‖Xt‖2
+
√|κ|
3
√
2
T−1∑
t=0
η3t ‖Xt‖3 +
T−1∑
t=0
ηt〈logxt(x∗), et〉.(67)
We now obtain a similar inequality for dual variables. For all λ ∈ IRm+ , we have
‖λt+1 − λ‖2 = ‖ΠIRm+ (λt + ηt gradλ L(xt, λt)− λ‖2
≤ ‖λt + ηt gradλt L(xt, λt)− λ‖2
≤ ‖λt − λ‖2 + 2ηt〈gradλt L(xt, λt), λt − λ〉+ η2t ‖ gradλt L(xt, λt)‖2.(68)
Summation over t = 0, 1, · · · , T − 1 and using the telescoping sum series gives us
‖λT+1 − λ‖2 ≤ ‖λ‖2 +
T−1∑
t=0
2ηt〈gradλt L(xt, λt), λt − λ〉+
T−1∑
t=0
η2t ‖ gradλt L(xt, λt)‖2,
(69)
where we used the fact that λ0 = 0. Since the left hand side of (69) is positive, we
can write
T−1∑
t=0
ηt〈gradλt L(xt, λt), λ− λt〉 ≤
1
2
‖λ‖2 + 1
2
T−1∑
t=0
η2t ‖ gradλt L(xt, λt)‖2,(70)
Due to the concavity of L(xt, ·) we have the following inequality
L(xt, λ)− L(xt, λt) ≤ 〈gradλt L(xt, λt), λ− λt〉.
Consequently,
T−1∑
t=0
ηt (L(xt, λ)− L(xt, λt)) ≤ 1
2
‖λ‖2 + 1
2
T−1∑
t=0
η2t ‖ gradλ L(xt, λt)‖2.(71)
Combining eqs. (67) and (71) gives
T−1∑
t=0
ηt(L(xt, λ)− L(x∗, λt)) ≤ 1
2
‖λ‖2 + 1
2
d2(x0, x∗) +
T−1∑
t=0
ηt〈logxt(x∗), et〉
+
1
2
T−1∑
t=0
η2t ‖ gradλ L(xt, λt)‖2 +
(
1
4
+
√|κ|R
2
√
2
)
T−1∑
t=0
η2t ‖Xt‖2 +
√|κ|
3
√
2
T−1∑
t=0
η3t ‖Xt‖3.
(72)
To further proceed, we state a lemma:
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Lemma 13. Consider Assumption 1, and let M =˙ max{Mf ,Mg} and ηt ≤ 1/α
for all t ∈ [T ]. Then, for all realizations of the stochastic process ξ0, · · · , ξT−1 ∈ Ξ,
the following inequalities hold
‖ gradxt L(xt, λt)‖ ≤M
(
1 +
√
mG
α
)
,
‖ gradλt L(xt, λt)‖ ≤ 2
√
mG,
for all t ∈ [T ].
Now, recall that Xt = et − gradxt L(xt, λt) and consider the following inequality
‖Xt‖n ≤ 2n−1‖et‖n + 2n−1‖ gradxt L(xt, λt)‖n
≤ 2n−1‖et‖n + 2n−1M
(
1 +
√
mG
α
)n
, n = 2, 3,(73)
where the last inequality is due to the upper bound in Lemma 13. Moreover,
‖ gradλt L(xt, λt)‖ ≤ 2
√
mG.(74)
Based on these two upper bounds, we obtain from (72) that,
T−1∑
t=0
ηt(L(xt, λ)− L(x∗, λt)) ≤ 1
2
‖λ‖2 + 1
2
d2(x0, x∗) +
T−1∑
t=0
ηt〈logxt(x∗), et〉
+
1
2
T−1∑
t=0
(
A+ (1 + 2
√
|κ|/2R)‖et‖2
)
η2t +
4
√|κ|
3
√
2
T−1∑
t=0
(B + ‖et‖3)η3t ,(75)
where A and B are two non-negative constants defined in eqs. (14) and (15), respec-
tively. We now expand the left hand side to obtain
T−1∑
t=0
ηt
(
f(xt)− f(x∗) + 〈λ, h(xt)〉 − 〈λt, h(x∗)〉+ α
2
(‖λt‖2 − ‖λ‖2)
)
≤ r.h.s. of eq. (75).
Since h(x∗)  0 and λt  0, and due to positivity of ‖λt‖2, we can remove these terms
from the left hand side which then leaves us
T−1∑
t=0
ηt (f(xt)− f(x∗)) +
(
〈λ,
T−1∑
t=0
ηth(xt)〉 − (
∑T−1
t=0 ηt)α+ 1
2
‖λ‖2
)
≤1
2
d2(x0, x∗) +
T−1∑
t=0
ηt〈logxt(x∗), et〉+
1
2
T−1∑
t=0
(
A+ (1 + 2
√
|κ|/2R)‖et‖2
)
η2t
+
4
√|κ|
3
√
2
T−1∑
t=0
(B + ‖et‖3)η3t .(76)
Maximizing the terms inside the parenthesis in the l.h.s. with respect to the vector
λ ∈ IRm+ gives us
T−1∑
t=0
ηt (f(xt)− f(x∗)) + 2
(
∑T−1
t=0 ηt)α+ 1
∥∥∥[ T−1∑
t=0
ηth(xt)
]
+
∥∥∥2 ≤ r.h.s. of eq. (76).
(77)
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We eliminate the second term on the l.h.s. since it is positive. We then take the
expectation from both sides,
T−1∑
t=0
ηt (IE[f(xt)]− f(x∗)) ≤1
2
R2 +
1
2
T−1∑
t=0
(
A+ (1 + 2
√
|κ|/2R)IE[‖et‖2]
)
η2t
+
4
√|κ|
3
√
2
T−1∑
t=0
(B + IE[‖et‖3])η3t .(78)
To derive this inequality, we used the fact that xt is Ft-measurable since it is computed
from all the random variables ξ0, ξ1, · · · , ξt−1. Hence,
IE[〈logxt(x∗), et〉] = IE[IE[〈logxt(x∗), et〉|Ft]]
= IE[〈logxt(x∗), IE[L(xt, λt)− L(xt, λt; ξt)|Ft]〉](79)
= 0.(80)
Combining eq. (78) with the inequality
(
min
t∈[T ]
IE[f(xt)]− f(x∗)
) T−1∑
t=0
ηt ≤
T−1∑
t=0
ηt(IE[f(xt)]− f(x∗)),
yields the inequality of Theorem 7.
5.1.1. Proof of Corollary 8. Given the step size ηt = 1/
√
t+ 1 and based on
the Riemann sum approximation of integrals, we compute the following upper bounds
T−1∑
t=0
ηt =
T−1∑
t=0
1√
t+ 1
≤ 1 +
∫ T−1
0
1√
t+ 1
dt = 2
√
T − 1,(81a)
T−1∑
t=0
η2t =
T−1∑
t=0
1
t+ 1
≤ 1 +
∫ T−1
0
1
t+ 1
dt = 1 + log(T ),(81b)
T−1∑
t=0
η3t =
T−1∑
t=0
1
(t+ 1)
3
2
≤ 1 +
∫ T−1
0
1
(t+ 1)
3
2
dt = 3− 2√
T
.(81c)
Using the same technique, we can also prove a lower bound
∑T−1
t=0 ηt ≥ 2(
√
T − 1).
From these upper and lower bounds and based on the inequality of Theorem 7, we
derive
min
t∈[T ]
IE[f(xt)]− f(x∗) = O
(
log(T )
α2(
√
T − 1) +
1
α3(
√
T − 1)
)
.(82)
Now, we recall our previous results in eq. (77),
min
t∈[T ]
(f(xt)− f(x∗)) + 2
(
∑T−1
t=0 ηt)α+ 1
∥∥∥[ T−1∑
t=0
ηth(xt)
]
+
∥∥∥2
2
≤ 1
2
∑T−1
t=0 ηt
(
d2(x0, x∗) +A
T−1∑
t=0
η2t +
8
√|κ|
3
B
T−1∑
t=0
η3t
)
,(83)
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where we set et = 0 for simplicity. Let the constant F ≥ 0 be such that
min
t∈[T ]
(f(xt)− f(x∗)) = −F ≤ 0.
From the bounds (81a)- (81c) we derive
∥∥∥[ T−1∑
t=0
ηth(xt)
]
+
∥∥∥2
2
≤ (2
√
T − 1)α+ 1
2
F
+
(2
√
T − 1)α+ 1
8(
√
T − 1)
(
d2(x0, x∗) +A(1 + log(T )) +
8
√|κ|
3
B(3− 2/
√
T )
)
.
Now, we divide both sides by 1/
∑T−1
t=0 ηt ≤ 1/(2
√
T − 2) and use the definition
η̂t =˙ ηt/
∑T−1
t=0 ηt to derive∥∥∥[T−1∑
t=0
η̂th(xt)
]
+
∥∥∥2
2
≤ (2
√
T − 1)α+ 1
4(
√
T − 1) F(84)
+
(2
√
T − 1)α+ 1
8(
√
T − 1)2
(
R2 +A(1 + log(T )) +
8
√|κ|
3
B(3− 2/
√
T )
)
,
where we used the fact that d2(x0, x∗) < R2, and also used Jensen’s inequality for
2-norm, i.e.,
∥∥∥[T−1∑
t=0
η̂th(xt)
]
+
∥∥∥2
2
≤ 1∑T−1
t=0 ηt
∥∥∥[ T−1∑
t=0
ηth(xt)
]
+
∥∥∥2
2
.
Therefore, from (84), we obtain the following asymptotic result
∥∥∥[T−1∑
t=0
η̂th(xt)
]
+
∥∥∥2
2
= O (α) .
5.2. Proof of Theorem 10 (Elliptic Manifold). To prove the theorem, we
first state a proposition:
Proposition 14. (Law of Cosine on Elliptic Manifolds) Let {xt, λt}Tt=1 be
the sequence of the primal-dual points generated by Algorithm 1 with the step size
ηt ≤ min{1/α, i(M)/‖Xt‖}. Then, for all t = 1, 2, · · · , T , we have
cos(
√
κd(xt+1, x∗)) ≥ cos(
√
κd(xt, x∗)) cos(
√
κd(xt, xt+1))
+ sin(
√
κd(xt, x∗)) sin(
√
κd(xt, xt+1)) cosϑt,
where ϑt is the angle between the arms (xt, x∗) and (xt, xt+1).
The proof of Proposition 14 is based on the comparative geometry techniques and
is deferred to Appendix B.
Now, recall that xt 6∈ C(x∗), i.e., xt is neither a conjugate or a cut point for x∗.
Hence, logxt(x∗) exists and the cosine similarity is well-defined,
cosϑt =
〈Xt, logxt(x∗)〉
‖Xt‖ · d(xt, x∗) ,(85)
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where we recall the definition Xt = − gradxt L(xt, λt; ξt). From Proposition 14, we
thus obtain,
cos(
√
κd(xt+1, x∗)) ≥ cos(
√
κd(xt, x∗)) cos(ηt
√
κ‖Xt‖)
+ sin(
√
κd(xt, x∗)) sin(ηt
√
κ‖Xt‖)
〈Xt, logxt(x∗)〉
‖Xt‖ · d(xt, x∗) .
In the next step, we write the first order Taylor’s expansion with the remainder term,
cos(ηt
√
κ‖Xt‖) = 1− 1
2
η2t κ‖Xt‖2 cos(σ)
sin(ηt
√
κ‖Xt‖) = ηt
√
κ‖Xt‖ − 1
2
η2t κ‖Xt‖2 sin(σ˜),
where σ, σ˜ ∈ (0, ηt
√
κ‖Xt‖). Hence,
cos(
√
κd(xt+1, x∗)) ≥ cos(
√
κd(xt, x∗)) + ηtκ〈Xt, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))
− 1
2
η2t κ‖Xt‖2∆,
where ∆ =˙ (sin(σ˜) sin(
√
κd(xt, x∗)) cos(ϑ) + cos(σ) cos(
√
κd(xt, x∗))), and sinc(x) =
sin(x)/x. Since |∆| < 2, we then have
ηtκ〈Xt, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))
≤ cos(√κd(xt+1, x∗))− cos(
√
κd(xt, x∗)) + η2t κ‖Xt‖2.
From the definition Xt = et − gradxt L(xt, λt), we obtain
−ηtκ〈gradxt L(xt, λt), logxt(x∗)〉 · sinc(
√
κd(xt, x∗))
≤ cos(√κd(xt+1, x∗))− cos(
√
κd(xt, x∗)) + η2t κ‖Xt‖2
− ηtκ〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗)).(86)
Now, from the geodesic convexity inequality in eq. (66) we have
ηtκ (L(xt, λt)− L(x∗, λt))〉 · sinc(
√
κd(xt, x∗)) ≤ r.h.s. of eq. (86).
By expanding the left hand side we compute
ηtκ (f(xt)− f(x∗) + 〈λt, h(xt)〉) · sinc(
√
κd(xt, x∗)) ≤ r.h.s. of eq. (86),(87)
where we removed the term −〈λt, h(x∗)〉 · sinc(
√
κd(xt, x∗)) in the left hand side since
0  λt, h(x∗)  0, and sinc(
√
κd(xt, x∗)) ≥ 0 due to the fact that d(xt, x∗) < pi/
√
κ
(cf. Thm. 20 in Appendix B).
We now proceed by analyzing the following two cases:
• Case of 〈λt, h(xt)〉 ≥ 0:
We noted earlier sinc(
√
κd(xt, x∗)) ≥ 0. Therefore, 〈λt, h(xt)〉 sinc(
√
κd(xt, x∗)) ≥ 0
in this case and we can drop this term from the left hand side of (87). After taking
the expectation and dividing both sides by κ we obtain
ηtIE
[(
f(xt)− f(x∗)
)
sinc(
√
κd(xt, x∗))
]
≤ 1
κ
IE
[ (
cos(
√
κd(xt+1, x∗))− cos(
√
κd(xt, x∗))
) ]
+ η2t IE[‖Xt‖2].(88)
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• Case of 〈λt, h(xt)〉 < 0:
To analyze this case, we begin from our earlier result in eq. (71) for the dual
variables which is also valid in the elliptic case,
‖λt+1 − λ‖2 ≤ ‖λt − λ‖2 + 2ηt〈gradλt L(xt, λt), λt − λ〉+ η2t ‖ gradλt L(xt, λt)‖2.
Therefore, after using the concavity of L(xt, ·), we derive
2ηt(L(xt, λ)− L(xt, λt)) ≤ ‖λt − λ‖2 − ‖λt+1 − λ‖2 + η2t ‖ gradλt L(xt, λt)‖2.(89)
Expanding the left hand side with λ = 0 yields
2ηt
(
−〈λt, h(xt)〉+ α
2
‖λt‖2
)
≤ ‖λt‖2 − ‖λt+1‖2 + η2t ‖ gradλt L(xt, λt)‖2.
Hence, by dropping the second term on the left hand side, we get
−ηt〈λt, h(xt)〉 ≤ 1
2
‖λt‖2 − 1
2
‖λt+1‖2 + 1
2
η2t ‖ gradλt L(xt, λt)‖2.(90)
Combining the inequalities (90) and (87) results in
ηtκ
(
f(xt)− f(x∗)
)
sinc(
√
κd(xt, x∗)) + ηt〈λt, h(xt)〉 · (sinc(
√
κd(xt, x∗))− 1)
≤ cos(√κd(xt+1, x∗))− cos(
√
κd(xt, x∗)) + η2t κ‖Xt‖2 +
1
2
‖λt‖2 − 1
2
‖λt+1‖2
− ηtκ〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗)) +
1
2
η2t ‖ gradλt L(xt, λt)‖2.
The second term on the left hand side is non-negative since 〈h(xt), λt〉 < 0 under
the current case, and sinc(
√
κd(xt, x∗)) ≤ 1. Therefore, after eliminating this term
and then taking the expectation, we arrive at
ηtκIE[(f(xt)− f(x∗)) sinc(
√
κd(xt, x∗))]
≤ IE[cos(√κd(xt+1, x∗))− cos(
√
κd(xt, x∗))] + η2t κIE[‖Xt‖2]
+
1
2
IE[‖λt‖2]− 1
2
IE[‖λt+1‖2] + 1
2
η2t IE[‖ gradλt L(xt, λt)‖2].(91)
Lemma 15. Under the condition 〈h(xt), λt〉 < 0, the following inequality holds
1
2
‖λt‖2 − 1
2
‖λt+1‖2 + 1
2
η2t ‖ gradλt L(xt, λt)‖2 ≥ 0.(92)
From the preceding lemma, we see that the upper bound (91) for the case 〈h(xt), λt〉 <
0 is larger than the upper bound (88) for the case 〈h(xt), λt〉 ≥ 0. As a result, we
write a unified upper bound in both cases
ηtIE[(f(xt)− f(x∗)) sinc(
√
κd(xt, x∗))]
≤ 1
κ
IE
[(
cos(
√
κd(xt+1, x∗))− cos(
√
κd(xt, x∗))
)]
+
1
2
IE
[(‖λt‖2 − ‖λt+1‖2)]
+ η2t IE[‖ gradxt L(xt, λt)‖2] + η2t IE[‖ gradλt L(xt, λt)‖2] + η2t IE[‖et‖2],(93)
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where here we used the fact that ‖Xt‖2 ≤ 2‖et‖2 + 2‖ gradxt L(xt, λt)‖2. Now, we
leverage the upper bounds on the gradients that we computed in Lemma 13. After
taking the sum over t = 0, 1, · · · , T − 1 we obtain
T−1∑
t=0
ηtIE[(f(xt)− f(x∗)) sinc(
√
κd(xt, x∗))]
(d)
≤ 1
κ
(
IE[cos(
√
κd(xT+1, x∗))]− cos(
√
κd(x0, x∗))
)
+
1
2
‖λ0‖2 − 1
2
IE[‖λT ‖2] +
T−1∑
t=0
(A+ IE[‖et‖2)η2t
(e)
≤ 1
κ
(
1− cos(√κd(x0, x∗))
)
+
T−1∑
t=0
(A+ IE[‖et‖2)η2t
≤ 2
κ
sin2
(√
κ
2
d(x0, x∗)
)
+
T−1∑
t=0
(A+ IE[‖et‖2)η2t ,
where in (d), A is the constant we defined in eq. (14), and in (e) we used the fact
that λ0 = 0. Now, using the following inequality(
min
t∈[T ]
IE[(f(xt)− f(x∗)) sinc(
√
κd(xt, x∗))]
) T−1∑
t=0
ηt
≤
T−1∑
t=0
ηtIE[(f(xt)− f(x∗)) sinc(
√
κd(xt, x∗))],
completes the proof.
5.3. Proof of Theorem 11 (Elliptic Manifold-High Probability Bound).
Here, we use the concentration inequalities for random variables with bounded Or-
licz norm to obtain a high probability bound for the convergence of the primal-dual
algorithm, cf. [16],[36]. Throughout this subsection, recall that Ft = σ(ξ0, · · · , ξt−1).
Following the analysis in Section 5.2 without taking the expectation, we obtain
T−1∑
t=0
ηt(f(xt)− f(x∗)) sinc(
√
κd(xt, x∗)) ≤ 2
κ
sin2
(√
κ
2
d(x0, x∗)
)
+
T−1∑
t=0
(A+ ‖et‖2)η2t
− κ
T−1∑
t=0
ηt〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗)).
Consider the term −κ∑T−1t=0 ηt〈et, logxt(x∗)〉 · sinc(√κd(xt, x∗)). Due to Theo-
rem 20 in Appendix B, we have d(xt, x∗) ≤ pi/
√
κ and hence sinc(
√
κd(xt, x∗)) ≥ 0.
Therefore,
|〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))| ≤ ‖et‖ · ‖ logxt(x∗)‖ · sinc(
√
κd(xt, x∗))
= ‖et‖d(xt, x∗) · sinc(
√
κd(xt, x∗))
=
1√
κ
‖et‖ sin(
√
κd(xt, x∗))
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≤ 1√
κ
‖et‖.(94)
Due to a bounded Orlicz norm of error |||et|||ψν = β <∞ given Ft, we have
IE
[
ψν(
√
κβ−1|〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))|)|Ft
]
(a)
≤ IE[ψν(β−1‖et‖)|Ft] ≤ 1,
where (a) is due to the the upper bound (94) and the fact that the Young-Orlicz
moduli ψ is non-decreasing (cf. Definition 6). Hence,
‖〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗)))‖ψν ≤ β/
√
κ.
We use Lemma 25 in Appendix F with Yt =˙ 〈et, logxt(x∗)〉 sinc(
√
κd(xt, x∗)) and
ν ≥ 2, where ζ = β/√κ. Recall from eq. (80) that IE[Yt|Ft] = 0. Then, for any δ > 0
we have
IP
[∣∣∣∣∣
T−1∑
t=0
ηt〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))
∣∣∣∣∣ ≥ δ
]
≤ 2 exp
(
−c ·max
{
δ2κ
β2‖η‖22
,
δνκ
ν
2
βν‖η‖ν ν
ν−1
})
≤ 2 exp
(
−c · δ
2κ
β2‖η‖22
)
,
where η =˙ (η0, · · · , ηT−1). Hence, with the probability of at least 1− % we have
−κ
T−1∑
t=0
ηt〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))
≤ κ
∣∣∣∣ T−1∑
t=0
ηt〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗))
∣∣∣∣
≤ β√κ‖η‖2
(
1
c
log
(
2
%
)) 1
2
.(95)
Now, consider the term
∑T−1
t=0 η
2
t ‖et‖2. We define
Zt =˙ ‖et‖2 − IE[‖et‖2|Ft].
The following lemma is proved in Appendix D:
Lemma 16. Let |||et|||ψν = β for 0 < ν. Then, ‖Zt‖ψ ν2 ≤ 3
2
ν 2β2.
Using Lemma 16 along with Lemma 25 in Appendix F provides the following tail
bound for all ν ≥ 2,
IP
[∣∣∣∣∣
T−1∑
t=1
η2t ‖et‖2 −
T−1∑
t=1
η2t IE[‖et‖2|Ft]
∣∣∣∣∣ ≥ δ
]
≤ 2 exp
−c ·
 δ2
3
4
ν 4β4‖η2‖22
∨ν δ
ν
2
3 · 2 ν2 βν‖η2‖ ν2ν
ν−2
 ,
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where η2 =˙ (η21 , η
2
2 , · · · , η2T−1), and we define x ∨ν y =˙ min{x, y} if 2 ≤ ν ≤ 4 and
x ∨ν y =˙ max{x, y} if ν ≥ 4. Moreover, due to the upper bound (114) in Appendix
D we have
IE[‖et‖2|Ft] ≤ 4β
2
ν
Γ
(
2
ν
)
.
Consequently, with the probability of at least 1− % we derive the following inequality
for ν ≥ 2,
T−1∑
t=1
η2t ‖et‖2 ≤
4β2
ν
Γ
(
2
ν
) T−1∑
t=1
η2t
+ 2β23
2
ν
(
‖η2‖2
(
1
c
log
(
2
%
)) 1
2
∧ν ‖η2‖ ν
ν−2
(
1
c
log
(
2
%
)) 2
ν
)
,(96)
where we define x ∧ν y =˙ max{x, y} if 2 ≤ ν ≤ 4 and x ∧ν y =˙ min{x, y} if ν ≥ 4.
Based on the inequalities (95)-(96) and the union bound, we derive that with the
probability of at least 1− 2% the following inequality holds,
−κ
T−1∑
t=0
ηt〈et, logxt(x∗)〉 · sinc(
√
κd(xt, x∗)) +
T−1∑
t=1
2η2t ‖et‖2 ≤
+
8β2
ν
Γ
(
2
ν
) T−1∑
t=1
η2t + 2
√
κβ‖η‖2
(
1
c
1
2
log
(
2
%
)) 1
2
+ 4β23
2
ν
(
‖η2‖2
(
1
c
log
(
2
%
)) 1
2
∧ν ‖η2‖ ν
ν−2
(
1
c
log
(
2
%
)) 2
ν
)
.(97)
Using the upper bound (97) in conjunction with the proof of Section 5.2 gives us the
desired high probability convergence bound. Note that the convergence bounds we
obtained in Theorem 11 is a special cases of our general analysis here when ν = 2.
5.4. Proof of Theorem 12 (Asymptotically Elliptic). Here, we only present
a sketch of the proof. The complete proof is similar to the proof of Theorem 7 in
Section 3.3. The only difference here is that a new upper bound on the Hessian of
the quadratic distance function in (59) is derived. The following lemma characterizes
such an upper bound:
Lemma 17. Consider the condition of Assumption 6 with the reference point q =
x∗, i.e., K(X,Y ) ≥ −κ/d2(xt, x∗) for all xt ∈M and all X,Y ∈ TxtM. Then,
∇X
(
d2(xt, x∗)
2
)
≤ 1
2
(1 +
√
1 + 4κ2)‖X‖2, for all X ∈ TxtM.
Proof. The proof is due to Villani [61, pp. 276-279]. For completeness, we present
the proof here. Given the points xt, x∗ ∈ M, let γ(t) : [0, d(xt, x∗)] →M be a mini-
mizing geodesic that connects these two points, where γ(0) = xt and γ(d(xt, x∗)) = x∗.
Let (e1(t), e2(t), · · · , en(t)) with e1(t) =˙ γ˙(t) be an orthogonal basis for Tγ(t)M. We
note that e1(t) = γ˙(t) is the eigenvector of the Hessian with the identity eigenvalue
∇e1(t)
(
d2(xt, x∗)
2
)
= ‖e1(t)‖2. Therefore, we focus on other eigenvalues in the tan-
gent space Tγ(t)M.
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Let λi(t) =˙ (∇2ei(t)(d(xt, x∗)))γ(t) denotes the Hessian of the distance function (not
quadratic). Then, the following inequality holds
λ˙i(t) + λ
2
i (t) +K(e1(t), ei(t)) ≤ 0,(98)
where K is the sectional curvature. Now, we compute the Hessian of the map x 7→
d2(x, x∗),
∇2
(
d2(x, x∗)
2
)
= d(x, x∗)∇2d(x, x∗) +∇d(x, x∗)⊗∇d(x, x∗).
For x = γ(t) we further have that
∇2
(
d2(γ(t), x∗)
2
)
= d(γ(t), x∗)∇2d(γ(t), x∗) + γ˙(t)⊗ γ˙(t)
= t∇2d(γ(t), x∗) + e1(t)⊗ e1(t).
Hence, for any ei(t), i = 2, 3, · · · , n we have that
δi(t) =˙ ∇2ei(t)
(
d2(xt, x∗)
2
)
= t∇2ei(t)d(γ(t), x∗) + 〈e1(t), ei(t)〉2 = tλi(t).(99)
From (98) and the identity (99), we establish
tδ˙i(t)− δi(t) + δ2i (t) ≤ −t2K(e1(t), ei(t)), i = 2, 3, · · · , n.(100)
Now, due to Assumption 6, we have the inequality K(e1(t), ei(t)) ≥ −κ/d(γ(t), x∗) =
−κ/t2. Therefore,
tδ˙i(t) ≤ δi(t)− δ2i (t) + κ, i = 2, 3, · · · , n.(101)
Now, if δi(t) ≥ (1 +
√
1 + 4κ2)/2, the right hand side becomes negative and hence
δ˙i(t) ≤ 0. We thus conclude that δi(t) ≤ (1 +
√
1 + 4κ2)/2.
From the Taylor series expansion in (57) and Lemma 17, we now obtain
1
2
d2(xt+1, x∗) =
1
2
d2(xt, x∗) + ηt〈logxt(x∗), Xt〉+
1
8
(1 +
√
1 + 4κ2)η2t ‖Xt‖2.
The rest of the proof now is similar to Appendix 5.1.
6. Discussion and Final Remarks. In this paper, we have developed a primal-
dual method for optimizing functions over the Riemannian sub-manifolds. We ana-
lyzed the convergence of the proposed algorithm on manifolds with the positive (el-
liptic) and non-positive (hyperbolic) sectional curvature with a lower bound. We also
analyzed the convergence rate of the algorithm on asymptotically elliptic manifolds,
where the sectional curvature at each given point on the manifold is lower bounded by
the inverse of the quadratic distance function. We outlined a few practical problems
for which the primal-dual algorithm is applicable.
In the primal-dual algorithm we proposed, the minimizing geodesics must be
computed at each algorithm iteration. This amounts to solving a system of coupled
ordinary differential equations (cf. eq. (4)) which can be computationally expensive
in the absence of symmetries to exploit. One remedy for this issue is to replace the
exponential map in Algorithm 1 with a retraction [1]. Conceptually, a retraction can
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be thought of as an approximation of the exponential map that provides flexibility
in terms of computation. Fortunately, every manifold that admits a Riemannian
metric also admits a retraction defined by the exponential mapping. We note that
the theoretical analysis we presented in this paper for the exponential map can be
generalized to obtain similar results for the retractions.
In this work, we established a connection between the convergence rate of the
primal-dual algorithm and the sectional curvature as a geometric invariant of smooth
manifolds. As a future research, it is interesting to obtain performance guarantees in
terms of the topological invariants such as the Betti or Euler numbers. In fact, the
Gauss-Bonnet theorem and its higher dimensional variant, the Chern-Gauss-Bonnet
theorem, establish a relation between the Riemannian curvature (a geometric invari-
ant) and the Euler number (a topological invariant). This relation as well as the
geometric analysis of this paper can be used to obtain performance guarantees in
terms of the Euler number.
Appendix A. Proof of Lemma 13. From the update rule of λt in Algorithm
1 we have
‖λt+1‖2 =
∥∥∥ΠIRm+ (λt + ηt gradλt L(xt, λt))∥∥∥2
≤ ∥∥λt + ηt gradλt L(xt, λt)∥∥2
= ‖λt + ηth(xt)− αηtλt‖2
(a)
≤ (1 + δt)(1− ηtα)2‖λt‖2 + (1 + δ−1t )‖ηth(xt)‖2
(b)
≤ (1 + δt)(1− ηtα)2‖λt‖2 + (1 + δ−1t )mη2tG2,(102)
where (a) follows from Young’s inequality with δt > 0, and the last step follows
by Assumption 1. Recall that ηtα ≤ 1 for all t ∈ [T ]. Therefore, we can choose
δt =
εt
(1− ηtα)2 −1, where εt ∈ ((1−ηtα)
2, 1). This choice of δt results in (1+ δt)(1−
ηtα)
2 = εt and we can proceed from eq. (102) as below
‖λt+1‖2 ≤ εt‖λt‖2 + εtη
2
t
εt − (1− ηtα)2mG
2.
From this recursion with λ0 = 0, we compute
‖λt+1‖2 ≤ mG2
t∑
`=0
η2`
∏t
k=` εk
ε` − (1− η`α)2
(c)
=
mG2
α2
t∑
`=0
η`α
t∏
k=`+1
(1− ηkα)
(d)
≤ mG
2
α2
,(103)
where (c) follows by choosing εk = (1− ηkα) for all k = 0, 1, · · · , t, and (d) is due to
the following inequality,
t∑
`=0
η`α
t∏
k=`+1
(1− ηkα) ≤ 1,(104)
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which holds when ηtα ≤ 1 for all t = 0, 1, · · · , T − 1. For now, we proceed with the
proof, returning to establish the inequality (104) later.
From eq. (103) and Assumption 1 with M =˙ max{Mf ,Mg}, we now obtain
‖ gradxt L(xt, λt)‖ ≤ ‖ gradxt f(xt)‖+ ‖λt‖ · ‖ gradxt h(xt)‖
≤M
(
1 +
√
mG
α
)
.(105)
Similarly,
‖ gradλt L(xt, λt)‖ ≤ ‖h(xt)‖+ α‖λt‖
≤ G (1 +√m)
≤ 2√mG.(106)
We now prove the inequality (104). For ease of notation let θt =˙ ηtα ∈ (0, 1].
First, suppose θk 6= 1 for all k = 1, 2, · · · , t. In this case, the sum of products is
monotone increasing in θ0 and we have
t∑
`=0
θ`
t∏
k=`+1
(1− θk)
=
(
θ0(1− θ1)(1− θ2) · · · (1− θt)
)
+
(
θ1(1− θ2) · · · (1− θt)
)
+ · · ·+ θt
(e)
≤
(
(1− θ1)(1− θ2) · · · (1− θt)
)
+
(
θ1(1− θ2) · · · (1− θt)
)
+ · · ·+ θt
(f)
=
(
(1− θ1 + θ1)(1− θ2) · · · (1− θt)
)
+
(
θ2(1− θ3) · · · (1− θt)
)
+ · · ·+ θt
(g)
=
(
(1− θ2 + θ2)(1− θ3) · · · (1− θt)
)
+ · · ·+ θt
...
= (1− θt) + θt = 1,(107)
where (f) follows by combining the first and second parentheses in (e), (g) follows by
combining the first and second parentheses in (f), and so on.
Now, consider that θk = 1 for some indices k ∈ {1, 2, · · · , t} and let j be the
largest index among those indices, i.e., θj = 1 and θk < 1 for all k ∈ {j + 1, · · · , t}.
In this case, we simply have
t∑
`=0
θ`
t∏
k=`+1
(1− θk) =
t∑
`=j
θ`
t∏
k=`+1
(1− θk) = 1,
where the last equality can be proved using the same approach we used to derive
(107).
Appendix B. Proof of Proposition 14.
First, we state a definition.
Definition 18. ([45, Def. 2.1]) A geodesic hinge γ,γ0,ϑ in M consists of two
non-constant geodesic segments γ,γ0 with the same initial point making the angle ϑ.
A minimal connection γ1 between the endpoints of γ and γ0 is called a closing edge
of the hinge.
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In the following theorem Mκ denotes the model space that has a constant sec-
tional curvature κ everywhere on the manifold.
Theorem 19. (Toponogov’s Comparison Theorem [45, Thm. 2.2]) LetM
be a complete Riemannian manifold with the sectional curvature K ≥ κ.
Let γ, γ0, ϑ be a hinge in M with γ0 minimal and L[γ] ≤ pi√κ in case κ > 0,
and γ1 a closing edge. Then, the closing edge of γ˜1 of any hinge γ˜, γ˜0, ϑ in Mκ with
L[γ˜] = L[γ], L[γ˜0] = L[γ0] satisfies
L[γ˜1] ≥ L[γ1].(108)
Before we proceed with the proof, we state a few technical remarks about the
minimality condition of the geodesics γ0, γ1 in Theorem 19. When the sectional
curvature lower bound is positive κ > 0, the minimality condition of the geodesics
γ0, γ1 puts a restriction on their lengths. This is due to Myers’ theorem that is stated
below:
Theorem 20. ([47, Thm. 19.4]) Suppose the Ricci curvature satisfies
Ric(X,X) ≥ (n− 1)/r2,
for every unit vector X ∈ X(M), where r is a positive constant. Then every geodesic
γ on M of length L[γ] > pir contains conjugate points; and hence is not minimal.
Notice that the Ricci tensor is related to the sectional curvature. In particular, given
a unit-length vector X ∈ TpM, we obtain the Ricci curvature of X by extending
X = Un to an orthonormal basis U1, · · · , Un. Then,
Ric(X,X) = Tr(〈R(Un, Ui)Un, Ui〉) (a)=
n−1∑
i=1
〈R(Un, Ui)Un, Ui〉
=
n−1∑
i=1
K(Un, Ui),
where (a) is due to the fact that 〈R(Un, Un)Un, Un〉 = 0. Now, the fact that K ≥ κ > 0
implies that Ric ≥ (n− 1)κ. Therefore, by Theorem 20, any minimal geodesics γ0, γ1
must satisfy L[γ0], L[γ1] ≤ pi√κ .
We now use Theorem 19, where here the model space Mκ is a sphere of radius
1/
√
κ. We consider a geodesic hinge where xt is the joint of this hinge. Further,
the end points of the geodesics γ and γ0 are respectively x∗ and xt+1. Since our
derivations for the sphere is based on the assumption that L[γ˜] = d(xt, x∗) <
pi√
κ
and
L[γ] = L[γ˜], the condition L[γ] ≤ pi√
κ
is satisfied. We now have the following chain of
inequalities,
cos(
√
κL[γ1])
(a)
≥ cos(√κL[γ˜1])(109)
(b)
= cos(
√
κL[γ˜]) cos(
√
κL[γ˜0]) + sin(
√
κL[γ˜]) sin(
√
κL[γ˜0]) cosϑ(110)
(c)
= cos(
√
κL[γ]) cos(
√
κL[γ0]) + sin(
√
κL[γ]) sin(
√
κL[γ0]) cosϑ,(111)
where (a) follows from inequality (108) and the fact that cos(x) is a monotone decreas-
ing function on the interval x ∈ [0, pi], (b) follows from the law of cosine on the sphere
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[45], and (c) follows from the fact that L[γ˜] = L[γ], L[γ˜0] = L[γ0] due to Theorem
19. Hence, by putting L[γ1] = d(xt+1, x∗), L[γ] = d(xt, x∗), and L[γ0] = d(xt+1, xt)
in inequality (80), we have that following inequality for any elliptic manifolds with
K ≥ κ > 0,
cos(
√
κd(xt+1, x∗)) ≥ cos(
√
κd(xt, x∗)) cos(
√
κd(xt, xt+1))
+ sin(
√
κd(xt, x∗)) sin(
√
κd(xt, xt+1)) cosϑ.(112)
Notice that here d(xt, xt+1) is well-defined since we assumed that the step size
satisfies ηt ≤ i(M)/‖Xt‖.
Appendix C. Proof Lemma (15). Recall the update rule for λt+1 from
Algorithm 1. We have
‖λt+1‖2 = ‖ΠIRm+ (λt + ηt gradλ L(xt, λt)) ‖2
≤ ‖λt + ηt gradλ L(xt, λt)‖2
= ‖λt‖2 + η2t ‖ gradλ L(xt, λt)‖2 + 2ηt〈gradλ L(xt, λt), λt〉
≤ ‖λt‖2 + η2t ‖ gradλ L(xt, λt)‖2,
where the last inequality is due to the fact that
〈gradλ L(xt, λt), λt〉 = 〈h(xt)− αλt, λt〉 = 〈h(xt), λt〉 − α‖λt‖2 < 0,
since 〈h(xt), λt〉 < 0.
Appendix D. Proof of Lemma 16. Let p ∈ IN, and |||et|||ψν = β. Recall
that Zt =˙ ‖et‖2 − IE[‖et‖2|Ft], where Ft is the σ-field of all the random variables
ξ0, · · · , ξt−1.
The p-th moment of Zt is upper bounded as follows
IE
[
|Zt|p|Ft
]
= IE
[∣∣‖et‖2 − IE[‖et‖2|Ft]∣∣p|Ft]
(a)
≤ 2p−1IE [‖et‖2p|Ft]+ 2p−1IE [∣∣IE[‖et‖2|Ft]∣∣p|Ft]
(b)
≤ 2p−1IE [‖et‖2p|Ft]+ 2p−1IE [IE[‖et‖2p|Ft]∣∣Ft]
(c)
= 2pIE
[‖et‖2p|Ft] ,(113)
where (a) follows from the inequality |x−y|p ≤ 2p−1(|x|p+ |y|p) for p ∈ IN, (b) follows
from Jensen’s inequality, and (c) follows from the law of total expectation. Now, we
compute an upper bound for IE
[‖et‖2p|Ft] as follows
IE
[‖et‖2p|Ft] = ∫ ∞
0
2pu2p−1IP(‖et‖ ≥ u)du
=
∫ ∞
0
2pu2p−1IP
(
e‖et‖
ν/βν ≥ euν/βν
)
du
(d)
≤
∫ ∞
0
2pu2p−1IE
[
e‖et‖
ν/βν
]
· e−uν/βνdu
(e)
≤ 4p
∫ ∞
0
u2p−1e−u
ν/βνdu
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(f)
=
4pβ2p
ν
Γ
(
2p
ν
)
,(114)
for p = 1, 2, · · · , where (d) follows from Markov’s inequality, (e) follows from the
fact that |||e|||ψν = β and hence IE
[
e‖et‖
ν/βν
] ≤ 2 by the monotone convergence
theorem, (f) follows by first applying a change of variable t = uν/βν and then using
the definition of the Gamma function Γ(x) =
∫∞
0
tx−1 exp(−t)dt.
By putting together the inequalities (113) and (114), we obtain
IE
[|Zt|p∣∣Ft] = IE [∣∣‖et‖2 − IE[‖et‖2|Ft]∣∣p|Ft] ≤ 2p 4pβ2p
ν
Γ
(
2p
ν
)
, p ∈ IN.
Given γ > 2β2, we now have
IE
[
exp(|Zt| ν2 /γ ν2 )|Ft
]
=
∞∑
p=0
1
p!γ(νp)/2
IE
[
|Zt|(νp)/2|Ft
]
≤ 1 +
∞∑
p=1
1
p!γ(νp)/2
2
νp
2 +1βνppΓ(p)
(g)
= −1 + 2
∞∑
p=0
((√2β√
γ
)ν)p
=
2
1− (√2β/√γ)ν − 1,(115)
where (g) follows from the identity pΓ(p) = p!. Therefore, from the upper bound
(115), we conclude that it suffices that γ ≥ 2β23 2ν to ensure
IE
[
exp(|Zt|ν/2/γν/2)|Ft
]
≤ 2.
Appendix E. Lie Groups and Haar Measure. Here, we briefly review the
important aspects of Lie groups that we require for our numerical studies. A more
comprehensive treatise can be found in [39, Chapter 5].
Definition 21. A Lie group (G, ∗) is a smooth Riemannian manifold and an
abstract group with the group operation ∗ and the identity element e, such that G×G→
G : (g1, g2) 7→ g1 ∗ g2 and inverse G→ G : g 7→ g−1 are C∞ maps.
Definition 22. A Lie algebra is a vector space g over the field F, equipped with
with a skew-symmetric bilinear form [·, ·] : g× g→ g that satisfies the Jacobi identity,
[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0,
for all x, y, z ∈ g.
The connection between the Lie algebras and Lie groups is established through
left invariant vector fields. In particular, we define the left translation as Lg : G →
G : Lg(h) = g ∗ h. Similarly, for the right translation Rg(h) = h ∗ g. A vector field
X ∈ X(G) is left invariant iff dhLgX(h) = X(g ∗ h) for all g, h ∈ G, i.e., the following
diagram commutes
TG
dLg−−−−→ TGxX xX
G
Lg−−−−→ G
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Here, dLg is the differential of Lg.
Let g denotes the set of all left invariant vector fields. Given a vector v ∈ TeG,
define the map Lv(g) = deLgv which provides a smooth left invariant vector field.
Then g ∼= TeG by the linear isomorphism v 7→ Lv.
Definition 23. The (group) exponential map on Lie groups is defined as
Exp : g→ G, X 7→ ΦX(1),(116)
where ΦX(t) is the integral curve of g˙(t) = X(g(t)) with the boundary condition
g(0) = e.
We remark that in general the group exponential map (Def. 23) is different from
the geodesic exponential map (Def. 4). However, these two notions coincide, i.e.,
Exp(X) = expe(X), under the condition that the Riemannian metric is both left and
right invariants (bi-invariant) [53],
〈X,Y 〉g = 〈dgLhX, dgLhY 〉,
〈X,Y 〉g = 〈dgRhX, dgRhY 〉, ∀g, h ∈ G, X, Y ∈ TgG.
We now define the notion of a Haar measure for the compact Lie group G. Let
B(G) be the Borel σ-algebra of G, i.e., the smallest σ-algebra that contains all the
open sets of G. A regular Borel measure on G is left Haar measure (left invariant) if
µ(gS) = µ(S) for all S ∈ B(G) and g ∈ G. Similarly, µ is a right Haar measure (right
invariant) if µ(Sg) = µ(S) for all S ∈ B(G) and g ∈ G. Now, we have the following
theorem (cf. [3, Thm. 1.2.1])
Theorem 24. Let G be locally compact and Hausdorff. Left Haar measure and
right Haar measure exist and are unique up to a positive multiplicative constant. Fur-
thermore, such measure assigns finite mass to compact sets in G.
Among the example of compact Hausdorff Lie groups are O(n), SO(n), U(n), and
SU(n).
Appendix F. Review of Orlicz Spaces and Orlicz Norm. In this appendix
we present basic definitions and results about Orlicz spaces and the corresponding
Orlicz norms. For a more comprehensive treatment on this subject see [10].
Let (X ; Σ;µ) be a measure space and ψ be a Young-Orlicz modulus (cf. Definition
6). Let Lψ(X ) denote the space of all real-valued measurable functions f onto X such
that
‖f‖ψ =˙ inf{β : IEµψ(|f |/β) ≤ 1} <∞.
Define Lψ(X ) =˙ Lψ(X )/ ∼ through the identification that f ∼ g if f = g almost
everywhere with respect to the measure µ. Note that for the choice of Young-Orlicz
modulus φp = x
p, we recover the familiar Lp(X ) space; the space of functions for
which the p-th power of the absolute value is Lebesgue integrable, i.e.,
‖f‖p =
(∫
X
|f |pdµ
)1/p
<∞.
Further, note that for any measure space (X ,Σ, µ) and any Young-Orlicz modulus ψ,
Lψ(X ) is a complete normed vector space (Banach space) [17].
Now, we state a concentration inequality for the sum of random variables that we
use in our derivations:
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Table 2
List of symbols and their description
Symbol Description
M Riemannian Manifold
TpM Tangent vector at p ∈M
T ∗pM Cotangent vector at p ∈M
TM Tangent bundle
X(M) Space of smooth vector fields on M
G Lie group
g Lie algebra
γ Geodesic
expp Geodesic exponential map at p ∈M
Γkij Christoffel symbols
gp(·, ·) Metric tensor at p ∈M
∇ Levi-Civita connection
K(·, ·) Sectional curvature tensor
Ric(·, ·) Ricci curvature
Lemma 25. (Talagrand [59, Corollaries 2.8-2.9]) Let Y0, Y1, · · · , YT−1 be
independent random variables centered at zero such that ‖Yi‖ψν ≤ ζ. There ex-
ists an absolute constant c > 0 depending on ν only such that for every sequence
η =˙ (η0, · · · , ηT−1) and ε > 0 we have8
• 1 ≤ ν ≤ 2:
IP
[∣∣∣∣∣
T−1∑
t=0
ηtYt
∣∣∣∣∣ ≥ εζ
]
≤ 2 exp
(
−c ·min
(
ε2
‖η‖22
,
εν
‖η‖νν∗
))
,
• ν ≥ 2
IP
[∣∣∣∣∣
T−1∑
t=0
ηtYt
∣∣∣∣∣ ≥ εζ
]
≤ 2 exp
(
−c ·max
(
ε2
‖η‖22
,
εν
‖η‖νν∗
))
,
where ν−1 + ν−1∗ = 1.
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