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Abstract—Sharing spectrum with a communicating incumbent
user (IU) network requires avoiding interference to IU receivers.
But since receivers are passive when in the receive mode and
cannot be detected, the network topology can be used to predict
the potential receivers of a currently active transmitter. For this
purpose, this paper proposes a method to detect the directed
links between IUs of time multiplexing communication networks
from their transmission start and end times. It models the
response mechanism of commonly used communication protocols
using Granger causality: the probability of an IU starting a
transmission after another IU’s transmission ends increases if
the former is a receiver of the latter. This paper proposes a
non-parametric test statistic for detecting such behavior. To help
differentiate between a response and the opportunistic access of
available spectrum, the same test statistic is used to estimate the
response time of each link. The causal structure of the response is
studied through a discrete time Markov chain that abstracts the
IUs’ medium access protocol and focuses on the response time
and response probability of 2 IUs. Through NS-3 simulations,
it is shown that the proposed algorithm outperforms existing
methods in accurately learning the topologies of infrastructure-
based networks and that it can infer the directed data flow in ad
hoc networks with finer time resolution than an existing method.
Index Terms—Receiver detection, response detection, transfer
entropy, link detection.
I. INTRODUCTION
Consider the scenario where a cognitive network is sharing
spectrum with one or more incumbent networks. Spectrum
sharing by opportunistic spectrum access requires that the
cognitive network avoid interference to the receivers in the
incumbent networks. At present, there is extensive work on the
detection of transmitters in the field of spectrum sensing [1]
but significantly less on identifying receivers. In particular,
existing methods for coexistence in TV white space [2] and
the Spectrum Access System (SAS) of the Citizen’s Broadband
Radio Service (CBRS) [3] detect transmissions and enforce
a protection region around the transmitters where CRs are
not allowed to transmit. The size of this protection region is
designed such that the CRs outside the protection region do not
cause harmful interference to any incumbent receivers located
on the border of the incumbent transmitter’s service area. On
the other hand, if we can identify the potential receivers, we
can enforce a smaller protection region around the receivers
rather than the transmitters.
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Fig. 1. Example activity traces of 802.11n networks from NS-3 simulation
for a 6 IU system consisting of two infrastructure based networks with APs
indexed 1 and 4. Arrows indicate some transmit-response pairs.
Identifying the current receivers in a network of com-
municating IUs is difficult because receivers are inherently
passive when they are in receiving mode and because it is
costly for the cognitive network to decode the packets in the
incumbent network. Instead, we can use the IUs’ network
topology to identify the potential receivers of currently active
transmitters. This observation motivates us to learn the IUs’
network topology, i.e., the directed links between IUs. Similar
to existing work, we will focus on learning the network
topology of time multiplexing incumbent networks.
A. Existing Work
In literature, the temporal patterns in IU transmissions have
been used to learn network topology. The features used include
transmission start and end times, frame durations, and inter-
arrival times. We shall base our work on a similar input.
As has been shown in [4], we do not need prior knowledge
of the IUs’ communication protocols to distinguish IUs and
detect the transmission activities of each IU. Hence, we do
not require knowledge of the IUs’ communication protocol to
obtain these inputs. Note that the location of the IUs is not
useful in learning their network topology because the networks
need not be geographically separated.
One set of existing methods to learn network topology
are based on the causal nature of time multiplexing com-
munication protocols: A transmission by an IU is likely to
cause a response, say in the form of an acknowledgement,
by its intended receiver after a fixed but unknown delay.
Examples of such networks include the 802.11 family of
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2protocols, Bluetooth, and TDD-LTE. Fig. 1 shows an example
of the transmit-response pairs in activity sequences of 802.11n
networks simulated in NS-3. Using this observation, [5],
[6] model the responses as a causal structure in the IUs’
transmission activity time series. They propose methods to
identify pairs of communicating IUs by detecting IUs that
have a higher probability of transmitting after another. This
paper is also based on the same idea.
Another approach to this problem recognizes that the di-
rected links in an ad hoc network correspond to the end-to-end
routes and learns those routes directly [7]. The authors propose
an algorithm that clusters IUs that have similar distributions
of packet lengths and inter-arrival times to infer that these
IUs participate in the same data flow. Since they do not
infer the ordering of the IUs in the route, we need additional
information, e.g., locations, to identify potential receivers of
each IU along the route. Their method also requires the
network to have the same data rates on all links. In addition,
in infrastructure-based networks, receiving IUs typically do
not repeat the transmission and are unlikely to have the same
packet lengths as the transmitting IU.
B. Challenges and Contributions
The primary challenge with using causality to detect re-
sponses is that if two IUs are not communicating with each
other but are located close enough to interfere with each
other, then their collision avoidance mechanisms will ensure
that their transmission activities are not independent. This
implies that, unlike typical Granger causality literature, the
causality between two IUs is non-zero even if they are not
communicating with each other.
The second challenge is the time varying nature of network
topology: the inferences of our algorithm are only useful
if they are valid for some period of time. We will show
that the proposed algorithm learns network topology in the
order of 100ms. Since network topology does not change that
frequently, cognitive radios can use the learned topology for
making inferences for some period of time in the future.
Thirdly, it can be argued that inferences on the entire
network should be made simultaneously through a multivariate
method (such as graphical LASSO) since there will be multiple
causal relationships in the incumbent network. Instead, we will
use a common feature of communication protocols to argue
that testing each pair of IUs independently is sufficient for
learning the network topology rather than making an inference
for the entire network simultaneously. Note that [5] also tests
pairs of IUs independently.
To help ensure that we detect responses, we choose to detect
the causality from the transmission end times of transmitter
IU to the transmission start times of the receiver IU. Hence,
we propose a binary hypothesis test for each ordered pair of
IUs based on the asymmetric form of Granger causality as
compared to the symmetric form used in [5], [6]. For this test,
we propose a non-parametric test statistic that does not assume
a linear model between the transmission start and end times
of the pair of IUs being tested.
Since such a test may confuse frequent opportunistic spec-
trum access as responses, we study the response time in
existing time multiplexing communication protocols to note
that the response time is shorter than the idle time and is
required to be roughly constant. Based on these observations
and verification from NS-3 simulations, we propose an algo-
rithm to estimate the response time from the same test statistic
mentioned above. We call the combination of the test statistic
and this estimation algorithm as the Asymmetric Transfer
Entropy to Learn Network Topology (ATELNeT) algorithm.
To study the effects of dependent transmission activities,
we propose a Markov chain model that abstracts the IUs’
medium access protocol and focuses on the response time and
retransmission times of a pair of IUs. From this model, we
verify that the response time will be estimated correctly and
show that both false alarm as well as detection probability
increase as the frames become shorter and more frequent.
The rest of this paper is organized as follows. Section II
describes our system model and assumptions. Section III
defines Granger causality, relates different tests from literature
to existing work on topology learning, and proposes a non-
parametric test statistic for asymmetric Granger causality. Sec-
tion IV motivates and proposes our ATELNeT algorithm. The
Markov chain model for 2 IUs is discussed in Section V. NS-
3 simulations of infrastructure-based and ad hoc networks are
presented in Section VI. The paper is concluded in Section VII.
II. SYSTEM MODEL
We consider a scenario with M IUs indexed as 1, . . . ,M .
We assume that these IUs have been identified by a system
such as that proposed in [4], by decoding physical layer
headers, localization, or fingerprinting their radios. In addition,
we assume that this system provides a time sequence of the
activity of each IU, sampled periodically at Ts intervals, such
that the activity of the m’th IU is denoted by am[t] = 1 if it is
transmitting at time tTs and 0 otherwise. For the purpose of
this work, we shall assume that these sequences are error-free
and that each sequence is of length N samples.
We denote the pair-wise links between these IUs by a binary
matrix L ∈ {0, 1}M×M such that Li, j = 1 if there is a link from
IU i to IU j.
For a time series X[t] and positive integer τ, we use
X (τ)[t] to denote X[t − 1], . . . , X[t − τ]. We use 1{ · } to
denote an indicator variable. For developing our algorithm,
we will denote the sampled time series of transmission start
time indicators of the i’th IU by Si[t] , 1{ai [t]=1,ai [t−1]=0}.
We denote the sampled indicator time series of the end of
transmissions of the i’th IU by Ei[t] , 1{ai [t+1]=0,ai [t]=1}.
A. Assumptions about IUs’ Medium Access Protocol
We define a transmit-receive link by the receiver’s act of
responding to a signal by the transmitter. Consider a link from
IU i to IU j. Assuming a half duplex communication link, the
receiver j has to wait for the transmitter i to finish transmitting
before j can respond. Thus, the end of a transmission by
IU i causes the start of a transmission by IU j after a
short time interval. We call this time interval as the response
time or causal lag and denote it by τi, j . It consists of both
3processing times as well as hardware delays such as the Rx-
to-Tx turnaround time. For example, this is defined in the IEEE
802.11 standard [8, §10.3.7] as the Short Inter-Frame Space
(SIFS) which is computed as
aSIFSTime = aRxPHYDelay + aMACProcessingDelay
+ aRxTxTurnaroundTime.
Similarly, LTE-TDD has a fixed length guard period between
downlink and uplink pilots as part of a special subframe [9,
§4.2]. Bluetooth [10] has a fixed interframe space T_IFS be-
tween every Master to Slave and Slave to Master transmission.
Finally, each of these standards define a maximum allowed
variation in the response time. It is to be expected that such a
response time will feature in future time division multiplexing
communication protocols. Hence, we incorporate the response
time in our system model and say that there is link i → j if
Ei[t] = 1 causes Sj[t + τi, j] = 1 where τi, j is the response
time of that link. Note that we do not mean to assume that j
transmits a response to every transmission by i, but if j does
respond to i’s transmission, then it will do so τi, j time after
i’s transmission ends. We also assume that the variation in
response times on a link is significantly smaller than Ts .
Our second assumption is that the time interval between two
successive transmissions by an IU is longer than the response
time for any link originating from that IU. Mathematically,
P(ai[n + t] = 1|ai[n − 1] = 1, ai[n] = 0) = 0
if t < maxj∈{1,...,M }{τi, j : Li, j = 1}. This assumption is based
on the fact that communication protocols are designed to avoid
interference to the response. For example, the 802.11 standard
specifically sets the NAV field to include the acknowledgement
frame’s duration [8].
Finally, we assume that we know an upper bound τmax on
τi, j for all i, j ∈ {1, . . . ,M} such that i → j.
III. GRANGER CAUSALITY
Similar to existing work, we are going to base our work
on the idea of Granger causality. In this section, we briefly
introduce the concept, theoretical models, and tests used in
existing literature. We relate these methods to the existing
works on learning network topology and then propose a new
test statistic for testing asymmetric Granger causality.
The concept of Granger causality was first proposed for
macroeconomic analysis [11]. As defined in [11], a time series
X[t] is said to Granger cause a time series Y [t] if the minimum
mean square error (MMSE) estimator of Y [t] given X (∞)[t]
and Y (∞)[t] has lower error than the MMSE estimator of
Y [t] given only Y (∞)[t]. Since the MMSE estimator of Y [t]
given X (∞)[t] and Y (∞)[t] is E[Y [t]|X (∞)[t],Y (∞)[t]] [12], we
can say that X Granger causes Y if Y [t] is not conditionally
independent of X (∞)[t] given Y (∞)[t]. The causal lag defined
in [11] corresponds to the sampled response time τ·, · in our
system model. Since the causal lag is unknown, it is usually
estimated from the input data by either the Akaike Information
Criterion (AIC) or Bayesian Information Criterion (BIC) [13].
Thus, the problem of testing Granger causality between a pair
of time series X and Y is a binary hypothesis problem where
the null hypothesis (H0) is that X does not Granger cause Y .
A. Models and Tests
Most methods in literature for testing Granger causality are
based on regression but are modified with domain knowledge
specific to the problem under consideration [13]. Specifically,
a causal link from X[t] to Y [t] is modeled as a vector
autoregressive model such as [11], [13]
Y [t] =
τmax∑
τ=1
α1,τX[t − τ] +
τmax∑
τ=1
β1,τY [t − τ] + ξ1[t] (1)
where α1,τ and β1,τ are the parameters of the regression and
ξ1[t] is the residual noise. Similarly, the null hypothesis is
modeled as
Y [t] =
τmax∑
τ=1
β0,τY [t − τ] + ξ0[t] (2)
with β0,τ being the regression parameters and ξ0[t] the resid-
ual noise. Therefore, the null hypothesis is modeled by the
coefficients α1,τ in this model being zero.
In [5], the authors use this linear model for testing causality
between every pair of IUs on disjoint observation windows.
Their hard fusion algorithm then fuses the topologies learned
in each window using the majority rule. For individual win-
dows, the hard fusion algorithm proposed in [5] uses the test
statistic
gi→j ,
(∑N−τ
t=1 |ξˆ0[t]|2 −
∑N−τ
t=1 |ξˆ1[t]|2∑N−τ
t=1 |ξˆ1[t]|2
)
N − 3τ − 1
τ
(3)
∼ F(τ, N − 3τ − 1) (4)
where ξˆ1[t] and ξˆ0[t] are the estimates of ξ1[t] and ξ0[t]
respectively and the authors assume that both ξ0[t] and ξ1[t]
have zero-mean Gaussian distributions and equal variances.
The threshold is chosen using (4) to satisfy a given false alarm
probability. In their soft fusion algorithm, the authors compute
the average causality magnitude [14] of a link
Fi→j = ln
(
E
[|ξ1[t]|2]
E
[|ξ0[t]|2]
)
. (5)
for each window. The network topology is inferred as those
links with average causality magnitude greater than the aver-
age of all pairs of IUs.
Transmission start times have been considered as continuous
time point processes and modeled as multivariate Hawkes
processes in [6]. In the Hawkes process model, an event in
one time series increases the probability of an event occurring
on other time series for a short period of time. The support of
these impact functions were recently shown to be equivalent
to Granger causality [15]. There is a rich body of literature
learning Hawkes point processes and might be useful for
learning Granger causality in multivariate systems as done
in [16]. With respect to our system model, we are using
sampled activity sequences as input and not point processes.
Finally, an information theoretic non-parametric test for
Granger causality has been proposed in [17]. The author
4of [17] proposed the conditional mutual information of Y [t]
and X (τ)[t] given Y (τ)[t]:
TX→Y ,
∑[
P
(
Y [t], X (τ)[t],Y (τ)[t]
)
× log
P
(
Y [t]|X (τ)[t],Y (τ)[t]
)
P
(
Y [t]|Y (τ)[t])
 (6)
as a test statistic called transfer entropy for testing whether
X[t] Granger causes Y [t]. In (6), the summation is over all
possible values of X (τ)[t],Y (τ)[t], and Y [t]. The author proposes
a binary hypothesis test with TX→Y = 0 as the null hypothesis
for no causality and TX→Y > 0 as the alternate hypothesis
denoting a causal relationship. We shall base our proposed
method on a similar test statistic described below.
B. Asymmetric Granger Causality
In this work, we are going to use an asymmetric form of
Granger causality loosely based on that proposed in [18]1.
Consider three time series X[t], Y1[t], and Y2[t]. We will
say that X[t] asymmetrically Granger causes Y2[t] given Y1[t]
if Y2[t] and X (∞)[t] are not conditionally independent given
Y (∞)1 [t]. Note the absence of Y (∞)2 [t] in this definition. Thus,
we can think of X[t] and Y1[t] as events representing potential
causes while Y2[t] denotes the events representing effects.
Here, Y1[t] and Y2[t] typically describe different events on
an underlying common sequence while X[t] describes events
on a second time sequence. For example, in our proposed
algorithm, Y1[t] and Y2[t] will correspond to the end and start
transmission events respectively of one IU while X[t] will
denote the end transmission events of another IU.
Similar to Granger causality, we use a finite history τ
while testing asymmetric Granger causality. We propose an
asymmetric transfer entropy as our test statistic
AX→Y2 |Y1 (τ) ,
∑[
P
(
Y2[t], X (τ)[t],Y (τ)1 [t]
)
× log
P
(
Y2[t]|X (τ)[t],Y (τ)1 [t]
)
P
(
Y2[t]|Y (τ)1 [t]
)  (7)
where the summation is over all values taken by X (τ)[t],
Y (τ)1 [t], and Y2[t]. The test statistic shall compare between the
same hypotheses as described above for [17]. The motivation
and use of this test statistic for learning network topology is
described in the next section.
IV. PROPOSED METHOD: ASYMMETRIC TRANSFER
ENTROPY TO LEARN NETWORK TOPOLOGY (ATELNET)
In this section, we will be proposing a test for detecting
causal links between ordered pairs of IUs at a time. In general,
1 [18] separates events occurring on the time series as we do, but tests
for conventional Granger causality between the generated time series. We
propose incorporating a third time series to model a common cause for both
hypotheses
Sj
E j
Ei
a j
ai
τˆi, j
Fig. 2. Example inputs to our proposed algorithm for testing link i → j. The
algorithm tests the causality from the input values in the dashed rectangle to
the transmission start indicator. The response time τi, j needs to be estimated.
it is true that there may be a performance benefit in detecting
all links simultaneously through a multivariate test. However,
as mentioned earlier in Section II-A, communicating protocols
are usually designed to avoid interfering with the response of
the receiver. Hence, by focusing on the response time of each
link, we expect that other IUs’ transmissions will not interfere
with the testing of a given link. Hence, we also propose a
method for estimating the response time from the test statistic.
We will also be proposing an additional linear regression based
test similar to that of [5] for comparing the performance gain
from the choice of nonlinear model against the linear model.
A. Proposed Test Statistic for Transmit-Receive Pair
As mentioned above, we propose testing every ordered pair
i, j of IUs independently. Similar to [17], we consider two hy-
potheses: the null hypothesis H0(i, j) represents i 9 j and the
alternate hypothesis H1(i, j) represents i → j. To specifically
detect the responses transmitted by IU j to transmissions of IU
i, we test whether Ei[t] asymmetrically Granger causes Sj[t]
given Ej[t]. Fig. 2 shows the inputs that we use for testing
this asymmetric causality. Since there is no reason to assume
a linear model for Ei[t], Ej[t], and Sj[t], we use the non-
parametric asymmetric transfer entropy (7) that we proposed
in Section III-B:
AˆEi→S j |Ej (N, τˆi, j)
H1(i, j)
≷
H0(i, j)
λ(τˆi, j) (8)
where AˆEi→S j |Ej (N, τˆi, j) is the empirical estimate of
AEi→S j |Ej (τˆi, j) computed from N activity samples with a
response time of τˆi, j , λ(τˆi, j) is a threshold that depends on the
response time. The response time τˆi, j will need to be estimated
from the data and the threshold λ( · ) will be computed from
the distribution of AˆEi→S j |Ej as described next.
We derive the asymptotic distribution of AˆEi→S j |Ej in
Appendix A. Our derivation is similar to that of the asymptotic
distribution of TˆX→Y in [19]. We show that for large N and
a given causal lag τ, 2(N − τ)AˆEi→S j |Ej (N, τ) has distribu-
tion χ2
di, j
under the null hypothesis H0(i, j) and distribution
χ2
di, j
(
2(N − τ)AEi→S j |Ej (τ)
)
under the alternate hypothesis
H1(i, j) where χ2d is a central χ2 distribution with d degrees
of freedom and χ2
d
(c) is a non-central χ2 distribution with d
degrees of freedom and non-centrality parameter c.
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Fig. 3. Asymmetric transfer entropy of pairs of IUs in NS-3 simulated
802.11n networks computed with increasing causal lags. Parameters: Ts 5µs
and observation duration 10s.
We choose the threshold λ(τ) such that the probability of
false alarm is asymptotically bounded above by a parameter
PFA:
λ(τ) , χ−2di, j (1 − PFA) (9)
where χ−2
d
( · ) is the inverse cumulative distribution function
of a central χ2 random variable with d degrees of freedom.
Note that we have assumed that AEi→S j |Ej (τ) = 0 under
the null hypothesis. Though this is a common hypothesis in
the Granger causality literature as well as [5], [6], we will
show below that AEi→S j |Ej (τ) > 0 even if H0(i, j). Since
this value is unknown a priori, we choose AEi→S j |Ej (τ) =
0 to define the null hypothesis. Fortunately, both the model
analyzed in Section V and simulations in Section VI show
that AEi→S j |Ej (τ) is sufficiently small that we can still use
this typical null hypothesis of AEi→S j |Ej (τ) = 0.
Next, we need to estimate the degrees of freedom di, j .
As per the derivation in Appendix A, di, j is the difference
in the number of parameters for models under the alternate
hypothesis H1(i, j) and the null hypothesis H0(i, j). Since
Ei[t], Ej[t], Sj[t] ∈ {0, 1}, the number of parameters in either
model is simply the number of independent values in the ap-
propriate joint probability mass function. Next, our assumption
that the retransmission time is longer than the response time
means that if Ej[t−τ] = 1 for some 1 ≤ τ ≤ τˆi, j then Sj[t] = 0.
It also means that
∑τˆi, j
τ=1 Ej[t − τ] ≤ 1 and
∑τˆi, j
τ=1 Ei[t − τ] ≤ 1.
Hence, the number of parameters under null hypothesis is
τˆi, j +1 and under the alternate hypothesis is (τˆi, j +1)2. Hence,
the degrees of freedom are
di, j = τˆi, j(τˆi, j + 1). (10)
B. Proposed Algorithm to Estimate Response Time of a Link
Estimating the response time τˆi, j depends on its invariance.
In particular, if the variance in response time is significantly
smaller than the sampling time of the link, then the response
is likely to be received at either τi, j or τi, j+1 with high proba-
bility. Hence, AEi→S j |Ej (τi, j) will be significantly higher than
AEi→S j |Ej (τi, j −1). This intuition will be revisited analytically
in Section V. From NS-3 data of 3 pairs of 802.11n IUs, Fig. 3
Algorithm 1 Estimating response time for link i → j
Input: τmax ∈ N, α ∈ R+, Pˆ
(
E (τmax)i [t], E (τmax)j [t], Sj[t]
)
1: τ ← τmax
2: r ← AˆEi→S j |Ej (N, τ − 1)/AˆEi→S j |Ej (N, τ)
3: while τ > 1 and r > α do
4: τ ← τ − 1
5: r ← AˆEi→S j |Ej (N, τ − 1)/AˆEi→S j |Ej (N, τ)
6: end while
7: τˆi, j ← τ
Output: τˆi, j
shows that AˆEi→S j |Ej (N, τ) increases sharply at τ = 3, i.e.,
after SIFS of 16µs, if there is a link but not if the pair do not
have a link. For the pair of IUs that do not have a link but
are close to each other, Fig. 3 also shows a slight increase in
AˆEi→S j |Ej (N, τ) at the lags after the minimum retransmission
time, i.e., after DIFS of 34µs.
Based on this discussion, we estimate τˆi, j such that
AˆEi→S j |Ej (N, τˆi, j) > α AˆEi→S j |Ej (N, τˆi, j − 1) (11)
for a parameter α > 1. Pseudocode for estimating τˆi, j is
provided in Algorithm 1. Starting from the maximum response
time τmax, we keep reducing the estimated response time τˆi, j
until the asymmetric transfer entropy reduces by the factor α.
For the alternate hypothesis, this finds the correct response
time as will be seen from the simulations. On the other
hand, the test statistic does not change rapidly under the null
hypothesis and the algorithm stops at τ = 1. As we will
discuss in Section V, under the null hypothesis, the asymmetric
transfer entropy is minimum at τ = 1. Hence, this estimate
of the response time ensures the best match with the null
hypothesis assumption that AEi→S j |Ej (τi, j) = 0.
C. Linear Test for Asymmetric Causality
The ATELNeT algorithm proposed above is different from
the existing work in two aspects: the choice of testing the
asymmetric rather than symmetric Granger causality and the
transfer entropy test statistic as opposed to the regression based
approaches. In order to understand the performance gain of the
two aspects separately, we propose a second test statistic based
on linear regression.
Similar to the approach of [5] and with notation analogous
to that of (1)-(2), we model the null hypothesis H0(i, j) as
Sj[t] =
τi, j∑
τ=1
β0,τEj[t − τ] + ξ0[t]. (12)
and the alternate hypothesis H1(i, j) as
Sj[t] =
τi, j∑
τ=1
α1,τEi[t − τ] +
τi, j∑
τ=1
β1,τEj[t − τ] + ξ1[t]. (13)
We use the test statistic of (3) and threshold based on (4) as per
the false alarm constraint PFA: F−1τi, j,N−3τi, j−1(1 − PFA) where
F−1
a,b
is the inverse cumulative F distribution with parameters
a and b. Unlike [5], we do not split the input into windows.
Note that this approach requires separate estimation of the
response time τi, j .
6V. ANALYSIS OF ASYMMETRIC TRANSFER ENTROPY IN
SHARED CHANNEL
In this section, we propose a Markov chain model of 2
IUs i and j for studying the behavior of AEi→S j |Ej as we
vary the causal lag τ, the frame lengths, inter-arrival times,
and the probability of one IU responding to another. Ideally,
this requires modeling the MAC protocol of the incumbent
network. But to avoid restricting our study to a single MAC
protocol and for analytical tractability, we re-use the observa-
tion in Section II-A that IUs will not interfere with each others’
responses to construct a simplified discrete time Markov chain
model of only 2 IUs. The Markov chain’s state transitions
occur every Ts seconds. We make the following assumptions:
1) No collisions between IUs i and j
2) Response time τi j = 3 = τji for each link
3) Transmissions and responses are at least 2 samples long
4) Packet sources have stationary distributions for arrival
times and packet lengths
5) (Frame length - 1) for IU i is a geometric random
variable with parameter 1 − pdi
6) No retransmissions within τi j or τji .
7) A response does not cause the source to send a response.
Note that assumption 5 is justified in the system model
described in Section II.
We will describe the model from the point of view of IU i
transmitting a new frame and IU j responding (or not). The
model is symmetric in i and j. The states of the model are
chosen such that in each state, the indicator variables Ei[t],
Ej[t], Si[t], and Sj[t] take exactly one value each.
The model begins in the central state Ch[∞] that represents
the unoccupied channel with no active transmissions or re-
sponses. From this state, either IU may start transmitting a new
frame with probability pi or pj respectively. These parameters
are related to the frame duration Ti,frame and idle time Ti,idle
(in seconds) of the IUs as follows.
pi =
Ts
E[Ti,frame] + E[Ti,idle] , pj =
Ts
E[Tj,frame] + E[Tj,idle] (14)
Without loss of generality, assume IU i starts transmitting.
The continued transmission of IU i is modeled by the state IUi
which has a self loop of probability pdi to model the frame
length as 1 + G where G is a geometric random variable. The
parameter pdi is related to the expected frame duration (in
seconds) by
pdi = 1 −
Ts
E[Ti,frame] − Ts . (15)
When the frame ends, the channel is modeled to be vacant
for two time samples in states Chi[1] and Chi[2]. Since we
have assumed that the response time is 3 samples for both
links, the model can transition from state Chi[2] to a response
state IUj,resp start with a response probability prj or continue
to a state of unoccupied channel Chi[3] with probability 1 −
prj . If the latter transition occurs, then the system will simply
transition back to the initial unoccupied channel state Ch[∞].
TABLE I
VALUES OF E (3)i [t], E
(3)
j [t], Si [t], AND S j [t] FOR EACH STATE AND
NOTATION FOR STEADY STATE PROBABILITY
State E (3)i [t] E
(3)
j [t] Si [t] S j [t] Notation
Ch[∞] 0 0 0 0 0 0 0 0 p∗
ch[∞]
IUi,start 0 0 0 0 0 0 1 0 p∗is
IUi 0 0 0 0 0 0 0 0 p∗i
Chi [1] 1 0 0 0 0 0 0 0 p∗chi [1]
Chi [2] 0 1 0 0 0 0 0 0 p∗chi [2]
Chi [3] 0 0 1 0 0 0 0 0 p∗chi [3]
IU j,resp start 0 0 1 0 0 0 0 1 p∗jrs
IU j,resp 0 0 0 0 0 0 0 0 p∗jr
Chi j [1] 0 0 0 1 0 0 0 0 p∗chi j [1]
Chi j [2] 0 0 0 0 1 0 0 0 p∗chi j [2]
Chi j [3] 0 0 0 0 0 1 0 0 p∗chi j [3]
IU j,start 0 0 0 0 0 0 0 1 p∗j s
IU j 0 0 0 0 0 0 0 0 p∗j
Ch j [1] 0 0 0 1 0 0 0 0 p∗ch j [1]
Ch j [2] 0 0 0 0 1 0 0 0 p∗ch j [2]
Ch j [3] 0 0 0 0 0 1 0 0 p∗ch j [3]
IUi,resp start 0 0 0 0 0 1 1 0 p∗jrs
IUi,resp 0 0 0 0 0 0 0 0 p∗jr
Ch j i [1] 1 0 0 0 0 0 0 0 p∗ch j i [1]
Ch j i [2] 0 1 0 0 0 0 0 0 p∗ch j i [2]
Ch j i [3] 0 0 1 0 0 0 0 0 p∗ch j i [3]
Instead, if IU j begins transmitting a response, then we
model the response length Tj,response by the state IUj,resp that
has a self loop of probability pdrj :
pdrj = 1 −
Ts
E[Tj,response] − Ts . (16)
When the response ends, the channel is modeled as being
unoccupied for at least two more time instants because of our
fifth and sixth assumption above. From state Chi j[3], either IU
may start transmitting with the original probabilities pi and pj .
If neither begins transmitting, then the channel is unoccupied
and the system returns to the state Ch[∞].
The model for IU j transmitting is identical.
It should be noted that the model in Fig. 4 defines a scenario
where two users sharing the same channel always detect each
other’s transmissions and never collide. Hence, the causality
in this model is slightly higher than a more practical scenario.
For the purposes of the following discussion, we consider
the null hypothesis to be H0(i, j) as defined earlier. Since the
model is symmetric in i and j, without loss of generality,
we consider only the alternate hypothesis of H1(i, j). Unless
mentioned otherwise, we set pri = 0, i.e., i never responds to
j’s transmissions.
A. Computing Asymmetric Transfer Entropy from the Model
To compute AEi→S j |Ej (τi, j) in this model, we first need
to compute the joint probability mass function of E (τi, j )i [t],
E (τi, j )j [t], and Sj[t]. As mentioned above, the states of the
model were designed such that each state had exactly one
value for these three time series. This correspondence is listed
in Table I. Here, E (3)i [t] is listed in the order Ei[t − 1], Ei[t −
2], Ei[t − 3]. Similarly for E (3)j [t]. Using this correspondence,
7Ch[∞]IUi,start
IUiChi [1]Chi [2]
Chi [3]IU j,resp
start
IU j,resp Chi j [1] Chi j [2] Chi j [3]
IU j,start
IU j Ch j [1] Ch j [2]
Ch j [3] IUi,resp
start
IUi,respCh j i [1]Ch j i [2]Ch j i [3]
1 − pi − p j
pi
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1 −
p
r
jpr j
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1 − pdr j
p
i
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1 − pd j
1 −
p r i
pri
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1 − pdripi
p j
Fig. 4. Markov chain model for two users sharing a wireless channel under the assumption of no collisions.
TABLE II
PROBABILITY MASS FUNCTION FOR E (3)i [t], E
(3)
j [t], Si [t], AND S j [t].
E
(3)
i [t] E
(3)
j [t] Si [t] S j [t] Probability
0 0 0 0 0 0 0 0 p∗
ch[∞]+p
∗
i +p
∗
jr +
p∗ir + p
∗
j
0 0 0 0 0 0 0 1 p∗j s
0 0 0 0 0 0 1 0 p∗is
0 0 0 0 0 1 0 0 p∗
ch j [3] + p
∗
chi j [3]
0 0 0 0 0 1 1 0 p∗irs
0 0 0 0 1 0 0 0 p∗
ch j [2] + p
∗
chi j [2]
0 0 0 1 0 0 0 0 p∗
ch j [1] + p
∗
chi j [1]
0 0 1 0 0 0 0 0 p∗
chi [3] + p
∗
ch j i [3]
0 0 1 0 0 0 0 1 p∗jrs
0 1 0 0 0 0 0 0 p∗
chi [2] + p
∗
ch j i [2]
1 0 0 0 0 0 0 0 p∗
chi [1] + p
∗
ch j i [1]
we can write the joint probability mass function of E (τi, j )i [t],
E (τi, j )j [t], and Sj[t] in terms of the steady state probabilities of
this Markov chain model. The joint probability mass function
is listed in Table II.
The steady state probabilities have been derived in Ap-
pendix B by solving the appropriate simultaneous equations.
The asymmetric transfer entropy for various lags can then be
expressed in terms of our model’s parameters by using Table II
to compute individual terms in the summation of (7). These
expressions for causal lags up to 3 are derived in Appendix C.
Unfortunately, the algebraic expressions themselves do not
provide much insight into the behavior of the test statistic
due to the large number of terms involved. Therefore, we
study the behavior of the test statistic numerically by varying
its various parameters, viz., the probability of starting a new
transmission pi and pj , the frame lengths through pdi and pd j ,
the probability of IUs responding to each other pri and prj ,
and the length of the response frames through pdri and pdrj .
B. Effect of increasing causal lag
We begin by studying the increase of asymmetric transfer
entropy for the link i → j with increasing causal lag. As
Fig. 5 shows, AEi→S j |Ej (τ) increases with τ for all response
probabilities prj , but the rate of increase also increases with
prj . Most importantly, AEi→S j |Ej (τ) increases significantly at
τ = 3. This matches our intuition in Section IV-B where we
expected this sudden increase due to the fact that a response
is likely to occur with high probability at lag 3. We can
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Fig. 5. Asymmetric transfer entropy for i → j computed from our model for
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Fig. 6. Theoretical asymmetric transfer entropy under the null hypothesis as
the expected duration between the start of consecutive transmissions is varied
also use Fig. 5 to choose the parameter α in Algorithm 1.
Fig. 5 shows that AEi→S j |Ej (3) is at least 10 times larger than
AEi→S j |Ej (2) for even prj = 0.01. Hence, we suggest α = 10
is an appropriate choice for the parameter.
C. Effect of frame durations and idle time
One reason for studying this model is to understand how
AEi→S j |Ej (1) behaves under the null hypothesis. For this
purpose, we set prj = 0 = pri . As discussed above, the
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Fig. 7. Asymmetric transfer entropy under alternate hypothesis for increasing
response probability. Both IUs i and j have equal probability of starting a new
transmission and frame length distributions. Parameter: Response duration
250µs, mean idle time = 100µs.
estimated response time for a null hypothesis link will be 1.
From Appendix C, we can express AEi→S j |Ej (1) as
AEi→S j |Ej (1) =
ρ0 − 2pj − pi
ρ0
log
(
1 − pi
ρ0 − 2pj
)
+
ρ0 − pj
ρ0
log
(
ρ0 − pj
ρ0 − pj − pi
)
(17)
where ρ0 = 1+ 4pi + pi(1− pdi )−1 + 4pj + pj(1− pd j )−1. Now,
for the purposes of this study, let us set pi = pj and rewrite
pdi and pd j using (15) in the form of a duty cycle percentage.
Then, Fig. 6 shows that AEi→S j |Ej (1) increases as the frames
become shorter and more frequent. It also shows that reducing
the sampling interval Ts reduces AEi→S j |Ej (1). Intuitively, this
makes sense because a shorter Ts implies more samples in the
interval between transmissions. We shall revisit (17) and Fig. 6
in Section VI for understanding the effect of increasing N .
D. Effect of increasing response probability
As is to be expected, the asymmetric transfer entropy
increases with the probability prj of IU j responding to IU
i. Fig. 7 shows that this is true only for a sufficiently large
response probability depending on the frame length when a
constant idle time is maintained. Together with the discussion
for Fig. 6, we infer that for short and frequent transmissions,
the asymmetric transfer entropy under the null hypothesis is
equivalent to that for a small response probability. Hence,
Fig. 7 further highlights the difficulty of detecting causality
for IUs with short frequent transmissions.
VI. SIMULATION RESULTS
In this section, we study the performance of learning the
topology of 802.11n networks through NS-3 simulations2.
Note that 802.11n uses time division multiplexing oppor-
tunistic spectrum access through its Distributed Coordination
2We used commit 578f6c0 from the ns-3-dev Git repository
(https://github.com/nsnam/ns-3-dev-git) in order to use
the latest SpectrumWifiPhy implementation. The MonitorSnifferTx trace was
modified to obtain the physical layer transmit duration for each packet.
TABLE III
SIMULATION PARAMETERS FOR THE SIMULATIONS IN SECTION VI
Parameters ROC Duration Network Size
Protocol 802.11n 802.11n 802.11n
Number of APs 2 2 2
Number of STAs per AP 3 3 1 to 6
Uplink mean on time 1ms 1ms 1ms
Uplink mean off time 10ms 10ms 10ms
Downlink mean on time None None 1ms
Downlink mean off time None None 10ms
Observation duration 60ms, 600ms 1ms to 5s 1s
Function (DCF). The simulation uses a 20MHz wide channel
in the 5GHz band with a datarate of 19.5Mbps. The response
time (called SIFS) for this setting is 16µs while the minimum
interval (called DIFS) between the end of one transmission and
the start of another is 34µs. We use this set up for studying
infrastructure-based networks of 2 access points (APs) located
40m apart and stations (STAs) uniformly distributed in a
disc of radius 15m. NS-3’s OnOffApplications are set up for
both uplink and downlink flows at all STAs and APs. These
applications have exponentially distributed on and off times.
The parameters used for the NS-3 simulations of each of the
following simulations are listed in Table III.
For our Monte Carlo simulations, we present results for
different infrastructure-based topologies after averaging over
time. That is, each topology is simulated for up to 1000
seconds and each of the topology learning algorithms are
run on non-overlapping time windows of the obtained activity
sequences. The length of these windows is described for each
of the scenarios below. The learning algorithms were imple-
mented in MATLAB for ease of development. We measure the
performance of the algorithms as the average fraction of links
detected and the average number of extra links, i.e., pairs of
IUs erroneously detected as being linked. We consider links
without direction.
In this section, we will use the Monte Carlo simulations to
compare our proposed ATELNeT algorithm with the hard and
soft fusion algorithms proposed in [5], the Hawkes process
based method proposed in [6]3, and the linear asymmetric test
proposed in Section IV-C. Then, we will present a comparison
to the algorithm proposed in [7] for learning end-to-end
routes in ad hoc networks. Finally, we will compare the
computational complexity of the different algorithms.
A. Comparison of Parameters
Though the input for each of the algorithms mentioned
above are the same binary activity sequences am[n], each of
these methods uses a different sampling interval and causal
lag. For the hard and soft fusion algorithms of [5], we input the
activity sequences sampled at Ts = 20µs, used a window size
of 60ms, and set the causal lag to 8 samples, i.e., 160µs as per
the authors recommendations. Since [6] studies the continuous
time point process of the transmission start times, we input
the absolute start times of each transmission. A causal lag of
160µs was used via an exponentially decaying kernel.
3The code for [6] was obtained from the authors’ website:
http://mdav.ece.gatech.edu/software/
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Fig. 8. ROC of the topology learning algorithm for a system of 2 APs
40m apart and 3 STAs each. For null hypothesis, test statistics for two STAs
associated with different APs were used. For alternate hypothesis, test statistics
for an AP and an associated STA were used. Test statistics were computed
for 1000 non-overlapping windows of duration 60ms in (a) and 600ms in (b).
For ATELNeT, we ensure Tsτmax is greater than the min-
imum idle time for any IU. In general, we want Ts to be
shorter than the minimum response time for any pair of IUs
and, as Fig. 6 indicates, Ts should be as small as possible. For
the 802.11 family, the minimum idle time varies from 34µs
to 50µs. Hence, we choose Ts = 5µs and τmax = 10, i.e.,
maximum causal lag of 50µs.
For the linear test for asymmetric Granger causality, we
choose the same sampling interval Ts = 5µs, but set the causal
lag as 3 samples to match the response time of the 802.11n
system being simulated.
B. Comparison of Test Statistics
We begin by studying the receiver operating characteristics
(ROC) for the test statistics proposed in [5], [6] and Sec-
tion IV. For the hard fusion algorithm proposed in [5], we used
gi→j from (3) as the test statistic. For the soft fusion algorithm
also proposed in [5], we used the causality magnitude Fi→j
from (5). For the algorithm proposed in [6], we used their
influence matrix as the test statistic.
First, we used 60ms long observation periods to plot the
ROC in Fig. 8(a). We note that both test statistics proposed
in [5] have almost identical curves. On the other hand, the
algorithm proposed in [6] appears to have an upper limit
on the achievable detection probability. Furthermore, since
the authors do not propose a minimum strength required for
detecting the causal connection, their threshold is chosen to
be zero, i.e., they operate at the upper limit of the detection
probability as seen in Fig. 8(a). Hence, their proposed method
suffers from a large false alarm rate as will be seen in the later
results as well. Finally, test statistics of both ATELNeT, i.e.,
AˆEi→S j |Ej (N, τˆi, j), and linear asymmetric test, i.e., (3), have
approximately the same ROC.
Next, Fig. 8(b) shows the ROC for observation periods of
600ms. Since both algorithms proposed in [5] use windows
of length 60ms, the ROC for their test statistics do not
change with increasing observation periods. However, the
algorithm proposed in [6] does improve its ROC making it a
viable candidate for testing the binary hypotheses. The linear
asymmetric test as well as ATELNeT have almost identical
and perfect ROC curves.
The perfect nature of the ROC curves in Fig. 8(b) indicates
that any of the three methods – that proposed in [6] and those
we propose in Section IV – should be able to achieve almost
perfect detection of the network topology by an appropriate
choice of thresholds. However, the simulation results below
will show that the thresholds chosen for each algorithm are
suboptimal. We believe this is due to two facts: the threshold
is chosen to have constant false alarm and the null hypothesis
in all these works models zero causality.
C. Performance vs. Observation Duration
Increasing the observation period or, equivalently, the num-
ber of samples N has multiple effects. First, the non-stationary
nature of the communication protocols means that more re-
sponses are observed on each link. Secondly, with increasing
number of samples, each of the methods is able to detect
weaker causal relationships. Hence, the false alarm rate of each
of the methods, including ATELNeT, increases with increasing
observation period or number of samples.
Fig. 9 shows the performance of each of these algorithm
in learning the topology of the system with 2 APs and 3
STAs associated with each AP. As expected, the fraction of
links detected correctly increases with the observation period.
The higher detection rate of the linear tests is also associated
with a higher number of extra links as seen in Fig. 9(b).
Both algorithms proposed in [5] attempt to reduce the number
of extra links by splitting the observed period into windows
of equal duration and fusing the topologies inferred on each
window. As seen in Fig. 9(b), the hard fusion algorithm of [5]
is more effective at reducing the number of extra links detected
than the soft fusion algorithm. Note that the maximum number
of extra links detected by the hard fusion algorithm is at about
60ms, i.e., the duration of a single window.
The proposed ATELNeT algorithm detects the least number
of extra links. Since the linear asymmetric test also detects
significantly fewer extra links than the methods of [5], we
believe this performance gain is due to testing asymmetric
Granger causality instead of symmetric Granger causality.
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Fig. 9. Performance of inferring network topology as observation duration
increases. System: 2 802.11n APs with 3 STAs each.
Note that the linear asymmetric test does not use windowing
or fusion.
We can also see this rise from our model using (17). By the
non-central χ2 distribution of AˆEi→S j |Ej (N, 1), we can write
the false alarm probability PFA as
PFA = Q1
(√
2(N − 1)AEi→S j |Ej (1),
√
λ(1)
)
(18)
where Q1(·, ·) is Marcum’s Q function. Hence, PFA increases
with N due to the monotonic nature of the Marcum’s Q func-
tion. Now, our Markov chain model has more dependencies
than the actual system due to assumptions such as lack of
collisions. Therefore, (18) provides an upper bound for PFA
rather than an equality. For example, the system considered
in Fig. 9 has AEi→S j |Ej (1) of the order of 10−7 under the
null hypothesis as per Fig. 6. For a 5s observation period,
i.e., N = 106, (18) tells us that the false alarm probability is
bounded above by 0.0653 while the simulation resulted in a
false alarm probability of 0.0083.
D. Performance as Network Size Increases
In Fig. 10, we compare the performance of learning the
network topology as the number of STAs associated with each
AP increase. The trends are similar to that seen in Fig. 9.
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Fig. 10. Performance of inferring network topology as the number of STAs
increases. System: 2 802.11n APs with up to 6 STAs each.
The linear asymmetric test detects the highest fraction of links
with a slightly higher number of extra links as compared to
ATELNeT. The algorithm of [6] and the soft fusion algorithm
of [5] detect a high number of extra links. The hard fusion
algorithm of [5] detects a large fraction of links correctly
while detecting relatively fewer extra links. In summary, the
ATELNeT learns the topology of varying network sizes with
high probability and with almost no extra links.
E. Application: Inferring links in ad hoc networks
In ad hoc networks, the topology also corresponds to the
routes of the data flow. Hence, the authors of [7] learn the end-
to-end routes in ad hoc networks. For each IU, they propose
a hidden semi-Markov model such that it has super states
reflecting data flows that it participates in. Their proposed
algorithm learns the super state dependent distributions of
the frame lengths and inter-arrival times for each IU using
a hierarchical Dirichlet process as a prior for their super state
model. IUs that have learned similar distributions are clustered
together as part of the same end-to-end route.
In this section, we describe the directed links detected by
our algorithm from the same data used in [7]4. They simulated
4Permission to use their data provided by the lead author of [7]
11
1
2 3 4
5
6
7 8 9
10
11
12 13 14
15
16
17 18 19
20
21
22 23 24
25
(a) At 35s
1
2 3 4
5
6
7 8 9
10
11
12 13 14
15
16
17 18 19
20
21
22 23 24
25
(b) At 40s
1
2 3 4
5
6
7 8
9 10
11
12 13
14 15
16
17 18 19
20
21
22 23 24
25
(c) At 41s
1
2 3 4
5
6
7 8 9
10
11
12 13 14
15
16
17 18 19
20
21
22 23 24
25
(d) At 43s
1
2 3 4
5
6
7 8 9
10
11
12 13 14
15
16 17
18 19
20
21 22
23 24
25
(e) At 111s (f) Output of [7] over full 150s
Fig. 11. Links learned from activity sequences of 25 IU ad hoc network. Data flow was set up from IU 25 to IU 1 from time 30s to 80s and from IU 21 to
IU 5 from time 110s to 140s. 1s long observation periods were used for learning network topology and activity sequences were sampled at Ts = 5µs. Each
link has 1Mbps data rate and 9µs response time.
an ad hoc 802.11 network of 25 IUs located on a rectangular
grid such that only neighbouring IUs can communicate with
each other. Constant bit rate UDP packets are used for data
flows routed using OLSR. From time 30s to 80s, 5 packets
per second are sent from IU 25 to IU 1. From time 110s to
140s, 5 packets per second are sent from IU 21 to IU 5.
From the results of ATELNeT shown in Fig. 11, we can
infer that there were two routes for the data flow from IU 25
to IU 1. At time 41s, we detect the route renegotiation and note
that the new route remains in service for at most 2 seconds
since the original route is active from 43s onwards. Fig. 11(e)
shows the links detected for the data flow from IU 21 to IU
5. Interestingly, ATELNeT also detects links corresponding to
a data flow from IU 5 to IU 21 along a separate route that [7]
had missed.
In comparison, Fig. 11(f) shows that the end-to-end routing
algorithm proposed in [7] learns 3 routes (shown by distinct
colors): one between IU 25 and IU 1 and two between IU 21
and IU 5. It does not detect the short lived route of Fig. 11(b)
nor does it detect the direction of the routes. Hence, our
algorithm infers the directed links between pairs of IUs at a
finer time resolution than [7] and can detect network changes
faster.
F. Comparison of Computational Complexity
For a single link, ATELNeT begins by estimating the
joint probability mass function of (Sj[t], E (τmax)i [t], E (τmax)j [t])
which requires O(N) computations for N samples. The joint
probabilities for smaller lags can be computed with O(2τmax )
operations. Next, computing AEi→S j |Ej (τ) requires O(4τ) op-
erations. Hence, computing the asymmetric transfer entropy
for τmax lags requires O(4τmax ) operations. In summary, the
computational complexity of ATELNeT for a single link is
TABLE IV
COMPARISON OF COMPUTATIONAL COMPLEXITY OF TOPOLOGY
LEARNING ALGORITHMS
Algorithm Dominating Operation Complexity
ATELNeT Estimating joint prob. or
testing large lags
O((N + 4τmax )M2)
Hard fusion from [5] Linear MMSE estimator O(τ2NM2)
Soft fusion from [5] Linear MMSE estimator O(τ2NM2)
Linear asymmetric test Linear MMSE estimator O(τ2NM2)
Moore, Davenport [6] Convex optimization O(τmaxNM2)
O(N + 4τmax ). Testing all IU pairs requires O((N + 4τmax )M2)
computations. The exponential rise in complexity due to τmax
further reinforces the need for a better estimation of the
maximum lag (in seconds) and the sampling period Ts .
In comparison, computing the linear MMSE estimator from
W samples for the parameters in a linear regression with
τ causal lag requires O(τ2W) computations. Hence, both
fusion methods proposed in [5] have computational complexity
O(τ2W(N/W)) = O(τ2N). Similarly, the proposed linear
asymmetric test has the same computational complexity. For
testing all pairs of IUs, the computational complexity of each
algorithm is O(τ2NM2). Note that these algorithms need an
a priori accurate estimate of τ which will increase the total
computational complexity.
The method proposed in [6] solves M convex optimization
problems with a quasi-Newton descent algorithm. Each of
these problems has M+1 parameters and requires O(τmaxNM)
operations for evaluating their likelihood function. Therefore,
each problem has O((M + 1)2 + τmaxNM) computations. For
solving all M problems, the computational complexity is
O(τmaxNM2) since M  N typically.
In summary, the computational complexity of ATELNeT
can be greater than those of algorithms proposed in [5] and [6]
for large τmax.
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VII. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a method to learn the
network topology of time multiplexing communicating IUs
by detecting the causal relationship of two IUs’ transmissions
due to their response time, i.e., the time between the end
of a transmitted frame and the start of the response signal.
This response time is widely used in communication protocols
today and is relatively invariant over time for a given link. For
detecting this response, we have proposed a non-parametric
test statistic called asymmetric transfer entropy that differs
from existing methods in two ways: it tests asymmetric
Granger causality and does not require a linear model. We
have shown that the shared channel causes IUs to have non-
zero causality irrespective of whether they are communicating
with each other. Since this results in detecting extra links,
we minimized this effect by an algorithm that estimates the
response time of the link.
We also proposed a Markov chain model to analyze the
behaviour of the proposed test statistic under both hypotheses
for the transmissions of a pair of IUs. The model shows that
both the false alarm and detection probability increase with
shorter more frequent transmissions. Using NS-3 simulations
of 802.11n networks, we showed that, in comparison to exist-
ing methods in literature, our proposed algorithm significantly
reduces the number of extra links detected in the network
while achieving comparable link detection performance. Fi-
nally, we showed that the topology learned from an ad hoc
network actually consists of the directed links in the network.
This is an interesting problem that may be amenable
to many approaches. Forward-backward iterative algorithms,
graphical approaches to inferring the entire network simulta-
neously, as well as supervised learning based approaches may
be of interest for future study. It would also be beneficial to
study the incorporation of the learned topology into channel
access protocols for cognitive radios.
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APPENDIX A
ASYMPTOTIC DISTRIBUTION OF EMPIRICALLY ESTIMATED
ASYMMETRIC TRANSFER ENTROPY
We now derive the distribution of the empirical estimate
AˆEi→S j |Ej (N, τ) using the same logic as the derivation of the
distribution of the empirical estimate transfer entropy in [19].
In short, AEi→S j |Ej (τ) is reinterpreted as a log likelihood ratio
and then large sample theory is used to show that the empirical
estimator has a known distribution.
Since we do not have a specific model for the time
series Sj[t], Ei[t], and Ej[t], the non-parametric estima-
tor of AEi→S j |Ej is computed from the empirically es-
timated probability mass functions Pˆ(Sj[t], E (τ)i [t], E (τ)j [t]),
Pˆ(Sj[t]|E (τ)i [t], E (τ)j [t]), Pˆ(Sj[t], E (τ)i ), and Pˆ(Sj[t]|E (τ)j [t]):
AˆEi→S j |Ej (N, τ)
= −
∑
sj,e
(τ)
j
[
Pˆ
(
Sj[t] = sj, E (τ)j [t] = e(τ)j
)
× log Pˆ
(
Sj[t] = sj |E (τ)j [t] = e(τ)j
)]
+
∑
sj,e
(τ)
j ,e
(τ)
i
[
Pˆ
(
Sj[t] = sj, E (τ)j [t] = e(τ)j , E (τ)i [t] = e(τ)i
)
× log Pˆ
(
Sj[t] = sj |E (τ)j [t] = e(τ)j , E (τ)i [t] = e(τ)i
)]
where sj ∈ {0, 1}, e(τ)j ∈ {0, 1}τ , and e(τ)i ∈ {0, 1}τ .
These empirical probability mass functions are also maximum
likelihood estimators of the actual probability mass functions
and can be considered as the parameters for the model for Sj[t]
given E (τ)i [t] and E (τ)j [t]. Then, we can write the likelihood
function for the model as
L
(
θ |Sj[t], E (τ)j [t], E (τ)i [t]
)
=P
(
Sj[t]|E (τ)j [t], E (τ)i [t]; θ
)
× P
(
E (τ)j [t], E (τ)i [t]
)
(19)
where θ is the model parameter vector. Now, under our null
hypothesis, Sj[t] is conditionally independent of E (τ)i [t] given
E (τ)j [t]. Let Θ0 be the set of parameter vectors under this null
hypothesis and Θ1 be the set of parameter vectors under the
alternate hypothesis. The likelihood ratio is given by
Λ
(
S(N )j [N + 1], E (N )i [N + 1], E (N )j [N + 1]
)
≡
L
(
θˆ0 |S(N )j [N + 1], E (N )i [N + 1], E (N )j [N + 1]
)
L
(
θˆ1 |S(N )j [N + 1], E (N )i [N + 1], E (N )j [N + 1]
) (20)
where θˆ0 and θˆ1 are the maximum likelihood estimators of
θ under the two hypotheses. Note that as mentioned above,
these are simply the empirical probability mass functions of
Sj[t], E (τ)j [t] and Sj[t], E (τ)j [t], E (τ)i [t] respectively. Now, it is
easy to see that (20) combined with (19) gives
(N − τ)AˆEi→S j |Ej (N, τ)
≡ logΛ
(
S(N )j [N + 1], E (N )j [N + 1], E (N )i [N + 1]
)
(21)
Hence, large sample theory [20, Theorem IX, Pg. 480]
tells us that under the null hypothesis, the distribution of
2(N − τ)AˆEi→S j |Ej (N, τ) is asymptotically a central χ2 distri-
bution with di, j degrees of freedom while under the alternate
hypothesis, the distribution of 2(N − τ)AˆEi→S j |Ej (N, τ) is
asymptotically a non-central χ2 distribution with di, j degrees
of freedom and non-centrality parameter 2(N−τ)AEi→S j |Ej (τ).
Here, di, j is the difference between the number of parameters
in the full and null models.
APPENDIX B
STEADY STATE PROBABILITIES OF MARKOV CHAIN
In this section, we derive the steady state probabilities of
the Markov chain model described in Section V for a two IU
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AEi→S j |Ej (1) = (1 − p∗js − p∗ch j [1] − p∗chi j [1] − p∗jrs − p∗chi [1] − p∗ch j i [1])
× log
[ (1 − p∗js − p∗ch j [1] − p∗chi j [1] − p∗jrs − p∗chi [1] − p∗ch j i [1])P(Ej[t − 1] = 0)
P(Ei[t − 1] = 0, Ej[t − 1] = 0)(1 − p∗js − p∗ch j [1] − p∗chi j [1] − p∗jrs )
]
+ (p∗js + p∗jrs ) log
[ (p∗js + p∗jrs )P(Ej[t − 1] = 0)
P(Ej[t − 1] = 0, Ei[t − 1] = 0)(p∗js + p∗jrs )
]
+ (p∗chi [1] + p∗ch j i [1]) log
P(Ej[t − 1] = 0)
P(Sj[t] = 0, Ej[t − 1] = 0) (42)
system. First, we note that all the steady state probabilities in
this model can be written in terms of p∗is and p
∗
js:
p∗i = p
∗
is(1 − pdi )−1 (22)
p∗chi [2] = p
∗
chi [1] = p
∗
is (23)
p∗chi [3] = (1 − prj )p∗is (24)
p∗jrs = prj p
∗
is (25)
p∗jr = prj (1 − pdrj )p∗is (26)
p∗chi j [3] = p
∗
chi j [2] = p
∗
chi j [1] = prj p
∗
is (27)
p∗j = p
∗
js(1 − pd j )−1 (28)
p∗ch j [2] = p
∗
ch j [1] = p
∗
js (29)
p∗ch j [3] = (1 − pri )p∗js (30)
p∗irs = pri p
∗
js (31)
p∗ir = pri (1 − pdri )p∗js (32)
p∗ch j i [3] = p
∗
ch j i [2] = p
∗
ch j i [1] = pri p
∗
js . (33)
p∗ch[∞] = (1 − pi − pj)p∗ch[∞] + p∗chi [3] + (1 − pi − pj)p∗chi j [3]
+ (1 − pi − pj)p∗ch j i [3] + p∗ch j [3] (34)
=
(
1
pi + pj
− prj
)
p∗is +
(
1
pi + pj
− pri
)
p∗js (35)
Hence, the only unknown variables are p∗is and p
∗
js . Using (35)
and the fact that
p∗is = pip
∗
ch[∞] + pip
∗
chi j [3] + pip
∗
ch j i [3] (36)
= pip∗ch[∞] + piprj p
∗
is + pipri p
∗
js (37)
we get that
pi
p∗is
=
pj
p∗js
, ρ. (38)
Then, enforcing the sum of the steady state probabilities of all
the states to be 1 gives us
ρ = 1 + 4pi + 2piprj +
pi
1 − pdi
+
prj pi
1 − pdr j
+ 4pj + 2pjpri +
pj
1 − pd j
+
pri pj
1 − pdri
. (39)
APPENDIX C
DERIVATION OF ASYMMETRIC TRANSFER ENTROPY FROM
MODEL FOR VARIOUS CAUSAL LAGS
A. Causal lag 1
If the lag (τ) is 1, then we get
P(Ej[t − 1] = 0) = 1 − pj ρ−1 − pr jpiρ−1 and (40)
P(Ej[t − 1] = 0, Ei[t − 1] = 0)
= 1 − (1 + pri)pj ρ−1 − (1 + pr j)piρ−1. (41)
Now we can write AEi→S j |Ej (1) as shown in (42). Simplifying
(42) using (22)-(35) and (39), we get (43).
ρAEi→S j |Ej (1) =
[
ρ − pj(2 + pri ) − pi(1 + 2prj )
]
× log
[
1 − pi + pri pj
ρ − 2pj − 2prj pi
]
+ (ρ − pj − prj pi) log
[
ρ − pj − prj pi
ρ − pj(1 + pri ) − pi(1 + prj )
]
(43)
B. Causal lag 2
Similarly, we can write the asymmetric transfer entropy with
causal lag 2 as follows.
ρAEi→S j |Ej (2)
=
{
ρ − pj(3 + 2pri ) − pi(2 + 3prj )
}
× log
{
ρ − pj(3 + 2pri ) − pi(2 + 3prj )
(ρ − 2pj − 2prj pi − 2pi − 2pri pj)
ρ − 2pj − 2prj pi
ρ − 3pj − 3prj pi
}
+ (pj + prj pi) log
ρ − 2pj − 2prj pi
ρ − 2pj − 2prj pi − 2pi − 2pri pj
+
[
pi(2 + prj ) + pjpri
]
log
ρ − 2pj − 2prj pi
ρ − 3pj − 3prj pi
(44)
C. Causal lag 3
Before expressing AEi→S j |Ej (3), we note a few preliminar-
ies for convenience.
P(E (3)i [t] = (0, 0, 0), E (3)j [t] = (0, 0, 0))
= ρ−1
{
1 − piprj − pjpri + pi(1 − pdi )−1 + piprj (1 − pdrj )
+pjpri (1 − pdri ) + pj(1 − pd j )−1 + pj + pi
}
, (45)
P(E (3)j [t] = (0, 0, 0)) = 1 − pj ρ−1(3 + 2pri ), and (46)
P(Sj[t] = 0, E (3)j [t] = (0, 0, 0))
= ρ−1
{
1 + pi
[
4 + (1 − pdi )−1 − prj (1 + pdrj )
]
+pj
[(1 − pd j )−1 + pri (3 − pdri )]} . (47)
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Then, we can write AEi→S j |Ej (3) after simplification as:
ρAEi→S j |Ej (3)
=
[
ρ − pj(3 + 2pri )
]
log
[
1 − pj ρ−1(3 + 2pri )
]
+ ρ3 log

ρ3
ρP(E (3)i [t] = (0, 0, 0), E (3)j [t] = (0, 0, 0))

− ρ3 log
{
P(Sj[t] = 0, E (3)j [t] = (0, 0, 0))
}
+ pj log
pj
(pj + prj pi)P(E (3)i [t] = (0, 0, 0), E (3)j [t] = (0, 0, 0))
+
[(1 − prj )pi + pri pj ]
× log pi(1 − prj ) + pri pj
(pi + pri pj)P(Sj[t] = 0, E (3)j [t] = (0, 0, 0))
+ prj pi log
ρprj pi
(pi + pri pj)(pj + prj pi)
− 2(pi + pri pj) log P(Sj[t] = 0, E (3)j [t] = (0, 0, 0)). (48)
where ρ3 , 1+ pi
[
1 + (1 − pdi )−1 + prj
(
(1 − pdrj )−1 − 1
)]
+
pj
[(1 − pd j )−1 + pri ((1 − pdri )−1 − 1) ] .
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