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• Integrating along a particle trajectory improves distribu-
tion of exchange rates
• Approximately 2 % error is introduced when integrating
along a trajectory
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Abstract—Eulerian-Lagrangian simulations often require a
two-way coupling, where the discrete phase affects the continuous
phase and vice versa. The continuous phase in a CFD-simulation
is typically represented on a computational mesh, which consists
of a number of discrete cells. As the discrete phase is not directly
associated with this mesh, a mapping from the discrete phase
to the continuous phase is required in order to couple the two
phases. This will distribute the exchange rates from the discrete
to the continuous phase, where the exchanged properties can be
thermal energy, momentum, species etc.
The mapping can be done in several ways, and different
methods exist. Some of these include a smoothening step, which
ensures that the exchange fields do not contain large spikes
between any two neighbouring cells, which typically increases the
convergence rate of the CFD simulation. Gaussian smoothening
is often applied, where the discrete phase exchange rates are
spread to the surrounding cells by a normal distribution with
a specified standard deviation. This paper proposes a new
weight for distributing the discrete phase exchange rates to the
continuous phase cells. This is done by analytically integrating
any distribution over the entirety of the particle trajectory, and
only requires the probability- and cumulative density functions
to be specified.
The proposed weight is used in combination with three
different smoothening methods: node-based, kernel-based, and
cell-based. Common existing weight distributions are also investi-
gated, which are used in combination with the different methods.
Each method and weight combination is compared with the
analytical ground-truth exchange field, where the distributions
are accurately integrated over the cell volumes.
The results show that the proposed weight has an average
error of ≈ 2% in the exchange field for the test case used. This
is about three times more accurate compared to existing weights,
where the exchange field is not integrated along the trajectory
of the particle. Alternative distributions were investigated to
decrease the computational requirements. It was found that a
fourth-order polynomial distribution was about 20 times faster to
evaluate, whilst the error induced by switching to this distribution
was ≈ 4.5% compared with the previous ≈ 2%.
Index Terms—Gaussian, Mapping, Smoothening, Weighting
I. INTRODUCTION
SMOOTHENING methods are commonly used for discretephase simulations. These methods are used to distribute
the rate of exchanged properties, φ, between the discrete and
the continuous phase, where φ can be thermal energy, momen-
tum, species etc. The exchange fields are used afterwards by
the CFD solver as source terms in each cell. The advantage of
smoothening out the exchange fields is to increase convergence
rate, and to reduce the required number of discrete particles
in the simulation. The reduction in the number of required
particles is due to the fact that a single particle can cover
a larger spatial volume when smoothening methods are used
properly. Furthermore, the advantage is that the required
computational time to achieve a converged solution is reduced.
The disadvantage is that the smoothening methods can cause
the exchange rates to take place in unphysical locations, where
the particles should not have any effect. This phenomenon
was investigated by [1], where three different methods were
compared, namely diffusive smoothening, particle cloud model
and darning socks. Only the latter of these three methods did
not smear the exchange fields to unphysical locations.
When the discrete phase represents a liquid, such as fine
droplets, the required number of particles is usually very
large and in the order of 106 − 109. In order to reduce
the computational requirements, the concept of parcels is
commonly used. A parcel is a collection of droplets, which
share properties such as diameter, velocity, temperature etc.
[2]. When combining the droplets into grouped parcels, the
position of each droplet within the parcel can be expressed
using statistical methods. Thus, the position of each droplet is
specified relative to the position of the parcel.
The spread of droplets can be modelled by assuming that
the particles experience Brownian motion, where the velocity
fluctuations are calculated based on the local turbulence kinetic
energy [2]. Brownian motion can be expressed using the
normal distribution, where the spread is defined using the
standard deviation, σ [3] [4].
Based on the assumption that all droplets experience Brown-
ian motion, and that parcel tracking is being used, the position
of the droplets should follow the normal distribution relative
to the position of the parcels. Thus, when the droplets are













rates should be distributed using the normal distribution as
well. This will act indirectly as a Gaussian smoothening
weight.
A method employing a similar approach is the Particle
Cloud Tracking algorithm. This method, which was investi-
gated by [5] and [6], allows each parcel to grow in size as
a function of time. This growth is governed by the turbulent
fluctuations in the flow field, where statistical methods are
used to integrate the spread. When the parcels span a large
spatial volume, the exchange fields can be calculated by using
the normal distribution. This will effectively smoothen out
the exchange fields. However, the computational requirements
for analytically integrating the exchange fields on an arbitrary
mesh cell can be large, so faster methods are desirable.
This paper assumes that the exchanged properties are being




















Fig. 1. The normal, truncated normal, and adjusted normal distributions shown
in blue, red and black respectively. The upper and lower figures show the
probability and cumulative density functions respectively.




















Where yN (x, σ) is the probability density function, and
YN (x, σ) is the cumulative density function. The normal
distribution spans from −∞ < x < ∞, but a particle cannot
interact with the continuous phase at these distances, and as a
result of this an alternative distribution is used, which spans a
limited distance defined by−χ < x < χ. This cut-off distance,
χ, is defined as 2 · σ in this paper, which results in ≈ 95 %
of the area of the normal distribution. The truncated normal
distribution is spatially limited, which is shown in Eq. (2).
Z (χ, σ) = YN (χ, σ)− YN (−χ, σ)
yTN (x, χ, σ) =
yN (x, σ)
Z (χ, σ)
YTN (x, χ, σ) =
YN (x, σ)− YN (−χ, σ)
Z (χ, σ)
−χ ≤ x ≤ χ
(2)
One problem with the truncated normal distribution is that
the value of yTN at x = χ is non-zero, which is undesir-
able. Thus, the truncated normal distribution is adjusted by
subtracting yTN (χ, χ, σ), and afterwards renormalizing such
that the integral between −χ < x < χ is equal to unity. The
cumulative density function can be derived afterwards based




















Fig. 2. The exchange field using the adjusted normal distribution for a
given particle trajectory. The dashed grey lines indicate contour lines of
the underlying exchange field, which is coloured from white to black with
increasing intensity. The exchange rate, φ, is constant along the trajectory in
this example. The solid blue line is offset from the particle trajectory by χ.
f (x, χ, σ) =
√


















f (χ, χ, σ) ·
√
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f (x, χ, σ)
f (χ, χ, σ)
)
(3)
The adjusted normal distribution is limited from −χ <
x < χ and the values of yAN at x = −χ and x = χ are
both zero. The normal, the truncated normal, and the adjusted
normal distributions are shown in Fig. 1. The adjusted normal
distribution is illustrated along a random trajectory in Fig. 2.
II. GROUND-TRUTH EVALUATION
The ground-truth is defined as the exchange field, where the
adjusted normal distribution is analytically integrated over the
volume of each cell along the entire particle trajectory. This is
shown in Eq. (4), where the subscript iC indicates the ith cell,
and ~xiC is the centroid of the cell. w′iC is the volume integrated
weight, whereas wiC is the normalized weight, which ensures













wiC (t) · φP (t) dt
(4)
The integral shown in Eq. (4) is evaluated for all cells in
Fig. 2. Each cell was subdivided a number of times until no
1 2 3 4
Refinement step
Fig. 3. The method of evaluating the integral defined in Eq. (4), where
each cell is refined a number of times according to the figure. The process
is repeated until no change can be detected in the resulting value. The grey























Fig. 4. The exchange field shown in Fig. 2 integrated over each cell according
to Eq. (4). The numbers indicates the percentage of the total exchange rate
from the particle to the exchange field. This exchange field is referred to as the
ground-truth in this paper, as it is semi-analytically integrated according to Eq.
(4) and Fig. 3. χ is the cut-off distance for the adjusted normal distribution,
which is indicated by the dashed line.
change could be detected in the resulting integrated value.
This procedure is illustrated in Fig. 3, where the integrated
exchange field can be seen in Fig. 4. As seen in the figure, the
exchange field is primarily located along the particle trajectory.
The ground-truth results will be used to compare the different
smoothening methods and weights, which allows for the
accuracy to be quantified.
III. SMOOTHENING METHOD
Different methods can be used to smoothen the exchange
fields, as the particles are moving through the cells. Common
methods are typically node-based or cell-based [7] [8], where
the main differences between these method will be described
in this section. It should be noted that due to implementation
differences in different software programs, the description in
this paper may not fully reflect the actual implementations in
the software packages referenced in [7] and [8].
A. Node-based method
Node-based methods are used by [7], and use the mesh













After this node-accumulation, the exchange rates are redis-
tributed to the mesh cells. This method is illustrated in Fig.
5.
Step #1: φP → φN






Fig. 5. The first step of the node-based method is to distribute the particle
exchange rates to the nodes of the current cell, in which the particle is located.
The second step is to redistribute the accumulated node exchange rates to the
cells, which are located within a distance of χ.
The node-based method is divided into two steps. The first
step is to identify the current cell, in which the particle is
located. The next step is to identify the nodes of the current
cell and calculate the weights associated with each of these
nodes. When the weights are calculated, the particle exchange
rate can be distributed accordingly, which accumulates the
exchange rate on the mesh nodes. This is shown in Eq. (5),
where W is a weight function, which will be described later.
w′ is the raw value of the weight function, and w is the
normalized weight that ensures conservation of the exchange
rates:






φiN = wiN · φP
(5)
The second step is to redistribute the accumulated exchange
rates from the mesh nodes to the mesh cells. This is done
by first identifying all the cells located within a distance
of χ relative to the current node. Weights are subsequently
calculated based on the distances to the cell centres and
the volumes of the cells. When the weights are calculated,
the accumulated node exchange rates can be redistributed
accordingly. This is shown in Eq. (6).






φiC = wiC · φiN
(6)
B. Kernel-based method
Kernel-based methods are very similar to node-based meth-
ods. Instead of accumulating the raw exchange rates on the
mesh nodes, the cells are used instead. After accumulating
the exchange rates, a smoothening step is applied, which
redistributes the exchange rates to the cells located within a
distance of χ. This method is illustrated in Fig. 6.
Step #1: φP → φC






Fig. 6. The first step of the kernel-based method is to accumulate the particle
exchange rates on the current cell, in which the particle is located. The second
step is to redistribute the accumulated exchange rates to the cells located
within a distance of χ.
The kernel-based method is also divided into two steps. The
first step is to accumulate the raw exchange rates on the mesh
cells. No weights are required to do the first step, which is
shown in Eq. (7).
φiC = φiP (7)
The second step is to redistribute the exchange field. This is
done by first identifying all cells located within a distance of χ
relative to the current cell centre. When the cells are identified,
weights are calculated based on the weighting function and the
cell volumes. This is shown in Eq. (8).






φjC = wjC · φiC
(8)
Notice that the cell, in which the particle is located, is
included in the subset of affected cells. In this cell, the distance
input to the weight function, W ( ), is |~xiC − ~xiC| = 0, which
is likely to cause a division by zero error, which should be
taken care of in the implementation (See section IV. Weights).
C. Cell-based method
The cell-based method only has a single step, as the
exchange rate is directly distributed from the particle to the
cells in a single step. This method is illustrated in Fig. 7.
The cell-based method starts by identifying all cells located
within a distance of χ relative to the position of the particle.
When the cells are identified, weights are calculated from the
particle to each of the cells based on the distance and the

















Fig. 7. The cell-based method only has a single step. All cells located within
a distance of χ relative to the particle/parcel position are identified, and the
exchange rate is distributed according to the weights to each of the cells.
particle exchange rate is distributed according to the weights.
This process is shown in Eq. (9).






φiC = wiC · φP
(9)
IV. WEIGHTS
The three different smoothening methods defined in the pre-
vious section all use weights to distribute the exchange rates.
Different weights exist, where some of these are defined in this
section [7]. All the weights are included and a comparison is
made in section VI. Comparison.
1) Even: The even-weight simply weights all elements
equally as defined in Eq. (10).
Wi = 1 (10)
2) Shortest-distance: This weight uses the shortest-





3) Inverse-distance: This weight uses the inverse distance,
as defined in Eq. (12). In order to avoid the singularity
when ∆i = 0, which would cause a division by zero error,






4) Probability density function: This weight uses any
probability density function to weight the exchange field. This
can, for instance, be the normal distribution as defined in
Eq. (1). In section VII different functions for y (∆i) will be
compared.





















Fig. 8. An overview of the proposed smoothing weight. The accumulation
point is located at ~xM and the particle/parcel moves from ~xkP and ~x
k+1
P .
The integrated probability density function is highlighted in the upper figure,
which is evaluated using the notation in the lower image corresponding to
Eq. (17).
5) Continuous integrated: The previous weights all use the
location of the particle at a single instance in time, ∆i =∣∣(~xkP + ~xk+1P
)
/2− ~xi
∣∣, where the superscripts indicate the kth
and kth+1 time-step, whereas the previous weights have been
using the midpoints. A new weight is proposed in this paper,
which uses the trajectory spanning between ~xkP and ~x
k+1
P , and
weights the exchanged property, φ, by evaluating the integral
of the probability density function, y (x), between these points.
This is useful for large time-step values or when the flow
properties have large spatial gradients. This is stated in Eq.




y (|~xiM − ~xP (t)| , σ) dt (14)
The accumulation point, which is either a node or cell centre
based on the smoothening method, is defined as ~xiM. The
particle moves from ~xkP to ~x
k+1
P as indicated by the arrow
in Fig. 8. The distribution peaks, when the particle is closest
to ~xM, where the distance between ~xM and ~xP(t) is δ. The
probability density function at the peak point evaluates to
y (δ), which is shown in Fig. 8.
The highlighted integral can be calculated using the cumu-













be scaled, as it is not going through ~xM. The scaling can be
calculated as y (δ) /y (0), and, as such, the probability density
function evaluated along the trajectory spanning between ~xkP
and ~xk+1P can be defined as shown in Eq. (15).




The highlighted area in Fig. 8 between ~xkP and ~x
k+1
P can








The values required for evaluating Eq. (16), δ, x0, and x1,
can be calculated using Eq. (17), where these values are shown
in the lower part of Fig. 8.
~a = ~xM − ~xkP δ = |~a− ~c |







x1 = x0 + |~b|
The weight is generalized, so any function, where the
probability and the cumulative density functions, y (x) and
Y (x), are known, can be used. An example is given in Eq.


































In order to compare the results from the different smoothing
methods and weights, a test case is defined. This test case sim-
ulates a point particle moving around in a meshed unit square.
The test mesh consists of 3011 nodes and 5810 triangular cells
and span between (0 ≤ x ≤ 1 m) and (0 ≤ y ≤ 1 m). The
unit depth is defined as 1 m, and the cell volumes vary from
3.3 · 10−5 m3 to 4.7 · 10−3 m3. The test trajectory was defined
as a circle with varying radius spanning two full rotations.




cos (θ · 3.5) + 0.325
~xp (θ) = [cos (θ) , sin (θ)] ·R (θ) +
1
2
0 ≤ θ < 4 · π
(19)
The analytical exchange field was calculated for the tra-
jectory according to Eq. (4). The field, the mesh, and the































Fig. 9. The test mesh used for comparing the different methods and weights.
The trajectory is defined using 150 points, which are indicated by the solid
black dots. The mesh intersections are shown by the white dots in the lower
part of the figure. The analytical exchange field per unit volume is shown
in the background, where the upper part of the figure shows the continuous
exchange field, and the lower part shows the exchange field, after integration,
on the mesh cells.
VI. COMPARISON
In order to compare the different methods and weights
previously described, two different evaluation parameters are
defined in Eq. (20). These parameters compare the calculated
exchange fields using the methods and weights described, φi,

























The first evaluation parameter, E1, is evaluated by calcu-
lating the absolute error in the exchange rate between the
analytical and used method/weight for all cells. The sum of
these errors divided by the sum of the absolute analytical
exchange rate is E1. This parameter is thus a percentage of
the total exchange rate.
The second evaluation parameter, E2, is similar to E1, but
instead of the absolute exchange rates, the volume specific
exchange rates are used. The two error parameters will each
approach zero, if the calculated exchange field is similar to
the analytical exchange field.
The three methods, node-, kernel-, and cell-based, are
each tested with the five different weights. Each of these 15
exchange fields are compared to the analytically integrated
case, where the differences are shown in Fig. 10. It should be
noted that each of the exchange fields have conserved φ, but
the spatial locations of φ are different. σ was defined to be
0.05m, which results in a cut-off distance of χ = 2·σ = 0.1m.













be seen in Table I. The proposed weight is abbreviated CI for
Continuous Integrated.
TABLE I
A COMPARISON OF THE ERRORS RELATIVE TO THE ANALYTICAL
SOLUTION. THE VALUES IN THE CELLS ARE INDICATED AS
E1 [%] /E2 [%].
Weight \ Method Node-based Kernel-based Cell-based
Even 28.4 / 28.6 36.3 / 33.9 36.9 / 34.1
Shortest-distance 28.2 / 28.6 36.3 / 33.9 36.7 / 34
Inverse-distance 13.4 / 13.1 132 / 161 22.7 / 21.9
Adjusted normal dist. 5.32 / 3.75 6.9 / 4.84 5.99 / 4.88
(CI) Adjusted normal dist. 5.33 / 3.75 6.9 / 4.84 2.12 / 1.08
As seen in Table I, the Even and Shortest-distance weights
have almost equal values of E1 and E2. This is caused by
the shortest-distance definition, which returns almost even
weights, when the number of included cells increase.
The Inverse-distance weight have large values of E1 and
E2 when the kernel-based method is used. This is caused
by the Inverse-distance weight definition, where each cell
is redistributing the accumulated exchange rates to all cells
within a distance of χ, including itself. By the definition given
in Eq. (12), this will return a weight of unity to its own cell.
Thus, no redistribution occurs when the inverse-distance is
coupled with the kernel-based method.
The Adjusted normal distribution weight is close to the
ground-truth, where the closest match is found for the Node-
based method. The Continuous Integrated (CI) Adjusted nor-
mal distribution weight has the overall lowest error. When
combined with the cell-based method, the values of E1 and
E2 are 2.12 and 1.08 % respectively, which is significantly
less compared to the other methods and weights presented in
this paper as seen in Table I.
The results are visually illustrated in Fig. 10, where the local
errors in the specific exchange fields are shown. As seen in Fig.
10, the different methods combined with the different weights
produce very different results. The Even weight generally has
negative values near the trajectory and positive values far from
the trajectory, which is caused by the weight, which does not
take the distance into account at all. The same tendency can
be seen for the Shortest-distance weight, which returns almost
even values, when the number of cells increases.
The problem, previously described, with the Inverse-
distance weight combined with the kernel-based method is
apparent in the figure, where only the cells containing part
of the trajectory contains any exchanged property. This is
equivalent to a cell-marking weight, where only the cells hit by
the trajectory receive the exchanged property. This has further
been elaborated in the lower part of Fig. 10 to the left, where
the values of E1 and E2 are identical to the Inverse-distance
weight combined with the kernel-based method.
The fourth and fifth rows in Fig. 10 show the Adjusted
normal distribution weights, where the bottom one is the
continuous integrated version. It can be seen that both are
close to the analytically integrated exchange field, but the cell-
based method with the Continuous integrated adjusted normal
distribution weight has the lowest overall error.
A Purely diffusive model is shown in the last row to the
right in Fig. 10. This model simply distributes the exchanged
property evenly to all cells, which corresponds to the Even
weight as χ → ∞. This model is included for comparison
with the other methods and weights, where E1 = 74.6 % and
E2 = 90.4 %, which, for this test case, is lower compared to
the Cell-marking model. However, the Purely diffusive model
is unsuitable for most problems, as the location of the particle










































































































Purely diffusive modelCell-marking model
E2=90.9 %
E1=74.6 %
Fig. 10. The difference between the analytical exchange field and the different
methods / weights. The rows indicate different weights, and the columns
indicate the different methods. The error parameters are shown in Table I
and in the lower left part of each graph. The blue colour indicates lower cell
values compared with the analytical case, whereas red colours indicate greater
















The three methods described in this paper all require mesh
information. The procedure to find all cells located within a
distance of χ can be computationally expensive. Therefore,
this information can be pre-calculated before the simulation
is started. One way to do this is to create a Boolean sparse
matrix, which would have a size of [nNodes × nCells] for node-
based methods. The values of this sparse matrix is defined in






if |~xiN − ~xiC| ≤ χ
otherwise
(21)
When the matrix is pre-computed, the cells can quickly
and efficiently be looked-up. The same method can be used
for the kernel-based methods, where K would have a size
of [nCells × nCells]. For cell-based methods the particle is
constantly moving and the cells located within a distance
of χ is constantly changing, so a lookup-matrix cannot be
pre-computed. In this case the cell, in which the particle is
located, can be used in the kernel-based sparse matrix. This
will approximate the cells located within a distance of χ.
Another way to speed up the methods is to pre-compute
the node-cell weights or cell-cell weights assuming a constant
value of σ. These weight matrices would be sparse, and can
be used to distribute the exchange rates by simple matrix
multiplication, as shown in Eq. (22).
φC = KN→C · φN
φC = KC→C · φC,Raw
(22)
The upper equation in Eq. (22) is for the node-based
method, whereas the lower is for the kernel-based method.
KN→C has size [nCells × nNodes] and KC→C has size
[nCells × nCells]. When implementing the smoothening meth-
ods using these techniques, the procedure can be speeded up
significantly.
B. Distributions
This paper was based on the assumption that the ground-
truth exchange field follows the adjusted normal distribution
defined in Eq. (3) along the trajectory of the particle/parcel.
The proposed weight to continuously integrate the probability
density function requires that the cumulative density function
is evaluated twice for each particle-cell pair as shown in Eq.
(16). The cumulative density function can be computationally
expensive to evaluate, where the Normal distribution uses
the error-function. However, alternative distributions can be
used to approximate the Adjusted normal distribution, which
are computationally less expensive to evaluate. This section
lists some distributions, which are all limited to span between
−χ < x < χ. These will all be compared to the ground-truth
along with the computational requirements for each of them.
1) Normal distribution: Refer to Eq. (1).
2) Truncated normal distribution: Refer to Eq. (2).
3) Adjusted normal distribution: Refer to Eq. (3).
4) Triangular:





YTri (x, χ) =
−signum (x) x2 + 2 χ x+ χ2
2 χ2
(23)
5) Deen polynomial: The Deen polynomial approximates
the normal distribution and is constructed from a fourth and
a fifth order polynomial for the probability and cumulative
density functions respectively [9].

































































yTopHat (x, χ) =
1
2 χ







The latter five distributions can be seen in Fig. 11, whereas




















Fig. 11. The probability, y(x), and cumulative, Y (x), density functions
plotted in the upper and lower figure respectively. Notice that all distributions















The different distributions are all compared to the analytical
integrated exchange field. Furthermore, each of the distribu-
tions are timed to get the relative computational requirements.
The timing results are shown in Table II, where each distri-
bution was evaluated 109 times, where x was varied between
−χ and χ. The analysis was carried out in C++, where each
distribution was optimized to run as fast as possible.
As seen in Table II, the Top-hat distribution is the fastest,
which only requires 3.5 % of the time of the Adjusted normal
distribution. the Deen polynomial is almost as fast as the
Top-hat distribution, which requires ≈ 4.6 % of the Adjusted
normal distribution.
The exchange fields for the different distributions were
compared with the analytical integrated exchange field, where
the values of E1 and E2 were evaluated. These results are
shown in Table III.
As seen in Table III, the error is, in general, lowest for the
cell-based methods. It can be seen that both the Triangular
distribution and the Deen polynomial are close to the ground-
truth, while only requiring a fraction of the computational time
when compared with the adjusted normal distribution (See
Table II).
Reference [10] compared different distributions as well,
where the normal, top-hat and triangular distributions were
compared. The results from [10] showed similar tendencies in
terms of accuracy as this study, where the top-hat distribution
had the largest error of the three compared distributions.
VIII. CONCLUSIONS
This paper investigated different two-way coupling methods.
Each of these methods requires some weighting function.
In this work, five different weights were investigated. In
order to quantify the accuracy of the different methods and
weights, a test case was defined, which contained different
sized triangular cells. A trajectory was defined for a single
particle, which spanned the whole trajectory. A semi analytical
integrated exchange field was calculated, which served as the
ground-truth, which all methods and weights were compared
to.
Three different smoothening methods and five different
weights were evaluated. Two error parameters were defined,
which were related to the error between the calculated ex-
change field and the ground-truth. The results showed that
TABLE II
THE COMPUTATIONAL REQUIRED CLOCK TIME TO COMPLETE 109
FUNCTION EVALUATIONS. THE PERCENTAGE IS DEFINED RELATIVE TO
THE ADJUSTED NORMAL DISTRIBUTION, WHICH IS HIGHLIGHTED IN
BOLD FONT.
Name Relative [%] Time [s]
Normal distribution 51.40 126.63
Truncated normal distribution 68.17 167.95
Adjusted normal distribution 100.00 246.38
Cosine distribution 68.73 169.32
Triangular distribution 14.82 36.51
Deen polynomial 4.58 11.28
Top-hat distribution 3.52 8.67
TABLE III
A COMPARISON OF THE ERRORS RELATIVE TO THE ANALYTICAL
SOLUTION. THE VALUES IN THE CELLS ARE INDICATED AS
E1 [%] /E2 [%]. NOTICE THAT THE CONTINUOUS INTEGRATED WEIGHT IS
APPLIED FOR ALL DISTRIBUTIONS.
Weight \ Method Node-based Kernel-based Cell-based
Normal distribution 10.2 / 7.27 9.96 / 8.61 8.41 / 8.26
Truncated normal dist. 10.2 / 7.27 6.93 / 6.3 7.08 / 7.59
Adjusted normal dist. 5.33 / 3.75 6.9 / 4.84 2.12 / 1.08
Cosine distribution 8.05 / 9.53 12.7 / 11.4 8.09 / 6.99
Triangular distribution 6.16 / 2.82 5.03 / 2.54 3.99 / 4.1
Deen polynomial 6.43 / 6.46 9.58 / 7.99 4.45 / 3.29
Top-hat distribution 28.4 / 28.6 27.4 / 28.6 33.6 / 33
the cell-based method was in general more accurate when
compared to the node-based and kernel-based methods. When
comparing the different weights, it was found that the proposed
weights to continuously integrate the exchange rates along the
particle trajectory was the most accurate weight, where ≈ 2%
of the exchange rates were incorrectly distributed.
The proposed weight requires the probability and cumu-
lative density functions to be specified. These can be com-
putational expensive to evaluate, so a number of alternative
distributions were investigated. A C++ program was coded to
compare the computational requirements, where it was found
that the ”Deen polynomial” distribution was about 20 times
faster compared with the distribution used for the analytical
exchange field. The error in the exchange rates was ≈ 4.5 %
using this distribution. It serves as a good alternative, if the
computational requirement are to be kept to a minimum.
This paper has described how to distribute exchange rates
from particles to a mesh while assuming the flux from the
particle to be constant. However, for most problems the flux
will change over time. Assuming a small time-step, during
which the flux does not change significantly, the methods in
this paper still apply. If, however, the flux varies significantly,
special care must be taken, which is a subject for another
study. One approach would be to linearise the weights at the
start and end of the trajectory, which allows for integrating the
weights over time.
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