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ジィ理論を医療画像診断へ応用した研究などがある [18, 19, 20]．有田等は，画像診断の
所見評価であるがんの形状などを「整 (X = 0)」，「不整 (X = 1)」の 2 値ではなく 0.0
第 1章 はじめに 3
から 1.0へ変換することで，ファジィ推論による出力「やや不整 (X = 0.6)」を診断する
ロジックを開発している [19]．さらに教育学への応用として，稲井田等の成績評価法が























































































定義 2.1.1. グラフ G = (V,E)，V = {vi} はノードの非空な有限集合であり，
E = {vi, vj}はノード vi と vj を結ぶ辺の非順序対からなる有限な族．
グラフは同じノードを結ぶ辺 (ループ辺)，任意の 2点を結ぶ辺が複数存在する (多重辺)
グラフである．グラフのうちループ辺，多重辺を含まないグラフを単純グラフと呼ぶ．
第 2章 社会ネットワーク分析 7
定義 2.1.2. 単純グラフ G = (V,E)，V = {vi}はノードの非空な有限集合であり，










図 2.1 グラフ (左側)と単純グラフ (右側)の例
グラフにおいて，閉路を含まないグラフを林，連結な林を木と定義する．定義により，
木および林は単純グラフであり，以下の性質を持つ．
定理 2.1.1. グラフ T にノードが n個あるとき，次の命題は同値である．
1. T は木である．
2. T に閉路はなく，辺が n− 1本ある．
3. T は連結であり，辺が n− 1本ある．
4. T は連結であって，全ての辺は橋である．
5. T は任意の 2点を結ぶ道はちょうど 1本である．
6. T に閉路はないが，新しい辺をどのように付け加えても閉路ができ，
しかも 1個の閉路ができる．
図 2.2に 3つの非連結グラフからなる林の例を，図 2.3に木の例を示す．
また，グラフにおいて辺が「方向」を持つものを有向グラフと呼び，以下のように定義
される．
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図 2.2 林の例
図 2.3 木の例
定義 2.1.3. 有向グラフ D = (V,A)，V = {vi}はノードの非空有限集合，
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の関係を表したものである．実線が 1 番目に，点線が 2 番目に選択された人を表してい
る．ソシオグラムの結合構造は，コミュニケーション構造と酷似している．しかし，ソシ









































































分析手法 ソシオメトリー分析 観察法と面接法 人間関係のファジィモデル
容易さ 質問調査だけで分析可能 観察及び面接に期間が必要 質問調査だけで分析可能
グループの把握 クラスタリングのモデルが未定 クラスタリングのモデルが未定 クラスタリングのモデル化がされている
双方向の関係性 明確に定義されていない 明確に定義されていない 定義されており定量的に分析可能
























































げるように動かす (ピンチアウト) ことで画面を拡大することができる (図 3.3)．画面を










































































定義 4.1.1. 全体集合 X は通常の集合で，ファジィ集合ではないとする．X におけ
るファジィ集合を Aとするとき，ファジィ集合 Aのメンバーシップ関数 µA は [0, 1]
に値をとる X 上の関数として次のように定義される．
µA : X → [0, 1] (4.1)
定義 4.1.2. ファジィ集合 Aのメンバーシップ関数 µA(x)の値が正である xの集合
の閉包をファジィ集合 Aの台集合 (support)といい，suppµA と表す．ただし，集合
K の閉包 C(K)とは元の集合にその境界点を加えたものである．
suppµA = C(x ∈ X | µA(x) > 0) (4.2)
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定義 4.1.3.
1. 相当 ： A = B, µA(x) = µB(x)
2. 部分集合 : A ⊆ B, µA(x) ≤ µB(x)
3. 和集合 : A ∪B, µA∪B(x) = µA(x) ∨ µB(x)
4. 共通集合 : A ∩B, µA∩B(x) = µA(x) ∧ µB(x)
5. 補集合 : Ā, µĀ(x) = 1− µA(x)
6. 代数積 : AB, µAB(x) = µA(x)µB(x)
7. 代数和 : A+̇B, µA+̇B(x) = µA(x) + µA(x)− µA(x)µB(x)
8. 限界積 : A⊙B, µA⊙B(x) = max{0, µA(x) + µA(x)− 1}
9. 限界和 : A⊕B, µA⊕B(x) = min{1, µA(x) + µB(x)}
10. 限界差 : A⊖B, µA⊖B(x) = min{0, µA(x)− µB(x)}
4.1.3 ファジィ行列
有限集合 X と Y であれば，X × Y におけるファジィ関係 Rは普通の意味の行列で表
現することが可能である．ファジィ関係 Rを行列で表現したものをファジィ行列と呼ぶ．
ファジィ関係 Rにおいて，要素 µR(x, y)を持つファジィ行列 F は以下のように定義でき
る [28]．
定義 4.1.4.
F = (fij), fij = µR(xi, yj), (xi, yj) ∈ X × Y (4.3)
ここで，0 ≤ µR(xi, yj) ≤ 1, i = 1, 2, ...,m; j = 1, 2, ..., nであることから，ファジィ行
列の要素は全て区間 [0, 1]の値をとる．
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4.1.4 ファジィグラフ
一般的なグラフでは，グラフの辺に 1(関係がある)，0(関係がない)を対応させている．
これに対して，グラフの辺が持つ値 (すなわち値域)が区間 [0, 1]にある場合，ファジィグ
ラフと呼ぶ．
ファジィ行列はファジィグラフによって表現される．ファジィ行列 F の要素 fij をノー
ド vi とノード vj を結ぶ辺に関連度 µR(vi, vj)を対応させることで，ファジィグラフが図
示される．ファジィグラフ G はノード集合 V とその関係の度合いの写像 F を用いて以
下のように定義される [10]．
定義 4.1.5.

















図 4.1 グラフ (左側)とファジィグラフ (右側)の例
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4.1.5 ファジィ関係の性質
直積 X × X のファジィ関係について，基本的な 4 つの性質は以下のように定義され
る [10]．
定義 4.1.6.
1. 反射的：µR(x, x) = 1,∀x ∈ X
2. 対称的：µR(x, y) = µR(y, x)
3. 反対称的：µR(x, y) > 0, µR(y, x) > 0⇒ x = y
4. 推移的：µR(x, z) ≥ max
y
min{µR(x, y), µR(y, z)}
ファジィ関係が反射的かつ対称的であるときファジィ相似関係といい，反射的，対称
的，かつ推移的であるときはファジィ同値関係，または類似関係という．
一般に Fn = F × F × ...× F を n × nのファジィ行列 F の可達行列という．
定義 4.1.7. Rをファジィ行列 F によって表されるファジィ関係，Rk をファジィ行







推移包 R̂ のファジィ行列の各要素 fij は，ノード xi から xj への全ての経路の関連度
の最大値を示す．





1. 部分集合 : R ⊆ S, µR(x, y) ≤ µS(x, y),∀(x, y) ∈ X × Y
2. 共通集合 : R ∩ S, µR∩S(x, z) = min{µR(x, y), µS(y, z)}
3. 和集合 : R ∪ S, µR∪S(x, z) = max{µR(x, y), µS(y, z)}
4. 補関係 : R̄, µR̄(x, z) = 1− µR(x, z)
5. 逆ファジィ集合 : R−1, µR−1(x, y) = µR(y, x)
6. 代数積 : RS, µRS(x, y) = µR(x, y)µS(x, y)
7. 代数和 : R+̇S, µR+̇S(x, y) = µR(x, y) + µS(x, y)− µR(x, y)µS(x, y)
8. 限界積 : R⊙ S, µR⊙S(x, y) = max{0, µR(x, y) + µS(x, y)− 1}
9. 限界和 : R⊕ S, µR⊕S(x, y) = min{1, µR(x, y) + µS(x, y)}
4.1.7 ファジィ関係の合成
3つの集合 X，Y，Z，X と Y のファジィ関係 R，Y と Z のファジィ関係 S があると
き，X と Z の関係に対してマックスミニ合成が成立する．R と S のマックスミニ合成
は，X × Z におけるファジィ関係 R ◦ S となり以下の式で定義される [10]．
定義 4.1.9.
R ◦ S, µR◦S(x, z) = max
y
min{µR(x, y), µS(y, z)} (4.6)















M 個の質問を L 人の学生に「一緒に活動 Ap(1 ≤ p ≤M) をしたい友達 N 人







が得られる．k(p)ij の値 k はメンバー Si
が別のメンバー Sj から選ばれた順位を表す値である．ただし，k = n−m，各活動ごと









ni はM個の活動における Si が選択した仲の良いメンバーの人数の合計値であり，[ ]
はガウス記号である．














を分析し，メンバー Si の Sj に対する評定値 rij を求める．評










評価行列 R = (rij)を分析することで，グループ間のメンバーの友好と選好のファジィ
ネスを定義することができる．fij = rij/nM とすると，fij はメンバー Si がメンバー Sj
を好んでいるというファジィ行列ができる．ファジィ行列 F = (fij)，0 ≤ fij ≤ 1であ
り，i = j ならば fij = 1となる．
一方でグラフは数学的に G = (V, F ) と定義されている．V = {vi} はノード集合，
F = (fij) は関係行列であり，fij は vi と vj を結ぶ辺の値である．一般的なグラフでは
































ファジィ行列 F = (fij)を分析することで，任意の 2人のメンバーの相互の仲の良さを
表すファジィ友好係数を得ることが出来る．
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定義 4.2.3. ファジィ友好係数 sij
2/sij = 1/fij + 1/fji (4.9)
対称友好行列 S = (sij)，0 ≤ sij ≤ 1 であり，fijfji = 0 ならば sij = 0 となる．











ファジィグラフのノードの類似構造を分析するために，対称友好行列 S = (sij)とその









1, for ŝij ≥ c
0, for ŝij < c
(4.10)
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1 4 7 2 5 3 6
1 4 7 2 5 3 6
3 6
3 6
2 51 4 7

















(a) A = (1, 2, 3, 4, 5, 6, 7)
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(b) B1 = (1, 4, 7, 2, 5), B2 = (3, 6)
上記の関係を分析することでクラスター A，B1，B2 間の階層関係を把握することがで
きる．
1. A ⊇ B1, B2
クラスター A はサブクラスター B1，B2 を含んでおり，サブクラスターはクラス
ターよりも高い類似度レベルを持つ．
2. A = B1 ∪B2
サブクラスター B1 と B2 を合わせたものがクラスター Aと等しい．
3. B1 ∩B2 = ϕ
















分析において最低限必要であると考えられる指標について示す [25, 32, 33, 34]．一部の
分析指標については，ファジィグラフへ応用，拡張定義を行い新たな人間関係分析の指
標として本研究で提案する．分析対象とするファジィグラフを G = (V, S) と定義する．
V = {vi}はノード集合，S = (sij)は対称友好行列であり，vi と vj を結ぶ辺である．







|V |(|V | − 1)/2
(5.1)
ここで，lはグラフに存在する辺の数である．














ファジィグラフの場合，n × n のファジィ行列 F の可達行列 Fn = F × F × ...× F
を求めることで到達可能なルートの関連度の最大値が計算可能である．
図 4.4の対称友好行列から可達行列を計算した結果を図 5.1に示す．





















るノードを特定する．ファジィグラフG = (V, F ), v ∈ V としたとき，次数中心性DC は
以下の式で定義される．
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定義 5.1.4.























関係媒介中心性 (RBC) では，2 つのクラスター間で情報や影響の伝播があるときに，
どのノードを媒介するのが良いかを特定する．関係媒介中心性では任意の 2 つのクラス
ター間において，あるクラスターの要素から別のクラスターに属する要素への辺の値の合
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計値の最大値から求める．
定義 5.1.7.
vi ∈ CLA, |CLA| = m






















図 5.2 関係媒介中心性 RBC の例
クラスター CLA からクラスター CLB への関係媒介中心性を求めた場合，以下のよう
になる．
• A1 = 0.2
• A2 = 0.3 + 0.4 = 0.7
• A3 = 0.5
よって，関係媒介中心性は 0.7で，ノード A2 を媒介することがクラスター CLB へ最
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も情報や影響の伝播を与えることができることが判る．
同様に，クラスター CLB から CLA への関係媒介中心性を求めた場合，以下のように
なる．
• B1 = 0.2 + 0.3 = 0.5
• B2 = 0.4 + 0.5 = 0.9















素数 (サイズ)は，|CLA| ≥ 2である．そのため，ノードとクラスターノードの関係性を
定義するためには，2 個以上存在するノードにおける関係性を 1 つに集約することが必
要となる．2つ以上の関係性を集約する方法には様々な方法がある．例えば，クラスター
ノードに属する全てのノードと分析対象のノード間の関係性の平均を求めるといった方法
が考えられる．平均を基に集約する場合，任意のクラスターノード CLA と CLB，各ク
ラスターノードに属するノードペアの集合を C とするとき，この 2つのクラスターノー
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ドの関係性 CLRを以下のように定義する．
定義 5.2.1.
C = CLA × CLB :








|C| , for |C| > 0
0, for |C| = 0
(5.8)
同様に，任意のクラスターノード CLA とノード j の関係性 CIRも以下のように定義
する．
定義 5.2.2.






|C| , for |C| > 0
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で同等のクラスターサイズでの分析が可能となる．このような試みは本研究が初めてであ
る．分析対象のクラスターを CLAR，CLBR′ (CLAR ∩ CLBR′ = ϕ)，クラスターの類似
度レベルを R，R′ としたとき，2つのクラスターの関係は式 (2)で定義した数式と同等の
数式で関係性を算出することが可能となる．よって，異なる類似度レベルに属する 2つの
クラスター CLAR と CLBR′ の関係性 DCRを以下のように定義する．
定義 5.3.1.






|C| for |C| > 0.0





グラフを自動的に描画する研究は，様々な研究者らによって研究されてきた [35, 36, 37]．
ファジィグラフの描画に関する研究も行われてきた [22, 38, 39, 40, 41]．







はじめに，2つのクラスター間の距離について定義する．ファジィグラフ G = (V, F )，
c-カット行列 Sc = Scij であるとき，類似度 Rc のクラスターの集合およびノード vi と vj
の位置を以下のように定義する．
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定義 6.1.1.
CLSRc = {CL1, ..., CLr, CLs, ...CLt}
v′a = v
′
a(xa, ya) = vi(1 ≤ a ≤ m)
v′b = v
′
b(xb, yb) = vi(1 ≤ b ≤ n)
xa，xb はクラスターの 2次元空間の x座標である．同様に ya，yb は 2次元空間の y 座
標である．
次に，類似度レベルが 1段階低い類似度 Rb の c-カット行列を Sb = (sbij)とすると，グ










(xa − xb)2 + (ya − yb)2 (6.1)




条件 2. 類似度レベル Ri の 2次元空間上のクラスター CL1 と隣接クラスター CL2
について，DRi(CL1, CL2)は他のクラスター配置のユークリッド距離以下で
ある (図 6.1参照)．
条件 3. 辺は単にノード間を直線で接続する． 
これらの条件を満たすことで，ノード，クラスター間のユークリッド距離を短くする配









クラスターは，描画条件 2 を満たすように，図 6.1 の 8 種類のクラスター配置パター
ンから選択された最適なクラスター配置に基づいて配置される．この選択は，クラスター
CL1 と隣接クラスター CL2 との間の類似度レベル Ri における距離に基づいて決定され、
所定の配置の下で他のクラスター配置のユークリッド距離以下である。
クラスター内のノード位置は以下の手順で決定される． 








図 4.5 のクラスター B1，B2 を用いて，どのようにクラスター配置が行われるかを図
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Cluster 1 Cluster 1






Cluster 1 Cluster 1
Cluster 2
Cluster 1
Cluster 2 Cluster 1
Cluster 2
配置 1 配置 2 配置 4配置 3




図 4.5の同一類似度レベルのクラスター B1，B2 における，クラスターの配置とクラス
ターの水平移動の例を図 6.3 に示す．クラスター B1 と B2 は 3 つの辺で接続しており，
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1 4
7


















Phase 2. アルゴリズム Create− PTp(PTc)で位置情報を持った分割樹形図を作成
する．
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Algorithm 1 Create-PTp(PTc)
Input: PTc : a partition tree with connection information in each clusters.
Output: PTp : a partition tree with position information in each clusters.
1: PTp ← PTc
2: for each cluster CL1 of clustering level R1.00 do
3: Set CL1 to position in the same way as the procedure Merge-Cluster by seeing
one node as one cluster.
4: end for
5: for each cluster CL1 of clustering level Ri in PTp (1.00 > i ≥ 0.00, in descending
order) do
6: CLS ← {lCL1, lCL2, ..., lCLj} : the linked upper clusters of CL1(0 ≤ j ≤ l, l
is the number of linked upper cluster of CL1)
7: if j = 1 then
8: Set CL1 to the same position as lCL1
9: else if j ≥ 2 then
10: CL2 ← Merge-Cluster(lCL1, lCL2)
11: k ← 3
12: while k ≤ j do
13: CL2 ←Merge− Cluster(CL2, lCLk)
14: k ← k + 1
15: end while
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Algorithm 2 Merge-Cluster(PCL1, PCL2)
Input: PCL1 : a cluster of a partition tree.
PCL2 : a cluster of a partition tree
Output: MCL : a merged cluster.
1: Select a optimal cluster arrangement from cluster arrangements 1-8 by calcu-
lating distance between PCL1 and PCL2 in cluster arrangements 1-8, that is,
the arrangement that has the minimum distance in cluster arrangements 1-8 is
selected.




定理 6.3.1. アルゴリズム Create− PTp(PTc)の時間計算量は O(n3)である．
ただし，nはファジィグラフのノード数である．
Proof. 最初に行われるMerge − Cluster(PCL1, PCL2) の最初の手順 1 では，クラス
ター内のノード数が最大 nであるため，クラスター配置 1～8の PCL1 と PCL2 の距離
計算は n2 回実行される．Merge − Cluster(PCL1, PCL2) の手順 2 は 2n 回実行され
る．したがって，Merge− Cluster(PCL1, PCL2)の時間計算量は O(n2)である．
1 つのノードを 1 つのクラスターとみなし，類似度 R1.00 のクラスター数を最大 n 個
として，クラスター位置を決定する．よって，Create − PTp(PTc)の最初の forループ
は n3 回実行される．結合されるクラスターの数はせいぜい n であるため，アルゴリズ
ムの 5行目の forループは n3 回実行される．したがって，アルゴリズムの時間計算量は
O(n3)である．
本アルゴリズム Create− PTp(PTc)と既存の描画アルゴリズム [22, 41]の時間計算量
を比較した表を表 6.1 に示す．ノード数 n が 3 以上の場合，本アルゴリズム Create −

























DELL PRECISION T7500(CPU：Xeon W5590，メモリ：12GB)




クラス数 11，総 STEP数 961
入力データは，先頭行に質問項目数を記述し，2行目以降に行列データを記述していく．









図 7.1 入力データ (評定行列)の例
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図 7.2 出力データの例 (可達行列と分割樹形図の一部)






DELL PRECISION T7500(CPU：Xeon W5590，メモリ：12GB)
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図 7.5 クラスター表示からノード表示への変更









ドの表示類似度レベルは変更されない．図 7.6では，表示類似度レベルは R0.60 であり，
クラスター CL10 の表示類似度レベルのみを R0.86 に変更することで，2つのクラスター
CL7，CL8 に分割することができる．
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図 7.6 CL10 の表示類似度レベルを R0.60 から R0.86 へ変更
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図 7.7 クラスターごとの関係中心性
場合，ファジィグラフのノード数を n としたときの各ノード間の友好度を 32bit 自然数






操作)を行えるように実装している．図 7.8に，類似度レベル R0.60 における 2つのクラ
スターに属するノード間の関係媒介中心性 (探索的分析)の例を示す．































ないため，選択したかどうかだけを示しており，表内の○はメンバー Si がメンバー Sj を
選択したことを示している．
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表 8.1 好きな友だち
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○ ○ ○ ○
2 ○ ○ ○ ○ ○
3 ○ ○ ○ ○ ○
4 ○ ○ ○ ○ ○
5 ○ ○ ○ ○ ○ ○ ○ ○ ○
6 ○ ○ ○ ○ ○ ○ ○
7 ○ ○ ○
8 ○ ○ ○ ○ ○ ○ ○
9 ○ ○ ○ ○ ○
10 ○ ○ ○ ○ ○ ○ ○ ○
11 ○ ○ ○ ○ ○ ○
12 ○ ○ ○ ○ ○ ○ ○ ○
13 ○ ○ ○
14 ○ ○ ○ ○ ○
15 ○ ○ ○ ○ ○ ○ ○ ○ ○
16 ○ ○ ○
17 ○ ○ ○ ○
18 ○ ○ ○ ○ ○ ○ ○ ○ ○ ○
19 ○ ○ ○ ○ ○ ○ ○ ○
20 ○ ○ ○ ○ ○ ○ ○ ○
21 ○ ○ ○
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表 8.2 いつも一緒に遊ぶ友だち
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○ ○ ○
2 ○ ○ ○ ○ ○
3 ○ ○ ○ ○ ○
4 ○ ○ ○ ○ ○ ○
5 ○ ○ ○ ○ ○
6 ○ ○ ○
7 ○ ○
8 ○ ○ ○ ○ ○ ○ ○ ○
9 ○ ○ ○ ○
10 ○ ○ ○ ○
11 ○ ○ ○
12 ○ ○
13 ○ ○ ○ ○
14 ○ ○
15 ○ ○ ○ ○
16 ○ ○
17 ○ ○ ○
18 ○ ○
19 ○ ○ ○ ○
20 ○ ○ ○ ○ ○ ○ ○ ○
21 ○ ○
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表 8.3 昨日一緒に遊んだ友だち
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○
2 ○ ○
3 ○ ○ ○ ○
4 ○ ○ ○ ○ ○
5 ○ ○ ○ ○ ○ ○ ○
6 ○ ○ ○ ○ ○
7
8
9 ○ ○ ○ ○
10 ○ ○
11 ○ ○ ○ ○
12 ○ ○
13 ○ ○
14 ○ ○ ○
15 ○
16 ○
17 ○ ○ ○ ○
18 ○ ○
19 ○ ○ ○ ○
20
21
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表 8.4 クラスの遊びグループ
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○ ○ ○
2 ○ ○ ○ ○ ○
3 ○ ○ ○ ○
4 ○ ○ ○ ○ ○
5 ○ ○ ○ ○
6 ○ ○ ○
7 ○
8 ○ ○ ○
9 ○ ○ ○ ○
10 ○ ○ ○ ○ ○ ○ ○ ○ ○




15 ○ ○ ○ ○
16 ○
17 ○ ○ ○
18 ○ ○
19 ○ ○ ○
20 ○ ○ ○ ○ ○ ○ ○ ○ ○
21 ○ ○
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表 8.5 クラスの仲良しグループ
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○ ○ ○ ○
2 ○ ○ ○ ○
3 ○ ○ ○ ○
4 ○ ○ ○ ○
5 ○ ○ ○ ○ ○
6 ○ ○ ○
7 ○
8 ○ ○
9 ○ ○ ○ ○
10 ○ ○ ○ ○ ○ ○ ○ ○ ○
11
12 ○ ○







20 ○ ○ ○ ○ ○ ○
21
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表 8.6 帰宅後いつも一緒に遊ぶ友だち
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○
2
3 ○ ○ ○
4 ○ ○ ○















20 ○ ○ ○ ○ ○
21 ○ ○
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表 8.7 帰宅後の遊びグループ
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○
2 ○
3 ○ ○ ○
4 ○ ○ ○












17 ○ ○ ○
18 ○ ○
19
20 ○ ○ ○ ○
21 ○ ○
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表 8.8 帰宅後の仲良しグループ
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 ○ ○
2
3 ○ ○ ○ ○
4 ○ ○ ○












17 ○ ○ ○
18 ○ ○
19
20 ○ ○ ○ ○ ○
21




ンバー Si がメンバー Sj を何回選択したかを示している．また，i = j における要素が全
て最大値である 8となっているが，分割樹形図作成ソフトウェアの実装に関しての都合上
のためであり，結果に影響はない．
8   5   7   7   0   0   0   0   2   0   5   0   0   0   0   0   0   0   0   0   0
4   8   0   0   2   5   2   0   0   0   2   0   0   0   0   2   5   0   0   0   0
8   0   8   8   8   0   0   0   6   0   0   0   0   1   0   0   0   0   0   1   0
8   1   8   8   8   0   3   1   5   0   0   0   0   0   0   0   0   0   0   0   0
8   2   8   8   8   2   1   1   8   0   1   0   1   1   0   1   0   0   0   0   0
0   8   0   5   2   8   1   0   0   0   8   0   1   1   0   1   0   0   0   0   0
0   0   0   1   0   0   8   0   0   0   0   0   2   0   0   7   0   0   0   0   0
0   2   3   0   1   0   1   8   2   0   4   1   0   6   0   0   0   0   2   3   0
5   0   6   5   5   0   0   1   8   0   0   0   0   0   0   0   0   0   0   0   0
0   0   2   0   0   0   0   0   3   8   0   3   3   6   7   0   0   7   3   6   0
1   4   0   0   1   4   1   1   0   0   8   0   0   2   0   0   3   0   0   1   0
1   0   1   0   0   0   0   0   0   1   1   8   5   0   0   0   1   1   5   0   0
0   0   0   0   1   0   3   0   0   0   0   5   8   0   0   1   0   0   5   0   0
0   0   0   0   1   1   0   3   0   3   1   0   1   8   0   0   1   0   0   5   1
0   0   0   0   1   1   0   0   0   4   1   3   1   1   8   0   0   8   3   0   0
0   0   0   0   1   0   8   0   0   0   0   0   3   0   0   8   0   0   0   0   0
0   6   0   0   1   0   0   0   1   0   0   0   0   6   0   0   8   0   0   5   1
1   1   0   0   1   0   0   0   0   7   0   1   1   1   8   0   0   8   1   0   1
1   0   0   0   1   0   1   2   2   0   1   5   5   0   2   1   0   0   8   0   0
6   1   7   7   1   0   0   1   3   5   2   0   1   7   0   0   4   0   0   8   0
0   0   1   0   0   0   0   0   0   0   0   0   5   5   0   0   0   0   0   0   8
図 8.1 質問調査の結果から作成した評定行列
図 8.1 の評定行列を入力データとし，分割樹形図作成ソフトウェアで出力されたファ
ジィ行列，対称友好行列，可達行列，分割樹形図を図 8.2～8.5 に示す．図 8.5 の分割樹
形図は，クラスターが分割される類似度のみを抜粋しており，その他の類似度は省略して
いる．
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1.00 0.63 0.88 0.88 0.00 0.00 0.00 0.00 0.25 0.00 0.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.50 1.00 0.00 0.00 0.25 0.63 0.25 0.00 0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.25 0.63 0.00 0.00 0.00 0.00
1.00 0.00 1.00 1.00 1.00 0.00 0.00 0.00 0.75 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.13 0.00
1.00 0.13 1.00 1.00 1.00 0.00 0.38 0.13 0.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.25 1.00 1.00 1.00 0.25 0.13 0.13 1.00 0.00 0.13 0.00 0.13 0.13 0.00 0.13 0.00 0.00 0.00 0.00 0.00
0.00 1.00 0.00 0.63 0.25 1.00 0.13 0.00 0.00 0.00 1.00 0.00 0.13 0.13 0.00 0.13 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.13 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.25 0.00 0.00 0.88 0.00 0.00 0.00 0.00 0.00
0.00 0.25 0.38 0.00 0.13 0.00 0.13 1.00 0.25 0.00 0.50 0.13 0.00 0.75 0.00 0.00 0.00 0.00 0.25 0.38 0.00
0.63 0.00 0.75 0.63 0.63 0.00 0.00 0.13 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.00 0.38 1.00 0.00 0.38 0.38 0.75 0.88 0.00 0.00 0.88 0.38 0.75 0.00
0.13 0.50 0.00 0.00 0.13 0.50 0.13 0.13 0.00 0.00 1.00 0.00 0.00 0.25 0.00 0.00 0.38 0.00 0.00 0.13 0.00
0.13 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.13 1.00 0.63 0.00 0.00 0.00 0.13 0.13 0.63 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.00 0.38 0.00 0.00 0.00 0.00 0.63 1.00 0.00 0.00 0.13 0.00 0.00 0.63 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.13 0.00 0.38 0.00 0.38 0.13 0.00 0.13 1.00 0.00 0.00 0.13 0.00 0.00 0.63 0.13
0.00 0.00 0.00 0.00 0.13 0.13 0.00 0.00 0.00 0.50 0.13 0.38 0.13 0.13 1.00 0.00 0.00 1.00 0.38 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.38 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00
0.00 0.75 0.00 0.00 0.13 0.00 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.75 0.00 0.00 1.00 0.00 0.00 0.63 0.13
0.13 0.13 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.88 0.00 0.13 0.13 0.13 1.00 0.00 0.00 1.00 0.13 0.00 0.13
0.13 0.00 0.00 0.00 0.13 0.00 0.13 0.25 0.25 0.00 0.13 0.63 0.63 0.00 0.25 0.13 0.00 0.00 1.00 0.00 0.00
0.75 0.13 0.88 0.88 0.13 0.00 0.00 0.13 0.38 0.63 0.25 0.00 0.13 0.88 0.00 0.00 0.50 0.00 0.00 1.00 0.00
0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.63 0.63 0.00 0.00 0.00 0.00 0.00 0.00 1.00
図 8.2 分割樹形図作成ソフトウェアで作成したファジィ行列
1.00 0.56 0.93 0.93 0.00 0.00 0.00 0.00 0.36 0.00 0.21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.56 1.00 0.00 0.00 0.25 0.77 0.00 0.00 0.00 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.68 0.00 0.00 0.00 0.00
0.93 0.00 1.00 1.00 1.00 0.00 0.00 0.00 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.22 0.00
0.93 0.00 1.00 1.00 1.00 0.00 0.19 0.00 0.63 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.25 1.00 1.00 1.00 0.25 0.00 0.13 0.77 0.00 0.13 0.00 0.13 0.13 0.00 0.13 0.00 0.00 0.00 0.00 0.00
0.00 0.77 0.00 0.00 0.25 1.00 0.00 0.00 0.00 0.00 0.67 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.19 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.30 0.00 0.00 0.93 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.00 0.00 1.00 0.17 0.00 0.20 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.25 0.19 0.00
0.36 0.00 0.75 0.63 0.77 0.00 0.00 0.17 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.19 0.00 0.50 0.64 0.00 0.00 0.88 0.00 0.68 0.00
0.21 0.33 0.00 0.00 0.13 0.67 0.00 0.20 0.00 0.00 1.00 0.00 0.00 0.17 0.00 0.00 0.00 0.00 0.00 0.17 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.19 0.00 1.00 0.63 0.00 0.00 0.00 0.00 0.13 0.63 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.00 0.30 0.00 0.00 0.00 0.00 0.63 1.00 0.00 0.00 0.19 0.00 0.00 0.63 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.13 0.00 0.50 0.00 0.50 0.17 0.00 0.00 1.00 0.00 0.00 0.21 0.00 0.00 0.73 0.21
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.64 0.00 0.00 0.00 0.00 1.00 0.00 0.00 1.00 0.30 0.00 0.00
0.00 0.00 0.00 0.00 0.13 0.00 0.93 0.00 0.00 0.00 0.00 0.00 0.19 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00
0.00 0.68 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 0.00 0.00 1.00 0.00 0.00 0.56 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.00 0.13 0.00 0.00 1.00 0.00 0.00 1.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.00 0.00 0.00 0.63 0.63 0.00 0.30 0.00 0.00 0.00 1.00 0.00 0.00
0.00 0.00 0.22 0.00 0.00 0.00 0.00 0.19 0.00 0.68 0.17 0.00 0.00 0.73 0.00 0.00 0.56 0.00 0.00 1.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.21 0.00 0.00 0.00 0.00 0.00 0.00 1.00
図 8.3 分割樹形図作成ソフトウェアで作成した対称友好行列
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1.00 0.56 0.93 0.93 0.93 0.56 0.30 0.50 0.77 0.56 0.56 0.30 0.30 0.56 0.56 0.30 0.56 0.56 0.30 0.56 0.21
0.56 1.00 0.56 0.56 0.56 0.77 0.30 0.50 0.56 0.56 0.67 0.30 0.30 0.56 0.56 0.30 0.68 0.56 0.30 0.56 0.21
0.93 0.56 1.00 1.00 1.00 0.56 0.30 0.50 0.77 0.56 0.56 0.30 0.30 0.56 0.56 0.30 0.56 0.56 0.30 0.56 0.21
0.93 0.56 1.00 1.00 1.00 0.56 0.30 0.50 0.77 0.56 0.56 0.30 0.30 0.56 0.56 0.30 0.56 0.56 0.30 0.56 0.21
0.93 0.56 1.00 1.00 1.00 0.56 0.30 0.50 0.77 0.56 0.56 0.30 0.30 0.56 0.56 0.30 0.56 0.56 0.30 0.56 0.21
0.56 0.77 0.56 0.56 0.56 1.00 0.30 0.50 0.56 0.56 0.67 0.30 0.30 0.56 0.56 0.30 0.68 0.56 0.30 0.56 0.21
0.30 0.30 0.30 0.30 0.30 0.30 1.00 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.93 0.30 0.30 0.30 0.30 0.21
0.50 0.50 0.50 0.50 0.50 0.50 0.30 1.00 0.50 0.50 0.50 0.30 0.30 0.50 0.50 0.30 0.50 0.50 0.30 0.50 0.21
0.77 0.56 0.77 0.77 0.77 0.56 0.30 0.50 1.00 0.56 0.56 0.30 0.30 0.56 0.56 0.30 0.56 0.56 0.30 0.56 0.21
0.56 0.56 0.56 0.56 0.56 0.56 0.30 0.50 0.56 1.00 0.56 0.30 0.30 0.68 0.88 0.30 0.56 0.88 0.30 0.68 0.21
0.56 0.67 0.56 0.56 0.56 0.67 0.30 0.50 0.56 0.56 1.00 0.30 0.30 0.56 0.56 0.30 0.67 0.56 0.30 0.56 0.21
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 1.00 0.63 0.30 0.30 0.30 0.30 0.30 0.63 0.30 0.21
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.63 1.00 0.30 0.30 0.30 0.30 0.30 0.63 0.30 0.21
0.56 0.56 0.56 0.56 0.56 0.56 0.30 0.50 0.56 0.68 0.56 0.30 0.30 1.00 0.68 0.30 0.56 0.68 0.30 0.73 0.21
0.56 0.56 0.56 0.56 0.56 0.56 0.30 0.50 0.56 0.88 0.56 0.30 0.30 0.68 1.00 0.30 0.56 1.00 0.30 0.68 0.21
0.30 0.30 0.30 0.30 0.30 0.30 0.93 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 1.00 0.30 0.30 0.30 0.30 0.21
0.56 0.68 0.56 0.56 0.56 0.68 0.30 0.50 0.56 0.56 0.67 0.30 0.30 0.56 0.56 0.30 1.00 0.56 0.30 0.56 0.21
0.56 0.56 0.56 0.56 0.56 0.56 0.30 0.50 0.56 0.88 0.56 0.30 0.30 0.68 1.00 0.30 0.56 1.00 0.30 0.68 0.21
0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.30 0.63 0.63 0.30 0.30 0.30 0.30 0.30 1.00 0.30 0.21
0.56 0.56 0.56 0.56 0.56 0.56 0.30 0.50 0.56 0.68 0.56 0.30 0.30 0.73 0.68 0.30 0.56 0.68 0.30 1.00 0.21
0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 0.21 1.00
図 8.4 分割樹形図作成ソフトウェアで作成した可達行列
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8.3 分析ソフトウェアでの分析
図 8.5 で得られた分割樹形図のデータを基に分析ソフトウェアで類似度 0.68 のファ
ジィグラフを描画した画面を図 8.6に示す．








より，類似度 0.68のファジィグラフには合計で 10個のノード (ノード 6個＋クラスター
ノード 4個)が存在することが分かる．このとき，定義 5.1.2よりファジィ密度 FD は以
第 8章 分析事例 76














第 8章 分析事例 77




図 8.6 の 2 つのクラスター CL89 = 1, 3, 4, 5, 9 と CL90 = 2, 6, 17 について，クラス
ターの関係媒介中心性 RBC を分析する．クラスター CL89 から CL90 への分析を行っ
た結果を図 8.10に示す．関係媒介中心性 RBCCL89CL90 = 0.56であり，ノード 1を媒介
することで最大情報伝達が可能であることが図 8.10から分かる．
2 つのクラスターの逆の関係についてもどのようになっているか分析を試みる．ク
ラスター CL90 から CL89 への分析を行った結果を図 8.11 に示す．関係媒介中心性
は RBCCL90CL89 = 0.81であり，ノード 2を媒介することが良いことが即座に表示から
読み取ることが出来る．
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図 8.9 オピニオンリーダー (類似度 0.68)
8.3.5 クラスター間関係分析
図 8.6 の 2 つのクラスター CL89 = 1, 3, 4, 5, 9 と CL90 = 2, 6, 17 について，クラス
ター間関係分析 CLRを行った結果を図 8.12に示す．図 8.12の分析結果より，2つのク
ラスター間の関係性 CLR は 0.35であった．これにより，この 2つのクラスターはあま
り友好的な関係ではないことを直感的に読み取ることが出来る．
8.3.6 異なる類似度に属するクラスター間分析
2つのクラスター CL89 = 1, 3, 4, 5, 9と CL90 = 2, 6, 17の友好関係はあまり良好では
ない．この 2 つの関係をさらに詳細に分析をしていく．クラスター CL89 の類似度レベ
ルを 0.68から 1.00に変更する．このとき，クラスター CL89 は，クラスター CL2 とノ
ード1，ノード9 の 3 つに分割される．分割されたクラスターまたはノードとクラスター
CL90 について異なる類似度に属するクラスター間分析 DCR を行った結果を図 8.13と
図 8.14に示す．ノード9 とクラスター CL90 の関係性は 0．00であり，画面表示が無い
ため分析結果画面は省略する．
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図 8.10 CL89 から CL90 への関係媒介中心性
クラスター CL2 とクラスター CL90 の関係性は 0.25であり，同じ類似度レベルのクラ
スターのときよりも友好度が下がっておりこの 2つのクラスターは真に仲が良くないこと
が分かる．また，ノード9 とクラスター CL90 は関係性が 0であり，クラスター CL2 と
同様に仲が良くないことが分かる．一方で，ノード1 とクラスター CL90 の関係性は 0.56
であり，ある程度の友好な関係を築けていることが分かる．
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図 8.11 CL90 から CL89 への関係媒介中心性
図 8.12 CL89 と CL90 のクラスター間関係分析
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図 8.13 CL2 と CL90 の異なる類似度に属するクラスター間分析
図 8.14 ノード1 と CL90 の異なる類似度に属するクラスター間分析









で，グループメンバーは 4名 (1, 3, 4, 5)であり 2はグループメンバーではないとの分析を
行っている．さらにグループ外のメンバーではあるが，メンバー 9とグループメンバーの
4名 (1, 3, 4, 5)と相互選択関係であり親密な関係にあると分析している．
一方，本研究の分析システムで分析した結果の分割樹形図 (図 8.5参照)からは，グルー
プのメンバーは 5名であり，住田正樹と同様人数のグループであった．しかし，グループ























これにより，同一類似度だけの関係性であればクラスター CL89 と CL90 の友好度は低
く，それらのクラスターに属するノードは全て友好関係が低いように見ることが出来る．
しかし実際には，CL89 の類似度レベルを 0.68 から 1.00 へ変更し，分割されたクラス















グループ間の影響力の強さ 未実施 関係媒介中心性 (RBC)で特定可能
グループ間の関係性 未実施 クラスター間関係分析 (CLR)で特定可能
サブグループとグループ間の関係性 未実施 異なる類似度に属する
クラスター間分析 (DCR)で特定可能






















定理 8.4.1. 2つのノード間の友好度の時間計算量は O(n)である．
ただし，nはファジィグラフのノード数である．
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vi ∈ CLA, |CLA| = m








C = CLA × CLB :








|C| , for |C| > 0
0, for |C| = 0
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3. クラスターノード間関係分析 (CIR)






|C| , for |C| > 0
0, for |C| = 0
4. 異なる類似度レベルに属するクラスター間関係分析 (DCR)






|C| for |C| > 0.0
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