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Abstract
In a bi-directional relay channel, a pair of nodes wish to exchange independent messages over a shared
wireless half-duplex channel with the help of relays. Recent work has mostly considered information
theoretic limits of the bi-directional relay channel with two terminal nodes (or end users) and one relay.
In this work we consider bi-directional relaying with one base station, multiple terminal nodes and one
relay, all of which operate in half-duplex modes. We assume that each terminal node communicates
with the base-station in a bi-directional fashion through the relay and do not place any restrictions on
the channels between the users, relays and base-stations; that is, each node has a direct link with every
other node. Our contributions are three-fold: 1) the introduction of four new temporal protocols which
fully exploit the two-way nature of the data and outperform simple routing or multi-hop communication
schemes by carefully combining network coding, random binning and user cooperation which exploit
over-heard and own-message side information, 2) derivations of inner and outer bounds on the capacity
region of the discrete-memoryless multi-pair two-way network, and 3) a numerical evaluation of the
obtained achievable rate regions and outer bounds in Gaussian noise which illustrate the performance
of the proposed protocols compared to simpler schemes, to each other, to the outer bounds, which
highlight the relative gains achieved by network coding, random binning and compress-and-forward-type
cooperation between terminal nodes.
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2I. INTRODUCTION
A. Goal and motivation
In this work, we will derive achievable rate regions and outer bounds for a multi-pair bi-directional
relay network. The most basic bi-directional network consists of a pair of terminal nodes that wish to
exchange independent messages. In wireless channels or mesh networks, this communication may take
place with the help of relay nodes which do not wish to transmit any information of their own. The
most basic bi-directional relay network thus consists of a pair of terminal nodes that wish to exchange
messages through the relay of a single relay. While the capacity of this channel is still unknown in
general, as will be outlined in the Related Work sub-section next, it has been of great recent interest due
to its relevance in wireless networks of the future.
The single relay, single pair bi-directional relay channel has been extended in a number of ways: 1)
the consideration of a single bi-directional link using multiple relays, 2) the consideration of multiple
bi-directional links sharing a single, common relay or, most generally, 3) the consideration of multiple
bi-directional links which communicate with the help of multiple relays.
The relay network considered in this paper falls into the second category and consists of a base station
(node 0) which wishes to communicate simultaneously in a bi-directional fashion with multiple terminal
nodes (node 1, · · · , node m) with the help of one relay node (node r). Due to limitations of current
technology, all nodes are assumed to be half-duplex and thus cannot transmit and receive simultaneously.
This network topology is motivated by recent pushes to extend the coverage of wireless networks. For
example, in a cellular scenario, a relay station is able to enhance the connectivity between a base station
and terminals at its cell boundary. The relays may be connected to the base station using a wireless
link rather than a wired one, resulting in savings to the operators’ backhaul costs. Another motivating
example is satellite communication: satellites can be used to relay signals from one ground station to
multiple vehicular terminals on or close to the earth’s surface. In this work, we determine bounds on the
capacity regions - which may serve as guides and benchmarks in the eventual design of - such multi-pair
two-way communication networks aided by a single relay node.
B. Related work
Two-way communications were first considered by Shannon himself [39], in which he introduced inner
and outer bounds on the capacity region of the two-way channel where two full-duplex nodes (which
may transmit and receive simultaneously) wish to exchanges messages. Since full-duplex operation is,
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3with current technology, of limited practical significance, in this work we assume that the nodes are
half-duplex, i.e. at each point in time, a node can either transmit or receive symbols, but not both.
The two-way relay channel or bi-directional relay channel is the logical extension of the classical
relay channel [7], [21], [41] for one-way point-to-point communication aided by a relay to allow for
two-way communication. Alternatively, it may be seen as the natural extension of the two-way channel
which allows communication to take place with the help of a single relay. This channel has been of great
interest of late and has been considered from a number of different perspectives. A large body of work
concerning the bi-directional relay channel - which we do not attempt to fully summarize - has emerged,
which may be differentiated roughly based on combinations of assumptions that are made on the type of
relaying (CF, DF, AF, de-noise, mixed, lattice codes) and on the duplex abilities of nodes (half-duplex or
full-duplex). We highlight some of the work under different assumptions before proceeding to describe
extensions to multiple terminal nodes and/or multiple relay nodes.
1. Relaying type: The simplest of relaying types is Amplify-and-forward (AF), in which relays are
not required to do any processing on the received signal but re-scale and re-transmit it. AF schemes
are often used as a benchmark against which to compare the performance of more complex relaying
types [13], [16], [33]–[35], [37]. Decode and forward (DF) relaying assumes the relay is able to decode
all messages before re-transmitting them. Examples of work which assume bi-directional DF relaying
include [8], [16]–[18], [22], [23], [28], [30], [31], [36], [40], [47]. Using DF relaying allows the use of
network coding at the message level for the broadcast phase and prevents the re-transmission and possible
amplification of noise, at the cost of forcing the relays to decode the messages, possibly reducing the
permissible transmission rates. Compress and forward (CF), as first introduced in the context of the
classical relay channel [6], and considered in the bi-directional relaying context in [8], [17], [36] and the
conceptually related de-noise and forward [35], [34], [33], requires the relay to re-transmit a quantized
or compressed version of the received signal. This scheme has the advantage that the rate need not be
lowered so as to allow the relay to fully decode it, but may still mitigate some of the noise amplification
effects seen in AF relaying by judicious choice of the quantizer or compressor. In the authors’ previous
work, [16], [17] the mixed forwarding scheme is also proposed, in which the streams of information
traveling in the two directions are treated differently, i.e. one direction may use DF while the other uses
CF, exploiting the intuitive fact that DF is preferable when a relay is “close” to the source while CF is
generally preferable, rate-wise when the relay is “close” to the destination [16], [21].
2. Duplexing: Both full-duplex as well as half-duplex nodes and their corresponding achievable rate
regions have been considered for bi-directional relaying. In [8], [16], [17], [19], [22], [23], [28], [33]–
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Fig. 1. Three most common half-duplex bi-directional relaying protocols: a naive 4 phase protocol, the 3 phase TDBC (Time
Division Broadcast Channel) protocol and the 2 phase MABC (Multiple Access Broadcast Channel) protocol.
[35], [37], [42], [46], [48] half-duplex nodes are assumed. This forces communication to take place
over a number of phases, using different temporal protocols. A temporal protocol specifies which nodes
simultaneously transmit at which time. Three of the most commonly considered protocols are depicted in
1: the naive 4 phase protocol, the 3 phase time-division broadcast channel (TDBC) protocol, as well as
the 2phase Multiple-access broadcast channel (MABC) protocol, where each “layer” of nodes describes
a different temporal phase. It is interesting to note that in half-duplex protocols, the TDBC allows a
destination to obtain side-information, or extra overheard knowledge, about the other user’s message
during the phase in which the message is destined to the relay. This is not possible in 2 phase MABC
protocols in which both nodes transmit simultaneously to the relay in one phase and are thus unable
to overhear any of the other relay’s message. In [16], [19] it is shown that neither TDBC or MABC
dominate each other for all channel gains and SNRs. In [14], [17] a comprehensive treatment of CF, DF,
AF and mixed forwarding schemes under both the MABC and TDBC protocols highlights the significant
interplay between relaying types and protocols. In [28], [30], [31], [40], [47] the authors have thoroughly
analyzed the broadcast phase of the bi-directional relay channel. The full-duplex scenarios have been
considered somewhat less: in [36] the authors derived achievable rate regions for the restricted two-way
relay channel using DF, CF and AF schemes, in which the terminals may not cooperate in transmitting
their messages. In [45] full-duplex nodes are considered in order to analyze the system from a finite bit
perspective.
Extensions to multiple-relays and multiple terminal nodes. The bi-directional relay channel has
been extended to include multiple relays [15], [18], [25], [29], [32], [43], [44] and multiple terminals
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5nodes (or multiple bi-directional data streams) [1], [4], [10], [11]. A variety of promising methods have
been employed, but to date the capacity regions of these extensions are still unknown.
The study of a single bi-directional communication link aided by multiple relays has been approached
from a number of angles [18], [25], [29], [32], [43], [44], which seek to address how to “best” employ
the relays. How/which relays to select has been considered in unidirectional networks in for example [3],
[24], [26] and was considered for the first time for bi-directional relay networks in [29]. Alternatively,
multiple relays could amplify and forward the received signals in a multi-hop fashion, or may decode and
cooperatively re-encode and re-transmit the received signals. In the authors’ previous work in [15], [18]
three classes of multiple relays protocols for the half-duplex, non-adaptive DMC and AWGN channel
models are considered and inner and outer bounds on the capacity region are derived.
Bi-directional relay channels with multiple bi-directional communication links have been much less
considered than their single link counterpart:
• In [10] an interference network, with no direct links between terminal nodes, in which K half-
duplex single-antenna source/destination pairs wish to exchange messages in a bi-directional fashion is
investigates from a diversity-multiplexing gain perspective in the delay-limited high SNR regime.
• The authors of [4] consider a similar channel model and propose the use of a CDMA strategy to
support multiple users so as to guarantee QoS to different users.
• In [1] multiple bi-directional pairs communicate over a shared relay in the absence of a direct
link between end nodes. Under a linear deterministic channel interaction model, an interesting equation-
forwarding strategy is shown to be capacity-achieving. This intuition is transfered to the two-pair full-
duplex bi-directional Gaussian relay network in [38], where a carefully constructed superposition scheme
of random and lattice codes was used to achieved rates within 2 bits of the outer cut-set bound.
• Finally, in [11], an arbitrary number of clusters (nodes within a cluster all wish to exchange messages)
of arbitrary numbers of full-duplex nodes are assumed to communicate simultaneously through the use
of a single relay in AWGN. Nodes are not able to hear each other, and it is shown that CF achieves
within a constant number of bits from capacity regardless of SNR; interesting conclusions are also drawn
with respect to lattice coding versus CF.
In all four examples of multi-pair bi-directional communication with a single relay, no direct link
between the terminal nodes is assumed to exist. This simplifies the analysis as the tradeoff between
relayed information and directly communicated information is avoided. No “overheard” side information
from one terminal to the other is possible, and the only side information available in this channel is each
node’s own message.
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Fig. 2. Our physical channel model consists of multiple independent bi-directional desired communication flows (indicated
by arrows) between multiple terminal nodes and a single base-station. Communications may be aided using one relay node.
We note that communication need not pass through the relay as direct links between the base-station and terminals exist. Wi,j
denotes the message from node i to node j, while W˜i,j is the estimate at node j of the message Wi,j that it wishes to decode.
C. Our contributions
We consider a bi-directional relay network with one base station, multiple terminal nodes and one
relay, all of which operate in half-duplex mode. The physical layout is shown in Fig. 2. We assume
that each terminal node communicates with the base-station in a bi-directional fashion through the relay
and do not place any restrictions on the channels between the users, relays and base-stations; that is,
each node has a direct link with every other node. The desired bi-directional links may be seen from the
messages Wi,j from node i destined to node j, and W˜i,j the estimate at node j of the message Wi.j that
is wishes to decode from node i. The base-station is denoted as as node with index 0. Two elements of
the formulated problem are markedly different from prior work in this area:
• the assumption that one end of the bi-directional links is a single base-station rather than independent
nodes as in [11], [38] and [10].
• we place no assumptions on the channels between nodes - i.e. our nodes can all hear each other. This
allows for the possibility of causal cooperation between nodes as well as direct transmission between the
base-station and the nodes, using the relay only when beneficial.
Our central contributions are three-fold:
1. We propose four temporal protocols which we call the FMABC (Full Multiple Access Broadcast),
PMABC (Partial Multiple Access Broadcast) and FTDBC (Full Time Division Broadcast), PTDBC
(Partial Time Division Broadcast)protocols: the first two are extensions of the MABC protocol of [16],
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7pictured in Fig.1 to multiple terminal-node pairs, while the last two are extensions of the TDBC protocol
of [16], also pictured in Fig. 1 to multiple terminal nodes.
2. Our central goal is to determine inner and outer bounds on the capacity region of the multi-pair bi-
directional relay network. To derive achievable rate regions we suggest a number of achievable strategies,
the key elements of which are:
• Forwarding: We consider the decode-and-forward (DF) forwarding strategy at the relay node; and
employ a Compress and Forward (CF) - type cooperation strategy at terminal nodes.
• Multiple-access: In contrast to the “naive” protocol of Fig. 1, we will consider schemes in which
multiple nodes transmit simultaneously to a single node as in a multiple-access channel.
• Marton’s broadcast region: Due to the presence of a base-station with multiple messages (one to
each of the terminal nodes) as well as a relay with multiple decoded messages (traveling in both
directions), we use a modified version of a generalization of Marton’s broadcasting scheme [27] to
> 2 messages/users, which takes into account own-message side-information at each node.
• Random binning: is used to exploit side-information from direct links as in the TDBC protocol in
[16], with the added challenge that the direct links involve a general Marton broadcasting scheme.
• Network coding: We will use network coding on a flow-by-flow basis. The different bi-directional
flows are then combined using a random binning / broadcasting strategy.
• User cooperation: “Over-heard” side information at terminal nodes is used to allow terminal nodes
to cooperate - using a compress and forward strategy - in transmitting their messages.
D. Outline
This paper is structured as follows: in Section II. we introduce our notation and the different protocols
we will be examining. In Section III we introduce the extended Marton’s bound for the general broadcast
channel with more than two receivers. In Section IV we derive achievable rate regions for the proposed
protocols with DF relaying and CF-based terminal node cooperation, while in Section V we derive outer
bounds for those protocols. In Section VI, we apply the derived performance bounds to the Gaussian noise
channel. In Section VII, we numerically compute these bounds in the Gaussian noise channel and compare
the results for different powers and channel conditions, followed by the conclusion in Section VIII. The
proofs of technical contributions are provided in the Appendices, while those for the bi-direcitonal inner
and outer bounds are provided in the body of the document.
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8II. PRELIMINARIES
A. Notations and Definitions
We consider a base station (node 0), a set of terminal nodes B := {1, 2, · · · ,m} and a relay r which
aids in the communication between the terminal nodes and the base station. We define M := B ∪{0} =
{0, 1, 2, · · · ,m}. We use Ri,j to denote the rate of communication from node i to node j, i.e. the message
between node i and node j, Wi,j , lies in the set Si,j := {0, . . . , ⌊2nRi,j ⌋ − 1}. Similarly, RS,T is the
vector of rates from set S to set T where S, T ⊆ M at which the messages WS,T := {Wi,j|i ∈ S, j ∈
T, S, T ⊆ M} may be reliably communicated. We assume that each end user communicates with the
base station bi-directionally and that no information is directly exchanged between end users: i.e. every
pair of terminal nodes 0 and i ∈ B wish to exchange independent messages while Ri,j = 0 (or is
undefined) for all i, j ∈ B. Thus, there are a total of 2m messages in our network: m from node 0 to
each node i ∈ B, and m from each node i ∈ B to node 0, as shown in Fig. 21.
Communication takes place over a number of channel uses, n and rates are achieved in the classical
asymptotic sense as n → ∞. At channel use k, we use Xki to denote the input distribution and Y ki
to denote the distribution of the received signal of node i. During phase ℓ we use X(ℓ)i to denote the
input distribution and Y (ℓ)i to denote the distribution of the received signal of node i. Because of the
half-duplex constraint, not all nodes transmit/receive during all phases and we use the dummy symbol ∅
to denote that there is no input or no output at a particular node during a particular phase, i.e. we must
have X(ℓ)i = ∅ or Y
(ℓ)
i = ∅ for all ℓ phases. For convenience, we drop the notation ∅ from entropy and
the mutual information terms when a node is not transmitting or receiving. ∆i,n is the phase duration of
phase i with block size n and ∆i is the phase duration of phase i when n→∞. It is also convenient to
define XkS := {Xki |i ∈ S}, the set of input distributions by all nodes in the set S at time k and similarly
X
(ℓ)
S := {X
(ℓ)
i |i ∈ S}, a set of input distributions during phase ℓ.
Each node i has channel input alphabet X ∗i = Xi ∪ {∅} and channel output alphabet Y∗i = Yi ∪ {∅},
which are related through a discrete memoryless channel2. Lower case letters xi denote instances of the
upper case Xi which lie in the calligraphic alphabets X ∗i . Boldface xi represents a vector indexed by
time at node i. Finally, it is convenient to denote by xS := {xi|i ∈ S}, a set of vectors indexed by time.
We also use the notation xS(wS,T ) to denote the dependence of xS on the message set wS,T .
1We allow information exchanges between nodes in B in the cooperation protocols. However these messages are not induced
from the system, but just used as temporary information for decoding original messages between node 0 and B.
2Arguments and extensions to Gaussian noise channels will be addressed in Section VI.
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9For a block length n, encoders and decoders are functions Xki (W{i},M, Y 1i , · · · , Y
k−1
i ) producing an
encoded message at node i, and W˜i,j(Y 1j , · · · , Y nj ,W{j},M) producing a decoded message or error at
node j when it wishes to decode the message Wi,j from node i. We define error events ES,T := {Wi,j 6=
W˜i,j(·)|i ∈ S, j ∈ T} for decoding the messages WS,{j} at nodes j ∈ T at the end of the block of length
n, and E(ℓ)S,T as the error event at nodes j ∈ T in which nodes j ∈ T independently attempt to decode
WS,T at the end of phase ℓ using a joint typicality decoder. A set of rates Ri,j is said to be achievable
for a protocol with phase durations ∆ℓ if there exist encoders/decoders of block length n = 1, 2, · · · with
both P [Ei,j]→ 0 and ∆ℓ,n → ∆ℓ as n→∞ for all ℓ. An achievable rate region (resp. capacity region)
is the closure of a set of (resp. all) achievable rate tuples for ∆ℓ.
Let A(U) be the set of ǫ-strongly-typical u sequences. Similarly, A(ℓ)(UV ) represents the set of ǫ-
strongly-typical (u(ℓ),v(ℓ)) sequences of length n ·∆ℓ,n according to the distributions U and V in phase
ℓ. Also define the event D(ℓ)(u,v) := {(u(ℓ),v(ℓ)) ∈ A(ℓ)(UV )} and use D¯ to denote the complement of
the event D. Similarly, E¯ is defined. We denote
⊗
as the cartesian product, i.e.,
⊗3
i=1 Xi = X1×X2×X3.
Finally, let S(j) := {i|i < j, i ∈ S}.
B. Protocols for multiple terminal-node pairs
The total transmission time is divided into two time divisions, each of which may consist of one or more
phases. During the first time division - called the multiple access division, the terminal nodes transmit
to the relay. During the second time division - called the broadcast division - the relay transmits to the
terminal nodes. In the multiple access period, we consider four cases: 1) all terminal nodes transmit
for the whole duration, 2) 0 uses the whole duration and the other terminal nodes 1, · · · ,m transmit
sequentially, 3) all nodes transmit sequentially and 4) 0 first transmits and the other terminal nodes
multiple access. We denote the first protocol as Full Multiple Access Broadcast (FMABC) protocol, the
second protocol as Partial Multiple Access Broadcast (PMABC) protocol, the third one as Full Time
Division Broadcast (FTDBC) protocol, and the last one as Partial Time Division Broadcast (PTDBC)
protocol. A more visual description of which nodes transmit when is provided in Fig. 3.
For comparison purposes in our simulations, we also introduce what we call the simplest sequential
protocol where all terminal nodes sequentially transmit information to the relay, i.e., 0 → r , 1 →
r, · · · ,m → r, then the relay sequentially transmits them to the proper destinations, i.e., r → 0 , r →
1, · · · , r → m.
The FMABC, PMABC, FTDBC, and PTDBC protocols describe the temporal phases or divisions of the
transmission scheme but not what each node sends, or how its messages are encoded during those phases.
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Fig. 3. Four proposed half-duplex protocols - the time phases of the different protocols are seen; the encoders and decoders
in the different phases may vary.
We will exploit three types of coding schemes - network coding, random binning and user cooperation:
1) Network Coding: We will use network coding on a flow-by-flow (each flow consists of two bi-
directional messages Wi,0 and W0,i) basis to improve achievable rates. The relay r uses decode and
forward (DF) scheme for broadcasting the received signals. The relay r estimates {w0,i} and {wi,0}, at
the end of the multiple access period, and constructs wri = w0,i ⊕ wi,0, ∀i ∈ B. Next, the DF relay r
constructs wr = (wr1 , wr2 , · · · , wrm) and broadcasts xr(wr) during the broadcast period.
2) Random binning: Random binning is not only used in a Marton-like fashion but is further used
to exploit side-information from direct links in the PMABC, FTDBC and PTDBC protocols. We apply
random binning to combine, at an end user, the information received along from the direct link, and
that received along the relaying link. Similar to the TDBC protocol of the single pair case in [16], we
use random binning when the relay is transmitting to the destination nodes. Also, as in the Multi-Hop
Multi-Relay protocol in [15], each terminal node listens to the other terminal nodes’ signals whenever it
is not transmitting itself, thereby building up side-information which may be exploited in decoding its
own message after the relay broadcasting division/phase.
3) Cooperation between terminal nodes: As our channel model allows end users to over-hear the
transmissions of the base-station and other end-nodes when they are not transmitting, over-heard side
information is available at terminal nodes. This may be used to allow terminal nodes to cooperate in
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transmitting their messages. Cooperation is enabled through a compress and forward strategy in which
each terminal node in B compresses the signals received during the relay broadcast period using an
auxiliary message set, which it then transmits during the next multiple access period. If other nodes can
decode this auxiliary message, they are able to obtain the compressed received signals which in turn may
be used to decode messages from the relay.
To concretely illustrate how our cooperation strategy operates, we describe cooperation for the PMABC
protocol; the FTDBC protocol can be similarly constructed, and cooperation is impossible under the
FMABC and PTDBC protocols (as there are no overhead messages). We apply the sliding window and
Compress and Forward schemes when node i (∈ B) is transmitting: first, we divide the total time duration
into K+1 slots and each slot consists of m+1 phases. Every message wi,j is also divided into K blocks
as {wi,j|(1), · · · , wi,j|(K)}, and node i transmits {wi,j|(k)} during slot k and phase i (for PMABC). After
relay r broadcasts xr during slot k and phase m+1, node i compress yi to yˆi with auxiliary message set
{w{i},B}. Then node i broadcasts xi(wi,0|(k+1), w{i},B|(k)) during slot k + 1 and phase i except for the
first and last slots. During the first and last slot, i sends xi(wi,0|(1), 1) and xi(1, w{i},B|(K)), respectively.
In general, joint typicality is non-transitive. However, by using strong joint-typicality, and the fact that
for the distributions of interest x→ y → yˆ, we will be able to argue joint typicality between x and yˆ by the
Markov lemma (Lemma 4.1 in [2]). If node j (∈ B , j 6= i) can decode w˜{i},B|(k) at the end of slot k+1 and
phase i, node j can use the sequence yˆ(m+1)i (w{i},B|(k)) for decoding w˜0,j|(k). Let Jj be the set of nodes
whose message can be decoded by node j, i.e., Jj = {i|w˜{i},B|(k) = w{i},B|(k) ,∀k ∈ [1,K + 1]}. Then
node j uses the jointly typical sequences (x(m+1)r (wr),y(m+1)j , yˆ(m+1)Jj (wJj ,B|(k))) to decode w˜0,j|(k). Fig.
4 illustrates an example of the PMABC protocol with m = 2 terminal nodes (and hence four messages).
In the remainder of this paper, we will be considering a number of different protocols combined with
different encoding/decoding schemes. One of our goals is to determine whether all encoding schemes are
useful and if so, under what channel conditions certain protocols/encoding schemes out-perform others. In
Table I, we summarize the considered protocols and corresponding coding schemes. The indices/notation
should be read as “N” means Network coding, “R” means Random binning, and “C” means Cooperation
between end nodes. We will derive achievable rate regions for all protocols in the left hand column of
Table I and derive an outer bound for FMABC, PMABC, FTDBC and PTDBC separately. All outer
bounds are variations of cut-set outer bounds along the lines of [14]–[16].
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Fig. 4. An example of the PMABC protocol with m = 2 and cooperation.
TABLE I
PROTOCOLS AND CODING SCHEMES
Protocol Multiple Access Marton’s Broadcast Network coding Random binning User cooperation
Simplest – – – – –
FMABC X X – – –
FMABC-N X X X – –
PMABC X X – – –
PMABC-NR X X X X –
PMABC-NRC X X X X X
FTDBC – X – – –
FTDBC-NR – X X X –
FTDBC-NRC – X X X X
PTDBC X X – – –
PTDBC-NR X X X X –
III. EXTENSION OF MARTON’S INNER BOUND
Due to the presence of > 2 independent messages at the relay who will wish to broadcast messages
to the terminal and base-station nodes, for completeness, we first present a simple extension of Marton’s
achievable rate region for the 2 user discrete memoryless broadcast channel [27] to m independent
receivers in the absence of common information. This Theorem will be used in the derivation of the
achievable rate regions - where it will be carefully combined with the unique side-information available
in a bi-directional relay channel, i.e. each node has knowledge of its own message.
Theorem 1: [Extended Marton] An achievable rate region for sending independent information over
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the broadcast channel X → (Y1, Y2, · · · , Ym) is the closure of all points (R1, · · · , Rm) satisfying∑
i∈S
Ri <
∑
i∈S
I(Ui;Yi)− I(Ui;US(i)) ∀S ⊆ B (1)
over all joint distributions p(u1, · · · , um, x)p(y1, · · · , ym|x), over the alphabet ⊗mi=1 Ui×X ×⊗mi=1 Yi.
Proof: Random code generation: For ǫ > 0, n > 0 and i ∈ [1,m], generate n-length sequences
ui(wi0), wi0 ∈ {0, 1, · · · , ⌊2
n(I(Ui;Yi)−ǫ)⌋ − 1}, each with probability
P (ui) =


1
‖A(Ui)‖
, ui ∈ A(Ui)
0, otherwise.
(2)
where ‖A‖ is the size of the set A. Also define bin Bij := {wi0|wi0 ∈ [j · ⌊2n(I(Ui;Yi)−Ri−ǫ)⌋, (j + 1) ·
⌊2n(I(Ui;Yi)−Ri−ǫ)⌋ − 1]} for j ∈ {0, 1, · · · , ⌊2nRi⌋ − 1}.
Encoding: To transmit a pair of messages (w1, · · · , wm), pick a pair (w10, · · · , wm0) ∈
⊗m
i=1B
i
wi
which satisfies uS(wS0) ∈ A(US) ∀S ⊆ B, |S| > 1, where wS0 := {wi0|i ∈ S}. Such a (w10, · · · , wm0)
exists with high probability if
∑
i∈S
Ri <
∑
i∈S
(
I(Ui;Yi)− I(Ui;US(i))
)
− |S|ǫ− δ(ǫ) ∀S ⊆ B , |S| > 1 (3)
from Lemma 21 in the Appendix A. Then send an x which is jointly typical with (u1(w10), · · · ,um(wm0)).
Decoding: Receiver i decodes wi0 using jointly typical decoding of the sequence (ui,yi).
Error analysis: We have the following error events :
Een : there does not exist a pair (w10, · · · , wm0) ∈
⊗m
i=1B
i
wi
such that uS(wS0) ∈ A(US) , ∀S ⊆ B,
|S| > 1.
Eemp : (u1(w10), · · · ,um(wm0),x,y1, · · · ,ym) 6∈ A(U1 · · ·UmX Y1 · · · Ym).
Ei : there exists w˜i0 6= wi0 such that (ui0(w˜i0),yi) ∈ A(UiYi).
Then,
P [E] ≤P [Een] + P [Eemp] +
m∑
i=1
P [Ei] (4)
≤ǫ′ +
m∑
i=1
2n(Ri−I(Ui;Yi)+ǫ) (5)
Since ǫ > 0 is arbitrary, the conditions of Theorem 1 and the AEP property guarantee that the right
hand sides of (5) as n→∞.
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IV. ACHIEVABLE RATE REGIONS
We first derive achievable rate regions for the simplest, FMABC, PMABC, FTDBC, and PTDBC
protocols using only conventional (for comparison) multiple access channel (MAC) and broadcast channel
(BC) coding techniques - along the lines of Theorem 15.3.6 in [6] for the MAC and the extended Marton’s
region of Theorem 1 for the BC, as all protocols may be seen as combinations of MACs and BCs in
the different phases. Due to their simplicity, the proofs for these simple cases are omitted and may be
obtained as extensions of [14]–[16].
Subsequently, we ask whether these rate regions may be improved upon by using the more elaborate
coding techniques which exploit over-heard side information and own-message side-information as pre-
viously described: network coding, random binning and user cooperation. We then obtain achievable rate
regions for the different protocols using different combinations of encoding schemes. The proofs of the
schemes are included in the Appendix.
A. Simplest Protocol
Theorem 2: An achievable rate region of the half-duplex bi-directional relay channel under the simplest
protocol with decode and forward relaying is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B
satisfying
R{0},B < ∆1I(X
(1)
0
;Y
(1)
r ) (6)
Ri,0 < ∆i+1I(X
(i+1)
i ;Y
(i+1)
r ) (7)
RB,{0} < ∆m+2I(X
(m+2)
r ;Y
(m+2)
0
) (8)
R0,i < ∆m+i+2I(X
(m+i+2)
r ;Y
(m+i+2)
i ) (9)
for i ∈ B over all joint distributions ∏mi=0 p(i+1)(xi)p(m+i+2)(xr), over the alphabet ⊗mi=0Xi ×Xr.
B. FMABC Protocol
Theorem 3: An achievable rate region of the half-duplex bi-directional relay channel under the FMABC
protocol with decode and forward relaying is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B
satisfying
RS,M < ∆1I(X
(1)
S ;Y
(1)
r |X
(1)
S¯
, Q) (10)
RM,S <
∑
i∈S
∆2I(U
(2)
i ;Y
(2)
i )−∆2I(U
(2)
i ;U
(2)
S(i)) (11)
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for S ⊆ M over all joint distributions p(q)∏mi=0 p(1)(xi|q)p(2)(u0, · · · , um, xr), where Uj’s are the
auxiliary random variables with |Q| ≤ 2m+1 − 1 over the alphabet (
⊗m
i=0 Xi × Ui)× Xr ×Q.
C. FMABC-N Protocol
We consider the FMABC protocol in which Network coding is employed at the relay to combine
messages on a flow-by-flow basis - i.e. the message from node i(∈ B) to node 0 and vice-versa are
combined at the relay. In the following theorem, the Ui variables are the auxiliary random variables
similar to those seen in the extension of Marton’s region of Theorem 1.
Theorem 4: An achievable rate region of the half-duplex bi-directional relay channel under the FMABC-
N protocol with decode and forward relaying is the closure of the set of all points (R0,b, Rb,0) for all
b ∈ B satisfying
RS,M < ∆1I(X
(1)
S ;Y
(1)
r |X
(1)
S¯
, Q) (12)
R{0},T <
∑
i∈T
∆2I(U
(2)
i ;Y
(2)
i )−∆2I(U
(2)
i ;U
(2)
T (i)) (13)
RT,{0} < ∆2I(U
(2)
T ;Y
(2)
0
, U
(2)
T¯
) (14)
for S ⊆M and T ⊆ B over all joint distributions p(q)∏mi=0 p(1)(xi|q)p(2)(u1, · · · , um, xr), where Uj’s
are the auxiliary random variables with |Q| ≤ 2m+1−1 over the alphabet
⊗m
i=0Xi×
⊗m
j=1 Uj×Xr×Q.
The rigorous proof is provided in Appendix B. We note that for the FMABC protocol only FMABC
and FMABC-N (with network coding) are possible as there is no over-heard side information: during each
phase every node is either transmitting or receiving - none are just listening. Hence, Random Binning and
Cooperation schemes are impossible. Under the PMABC protocol however, Network Coding, Random
Binning and Cooperation are all possible. We describe protocols with Network coding and Random
binning, with and without Cooperation next.
D. PMABC Protocol
Theorem 5: An achievable rate region of the half-duplex bi-directional relay channel under the PMABC
protocol with decode and forward relaying is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B
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satisfying
R0,i < ∆iI(X
(i)
0
;Y
(i)
r |X
(i)
i , Q) (15)
Ri,0 < ∆iI(X
(i)
i ;Y
(i)
r |X
(i)
0
, Q) (16)
R0,i +Ri,0 < ∆iI(X
(i)
0
,X
(i)
i ;Y
(i)
r |Q) (17)
RM,S <
∑
i∈S
∆m+1I(U
(m+1)
i ;Y
(m+1)
i )−∆m+1I(U
(m+1)
i ;U
(m+1)
S(i) ) (18)
for i ∈ B and S ⊆ M over all joint distributions p(q)∏mi=1 p(i)(x0|q)p(i)(xi|q)p(m+1)(u0, · · · , um, xr),
where Uj’s are the auxiliary random variables with |Q| ≤ 3m over the alphabet (
⊗m
i=0 Xi×Ui)×Xr×Q.
E. PMABC-NR Protocol
We consider the PMABC protocol in which Network coding is employed at the relay to combine
messages on a flow-by-flow basis, along with Random Binning at the base-station node 0 to allow the
end-nodes to exploit information over-heard in the phases during which they are not transmitting. In
the following theorem, the Ui variables are the auxiliary random variables similar to those seen in the
extension of Marton’s region of Theorem 1, while V0i are auxiliary random variables used for binning
at the base-station node 0.
Theorem 6: An achievable rate region of the half-duplex bi-directional relay channel under the PMABC-
NR protocol is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},T +RS,{0} <
∑
s∈S
∆sI(V
(s)
0T ,X
(s)
s ;Y
(s)
r , V
(s)
0T¯
|Q) +
∑
s∈S¯
∆sI(V
(s)
0T ;Y
(s)
r , V
(s)
0T¯
|X(s)s , Q) (19)
R{0},S <
∑
i∈S
m∑
j=1
(
∆jI(V
(j)
0i ;Y
(j)
i |Q)−∆jI(V
(j)
0i ;V
(j)
0S(i)|Q)
)
+
∆m+1I(U
(m+1)
i ;Y
(m+1)
i )−∆m+1I(U
(m+1)
i ;U
(m+1)
S(i) ) (20)
RS,{0} < ∆m+1I(U
(m+1)
S ;Y
(m+1)
0
, U
(m+1)
S¯
) (21)
for all S, T ⊆ B over all joint distributions p(q)·[∏mi=1 p(i)(v01, · · · , v0m, x0|q)p(i)(xi|q)] ·p(m+1)(u1, · · · , um, xr),
where V0j are the Random binning auxiliary random variables at node 0, Uj’s are the auxiliary Marton-
like random variables used at node r and V0T := {V0s|s ∈ T} with |Q| ≤ 22m + 2m over the alphabet⊗m
i=0 Xi ×
⊗m
j=1 (V0j × Uj)× Xr ×Q.
The rigorous proof is provided in Appendix C.
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F. PMABC-NRC Protocol
We now allow the terminal nodes to Cooperate with each other in resolving the messages w0,i, ∀i ∈ B
- in addition to the flow-by-flow Network coding at the relay and the Random Binning at the base-station.
In the following theorem:
• The Ui variables are the auxiliary random variables similar to those seen in the extension of Marton’s
region of Theorem 1.
• The V0i are auxiliary random variables used for broadcasting at the base-station node 0.
• The Vi1 are the auxiliary random variables for transmitting new information from node i to node 0.
• The Vi2 are the auxiliary random variables for transmitting cooperative information from node i to
other terminal nodes in the set Ii, defined as the set of nodes which can decode yˆ(m+1)i (w{i},B) at the
end of transmission of node i. In a similar vein, Ji as the set of nodes whose quantized channel output
is used at node i. Thus, Ii and Ji satisfy Ii = {j|i ∈ Jj , ∀j}. Note that we will derive achievable
rate regions for given sets Ii and Ji and that the question of which sets are optimal will depend on the
choice of metric, and are left open - in evaluating our bounds we union over all possible choices of these
sets.
Theorem 7: An achievable rate region of the half-duplex bi-directional relay channel under the PMABC-
NRC protocol is the closure of the set of all points (R0,b, Rb,0) under given sets Ib and Jb for all b ∈ B
satisfying
R{0},S <
m∑
j=1
∆jI(V
(j)
0S ;Y
(j)
r , V
(j)
0S¯
|V
(j)
j1 , Q) (22)
Ri,0 < ∆iI(V
(i)
i1 ;Y
(i)
r |Q) (23)
R{0},S <
∑
i∈S

∑
j∈Ji
∆jI(V
(j)
0i ;Y
(j)
i |V
(j)
j2 , Q)−∆jI(V
(j)
0i ;V
(j)
0S(i)|Q)+
∑
j 6∈Ji
∆jI(V
(j)
0i ;Y
(j)
i |Q)−∆jI(V
(j)
0i ;V
(j)
0S(i)|Q)

+
∆m+1I(U
(m+1)
i ;Y
(m+1)
i , Yˆ
(m+1)
Ji
)−∆m+1I(U
(m+1)
i ;U
(m+1)
S(i) ) (24)
RS,{0} < ∆m+1I(U
(m+1)
S ;Y
(m+1)
0
, U
(m+1)
S¯
) (25)
Ri,0 < ∆iI(V
(i)
i1 ;Y
(i)
r |Q) + ∆iI(V
(i)
i2 ;Y
(i)
Imini
|Q)−
∆iI(V
(i)
i1 ;V
(i)
i2 |Q)−∆m+1I(Y
(m+1)
i ; Yˆ
(m+1)
i |Y
(m+1)
Imini
) (26)
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subject to
∆m+1I(Y
(m+1)
i ; Yˆ
(m+1)
i |Y
(m+1)
j ) < ∆iI(V
(i)
i2 ;Y
(i)
j |Q) for all j ∈ Ii (27)
where Imini = argminj∈Ii{∆iI(V
(i)
i2 ;Y
(i)
j |Q) − ∆m+1I(Y
(m+1)
i ; Yˆ
(m+1)
i |Y
(m+1)
j )} for all i ∈ B over
all joint distributions p(q) · (∏mi=1 p(i)(v01, · · · , v0m, x0|q)p(i)(vi1, vi2, xi|q)) ·p(m+1)(u1, · · · , um, xr) ·
p(m+1)(yB|xr) ·
(∏m
i=1 p
(m+1)(yˆi|yi)
)
, where V0i, Vi1, Vi2, Ui’s are the auxiliary random variables and
V0T := {V0s|s ∈ T} with |Q| ≤ 2m+1+m2+m+2 over the alphabet
⊗m
i=0Xi×
⊗m
j=1 (V0j × Vj1 × Vj2 × Uj)×
Xr ×Q.
Remark 8: (22) and (23) result from the multiple access period 3, while (24) and (25) result from
the relay broadcast period. Also, (26) and (27) result from the cooperation between terminal nodes. The
rigorous proof is provided in Appendix D.
G. FTDBC Protocol
Theorem 9: An achievable rate region of the half-duplex bi-directional relay channel under the FTDBC
protocol with decode and forward relaying is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B
satisfying
R{0},B < ∆1I(X
(1)
0
;Y
(1)
r ) (28)
Ri,0 < ∆i+1I(X
(i+1)
i ;Y
(i+1)
r ) (29)
RM,S <
∑
i∈S
∆m+2I(U
(m+2)
i ;Y
(m+2)
i )−∆m+2I(U
(m+2)
i ;U
(m+2)
S(i) ) (30)
for i ∈ B and S ⊆M over all joint distributions ∏mi=0 p(i+1)(xi)p(m+2)(u0, · · · , um, xr), where Uj’s are
the auxiliary random variables over the alphabet (
⊗m
i=0Xi × Ui)× Xr.
H. FTDBC-NR Protocol
We next consider the FTDBC protocol in which Network coding is employed at the relay to combine
messages on a flow-by-flow basis, along with Random Binning at the base-station node 0 to allow the
end-nodes to exploit information over-heard in the phases during which they are not transmitting. In
the following theorem, the Ui variables are the auxiliary random variables similar to those seen in the
extension of Marton’s region of Theorem 1, while V0i are auxiliary random variables used for broadcasting
at the base-station node 0.
3(22) and (23) are suboptimal for multiple access channel. Generally this is the channel in which two transmitters are
simultaneously broadcasting to multiple receivers. We introduce a simpler suboptimal scheme here and leave the optimization
for the future work.
November 2, 2018 DRAFT
19
Fig. 5. A diagram of encoders in the FTDBC-NR protocol with 1
n
logL0i = ∆1I(V
(1)
0i ;Y
(1)
i )+R0,i:1−R0,i,
1
n
logH0,i = R0,i,
1
n
logLri = ∆m+2I(U
(m+2)
i ;Y
(m+2)
i ) − R0,i:1 and 1n logHri = max{R0,i:1, Ri,0:1} for all i ∈ [1, m]. Also, B
i
w0,i
is the
subset (bin) of the set {w0,i:2} indexed by w0,i. Similarly, Ciwi is the subset (bin) of the set {wri} indexed by wi.
Theorem 10: An achievable rate region of the half-duplex bi-directional relay channel under the
FTDBC-NR protocol is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},S < ∆1I(V
(1)
0S ;Y
(1)
r , V
(1)
0S¯
) (31)
Ri,0 < ∆i+1I(X
(i+1)
i ;Y
(i+1)
r ) (32)
R{0},S <
∑
i∈S
∆1I(V
(1)
0i ;Y
(1)
i )−∆1I(V
(1)
0i ;V
(1)
0S(i))+
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∆m+2I(U
(m+2)
i ;Y
(m+2)
i )−∆m+2I(U
(m+2)
i ;U
(m+2)
S(i) ) (33)
RS,{0} <
∑
i∈S
∆i+1I(X
(i+1)
i ;Y
(i+1)
0
) + ∆m+2I(U
(m+2)
S ;Y
(m+2)
0
, U
(m+2)
S¯
) (34)
for all i ∈ B and S ⊆ B over all joint distributions p(1)(v01, · · · , v0m, x0) ·
(∏m
j=1 p
(j+1)(xj)
)
·
p(m+2)(u1, · · · , um, xr), where V0j , Uj’s are the auxiliary random variables and V0T := {V0s|s ∈ T} over
the alphabet
⊗m
i=0 Xi ×
⊗m
j=1(V0j × Uj)× Xr.
Remark 11: (31) and (32) correspond to the transmissions from M to the relay r, while (33) – (34)
correspond to the relay broadcast phase. An example of the encoding is provided in Fig. 5, where we
see the different auxiliary random variables at nodes 0, i and the relay r. The rigorous proof is provided
in Appendix E.
I. FTDBC-NRC protocol
We allow the terminal nodes to Cooperate with each other in resolving the messages w0,i, ∀i ∈ B - in
addition to the flow-by-flow Network coding at the relay and the Random Binning at the base-station. In
the following theorem the interpretations of the auxiliary random variables Ui, V0i, Vi1, Vi2 are the same
as those of Theorem 7.
Theorem 12: An achievable rate region of the half-duplex bi-directional relay channel under the
FTDBC-NRC protocol is the closure of the set of all points (R0,b, Rb,0) under given sets Ib and Jb
for all b ∈ B satisfying
R{0},S < ∆1I(V
(1)
0S ;Y
(1)
r , V
(1)
0S¯
) (35)
Ri,0 < ∆i+1I(V
(i+1)
i1 ;Y
(i+1)
r ) (36)
R{0},S <
∑
i∈S
∆1I(V
(1)
0i ;Y
(1)
i )−∆1I(V
(1)
0i ;V
(1)
0S(i))+
∆m+2I(U
(m+2)
i ;Y
(m+2)
i , Yˆ
(m+2)
Ji
)−∆m+2I(U
(m+2)
i ;U
(m+2)
S(i) ) (37)
RS,{0} <
∑
i∈S
∆i+1I(V
(i+1)
i1 ;Y
(i+1)
0
) + ∆m+2I(U
(m+2)
S ;Y
(m+2)
0
, U
(m+2)
S¯
) (38)
Ri,0 < ∆i+1I(V
(i+1)
i1 ;Y
(i+1)
r ) + ∆i+1I(V
(i+1)
i2 ;Y
(i+1)
Imini
)−
∆i+1I(V
(i+1)
i1 ;V
(i+1)
i2 )−∆m+2I(Y
(m+2)
i ; Yˆ
(m+2)
i |Y
(m+2)
Imini
) (39)
subject to
∆m+2I(Y
(m+2)
i ; Yˆ
(m+2)
i |Y
(m+2)
j ) < ∆i+1I(V
(i+1)
i2 ;Y
(i+1)
j ) for all j ∈ Ii (40)
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where Imini = argminj∈Ii{∆i+1I(V
(i+1)
i2 ;Y
(i+1)
j )−∆m+2I(Y
(m+2)
i ; Yˆ
(m+2)
i |Y
(m+2)
j )} for all i ∈ B and
S ⊆ B over all joint distributions p(1)(v01, · · · , v0m, x0)
∏m
j=1 p
(j+1)(vj1, vj2, xj) p
(m+2)(u1, · · · , um, xr)
p(m+2)(yB|xr) ·
∏m
k=1 p
(m+2)(yˆk|yk), where V0j , Vj1, Vj2, Uj’s are the auxiliary random variables and
V0T := {V0s|s ∈ T} over the alphabet
⊗m
i=0 Xi ×
⊗m
j=1(V0j × Vj1 × Vj2 × Uj)× Xr.
Proof outline : The proof of Theorem 12 follows the same argument as the proof of Theorem 3 in
[16] and Theorem 7.
J. PTDBC Protocol
Theorem 13: An achievable rate region of the half-duplex bi-directional relay channel under the
PTDBC protocol with decode and forward relaying is the closure of the set of all points (R0,b, Rb,0) for
all b ∈ B satisfying
R{0},B < ∆1I(X
(1)
0
;Y
(1)
r ) (41)
RT,{0} < ∆2I(X
(2)
T ;Y
(2)
r |X
(2)
T¯
, Q) (42)
RM,S <
∑
i∈S
∆3I(U
(3)
i ;Y
(3)
i )−∆3I(U
(3)
i ;U
(3)
S(i)) (43)
for S ⊆ M and T ⊆ B over all joint distributions p(q)p(1)(x0|q)
∏m
i=1 p
(2)(xi|q)p
(3)(u0, · · · , um, xr),
where Uj’s are the auxiliary random variables with |Q| ≤ 2m−1 over the alphabet (
⊗m
i=0Xi×Ui)×Xr×Q.
K. PTDBC-NR Protocol
We next consider the PTDBC protocol in which Network coding is employed at the relay to combine
messages on a flow-by-flow basis, along with Random Binning at the base-station node 0 to allow the
end-nodes to exploit information over-heard in the phases during which they are not transmitting.
Theorem 14: An achievable rate region of the half-duplex bi-directional relay channel under the
PTDBC-NR protocol is the closure of the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},S < ∆1I(V
(1)
0S ;Y
(1)
r , V
(1)
0S¯
) (44)
RS,{0} < ∆2I(X
(2)
S ;Y
(2)
r |X
(2)
S¯
, Q) (45)
R{0},S <
∑
i∈S
∆1I(V
(1)
0i ;Y
(1)
i )−∆1I(V
(1)
0i ;V
(1)
0S(i)) + ∆3I(U
(3)
i ;Y
(3)
i )−∆3I(U
(3)
i ;U
(3)
S(i)) (46)
RS,{0} < ∆2I(X
(2)
S ;Y
(2)
0
|X
(2)
S¯
, Q) + ∆3I(U
(3)
S ;Y
(3)
0
, U
(3)
S¯
) (47)
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for all S ⊆ B over all joint distributions p(q)p(1)(v01, · · · , v0m, x0) ·
(∏m
j=1 p
(2)(xj |q)
)
·
p(3)(u1, · · · , um, xr), where V0j , Uj’s are the auxiliary random variables and V0T := {V0s|s ∈ T} with
|Q| ≤ 2m − 1 over the alphabet
⊗m
i=0 Xi ×
⊗m
j=1(V0j × Uj)× Xr ×Q.
Remark 15: (44) and (45) correspond to the transmissions from M to the relay r, while (46) – (47)
correspond to the relay broadcast phase. The proof of Theorem 14 follows the same argument as the
proof of Theorem 3 in [16] and Theorem 6.
V. OUTER BOUNDS
We now derive outer bounds for the FMABC, PMABC, FTDBC and PTDBC protocols using the
following cut-set bound lemma tailored to multi-phase protocols first derived in [16], and included for
completeness. Given subsets S, T ⊆M = {1, 2, · · · ,m}, and S¯ :=M\S, we define WS,T := {Wi,j |i ∈
S, j ∈ T} and RS,T = limn→∞ 1nH(WS,T ).
Lemma 16: If in some network the information rates {Ri,j} are achievable for a protocol P with
relative phase durations {∆ℓ}, then for every ǫ > 0 and all S ⊂M
RS,S¯ ≤
∑
ℓ
∆ℓI(X
(ℓ)
S ;Y
(ℓ)
S¯
|X
(ℓ)
S¯
, Q) + ǫ, (48)
for a family of conditional distributions p(ℓ)(x1, x2, . . . , xm|q) and a discrete time-sharing random variable
Q with distribution p(q). Furthermore, each p(ℓ)(x1, x2, . . . , xm|q)p(q) must satisfy the constraints of
phase ℓ of protocol P.
The FMABC, PMABC, FTDBC and PTDBC outer bounds are obtained by applying the above lemma
to the different protocols; in each protocol the “cuts” will look different depending on what nodes are
permitted to transmit during each phase, leading to different outer bound regions.
A. FMABC protocol
Theorem 17: (Outer bound) The capacity region of the half-duplex bi-directional relay channel under
the FMABC protocol is outer bounded by the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},B ≤ ∆1I(X
(1)
0
;Y
(1)
r |X
(1)
B , Q) (49)
RB,{0} ≤ ∆2I(X
(2)
r ;Y
(2)
0
) (50)
RS,{0} ≤ ∆1I(X
(1)
S ;Y
(1)
r |X
(1)
S¯
,X
(1)
0
, Q) (51)
R{0},S ≤ ∆2I(X
(2)
r ;Y
(2)
S ) (52)
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for all choices of the joint distribution p(q)∏mi=0 p(1)(xi|q) p(2)(xr) with |Q| ≤ 2m over the restricted
alphabet
⊗m
i=0Xi ×Xr ×Q for all possible S ⊆ B.
Proof: For every S ⊆ B, there exist 4 types of cut-sets: S1 = {0}∪S, S2 = {r}∪S, S3 = {0, r}∪S
and S4 = S, with corresponding rate pairs RS,{0} and R{0},S . By definition of the FMABC protocol,
Y
(1)
M = X
(1)
r = ∅ (53)
X
(2)
M = Y
(2)
r = ∅. (54)
Thus, the corresponding outer bounds for a given subset S are:
S1 : R{0},S¯ ≤ ∆1I(X
(1)
0
,X
(1)
S ;Y
(1)
r |X
(1)
S¯
, Q) + ǫ, (55)
S2 : RS,{0} ≤ ∆2I(X
(2)
r ;Y
(2)
0
, Y
(2)
S¯
) + ǫ, (56)
S3 : R{0},S¯ ≤ ∆2I(X
(2)
r ;Y
(2)
S¯
) + ǫ, (57)
S4 : RS,{0} ≤ ∆1I(X
(1)
S ;Y
(1)
r |X
(1)
S¯
,X
(1)
0
, Q) + ǫ, (58)
In (55), we have
R{0},S¯ ≤ R{0},B (59)
≤ ∆1I(X
(1)
0
;Y
(1)
r |X
(1)
B , Q) + ǫ (60)
= ∆1I(X
(1)
0
;Y
(1)
r |X
(1)
S ,X
(1)
S¯
, Q) + ǫ (61)
≤ ∆1I(X
(1)
0
,X
(1)
S ;Y
(1)
r |X
(1)
S¯
, Q) + ǫ (62)
Similarly, in (56), we have
RS,{0} ≤ RB,{0} (63)
≤ ∆2I(X
(2)
r ;Y
(2)
0
) + ǫ (64)
≤ ∆2I(X
(2)
r ;Y
(2)
0
, Y
(2)
S¯
) + ǫ (65)
Thus, the following inequalities capture all possible S1’s and S2’s, respectively.
R{0},B ≤ ∆1I(X
(1)
0
;Y
(1)
r |X
(1)
B , Q) + ǫ (66)
RB,{0} ≤ ∆2I(X
(2)
r ;Y
(2)
0
) + ǫ (67)
Since ǫ > 0 is arbitrary, (58), (66), (67) and (57) yield Theorem 17. By Fenchel-Bunt’s extension of the
Carathe´odory theorem in [12], it is sufficient to restrict |Q| ≤ 2m.
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B. PMABC protocol
Theorem 18: (Outer bound) The capacity region of the half-duplex bi-directional relay channel under
the PMABC protocol is outer bounded by the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},B ≤
m∑
i=1
∆iI(X
(i)
0
;Y
(i)
r |X
(i)
i , Q) (68)
RB,{0} ≤ ∆m+1I(X
(m+1)
r ;Y
(m+1)
0
) (69)
RS,{0} ≤
∑
i∈S
∆iI(X
(i)
i ;Y
(i)
r , Y
(i)
S¯
|X
(i)
0
, Q) (70)
R{0},S ≤
∑
i∈S¯
∆iI(X
(i)
0
,X
(i)
i ;Y
(i)
S |Q) +
∑
i∈S
∆iI(X
(i)
0
;Y
(i)
S\{i}|X
(i)
i , Q)+
∆m+1I(X
(m+1)
r ;Y
(m+1)
S ) (71)
for all choices of the joint distribution p(q)∏mi=1 p(i)(x0|q)p(i)(xi|q)p(m+1)(xr) with |Q| ≤ 2m+1 − 1
over the restricted alphabet
⊗m
i=0Xi × Xr ×Q for all possible S ⊆ B.
Proof outline : The proof of Theorem 18 follows the same argument as the proof of Theorem 17.
C. FTDBC protocol
Theorem 19: (Outer bound) The capacity region of the half-duplex bi-directional relay channel under
the FTDBC protocol is outer bounded by the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},S ≤ min

∆1I(X(1)0 ;Y (1)r , Y (1)S ) +
∑
i∈S¯
∆i+1I(X
(i+1)
i ;Y
(i+1)
r , Y
(i+1)
S ),
∆1I(X
(1)
0
;Y
(1)
S ) +
∑
i∈S¯
∆i+1I(X
(i+1)
i ;Y
(i+1)
S ) + ∆m+2I(X
(m+2)
r ;Y
(m+2)
S )

 (72)
RS,{0} ≤ min
{∑
i∈S
∆i+1I(X
(i+1)
i ;Y
(i+1)
0
, Y
(i+1)
S¯
) + ∆m+2I(X
(m+2)
r ;Y
(m+2)
0
, Y
(m+2)
S¯
),
∑
i∈S
∆i+1I(X
(i+1)
i ;Y
(i+1)
0
, Y
(i+1)
S¯
, Y
(i+1)
r )
}
(73)
for all choices of the joint distribution ∏mi=0 p(i+1)(xi) p(m+2)(xr) over the restricted alphabet⊗mi=0Xi×
Xr for all possible S ⊆ B.
Proof outline : The proof of Theorem 19 follows the same argument as the proof of Theorem 17.
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D. PTDBC protocol
Theorem 20: (Outer bound) The capacity region of the half-duplex bi-directional relay channel under
the PTDBC protocol is outer bounded by the set of all points (R0,b, Rb,0) for all b ∈ B satisfying
R{0},S ≤ min
{
∆1I(X
(1)
0
;Y
(1)
r , Y
(1)
S ) + ∆2I(X
(2)
S¯
;Y
(2)
r |X
(2)
S , Q),
∆1I(X
(1)
0
;Y
(1)
S ) + ∆3I(X
(3)
r ;Y
(3)
S )
}
(74)
RS,{0} ≤ min
{
∆2I(X
(2)
S ;Y
(2)
0
|X
(2)
S¯
, Q) + ∆3I(X
(2)
r ;Y
(2)
0
, Y
(2)
S¯
),
∆2I(X
(2)
S ;Y
(2)
0
, Y
(2)
r |X
(2)
S¯
, Q)
}
(75)
for all choices of the joint distribution p(q)p(1)(x0)∏mi=1 p(2)(xi|q) p(3)(xr) with |Q| ≤ 2m − 1 over the
restricted alphabet
⊗m
i=0Xi × Xr ×Q for all possible S ⊆ B.
Proof outline : The proof of Theorem 20 follows the same argument as the proof of Theorem 17.
These outer bounds will be evaluated in Gaussian noise, as described next.
VI. GAUSSIAN NOISE CHANNEL
In this section, we evaluate the achievable rate regions and outer bounds obtained in the previous
section to an AWGN channel. To do so, we assume an additive white Gaussian noise (AWGN) channel
model, assume Gaussian input distributions for the achievability schemes, which may or may not be
optimal, and evaluate the mutual information terms. The resulting rate regions are indeed quite complex:
our goals are to demonstrate, at least under Gaussian input distributions, that:
• Network coding, Random Binning, and Cooperation all improve the rate regions over simpler schemes
which employ standard multiple access and broadcast channel coding schemes.
• There are no inclusion relationships between FMABC, PMABC, FTDBC and PTDBC regions.
Furthermore, we include entirely the somewhat laborious analytical expressions in the Gaussian noise
regime; we hope that these expressions may be of use to the further exploration of the obtained regions
in for example the high or low SNR regimes, which is the subject of current investigation [20].
A. Channel model
The corresponding mathematical channel model is, for each channel use k :
Y[k] = HX[k] + Z[k] (76)
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where,
Y[k] =


Y0[k]
Y1[k]
.
.
.
Ym[k]
Yr[k]


, X[k] =


X0[k]
X1[k]
.
.
.
Xm[k]
Xr[k]


, Z[k] =


Z0[k]
Z1[k]
.
.
.
Zm[k]
Zr[k]


(77)
and
H =


0 h0,1 · · · h0,r
h1,0 0 · · · h1,r
.
.
.
.
.
.
.
.
.
.
.
.
hr,0 hr,1 · · · 0


(78)
where Y[k], X[k] and Z[k] are in (C∗)(m+2)×1 = (C∪ {∅})(m+2)×1, and H ∈ C(m+2)×(m+2). In phase
ℓ, if node i is in transmission mode Xi[k] follows the input distribution X(ℓ)i ∼ CN (0, Pi). Otherwise,
Xi[k] = ∅, which means that the input symbol does not exist in the above mathematical channel model.
hi,j is the effective channel gain between transmitter i and receiver j. We assume that each node is
fully aware of the channel gains, i.e., full CSI. The noise at all receivers is independent, of unit power,
additive, white Gaussian, complex and circularly symmetric. For convenience of analysis, we also define
the function C(x) := log2(1 + x).
For the simplest case m = 2, we get the following achievable rate regions for the Gaussian channel
from Theorems 3 ∼ 14. For the analysis of the cooperation scheme, we assume Yˆ1 are zero mean
Gaussians and define Py := E[Y 21 ] , Pyˆ := E[Yˆ 21 ] and σy := E[Yˆ1Y1]. Then the relation between the
received Y1 and the compressed Yˆ1 are given by the following equivalent channel model:
Yˆ1[k] = h11ˆY1[k] + Z1ˆ[k] (79)
where h
11ˆ
= σy
Py
and Z
1ˆ
∼ CN (0, Pyˆ −
σ2y
Py
). We note that in the following, Pyˆ and σy are unknown
variables corresponding to the quantization which we numerically optimize. For convenience of analysis,
we assume that |hr,1| > |hr,2|, |h0,1| > |h0,2| and |h1,r| > |h1,2|. Since the given channel is degraded as
Xr → Y1 → Y2, I1 = {2} and I2 = ∅.
B. Achievable rate regions in the Gaussian channel with m = 2
We apply the bounds found in previous sections to the Gaussian channel with three terminal nodes
(0, 1, 2) and one relay node (r). The detail evaluations of necessary mutual information terms are defined
in Appendix F.
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• Simplest Protocol
From (6)
{
R0,1 +R0,2 < ∆1C(|h0,r|
2P0) (80)
From (7)

 R1,0 < ∆2C(|h1,r|
2P1)
R2,0 < ∆3C(|h2,r|
2P2)
(81)
From (8)
{
R1,0 +R2,0 < ∆4C(|hr,0|
2Pr) (82)
From (9)

 R0,1 < ∆5C(|hr,1|
2Pr)
R0,2 < ∆6C(|hr,2|
2Pr)
(83)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, ∆4, ∆5 and ∆6 for the given channel
mutual informations to maximize the achievable rate regions.
• FMABC Protocol
From (10)


R0,1 +R0,2 < ∆1C(|h0,r|
2P0)
R1,0 < ∆1C(|h1,r|
2P1)
R2,0 < ∆1C(|h2,r|
2P2)
R0,1 +R0,2 +R1,0 < ∆1C(|h0,r|
2P0 + |h1,r|
2P1)
R0,1 +R0,2 +R2,0 < ∆1C(|h0,r|
2P0 + |h2,r|
2P2)
R1,0 +R2,0 < ∆1C(|h1,r|
2P1 + |h2,r|
2P2)
R0,1 +R0,2 +R1,0 +R2,0 < ∆1C(|h0,r|
2P0 + |h1,r|
2P1 + |h2,r|
2P2)
(84)
From (11)


R1,0 +R2,0 < ∆2CB(Pr, hr,0, λ¯
(2)
r1 , β¯
(2)
r )
R0,1 < ∆2CB(Pr, hr,0, λ¯
(2)
r2 , β¯
(2)
r )
R0,2 < ∆2CB(Pr, hr,0, λ¯
(2)
r3 , β¯
(2)
r )
R1,0 +R2,0 +R0,1 < ∆2(CB(Pr, hr,0, λ¯
(2)
r1 , β¯
(2)
r ) + CB(Pr, hr,0, λ¯
(2)
r2 , β¯
(2)
r ))−
∆2CBE(λ¯
(2)
r1 , λ¯
(2)
r2 , β¯
(2)
r )
R1,0 +R2,0 +R0,2 < ∆2(CB(Pr, hr,0, λ¯
(2)
r1 , β¯
(2)
r ) + CB(Pr, hr,0, λ¯
(2)
r3 , β¯
(2)
r ))−
∆2CBE(λ¯
(2)
r1 , λ¯
(2)
r3 , β¯
(2)
r )
R0,1 +R0,2 < ∆2(CB(Pr, hr,0, λ¯
(2)
r2 , β¯
(2)
r ) +CB(Pr, hr,0, λ¯
(2)
r3 , β¯
(2)
r ))−
∆2CBE(λ¯
(2)
r2 , λ¯
(2)
r3 , β¯
(2)
r )
R1,0 +R2,0 +R0,1 +R0,2 < ∆2(CB(Pr, hr,0, λ¯
(2)
r1 , β¯
(2)
r ) + CB(Pr, hr,0, λ¯
(2)
r2 , β¯
(2)
r )+
CB(Pr, hr,0, λ¯
(2)
r3 , β¯
(2)
r )− CBE2(λ¯
(2)
r3 , λ¯
(2)
r1 , λ¯
(2)
r2 , β¯
(2)
r )− CBE(λ¯
(2)
r1 , λ¯
(2)
r2 , β¯
(2)
r ))
(85)
To obtain the regions numerically, we optimize ∆1, ∆2, Λ(2)r and β¯(2)r for the given channel mutual
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informations to maximize the achievable rate regions.
• FMABC-N Protocol
From (12)


R0,1 +R0,2 < ∆1C(|h0,r|
2P0)
R1,0 < ∆1C(|h1,r|
2P1)
R2,0 < ∆1C(|h2,r|
2P2)
R0,1 +R0,2 +R1,0 < ∆1C(|h0,r|
2P0 + |h1,r|
2P1)
R0,1 +R0,2 +R2,0 < ∆1C(|h0,r|
2P0 + |h2,r|
2P2)
R1,0 +R2,0 < ∆1C(|h1,r|
2P1 + |h2,r|
2P2)
R0,1 +R0,2 +R1,0 +R2,0 < ∆1C(|h0,r|2P0 + |h1,r|2P1 + |h2,r|2P2)
(86)
From (13)


R0,1 < ∆2CB(Pr, hr,1, λ¯
(2)
r1 , β¯
(2)
r )
R0,2 < ∆2CB(Pr, hr,2, λ¯
(2)
r2 , β¯
(2)
r )
R0,1 +R0,2 < ∆2(CB(Pr, hr,1, λ¯
(2)
r1 , β¯
(2)
r ) + CB(Pr, hr,2, λ¯
(2)
r2 , β¯
(2)
r )−
CBE(λ¯
(2)
r1 , λ¯
(2)
r2 , β¯
(2)
r ))
(87)
From (14)


R1,0 < ∆2CC(Pr, hr,0, λ¯
(2)
r1 , λ¯
(2)
r2 , β¯
(2)
r )
R2,0 < ∆2CC(Pr, hr,0, λ¯
(2)
r2 , λ¯
(2)
r1 , β¯
(2)
r )
R1,0 +R2,0 < ∆2C(|hr,0|
2Pr)
(88)
To obtain the regions numerically, we optimize ∆1, ∆2, Λ(2)r and β(2)r for the given channel mutual
informations to maximize the achievable rate regions.
• PMABC Protocol
From (15)

 R0,1 < ∆1C(|h0,r|
2P0)
R0,2 < ∆2C(|h0,r|
2P0)
(89)
From (16)

 R1,0 < ∆1C(|h1,r|
2P1)
R2,0 < ∆2C(|h2,r|
2P2)
(90)
From (17)

 R0,1 +R1,0 < ∆1C(|h0,r|
2P0 + |h1,r|
2P1)
R0,2 +R2,0 < ∆2C(|h0,r|
2P0 + |h2,r|
2P2)
(91)
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From (18)


R1,0 +R2,0 < ∆3CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r )
R0,1 < ∆3CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r )
R0,2 < ∆3CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r )
R1,0 +R2,0 +R0,1 < ∆3(CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r ))−
∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
R1,0 +R2,0 +R0,2 < ∆3(CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r ))−
∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r3 , β¯
(3)
r )
R0,1 +R0,2 < ∆3(CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r ) +CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r ))−
∆3CBE(λ¯
(3)
r2 , λ¯
(3)
r3 , β¯
(3)
r )
R1,0 +R2,0 +R0,1 +R0,2 < ∆3(CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r )+
CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r )− CBE2(λ¯
(3)
r3 , λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )− CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r ))
(92)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, Λ(3)r and β¯(3)r for the given channel
mutual informations to maximize the achievable rate regions.
• PMABC-NR Protocol
From (19)


R1,0 < ∆1C(|h1,r|
2P1)
R2,0 < ∆2C(|h2,r|
2P2)
R0,1 < ∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β
(1)
0
) + ∆2CC(P0, h0,r, λ¯
(2)
01 , λ¯
(2)
02 , β
(2)
0
)
R0,1 +R1,0 < ∆1CM (P1, P0, h1,r, h0,r, λ¯
(1)
02 , β¯
(1)
0
)+
∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
) + ∆2CC(P0, h0,r, λ¯
(2)
01 , λ¯
(2)
02 , β¯
(2)
0
)
R0,1 +R2,0 < ∆2CM (P2, P0, h2,r, h0,r, λ¯
(2)
02 , β¯
(2)
0
)+
∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
) + ∆2CC(P0, h0,r, λ¯
(2)
01 , λ¯
(2)
02 , β¯
(2)
0
)
R0,1 +R1,0 +R2,0 < ∆1CM (P1, P0, h1,r, h0,r, λ¯
(1)
02 , β
(1)
0
)+
∆2CM(P2, P0, h2,r, h0,r, λ¯
(2)
02 , β¯
(2)
0
)+
∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)+
∆2CC(P0, h0,r, λ¯
(2)
01 , λ¯
(2)
02 , β¯
(2)
0
)
R0,2 < ∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
) + ∆2CC(P0, h0,r, λ¯
(2)
02 , λ¯
(2)
01 , β¯
(2)
0
)
R0,2 +R1,0 < ∆1CM (P1, P0, h1,r, h0,r, λ¯
(1)
01 , β¯
(1)
0
)+
∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
) + ∆2CC(P0, h0,r, λ¯
(2)
02 , λ¯
(2)
01 , β¯
(2)
0
)
(93)
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From (19)


R0,2 +R2,0 < ∆2CM (P2, P0, h2,r, h0,r, λ¯
(2)
01 , β¯
(2)
0
)+
∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
) + ∆2CC(P0, h0,r, λ¯
(2)
02 , λ¯
(2)
01 , β¯
(2)
0
)
R0,2 +R1,0 +R2,0 < ∆1CM (P1, P0, h1,r, h0,r, λ¯
(1)
01 , β¯
(1)
0
)+
∆2CM(P2, P0, h2,r, h0,r, λ¯
(2)
01 , β¯
(2)
0
)+
∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
)+
∆2CC(P0, h0,r, λ¯
(2)
02 , λ¯
(2)
01 , β¯
(2)
0
)
R0,1 +R0,2 < ∆1C(|h0,r|
2P0) + ∆2C(|h0,r|
2P0)
R0,1 +R0,2 +R1,0 < ∆1C(|h0,r|
2P0 + |h1,r|
2P1) + ∆2C(|h0,r|
2P0)
R0,1 +R0,2 +R2,0 < ∆1C(|h0,r|
2P0) + ∆2C(|h0,r|
2P0 + |h2,r|
2P2)
R0,1 +R0,2 +R1,0 +R2,0 < ∆1C(|h0,r|
2P0 + |h1,r|
2P1) + ∆2C(|h0,r|
2P0 + |h2,r|
2P2)
(94)
From (20)


R0,1 < ∆2CBI(P0, P2, h0,1, h2,1, λ¯
(2)
01 , β¯
(2)
0
) + ∆3CB(Pr, hr,1, λ¯
(3)
r1 , β¯
(3)
r )
R0,2 < ∆1CBI(P0, P1, h0,2, h1,2, λ¯
(1)
02 , β¯
(1)
0
) + ∆3CB(Pr, hr,2, λ¯
(3)
r2 , β¯
(3)
r )
R0,1 +R0,2 < ∆1CBI(P0, P1, h0,2, h1,2, λ¯
(1)
02 , β¯
(1)
0
)+
∆2CBI(P0, P2, h0,1, h2,1, λ¯
(2)
01 , β¯
(2)
0
)+
∆3(CB(Pr, hr,1, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,2, λ¯
(3)
r2 , β¯
(3)
r ))−
∆1CBE(λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)−∆2CBE(λ¯
(2)
01 , λ¯
(2)
02 , β¯
(2)
0
)−
∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
(95)
From (21)


R1,0 < ∆3CC(Pr, hr,0, λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
R2,0 < ∆3CC(Pr, hr,0, λ¯
(3)
r2 , λ¯
(3)
r1 , β¯
(3)
r )
R1,0 +R2,0 < ∆3C
(
|hr,0|
2Pr
) (96)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, Λ(1)0 , β¯
(1)
0
, Λ
(2)
0
, β¯
(2)
0
, Λ
(3)
r and β¯(3)r ,
for the given channel mutual informations to maximize the achievable rate regions.
• PMABC-NRC Protocol
From (22)


R0,1 < ∆1CCI(P0, P1, h0,r, h1,r, λ¯
(1)
01 , λ¯
(1)
02 , λ¯
(1)
11 , β¯
(1)
0
, β¯
(1)
1
)+
∆2CCI(P0, P1, h0,r, h2,r, λ¯
(2)
01 , λ¯
(2)
02 , 1, β
(2)
0
, 1)
R0,2 < ∆1CCI(P0, P1, h0,r, h1,r, λ¯
(1)
02 , λ¯
(1)
01 , λ¯
(1)
11 , β¯
(1)
0
, β¯
(1)
1
)+
∆2CCI(P0, P1, h0,r, h2,r, λ¯
(2)
02 , λ¯
(2)
01 , 1, β¯
(2)
0
, 1)
R0,1 +R0,2 < ∆1CM (P0, P1, h0,r, h1,r, λ¯
(1)
11 , β¯
(1)
1
) + ∆2C(|h0,r|
2P0)
(97)
From (23)

 R1,0 < ∆1CBI(P1, P0, h1,r, h0,r, λ¯
(1)
11 , β¯
(1)
1
)
R2,0 < ∆2CBI(P2, P0, h2,r, h0,r, 1, 1)
(98)
November 2, 2018 DRAFT
31
From (24)


R0,1 < ∆2CBI(P0, P2, h0,1, h2,1, λ¯
(2)
01 , β¯
(2)
0
) + ∆3CB(Pr, hr,1, λ¯
(3)
r1 , β¯
(3)
r )
R0,2 < ∆1CBM (P0, P1, h0,2, h1,2, λ¯
(1)
02 , λ¯
(1)
12 , β¯
(1)
0
, β¯
(1)
1
)+
∆3CBC(Pr, hr,1, hr,2, λ¯
(3)
r2 , β¯
(3)
r , P1ˆ, σ1)
R0,1 +R0,2 < ∆1CBM (P0, P1, h0,2, h1,2, λ¯
(1)
02 , λ¯
(1)
12 , β¯
(1)
0
, β¯
(1)
1
)+
∆2CBI(P0, P2, h0,1, h2,1, λ¯
(2)
01 , β¯
(2)
0
)+
∆3(CB(Pr, hr,1, λ¯
(3)
r1 , β¯
(3)
r ) +CBC(Pr, hr,1, hr,2, λ¯
(3)
r2 , β¯
(3)
r , P1ˆ, σ1))−
∆1CBE(λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)−∆2CBE(λ¯
(2)
01 , λ¯
(2)
02 , β¯
(2)
0
)−
∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
(99)
From (25)


R1,0 < ∆3CC(Pr, hr,0, λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
R2,0 < ∆3CC(Pr, hr,0, λ¯
(3)
r2 , λ¯
(3)
r1 , β¯
(3)
r )
R1,0 +R2,0 < ∆3C
(
|hr,0|
2Pr
) (100)
From (26)


R1,0 < ∆1CBI(P1, P0, h1,r, h0,r, λ¯
(1)
11 , β¯
(1)
1
)+
∆1CBI(P1, P0, h1,2, h0,2, λ¯
(1)
12 , β¯
(1)
1
)−
∆1CBE(λ¯
(1)
11 , λ¯
(1)
12 , β¯
(1)
1
)−∆3C
(
(σ1)2(1−P ∗∗)
P
1ˆ
(|hr,1|2+1)−(σ1)2
) (101)
From (27)
{
∆3C
(
(σ1)2(1−P ∗∗)
P
1ˆ
(|hr,1|2+1)−(σ1)2
)
< ∆1CBI(P1, P0, h1,2, h0,2, λ¯
(1)
12 , β¯
(1)
1
) (102)
where
P ∗∗ =
|hr,2|
2Pr
|hr,2|2Pr + 1
·
|hr,1|
2Pr
|hr,1|2Pr + 1
(103)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, Λ(1)0 , β¯
(1)
0
, Λ
(1)
1
, β¯
(1)
1
, Λ
(2)
0
, β¯
(2)
0
, Λ
(3)
r ,
β¯
(3)
r , P1ˆ and σ1 for the given channel mutual informations to maximize the achievable rate regions.
• FTDBC Protocol
From (28)
{
R0,1 +R0,2 < ∆1C(|h0,r|
2P0) (104)
From (29)

 R1,0 < ∆2C(|h1,r|
2P1)
R2,0 < ∆3C(|h2,r|
2P2)
(105)
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From (30)


R1,0 +R2,0 < ∆4CB(Pr, hr,0, λ¯
(4)
r1 , β¯
(4)
r )
R0,1 < ∆4CB(Pr, hr,0, λ¯
(4)
r2 , β¯
(4)
r )
R0,2 < ∆4CB(Pr, hr,0, λ¯
(4)
r3 , β¯
(4)
r )
R1,0 +R2,0 +R0,1 < ∆4(CB(Pr, hr,0, λ¯
(4)
r1 , β¯
(4)
r ) + CB(Pr, hr,0, λ¯
(4)
r2 , β¯
(4)
r ))−
∆4CBE(λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r )
R1,0 +R2,0 +R0,2 < ∆4(CB(Pr, hr,0, λ¯
(4)
r1 , β¯
(4)
r ) + CB(Pr, hr,0, λ¯
(4)
r3 , β¯
(4)
r ))−
∆4CBE(λ¯
(4)
r1 , λ¯
(4)
r3 , β¯
(4)
r )
R0,1 +R0,2 < ∆4(CB(Pr, hr,0, λ¯
(4)
r2 , β¯
(4)
r ) +CB(Pr, hr,0, λ¯
(4)
r3 , β¯
(4)
r ))−
∆4CBE(λ¯
(4)
r2 , λ¯
(4)
r3 , β¯
(4)
r )
R1,0 +R2,0 +R0,1 +R0,2 < ∆4(CB(Pr, hr,0, λ¯
(4)
r1 , β¯
(4)
r ) + CB(Pr, hr,0, λ¯
(4)
r2 , β¯
(4)
r )+
CB(Pr, hr,0, λ¯
(4)
r3 , β¯
(4)
r )− CBE2(λ¯
(4)
r3 , λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r )− CBE(λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r ))
(106)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, ∆4, Λ(4)r and β¯(4)r for the given channel
mutual informations to maximize the achievable rate regions.
• FTDBC-NR Protocol
From (31)


R0,1 < ∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)
R0,2 < ∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
)
R0,1 +R0,2 < ∆1C(|h0,r|
2P0)
(107)
From (32)

 R1,0 < ∆2C(|h1,r|
2P1)
R2,0 < ∆3C(|h2,r|
2P2)
(108)
From (33)


R0,1 < ∆1CB(P0, h0,1, λ¯
(1)
01 , β¯
(1)
0
) + ∆4CB(Pr, hr,1, λ¯
(4)
r1 , β¯
(4)
r )
R0,2 < ∆1CB(P0, h0,2, λ¯
(1)
02 , β¯
(1)
0
) + ∆4CB(Pr, hr,2, λ¯
(4)
r2 , β¯
(4)
r )
R0,1 +R0,2 < ∆1(CB(P0, h0,1, λ¯
(1)
01 , β¯
(1)
0
) + CB(P0, h0,2, λ¯
(1)
02 , β¯
(1)
0
))+
∆4(CB(Pr, hr,1, λ¯
(4)
r1 , β¯
(4)
r ) + CB(Pr, hr,2, λ¯
(4)
r2 , β¯
(4)
r ))−
∆1CBE(λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)−∆4CBE(λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r )
(109)
From (34)


R1,0 < ∆2C(|h1,0|
2P1) + ∆4CC(Pr, hr,0, λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r )
R2,0 < ∆3C(|h2,0|
2P2) + ∆4CC(Pr, hr,0, λ¯
(4)
r2 , λ¯
(4)
r1 , β¯
(4)
r )
R1,0 +R2,0 < ∆2C(|h1,0|
2P1) + ∆3C(|h2,0|
2P2) + ∆4C
(
|hr,0|
2Pr
) (110)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, ∆4, Λ(1)0 , β¯
(1)
0
, Λ
(4)
r and β¯(4)r for the
given channel mutual informations to maximize the achievable rate regions.
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• FTDBC-NRC Protocol
From (35)


R0,1 < ∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)
R0,2 < ∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
)
R0,1 +R0,2 < ∆1C(|h0,r|
2P0)
(111)
From (36)

 R1,0 < ∆2CB(P1, h1,r, λ¯
(2)
11 , β¯
(2)
1
)
R2,0 < ∆3C(|h2,r|
2P2)
(112)
From (37)


R0,1 < ∆1CB(P0, h0,1, λ¯
(1)
01 , β¯
(1)
0
) + ∆4CB(Pr, hr,1, λ¯
(4)
r1 , β¯
(4)
r )
R0,2 < ∆1CB(P0, h0,2, λ¯
(1)
02 , β¯
(1)
0
) + ∆4CBC(Pr, hr,1, hr,2, λ¯
(4)
r2 , β¯
(4)
r , P1ˆ, σ1)
R0,1 +R0,2 < ∆1(CB(P0, h0,1, λ¯
(1)
01 , β¯
(1)
0
) +CB(P0, h0,2, λ¯
(1)
02 , β¯
(1)
0
))+
∆4(CB(Pr, hr,1, λ¯
(4)
r1 , β¯
(4)
r ) +CBC(Pr, hr,1, hr,2, λ¯
(4)
r2 , β¯
(4)
r , P1ˆ, σ1))−
∆1CBE(λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)−∆4CBE(λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r )
(113)
From (38)


R1,0 < ∆2CB(P1, h1,0, λ¯
(2)
11 , β¯
(2)
1
) + ∆4CC(Pr, hr,0, λ¯
(4)
r1 , λ¯
(4)
r2 , β¯
(4)
r )
R2,0 < ∆3C(|h2,0|
2P2) + ∆4CC(Pr, hr,0, λ¯
(4)
r2 , λ¯
(4)
r1 , β¯
(4)
r )
R1,0 +R2,0 < ∆2CB(P1, h1,0, λ¯
(2)
11 , β¯
(2)
1
) + ∆3C(|h2,0|
2P2) + ∆4C
(
|hr,0|
2Pr
)
(114)
From (39)

 R1,0 < ∆2CB(P1, h1,r, λ¯
(2)
11 , β¯
(2)
1
) + ∆2CB(P1, h1,2, λ¯
(2)
12 , β¯
(2)
1
)−
∆2CBE(λ¯
(2)
11 , λ¯
(2)
12 , β¯
(2)
1
)−∆4C
(
(σ1)2(1−P ∗∗)
P
1ˆ
(|hr,1|2+1)−(σ1)2
) (115)
From (40)
{
∆4C
(
(σ1)2(1−P ∗∗)
P
1ˆ
(|hr,1|2+1)−(σ1)2
)
< ∆2CB(P1, h1,2, λ¯
(2)
12 , β¯
(2)
1
) (116)
where
P ∗∗ =
|hr,2|
2Pr
|hr,2|2Pr + 1
·
|hr,1|
2Pr
|hr,1|2Pr + 1
(117)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, ∆4, Λ(1)0 , β¯
(1)
0
, Λ
(2)
1
, β¯
(2)
1
, Λ
(4)
r , β¯
(4)
r ,
P
1ˆ
and σ1 for the given channel mutual informations to maximize the achievable rate regions.
• PTDBC Protocol
From (41)
{
R0,1 +R0,2 < ∆1C(|h0,r|
2P0) (118)
From (42)


R1,0 < ∆2C(|h1,r|
2P1)
R2,0 < ∆2C(|h2,r|
2P2)
R1,0 +R2,0 < ∆2C(|h1,r|
2P1 + |h2,r|
2P2)
(119)
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From (43)


R1,0 +R2,0 < ∆3CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r )
R0,1 < ∆3CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r )
R0,2 < ∆3CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r )
R1,0 +R2,0 +R0,1 < ∆3(CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r ))−
∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
R1,0 +R2,0 +R0,2 < ∆3(CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r ))−
∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r3 , β¯
(3)
r )
R0,1 +R0,2 < ∆3(CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r ) +CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r ))−
∆3CBE(λ¯
(3)
r2 , λ¯
(3)
r3 , β¯
(3)
r )
R1,0 +R2,0 +R0,1 +R0,2 < ∆3(CB(Pr, hr,0, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,0, λ¯
(3)
r2 , β¯
(3)
r )+
CB(Pr, hr,0, λ¯
(3)
r3 , β¯
(3)
r )− CBE2(λ¯
(3)
r3 , λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )− CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r ))
(120)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, Λ(3)r and β¯(3)r for the given channel
mutual informations to maximize the achievable rate regions.
• PTDBC-NR Protocol
From (44)


R0,1 < ∆1CC(P0, h0,r, λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)
R0,2 < ∆1CC(P0, h0,r, λ¯
(1)
02 , λ¯
(1)
01 , β¯
(1)
0
)
R0,1 +R0,2 < ∆1C(|h0,r|
2P0)
(121)
From (45)


R1,0 < ∆2C(|h1,r|
2P1)
R2,0 < ∆2C(|h2,r|
2P2)
R1,0 +R2,0 < ∆2C(|h1,r|
2P1 + |h2,r|
2P2)
(122)
From (46)


R0,1 < ∆1CB(P0, h0,1, λ¯
(1)
01 , β¯
(1)
0
) + ∆3CB(Pr, hr,1, λ¯
(3)
r1 , β¯
(3)
r )
R0,2 < ∆1CB(P0, h0,2, λ¯
(1)
02 , β¯
(1)
0
) + ∆3CB(Pr, hr,2, λ¯
(3)
r2 , β¯
(3)
r )
R0,1 +R0,2 < ∆1(CB(P0, h0,1, λ¯
(1)
01 , β¯
(1)
0
) + CB(P0, h0,2, λ¯
(1)
02 , β¯
(1)
0
))+
∆3(CB(Pr, hr,1, λ¯
(3)
r1 , β¯
(3)
r ) + CB(Pr, hr,2, λ¯
(3)
r2 , β¯
(3)
r ))−
∆1CBE(λ¯
(1)
01 , λ¯
(1)
02 , β¯
(1)
0
)−∆3CBE(λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
(123)
From (47)


R1,0 < ∆2C(|h1,0|
2P1) + ∆3CC(Pr, hr,0, λ¯
(3)
r1 , λ¯
(3)
r2 , β¯
(3)
r )
R2,0 < ∆2C(|h2,0|
2P2) + ∆3CC(Pr, hr,0, λ¯
(3)
r2 , λ¯
(3)
r1 , β¯
(3)
r )
R1,0 +R2,0 < ∆2C(|h1,0|
2P1 + |h2,0|
2P2) + ∆3C
(
|hr,0|
2Pr
) (124)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3, Λ(1)0 , β¯
(1)
0
, Λ
(3)
r and β¯(3)r for the given
channel mutual informations to maximize the achievable rate regions.
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C. Outer bounds in the Gaussian channel with m = 2
• FMABC Protocol
From (49)
{
R0,1 +R0,2 < ∆1C(|h0,r|
2P0) (125)
From (50)
{
R1,0 +R2,0 < ∆2C(|hr,0|
2Pr) (126)
From (51)


R1,0 < ∆1C(|h1,r|
2P1)
R2,0 < ∆1C(|h2,r|
2P2)
R1,0 +R2,0 < ∆1C(|h1,r|
2P1 + |h2,r|
2P2)
(127)
From (52)


R0,1 < ∆2C(|hr,1|
2Pr)
R0,2 < ∆2C(|hr,2|
2Pr)
R0,1 +R0,2 < ∆2C(|hr,1|
2Pr + |hr,2|
2Pr)
(128)
To obtain the regions numerically, we optimize ∆1 and ∆2 for the given channel mutual informations
to maximize the achievable rate regions.
• PMABC Protocol
From (68)
{
R0,1 +R0,2 < (∆1 +∆2)C(|h0,r|
2P0) (129)
From (69)
{
R1,0 +R2,0 < ∆3C(|hr,0|
2Pr) (130)
From (70)


R1,0 < ∆1C(|h1,r|
2P1 + |h1,2|
2P1)
R2,0 < ∆2C(|h2,r|
2P2 + |h2,1|
2P2)
R1,0 +R2,0 < ∆1C(|h1,r|
2P1) + ∆2C(|h2,r|
2P2)
(131)
From (71)


R0,1 < ∆2C(|h0,1|
2P0 + |h2,1|
2P2) + ∆3C(|hr,1|
2Pr)
R0,2 < ∆1C(|h0,2|
2P0 + |h1,2|
2P1) + ∆3C(|hr,2|
2Pr)
R0,1 +R0,2 < ∆1C(|h0,2|
2P0) + ∆2C(|h0,1|
2P0) + ∆3C(|hr,1|
2Pr + |hr,2|
2Pr)
(132)
To obtain the regions numerically, we optimize ∆1, ∆2 and ∆3 for the given channel mutual
informations to maximize the achievable rate regions.
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• FTDBC Protocol
From (72)


R0,1 < ∆1C(|h0,r|
2P0 + |h0,1|
2P0) + ∆3C(|h2,r|
2P2 + |h2,1|
2P2)
R0,1 < ∆1C(|h0,1|
2P0) + ∆3C(|h2,1|
2P2) + ∆4C(|hr,1|
2Pr)
R0,2 < ∆1C(|h0,r|
2P0 + |h0,2|
2P0) + ∆2C(|h1,r|
2P1 + |h1,2|
2P1)
R0,2 < ∆1C(|h0,2|
2P0) + ∆2C(|h1,2|
2P1) + ∆4C(|hr,2|
2Pr)
R0,1 +R0,2 < ∆1C(|h0,r|
2P0 + |h0,1|
2P0 + |h0,2|
2P0)
R0,1 +R0,2 < ∆1C(|h0,1|
2P0 + |h0,2|
2P0) + ∆4C(|hr,1|
2Pr + |hr,2|
2Pr)
(133)
From (73)


R1,0 < ∆2C(|h1,0|
2P1 + |h1,2|
2P1) + ∆4C(|hr,0|
2Pr + |hr,2|
2Pr)
R1,0 < ∆2C(|h1,0|
2P1 + |h1,2|
2P1 + |h1,r|
2P1)
R2,0 < ∆3C(|h2,0|
2P2 + |h2,1|
2P2) + ∆4C(|hr,0|
2Pr + |hr,1|
2Pr)
R2,0 < ∆3C(|h2,0|
2P2 + |h2,1|
2P2 + |h2,r|
2P2)
R1,0 +R2,0 < ∆2C(|h1,0|
2P1) + ∆3C(|h2,0|
2P2) + ∆4C(|hr,0|
2Pr)
R1,0 +R2,0 < ∆2C(|h1,0|
2P1 + |h1,r|
2P1) + ∆3C(|h2,0|
2P2 + |h2,r|
2P2)
(134)
To obtain the regions numerically, we optimize ∆1, ∆2, ∆3 and ∆4 for the given channel mutual
informations to maximize the achievable rate regions.
• PTDBC Protocol
From (74)


R0,1 < ∆1C(|h0,r|
2P0 + |h0,1|
2P0) + ∆2C(|h2,r|
2P2)
R0,1 < ∆1C(|h0,1|
2P0) + ∆3C(|hr,1|
2Pr)
R0,2 < ∆1C(|h0,r|
2P0 + |h0,2|
2P0) + ∆2C(|h1,r|
2P1)
R0,2 < ∆1C(|h0,2|
2P0) + ∆3C(|hr,2|
2Pr)
R0,1 +R0,2 < ∆1C(|h0,r|
2P0 + |h0,1|
2P0 + |h0,2|
2P0)
R0,1 +R0,2 < ∆1C(|h0,1|
2P0 + |h0,2|
2P0) + ∆3C(|hr,1|
2Pr + |hr,2|
2Pr)
(135)
From (75)


R1,0 < ∆2C(|h1,0|
2P1) + ∆3C(|hr,0|
2Pr + |hr,2|
2Pr)
R1,0 < ∆2C(|h1,0|
2P1 + |h1,r|
2P1)
R2,0 < ∆2C(|h2,0|
2P2) + ∆3C(|hr,0|
2Pr + |hr,1|
2Pr)
R2,0 < ∆2C(|h2,0|
2P2 + |h2,r|
2P2)
R1,0 +R2,0 < ∆2C(|h1,0|
2P1 + |h2,0|
2P2) + ∆3C(|hr,0|
2Pr)
R1,0 +R2,0 < ∆2C(|h1,0|
2P1 + |h1,r|
2P1 + |h2,0|
2P2 + |h2,r|
2P2)
(136)
To obtain the regions numerically, we optimize ∆1, ∆2, and ∆3 for the given channel mutual
informations to maximize the achievable rate regions.
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VII. NUMERICAL ANALYSIS
In this section, we numerically evaluate the rate regions obtained in the previous section for the case
of two terminal nodes m = 2. We first compare the achievable rate regions and outer bounds of the
different protocols, using different combinations of encoding schemes, for both reciprocal channel H1
and asymmetric channel H2:
H1 =


0 0.3 0.05 1
0.3 0 1.5 1
0.05 1.5 0 0.2
1 1 0.2 0


H2 =


0 0.9 0.4 1
0 0 0.02 1
0 0.02 0 0.5
1 1 0.5 0


. (137)
We then proceed to examine the maximal sum-rate R0,1 +R0,2 +R1,0 + R2,0. Finally, we dedicate the
last section to the evaluation of the cooperation coding gain.
A. Achievable rate region comparisons
We compare the achievable rate regions of the different protocols, using different combinations of
encoding schemes, with the simplest protocol. We set P0 = P1 = P2 = Pr = 0 dB and H = H1. In Fig. 6,
there are three achievable rate regions; 1) the simplest protocol (Simple), 2) convex hull of the FMABC,
PMABC, FTDBC, and PTDBC protocols (MB) and 3) convex hull of the FMABC-N, PMABC-NR,
FTDBC-NR, and PTDBC-NR protocols (MB-NR). The 4-dimensional rate regions (R0,1, R0,2, R1,0, R2,0)
are projected onto (R0,1+R0,2, R1,0+R2,0) 2-dimensional space. For more realistic comparison, we add
lower limits of individual data rates, i.e., R0,1 ≥ 0.01, R0,2 ≥ 0.01, R1,0 ≥ 0.01, R2,0 ≥ 0.01 to guarantee
minimum information flow in each data link. Without this limitation, the maximum sum-rates will be
reached when both the transmission rates R0,2 and R2,0 equal zero at least in the Simplest case because
the link between the relay and the node 2 is very poor. We want to emphasize that the value of the
minimum data rate (set as 0.01 here) do not affect the following simulation outcomes. The Simple region
is outer bounded by the MB region. This implies that the proposed protocols using only conventional
MAC and extended Marton’s broadcasting coding largely enhance the performance. Furthermore, we can
significantly improve the achievable rate region by Network coding and Random binning schemes (in
MB-NR).
We next evaluate the achievable rate regions and outer bounds for different SNR regimes and channel
conditions. We plot the inner bounds of the FMABC-N, PMABC-NR, FTDBC-NR, and PTDBC-NR
protocols. The main outcome is that different protocols are optimal under different channel conditions.
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Fig. 6. Comparison of protocol and coding gains with P0 = P1 = P2 = Pr = 0 dB, H = H1 and rate constraints
(R0,1 ≥ 0.01, R0,2 ≥ 0.01, R1,0 ≥ 0.01, R2,0 ≥ 0.01).
This is because the amount of side information and multiple access interference is different. In the low
SNR regime (Fig. 7), the FMABC-N protocol outperforms the other protocols since the amount of both
side information and multiple access interference is relatively small. However, in the high SNR regime
(Fig. 10), the FTDBC-NR protocol becomes the best since it exploits side information more effectively.
In Fig. 8 and 9, the PMABC-NR protocol outperforms the other three protocols. The first case (Fig.
8) is when channel is asymmetric as 0 → 1 and 0 → 2 are very good but the opposite direct links are
almost disconnected. In this case, using side information in nodes 1 and 2 and multiple access for node
0 would be the best choice since the quality of direct links are different. The second is when we have
different power allocation. Indeed, if we allow larger input power for the base station (node 0) and relay
(node r), the direct links from the base station are good enough to convey information. The terminal
nodes can then exploit the side information efficiently. Therefore, the PMABC-NR protocol has the best
performance in this channel condition.
There is no significant different between two TDBC protocols, the FTDBC-NR and PTDBC-NR
protocols. Since only difference is using multiple access or sequential transmitting for terminal nodes
(∈ B), two type of side information, i.e., one is from node 0 to node i, the other is the opposite direction
are both available. The small gap is from the efficiency of multiple access and generated interference.
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Fig. 7. Comparison with P0 = P1 = P2 = Pr = 0 dB,
H = H1.
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Fig. 8. Comparison with P0 = P1 = P2 = Pr = 0 dB,
H = H2.
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Fig. 9. Comparison with P0 = Pr = 20, P1 = P2 = 0
dB, H = H1.
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Fig. 10. Comparison with P0 = P1 = P2 = Pr = 20
dB, H = H1.
B. Sum rate comparison
In Fig. 11, we plot the maximum sum rates (R0,1 +R0,2 +R1,0 +R2,0) of FMABC-N, PMABC-NR,
FTDBC-NR and PTDBC-NR protocols and the corresponding outer bounds. As expected, in the low SNR
regime (≤ 15 dB) two MABC protocols are better than the two FTDBC protocols, while the FTDBC
protocols are better in the high SNR regime (≥ 15 dB). We also note that the slope for MABC protocols
changes at around ≤ 15 dB. Indeed, the multiple access interference increases with SNR and limit the
maximum sum rate of the MABC protocols. However, the slopes are the same in the outer bounds since
the sum rate constraints don’t affect to the outer bounds.
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Fig. 11. Sum rate comparison with H = H1.
C. Cooperation coding gain
To show the cooperation coding gain, we plot the achievable rate region of the different protocols
with and without cooperation. In Fig. 12, we fixed the data rates (R0,1, R2,0) to the rate pair ((0.19,0.01)
and plot rate regions in the (R1,0, R0,2) domain. We do this to highlight the cooperation gain, which
comes from re-allocating node 1’s transmission resources (i.e. relative power) to the two information
flows; 1 → r (R1,0) and 1 → 2 (R0,2). As expected -NRC protocols achieve much better performance
than -NR protocols. Notably, the cooperation protocols improve R0,2 without any degradation of R1,0 in
the FTDBC protocol. In contrast, the maximum R1,0 of the PMABC-NRC protocol is less than that of
its PMABC-NR only protocol. We explain this by the fact that in our achievable rate region, we used a
simplified and sub-optimal (successive decoding like) receiver in the PMABC-NRC protocol instead of
using a fully general joint-decoder (as is done in the simpler PMABC-NR protocol), which limits the
R1,0. If we were to enhance the PMABC-NRC scheme by using the general joint decoder, the maximum
R1,0 would be reached and the overall performance would improve - a technically challenging task left
for future work. We furthermore expect the gains of cooperation to increase if many more terminal nodes
are able to exploit node 1’s cooperative broadcasting; however these situations with current regions are
too complex to be evaluated numerically.
VIII. CONCLUSION
In this paper, we introduced four new temporal protocols which fully exploit the two-way nature of
the data and outperform simple routing or multi-hop communication schemes: the FMABC, PMABC,
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Fig. 12. Comparison with P0 = P1 = P2 = Pr = 0 dB, H = H1 and R0,1 = 0.19, R2,0 = 0.01.
FTDBC, and PTDBC protocols. We also proposed various coding schemes: Network coding, Random
binning and user cooperations which exploit over-heard and own-message side information. We derived
achievable rate regions as well as outer bounds for the proposed protocols, using different combinations
of encoding schemes, for a decode and forward relay. We compared these regions in the Gaussian noise
channel. With numerical evaluations, we verified that different protocols achieve the best performance in
different channel conditions and we highlighted the relative gains achieved by network coding, random
binning and compress-and-forward-type cooperation between terminal nodes.
APPENDIX A
LEMMA FOR THEOREM 1
Lemma 21: For a given subset S ⊆ B, |S| > 1, we define w = {wi, i ∈ S}, w0 = {wi0|i ∈ S},
u(w0) = {ui(wi0)|i ∈ S}, U = {Ui|i ∈ S} and the set
Dw :=
{
u(w0) ∈ A(U)|w0 ∈
⊗
i∈S
Biwi
}
. (138)
Then for any choice of w, ǫ > 0 and sufficiently large n :
P [‖Dw‖ = 0] ≤ ǫ (139)
with ∑
i∈S
Ri <
∑
i∈S
(
I(Ui;Yi)− I(Ui;US(i))
)
− |S|ǫ− δ(ǫ) (140)
where δ(ǫ) → 0 as ǫ→ 0.
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Proof: We use the similar proofs to Lemma in [9]. From Chebychev’s inequality, we have
P [‖Dw‖ = 0] ≤ P [|‖Dw‖ −E[‖Dw‖]| > ǫE[‖Dw‖]] ≤
(σ[‖Dw‖])
2
ǫ2(E[‖Dw‖])2
(141)
and
P [u(w0) ∈ Dw] ≥ 2
n(H(U)−
∑
i∈S H(Ui)−δ(ǫ)) (142)
= 2−n(
∑
i∈S I(Ui;US(i))+δ(ǫ)) (143)
Therefore,
E[‖Dw‖] =
∏
i∈S
‖Biwi‖ · P [u(w0) ∈ Dw] (144)
≥ 2n(
∑
i∈S(I(Ui;Yi)−Ri−ǫ)−
∑
j∈S I(Uj ;US(j))−δ(ǫ)) (145)
To find an upper bound of (σ[‖Dw‖])2, we first estimate E[‖Dw‖2].
E[‖Dw‖
2] =
∑
u(w0)∈Dw
P [u(w0) ∈ Dw]+
∑
u(w0),u(w1)∈Dw
u(w0)6=u(w1)
P [u(w0) ∈ Dw] · P [u(w1) ∈ Dw] (146)
≤
∏
i∈S
‖Biwi‖ · 2
−n(
∑
j∈S I(Uj ;US(j))−δ(ǫ))+
(∏
i∈S
‖Biwi‖
2 −
∏
i∈S
‖Biwi‖
)
· 2−2n(
∑
j∈S I(Uj ;US(j))−δ(ǫ)) (147)
Thus, from (145) and (147) we have
(σ[‖Dw‖])
2 = E[‖Dw‖
2]− E[‖Dw‖]
2 (148)
≤
∏
i∈S
‖Biwi‖ · 2
−n(
∑
j∈S I(Uj ;US(j))−δ(ǫ)) (149)
≤ 2n(
∑
i∈S(I(Ui;Yi)−Ri−ǫ)−
∑
j∈S I(Uj ;US(j))+δ(ǫ)) (150)
From (145) and (150) for sufficiently large n
P [‖Dw‖ = 0] ≤ ǫ (151)
with
∑
i∈S
Ri <
∑
i∈S
(
I(Ui;Yi)− I(Ui;US(i))
)
− |S|ǫ− δ(ǫ) (152)
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APPENDIX B
PROOF OF THEOREM 4
Proof: Random code generation: For simplicity of exposition we take |Q| = 1.
1) Phase 1 variables: Generate random (n ·∆1,n)-length sequences
• x
(1)
0
(w{0},B) i.i.d. with p(1)(x0), w{0},B ∈ S{0},B
• x
(1)
i (wi,0) i.i.d. with p(1)(xi), wi,0 ∈ Si,0, ∀i ∈ B
2) Phase 2 variables: Generate random (n ·∆2,n)-length sequences
• u
(2)
i (wri) with p(2)(ui), wri ∈ {0, 1, · · · , ⌊2nRri ⌋ − 1} := Sri , where
p(2)(ui) =


1
‖A(2)(Ui)‖
, ui ∈ A
(2)(Ui)
0, otherwise.
(153)
and Rri = max{R0,i, Ri,0}+ (∆2I(U
(2)
i ;Y
(2)
i )− 4ǫ−R0,i) for i ∈ [1,m].
and define bin Bij := {wri |wri ∈ [j ·⌊2n(∆2I(U
(2)
i ;Y
(2)
i )−R0,i−4ǫ)⌋, (j+1)·⌊2n(∆2I(U
(2)
i ;Y
(2)
i )−R0,i−4ǫ)⌋−
1]} for j ∈ {0, 1, · · · , ⌊2nmax{R0,i,Ri,0}⌋ − 1}.
Encoding: During phase 1, encoders of terminal nodes send the codewords x(1)
0
(w{0},B), x
(1)
i (wi,0).
Relay r estimates wˆ0,i and wˆi,0 after phase 1 using jointly typical decoding, then constructs wi =
wˆ0,i⊕ wˆi,0. To transmit messages (w1, · · · , wm), pick (wr1 , · · · , wrm) ∈
⊗m
i=1B
i
wi
such that u(2)T (wrT ) ∈
A(2)(UT ), ∀T ⊆ B, |T | > 1, where wrT := {wri |i ∈ T}. Such a (wr1 , · · · , wrm) exists with high
probability if
∑
i∈T
R0,i <
∑
i∈T
(
∆2I(U
(2)
i ;Y
(2)
i )−∆2I(U
(2)
i ;U
(2)
T (i))
)
− |T |ǫ− δ(ǫ) ∀T ⊆ B , |T | > 1 (154)
from Lemma 21. Then the relay finds a x(2)r jointly typical with (u(2)1 (wr1), · · · ,u(2)m (wrm)) and assigns
it as the codeword corresponding to (w1, · · · , wm). Relay r sends x(2)r (w1, · · · , wm) during phase 2.
Decoding: Node 0 estimates w˜i,0 after phase 2 using jointly typical decoding. Since wi = w0,i⊕wi,0
and 0 knows w0,i, node 0 can reduce the number of possible wri and likewise at node i, the cardinality
of wri is 2n(∆2I(U
(2)
i ;Y
(2)
i )−4ǫ)
.
Error analysis: Recall that wrT = {wri |i ∈ T}. Then,
P [E] = P [Eenc ∪ Edec] ≤ P [Eenc] + P [Edec] (155)
≤ ǫ+
m∑
i=1
P [E{0},{i}] + P [E{i},{0}] (156)
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where E is the entire decoding error event, Eenc is the set of encoding error events, and Edec is the set
of decoding error events. P [Eenc] may be driven to 0 as n→∞ by (154) and Edec may be decomposed
into individual decoding error events on each link as:
P [E{0},{i}] ≤ P [E
(1)
M,{r} ∪E
(2)
{r},{i}] (157)
≤ P [E
(1)
M,{r}] + P [E
(2)
{r},{i}|E¯
(1)
M,{r}] (158)
P [E{i},{0}] ≤ P [E
(1)
M,{r} ∪E
(2)
{r},{0}] (159)
≤ P [E
(1)
M,{r}] + P [E
(2)
{r},{0}|E¯
(1)
M,{r}] (160)
P [E
(1)
M,{r}] tends to zero as n→∞ by Theorem 15.3.6 in [6] and the condition in (12).
P [E
(2)
{r},{i}|E¯
(1)
M,{r}] ≤P [D¯
(2)(ui(wri),yi)] + P [∪w˜ri∈∪Biw˜0,i⊕wi,0
D(2)(ui(w˜ri),yi)] (161)
≤2ǫ (162)
P [E
(2)
{r},{0}|E¯
(1)
M,{r}] ≤P [D¯
(2)(uB(wrB),y0)]+∑
T⊆B
P [∪w˜T,{0} 6=wT,{0}D
(2)(uT (w˜rT ),uT¯ (wrT¯ ),y0)] (163)
≤ǫ+
∑
T⊆B
2nRT,{0}2−n·∆2,n(I(U
(2)
T ;Y
(2)
0
,U
(2)
T¯
)−ǫ′) (164)
The total cardinality of the case (w˜rT 6= wrT ) is bounded by 2nRT,{0} since w˜rT is uniquely specified by
w˜T,{0} if wT¯ ,{0} is given.
Since ǫ > 0 is arbitrary, the conditions of Theorem 4 and the AEP property ensure that the right hand
sides of (162) and (164) tend to 0 as n → ∞. By Fenchel-Bunt’s theorem in [12], it is sufficient to
restrict |Q| ≤ 2m+1 − 1 since we have 2m+1 − 1 in (12).
APPENDIX C
PROOF OF THEOREM 6
Proof: Random code generation: For simplicity of exposition only, we take |Q| = 1. For all
i ∈ [1,m], first we generate a partition of S0,i randomly by independently assigning every index w0,i ∈ S0,i
to a set S0,i(k), with a uniform distribution over the indices k ∈ {0, . . . , ⌊2nR0,i:1⌋ − 1} := S0,i:1. We
denote by s0,i(w0,i) the index k of S0,i(k) to which w0,i belongs.
1) Phase j (∈ [1,m]): Generate random (n ·∆j,n)-length sequences
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• v
(j)
0i (w0,i:2) with p(j)(v0i), w0,i:2 ∈ {0, 1, · · · , ⌊2nR0,i:2⌋ − 1} := S0,i:2, where
p(j)(v0i) =


1
‖A(j)(V0i)‖
, v0i ∈ A
(j)(V0i)
0, otherwise.
(165)
and R0,i:2 = R0,i:1 +
∑m
j=1∆jI(V
(j)
0i ;Y
(j)
i ) − ǫ
′
. Then we define bin Bik := {w0,i:2|w0,i:2 ∈
[k · ⌊2n(
∑
m
j=1 ∆jI(V
(j)
0i ;Y
(j)
i )+R0,i:1−R0,i−ǫ
′)⌋, (k + 1) · ⌊2n(
∑
m
j=1 ∆jI(V
(j)
0i ;Y
(j)
i )+R0,i:1−R0,i−ǫ
′)⌋ − 1]}
for k ∈ {0, 1, · · · , ⌊2nR0,i⌋ − 1}.
• x
(j)
j (wj,0) i.i.d. with p(j)(xj), wj,0 ∈ Sj,0
2) Phase m+ 1: Generate random (n ·∆m+1,n)-length sequences
• u
(m+1)
i (wri) with p(m+1)(ui), wri ∈ {0, 1, · · · , ⌊2nRri ⌋ − 1} := Sri , where
p(m+1)(ui) =


1
‖A(m+1)(Ui)‖
, ui ∈ A
(m+1)(Ui)
0, otherwise.
(166)
and Rri = max{R0,i:1, Ri,0}+ (∆m+1I(U
(m+1)
i ;Y
(m+1)
i )− 4ǫ−R0,i:1).
and define bin Cik := {wri |wri ∈ [k · ⌊2n(∆m+1I(U
(m+1)
i ;Y
(m+1)
i )−R0,i:1−4ǫ)⌋,
(k + 1) · ⌊2n(∆m+1I(U
(m+1)
i ;Y
(m+1)
i )−R0,i:1−4ǫ)⌋ − 1]} for k ∈ {0, 1, · · · , ⌊2nmax{R0,i:1,Ri,0}⌋ − 1}.
Encoding:
1) To transmit (w0,1, · · · , w0,m), node 0 picks (w0,1:2, · · · , w0,m:2) ∈
⊗m
i=1B
i
w0,i
such that
v
(j)
0S (w{0},S:2) ∈ A
(j)(V0S), ∀j ∈ [1,m],∀S ⊆ B , |S| > 1. Such a (w0,1:2, · · · , w0,m:2) exists with
high probability if
∑
i∈S
(R0,i −R0,i:1) <
∑
i∈S
m∑
j=1
∆jI(V
(j)
0i ;Y
(j)
i )−∆jI(V
(j)
0i ;V
(j)
0S(i))− δ(ǫ) (167)
for S ⊆ B , |S| > 1 from Lemma 21. Then node 0 finds a x(i)
0
jointly typical with
(v
(i)
01 (w0,1:2), · · · ,v
(i)
0m(w0,m:2)) and designate it as the codeword corresponding to (w0,1, · · · , w0,m)
for all i ∈ [1,m]. Node 0 sends x(i)
0
(w0,1, · · · , w0,m) during phase i.
2) During phase i, encoder of terminal node i sends the codeword x(i)i (wi,0) for i ∈ [1,m].
3) Relay r estimates wˆ0,i and wˆi,0 after phase m using jointly typical decoding, then constructs wi =
wˆ0,i:1⊕wˆi,0. To transmit a pair of messages (w1, · · · , wm), pick a pair (wr1 , · · · , wrm) ∈
⊗m
i=1 C
i
wi
such that u(m+1)S (wrS ) ∈ A(m+1)(US). Such a (wr1 , · · · , wrm) exists with high probability if∑
i∈S
R0,i:1 <
∑
i∈S
∆m+1I(U
(m+1)
i ;Y
(m+1)
i )−∆m+1I(U
(m+1)
i ;U
(m+1)
S(i) )− |S|ǫ− δ(ǫ) (168)
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for S ⊆ B , |S| > 1 from Lemma 21. Then the relay finds a x(m+1)r jointly typical with
(u
(m+1)
1 (wr1), · · · ,u
(m+1)
m (wrm)) and designate it as the codeword corresponding to (w1, · · · , wm).
Relay r sends x(m+1)r (w1, · · · , wm) during phase m+ 1.
Decoding: For all i ∈ [1,m],
1) Node 0 estimates w˜i,0 after phase m+ 1 using jointly typical decoding. Since wi = w0,i:1 ⊕ wi,0
and 0 knows w0,i, node 0 can reduce the number of possible wi.
2) Node i estimates w˜ri after phase m + 1 using jointly typical decoding. Similar to the case of
node 0, node i can reduce the cardinality of wri to 2n(∆m+1I(U
(m+1)
i ;Y
(m+1)
i )−4ǫ) and node i decodes
w˜0,i:1 from the bin index of w˜ri . Then, node i estimates w˜0,i:2 using jointly typical decoding of the
sequence (v(j)
0i (w˜0,i:2),y
(j)
i ), for all j 6= i. Since node i knows the bin index sw˜0,i(w˜0,i) as w˜0,i:1, it
can reduce the cardinality of w0,i:2 to 2n(
∑
j 6=i ∆jI(V
(j)
0i ;Y
(j)
i )−ǫ
′)
. After decoding w˜0,i:2, node i finally
decodes w˜0,i from the bin index of w˜0,i:2.
Error analysis:
P [E] = P [Eenc ∪ Edec] ≤ P [Eenc] + P [Edec] (169)
≤ ǫ+
m∑
i=1
P [E{0},{i}] + P [E{i},{0}] (170)
where E is the entire error event, Eenc is the set of encoding error events, and Edec is the set of decoding
error events. P [Eenc] is upper bounded by sufficiently small number ǫ from (167) and (168). Edec can
be separated by individual decoding error events in each link. Then ∀i ∈ [1,m],
P [E{0},{i}] ≤P [(∪
m
j=1E
(j)
{0,j},{r}) ∪ E
(m+1)
{r},{i} ∪ E
(m+1)
{0},{i}] (171)
≤P [∪mj=1E
(j)
{0,j},{r}
] + P [E
(m+1)
{r},{i}
| ∩mj=1 E¯
(j)
{0,j},{r}
]+
P [E
(m+1)
{0},{i}|(∩
m
j=1E¯
(j)
{0,j},{r}) ∩ E¯
(m+1)
{r},{i} ] (172)
P [E{i},{0}] ≤P [(∪
m
j=1E
(j)
{0,j},{r}) ∪ E
(m+1)
{r},{0}] (173)
≤P [∪mj=1E
(j)
{0,j},{r}] + P [E
(m+1)
{r},{0}| ∩
m
j=1 E¯
(j)
{0,j},{r}] (174)
Now we will show that P [∪mj=1E
(j)
{0,j},{r}], P [E
(m+1)
{r},{i} | ∩
m
j=1 E¯
(j)
{0,j},{r}], P [E
(m+1)
{0},{i}|(∩
m
j=1E¯
(j)
{0,j},{r}) ∩
E¯
(m+1)
{r},{i} ] and P [E
(m+1)
{r},{0}| ∩
m
j=1 E¯
(j)
{0,j},{r}] tend to zero as n → ∞. For the convenience of analysis we
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define BiR(w0,i:1) = ∪w0,i∈S0,i(w0,i:1)Biw0,i and C
i
R(wi,0) = ∪w0,i:1∈S0,i:1C
i
w0,i:1⊕wi,0 . Then,
P [∪mj=1E
(j)
{0,j},{r}
]
≤
m∑
j=1
P [D¯(j)(v0B(w{0},B:2),xj(wj,0),yr)] + P

 ⋃
w˜M,M 6=wM,M

 m⋂
j=1
D(j)(v0B(w˜{0},B:2),xj(w˜j,0),yr)




(175)
≤m · ǫ+
∑
T,S∈B
∑
w˜{0},T
∑
w˜S,{0}
[∏
s∈S
P [D(s)(v0T (w˜{0},T :2),v0T¯ (w{0},T¯ :2),xs(w˜s,0),yr)]·
∏
s∈S¯
P [D(s)(v0T (w˜{0},T :2),v0T¯ (w{0},T¯ :2),xs(ws,0),yr)]

 (176)
≤mǫ+
∑
T,S∈B
2n(R{0},T+RS,{0}) · 2−n(
∑
s∈S ∆s,nI(V
(s)
0T ,X
(s)
s ;Y
(s)
r ,V
(s)
0T¯
)+
∑
s∈S¯ ∆s,nI(V
(s)
0T ;Y
(s)
r ,V
(s)
0T¯
|X(s)s )−ǫ
′′)
(177)
The total cardinality of the case (w˜{0},T :2 6= w{0},T :2) is bounded by 2nR{0},T since w˜{0},T :2 is uniquely
specified with w˜{0},T if w{0},T¯ :2 is given. Also,
P [E
(m+1)
{r},{i} | ∩
m
j=1 E¯
(j)
{0,j},{r}] ≤P [D¯
(m+1)(ui(wri),yi)] + P [∪w˜ri∈CiR(wi,0)D
(m+1)(ui(w˜ri),yi)] (178)
≤ǫ+ |CiR(wi,0)| · 2
−n(∆m+1,nI(U
(m+1)
i ;Y
(m+1)
i )−3ǫ) (179)
P [E
(m+1)
{0},{i}|(∩
m
j=1E¯
(j)
{0,j},{r}) ∩ E¯
(m+1)
{r},{i} ] ≤
∑
j 6=i
P [D¯(j)(v0i(w0,i:2),yi)]+
P
[
∪w˜0,i:2∈BiR(w0,i:1)
(
∩j 6=iD
(j)(v0i(w˜0,i:2),yi)
)]
(180)
≤(m− 1)ǫ+ |BiR(w0,i:1)| · 2
−n(
∑
j 6=i ∆j,nI(V
(j)
0i ;Y
(j)
i )−ǫ
′′) (181)
P [E
(m+1)
{r},{0}| ∩
m
j=1 E¯
(j)
{0,j},{r}] ≤P [D¯
(m+1)(uB(wrB),y0)]+∑
S⊆B
P [∪w˜S,{0} 6=wS,{0}D
(m+1)(uS(w˜rS ),uS¯(wrS¯ ),y0)] (182)
≤ǫ+
∑
S⊆B
2nRS,{0}2−n·∆m+1,n(I(U
(m+1)
S ;Y
(m+1)
0
,U
(m+1)
S¯
)−ǫ′) (183)
The total cardinality of the case (w˜rS 6= wrS) is bounded by 2nRS,{0} since w˜rS is uniquely specified with
w˜S,{0} if wS¯,{0} is given.
Since ǫ > 0 is arbitrary, with the conditions of Theorem 6, a proper choice of {R0,i:1} and the AEP
property, we can make the right hand sides of (177), (179), (181) and (183) tend to 0 as n → ∞. By
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Fenchel-Bunt’s theorem in [12], it is sufficient to restrict |Q| ≤ 22m+2m since 22m inequalities are from
(19) and 2m inequalities are from (20).
APPENDIX D
PROOF OF THEOREM 7
Proof: Random code generation: For simplicity of exposition only, we take |Q| = 1. For all
i ∈ [1,m], nodes 0 and i divide w0,i and wi,0 into K blocks, then nodes 0 and i have message
set {w0,i|(1), w0,i|(2), · · · , w0,i|(K)} and {wi,0|(1), wi,0|(2), · · · , wi,0|(K)}, respectively. Then we generate
a partition of S0,i randomly by independently assigning every index w0,i|(k) ∈ S0,i to a set S0,i(h), with
a uniform distribution over the indices h ∈ {0, . . . , ⌊2nR0,i:1⌋ − 1} := S0,i:1. We denote by s0,i(w0,i|(k))
the index h of S0,i(h) to which w0,i|(k) belongs.
1) Phase j (∈ [1,m]): Generate random (n ·∆j,n)-length sequences
• v
(j)
0i (w0,i:2) with p(j)(v0i), w0,i:2 ∈ {0, 1, · · · , ⌊2nR0,i:2⌋ − 1} := S0,i:2, where
p(j)(v0i) =


1
‖A(j)(V0i)‖
, v0i ∈ A
(j)(V0i)
0, otherwise.
(184)
For convenience of analysis we define R0,i:3 =
∑
j∈Ji
∆jI(V
(j)
0i ;Y
(j)
i |V
(j)
j2 )+
∑
j 6∈Ji
∆jI(V
(j)
0i ;Y
(j)
i )
and take R0,i:2 = R0,i:1 + R0,i:3 − ǫ′. Then we define bin B0ih := {w0,i:2|w0,i:2 ∈ [h ·
⌊2n(R0,i:3+R0,i:1−R0,i−ǫ
′)⌋, (h+1)·⌊2n(R0,i:3+R0,i:1−R0,i−ǫ
′)⌋−1]} for h ∈ {0, 1, · · · , ⌊2nR0,i⌋−1}.
• v
(j)
j1 (wj,0:1) with p(j)(vj1), wj,0:1 ∈ {0, 1, · · · , ⌊2nRj,0:1⌋ − 1} := Sj,0:1, where
p(j)(vj1) =


1
‖A(j)(Vj1)‖
, vj1 ∈ A
(j)(Vj1)
0, otherwise,
(185)
and v(j)j2 (w{j},B:1) with p(j)(vj2), w{j},B:1 ∈ {0, 1, · · · , ⌊2nR{j},B:1⌋ − 1} := S{j},B:1, where
p(j)(vj2) =


1
‖A(j)(Vj2)‖
, vj2 ∈ A
(j)(Vj2)
0, otherwise.
(186)
and Rj,0:1 = ∆jI(V (j)j1 ;Y
(j)
r )− 4ǫ , R{j},B:1 = R{j},B +∆jI(V
(j)
j2 ;Y
(j)
Iminj
)
−∆m+1I(Y
(m+1)
j ; Yˆ
(m+1)
j |Y
(m+1)
Iminj
) − 4ǫ. Then we define bin Bj1h := {wj,0:1|wj,0:1 ∈ [h ·
⌊2n(∆jI(V
(j)
j1 ;Y
(j)
r )−Rj,0−ǫ′)⌋, (h+1)·⌊2n(∆j I(V
(j)
j1 ;Y
(j)
r )−Rj,0−ǫ′)⌋−1]} for h ∈ {0, 1, · · · , ⌊2nRj,0⌋−
1}. Similarly, Bj2h := {w{j},B:1|w{j},B:1 ∈ [h·⌊2
n(∆jI(V
(j)
j2 ;Y
(j)
Imin
j
)−∆m+1I(Y
(m+1)
j ;Yˆ
(m+1)
j |Y
(m+1)
Imin
j
)−ǫ′)
⌋, (h+
1) ·⌊2
n(∆jI(V
(j)
j2 ;Y
(j)
Imin
j
)−∆m+1I(Y
(m+1)
j ;Yˆ
(m+1)
j |Y
(m+1)
Imin
j
)−ǫ′)
⌋−1]} for h ∈ {0, 1, · · · , ⌊2nR{j},B⌋−1}.
2) Phase m+ 1: Generate random (n ·∆m+1,n)-length sequences
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• u
(m+1)
i (wri) with p(m+1)(ui), wri ∈ {0, 1, · · · , ⌊2nRri ⌋ − 1} := Sri , where
p(m+1)(ui) =


1
‖A(m+1)(Ui)‖
, ui ∈ A
(m+1)(Ui)
0, otherwise.
(187)
and Rri = max{R0,i:1, Ri,0}+ (∆m+1I(U
(m+1)
i ;Y
(m+1)
i , Yˆ
(m+1)
Ji
)− 4ǫ−R0,i:1).
and define bin Cih := {wri |wri ∈ [h · ⌊2
n(∆m+1I(U
(m+1)
i ;Y
(m+1)
i ,Yˆ
(m+1)
Ji
)−R0,i:1−4ǫ)⌋,
(h+1) ·⌊2n(∆m+1I(U
(m+1)
i ;Y
(m+1)
i ,Yˆ
(m+1)
Ji
)−R0,i:1−4ǫ)⌋−1]} for h ∈ {0, 1, · · · , ⌊2nmax{R0,i:1,Ri,0}⌋−1}.
Encoding: In slot k,
1) To transmit (w0,1|(k), · · · , w0,m|(k)), node 0 picks (w0,1:2, · · · , w0,m:2) ∈
⊗m
i=1B
0i
w0,i|(k)
such that
v
(j)
0S (w{0},S:2) ∈ A
(j)(V0S), ∀j ∈ [1,m], S ⊆ B, |S| > 1. Such a (w0,1:2, · · · , w0,m:2) exists with
high probability if
∑
i∈S
(R0,i −R0,i:1) <
∑
i∈S

∑
j∈Ji
∆jI(V
(j)
0i ;Y
(j)
i |V
(i)
j2 )−∆jI(V
(j)
0i ;V
(j)
0S(i))+
∑
j 6∈Ji
∆jI(V
(j)
0i ;Y
(j)
i )−∆jI(V
(j)
0i ;V
(j)
0S(i))

− δ(ǫ) (188)
for S ⊆ B, |S| > 1 from Lemma 21. Then node 0 finds a x(i)
0
jointly typical with
(v
(i)
01 (w0,1:2), · · · ,v
(i)
0m(w0,m:2)) and designate it as the codeword corresponding to (w0,1|(k), · · · , w0,m|(k))
for all i ∈ [1,m]. Node 0 sends x(i)
0
(w0,1|(k), · · · , w0,m|(k)) during phase i.
2) Node j(∈ B) compresses y(m+1)j to yˆ(m+1)j (w{j},B|(k)) if there exists a w{j},B|(k) such that
(y
(m+1)
j , yˆ
(m+1)
j (w{j},B|(k))) is in the jointly typical set at the end of phase m + 1 in the slot k.
There exists such a w{j},B|(k) with high probability if
R{j},B = ∆m+1,nI(Y
(m+1)
j ; Yˆ
(m+1)
j ) + ǫ (189)
and n is sufficiently large.
To transmit (wj,0|(k), w{j},B|(k−1)), node j picks (wj,0:1, w{j},B:1) such that
(v
(j)
j1 (wj,0:1),v
(j)
j2 (w{j},B:1)) ∈ A
(j)(Vj1Vj2) and (wj,0:1, w{j},B:1) ∈ Bj1wj,0|(k) × B
j2
w{j},B|(k−1) . Such
a (wj,0:1, w{j},B:1) exists with high probability if
Rj,0:1 +∆m+1I(Y
(m+1)
j ; Yˆ
(m+1)
j |Y
(m+1)
Iminj
) <∆jI(V
(j)
j1 ;Y
(j)
r ) + ∆jI(V
(j)
j2 ;Y
(j)
Iminj
)−
∆jI(V
(j)
j1 ;V
(j)
j2 )− δ(ǫ) (190)
from Lemma 21. Then node j finds a x(j)j jointly typical with (v(j)j1 (wj,0:1),v(j)j2 (w{j},B:1)) and des-
ignate it as the codeword corresponding to (wj,0|(k), w{j},B|(k−1)). Node j sends x
(j)
j (wj,0|(k), w{j},B|(k−1))
during phase j.
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3) Relay r estimates wˆ0,i|(k) and wˆi,0|(k) after phase m using jointly typical decoding, then constructs
wi = wˆ0,i:1 ⊕ wˆi,0|(k). To transmit a pair of messages (w1, · · · , wm), pick a pair (wr1 , · · · , wrm) ∈⊗m
i=1C
i
wi
such that u(m+1)S (wrS) ∈ A(m+1)(US),∀S ⊆ B, |S| > 1. Such a (wr1 , · · · , wrm) exists
with high probability if
∑
i∈S
R0,i:1 <
∑
i∈S
∆m+1I(U
(m+1)
i ;Y
(m+1)
i , Yˆ
(m+1)
Ji
)−∆m+1I(U
(m+1)
i ;U
(m+1)
S(i)
)− |S|ǫ− δ(ǫ)
(191)
for S ⊆ B, |S| > 1 from Lemma 21. Then the relay finds a x(m+1)r jointly typical with
(u
(m+1)
1 (wr1), · · · ,u
(m+1)
m (wrm)) and designate it as the codeword corresponding to (w1, · · · , wm).
Relay r sends x(m+1)r (w1, · · · , wm) during phase m+ 1.
Decoding: For all i ∈ [1,m],
1) Node 0 estimates w˜i,0|(k) after phase m+1 using jointly typical decoding. Since wi = w0,i:1⊕wi,0|(k)
and 0 knows w0,i|(k), node 0 can reduce the number of possible wi|(k).
2) Node i decodes w˜{h},B|(k−1) after phase h if there exists a unique w˜{h},B|(k−1) such that
(v
(h)
h2 (w˜{h},B|(k−1)),y
(h)
i ) ∈ A
(h)(Vh2Yi) and (y(m+1)i , yˆ
(m+1)
h (w˜{h},B|(k−1)) ∈ A
(m+1)(YiYˆh) for
h ∈ Ji. Then, node i estimates w˜ri of k− 1 slot after phase m+1 using jointly typical sequences
(u
(m+1)
r ,y
(m+1)
i ,y
(m+1)
Ji
). Similar to the case of node 0, node i can reduce the cardinality of wri to
2n(∆m+1I(U
(m+1)
i ;Y
(m+1)
i ,Yˆ
(m+1)
Ji
)−4ǫ) and node i decodes w˜0,i:1 from the bin index of w˜ri . Then, node i
estimates w˜0,i:2 using jointly typical decoding of the sequences (v(j)0i (w˜0,i:2),v(j)j2 (w{j},B:1),y(j)i ) for
all j ∈ Ji and (v(j)0i (w˜0,i:2),y
(j)
i ) for all j 6∈ Ji . Since node i knows the bin index sw˜0,i(w˜0,i|(k−1))
as w˜0,i:1, it can reduce the cardinality of w0,i:2 to 2n(
∑
j∈Ji
∆jI(V
(j)
0i ;Y
(j)
i |V
(j)
j2 )+
∑
j 6∈Ji
∆jI(V
(j)
0i ;Y
(j)
i )−ǫ
′)
.
After decoding w˜0,i:2, node i finally decodes w˜0,i|(k−1) from the bin index of w˜0,i:2.
Error analysis:
P [E] = P [Eenc ∪ Edec] ≤ P [Eenc] + P [Edec] (192)
≤ ǫ+
m∑
i=1
P [E{0},{i}] + P [E{i},{0}] (193)
where E is the entire error event, Eenc is the set of encoding error events, and Edec is the set of decoding
error events. P [Eenc] is upper bounded by sufficiently small number ǫ from (188), (189), (190) and (191).
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Edec can be separated by individual decoding error events in each link. Then ∀j ∈ [1,m],
P [E{0},{j}] ≤P [(∪
m
i=1E
(i)
{0,i},{r}
) ∪ (∪h∈JjE
(h)
{h},{j}
) ∪E
(m+1)
{r},{j}
∪ E
(m+1)
{0},{j}
] (194)
≤P [∪mi=1E
(i)
{0,i},{r}] + P [∪h∈JjE
(h)
{h},{j}| ∩
m
i=1 E¯
(i)
{0,i},{r}]+
P [E
(m+1)
{r},{j}|(∩h∈Jj E¯
(h)
{h},{j}) ∩ (∩
m
i=1E¯
(i)
{0,i},{r})]+
P [E
(m+1)
{0},{j}|(∩h∈Jj E¯
(h)
{h},{j}) ∩ (∩
m
i=1E¯
(i)
{0,i},{r}) ∩ E¯
(m+1)
{r},{j}] (195)
P [E{j},{0}] ≤P [(∪
m
i=1E
(i)
{0,i},{r}) ∪ E
(m+1)
{r},{0}] (196)
≤P [∪mi=1E
(i)
{0,i},{r}] + P [E
(m+1)
{r},{0}| ∩
m
i=1 E¯
(i)
{0,i},{r}] (197)
Now we will show that P [∪mi=1E
(i)
{0,i},{r}], P [∪h∈JjE
(h)
{h},{j}|∩
m
i=1E¯
(i)
{0,i},{r}], P [E
(m+1)
{r},{j}|(∩h∈JjE¯
(h)
{h},{j})∩
(∩mi=1E¯
(i)
{0,i},{r})], P [E
(m+1)
{0},{j}|(∩h∈Jj E¯
(h)
{h},{j})∩(∩
m
i=1E¯
(i)
{0,i},{r})∩E¯
(m+1)
{r},{j}] and P [E
(m+1)
{r},{0}|∩
m
i=1 E¯
(i)
{0,i},{r}]
tend to zero as n → ∞. For the convenience of analysis we define B0iR (w0,i:1) = ∪w0,i∈S0,i(w0,i:1)B0iw0,i
and CiR(wi,0) = ∪w0,i:1∈S0,i:1Ciw0,i:1⊕wi,0 . Similarly, Bi2R (j) = ∪w{i},B∈T ji B
i2
w{i},B such that
T
j
i = {w{i},B|(y
(m+1)
j , yˆ
(m+1)
i (w{i},B)) ∈ A
(m+1)(Yj Yˆi)}.
P [∪mi=1E
(i)
{0,i},{r}]
≤
m∑
i=1
(
P [D¯(i)(v0B(w{0},B:2),vi1(wi,0:1),yr)] + P [∪w˜i,0:1 6=wi,0:1D
(i)(vi1(w˜i,0:1),yr)]
)
+
∑
S⊆B
P
[
∪w˜{0},S(∩
m
i=1D
(i)(v0S(w˜{0},S:2),v0S¯(w{0},S¯:2),vi1(wi,0:1),yr))
]
(198)
≤ m · ǫ+
m∑
i=1
2n(Ri,0:1−∆i,nI(V
(i)
i1 ;Y
(i)
r )+3ǫ) +
∑
S⊆B
2n(R{0},S−
∑
m
i=1∆i,nI(V
(i)
0S ;Y
(i)
r ,V
(i)
0S¯
|V (i)i1 )+ǫ
′) (199)
The total cardinality of the case (w˜{0},S:2 6= w{0},S:2) is bounded by 2nR{0},S since w˜{0},S:2 is uniquely
specified with w˜{0},S if w{0},S¯:2 is given.
P [∪h∈JjE
(h)
{h},{j}| ∩
m
i=1 E¯
(i)
{0,i},{r}] ≤
∑
h∈Jj
P [E
(h)
{h},{j}| ∩
m
i=1 E¯
(i)
{0,i},{r}] (200)
Also,
P [E
(h)
{h},{j}
| ∩mi=1 E¯
(i)
{0,i},{r}
] ≤ P [D¯(h)(vh2(wh,j),yj)]+
P [∪w˜{h},B:1∈Bh2R (j)D
(h)(vh2(w˜{h},B:1),yj)] (201)
≤ ǫ+ |Bh2R (j)| · 2
−n(∆h,nI(V
(h)
h2 ;Y
(h)
j )−3ǫ) (202)
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and |Bh2R (j)| = 2
n(∆m+1I(Y
(m+1)
h ;Yˆ
(m+1)
h |Y
(m+1)
j )+∆hI(V
(h)
h2 ;Y
(h)
Imin
h
)−∆m+1I(Y
(m+1)
h ;Yˆ
(m+1)
h |Y
(m+1)
Imin
h
)−4ǫ)
.
P [E
(m+1)
{r},{j}|(∩h∈Jj E¯
(h)
{h},{j}) ∩ (∩
m
i=1E¯
(i)
{0,i},{r})]
≤P [D¯(m+1)(uj(wrj ),yj)] + P [∪w˜rj∈C
j
R(wj,0)
D(m+1)(uj(w˜rj ),yj , yˆJj )] (203)
≤ǫ+ |CjR(wj,0)| · 2
−n(∆m+1,nI(U
(m+1)
j ;Y
(m+1)
j ,Yˆ
(m+1)
Jj
)−3ǫ) (204)
P [E
(m+1)
{0},{j}|(∩h∈Jj E¯
(h)
{h},{j}) ∩ (∩
m
i=1E¯
(i)
{0,i},{r}) ∩ E¯
(m+1)
{r},{j}]
≤
∑
i 6=j
P [D¯(i)(v0j(w0,j:2),yj)]+
P
[
∪w˜0,j:2∈BjR(w0,i:1)
(
∩i∈JjD
(i)(v0j(w˜0,j:2),vi2(w{i},B:1),yj) ∩i 6∈Jj D
(i)(v0j(w˜0,j:2),yj)
)]
(205)
≤(m− 1)ǫ+ |BiR(w0,i:1)| · 2
−n(
∑
i∈Jj
∆i,nI(V
(i)
0j ;Y
(i)
j |V
(i)
i2 )+
∑
i6∈Jj
∆i,nI(V
(i)
0j ;Y
(i)
j )−ǫ
′′) (206)
P [E
(m+1)
{r},{0}| ∩
m
j=1 E¯
(j)
{0,j},{r}] ≤P [D¯
(m+1)(uB(wrB),y0)]+∑
S⊆B
P [∪w˜S,{0} 6=wS,{0}D
(m+1)(uS(w˜rS ),uS¯(wrS¯ ),y0)] (207)
≤ǫ+
∑
S⊆B
2nRS,{0}2−n·∆m+1,n(I(U
(m+1)
S ;Y
(m+1)
0
,U
(m+1)
S¯
)−ǫ′) (208)
The total cardinality of the case (w˜rS 6= wrS) is bounded by 2nRS,{0} since w˜rS is uniquely specified with
w˜S,{0} if wS¯,{0} is given.
Since ǫ > 0 is arbitrary, with the conditions of Theorem 7 and the AEP property, we can make the
right hand sides of (199), (202), (204), (206) and (208) tend to 0 as n→∞. By Carathe´odory theorem in
[12], it is sufficient to restrict |Q| ≤ 2m+1+m2+m+2 since 2m inequality is from (22), m inequalities
are from (23), 2m inequalities are from (24), m inequalities are from (26) and m(m− 1) inequalities are
from (27).
APPENDIX E
PROOF OF THEOREM 10
Proof: Random code generation: For all i ∈ [1,m], first we generate a partition of S0,i randomly
by independently assigning every index w0,i ∈ S0,i to a set S0,i(j), with a uniform distribution over the
indices j ∈ {0, . . . , ⌊2nR0,i:1⌋− 1} := S0,i:1. We denote by s0,i(w0,i) the index j of S0,i(j) to which w0,i
belongs. Similarly, we generate a partition of Si,0 with the cardinality 2nRi,0:1 .
1) Phase 1: Generate random (n ·∆1,n)-length sequences
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• v
(1)
0i (w0,i:2) with p(1)(v0i), w0,i:2 ∈ {0, 1, · · · , ⌊2nR0,i:2⌋ − 1} := S0,i:2, where
p(1)(v0i) =


1
‖A(1)(V0i)‖
, v0i ∈ A
(1)(V0i)
0, otherwise.
(209)
and R0,i:2 = R0,i:1 + ∆1I(V (1)0i ;Y
(1)
i ) − 4ǫ. Then we define bin Bij := {w0,i:2|w0,i:2 ∈ [j ·
⌊2n(∆1I(V
(1)
0i ;Y
(1)
i )+R0,i:1−R0,i−4ǫ)⌋, (j+1)·⌊2n(∆1I(V
(1)
0i ;Y
(1)
i )+R0,i:1−R0,i−4ǫ)⌋−1]} for j ∈ {0, 1, · · · , ⌊2nR0,i⌋−
1}.
2) Phase i+ 1: Generate random (n ·∆i+1,n)-length sequences
• x
(i+1)
i (wi,0) i.i.d. with p(i+1)(xi), wi,0 ∈ Si,0
3) Phase m+ 2: Generate random (n ·∆m+2,n)-length sequences
• u
(m+2)
i (wri) with p(m+2)(ui), wri ∈ {0, 1, · · · , ⌊2nRri ⌋ − 1} := Sri , where
p(m+2)(ui) =


1
‖A(m+2)(Ui)‖
, ui ∈ A
(m+2)(Ui)
0, otherwise.
(210)
and Rri = max{R0,i:1, Ri,0:1}+ (∆m+2I(U
(m+2)
i ;Y
(m+2)
i )− 4ǫ−R0,i:1).
and define bin Cij := {wri |wri ∈ [j · ⌊2n(∆m+2I(U
(m+2)
i ;Y
(m+2)
i )−R0,i:1−4ǫ)⌋,
(j + 1) · ⌊2n(∆m+2I(U
(m+2)
i ;Y
(m+2)
i )−R0,i:1−4ǫ)⌋ − 1]} for j ∈ {0, 1, · · · , ⌊2nmax{R0,i:1,Ri,0:1}⌋ − 1}.
Encoding: For all i ∈ [1,m],
1) During phase 1, to transmit (w0,1, · · · , w0,m), node 0 picks (w0,1:2, · · · , w0,m:2) ∈
⊗m
i=1B
i
w0,i
such
that v(1)
0S (w{0},S:2) ∈ A
(1)(V0S), ∀S ∈ B , |S| > 1. Such a (w0,1:2, · · · , w0,m:2) exists with high
probability if∑
i∈S
(R0,i −R0,i:1) <
∑
i∈S
∆1I(V
(1)
0i ;Y
(1)
i )−∆1I(V
(1)
0i ;V
(1)
0S(i))− |S|ǫ− δ(ǫ) (211)
for S ⊆ B , |S| > 1 from Lemma 21. Then node 0 finds a x(1)
0
jointly typical with
(v
(1)
01 (w0,1:2), · · · ,v
(1)
0m(w0,m:2)) and designate it as the codeword corresponding to (w0,1, · · · , w0,m).
Node 0 sends x(1)
0
(w0,1, · · · , w0,m) during phase 1.
2) During phase i+ 1 encoder of terminal node i sends the codeword x(i+1)i (wi,0).
3) Relay r estimates wˆ0,i and wˆi,0 after phase m+ 1 using jointly typical decoding, then constructs
wi = wˆ0,i:1 ⊕ wˆi,0:1. To transmit a pair of messages (w1, · · · , wm), pick a pair (wr1 , · · · , wrm) ∈⊗m
i=1C
i
wi such that u
(m+2)
S (wrS ) ∈ A
(m+2)(US), ∀S ∈ B, |S| > 1. Such a (wr1 , · · · , wrm) exists
with high probability if∑
i∈S
R0,i:1 <
∑
i∈S
∆m+2I(U
(m+2)
i ;Y
(m+2)
i )−∆m+2I(U
(m+2)
i ;U
(m+2)
S(i) )− |S|ǫ− δ(ǫ) (212)
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for S ⊆ B, |S| > 1. from Lemma 21. Then the relay finds a x(m+2)r jointly typical with
(u
(m+2)
1 (wr1), · · · ,u
(m+2)
m (wrm)) and designate it as the codeword corresponding to (w1, · · · , wm).
Relay r sends x(m+2)r (w1, · · · , wm) during phase m+ 2.
Decoding: For all i ∈ [1,m],
1) Node 0 estimates w˜i,0:1 after phase m+2 using jointly typical decoding. Since wi = w0,i:1⊕wi,0:1
and 0 knows w0,i, node 0 can reduce the number of possible wi. Then node 0 decodes w˜i,0 if there
exists a unique w˜i,0 ∈ Si,0(w˜i,0:1) such that (x(i+1)i (w˜i,0),y
(i+1)
0
) ∈ A(i+1)(XiY0).
2) Node i estimates w˜ri after phase m + 2 using jointly typical decoding. Similar to the case of
node 0, node i can reduce the cardinality of wri to 2n(∆m+2I(U
(m+2)
i ;Y
(m+2)
i )−4ǫ) and node i decodes
w˜0,i:1 from the bin index of w˜ri . Then, node i estimates w˜0,i:2 using jointly typical decoding of the
sequence (v(1)
0i (w˜0,i:2),y
(1)
i ). Since node i knows the bin index sw˜0,i(w˜0,i) as w˜0,i:1, it can reduce
the cardinality of w0,i:2 to 2n(∆1I(V
(1)
0i ;Y
(1)
i )−4ǫ)
. After decoding w˜0,i:2, node i finally decodes w˜0,i
from the bin index of w˜0,i:2.
Error analysis:
P [E] = P [Eenc ∪ Edec] ≤ P [Eenc] + P [Edec] (213)
≤ ǫ+
m∑
i=1
P [E{0},{i}] + P [E{i},{0}] (214)
where E is the entire error event, Eenc is the set of encoding error events, and Edec is the set of decoding
error events. P [Eenc] is upper bounded by sufficiently small number ǫ from (211) and (212). Edec can
be separated by individual decoding error events in each link. Then ∀i ∈ [1,m],
P [E{0},{i}] ≤ P [E
(1)
{0},{r} ∪E
(m+2)
{r},{i} ∪E
(m+2)
{0},{i}] (215)
≤ P [E
(1)
{0},{r}] + P [E
(m+2)
{r},{i} |E¯
(1)
{0},{r}] + P [E
(m+2)
{0},{i}|E¯
(1)
{0},{r} ∩ E¯
(m+2)
{r},{i} ] (216)
P [E{i},{0}] ≤ P [E
(i+1)
{i},{r} ∪ E
(m+2)
{r},{0} ∪E
(m+2)
{i},{0}] (217)
≤ P [E
(i+1)
{i},{r}] + P [E
(m+2)
{r},{0}|E¯
(i+1)
{i},{r}] + P [E
(m+2)
{i},{0}|E¯
(i+1)
{i},{r} ∩ E¯
(m+2)
{r},{0}] (218)
Also, for the convenience of analysis we define BiR(w0,i:1) = ∪w0,i∈S0,i(w0,i:1)Biw0,i and C
i
R(wi,0:1) =
∪w0,i:1∈S0,i:1C
i
w0,i:1⊕wi,0:1 . Then,
P [E
(1)
{0},{r}] ≤P [D¯
(1)(v0B(w{0},B),yr)] +
∑
S⊆B
P [∪w˜{0},SD
(1)(v0S(w˜{0},S:2),v0S¯(w˜{0},S¯:2),yr)] (219)
≤ǫ+
∑
S⊆B
2n(R{0},S−∆1,n(I(V
(1)
0S ;Y
(1)
r V0S¯)+ǫ
′)) (220)
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The total cardinality of the case (w˜{0},S:2 6= w{0},S:2) is bounded by 2nR{0},S since w˜{0},S:2 is uniquely
specified with w˜{0},S if w{0},S¯:2 is given.
P [E
(m+2)
{r},{i} |E¯
(1)
{0},{r}] ≤P [D¯
(m+2)(ui(wri),yi)] + P [∪w˜ri∈CiR(wi,0:1)D
(m+2)(ui(w˜ri),yi)] (221)
≤ǫ+ |CiR(wi,0:1)| · 2
−n(∆m+2,nI(U
(m+2)
i ;Y
(m+2)
i )−3ǫ) (222)
P [E
(m+2)
{0},{i}|E¯
(1)
{0},{r} ∩ E¯
(m+2)
{r},{i}] ≤P [D¯
(1)(v0i(w0,i:2),yi)]+
P [∪w˜0,i:2∈BiR(w0,i:1)D
(1)(v0i(w˜0,i:2),yi)] (223)
≤ǫ+ |BiR(w0,i:1)| · 2
−n(∆1,nI(V
(1)
0i ;Y
(1)
i )−3ǫ) (224)
P [E
(i+1)
{i},{r}] ≤P [D¯
(i+1)(xi(wi,0),yr)] + P [∪w˜i,0 6=wi,0D
(i+1)(xi(w˜i,0),yr)] (225)
≤ǫ+ 2n(Ri,0−∆i+1,n(I(X
(i+1)
i ;Y
(i+1)
r )+3ǫ)) (226)
P [E
(m+2)
{r},{0}|E¯
(i+1)
{i},{r}] ≤P [D¯
(m+2)(uB(wrB),y0)]+∑
S⊆B
P [∪w˜S,{0} 6=wS,{0}D
(m+2)(uS(w˜rS ),uS¯(wrS¯),y0)] (227)
≤ǫ+
∑
S⊆B
2nRS,{0}:12−n·∆m+2,n(I(U
(m+2)
S ;Y
(m+2)
0
,U
(m+2)
S¯
)−ǫ′) (228)
The total cardinality of the case (w˜rS 6= wrS) is bounded by 2nRS,{0}:1 since w˜rS is uniquely specified
with w˜S,{0}:1 if wS¯,{0}:1 is given.
P [E
(m+2)
{i},{0}|E¯
(i+1)
{i},{r} ∩ E¯
(m+2)
{r},{0}] ≤P [D¯
(i+1)(xi(wi,0),y0)]+
P [∪w˜i,0 6=wi,0D
(i+1)(xi(w˜i,0),y0) ∩ (w˜i,0 ∈ Si,0(wi,0:1))] (229)
≤ǫ+ 2n(Ri,0−∆i+1,n(I(X
(i+1)
i ;Y
(i+1)
0
)−Ri,0:1+3ǫ)) (230)
Since ǫ > 0 is arbitrary, with the conditions of Theorem 10, proper choices of {R0,i:1} and {Ri,0:1}
and the AEP property, we can make the right hand sides of (220), (222), (224), (226), (228) and (230)
tend to 0 as n→∞.
APPENDIX F
APPLY EXTENDED MARTON’S BOUND TO THE GAUSSIAN CHANNEL
For convenience of analysis, we define a function as follow:
f(a,b, c) :=
m∑
i=1
aibici (231)
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where a,b, c are vectors length m. Similar to Costa’s setup in [5], we will apply the broadcast scheme
in the previous section to the Gaussian channel. We use the following relationship between input signals
and auxiliary vairiables of transmitter a:
Ua = ΛaVa (232)
Xa =
m∑
i=1
Vai (233)
where Ua and Va are vectors length m and Λa ∈ Rm×m. Also V ′ais follow the distributions Vai ∼
CN (0, βaiP ), where (0 ≤ βai ≤ 1),
∑m
i=1 βai = 1 and V ′ais are independent. We define λ¯ai as the ith
row vector of Λa, i.e., λ¯ai = (λai1, λai2, · · · , λaim) and β¯a = (βa1, · · · , βam).
Now we define some useful functions to evaluate mutual information terms in the Gaussian broadcast
channel. We consider two scenarios; the single transmitter case and the double transmitter case. The
latter one is only for the multiple access period of the PMABC protocols. We assume that there are
two senders a, b and two receivers c and d. Node a has m independent messages and corresponding m
auxiliary random variables U ′
ais. Similarly, Node b constructs U ′bis.
1) Single transmitter (when node a is only broadcasting)
I(Uai;Yc) = C
(
|ha,c|
2Paf
2(λ¯ai, 1¯, β¯a)
|ha,c|2Pa(f(λ¯ai, λ¯ai, β¯a)− f2(λ¯ai, 1¯, β¯a)) + f(λ¯ai, λ¯ai, β¯a)
)
:= CB(Pa, ha,c, λ¯ai, β¯a) (234)
I(Uai;Uaj) = C
(
f2(λ¯ai, λ¯aj , β¯a)
f(λ¯ai, λ¯ai, β¯a)f(λ¯aj , λ¯aj , β¯a)− f2(λ¯ai, λ¯aj , β¯a)
)
:= CBE(λ¯ai, λ¯aj, β¯a) (235)
I(Uai;Uaj , Uak) = C
(
KBE2(λ¯ai, λ¯aj , λ¯ak, β¯a)
KBE1(λ¯ai, λ¯aj , λ¯ak, β¯a)−KBE2(λ¯ai, λ¯aj , λ¯ak, β¯a)
)
:= CBE2(λ¯ai, λ¯aj , λ¯ak, β¯a) (236)
I(Uai;Yc, Uaj) =
C
(
|ha,c|
2KC2(λ¯ai, λ¯aj , β¯a)Pa +KC4(λ¯ai, λ¯aj, β¯a)
|ha,c|2(KC1(λ¯ai, λ¯aj , β¯a)−KC2(λ¯ai, λ¯aj, β¯a))Pa + (KC3(λ¯ai, λ¯aj , β¯a)−KC4(λ¯ai, λ¯aj , β¯a))
)
:= CC(Pa, ha,c, λ¯ai, λ¯aj , β¯a) (237)
I(Uai;Yc, Yˆd) =
C
(
f2(λ¯ai, 1¯, β¯a)KBC2(Pa, ha,c, ha,d, Pdˆ, σd)
f(λ¯ai, λ¯ai, β¯a)KBC1(Pa, ha,c, ha,d, Pdˆ, σd)− f
2(λ¯ai, 1¯, β¯a)KBC2(Pa, ha,c, ha,d, Pdˆ, σd)
)
:= CBC(Pa, ha,c, ha,d, λ¯ai, β¯a, Pdˆ, σd) (238)
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where P
dˆ
= E[Yˆ 2
d
], σd = E[YdYˆd] and
KBE1(λ¯ai, λ¯aj , λ¯ak, β¯a) =f(λ¯ai, λ¯ai, β¯a)f(λ¯aj , λ¯aj , β¯a)f(λ¯ak, λ¯ak, β¯a)−
f(λ¯ai, λ¯ai, β¯a)f
2(λ¯aj, λ¯ak, β¯a) (239)
KBE2(λ¯ai, λ¯aj , λ¯ak, β¯a) =f(λ¯aj, λ¯aj , β¯a)f
2(λ¯ai, λ¯ak, β¯a) + f(λ¯ak, λ¯ak, β¯a)f
2(λ¯ai, λ¯aj , β¯a)−
2f(λ¯ai, λ¯aj, β¯a)f(λ¯aj , λ¯ak, β¯a)f(λ¯ai, λ¯ak, β¯a) (240)
KC1(λ¯ai, λ¯aj , β¯a) =f(λ¯ai, λ¯ai, β¯a)f(λ¯aj , λ¯aj , β¯a)− f(λ¯ai, λ¯ai, β¯a)f
2(λ¯aj , 1¯, β¯a) (241)
KC2(λ¯ai, λ¯aj , β¯a) =f
2(λ¯ai, λ¯aj, β¯a) + f(λ¯aj, λ¯aj , β¯a)f
2(λ¯ai, 1¯, β¯a)−
2f(λ¯ai, λ¯aj, β¯a)f(λ¯ai, 1¯, β¯a)f(λ¯aj , 1¯, β¯a) (242)
KC3(λ¯ai, λ¯aj , β¯a) =f(λ¯ai, λ¯ai, β¯a)f(λ¯aj , λ¯aj , β¯a) (243)
KC4(λ¯ai, λ¯aj , β¯a) =f
2(λ¯ai, λ¯aj, β¯a) (244)
KBC1(Pa, ha,c, ha,d, Pdˆ, σd) =|ha,c|
2Pa
(
P
dˆ
− σ2d
|ha,d|
2Pa
|ha,d|2Pa + 1
)
+ P
dˆ
(245)
KBC2(Pa, ha,c, ha,d, Pdˆ, σd) =|ha,c|
2Pa
(
P
dˆ
− σ2d
|ha,d|
2Pa
|ha,d|2Pa + 1
)
+ σ2d
|ha,d|
2Pa
|ha,d|2Pa + 1
(246)
2) Double transmitter (when both a and b are broadcasting)
I(Xa;Yc, Ubi) = C
(
|ha,c|
2Paf(λ¯bi, λ¯bi, β¯b)
|hb,c|2Pb(f(λ¯bi, λ¯bi, β¯b)− f2(λ¯bi, 1¯, β¯b)) + f(λ¯bi, λ¯bi, β¯b)
)
:= CM (Pa, Pb, ha,c, hb,c, λ¯bi, β¯b) (247)
I(Uai;Yc) = C
(
f2(λ¯ai, 1¯, β¯a)|ha,c|
2Pa
f(λ¯ai, λ¯ai, β¯a)(|ha,c|2Pa + |hb,c|2Pb + 1)− f2(λ¯ai, 1¯, β¯a)|ha,c|2Pa
)
:= CBI(Pa, Pb, ha,c, hb,c, λ¯ai, β¯a) (248)
I(Uai;Yc|Ubj) =
C
(
|ha,c|
2PaKBM1(λ¯ai, λ¯bj , β¯a, β¯b)
|ha,c|2PaKBM2(λ¯ai, λ¯bj , β¯a, β¯b) + |hb,c|2PbKBM3(λ¯ai, λ¯bj , β¯a, β¯b) +KBM4(λ¯ai, λ¯bj , β¯a, β¯b)
)
:= CBM (Pa, Pb, ha,c, hb,c, λ¯ai, λ¯bj , β¯a, β¯b) (249)
I(Uai;Yc, Uaj |Ubk) = C
(
KCI,N (Pa, Pb, ha,c, hb,c, λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b)
KCI,D(Pa, Pb, ha,c, hb,c, λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b)
)
:= CCI(Pa, Pb, ha,c, hb,c, λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) (250)
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where
KBM1(λ¯ai, λ¯bj , β¯a, β¯b) = f(λ¯bj, λ¯bj , β¯b)f
2(λ¯ai, 1¯, β¯a) (251)
KBM2(λ¯ai, λ¯bj , β¯a, β¯b) = f(λ¯bj, λ¯bj , β¯b)(f(λ¯ai, λ¯ai, β¯a)− f
2(λ¯ai, 1¯, β¯a)) (252)
KBM3(λ¯ai, λ¯bj , β¯a, β¯b) = f(λ¯ai, λ¯ai, β¯a)(f(λ¯bj , λ¯bj , β¯b)− f
2(λ¯bj , 1¯, β¯b)) (253)
KBM4(λ¯ai, λ¯bj , β¯a, β¯b) = f(λ¯ai, λ¯ai, β¯a)f(λ¯bj , λ¯bj , β¯b) (254)
KCI,N (Pa, Pb, ha,c, hb,c, λ¯ai, λ¯aj, λ¯bk, β¯a, β¯b) = |ha,c|
2PaKCI1(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b)+
|hb,c|
2PbKCI2(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) +KCI3(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) (255)
KCI,D(Pa, Pb, ha,c, hb,c, λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = |ha,c|
2PaKCI4(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b)+
|hb,c|
2PbKCI5(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) +KCI6(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) (256)
KCI1(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = f(λ¯bk, λ¯bk, β¯b)f
2(λ¯ai, 1¯, β¯a)f(λ¯aj , λ¯aj, β¯a)+
f(λ¯bk, λ¯bk, β¯b)f
2(λ¯ai, λ¯aj , β¯a)− 2f(λ¯bk, λ¯bk, β¯b)f(λ¯ai, λ¯aj , β¯a)f(λ¯ai, 1¯, β¯a)f(λ¯aj , 1¯, β¯a) (257)
KCI2(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = f
2(λ¯ai, λ¯aj , β¯a)(f(λ¯bk, λ¯bk, β¯b)− f
2(λ¯bk, 1¯, β¯b)) (258)
KCI3(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = f
2(λ¯ai, λ¯aj , β¯a)f(λ¯bk, λ¯bk, β¯b) (259)
KCI4(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = f(λ¯ai, λ¯ai, β¯a)f(λ¯bk, λ¯bk, β¯b)(f(λ¯aj , λ¯aj , β¯a)− f
2(λ¯aj , 1¯, β¯a))−
KCI1(λ¯ai, λ¯aj, λ¯bk, β¯a, β¯b) (260)
KCI5(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = f(λ¯ai, λ¯ai, β¯a)f(λ¯aj , λ¯aj , β¯a)(f(λ¯bk, λ¯bk, β¯b)− f
2(λ¯bk, 1¯, β¯b))−
KCI2(λ¯ai, λ¯aj, λ¯bk, β¯a, β¯b) (261)
KCI6(λ¯ai, λ¯aj , λ¯bk, β¯a, β¯b) = f(λ¯ai, λ¯ai, β¯a)f(λ¯aj , λ¯aj , β¯a)f(λ¯bk, λ¯bk, β¯b)−
KCI3(λ¯ai, λ¯aj, λ¯bk, β¯a, β¯b) (262)
For example, if we take
Λr =

 1 βr1|hr,1|2Prβr1|hr1|2Pr+1
0 1

 (263)
and assume the degraded channel Xr → Y1 → Y2 in the second phase of the FMABC-N protocol, then
we can achieve the following rate regions in the second phase:
R0,1 < ∆2I(U
(2)
1
;Y
(2)
1
)−∆2I(U
(2)
1
;U
(2)
2
) = ∆2C(βr1|hr,1|
2Pr) (264)
R0,2 < ∆2I(U
(2)
2
;Y
(2)
2
) = ∆2C
(
βr2|hr,2|
2Pr
βr1|hr,2|2Pr + 1
)
(265)
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This is the well-known capacity region for the degraded channel Xr → Y1 → Y2. However, this may not
be optimum due to the opposite data rates R1,0 and R2,0. Thus, generally it is necessary to optimize Λr
and β¯r to maximize the entire achievable region.
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