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ABSTRACT
Compressed sensing (CS) MRI relies on adequate under-
sampling of the k-space to accelerate the acquisition without
compromising image quality. Consequently, the design of
optimal sampling patterns for these k-space coefficients has
received significant attention, with many CS MRI methods
exploiting variable-density probability distributions. Real-
izing that an optimal sampling pattern may depend on the
downstream task (e.g. image reconstruction, segmentation,
or classification), we here propose joint learning of both task-
adaptive k-space sampling and a subsequent model-based
proximal-gradient recovery network. The former is enabled
through a probabilistic generative model that leverages the
Gumbel-softmax relaxation to sample across trainable beliefs
while maintaining differentiability. The proposed combina-
tion of a highly flexible sampling model and a model-based
(sampling-adaptive) image reconstruction network facilitates
exploration and efficient training, yielding improved MR
image quality compared to other sampling baselines.
Index Terms— Compressed sensing, model-based deep
learning, magnetic resonance imaging
1. INTRODUCTION
Magnetic resonance imaging (MRI) is an invaluable non-
invasive medical imaging modality that enables reliable di-
agnostic imaging for a wide range of clinical applications
with unmatched soft-tissue contrast and high resolution. It is
however also associated with long acquisition times, thereby
diminishing patient comfort, compromising high-quality dy-
namic imaging (e.g. cardiac), and yielding high procedural
costs with limited throughput. To overcome this, accelerated
MRI approaches have extensively been studied, initially re-
sulting in parallel imaging methods that are commonplace in
today’s MRI devices, such as SENSE [1].
More recently, methods that exploit both redundancy
in the spatial frequency components as well as structural
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image priors (e.g. sparsity in some domain) have been pro-
posed. These compressed sensing (CS) approaches [2, 3, 4]
speed-up data acquisition by undersampling the full k-space
through hand-tailored sampling schemes, while retaining
image quality by exploiting the aforementioned sparsity dur-
ing image reconstruction. Popular sampling schemes follow
from variable-density probability density functions (PDF)
[5], which are mostly based on the empirical observation
that lower frequencies should be sampled more densely than
high frequencies to enable adequate image recovery. The
authors of [6] bridge the gap between these empirically found
variable-density sampling designs and the mathematical justi-
fication. In practice, optimal k-space sampling may however
depend on the anatomy and the imaging task at hand (e.g
whole body, dynamic cardiac, or segmentation), and these
approaches therefore fail to exploit the full data distribution
available.
With the aim of exploiting such information, several data-
driven approaches have been introduced for optimization of
k-space sampling. Among these, greedy algorithms were pro-
posed [7, 8] to handle the factorial scaling of this problem.
Other approaches leverage gradient-based learning of sam-
pling schemes through compact (gradient-distributing) inter-
polation kernels [9]. This was however found to inhibit ef-
fective exploration and flexibility, with learned subsampling
schemes not deviating far from their initialization.
In pursuit of a more effective and flexible approach to
joint learning of sampling and image recovery, we here pro-
pose to adopt a generative k-space sampling model [10],
termed Deep Probabilistic Subsampling (DPS), along with
a concurrent unfolded proximal gradient network [11] for
recovery. DPS leverages the recently proposed Gumbel-
softmax relaxation for differentiable sampling from categor-
icals and distributes trainable beliefs over relevant k-space
coefficients. The unfolded recovery model exploits both
the known measurement domain transform (Fourier) and
the sampling itself, while learning an effective image prox-
imal mapping. This allows for fast co-adaptation of the
reconstruction network to the selected samples and promotes
exploration of an optimal sampling pattern.
The remainder of this paper is structured as follows. We
start by giving a description of the system model in section
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2.1, after which we elaborate on our subsampling and re-
construction methods in sections 2.2 and 2.3, respectively.
Section 3 elucidates upon the conducted experiments: sparse
signal recovery from partial Fourier measurements (3.1), and
MRI reconstruction from partial k-space measurements (3.2).
We conclude in section 4.
Throughout the paper, bold capital letters denote matrices.
We index matrices by row-first notation, i.e. am denotes the
mth row-vector of matrix A, of which am,n is the scalar in the
nth column.
2. METHODS
2.1. System model
We define a partial Fourier measurement y ∈ CM , acquired
by subsampling the full vector of Fourier coefficients x ∈
CN , using A(Φ) ∈ {0, 1}M×N , parameterized by Φ:
y = A(Φ)x. (1)
For each row am in A(Φ) we require ‖am‖1 = 1, making
A(Φ) a subset selector that selects M out of N (M  N )
elements from x. We aim to achieve a subsequent task s (e.g.
image reconstruction) from y through a nonlinear task func-
tion fθ(·) that is differentiable with respect to its trainable
parameters θ:
sˆ = fθ(y). (2)
2.2. DPS: Deep probabilistic subsampling
To enable training of both the parameters for the subsam-
pling scheme, Φ, and the task network, θ, we adopt a proba-
bilistic generative sampling model that circumvents the non-
differentiable nature of subset selection [10]. Rather than at-
tempting to train the sampling directly, we instead update be-
liefs across all possible Fourier (or k-space) coefficients.
To that end, we introduce M independent categorical ran-
dom variables, following distributions Catm(N,pim), with
m ∈ {1, . . . ,M}, that all express beliefs across the full set
ofN coefficients though theN normalized class probabilities
pim,n in pim ∈ RN . We define a logit φm,n as the natural
logarithm of the unnormalized class probability, such that:
pim,n =
exp φm,n∑N
i=1 exp φm,i
. (3)
To draw a sample from a categorical, we exploit the
Gumbel-max trick [12]. This trick perturbs the unnormal-
ized logits φm with Gumbel noise em in order to create
randomized keys from which the highest key is selected.
Subsequently a length-N one-hot vector is created, i.e. a
vector that contains only one non-zero element (with value 1)
at the index of the drawn sample, through a function that we
denote as onehotN (·). We iteratively draw samples without
replacement across the M categoricals, which we implement
by masking previously sampled categories (here, Fourier co-
efficients) through wm−1 ∈ {−∞, 0}. Each row of A(Φ)
thus takes the following form:
am = onehotN
{
argmax
n∈{1...N}
{
wm−1,n +φm,n + em,n
}}
. (4)
To enable error backpropagation, we adopt the Gumbel-
softmax trick, thereby relaxing the non-differentiable argmax(·)
function (hard sampling) by replacing it with the softmaxτ (·)
function (termed soft sampling) [13, 14], having temperature
parameter τ . We thus define:
∇φm am := ∇φmEem
[
softmaxτ{wm−1 + φm + em}
]
=
∇φmEem
[
exp{(wm−1 + φm + em)/τ}∑N
i=1 exp{(wm−1,i + φm,i + em,i)/τ}
]
. (5)
Across all experiments presented in this paper, the unnormal-
ized logits Φ are initialized by i.i.d zero-mean Gaussian noise
(σ2 = 14 ) samples.
Top-M sampling for largeN DefiningM categorical ran-
dom variables with N categories offers high expressiveness,
but comes at the cost of having a large amount of trainable
parameters and poses memory challenges. This particularly
holds for large N , e.g. when sampling MRI k-space coeffi-
cients. As such, we also consider sampling M elements with-
out replacement from only a single categorical distribution
with trained logits, termed top-M sampling.
As shown by Kool et al. [15], top-M hard sampling is
equivalent to sampling M times without replacement from
the same distribution. As such, we can define
A(Φ) = MhotN
{
topM
n∈{1...N}
(φn + en)
}
, (6)
where topM(·) returns the indices of the unique M highest
values, and MhotN (·) creates M one-hot encoded rows from
the returned indices by topM(·), yielding the rows of A(Φ).
The authors of [16] demonstrated that iterative sampling
without replacement from a single Gumbel-softmax distribu-
tion is a valid top-M relaxation. As such we can directly
leverage (5) for backpropagation.
2.3. Model-based deep networks for signal recovery
In CS, the ill-posed problem of signal/image reconstruction
from compressive measurements is typically solved using
proximal gradient methods [11]. The iterative nature makes
them tediously slow however, and the adopted regulariz-
ers are typically selected empirically. Recently, the use of
deep neural networks for signal/image reconstruction has
gained popularity, being a fast, fully data-driven alternative.
Common network designs are closely related to the U-Net
[17, 18]. While popular, such a structure is inherently not
sampling-adaptive and does not exploit available knowledge
on the acquisition. We therefore propose to leverage a deep
unfolded proximal gradient method [11], in which iterations
of a known iterative algorithm are unfolded as a feedforward
neural network. The update rule of a this proximal gradient
scheme takes the following form:
sˆ(k+1) = P(k)(ζ)
{
sˆ(k) − α(k)(ψ)FHAT(Φ)
(
A(Φ)Fsˆ
(k) −A(Φ)x
)}
(7)
= P(k)(ζ)
{
B(k)sˆ(k) + C(k)[AT(Φ)A(Φ)x]
}
, (8)
where F ∈ CN×N is the Fourier transform matrix, FH is its
Hermitian, α(k) and P(ζ)(·) are the stepsize and the proxi-
mal operator (parameterized by ζ), respectively, B(k) = I −
α
(k)
(ψ)F
HAT(Φ)A(Φ)F, and C
(k) = α(ψ)F
H . Each iteration
in (7) is a model-based (MB) network layer, with trainable
parameters ζ. Depending on the application, we will either
fully learn a suitable proximal mapping P(ζ)(·) using a neu-
ral network (MRI reconstruction), or only learn a layer-wise
shrinkage parameter for a known analytic proximal operator
(sparse recovery).
This MB-approach not only facilitates the incorporation
of domain transforms and sampling patterns in the network ar-
chitecture (allowing it to co-adapt when learning the sampling
scheme), but also greatly reduces the amount of trainable pa-
rameters compared to conventional convolutional networks.
3. EXPERIMENTS
3.1. Partial Fourier sampling of sparse signals
Experiment setup We first demonstrate DPS for sparse
signal reconstruction from partial Fourier measurements [5,
19, 20]. To that end, we synthetically generate random sparse
signal vectors s ∈ R128, with 5 non-zero coefficients, which
we subsequently Fourier-transform to yield x ∈ C128. We
compare subsampling using a fixed random pattern (classic
CS) to DPS, using either top-M or top-1 sampling.
Reconstruction model The MB recovery network is
based on an unfolded version of the iterative shrinkage and
thresholding algorithm [21]. It comprises 3 layers that fol-
low the iterations in (8), with B(k) and C(k) here replaced
by trainable fully-connected layers, and P(ζ)(·)(k) being
a smoothed sigmoid-based soft-thresholding operator [22],
with learned thresholding parameters for each k. We com-
pare this MB network to a standard fully-connected (FC)
network with 5 hidden layers containing 256, 512, 256, 128,
and 128 nodes, respectively, each followed by leaky ReLU
activations.
Training details The model is trained by minimizing the
mean-squared error (MSE) between the model predictions
and the ground truth signals s. For DPS, we promote training
towards one-hot distributions Catm(N,pim) through an ad-
ditional mild entropy penalty (multiplier µ = 1e − 8) on the
DPS top-1 + FC
DPS top-1 + MB
9e-5
MSE
DPS top-M + MB
Random + MB
6e-4
1e-4
2e-4
(c)
(a) (b)
(d)
Fig. 1. (a) Partial Fourier measurements by Deep Probabilistic Sub-
sampling (DPS) with N/M = 4 (red) and all Fourier coefficients
(blue). (b) Reconstructed sparse signal using the proposed model-
based (MB) deep network. (c) MSE values for DPS vs random
partial Fourier measurements, and MB vs fully-connected (FC) re-
construction networks. (d) Training graphs for DPS top-1 with MB
(blue) and FC (green) networks for the first 10,000 epochs.
trainable logits. Note that this penalty is not applied in case
of top-M sampling. The resulting total loss is minimized
using stochastic gradient descend across mini-batches of 16
randomly-generated Fourier-transformed data vectors. To
this end we adopt the ADAM solver (β1 = 0.9, β2 = 0.999,
and  = 1e−7) [23], with separate learning rates for the
generative sampling model and the reconstruction network
(8e− 2 and 1e− 3, respectively). We train until the val-
idation loss converged, with the temperature parameter τ
gradually lowered from 5.0 to 0.5.
Results Figure 1b visualizes sparse signal reconstruction
using the proposed MB deep network with learned subsam-
pling by DPS (top-1 sampling), selecting 25% of the Fourier
coefficients (see fig. 1a, samples are displayed in red). The
sparse signal components are well-recovered. Figure 1c pro-
vides the MSE values for all tested models, and the train-
ing graphs (first 10,000 epochs) for DPS top-1 with MB and
fully-connected recovery networks are displayed in fig. 1d.
We clearly see the positive effect of a MB recovery network
compared to a FC network in terms of performance and con-
vergence, which we attribute to the MB-network’s ability to
efficiently co-adapt with the changing sampling pattern.
3.2. MR images from partial k-space measurements
Experiment setup To show the merit of DPS for MRI k-
space sampling, we leverage the NYU fastMRI database that
contains a vast amount of knee MRI volumes [20]. We se-
lected only the single-coil measurements, and the outer slices
of all volumes (which mostly depicted background) were re-
moved. We randomly selected 8000 MRI slices for training,
and 2000 and 3000 for validation and testing, respectively.
Random Low-pass DPS
Full k-space
40 dB
Target 
MR image
Learned logits
PSNR: 35.8 dB, SSIM: 0.82 PSNR: 36.2 dB, SSIM: 0.82
(a) (b) (c) (d)
PSNR: 27.7 dB, SSIM: 0.67
2D Fourier
transform
Fig. 2. MR image reconstruction from partial k-space measurements (N/M = 80) using (b) uniform random sampling, (c) low-pass
sampling, and (d) learned sampling by DPS. (d, top inset) learned distribution logits in DPS, expressing beliefs over k-space coefficients. (a)
The target image and full k-space, of which only 1.2% of the coefficients are sampled in (b-d).
The images were cropped to the central 208 × 208 pixels,
and normalized between 0 and 1, after which, by means of
the 2D fast-Fourier transform, corresponding k-space images
x ∈ C208×208 were generated.
We compare learned subsampling by DPS to a fixed uni-
form random or low-pass pattern. For DPS, we here adopt
top-M sampling from a single trained distribution to allevi-
ate memory challenges due to the large number of potential
k-space coefficients. Results are evaluated through the PSNR
and structural similarity index (SSIM) [24].
Reconstruction model Each layer in the MB reconstruc-
tion network follows the update rule of (7) (3 unfoldings),
with trainable stepsize α(k)(ψ) implemented as a small 3 × 3
convolutional kernel. The proximal mapping P(k)(ζ) was also
learned [25], by implementing it as 3 ReLU-activated 2D-
convolutional layers with 16 features (3×3 kernels), followed
by a linear 2D-convolutional layer (3 × 3 kernels), mapping
the output to a single image.
Training details We again adopt the MSE loss, but in ad-
dition leverage an adversarial loss to promote visually plausi-
ble reconstructions. To that end, we adopt a discriminator net-
workDξ that is trained to distinguish real from generated MR
images [26], while the sampling and image reconstruction pa-
rameters are jointly optimized to maximize discriminator loss.
The discriminator consists of 3 2D-convolutional layers with
64 features, 3 × 3 kernels and a stride of 2, each followed
by a Leaky ReLU activation. The resulting feature maps are
then spatially aggregated into a feature vector through global
average pooling, followed by dropout (40%). A final fully-
connected layer with sigmoid activation then maps the fea-
tures to a single output probability.
In addition to the image MSE and adversarial loss, we
also penalize the MSE between the discriminator features for
generated images and true images. To yield the total training
loss, these 3 losses are weighted by multipliers 1, 5e−6 and
1e−7, respectively. We again use a distinct learning rate for
the parameters of the generative sampling model and the other
parameters, being 0.01 and 2e−4, respectively. The tempera-
ture parameter τ was fixed at 5.0. Training was performed for
500 epochs with mini-batches containing 8 k-space spectra,
using the ADAM solver [23] with settings as in section 3.1.
Results Figure 2 shows the obtained MRI reconstructions
for an example from the hold-out test set. The k-space was
subsampled by a factor 80 (i.e. only 1.2% of the coeffi-
cients are sampled), and the results of DPS were compared to
non-trained sampling by two baseline methods (random uni-
form and low-pass). Random uniform sampling (fig. 2b) did
not yield plausible reconstructions, lacking sufficient low-
frequency coefficients. While low-pass sampling (fig. 2c)
resulted in improved reconstructions, it was outperformed
by DPS (fig. 2d). The latter achieves an apparent sharpness
and detail that is particularly evident from the zoomed areas.
Across the full test set, its PSNR value was moreover higher.
When inspecting the learned logits we observe that DPS gen-
erally favours low frequencies while also distributing samples
towards the higher frequencies.
4. CONCLUSIONS
In this paper we proposed an end-to-end deep learning so-
lution for CS MRI that enables joint optimization of a data-
driven task-adaptive subsampling model (deep probabilistic
subsampling, DPS) and the parameters of a dedicated model-
based signal/image recovery network. We found that learned
subsampling yielded improved MR image reconstruction
compared to the evaluated non-trained patterns, and showed
that the use of a model-based deep reconstruction network
facilitates efficient training. Future work includes evaluation
of DPS for other MR imaging tasks such as segmentation
and classification, as well as its use across a broader range of
task-adaptive sampling applications in different fields.
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