In this paper we present a strategy to route unknown a%ration virtual circuits in a high-speed communication network. Previous work on virtual circuit routing concentrated on the case where the callduration is known in advance. We show that by allowing U(logn) reroutes per call, we can achieve O(log n) competitive ratio with respect to the maximum load (congestion) for the unknown duration case, were n is the number of nodes in the network. This is in contrast to the n( +G) lower bound on the competitive ratio for this case if no rerouting is allowed [3] . Our routing algorithm can be also applied in the context of machine load balancing of tasks with unknown duration. We present an algorithm that makes O(logn) reassignments per task and achieves O(log n) competitive ratio with respect to the load, where n is the number of parallel machines. The previously known algorithm that achieves polylogarithmic competitive ratio for load balancing of tasks with unknown duration dealt only with the special case of unit-load tasks where each task can be assigned to one of a subset of machines [ 111.
another) the user requests a (virtual) circuit to be established between these points. Although the rate of information flowing through such a circuit might vary in time, the network has to guarantee that the circuit will support at least the bit rate that was agreed upon during the connection establishment negotiations. This guarantee is imperative for correct operation of many of the services, including constant bit-rate video and voice transmission. In other words, establishing a connection corresponds to reserving the requested bandwidth along some path connecting the end points specified by the user.
It is thus important to develop online strategies for virtual circuit routing that lead to provably efficient bandwidth utilization.
As we will show, the problem appears to be especially hard when the duration of each virtual circuit is apriori unknown.
The routing problem considered in this paper is as follows. We are given a network where each edge has an associated capacity (i.e. bandwidth).
Requests for establishment of connections arrive on-line; each request specifies the source and destination nodes, and the requested bandwidth; duration of the connection is not specified. Immediately upon arrival of a request, the algorithm establishes a connection by allocating the required bandwidth along some path between the source and the destination nodes. When a connection terminates, the bandwidth allocated to it is released. The algorithm can (possibly) reroute some of the existing connections.
A natural measure to evaluate the performance of the bandwidth allocation strategy is the "relative load" which is defined as the maximum congestion, i.e. maximum (over all links and over all moments in time) of the percentage of link-capacity utilization by the currently routed circuits. As usual, we use the notion of the competitive ratio [12] , which in this case is the supremum, over all possible input sequences, of the ratio of the maximum relative load achieved by the online algorithm to the maximum relative load achieved by the optimal offline algorithm.
Observe that if the number of reroutings per connec-tion is not limited, it is trivial to maintain optimum relative load, i.e. competitive ratio of 1. The other extreme is to totally disallow rerouting. For this case it is easy to adapt the lower bound of Azar, Broder, and Karlin [3] to show R(T@) 1 ower bound for the competitive ratio, where n is the number of nodes in the network.' This should be compared with the case where the duration of each connection becomes known upon its arrival. For this case, it was shown in [ 1, 41 that one can achieve O(log nT)-competitive ratio with no rerouting, where T is the ratio of the longest to the shortest duration of a connection. This indicates that the routing of virtual circuits with unknown duration is significantly harder.
The main contribution of this paper is a routing strategy for unknown duration virtual circuits that is O(Iog n) competitive with respect to load and that reroutes each circuit at most O(logn) times. This competitive factor is achieved against an adversary that does not have a restriction on the number of times it reroutes each circuit.
Informally, our routing strategy is based on maintaining a new stabihy condition. On one hand, this condition is strong enough to guarantee that the current load is within O(log n) factor of the optimum maximum load, and on the other hand it is weak enough so that the algorithm does not make more than logarithmic number of reroutings per call in order to maintain it. Moreover, this stability condition can be checked by considering only the current state of the routing algorithm and thus can be directly used to make rerouting decisions. In contrast to this, the condition used in [l] for proof of competitiveness, was based on both the state of the online and the state of the offline algorithms and hence can not be used to make rerouting decisions.
An alternative measure of network performance is the amortized throughput defined as the average over time of the number ofbits transmitted by the accepted connections. In this setting, the network's bandwidth is assumed to be insufficient to satisfy all the requests so some of the requests may need to be rejected upon their arrival. An online algorithm in this setting is a combination of a decision mechanism that determines which requests to satisfy together with a strategy that specifies how to route these requests. The goal is to maximize the amortized throughput.
Cdmpetitive algorithms to maximize the throughput were provided by Garay and Gopal [8] (for the case of a single link); by Garay, Gopal, Kutten, Mansour and 'The result in [3] is an n(6) lower bound in the context of loadbalancing. Adaptation of this lower bound to the routing model results in an 0( $G) lower bound. Yung [7] (for a line network); and by Awerbuch, Azar and Plotkin [2] (f or g eneral network topologies). None of these works considered connections with unknown durations. In view of the results presented in this paper it is natural to ask whether there exists a throughput-competitive algorithm for the case where the duration of calls is apriori unknown. It is not hard to show that such an algorithm does not exist. Roughly speaking, the reasoning is as follows. First note that the throughput-maximiTation setting is viable only if we allow the online algorithm to reject some of the calls. Now the fact that the call durations are apriori unknown means that an online algorithm may reject a call that would have otherwise continued to exist "forever", which shows that the competitive ratio of this online algorithm with respect to throughput is unbounded.
Load Balancing
In the second part of the paper we show how to apply our techniques to load balancing of tasks with unknown duration. Here, there are n parallel machines and a number of independent tasks. The tasks arrive one by one, where each task has an associate Ioaa' vector and has to be assigned to exactly one of the machines, thereby increasing the load on this machine by an amount specified by the corresponding coordinate of the load vector. The duration of a task is not known upon its arrival. The objective is to minimize the maximum machine load.
The case where the duration of a task becomes known upon its arrival was extensively studied [9, 10, 5, 6, 1, 41. In this paper we focus on the more general case where the duration of tasks are apriori unknown. For this case, Azar, Broder, and Karlin [3] showed that if reassignment of tasks is not allowed (ie, once a task is assigned to a machine, it cannot be reassigned to another machine), then there is an a(+) lower bound on the competitive ratio. This lower bound holds even if we restrict the model to the case where all coordinates of the load vector are either 00 or 1. The O(r) n -competitive algorithm presented in [4] matches this lower bound.
In order to overcome the above non-polylogarithmic lower bound, Phillips and Westbrook suggested to allow task reassi~ments [ 111. In particular, for the case where all coordinates of the load vector are either 00 or 1, they have presented an algorithm that achieves O(log n) competitive ratio with respect to load while making at most a constant amortized number of reassignments per task.
The techniques developed here for online routing can be applied to the general case, i.e. load balancing of unknown duration tasks with no restrictions on the load vectors. This yields an algorithm that makes O(logn) reassignments per task and achieves O(log n) competitive ratio with respect to the load.
It seems that it is impossible to extend the approach in [ 1 l] to achieve similar performance.
We also consider the special case where all coordinates of the load vector of task i are either co or 1, and where the optimum load achieved by the off-line algorithm is at least logn.
For this case we give an algorithm that achieves a constant competitive ratio while making only O(log n) amortized reassignments per task. As opposed to the algorithm in [l l] and the other algorithms presented here that reassign tasks only as a result of task departures, this algorithm reassigns tasks as a result of a task arrival as well. In fact, it is easy to show that this is necessary in order to achieve sublogarithmic competitive ratio [5] .
On-line Route Allocation
In this section we describe online strategy for routing (and rerouting) virtual circuits whose lifetime (duration) is apriori unknown. We are given a graph G = (V, E) with IV1 = n and IEl = m, and a capacity function u : E + R+ . The fact that each connection has an associated lifetime that is apriori unknown is modeled by assuming that the algorithm receives two types of requests online: "initiate connection" and "terminate connection".
We say that connection i is active at time t if the "initiate connection i" request arrives before t and the "terminate connection i" request arrives after t. The "initiate connection" request is defined by a tuple (si, ti, pi), where si, ti E V are the source/sink pair, and p; E R+ corresponds to the required bandwidth. As long as the connection is active, the required bandwidth has to be reserved along some path Pi from the source si to the sink ti. The routing algorithm is allowed to change Pi at any time; such change is referred to as rerouting.
If we were to use edge e to route connection i, the load on this edge would have increased by p;. Thus, we define the relative loadon e due to connection i as pi,, = pi/u(e). Note that pi,, is defined for every edge e, and not only for the edges that actually participate in the path Pi currently assigned to connection i by the algorithm. Let Pt and Pf be the set of paths associated with the connections that are active at time t by the online and the ofI%ne algorithms, respectively. The relative load on edge e at instance t of the online algorithm is defined by: Let x(t) = ma&eE f&-(t) and x = maxt X(t). Similarly, define f?z (t), X*(t) and X* to be the corresponding quantities for the routes P: produced by the off-line algorithm. The goal of the online algorithm is to produce and maintain a set of routes that minimizes X/X*.
This problem can be viewed as an instance of virtual circuit routing or dynamic path packing problem. Minimizing X/X* corresponds to asking how much larger we should make the capacities of the edges in order for the online algorithm to be able to satisfy all the requests on the new graph that the off-line algorithm could have satisfied on the graph with the original capacities.
Routing Algorithm
We first assume that the algorithm has a knowledge of A > A*. This assumption can be easily dealt with by a simple doubling technique, which we discuss later. To simplify the formulas, we will use tilde to denote normalization by A, for example .&k(t) = L&)/h. Define a = 1 + y/2 for some constant y < 1. At every instance, each active connection i is associated with some path Pi. Since the algorithm is allowed to reroute connections, we define T(Pi) as the last time when the connection was rerouted to use path Pi. For a route P that exists at time t and that uses edge e, let Q,P(t) be the set of routes in the network at time t which use edge e and that have smaller values of T(.), i.e. paths that were using e before P. Define the height of a route P with respect to an edge e at time t as hf(t) = C Pj,e and the weight of a route P which satisfies request i as &P Note that the weight of the first path connection i is assigned to immediately after its arrival is:
where t is the time immediately after the assignment. From now on we will omit the parameter t where it can be deduced from the context. As we will show, it is sufficient to maintain the following stability condition. Definition 2.1 Let P be some existing s -t route satisfying active connection i, and let P' be any s -t path in G. We say that the algorithm is in a stable state if for any P and P', we have:
Intuitively, the main idea of the algorithm is to make sure that the above stability condition is satisfied. Upon receiving the "initiate connection" request (si, ti, p;), the online routing/rerouting algorithm assigns it to an si -ti path Pi which minimizes IV,". If at any moment the stability condition is not satisfied by some connection i that is currently assigned to some path P, the algorithm reroutes i to use a path P,! that minimizes WiP. When a connection terminates, it is removed from the path it is assigned to, reducing the relative load on the edges of the path. Observe that the algorithm will never reroute as a result of an arrival of a new connection.
The proof of pe f r ormance of the algorithm is divided into two parts. First, we prove that if a stable condition is attained, then the current relative load can be bounded by a function of the optimum load. Next we use this fact to show that after any departure, a stable condition can be achieved by making only a small number of reroutings. ProoE Consider a connection i that is currently assigned by the online algorithm to some path P. Let P* be the path that is currently assigned to this connection by the offline algorithm. Note that since a = 1 + 7/2 we have that Vx E [0, l] : 2(a" -1) 5 yz. Moreover, the fact that the offline algorithm routes the ith request through P* implies that for each e E P' we have 0 5 & 5 1, and hence the inequality above applies for x = &+. This and the stability condition imply Clearly, the left hand-side .is a telescopic sum for each edge e. Observe that the fact that the normalized load of the offline algorithm never exceeds 1 implies that CP'EP.I,EP'
Pi,e -< 1. Thus we conclude that C(a" -l)<rCa"" eEE eEE Using the fact that y < 1, we get caec 5 m/(1 -7). eEE Lemma 2.3 A connection that arrived when the algorithm was in a stable state will not be rerouted more than O(log n) times.
Proofi Consider a request for connection i with source si and sink ti that arrived when the algorithm was in a stable state. Let Qi be a path that minimizes 2,' = '&P(afi,e -1). Note that Z,?' is a lower bound on the weight of a path associated with this connection at any time.
By assumption, connection i arrived when the algorithm was in a stable state. Hence, if we would have assigned this connection to Qi upon its arrival, then by Lemma 2.2, its weight would have been assigned to a path with minimum weight, the original weight of the connection is no greater than the weight it would have had if it had been assigned to Qi, and hence it is at most m/( 1 -r)Z'F'. Arrival, termination, and reroutings of other connections can not increase the weight associated with this connection, and each rerouting of i decreases the weight of the route assigned to i by at least a factor of 2. Thus, since the final algorithm to that of the offline one while executing only a weight of the connection is at least Zi Qi we conclude that small number of reassignments.
the number of reroutings per connection is bounded by
As usual, one can categorize load balancing problems log(m/(l -7)) = Wgn). I for tasks with unknown duration into classes according to the properties of the vectors pj. The most general case is Theorem 2.4 The route/reroute algorithm maintains load of the unrelated machines case, where we place no restrictions at most O(Alogn) while rerouting each connection at most on these vectors. In the next section we discuss this case O(log n) times. and show that the routing strategy presented above can be modified to provide a competitive load balancing algorithm for this case. ProoE Clearly this algorithm starts in a stable state. Note that arrival of new connections can not affect the stability condition. Departure of a connection might cause several reroutings. Since, inductively, the connections that are rerouted arrived when the algorithm was in a stable state, Lemma 2.3 implies that the rerouting will terminate and a stable state will be reached again. Lemma 2.2 then implies that at this point we have c & 5 m/(1 -7).
eE.5
This, in turn implies that X = mtaxrnp;f?,(t) 5 hlog,(m/(l -7)) = O(Alogn).
Since every connection arrives when the algorithm is in a stable state, Lemma 2.3 implies that the total number of reroutings per connection is bounded by O(log n). 1
We can eliminate the need to know the optimal load in advance by the standard doubling technique. Initiate A to be the minimum pl,, and if at some time the current load exceeds the competitive ratio times A, then double A and ignore all of the connections that currently exist in the system. This increases the competitive ratio by at most a factor of 4 and thus it remains at most O(log n).
On-line machine load balancing
In this section we consider the online load balancing problem defined as follows. Tasks arrive and depart online. At any instance, each active task, i.e. task which has arrived but has not terminated yet, has to be assigned to one of the n machines. The finishing times of the tasks are apriori unknown. The algorithm is allowed to reassign tasks from one machine to another.
Each task j is defined by a vector pi = (Plj,PSj,.
. . ,p,j); for the period that task j is assigned to machine i it increases the load on i by pij. The goal is to minimize the ratio between the maximal load of the online Another interesting case is when all pij are either 1 or 00 and where the optimum load achieved by the offline algorithm is at least logn. In other words, each task is associated with a subset of machines that can execute it; assigning the task to one of these machines causes a unit increase in the load. In Section 3.2 we present an algorithm that achieves a constant competitive ratio with respect to load for this case, while performing O(logn) amortized number of reassignments per task.
The unrelated machines case
The routing problem discussed in the previous section can be considered as a generalization of the unrelated machines scheduling problem.
Roughly speaking, in the load balancing problem, each task can be assigned to one of the machines in a given set, increasing the load on this machine. In the routing context, assigning a connection to a route increases the load on a subset of edges, where the subsets correspond to possible s -t routes.
It is easy to see that the routing algorithm algorithm presented in the previous section works even for the case where the graph is directed and where the values of relative load pi,, are arbitrary and are not necessarily related to pi/u(e).
This all ows us to reduce an instance of the load balancing problem on unrelated machines to online "generalized routing" in the following way. Construct a directed graph with 2 vertices, s and t, and R. parallel edges between them. Edge i corresponds to machine i. Given a sequence of tasks arrivals and departures, we generate a corresponding sequence of requests to initiate connections and to terminate connections. An arrival of task j with a corresponding load vector pj is translated into an "initiate connection j" request between s and t with precisely the same load vector. Observe that assignment of task j to machine i corresponds to using the unique s -t path through the ith edge to satisfy the corresponding request "initiate connection j". This immediately implies: Theorem 3.1 For the unrelated machines problem where the duration of tasks is apriori unknown, there is an assignment algorithm which makes O(log n) reassignments per task and achieves O(log n) competitive ratio with respect to the load.
In [5] , an 0Qogn) lower bound was proved on the competitive ratio for the load balancing case where tasks never depart. Observe that our algorithm reassigns tasks only as a result of task departures, and hence can not achieve better than O(log n) competitive ratio with respect to load.
3.2
The case of unit-load tasks In this section we consider the special case where all pij are either 1 or oo, and where the optimum load achieved by the offline algorithm is af least logn. In other words, each task has unit weight and can be assigned to one of the machines that belong to a subset associated with this task. We describe an algorithm which maintains a constant competitive ratio while performing O(Iogn) amortized number of reassignments per task.
As before we assume that the algorithm has a knowledge of A 2 X' , where X* is the optimum load achieved by the offline algorithm. This assumption can easily be dealt with by simple doubling technique. The algorithm will maintain the following stability condition: Definition 3.2 Let j be some task which is currently assigned to machine i. Consider a machine i' which is an eligible assignment for task j (i.e. machine i with pcj = 1). We say that the algorithm is in stable state if for any i and i', we have:
ei -lit 5 2h/ log72
Similarly to the routing algorithm of Section 2.1, the main idea of the algorithm is to make sure that the above stability condition is satisfied. Each new task j is assigned to an eligible machine that currently has minimum load. If at any moment the stability condition is not satisfied by some task j that is currently assigned to machine i, the algorithm reassigns j to a least loaded machine among the machines that are eligible with respect to j. When a task finishes, it is removed from the machine it is assigned to, reducing the load on this machine.
Observe that, as opposed to the algorithms described previously, this algorithm reassigns tasks both as a result of task arrival and departure. As mentioned in Section 3.1, this is necessary, since the lower bound of [5] implies that an algorithm that does not reassign tasks as a result of task arrivals can not achieve better than R(logn) competitive ratio.
Again, the proof of performance of the algorithm is divided into two parts. First, we prove that if a stable condition is attained, then the current load is within a constant factor of optimum load. Then we show that after any arrival or departure, a stable condition can be reached by making only a small number of reassignments. Lemma 3.3 If the algorithm is in a stable state, than X 5 4A.
ProoE Assume that at some instance there is a machine i such that & > 4A. We claim that at that time, for any 0 < k 5 [lognj there is a set Sk of at least 2" machines such that vi E Sk; e; > A(4 -2k/iOgn) Thus for k = LlognJ it follows that there are more than n/2 machines with load larger than 2A. This yields a contradiction since at every instance in time, the cumulative load on all the machines has to be below nX* 5 nA.
We prove the claim by induction on k. By assumption, the induction holds for k = 0. Assume the claim is correct for k. Consider the tasks currently assigned to machines in the set Sk. The fact that k 5 log n implies A(4 -2k/logn) 2 2A. Thus, c -ei 2 2kA. &Sk Since the optimal load on each machine is bounded by A, the offline algorithm must assign the tasks which are currently assigned to machines in Sk to a set of machines Sk+1 of size at least 2k. Consider any machine i in S k+l -Sk. By construction of Sk+l, machine i is eligible with respect to some task j that is currently assigned to one of the machines i' E Sk. The stability condition implies that the load on i is not much lower than the load on i'. More precisely, ei 2 &f -2A j log n. Since i' E Sk we can use the induction hypothesis to get: Vi E Sk+l; & > A(4 -2(k + l)/logn).
This completes the inductive proof and therefore the proof of the Lemma. 1 Lemma 3.4 If every task arrives when the algorithm is in a stable state then the total number of reassignments is at most O(log n) times the number of tasks.
ProoE Define the following non-negative potential func- tion We will bound the changes in the value of this function that are caused by arrivals, departures and reassignments of tasks. Clearly task departures can only cause @ to decrease. Next we consider tasks arrivals. If a task arrived when the algorithm was in a stable state, and was assigned to some machine i whose load before the assignment was &, then by Lemma 3.3 we get that the increase in 9 is bounded by: A@ = ((& + 1)/A)2 -(&/A)2 = (2ei/n + ipqp 5 9/A.
For tasks reassignments, if a task is reassigned from machine i to machine i' then 9 is reduced by at least:
