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Summary
This thesis reports the absolute differential cross section (DCS) measurements, obtained 
using a crossed electron-molecular beam apparatus, for low energy electron scattering 
from polar polyatomic molecules. The format of this thesis is in seven chapters. The 
first chapter gives a brief introduction to the previous work in this field of research.
Chapter 2 provides a summary of the theory of low energy electron-molecule scattering, 
which is applicable to the experimental determinations of various collision processes. 
The experimental apparatus used in these measurements, and the procedures employed 
for this apparatus, is described in Chapter 3.
In Chapter 4, the spatial profiles of atom/molecular beams formed by both single and 
multicapillary sources have been investigated for He, Ne, Ar, Kr, H2 and N2. The 
profile measurements were undertaken at detector-source distances of 1.5 to 4.5 mm 
and at driving pressures (0.02 to 10 Torr) which are typical of those used in collision 
experiments such as the present study using the crossed beam apparatus. The results 
indicate the clear superiority of a capillary array source over a single capillary source, 
with similar overall dimensions, in the production of a well collimated 
atomic/molecular beam over a wide range of pressures and distances from the source 
exit. They also indicate a measurable dependence of the beam profile on gas species, 
particularly at the higher pressures studied. The significance of this result, for the 
normalisation technique employed in the DCS measurements, is discussed.
Chapter 5 reports the absolute DCS measurements for vibrationally elastic electron 
scattering from the polar molecules H2S and SO2 at incident energies from 1.0 to 30 eV 
and scattering angles between 10° and 130°. At each energy studied the DCS data was 
integrated to generate total elastic and elastic momentum transfer cross sections. The 
absolute differential cross sections for the electron impact excitation of selected 
vibrational modes of NH3 and H2S at incident energies from 2.0 to 15 eV and the same 
range of scattering angles are presented in Chapter 6 . For NH3, previous experiments 
have demonstrated the influence of a broad shape resonance on the vibrational cross 
section but have differed significantly as to the position and width of this feature.
(V)
Consequently, the energy dependence of the excitation cross section in the energy 
range 5-10 eV was also measured at a scattering angle of 90°. For H2S, the vibrational 
excitation was also studied in the region of a low energy shape resonance. Both the 
differential and integral cross section measurements are critically compared with 
previous experimental studies and theoretical calculations where available.
In Chapter 7, absolute DCS for low energy electron scattering from neon have been 
measured for the energy range of 0.75 to 7.0 eV. The data have been analysed using 
phase shift techniques and comparisons made between the present cross sections and 
phase shifts and similar data from previous crossed beam experiments and theory. The 
present results are discussed in the context of the recent proposal by Shi and Burrow 
(1992) regarding the use of neon as a secondary cross section standard.
Appendix A contains a copy of the first pages from publications resulting from this 
doctoral work.
(Tables and Figures are placed at the end of each chapter in order to render the text 
more readable)
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Introduction
Low energy (< 50 eV) electron-molecule collisions present an exciting challenge for 
both scattering theory and experiment in describing and determining the various 
processes which can occur. This energy regime is particularly interesting for many 
reasons - scattering calculations must pay careful attention to, amongst other things, the 
effects of correlation/polarisation and exchange, whilst experiments must provide 
accurate, absolute measurements for gases which can be very reactive. Both 
experiment and theory are also rigorously tested in describing the sharp structures 
which can dominate many near-threshold excitation processes. A large body of 
literature is now devoted to detailed investigations and theoretical understanding of low 
energy electron-molecule collision processes, which include elastic scattering, 
rotational and vibrational excitation and electron attachment.
Since the 1970s, interest in low energy electron-molecule scattering has expanded 
rapidly. The decade of the 1970s saw a dramatic increase in activity in this area of 
atomic and molecular physics, such as investigations of total electron scattering cross 
sections, ionisation cross sections, more detailed studies of vibrational and rotational 
excitation, resonance phenomena and dissociation processes (see Trajmar et al. 1983, 
and reference therein, for a comprehensive review for studies prior to 1980). However, 
despite numerous efforts by scattering experimentalists, there were many difficulties 
involved in establishing an absolute scale for most of this data. In the 1980s, 
systematic improvements in experimental techniques and the increased understanding 
of the nature of the electron-molecule collision process improved the determination of 
absolute cross section data. In particular, the development of reliable normalisation 
techniques (Srivastava et al. 1975, and later Nickel et al. 1989), and the availability of
2accurate absolute elastic electron-helium cross sections (Nesbet 1978), which can serve 
as a standard, greatly improved the reliability of absolute cross section measurements 
for electron-molecule scattering. The current level of activity in this field is indicated 
by the large number of recent workshops, symposia and satellite meetings that have 
been devoted to low energy electron-molecule collisions. These include the biannual 
International Conference on the Physics of Electronic and Atomic Collisions (for 
example, the 17th ICPEAC in Brisbane 1991), the Joint Symposium on Electron and 
Ion Swarms and Low Energy Electron Scattering (Gold Coast 1991), the Fifth Physics 
Summer School on Atomic and Molecular Physics and Quantum Optics (Canberra 
1992), and the annual Gaseous Electronics Conference (for example, the 46th GEC in 
Montreal 1993).
The interest in low energy electron-molecule scattering arises from both a fundamental 
interest in the nature of the scattering process and for the need for accurate collision 
cross sections and reaction rates in models of a wide and ever increasing range of 
technological devices and processes based on gas discharges. In particular, the study of 
electron-polyatomic molecule scattering is driven by the practical need to develop a 
better understanding of the physics and chemistry of the key processes that drive low- 
temperature plasmas, processes in astrophysics, the physics of planetary atmospheres, 
materials damage in fusion-powered reactors and pollution control, amongst many 
others. In the main, it is the low energy collisions between electrons and the parent 
molecules that provide the radicals and ions that drive these processes. For example, 
the detailed modelling of a chemical-vapour-deposition process may require many 
reaction rates involving neutral radicals and ionic fragments, but the rate determining 
reactions which initiate this chemistry often involve the electron impact dissociation of 
a polyatomic molecule, such as SiH4 or CH4 , into neutral fragments (Rescigno 1992). 
Experimental data guide the development of theoretical models and computational 
schemes for calculating these cross sections. The increasing sophistication of the 
scattering calculations applied to electron-molecule collisions, and the improved 
capability of modem computers, has been such a motivation to both theoretical and 
experimental investigators that there are now many groups world-wide working on the 
absolute determination of cross sections for electron-induced reactions in a wide variety 
of gases. Many of these gases pose major technical problems for the experimentalist, 
mainly due to toxicity (safety guidelines must be followed), reactivity (a high resolution 
scattering apparatus must be able to operate with these gases) and purity of the gas 
supplied (ultra-high purity gases can be expensive). Molecules, particularly 
polyatomics, also present problems for the scattering theorist that can only be solved in 
the majority of cases by extensive approximations and/or model calculations. Low
3energy scattering collisions must be described by a fully quantal formulation and there 
are many aspects of this formulation which lead to further complications in achieving a 
tractable solution to the scattering problem. Because of this, accurate experimental 
measurements are vital in indicating whether these approximations are valid. For cases 
in which experimental data are not available, or where it may not be possible/feasible to 
experimentally determine scattering information for a particular process, theoretical 
cross sections must be used, hence the need to evaluate the validity if the 
approximations used in the calculations.
In spite of the need and high level of interest for cross section data, experimental 
measurements found in the literature are still quite limited. The measurement of 
accurate cross sections is difficult and time consuming, and extensive coverage of the 
range of possible energies and processes is an over-whelming task for the 
experimentalists. In particular, experimental measurements have, to some extent, not 
kept pace with the recent rapid development of device applications. In addition, there 
remain many anomalies and long-standing discrepancies between experiments and 
between experiments and theory, even for relatively simple diatomic and polyatomic 
molecules. Specific examples are the magnitude and energy dependence of the 
vibrational excitation cross section in H2 (v = 0-1) and the nature of the sharp structures 
that have been observed at threshold in the vibrational excitation of the hydrogen 
halides and some simple polyatomics such as CO2 (Buckman et al. 1992).
The Electron Physics Group at the Australian National University, in which this 
doctoral work was undertaken, embarked on a program in 1989 of the measurement of 
absolute, low energy differential cross sections on a variety of molecular targets. The 
initial motivation was to investigate vibrational excitation in H2, where there were 
significant discrepancies between experiment and theory (Brunger et al. 1990, 1991). 
These studies were followed by a series of measurements on N2 at energies near the Tig 
resonance (Brennan et al. 1992), and on NH3, a relatively simple polar polyatomic for 
which a body of theoretical cross section calculations were available for comparison 
(Alle etal. 1992).
This thesis presents the results of an ongoing program to provide accurate, absolute 
differential and integral cross sections for molecular targets of both fundamental and 
technological interest.
In Chapter 2, the theory of electron-molecule collision processes which relate to the 
present experimental investigations is presented. In particular, the difficulties in
4accurately describing the scattering of low energy electrons from molecules are 
described along with the approximation techniques used in scattering theory relevant to 
the present study.
Chapter 3 describes the experimental methods and techniques used to perform the 
measurements of absolute electron-atom/molecule differential cross sections with the 
crossed beam apparatus. As no definitive description of the apparatus has previously 
been given, the design and operation of all aspects of the apparatus and the associated 
gas handling system, electronics and computer control are discussed in detail. The 
direct measurements of differential cross sections are not feasible (without the 
introduction of large uncertainties) with the crossed beam apparatus. Rather the 
measurements are placed on an absolute scale by comparison, under controlled 
experimental conditions, of scattering intensities of the gas of interest against that for a 
gas with well established standard scattering cross sections, such as helium. This 
technique, known as the relative flow technique (Srivastava et al. 1975, Nickel et al. 
1989), is discussed in detail in Chapter 3. One of the essential assumptions in the use 
of this technique is, that provided care is taken to producing the two gas beams under 
identical conditions, the scattering volume for the two gases will be the same. Chapter 
4 describes experimental investigations of this hypothesis under conditions which are 
typical of many scattering experiments, and also makes detailed comparisons between 
the various methods that are available for the production of effusive atomic beams.
Chapter 5 presents the results of the absolute elastic differential cross sections for the 
scattering of electrons from H2S and SO2, whilst Chapter 6 presents the results for 
absolute differential cross sections for vibrational excitation of NH3 and H2S by low 
energy electron impact. Where possible, these measurements are compared to other 
determinations.
In the light of several low energy experimental and theoretical studies on neon 
(Williams 1979, O’Malley and Crompton 1980, Brewer et al. 1981, Register and 
Trajmar 1984, Saha 1989, 1990, Shi and Burrow 1992) which are generally in excellent 
agreement with one another, Shi and Burrow have proposed that neon may be used as a 
secondary standard for low energy electron scattering. A close comparison of these 
studies for electron scattering from neon at energies below about 7 eV reveals some 
discrepancies. Chapter 7 describes a comprehensive series of measurements of 
differential cross sections for elastically scattered electrons from neon at low energies 
(between 0.75 and 7.0 eV) to further investigate these small but significant
5discrepancies and evaluate the applicability of this scattering system to serve as a 
secondary standard.
6Chapter 2
Theory of Electron Scattering from 
Atoms and Molecules
2.1 Introduction
In the study of electron-molecule collision processes, increased attention is being paid 
by scattering theorists to small polyatomic targets. The quantum mechanical problem 
of solving the Schrödinger equation for the scattering states of a particle in a non­
central, non-local potential presents an intriguing challenge, as does the description of 
the intricacies of molecular structure, which is a major part of the problem. Due to the 
increasing theoretical interest in electron-molecule collision processes, several 
comprehensive articles and reviews have been published in the literature. In particular, 
the work of Itikawa (1978), Lane (1980), Norcross and Collins (1982), Morrison (1983) 
and Csanak ex al. (1983) has been utilised in preparing this chapter. The diversity of 
the theoretical approaches found in the literature is too extensive to give detailed 
descriptions of each. Rather, the following sections give a largely qualitative 
introduction to the physical features of the collision process, the problems encountered 
in the calculations, how these can be overcome, and the application of the theoretical 
approaches to the scattering processes investigated experimentally in this present study.
72.2 Electron-Molecule Scattering Theory
2.2.1 The Collision Cross Section
The cross section for a particular collision can be defined as the ratio of the number of 
collisions per unit time and per unit scatterer to the flux of the incident projectile 
panicles. It is a normalised measure of the probability that a particular type of collision 
will occur under a given set of kinematical conditions.
The concept of the cross section can be understood by considering a parallel beam of 
particles incident along the z-axis of the lab co-ordinate system upon target particles Np 
located at the origin (Figure 2.1). For simplicity, assume that the energy of the number 
of projectiles per cm2-sec Np is such that only elastic scattering is possible, and also 
that the target density is such that no projectile is scattered more than once and that the 
targets do not shield one another. dQ p ab then represents an element of solid angle in 
the lab co-ordinate system and the product N s(0 ,(f))dÜ iab represents the number of 
particles scattered into this solid angle per second, and will be proportional to the 
number of incident particles per cm2-sec Np,  the number of target particles Np, and 
dÜLab- The constant of proportionality is called the scattering cross section and 
thus:
NsiO.fldQLrt = o s (e,<t>)NP NTdQLab (2. 1)
The Differentia] Cross Section (DCS) is defined as:
dGS{e,o>) = as(e,<p)doLab = (cm2) (2 .2)
Np Np
and so the differential cross section per unit solid angle is:
d^Lab Np Np
(cm2 s r 1) (2.3)
Equation 2.3 can be considered classically as the area presented by the target particle to 
the projectiles for scattering into the solid angle element d Ü iat,.
The total scattering cross section o p  is defined as the integral of the DCS over all 
scattering angles and represents the effective area presented by each of the target 
particles for scattering into the entire 4 k  steradians. Since the DCS is usually
8symmetric about an axis along the incident beam, and thus independent of <p, the total 
cross section can be written as:
—  d£i = f  f —  sinOdddip = 2n sinddd (2.4)
dQ  J J  dQ Jo dQ
In such cases where inelastic scattering processes are possible, the Grand Total cross 
section is defined as the sum of the total cross sections for the open scattering channels. 
Another integral cross section, which is often referred to in kinetic theory of gases and 
discussions on transport or swarm phenomena, is the momentum transfer cross section, 
sometimes known as the diffusion cross section, defined as:
c = J “ "  U -cosQ)dQ = 2ttJ  (7 -cos6)sin6d6 (2.5)
where the (1-cosQ) factor represents the change in forward momentum of the projectile. 
As was the case in Equation 2.4, it has been assumed that the differential cross section 
is independent of <j).
In order to theoretically describe a collision process in a realistic and mathematically 
viable fashion, a large number of potential functions have been developed to describe 
the interactions between the separated particles for various types of collision processes. 
One example is classical scattering by a central potential (see Bransden and Joachain 
1983 for example). In Rutherford scattering, classical mechanics satisfactorily 
describes the collision where the incident particles are scattered by the Coulomb 
potential of a heavy nucleus. The exact trajectory of each projectile can be determined 
from its initial velocity v and the impact parameter b (the initial radial distance of the 
particle from the z-axis).
A full and accurate theoretical description of a collision between a low energy incident 
electron and a molecule is only achieved with a full quantum mechanical treatment, 
where the incident electron is no longer represented as a particle but as a wave packet 
which spreads as it travels through space.
2.2.2 Quantum Scattering Theory - The Schrödinger Equation
In a quantum mechanical formulation, the interactions between a system consisting of 
an electron and a target molecule can be described by a non-relativistic Hamiltonian, 
conveniently written as (Morrison 1983):
9H = H^)+ H ^ )+ f e+Vint (2.7)
where is the molecular Hamiltonian which includes nuclear kinetic energy
operators which can be separated into the sum of terms that describe the 
rotational and vibrational motion
is the molecular Hamiltonian which includes kinetic energy operators for 
the molecular electrons as well as Coulomb potential energy terms for 
these electrons and the repulsive nucleus-nucleus potential energy
A
Te is the kinetic energy operator for the scattered electron
A
Vjnt is the electron-molecule interaction potential energy, arising from the 
electrostatic (Coulomb) forces between the scattered electron and the 
constituent nuclei and the electrons of the target
In Equation 2.7, magnetic interactions such as spin-orbit coupling have been ignored. 
This is a valid approximation in this case, since these interactions are much weaker than 
the Coulomb terms in the Hamiltonian. The electron-molecule potential energy term in 
Equation 2.7 provides a mechanism by which the projectile electron influences, and is 
influenced by, the molecular constituents. This dynamic interaction results in notable 
complications (discussed further below) in performing scattering calculations.
With the system Hamiltonian, the stationary state wavefunctions •f'can, in principle, be 
obtained for a total system energy E by solving the time-independent Schrödinger 
equation (Morrison 1983):
H'¥e =E'¥e (2.8)
where E is the sum of the kinetic energy of the scattered electron and the energy of the 
target molecule.
The solution of the Schrödinger equation (2.8) is a many-body problem, and since the 
dynamic interaction of the electron and target motion prohibits an exact separation of 
variables in this equation, the scattering theorist must turn to approximation techniques, 
solving the equation subject to certain scattering boundary conditions. The system 
wavefunction must be the sum of an undistorted incident wave and an outgoing wave 
which contains the scattering information (Morrison 1983):
10
)—^ r ^ ^ k|'r ^ ( Tm) + X £7 -^ /(Tn,)/,'-./(f) (2-9)
/
where r denotes the co-ordinate of the scattered electron
r m collectively represents all the co-ordinates (nuclear and electronic 
states) of the target molecule
e,k, r plane wave representing the scattered electron with initial wave vector
K
<Z>i (Tm) the initial state molecular wavefunction of the molecule 
e*r-r
------- outgoing spherical wave with wave vector kf corresponding to that of
r
the electron after the collision 
<Pf ( rm) the final state wavefunction of the molecule 
/i_>f (r) the scattering amplitude for the transition
The incident wave term is the product of a plane wave representing the incident 
electron and the initial-state molecular wavefunction. There is also a scattered wave 
term for each open, final state molecular wavefunction. This consists of an outgoing 
spherical wave multiplied by the scattering amplitude for the transition. This amplitude 
is the fundamental quantity of the theory and once determined, any desired cross 
section can be computed.
The problem described thus far is a standard application of quantum theory. However, 
there are additional difficulties imposed because the projectile is an electron. Firstly, 
the scattered electron is indistinguishable from the molecular electrons and thus, the 
system wavefunction must obey the Pauli Principle (for fermions; spin V2) and thus 
must be anti-symmetric under interchange of any two electrons. This condition gives 
rise to what is known as "exchange" effects, which are important considerations in low 
energy collision calculations. Secondly, as the projectile is a charged particle, it will 
distort the target charge cloud. This distortion results in "polarisation" effects, which 
can be significant in low energy scattering processes. Thirdly, the dynamic interaction 
of the motion of the projectile and that of the nuclei (as mentioned previously) is 
responsible for the non-separability of the Schrödinger equation which makes its 
numerical solution extremely difficult.
Other difficulties are involved in electron-molecule scattering calculations because of 
the nature of the target. The fact that the target has more than one scattering centre
11
gives rise to difficulties in assigning a co-ordinate system in which the collision theory 
is formulated. In the general problem of electron scattering from polyatomic 
molecules, one or more Coulomb singularities in the interaction potential, that are 
located away from the co-ordinate origin, have to be contended with. Additional 
problems with a molecular target are the complexities of the molecular structure and the 
interaction of the motion of the nuclei and the molecular electrons. These problems 
become inherently more difficult as the size of the molecule increases.
A recent development in scattering approximation methods to overcome the problem of 
Coulomb singularities has been made by McCarthy and Rossi (1994) using a 
momentum space formulation. This method is the analogue of the integral-equation 
methods of McCarthy and Stelbovics (1983) and Bray and Stelbovics (1992), which 
have had some success for electron-atom scattering. In momentum space, the scattering 
process is a single-centre problem as compared with the multi-centred nature of the 
target in co-ordinate space. The disadvantage of the technique is that in the orbital 
momentum expression used, the equations for different angular momenta are coupled. 
This formulation of the scattering process in this manner is still in the initial stages of 
development, but it is intended to eventually provide a general method for an accurate 
description of electron-molecule scattering.
In summary, the quantum formulation of the electron-molecule scattering system is a 
coupled second-order partial differential equation in several variables for which a 
solution is not possible without introducing approximations. The next section discusses 
the approximations methods which have been utilised in describing scattering processes 
relevant to this study.
2.3 Scattering Theory - Approximation Methods
2.3.1 Partial Wave Analysis
One method by which scattering theorists solve the Schrödinger equation (2.8) for 
electron-atom scattering is through "Partial Wave" analysis. The total wavefunction of 
the system can be written as the product of the separate radial and angular functions, 
L(r) and Y(6), respectively by transforming to spherical polar co-ordinates:
*F(r,0) = L(r)Y(0) (2. 10)
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It can be shown (see Bransden and Joachain 1983 for example) that the total 
wavefunction can then be expressed by a sum, in which the separate solutions of the 
radial and angular functions have been combined, as:
'F(r,0) = Y ( 2 /  + l ) i ' e iT,‘ L,(r) P,(cos6) (2.11)
1=0
where 77/ are the /th order phase shifts due to the effect of the scattering potential
Li(r) are the asymptotic solutions of the radial function for integer /
Pl(cosO) are the Legendre Polynomials
Each term in the total wavefunction expression (2.11) is known as a "Partial Wave" and 
is referenced by its corresponding value for /, the angular momentum quantum number, 
which is a measure of the angular momentum of the incident electron about the fixed 
scattering centre. The lower values of / are referred to in spectroscopic terms as:
1 = 0 "s-wave"
/=  1 "p-wave"
1 = 2 "d-wave"
1 = 3 "f-wave"
Po(cosd) = 1 
Pl(cosG) = cosG 
P2(cosG) = V2 (3 cosG - 1) 
Ps(cosG) = V2 (5cos2G- 3cosG)
Finally, the /th order phase shifts 77/ can be calculated by numerically solving the radial 
function L(r) subject to appropriate boundary conditions and comparing the solution to 
that when Vjnt = 0  (McDaniel 1989). The Partial Wave analysis has been used in the 
calculations of the scattering of electrons from neon by Saha (1989, 1990), which is the 
subject of Chapter 7.
2.3.2 The Born and Born-Oppenheimer Approximations
The approximation method described by Bom (1926) for the calculation of cross 
sections is based on the assumption that the effect of the interaction potential Vjnt is 
small, and thus the interaction between the particles may be treated as a perturbation. 
The Bom approximation refers to the "first Bom approximation" and it is the simplest 
of all scattering approximations. In this formulation, the incident and scattered particles 
are treated as plane waves that remain undistorted by the interaction with the target 
molecule. Electron exchange and spin effects are not taken into account, giving a 
single equation which provides the solution to the scattering problem. The scattering 
amplitude in the first Born approximation can be applied for inelastic collision
13
processes by the introduction a simple multiplicative factor. Higher order Born 
approximations can be obtained from the Bom series (see McDaniel 1989 for example)
This formulation was initially developed for high velocity collisions and large impact 
parameter b, but is also valid for low energy electron-molecule scattering as long as the 
interaction potential is weak. In some respects, aspects of the electron-polar molecule 
scattering process are well suited to the Born approximation. Dipole moments are 
among well-known constants of molecules, and if large enough, the long range dipole 
interaction with the projectile electron will dominate the interaction potential. Thus, to 
first order, it is possible to obtain reasonably accurate results for small angle scattering 
without considering other details of the electron-molecule interaction, particularly those 
in the near region, which can be complicated. The approximation will break down, 
however, at low projectile electron energies and/or small scattering angles, when the 
energy and/or momentum transfer, respectively, are comparable to the spacing between 
states involved in the transition; and at high or resonant energies and/or large scattering 
angles, when penetration of the molecular charge cloud is relatively more important 
(Norcross and Collins 1982). The applicability of the Bom Approximation is further 
discussed in the next section, and where it is valid, it has been utilised in the theoretical 
formulations of the scattering processes relevant to the present study (see Section 
2.3.6).
The Bom approximation alone does not take into consideration the possibility of 
electron exchange. Exchange was first introduced into the Bom approximation in 1928 
by Oppenheimer (1928) and its first application of this formulation, the Born- 
Oppenheimer approximation, to electron molecule scattering was discussed by Massey 
and Mohr (1931). In this formulation, the projectile electron is assumed to respond 
adiabatically to changes in the positions of the nuclei for the rotational and vibrational 
modes, and is an approximate separation of the motion of the projectile electron and 
that of the nucleus. The separation of this motion leads to the "Adiabatic Nuclei 
Theory" discussed in Section 2.3.4. The next question posed to the scattering theorist is 
under what conditions the projectile electron, to a good approximation, can be treated 
separately from that of the nuclei.
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2.3.3 The Problem of Nuclear Motion
As discussed in the previous section, the initial formulations of approximation methods 
to solving the collision problem were based on the assumption that the projectile 
electron responds adiabatically to changes in the positions of the nuclei for the 
rotational and vibrational modes. There are treatments where this adiabatic separation 
is not invoked. Allowing the projectile electron to respond dynamically to the nuclear 
motion leads to "Close-Coupling" methods, discussed in Section 2.3.5. For these 
methods, a large number of rotational and vibrational states of the target molecule have 
to be incorporated into the formulation and this greatly complicates the calculations. In 
reality, neither of the above descriptions of nuclear motion is appropriate to the 
collision process, since as the electron approaches, interacts with and then leaves the 
molecule, it is situated in different physical environments. The question of where these 
approximation methods are justified for an electron-molecular system is addressed by 
considering the physics of the collision according to the proximity of the projectile 
electron at a distance r from the target molecules. The behaviour of the projectile 
electron at r is determined largely by the relative importance of the terms and 
V-nt in Equation 2.7.
Consider a partition dividing space into two regions, one "near" the target and the other 
"far" from it (a full discussion of partitioning space in this manner is found in Morrison 
1983). The precise location of this partition need not be specified, but it can be 
considered to be immediately outside the molecular charge cloud. In the near region, 
the projectile electron is in the same environment as the molecular electrons and they 
must be treated quantum mechanically as being indistinguishable from one another. 
The dominant term in the Hamiltonian (Equation 2.7) in this region is the electron- 
molecule interaction potential Vjnt and it dominates the nuclear Hamiltonian H ^ .  
For a polar molecule, the theory in this region is formulated in a co-ordinate system 
such that the intemuclear axis always lies along the polar axis. Such a choice of co­
ordinates means that the rotational Hamiltonian in the near region can be neglected, an 
approximation which is justified by the dominance of the interaction potential. The 
vibrational contribution to the nuclear Hamiltonian can also be neglected since the 
period of the target motion is much greater than the collision time in this region, and the 
electron will in effect "see" a fixed nuclear geometry.
In the far region, the electron-molecular interaction potential is diminished in strength 
and as a consequence the nuclear Hamiltonian can no longer be neglected as its 
contribution becomes dominant here. The electron can not be considered to be 
scattered by the field of a fixed nuclei on which the Born-Oppenheimer approximation
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is based. Rather, full account of the rotational and vibrational Hamiltonians should be 
taken. In this formulation, the collision theory is in a "space-fixed" reference frame 
taking account of the effects of nuclear motion on the wavefunction of the projectile 
electron.
The division of space into two sections by the partition was motivated by the 
dominance of various terms in the Hamiltonian "near" and "far" from the target 
molecule and leads to correspondingly different approximations. The problem which 
remains for the theorist is how to relate the scattering formulation in the near region to 
that in the far region. A mechanism for connecting the two regions, for example, is the 
radial frame-transformation procedure of Chang and Fano (1972) for example.
An alternative to the frame transformation, which has been utilised recently with great 
success, is the angular-frame transformation first introduced by Collins and Norcross 
(1978), primarily for the electron-polar molecule scattering process. Like the radial 
frame transformation theory, this method entails a partitioning of the collision problem. 
However, rather than basing the partition on the radial distance of the projectile electron 
from the chosen origin, the underlying assumption is that the angular momentum 
quantum number / determines in which frame the scattering process is formulated. 
Specifically, a term of the form of /(/ +1 )/r2 appears in the operator that acts on the 
scattering function (Morrison 1983), and conceptually, this term is thought of as a 
"centrifugal barrier". The net effect of this barrier is to dramatically reduce the 
magnitude of the scattering function at small values of r, with the barrier becoming 
more pronounced with increasing / as the barrier becomes more repulsive. Thus for 
high / values, the partial waves are relatively impervious to the interaction potential in 
the region of space near the target since they are, in effect, "screened" by the centrifugal 
barrier (Fano 1970).
In the angular frame transformation method, different formulations of the Schrödinger 
equation are used depending on the magnitude of /. There are no precise rules which 
govern at which value of / the frame should change from one and enter another, and the 
boundaries are (generally) chosen by trial and error for each system studied. The 
centrifugal barrier associated with small partial waves is weak, and the collision process 
is best described by an Adiabatic Nuclei method (Section 2.3.4). As the value of / 
increases, the barrier term becomes larger and rotational effects can no longer be 
ignored (as they are in a fixed-nuclei treatment), and thus a procedure that incorporates 
this effect must be used, such as the Close-Coupling method of Section 2.3.5.
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This type of treatment is useful for electron-polar molecule scattering (Collins and 
Norcross 1978), where a large number of partial waves (-100) contribute significantly 
to the cross section, particularly in the forward direction, due to the long range, strong 
1/r2 interaction potential that arises from the permanent dipole moment of the molecule. 
This feature of polar molecule scattering can be used advantageously by noting that the 
centrifugal barriers for large values of / are so strong that the corresponding radial 
functions are distorted only by the dipole interaction. This interaction is relatively 
weak and subsequently, only a method like the Bom approximation is needed to solve 
the scattering equations for these partial wave values.
2.3.4 Adiabatic Nuclei (AN) Approximation Methods
When valid, the Adiabatic Nuclei Approximation gives (in general) practically identical 
results to those obtained using Close-Coupling methods (Section 2.3.5), but simplifies 
the numerical calculations of the scattering problem. In applying this approximation to 
electron-molecular scattering, very similar techniques can be used to those employed 
for electron-atom scattering, and thus various scattering schemes are often denoted S 
(Static), SE (Static Exchange) and SEP (Static Exchange + Polarisation) from 
definitions of the terms in electron-atom scattering theory (Mott and Massey 1965), the 
only differences being computational, in that spherical symmetry cannot be utilised to 
solve the scattering equations. These methods, which are summarised in the following 
paragraphs, are discussed in detail in Csanak (1983).
S-methods are the simplest of the AN approximation techniques. Here the electron is 
assumed to interact only with the electrostatic field of the target molecule, resulting in 
the reduction of the many-body Schrödinger equation to a one electron scattering 
problem characterised by a local, non-spherically symmetric potential. In this 
approximation, the various partial waves are coupled to each other due to the anisotropy 
of the molecular electrostatic field, and a system of differential equations coupled by 
the projectile electron angular momentum are obtained.
SE-methods were the first introduced by Massey and Ridley (1956) and were the first 
quantitative indication as to the importance of including exchange in low-energy 
electron-molecule scattering. To solve the static exchange problem exactly is an 
arduous task, even for the simplest systems such as the H2 molecule, due to the non­
local and anisotropic nature of the exchange potential. Various numerical techniques, 
generally referred to as L2-methods, have been developed to handle the difficulties 
associated with the exchange terms. These techniques have been discussed in detail in 
contributions to the volume "Electron-Molecule and Photon-Molecule Collisions" (Ed.
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Rescigno et al. 1979) and the review by Buckley et al. (1983). Briefly these include (i) 
R-matrix techniques (e.g. Schneider 1975, Schneider and Hay 1976, Burke et al. 1977 
Buckley et al. 1979), (ii) T-matrix techniques (e.g. Rescigno et al. 1974a,b), (iii) 
application of the Kohn variational method (e.g. Collins and Robb 1980), and (iv) 
application of the Schwinger variational method and extensions of it to the electron- 
molecule problem (e.g. Watson and McKoy 1979, Takatsuka and McKoy 1981, 1984, 
Pritchard et al. 1989). These techniques, which are introduced to treat the static 
exchange problem in the Adiabatic Nuclei Approximation, are referred to as L2- 
methods because they take full advantage of the matrix techniques developed in 
quantum chemistry and utilise L2 (square integrable) functions to solve the scattering 
problem. To simplify the task of a numerical solution, local potentials have also been 
developed to be used as good approximations to the non-local potential and/or retaining 
the static potential but replacing the exchange potential by the requirement of 
orthogonality between the scattered orbital and the bound-state orbitals of the same 
spin.
SEP-methods include "polarisation" effects, or the back-coupling effect exerted on the 
projectile electron as a result of its distortion of the electrostatic field of the target 
molecule, as well as exchange effects to the static approximation method. The 
polarisation potential is a non-local, energy-dependent, complex potential, and hence is 
introduced into the scattering model by the use of a wide variety of different scattering 
formulations (see for example Morrison and Collins 1978, 1981) The next step beyond 
this theory was to incorporate open and closed channels of the target molecule via what 
is known as the "Optical Potential", Vopt, which includes absorption and polarisation 
potentials. In the formulation of the scattering problem with the optical potential, the 
loss of flux into inelastic channels is taken into account for the calculation of cross 
sections.
2.3.5 Close-Coupling Methods
Massey (1932) in his work on electron-polar molecule scattering introduced the rotation 
of the target molecule into the treatment in a laboratory-frame co-ordinate system. In 
this method, the total wavefunction for the system is expanded in terms of the complete 
set of eigenfunctions of the target Hamiltonian, and the partial wave expansion gives a 
set of coupled equations for the radial scattering functions. Most applications of this 
method take advantage of the fact that the total angular momentum of the system is 
constant, by coupling the orbital angular momentum of the target molecule (Arthurs 
and Dalgarno 1960).
18
The essential feature that distinguishes Close-Coupling methods from Adiabatic Nuclei 
methods is the way in which the effects of the nuclear motion on the projectile electron 
is incorporated into the formalism. The projectile electron is allowed to respond 
dynamically to the motion of the nuclei, and this interaction manifests itself in the 
radial scattering equations as the coupling of different nuclear states by the interaction 
potential.
The Close-Coupling method has a formulation that is somewhat simpler than the 
Adiabatic Nuclei method. There isn’t an "artificial" body-fixed reference frame which 
has to have its co-ordinates rotated back to the space-fixed frame in the calculations, 
and the nuclear co-ordinates do not have to be averaged over to obtain cross sections. 
In addition, the scattering amplitude /j_>f(r), and thus the cross section, is computed 
directly using Close-Coupling methods (Morrison 1983). However, the large number 
of coupled equations that must be solved simultaneously is a major drawback to the 
utilisation of this method. This large number of coupled equations is a result of the 
small energy spacing between rotational (~0.1 meV) and vibrational (~100meV) states, 
allowing a huge number of energetically accessible states of the target, even for very 
low energy electron scattering. In general, almost all of the coupled equations have to 
be included in the formulation to obtain accurate cross sections, even those of states 
that are energetically inaccessible as these correspond to distortion, or polarisation, of 
the target by the projectile electron.
The Adiabatic methods and Close-Coupling methods adopt fundamentally different 
approaches to the problem posed by nuclear motion of the target molecule, and both 
have their difficulties, as discussed. Regardless of which is utilised, the study of 
electron-polar molecule scattering poses additional complications (Itikawa 1978; 
Norcross and Collins 1982). These arise from the long range electron-dipole interaction 
characteristic of such systems, which has the effect of exacerbating the numerical 
solution of the coupled partial wave equations. In addition, the total cross section 
calculated for electron-polar molecule scattering using Adiabatic methods is infinite as 
a result of a divergence of the differential cross section at forward scattering angles. 
These special difficulties have led to the development of Hybrid methods that combine 
elements of both Adiabatic and Close-Coupling techniques, treating various parts of the 
collision problem with simplifying approximations based on the underlying physics of 
that part. For example, in an analogous system, Chandra and Temkin (1976) used 
vibrational Close-Coupling techniques to treat resonance scattering in N2 and the 
Adiabatic Nuclei method for off-resonance scattering. Although equations within each 
method are coupled to one another, there is no coupling between equations in different
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methods. Consequently, each set of equations can be solved separately, and the 
scattering cross sections can be determined by summing the partial cross sections 
obtained from each set of equations.
2.3.6 Scattering Theory Relevant to the Present Study
As mentioned above, an accurate description of the electron-polar molecules scattering 
process is a difficult task given the nature of the target (multicentred, highly anisotropic 
and having a long range dipole interaction). Since the projectile electron spends so 
little time in the field of the molecule (near region) it has been assumed that it is 
essentially insensitive to nuclear motion and so the Adiabatic Nuclei approximation is 
often utilised, as long as the potential is not sufficiently long-range (as will be the case 
for the dipole interaction of a polar molecule) or if the scattering does not occur via a 
resonance. The problems just mentioned were shown to be surmountable by using a 
hybrid approach in which the scattering problem is partitioned into two (or more) 
regions, a near region in which the lower partial waves are calculated in full detail and a 
far region where the higher partial waves are calculated in the First Born 
approximation.
Most of the recent work on low energy electron-polar molecule scattering has 
concentrated on appropriate approximations to the non-local exchange and correlation- 
polarisation potentials. Gianturco and co-workers (Gianturco and Scialla 1987, 
Gianturco 1991a,b for example) have calculated cross sections for a number of polar 
polyatomic targets, including NH3 and H2S. They use parameter-free model potentials 
and single-centre wave function expansions to calculate integral and differential cross 
sections, where exchange is approximated in a local, energy dependent form and both 
short-range correlation effects and longer-range polarisation interactions are accounted 
for. The Adiabatic approximation is used in conjunction with the First Born 
approximation for the higher partial waves (/ > 6 ). A similar approach has been used 
by Jain (1987, 1988), Jain and Thompson (1983a,b) and Greer and Thompson (1993) 
for a large number of polyatomic targets, including NH3 and H2S for low incident 
electron energies. The differences between this approach and that of Gianturco and co- 
workers is that it treats exchange exactly and uses a different way of contending with 
polarisation effects.
Yuan and Zhang (1993) approximate the electron-polar molecule collision process by 
two incoherent scattering processes caused (separately) by a central field, calculated 
with a partial wave expansion technique, and a long range dipole interaction potential,
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calculated by using the Born Approximation for a rotating dipole model. Exchange is 
treated in two ways, (i) exactly within the accuracy of the molecular wave function, and 
(ii) approximately by a local model potential, where effects of the polarisation 
interaction are also considered. This formularisation was used in the calculation of 
electron-H2S cross sections in the energy range of 0.1 to 50 eV.
The Kohn variational method (Kohn 1948), an algebraic variational principle, is one of 
the simplest, and oldest, techniques for performing scattering calculations. 
Nevertheless, a number of formal problems and practical difficulties associated with the 
computation of the required matrix elements, delayed its application to electron- 
molecule scattering problems for many years (Rescigno 1992). However, recent 
theoretical and computational developments by Rescigno and co-workers (Rescigno et 
al. 1992, Lengsfield et al. 1992, Gil and Rescigno 1993) have made the "complex" 
Kohn variation method a practical tool for carrying out calculations of low energy 
electron molecule scattering. They base their approach on a completely ab initio 
treatment of the (N+l)-electron Schrödinger equation which is required for processes 
such as electronic excitation. The Kohn variational method is used in a formulation 
that includes complex outgoing-wave boundary conditions. The use of complex 
boundary conditions in the trial function has the effect of eliminating a major problem 
of the traditional Kohn method, the so-called Kohn "anomalies" or spurious resonances 
(Nesbet 1968, 1969). This idea was originally used in nuclear physics by Mito and 
Kamimura (1976), but went largely unnoticed until it was introduced into atomic and 
molecular physics by Miller and co-workers in the context of reactive heavy-particle 
scattering (Miller and Jansen op de Haar 1987, Zhang and Miller 1989).
The development of the complex Kohn method for electron-molecule scattering is the 
result of a collaborative effort that has taken place over the past few years. The 
connection between Miller's original work, the Kohn method and Kapur-Perils theory 
was pointed out by McCurdy, Rescigno and Schneider (1987); the formulation, with 
the elimination of continuum exchange matrix elements through the use of separable 
expansions, also known as an optical potential, was has been presented by Rescigno 
and Schneider (1988) and Schneider and Rescigno (1988). The initial treatment relied 
on numerical single-centre expansions and was limited to linear molecular targets, but 
the development of a formalism capable of handling nonlinear polyatomic targets was 
derived by McCurdy and Rescigno (1989). Modifications to this formalism that were 
needed to treat photoionisation and electron scattering by ionic molecular targets were 
developed by Orel and Rescigno (1990) and Rescigno and Orel (1991). Finally, the 
coupling of the complex Kohn formalism to modern electronic methods was carried out
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by Lengsfield (Orel et al. 1990, Lengsfield et al. 1991, Lengsfield and Rescigno 1991). 
This development has allowed the use of elaborate, correlated target wave functions to 
be explored and the incorporation of the effects of target polarisation into the 
calculations by the efficient construction of optical potentials from first principles. In 
the case of polar molecules, Rescigno and co-workers have utilised the fact that it is not 
necessary to carry out elaborate calculations to obtain all the necessary contributions 
from the scattering equations, since the weakly scattered, high partial wave components 
are well represented in the Bom approximation, which has been applied at the T-matrix 
level. Recent calculations using this method include NH3, H2S and SO2.
zdüiab = element of solid angle
N j  targets
Np projectiles/cm2-sec
Figure 2.1: Scattering of a monoenergetic parallel beam of projectiles in the 
laboratory co-ordinate system, assuming that the target density is low enough so 
that no incident projectile is scattered more than once (McDaniel 1989)
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Chapter 3
Apparatus and Experimental 
Techniques
3.1 The Crossed Beam Apparatus
3.1.1 Overview
Experimental measurements of absolute electron-atom/molecule differential cross 
sections were undertaken on a Crossed Beam Apparatus (CBA). This apparatus consists 
of a low energy (< 50 eV) monochromated beam of electrons crossed at right angles 
with a collimated beam of atoms/molecules. The scattered electrons are detected in the 
plane perpendicular to the molecular beam, containing the incident electron beam, at 
selected scattering angles between -20° and 130°. The CBA was initially assembled in 
1986 and has undergone only minor modifications since. It was specifically designed 
with low energy electron-molecule scattering in mind. However, hitherto, no definitive 
description of the apparatus has been given. Consequently, the subsequent sections 
describe the design and operation of all aspects of the apparatus and the associated gas 
handling system, electronics and computer control, including details of the 
modifications made in the course of this study.
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3.1.2 Vacuum System
The scattering apparatus is contained in a high vacuum chamber constructed of high 
grade (310) non-magnetic stainless steel. The chamber is cylindrical in shape with a 
diameter of 70 cm and height of 50 cm, and is mounted 1 m off the laboratory floor to 
easily allow access for maintenance and modifications to the spectrometer and to allow 
room for magnetic shielding. Numerous electrical feedthroughs, such as 19 pin, 8 pin 
and co-axial feedthroughs, are located on the base of the chamber. Teflon coated 
copper wire is used for the purpose of electrical connection, with the exception of the 
electron source and heater wiring which consists of glass covered copper wire. The 
laboratory is a temperature controlled environment maintained at approximately 21°C 
(to within ± 1°C).
The chamber is pumped by a 550 1/s turbomolecular pump, designed specifically for 
corrosive gas applications (Balzers Model TPU 510 U Plasma), which is in turn 
pumped by a corrosive resistant backing pump (Balzers DUO 016B/Halogen resistant). 
Pressure in the chamber is monitored by a Bayard-Alpert ion gauge and controller. The 
ion gauge controller also provides a signal for a safety vacuum interlock. This fail-safe 
mechanism closes all gas valves to the chamber, shuts down both the high voltage 
supply to the channel electron multiplier (channeltron) and the current to the source 
filament, in the event of the chamber pressure rising above a set value (usually ~10"4 
Torr) due to pump failure. The vacuum interlock prevents the flooding of the chamber 
with the gas of interest, usually a hazardous gas, and filament breakage or channeltron 
bum out. Probable causes of pump failure include such things as power fluctuations or 
cut outs, where the turbomolecular pump automatically switches off, or mechanical 
failure. The ultimate base pressure achieved by the pumping system is of the order of 
10‘9 Torr. Under normal operating conditions, with gas entering the system, the 
pressure is in the 10'6 to IO5 Torr range. These pressure ranges are adequate for the 
scattering experiments undertaken in this study, since the partial pressure just above the 
capillary, where the atomic/molecular beam is crossed with the electron beam 
(interaction region), is of the order of 10'3 Torr. The process of raising the pressure in 
the vacuum chamber from high vacuum to atmospheric, for either maintenance or 
modifications, must be achieved under controlled conditions. High purity nitrogen is 
bled into the chamber via an inlet valve on the turbomolecular pump to raise the 
pressure. Using nitrogen, as opposed to air, avoids adsorption of H2O on the walls of 
the chamber which can subsequently be desorbed when the system is under vacuum.
The chamber has extensive magnetic shielding. To substantially reduce the effect of 
the earth’s magnetic field, which has a typical strength of 5x10‘4 Tesla, the chamber is
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located at the centre of three mutually-orthogonal square Helmholtz coil pairs with side 
lengths of approximately 2 m. The spacing between the coil pairs corresponds to 0.54 
times the length of one side (Firester 1966). The coils consist of 30 turns of enamel 
coated copper wire, each with diameter 1.5 mm. The current through each of the coils 
is empirically adjusted such that the magnetic field from each pair (NS, EW, vertical) 
cancels the respective components due to the Earth’s field. This is achieved by using a 
digital magnetometer (Schönstedt Model DM2220) with a resolution of 10’9 Tesla, with 
the probe located at the interaction region. Surrounding the chamber is a magnetic 
shield made from co-netic material (Perfection Mica Corp). This high permeability 
material, an alloy of nickel and iron, further shields the spectrometer and interaction 
region from any fluctuations in the Earth’s or local magnetic fields. Small holes have 
been cut into this shield to allow for cable feedthroughs, gas lines and the 
turbomolecular pump. Magnetic field penetration through these holes is of the order of 
the hole diameter and, hence, is not significant at the interaction region. The magnetic 
shield is degaussed whenever it has been removed to allow access to the spectrometer. 
This involves passing 30 A of AC (50 Hz) current through cables, which are parallel to 
the shield walls, for a period of approximately 2 minutes and has the effect of 
randomising the magnetic domains in the material. The shield, plus similar internal 
magnetic shielding, keeps the magnetic field at the interaction region to less than 10‘7 
Tesla. There is also considerable electrostatic shielding to reduce the effect of stray 
electric fields, such as fields from some of the high voltage elements in the electron 
optics of the spectrometer. Photographs of the magnetic shielding around the chamber 
and on the monochromator and analyser optics are displayed in Appendix B.
A digital thermometer (Omega Engineering Inc. model 115 KC), for type K 
thermocouple sensors (Nickel-Chromium versus Nickel-Aluminium), monitors the 
temperature of the apparatus, at various locations within the chamber, to within ±1°C. 
These thermocouples are specifically in place to monitor the chamber temperature when 
it is heated to over 100°C in order to accelerate the outgassing of the metal surfaces. 
This procedure helps to achieve a lower base pressure, especially after the apparatus has 
been let up to atmospheric pressure for the purpose of maintenance or modifications. 
The heating of the scattering chamber is achieved using a combination of heating 
lamps, external fibre-glass heating tapes and internal bi-filar heaters (Thermocoax). 
Heating lamps (Philips 230 V, 250 W) are placed underneath the main chamber flange 
and there is another heating lamp (Philips 24 V, 250 W) located internally near the 
scattering interaction region. The heating tapes are wrapped around the chamber and 
all gas lines leading to it. Bi-filar Thermocoax heaters are located on specific 
components of the spectrometer which are shown in detail in Figure 3.1, namely the
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monochromator Target lens Stack (Section 3.1.4), both hemispherical energy selectors 
(Section 3.1.4, 3.1.5) and the Analyser lens Stack (Section 3.1.5).
3.1.3 Electron Monochromator
The electron monochromator is designed specifically for the production of a high 
resolution electron beam of variable energy in the range of 0.5 to 50 eV and has the 
following modular form:
Electron
Source
"Gun Stack" Hemispherical "Target Stack"
Lenses & Energy Lenses &
Collimators Selector Collimators
The purpose of the monochromator is to take electrons produced with a broad energy 
distribution by the source, focus them into a low energy (1 to 5 eV) beam using some 
arrangement of electron optics, energy resolve this beam with the energy selector, then 
collimate and set them to the desired incident energy using another set of electron 
optics.
The electrostatic focussing lenses used in the monochromator are a mixture of three- 
element, cylindrical and aperture lenses (see Harting and Read 1976 for a description of 
these lenses). Components exposed to the electron beam are constructed from 
molybdenum, otherwise they are constructed from high grade (310) stainless steel. The 
initial design, completed in 1985, used only aperture lenses. Aperture lenses have the 
advantage that they are easier to construct than cylindrical type lenses, but they are 
generally physically broader, which restricted the angular range of the spectrometer due 
to mechanical constraints. Thus, in 1989, the lenses for the target stack were changed 
to cylindrical lenses to enable a larger angular range to be accessed. The following 
section discusses the criteria used in the design of the present optics of the 
monochromator. The physical dimensions for the Gun and Target Stacks are listed in 
Tables 3.1 and 3.2, respectively.
The monochromator lenses are contained in two lens stacks, each stack containing one 
or more electrostatic lenses and these have been given the following generic labels:
Lens Stack #1 - "GUN STACK"
Triode Lens 
Gun Lens 1 
Gun Lens 2
(GL1-)
(GL2-)
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Lens Stack #2 - "TARGET STACK"
Target Lens 1 (TL1-)
Target Zoom (TZ-)
There are a number of defining apertures located throughout the optical system. These 
have been given labels referring to their position in a particular stack. For example, 
GA1 represents the first aperture encountered by the electron beam in the Gun Stack.
The first element of the monochromator is the source stage which is designed to 
produce a maximum electron current in a beam with minimum angular divergence. A 
conventional thermionic emission source, consisting of a hairpin filament of pure 
tungsten (diameter of 0.1 mm) heated to around 2700 K by a current of approximately 
2.4 A, is used to generate the electrons. The initial energy distribution of the emitted 
electrons is Maxwellian in shape, having the form of:
g( E) oc exp ~( E~W)
kT
(3.1)
where g(E) 
k 
T 
W
number of electrons produced per second with energy E
Boltzmann constant
absolute temperature
the work function of the metal
At the above temperature, electrons are produced with an energy of -0.25 eV and with 
an energy distribution with a full-width-at-half-maximum (FWHM) of -0.6 eV. It has 
been proposed to replace the tungsten source with a doped (probably with thoria) 
tungsten filament, where the operating temperature would be lower due to the lower 
work function compared with pure tungsten, giving a smaller energy width of -0.3 eV 
FWHM. Other sources which may be used in this stage are indirectly heated, alkaline- 
earth-oxide or carbonate emitters. These cathodes also operate at much lower 
temperatures. However, they are easily poisoned by molecular gases and lose their 
emission efficiency. They are also physically quite large leading to heat dissipation 
problems. The advantages of using hairpin tungsten filaments are that they are 
relatively inert to most gases and that they spatially localise the electron emission. In 
the design of the CBA, provision was made to allow the filament to be biased with 
respect to ground to account for contact potential effects.
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The source stage in an electron gun is very difficult to model analytically. The size of 
the source stage is small, of the order of a few millimetres, and it is difficult to 
practically determine the absolute position and nature of the emitting surface, the 
energy and angular distribution of the emitted electrons, and the effect of space charge 
spreading in this high current region. As a result, the design of the source region is 
empirical. It is a triode source made up of a Pierce element (Pierce 1949), a grid and an 
anode. The initial element of the source, the Pierce element, is a shaped (67.5°) 
electrode which gives a homogeneous focussing field in the cathode region. The 
spacing between the filament tip and the plane of the Pierce aperture is critical for 
production of the electron beam. For a given value of the spacing between the filament 
tip and the plane of the Pierce aperture, emission temperature and anode voltage, there 
is an optimal value of the Pierce-grid potential for maximum brightness and 
directionality of the electron beam. Modelling using a computer-based electrostatic 
lens analysis and design package called SIMION (PC/PS2 Version 4.0, D A Dahl and J 
E Delmore, Idaho National Engineering Lab.), it was determined that the tip of the 
filament should just protrude through the Pierce aperture. The Pierce element has a 1.0 
mm diameter aperture, the grid element (which acts specifically as a focussing element) 
has a 1.5 mm diameter aperture, and the anode has a 0.75 mm diameter aperture.
The design potential for the anode is 60 Volts. This high voltage is required to 
efficiently extract the electrons from the source region, which has the highest current 
density of any region in the monochromator. There are several factors which limit the 
maximum current obtainable in an electron beam of finite size, the most significant 
being space-charge spreading. The charge density in an electron beam produces a force 
orthogonal to the axis of the beam which has the effect of spatially broadening the 
beam. It has been shown (see Klemperer and Barnett 1971 for example) that the spread 
of a beam is controlled by a term, namely //V3/2, which is known as the perveance or 
the space charge factor. Furthermore, the maximum current that can be transmitted at a 
particular voltage is approximated by the perveance factor I/V3/2 = 3.9 x 10'5(/?/L)2 
where L is the length between two apertures and R is the radius of the aperture. The 
anode aperture is located 4.0 mm from the Pierce aperture. Thus the maximum current 
transmitted by the anode aperture is calculated to be 29.9 |iA.
In addition to spatial broadening, Coulomb interactions between individual electrons in 
the electron beam can give rise to a spreading in energy. This effect, known as the 
Boersch energy spread (Boersch 1954), is most marked at cross-over points where the 
pencil angles (defined below) in the beam are smallest and the electrons spend more 
time in the vicinity of their neighbours. These electron-electron interactions have been
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shown to anomalously broaden the energy distribution, cause departures from a 
Maxwellian distribution and shift the mean energy of the distribution (see Klemperer 
and Barnett 1971 for example). Energy spreads of the order of 10 meV are not 
uncommon for low energy electron beams and can have a substantial effect in an 
energy selector where an overall energy resolution between 20 and 30 meV is desired 
(Hawkes and Kasper 1989).
Electron optical lenses show many analogies with conventional thick lenses used in 
photon optics. In photon optics, refracting action takes place as a result of light passing 
between media with different refractive indices. In charged particle optics, refraction 
takes place as a result of the particles passing between regions of different potential. To 
define the lens parameters needed before a complete discussion of the design of the 
monochromator optics can be made, a lens consisting of two potentials, Vj  and V2 , is 
considered (Figure 3.2). It is noted that the following parameters refer to the 
asymptotic rays, as the real rays do not travel in straight lines where the field is varying, 
and that the principal plane is always on the low energy side of the lens. It can be 
shown (Harting and Read 1976 for example) from geometrical considerations, for axial 
or near axial objects, that the following relationships hold:
Newtons thick lens relationship:
f l x f 2  = ( P - F ] ) ( Q - F 2) (3.2)
Magnification:
M-~fl
( P - F l )  f2
(3.3)
fi _ p 7  
f 2  1 ^2
(3.4)
where P object distance Q image distance
F] first focal point F2 second focal point
f l  first principle plane h second principle plane
To define parameters used in further discussions of the electron optics, the path of an 
electron through an optical system consisting of lenses and collimators is considered. 
This path depends upon the electron energy, the angle of emission and the transverse 
momentum at emission. The purpose of collimating apertures in an optical system is to 
remove electrons which have been emitted too far off axis or which have too much 
transverse momentum, and to define the beam and pencil angles. The positioning and
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size of the collimating apertures is critical in determining which electrons are removed. 
At least two defining apertures are required in the collimation of an electron beam, a 
window to define the radial extent of an object and a pupil to define the pencil angle, 
6p, of the rays which make up the object. The beam angle 9p, is then defined by the 
window and pupil separation (Figure 3.3). Even though the pencil angles are initially 
defined by the collimating lenses, when an electron beam is retarded in energy its radius 
and/or pencil angle must increase. This is a direct result of Liouville’s Theorem in 
electron optical lens systems which indicates that the volume of phase space occupied 
by a beam is invariant regardless of the energy and the forces acting on the beam 
(Granneman and van der Wiel 1983). A consequence of this theorem is the Helmholtz- 
Lagrange Law, which gives the relationship between the energy V, radius r and pencil 
angle 6p of the beam in two sections of an optical system, with voltages Vj and V2 (see 
Klemperer and Barnett 1971 for example):
rj sin(0Pi)^V j = r2 sin[0p2) = constant (3.5)
The discussion to this point has only been confined to an ideal lens, where it was 
assumed that the electron beam is paraxial and monoenergetic. These assumptions are 
generally taken when initially designing electron optical systems. However, they are 
unrealistic, particularly in the early stages of the gun before any energy or angular 
selection has occurred, where the electron beam can be effected by both chromatic and 
geometrical aberrations. These aberrations are generally more severe in charged 
particle optics than those found in photon optics.
Typically an electron beam has some spread in energy AE about the average energy E, 
and, as the strength of an electron optical lens depends upon the voltage ratio between 
elements (which is equivalent to the ratio of the electron energies), chromatic 
aberrations arise from electrons which have slightly varying energies experiencing a 
lens with different strength and being dispersed depending on their energy (Granneman 
and van der Wiel 1983). The chromatic aberration ratios Arc/j can be expressed as 
(Hanzen and Lauer 1967):
A -  AE& ch= XC ch- ~  (3.6)E
where x  angle between the trajectory and the axis
Cch chromatic aberration coefficient
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The chromatic aberration coefficient is not well tabulated in the literature. However, 
some indication of the magnitude of this effect can be gleaned from determining the 
energy dependence of the focal points for the lens tabulations listed in Harting and 
Read (1976).
Geometrical aberrations, including coma, distortion, field curvature and spherical 
aberration, result from the fact that the strength of the lens varies slightly away from the 
optical axis and hence non-axial rays will be imaged at different positions (Granneman 
and van der Wiel 1983). The geometrical aberration ratios Ars can be expressed in 
terms of the third order spherical aberration coefficient Cs (Hawkes 1967):
Ar, = DMCs a} (3.7)
where a  angle of the trajectory to the axis 
D aperture diameter
M magnification of the lens (as defined in Equation 3.3)
Extensive tables of Cs exist in Harting and Read (1976). In the case where a —>0, 
C5—»«>, so for small a  a modified spherical aberration coefficient is used (Granneman 
and van der Wiel 1983):
Another useful parameter utilised in lens design is the filling factor rj, which is defined 
(Read et al. 1974) as the ratio of the maximum diameter of the bundle of rays when 
near the lens centre to the diameter D of the lens elements.
There are various techniques used to minimise these aberrations in an optical lens 
system. When combining independent lenses, the separation between the lenses must 
be sufficient to avoid overlapping electric field. Additionally, a lens should be kept as 
short as possible, mid-elements of the lens should be operated in the high focussing 
mode, the filling factor of the lens should be kept below 50%, and for larger values of 
rj, higher order terms in a  must be considered (Harting and Read 1976). Finally, 
deflection plates and apertures should be kept at a distance of at least one lens aperture 
diameter D from the nearest lens gap.
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For the design of the gun lens stack, consideration was given to the conditions required 
at the entrance to the energy selector, the most critical region of the spectrometer, 
whilst keeping the design of the lens simple. Even though the choice of different lens 
geometries is extensive, the design of the gun lens was primarily restricted to those of 
symmetric geometries for which tabulations of design parameters have been listed, such 
as those published by Harting and Read (1976). Triple aperture lenses (Figure 3.4), 
using equal diameter apertures and having rotational symmetry about the central axis, 
were chosen for the gun lens for which design parameters exist for AID = 0.5 or AID -  
1.0, where A is the aperture spacing and D is the aperture diameter. Typical values for 
these parameters are D = 3 to 8 mm and A = 1.5 to 8 mm, with a plate thickness equal 
to 0.05D. Aberrations associated with these lenses can be larger than cylindrical lenses, 
but they have the advantage of being generally more compact in length.
The properties of the electron beam which were desired at the exit of the gun stack are 
fixed object and image positions, variable output energy, fixed magnification, and 
control over the beam angle. In general, to control N properties of an image in an 
electrostatic lens system, N+l independently adjustable parameters in the lens system 
are required (Read 1983). Hence for the gun stack, a lens consisting of either 5 
elements or two 3-element lenses, with a common middle element, was required. It 
was envisaged that the beam at the selector entrance would be required to have an 
energy perhaps as low as 1 eV, a small radius (of the order of 0.5 mm), and beam and 
pencil angles as small as possible. This meant, with an anode voltage of 60 V, that the 
gun lens would have a maximum retardation ratio equal to 60 and, in general, this 
would be too large for one lens. Therefore, the final design of the gun lens stack 
contained two three-element retarding lenses with a common element known as the 
field free region. It was planned to operate the field free region at a voltage of 15 V, 
which gives a retardation ratio of 4 for the first lens in the stack and a retardation ratio 
of between 5 and 15 for the second, depending on the final selecting energy.
For Gun Lens 1, the anode aperture is used as the object. The apertures in the field free 
region were chosen to be 0.75 mm in diameter and the magnification M was desired to 
be -1.0. The lens data curves and tables listed in Harting and Read (1976) are for 
accelerating lenses only. However by considering a time-reversed analogue 
accelerating lens, the parameters of a retarding lens become:
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P'= Q 11
F ; = F 2 
f 2 = Fi
Q -  P v 2‘= v 2
M '= —
11> f l  — f  2
M II
Therefore, in the design of Gun Lens 1, where the field free region is operated at 15 V, 
the ratio Vj'/Vy = 4.0 and the magnification M' -  -1.0 (or -1.1 if aberrations are allowed 
for). Q' was arbitrarily set to equal 4.0D, which corresponds to 20 mm. Using the P-Q 
curve in Harting and Read (1976, pl96), it is found that P' = 3.3D and V2 IV7 ' =12.  
The focal lengths for this lens are given from Harting and Read (p i83). In summary, 
using the normal nomenclature for the retarding lens:
P -  Q' -  4.0D = 20 mm f \  -  2.58D = 12.9 mm
Q = P' -  3.3D -  165 mm f2 -  1.29D = 6.45 mm
Fj = 1.30D = 6.5 mm
Vj = 60 V (Anode voltage) F2 = 2.22D -11 .1  mm
V2 = 180 V
Vs = 15 V (Field-free region)
Other lens parameters for this lens can similarly be determined for various voltage 
ratios for this retarding lens and these are listed in Table 3.3, using the curves and tables 
listed in Harting and Read (1976, ppl74-209).
Gun Lens 2 performs the final retardation into the hemispherical energy selector, 
transporting and focussing the electron beam from the field free region to the selector 
entrance. The final voltage of Gun Lens 2 was envisaged to be between 1.0 and 5.0 V. 
It was desired to minimise the beam angle at the selector entrance using two apertures 
between Gun Lens 1 and Gun Lens 2. The first of these was placed at P for Gun Lens 2 
(Q for Gun Lens 1), and the second at Fj  for Gun Lens 2. This has the result of 
focussing those electrons which are on axis at the second aperture to infinity (zero beam 
angle). It was also desired to keep the separation of the apertures reasonably large. 
Working with the time-reversed parameters, having a magnification M' = -1.1 and 
setting D = 5 mm:
V]' = Vs = 3.0 V (choosing an arbitrary value between 1.0 and 5.0 V)
V3' = V j  = 15 V
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The aperture separation, equivalent to P - Fj for Gun Lens 1, was chosen to be 16 mm. 
With this value in mind, the value of Q' was chosen to be equal to 5.0D, giving a 
spacing of 2D between the second aperture and the lens centre. Using the P-Q curve 
and tables listed in Harting and Read (p!97 and p i82 respectively) gives:
Vj = 15 V (Field-free region) F2 = 2.6D = 13.0 mm 
V2 = 26.1 V 
V3 = 3 V
Again, other parameters for this lens can similarly be determined for various retarding 
voltage ratios, and these have been listed in Table 3.4. For this lens, there is a good 
match between the values of P - Fj and the physical aperture separation for retarding 
ratios between 3.0 and 9.0.
The beam/pencil angle of the rays into Gun Lens 2 is calculated from the ratio rp = 
0.375 mm (the aperture radius) to d = 16 mm (aperture separation), giving Ob = 0.023 
degrees. To calculate the filling factor of Gun Lens 2, the maximum diameter of the 
rays at the lens centre needs to be determined. In this case, the diameter will be equal 
to the distance from the centre of the collimating apertures (equal to 8 mm plus Fj) 
multiplied by four times the beam angle (or twice the maximum angle of trajectory to 
the axis ao). Therefore the filling factor is calculated to be 77 = (4Ob x 17)/5 = 32%. 
This result of the filling factor being less than 50% implies that the spherical aberration 
radius can be calculated using Equation 3.7 without considering higher order terms in 
a. Utilising the MCS tables listed in Harting and Read (pl97) for the ratio V2W i ' = 8.7, 
Ars = 5 x 80 x (0.0469)3 = 0.041 mm, which is not large enough to effect the overall 
performance of the gun optics.
The energy spread in the electron beam which is focussed at the entrance of the energy 
selector by the gun stack is still relatively large (of the order of 0.5 eV FWHM). For a 
study of elastic and vibrationally inelastic scattering of electrons from molecules, an 
energy resolution of less than ~0.1 eV is typically required, and this is achieved by the 
energy selector. The energy resolution of the selector depends on many aspects of the 
electron optics and selector geometry such as the entrance angles, the width/height of 
the entrance aperture, the length of the trajectory of the device, and the mean energy of 
electrons passing through the device (see Roy and Tremblay 1990 for example).
P = Q' = 5.0D =25 mm 
Q = P' = 4.2D = 21 mm
fj  = 2.95D = 14.75 mm 
f 2 = 1.7D = 8.5 mm 
F] = 1.8D = 9.0 mm
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The type of energy selector chosen for the monochromator was a electrostatic 
hemispherical analyser (Purcell 1938), one of the most frequently used devices for the 
production and analysis of low energy particle beams in scattering experiments. The 
deflecting field in this device is due to two concentric spherical surfaces of radii Ri and 
R0 at potential voltages V; and V0, where the labels i and o respectively refer to the 
inner and outer surfaces. The inner hemisphere was machined from a piece of solid 
molybdenum, whilst the outer hemisphere spun from a sheet of molybdenum. The 
potential difference between the hemispheres produces an electrostatic field which 
varies as Vr2. A hemispherical analyser produces a spatially dispersed image of an 
object containing electrons of differing energy by the deflection in the electric field, 
with the amount of deflection depending on energy. In theory, an aperture can be 
placed in the exit plane to achieve the energy selection, but it is more practical to place 
an aperture in the target stack, as placing a small aperture in the exit plane itself can 
cause great disturbance to the electrostatic field in that region. Placing the aperture 
within the target optics where it is the image of a “virtual” aperture at the exit plane also 
has the advantage that the kinetic energy of the electrons are higher and thus effects 
such as space charge are reduced.
In designing the energy selector dimensions, certain practical limitations were taken 
into account. For example, even though making the mean radius of the hemispheres 
larger will improve the effective resolution, there are limits to the size that can be used, 
such as the physical size of the vacuum chamber, the fact that the effects of any 
spurious magnetic fields increases with larger electron path lengths, and costs of the 
materials and machining. The minimum mean radius for the hemispheres is governed 
by the size of the Gun Stack and the Target Stack. These stacks are around 50 cm wide 
when fully enclosed with their electrostatic shielding, which implies a minimum mean 
radius of about 25 cm. The final radii for the energy selector were chosen to be /?/ = 
27.50 mm and R0 = 51.50 mm, which gives a mean radius Rm = 39.50 and a 24.0 mm 
gap between hemispheres. If the mean voltage between the hemispheres (along Rm) is 
denoted as Vm, then it has been shown (Roy and Tremblay 1990 for example) that any 
voltage V between the two hemispheres can be calculated as a function of radius r:
In particular, V; = 1.873Vm and V0 -  0.534VW. Hence, knowledge of the mean 
analysing voltage and physical radii is sufficient to calculate the hemisphere voltages 
required for focussing. For example, at a mean analysing voltage of 3V, V; = 5.618 V 
and V0 = 1.602 V.
(3.9)
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The Helmholtz-Lagrange Law (Equation 3.5) is used to calculate the pencil angle at the 
entrance to the energy selector 0/j. At an analysing voltage of 3 V, the pencil angle into 
the energy selector is 0/\ = 0.05241°. The base resolution of a hemispherical analyser, 
given in terms of the full width of the energy distribution and denoting W as the 
collimating aperture diameter which is imaged at the selector entrance plane, is 
determined (Klemperer and Barnett 1971) by:
For example, AE = 64 meV at an analysing voltage of 3 eV. The base resolution is 
improved at lower analysing voltages {AE = 27 meV at 1 eV using similar calculations).
The extensions from the last element of the gun stack and the first element of the target 
stack in the electron optics are at the same potential as the mean analysing energy. 
Hence, the underlying geometrical mismatch of the optics with the spherical deflector 
leads to a region of strongly varying electric field or fringing effects. In general, it is 
advisable to include some form of correction electrodes at the entrance and exit of the 
energy selector to produce a field which approaches that which exists inside the 
hemispheres (Brunt et al. 1977c). In the crossed beam apparatus, this is provided by 
the use of a number of hoops (circular electrodes) within the hemispherical region and 
adjacent to the image plane. There are six hoops overall in the final design of the 
energy selector. The four hoops closest to the mean radius have widths of 5 mm, whilst 
the two hoops furthest from the mean radius have widths of 7 mm. The mean radial 
positions of the hoops are 30.25, 33.5, 36.25 mm {Inner hoops) and 42.75, 45.5, 48.75 
mm {Outer hoops). The operating voltages for the hoops are determined from 
calculations of the equipotential surfaces using Equation 3.9. Table 3.5 lists operating 
voltages for the hoops at analysing voltages ranging from 0.5 to 3 V.
The hemispherical energy selector, including the hoops, has been extensively modelled 
using the aforementioned computer-based electrostatic lens analysis and design 
package, SIMION (PC/PS2 Version 4.0, D A Dahl and J E Delmore, Idaho National 
Engineering Lab.). The electrostatic lens is defined in the program as a 2-dimensional 
electrostatic potential array containing both electrode and non-electrode points. The 
potential array is refined using over-relaxation methods allowing voltage contours and 
ion trajectories to be computed and plotted. Analysis of the hemispherical selector has 
shown that the fringing field correction performed by the hoops is quite significant 
compared to the operation of the selector without correcting hoops. Additional
(3.10)
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computations have shown that the voltage set calculated using Equation 3.9 for the 
mean radii of the individual hoops provides for optimum fringing field corrections. 
These computations have been verified experimentally by noting both the measured 
electron beam current using a Faraday cup (see below) and the energy resolution of the 
electron beam (see Section 3.1.7 for details of measuring the energy resolution of the 
electron beam) for various hoop voltages.
The Target lens Stack in the monochromator was designed to transport the high 
resolution electron beam to the interaction region (Section 3.1.4) with a resultant energy 
range between 100 meV and 50 eV. As discussed previously, the original optics in this 
stack were aperture lenses designed in 1985. However, these proved to be too bulky, 
restricting the angular range of the spectrometer. Consequently, in 1989, they were 
replaced by cylindrical lenses (Figure 3.5). Design parameters are available in Harting 
and Read (1976) for many different geometries (A/D = 0.5 or 1.0, G/D = 1.0).
The design was additionally based on the monochromator mean energy being in the 
range of 1.0 to 1.5 eV. The effect of running at a higher mean energy was also 
considered. The final design of the Target Stack contained two three-element lenses 
(Target Stack 1 and Target Zoom) with a common element acting as the field free 
region. The field free region was assumed to be typically operated at 2 to 6 eV, hence a 
starting value for the voltage ratio V3/V7 was taken to be around 2. It is noted that some 
miscalculations were made in the original design of the target stack, particularly in the 
case of the Target Zoom. These errors were not detected until the construction and 
installation of the Target Stack had been completed. However, they have not 
significantly affected the practical performance of the Target lens Stack.
The final design of Target Lens 1 has the following physical constrains: P = 4.5D, Q = 
3.5D, Q - F 2 -  2.0D (aperture separation), A/D = 0.5 and G/D =0.1. The apertures in 
the field free region were chosen to be 0.75 mm in diameter. Using the P-Q curves and 
tables listed in Harting and Read (1976) for this particular lens gives:
Other parameters for this lens are listed in Table 3.6. In general, the distance Q - F2 
agrees well with the physical aperture separation for voltage ratios V3/V1 ranging
f l  = 1.79D = 17.9 mm 
f 2 = 2.53D = 25.3 mm 
F1 = 2.39D = 23.9 mm 
F2 = 1.62D = 16.2 mm M = -0.82
Vj =3 V 
V2 = 165 V
V3 - 6 V (Field-freeregion)
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between 2.0 and 12.0, with the magnification for this lens around -0.8 decreasing to 
-0.55 for the higher voltage ratios. Even though it would have been preferred to have a 
magnification for this lens of around -1.0, a slightly higher value does not appear to 
affect the overall production of the electron beam.
The Target Zoom lens has been designed to act as either a retarding or accelerating 
lens, with a moveable lens centre, depending on the final beam energy and voltage ratio 
required. It has an overall length of L = 8.0D and the lens centre can be moved such 
that P = Q = 4.0D (Symmetric mode) or P -  4.5D, Q = 3.5D (Asymmetric mode). The 
symmetric mode is achieved physically by using TZ2 as the centre lens and having the 
last part of TZ3 at the beam energy (see Figure 3.1 for the positions of these elements). 
Similarly, the asymmetric mode is achieved by using TZ3 as the centre lens and having 
the first part of TZ2 at TZ1 voltage. The essential property of a zoom lens is that with 
an object of fixed position and energy, the energy of the image can be varied while the 
image position remains constant. This zooming function is achieved by using the 
voltage ratio V2/V7 to control the focussing strength of the lens while using the ratio 
V3IV1 to change the potential, and hence the energy, of the image point.
This lens has a myriad of operational modes depending on the energy analyser voltage, 
the field free region voltages and the final beam energy. The distance P - Fj is fixed 
physically at 2.0D (aperture separation). The parameters for this lens are listed in Table 
3.7 for both the symmetric and asymmetric modes of operation. Note that for the 
symmetric mode, the retarding lens parameters are obtained simply by replacing the 
parameters M, Vj , V2 and V3 with their respective time-reversed parameters Vj \  
Vt2 and V f  since P = Q.
For optimal performance of these optics, the parameters (Table 3.7) for the lens indicate 
that the symmetric mode is only useful when the beam energy V3 is either slightly 
larger or smaller than the field free voltage, and the resultant value for P - Fj  is 
comparable with the physical aperture separation. For example, when V3/Vj > 2, the 
distance P - Fj  is seen to decrease from 170D  to even smaller values, which doesn’t 
compare well with the physical aperture separation of 2D.
For the asymmetric mode, Table 3.7 indicates a real problem in the design of the zoom 
lens for voltage ratios V3/V1 < ~1.7, specifically when comparing P - Fj with the 
physical aperture spacing. For example, if the field free region voltage Vj is equal to 10 
V and the beam energy is 5 V, the required retarding ratio is 2.0. For the asymmetric 
mode, this gives P - Fj = 3.0D compared with the physical spacing of 2D. The same
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retarding ratio for the symmetric mode gives P - Fj -2.46D  which, although better, is 
not ideal for proper focussing of the electron beam.
The electron beam, after passing through the interaction region (Section 3.1.4), enters a 
Faraday cup which acts as both a beam dump and a current measuring device. The 
entrance to the Faraday cup is located at a distance of approximately 36 mm from the 
exit cone of the Target Zoom. The cup has two separate parts - an inner current 
monitoring stage and an outer stage. The outer cup is cylindrical in shape with a (inner) 
diameter of 8 mm. It is 60 mm in length and is constructed from stainless steel (310), 
with a wall thickness of 2 mm tapered to sharp edge at the entrance. The voltage on the 
outer cup is maintained at the same voltage as the beam energy. The inner section is a 
coned shaped piece with a diameter of 6.5 mm and 5.63 mm in length on the end of a 
solid cylinder shaped section giving a total length of 20 mm. The purpose of the cone 
shaped section is eliminate all surfaces inside the cup which are perpendicular to the 
electron beam to avoid direct backscattering. The voltage on the inner cup is 30 V. 
The electron current is measured to the inner cup using a picoammeter (Keithley Model 
485). Typical electron beam currents range from 1 to 3 nA, with the resolution of the 
beam typically between 20 and 80 meV (FWHM).
Whilst the Faraday cup is positioned on the electron beam axis, the electron energy 
analyser is restricted to a minimum scattering angle of -58° by mechanical constraints. 
However, the Faraday cup is mounted on a swinging arm which can move the cup to a 
position away from the target region, allowing access for the analyser to forward (-20°) 
scattering angles (see Photograph 5, Appendix B). Separate experiments have been 
made to determine the effect (if any) that the position of the Faraday cup has on the 
scattered electron count rates at several scattering angles (> 58°). This has involved the 
measurement of the count rates with the Faraday cup in the raised position, repeating 
the measurement with the cup down and comparing the results. The result of these 
experiments have shown that the position of the cup has no significant effect on the 
scattered electron count rates.
3.1.4 Interaction Region and Electron Energy Analyser
The interaction region is defined as the volume where the incident electron beam 
intersects the molecular beam emerging from the gas source. The diameter of this 
volume was assumed to be around 1.5 mm, based on the measured size of the gas beam 
and the calculated maximum magnification for the normal operation of the Target 
Zoom lens being less than 2. It is enclosed by a cylindrical shaped mesh, shown in 
Figure 3.1 and Photographs 2-5 (Appendix B), known as the target region. The target
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region is constructed from molybdenum mesh in the shape of a squat cylinder (radius of 
25 mm, height of 24 mm) and is an electrostatic field-free region maintained at the 
same voltage as the beam energy. It is designed to eliminate stray electric fields in the 
interaction region by enclosing both the exit of the monochromator and the entrance to 
the analyser, and the capillary array. The analyser entrance cone penetrates the target 
region radially by about 2 mm by means of a slit in the mesh which exists for the entire 
angular range of the analyser.
The function of the electron energy analyser, which is physically identical to the 
monochromator energy selector, is to determine the energy distribution of the scattered 
electrons. The components of the analyser are mounted on a rotatable turntable whose 
axis is coincident to the molecular beam, allowing access to scattering angles between 
-20° and 130°. Access to higher backward angles (> 130°) is not possible due to 
physical constraints imposed by the size of the electron optics and their associated 
electrostatic shielding. Like the monochromator, the analyser lenses are contained in 
two lens stacks. Each stack contains one or more electrostatic lenses and these have 
also been given generic labels which are:
Lens Stack #3 - "ANALYSER STACK"
Analyser Zoom (AZ-)
Analyser Lens 2 (AL2-)
U ns Stack #4 - "CHANNELTRON STACK"
Channeltron Lens 1 (CL1-)
The components of the analyser are shown in Figure 3.1 and have the following 
modular form:
'Analyser Stack" Hemispherical "Channeltron Channel
Lenses & — Energy — Stack" — Electron
Apertures Analyser Lenses Multiplier
The purpose of the analyser and associated electron optics is to focus the scattered 
electrons at the entrance plane of the hemispherical energy analyser using an 
arrangement of electron optics, energy resolve with the energy analyser, then accelerate 
the analysed electrons and focus them into the channel electron multiplier (Channeltron, 
Mullard/Philips Model B310BL/01), using the final set of electron optics. The design 
considerations for the various components of the analyser are similar to those of the 
monochromator (see Figure 3.1 and Table 3.5). However, one significant difference of
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the analyser and associated optics from the monochromator is that due to the low 
electron current through the analyser, space charge effects are negligible and hence, 
some of the difficulties encountered in the operation of the monochromator do not arise. 
The physical dimensions for the Analyser and Channeltron Stacks are listed in Tables 
3.8 and 3.9, respectively.
As with the Target Stack, the Analyser Stack contains two three-element lenses, the 
Analyser Zoom and Analyser Lens 2. The entrance apertures to the analyser optics, 
which define the interaction volume viewed, are both 0.75 mm in diameter, and are 
separated by 10.0 mm. A viewing region of 2.0 mm was allowed for at the interaction 
region in the design of the defining apertures prior to the Analyser Zoom lens. The 
extreme rays can be used in the calculation of the minimum distance from the scattering 
centre to the interaction region for these two apertures. This distance is found, using 
similar triangles, to be 12.5 mm. However, there is a possibility that these extreme rays 
will not be well-handled by the analyser electron optics and so a larger distance was 
chosen. The final position of the first analyser aperture was chosen to be 33 mm from 
the scattering centre. The Analyser Zoom lens was designed with P = Q -  4.0D and, as 
with the Target Zoom lens, there are many different modes of operation. Table 3.10 
lists the parameters for this lens for voltage ratios V2 /V7 between 1.0 and 10. If the 
Zoom lens has to be used as a retarding lens (such as when the scattered electrons are in 
the high energy range), the parameters listed in Table 3.10 can be simply replaced by 
their respective time-reversed parameters since P -  Q.
Analyser Lens 2 is designed to be almost exclusively used as a retarding lens into the 
electron energy analyser depending on the analysing energy. This lens has been 
designed with P -  Q = 3 5D, M ~ -1.0 and with an aperture at Fj to maintain a low 
beam angle into the energy analyser. The physical position of F j was chosen to 
correspond to a voltage ratio of V / IVj’ = 1.4. In other words, the field free voltage was 
to equal 1.4 times the energy analyser voltage. Harting and Read (1976, p i53) gives Fj 
= 1.49 and P - Fj = 2.01. Subsequently, the physical distance for P - Fj was set at 
2.0D. Other parameters for this lens are given in Table 3.11. A close examination of 
the whole lens stack shows that there are problems for the case where the energy 
analyser mean voltage is ~1.0 V (corresponding to high resolution) and the beam 
energy is greater than 2 eV. For example, if the field free region is 3 V, the distance P - 
Fj = 2.36D compared with the physical separation of 2.0D. This problem can only be 
solved by running the field free region at a lower voltage, which can lead to increasing 
problems due to effects such as surface patch fields. As this lens is only ideal when the 
field free region voltage is approximately equal to 1.4 times the energy analyser
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voltage, it is apparent that a better arrangement may be to set the fixed position of the 
aperture to correspond to a more favourable value of the voltage ratio for this lens 
(Vs IVi ~ 3 for example). This would allow a little more flexibility at low energies.
The final lens stack in the spectrometer is the Channeltron Stack (Figure 3.1), which 
consists of a simple 3-aperture lens, designed to accelerate the analysed electrons and 
focus them into the channeltron. The initial voltages for this lens were expected to be 
between 1.0 and 5.0 V. The dimensions for this lens were chosen to be D = 5 mm, P = 
2.5D and Q = 3.0D, and it was designed to accelerate electrons to a final voltage of ~ 
20V. Hence, the voltage ratio V3 /V7 was expected to range between 4 and 20 V. The 
parameters for this lens, determined from Harting and Read (1976, ppl73-209) are 
listed in Table 3.12. Electrons focussed into the channeltron generate a small electric 
pulse as the output signal. The size of this pulse is determined by the voltage applied to 
the channeltron. Typically, a voltage of 4 kV was applied, resulting in a gain of ~106. 
The output pulse from the channeltron is in turn sent to peripheral electronics, discussed 
in detail in the next section.
3.1.5 Counting Electronics
The channeltron used in the crossed beam apparatus is AC coupled to the counting 
electronics via a low noise pick off box (see Figure 3.6). The purpose of the electronics 
is to amplify the electrical pulse generated by the channeltron for each detected 
electron, discriminate between these pulses and background noise, and finally to count 
these pulses. Typically, the electrical pulses generated by the channeltron are of the 
order of -10 mV. These pulses are amplified by a factor of 20 by a pre-amplifier (Ortec 
Model 9310). These amplified pulses are passed through a constant fraction 
discriminator (Ortec Model 473A) which eliminates the background noise, and the 
output pulses from the discriminator are either counted by a timer and counter (Ortec 
Model 473A) or a multichannel analyser (MCA Tracor Northern Model TN-7200). The 
detected electron count rate can additionally be viewed on a ratemeter (Tennelec Model 
TC525)
3.1.6 Gas Handling System
The gas handling system is shown in schematic form in Figure 3.7. Ultra-high purity 
gases were used for the present measurements. These were purchased from 
Commonwealth Industrial Gases Limited in the form of high pressure cylinders. The 
gas was transferred from the supply cylinders to large volume (125 litre) ballast tanks. 
These ballast tanks store the gas at a pressure of approximately 300 Torr (40 kPa). The
42
tanks then acted as reservoirs and provided a stable, low driving pressure for the 
molecular beam source. The driving pressure can be set manually by precision leak 
valves and measured by a highly accurate, temperature controlled (49°C) MKS 
Baratron pressure gauge (Model 315BD-00010-SPMC with a 270B Signal Conditioner 
and a Type 272 Temperature Controller). Typical driving pressures range between 0.2 
and 2 Torr.
The gas may be routed either through the centre of the chamber base to a multicapillary 
array for scattering signal measurements or to an entrance on the chamber periphery for 
background measurements (see Section 3.3.1). The capillary array was constructed by 
mounting a segment of commercially available array (Soda Lime glass - Galileo 
Electro-Optics) which has a capillary diameter of 40 p.m and length 1 mm, on a soft 
glass tube with an inner diameter of 1 mm, all of which was gold coated and maintained 
at the electron beam energy. The use of a gold coating was necessary to avoid charging 
of the glass array by the electron beam. The array source has an active area of 1 mm 
containing approximately 280 capillaries, which represents an open area of 
approximately 50%. The gas beam was consequently formed by quasi-effusive flow 
through the capillary array, with the beam profile determined by both the physical 
constraints of the capillary array and the driving pressure (see Section 3.2.2). The 
interaction region is about 1.5 mm above the exit plane of the capillary array source. 
Here, the number density of the molecular beam for a typical driving pressure of 1 Ton­
is approximately 1012 molecules per cm^.
3.1.7 Operating Modes and Computer Control
A schematic for the voltage supplies used for the elements of the monochromator and 
the analyser are shown in Figures 3.8 and 3.9 respectively. The optimal operating 
conditions of the spectrometer are established, by manually adjusting the voltage 
supplies of the elements of electron optics, for both maximum electron beam current to 
the interaction region and for the highest resolution required for the electron beam 
energy. Once the initial conditions are established, experimental measurements of 
scattering counts rates, and hence scattering cross sections for a particular gas, can be 
undertaken manually or entirely under computer control.
An IBM compatible 386 computer is used to control all aspects of the experimental 
apparatus required for the accumulation, analysis, visual output and storage of data. 
The computer is interfaced to a number of instruments via a General Purpose Interface 
Bus (GPIB-PCIIA, National Instruments Corp.) and an STD bus. The particular 
aspects that are computer controlled include the position of the electron energy analyser
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and the movement of the Faraday cup for the measurement of the electron beam current 
- both by stepper motors, the measurement of the gas driving pressure by the Baratron 
gauge and the chamber pressure by the ion gauge, the routing of gases to either the 
capillary array or to the periphery of the chamber, and the scanning of the beam energy, 
energy loss (the difference between the energy of the incident electron and that of the 
detected electron) and zoom lens power supplies. The ramp or scanning voltages (0 to 
± 10 V) are generated by digital-to-analogue converters (D/A’s) and these, buffered by 
variable gain amplifiers, bias the beam energy, energy loss and zoom lens power 
supplies. In addition, the computer reads the detected electron count rates from the 
appropriate counting device, and performs the data analysis required to calculate cross 
sections and their associated errors.
The spectrometer can be operated in any one of three different modes; energy loss, 
beam energy, or constant residual energy loss mode. For the energy loss mode, the 
incident electron energy is kept constant whilst the energy loss value is scanned over a 
selected range with a sawtooth ramp generated by the D/A converter. In this mode, the 
transmission of the analyser is optimised by also ramping the analyser zoom lens AZ2. 
The voltages for AZ2 which give optimal transmission of the analyser are determined at 
specified energies to be those for which the scattered electron count rate is highest. The 
amplifier gain is then adjusted to reproduce these values for the computer generated 
voltages. A full discussion of this procedure is given in Section 3.3.2. Examples of 
energy loss spectra of scattered electrons depicting vibrational excitation modes of 
various molecules are displayed in Figures 5.1 (H2S) and 5.15 (SO2). These spectra are 
explained in more detail later in the relevant sections. It is noted that the overall energy 
resolution of the spectrometer can be educed from the FWHM of the peaks determined 
from the energy loss spectra.
In the beam energy mode, the incident electron energy is scanned whilst the energy loss 
value is kept constant. The focussing of the electron beam is kept constant as the beam 
energy is increased by also ramping the relevant target zoom lens (either TZ2 or TZ3 
depending on the operating mode the target optics). The required voltages for the target 
zoom lens at different beam energies are determined to be those at which the measured 
Faraday cup current is constant. The transmission of the analyser is also optimised as 
the energy is increased by ramping AZ2. This mode of operation is used for excitation 
function experiments for either elastically scattered electrons or for a vibrational mode 
of a molecule. An example of a spectrum resulting from the operation of the 
spectrometer in this mode is displayed in Figure 6.5 (the energy dependence of the v j j  
excitation cross section for NH3).
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The third possible mode of operation of the spectrometer is constant residual energy 
loss. In this mode, both the incident beam energy and the energy loss values are 
ramped such that the energy of the detected, scattered electrons is constant. Again, the 
target zoom lens is ramped to keep the focus of the electron beam constant. This mode 
of operation has not been used during the course of this thesis.
3.2 Experimental Method
3.2.1 Absolute Scattering Cross Sections
A measurement of an absolute differential cross section (DCS) is difficult to obtain 
directly. In principle, determination of a DCS involves measurement of the flux of 
electrons scattered per unit time within an element of solid angle with respect to the 
incident electron beam flux.
The DCS can be expressed as:
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incident electron beam energy 
scattering angle
incident and scattering electron beam current
number density of the molecular beam
electron analyser transmission
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length of the scattering volume
element of solid angle
often referred to as the effective scattering length)
The direct application of Equation 3.11 to determine the DCS would require accurate 
knowledge of electron beam energy, the number density of the molecular beam, the 
scattering geometry and the various instrument efficiencies. To measure all these 
parameters absolutely and accurately is very difficult. It is possible to determine the 
incident electron beam energy and count the scattered electrons over a range of 
scattering angles. However, it is not feasible to measure the other parameters with high 
accuracy, especially at low electron beam energies. In particular, the calculation of the 
number density involves a number of assumptions resulting in large uncertainties, the
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analyser transmission and detector efficiencies can change on a daily basis, and there is 
difficulty in determining the precise spatial characteristics of the electron and molecular 
beams in the interaction volume itself.
Although the concept of a DCS is simple, the accurate absolute measurement of all of 
the parameters in Equation 3.11 is generally not feasible and, in practice, is not done. 
Typically, absolute values are placed on the relative angular distribution of scattered 
electron intensities by the use of some normalisation technique. One method which can 
be applied to normalise an angular distribution IS(E,6) is based on the relationship 
between the differential cross section and the integral cross section:
ot (E) 2k f  — (E.e)sinede = f
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(3.12)
where gj(E) total elastic integral cross section for incident electron energy E 
c multiplicative constant
IS(E,6) the angular distribution as a function of energy and scattering angle
Absolute values of <Jt(E) can be accurately determined by attenuation experiments, 
below inelastic thresholds, in which a beam of electrons is passed through a cell of the 
gas under study and its attenuation is measured as a function of energy. Hence, by 
using Equation 3.12, the angular distribution can be placed on an absolute scale by 
finding the multiplicative constant that gives, on integration, the correct value for the 
total cross section.
However, there are inherent problems which must be overcome before this technique 
can be applied. Firstly, the total elastic cross section must be available in the literature 
for the desired scattering energy. For a large number of the polyatomic gases, total 
elastic cross section data is neither available nor reliable, since the attenuation 
experiments determine the grand total cross section, the sum of the total cross sections 
due to the elastic and all open inelastic channels. In general, polyatomic molecules 
have energetically accessible inelastic channels at collision energies of the order of 0.1 
eV. Secondly, experimental determination of the angular distribution is not possible 
over the entire angular range. For example, in the experiments carried out on the 
crossed beam apparatus, elastic scattering intensities can only be measured in the 
angular range of between 10° and 130°. For scattering angles less than 10°, the incident 
electron beam begins to interfere with the scattered signal and angles greater than 130° 
are inaccessible due to mechanical constraints. Therefore, in the low and high angular
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regions, the relative values of the differential cross sections must be obtained by some 
type of extrapolation process. Usually, if a theoretical cross section is found to agree 
with the shape of the experimentally determined angular distribution, then the shape 
predicted by the theory in the low and high angular regions can be used for 
extrapolation of the experiment data. However, theoretical cross sections calculated for 
the polyatomic gases are limited, and comparisons with the angular distributions 
usually show some discrepancies. The uncertainty involved in using such theories in 
extrapolations is also enhanced when the differential cross section for the target gas is 
strongly forward peaked, as in the case for polar molecules.
For targets which are gaseous at room temperature, the most commonly used method of 
normalisation is the relative flow technique. This is the technique which has been used 
in the normalisation of the angular scattering intensities experimentally determined 
using the crossed beam apparatus. The next section describes the technique in detail 
and discusses the implications involved in its application.
3.2.2 Relative Flow Technique
The relative flow technique, first described by Srivastava et al. (1975), is based on 
comparative measurements of scattering intensities for the gas of interest and a known, 
standard gas. It is now widely accepted that the elastic differential cross section for 
helium is known to within a few percent at energies below the first excited state 
threshold of around 19.8 eV. The general acceptance of this cross section as the 
standard cross section, for this energy range, arises from the excellent agreement which 
exists between experimental determinations of it, based on phase shift analysis 
techniques, and the ab initio variational calculations of Nesbet (1978) and the rational 
function fits of Boesten and Tanaka (1992), amongst others. An additional reason why 
helium provides a very accurate standard against which data in other gases may be 
normalised using the relative flow technique is that two types of phase shift analysis 
may be carried out quite independently, thus providing a very important cross check on 
the magnitude of the DCS. The first application of these techniques seems to have been 
made by Gibson and Dolder (1969), with further developments being made by 
McConkey and Preston (1975), Andrick and Bitsch (1975), Williams and Willis 
(1975a,b), Williams (1979) and Steph et al. (1979). The first type of phase shift 
technique performs an analysis of resonant profiles at numerous scattering angles using 
a resonance of well defined character which does not overlap with other features 
(Williams and Willis 1975). This analysis allows the background, non-resonant phase 
shifts to be extracted and hence the DCS to be obtained using standard partial wave 
expressions. The second type of phase shift technique, first developed in detail by
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Andrick and Bitsch (1975) and extended by Williams (1979) and others, performs an 
analysis of the non-resonant angular distributions. By including in the analysis all the 
measured signals at all energies and angles, a more consistent and accurate set of phase 
shifts should be obtainable. This analysis is normally restricted to low energies where 
the inelastic channels are not open and the DCS is determined by a limited number of 
phase shifts. At impact energies where inelastic processes may occur, one has to use 
complex phase shifts and the uniqueness of the analysis is questionable. It is essential 
that the statistical scatter of the data points and their angular spacing are small so that 
the shape of the angular distribution can be unambiguously identified. Usually the 
fitting procedure is commenced at the lowest energy obtainable so that some constraints 
can be imposed on the fitting procedure. For example, it is well known that in helium 
the s, p and d-wave phase shifts must approach 7t, 0 and 0 respectively as the incident 
energy goes to zero. Higher order phase shifts must be included in the analysis but the 
contribution from these is usually small and so it is adequate to assume theoretical 
values for these and to not include them as variables in the fitting procedure. The 
second method has the advantage that the calibration is not restricted to energies close 
to the energy of the resonance. Absolute experimental investigations of the helium 
elastic cross section have also been measured on the crossed beam apparatus for several 
incident electron energies and further confirm the choice of helium as a standard gas 
(Brunger et al. 1990) at energies below the first excited state threshold.
Above the first excited state threshold of helium, the elastic differential cross section is 
considered to be known to within 4% up to an incident electron energy of 50 eV. The 
experimental measurements and coupled channel optical model calculations of Brunger 
et al. (1990) for this energy range have been supported by the convergent Close- 
Coupling method of Bray et al. (1994). These determinations, together with those of 
Register et al. (1980) and Boesten and Tanaka (1992) have provided absolute electron- 
He elastic DCS data which can be utilised in the application of the relative flow 
technique.
In the relative flow approach, the differential cross section for a particular target gas, T, 
is then expressed as a series of ratios multiplied by the differential cross section of 
helium, with the incident electron beam energy being the same for both gases and the 
two gases entering the scattering chamber under identical conditions of near molecular 
flow:
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where I electron beam current
Ne scattered electron count rate
M molecular mass
F flow rate of gas through the capillary array
This equation is derived under the following two constraints. The first is that the same 
stable operating conditions must exist for both gases, in particular the analyser 
transmission and the detector efficiency. The second is that the effective scattering 
volumes for both gases have to be identical. This implies that the gas beams need to 
have the same profile as they exit the capillary array source.
The profiles of gas beams as they exit the capillary array source have been investigated 
using a separate experimental apparatus. These experiments and results are described 
in detail in Chapter 4. Briefly, it has been shown that the gas beams will have the same 
profile as they exit the capillary array source as long as (i) the mean free path X for the 
atoms/molecules are identical at the entrance to the capillary array and (ii) the gas 
pressures are such that the associated mean free path is larger than twice the smallest 
dimension of the capillary. The mean free path of a gas atom/molecule is given by 
kinetic theory (see Reif 1965 for example) as:
1 k T
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where N number density of the gas
k Boltzmann’s constant
T temperature
P pressure
6 atomic/molecular hard sphere diameter
Effects of increasing the driving pressure on the formation of the spatial profile of a 
gas, with the experimental arrangement of the CBA, have been further investigated by 
measuring the elastically scattered electron count rates as a function of driving pressure 
for both helium and the target, at a range of scattering angles. The result of one of these 
experiments is shown in Section 5.1 for H2S. Generally, they indicate that observable 
changes of slope in the measured curves usually correspond to the pressure region 
where the mean free path for collisions is approximately the same value as the capillary 
diameter and is an indication that the spatial profile of the gas beam is being effected by 
gas collisions. These results are likely to be apparatus specific, and also depend on the 
spatial position and size of the electron beam in the target region, and thus are only an
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indication of the performance of this apparatus at certain gas pressures. However, they 
are an indication of possible problems which can occur in absolute scattering 
experiments.
In general, Equation 3.13 cannot be applied directly. Whilst, in principal, the relative 
number density directly behind the capillary array or the relative flow rate through the 
capillary can be monitored, there are severe practical problems associated with the 
accurate measurement of pressure and temperature at the entrance to the capillary array, 
or with the accurate measurement of very low flow rates (Nickel et al. 1989). A more 
realistic method is to calibrate the relative flow rate for both gases in terms of their 
driving pressures upstream from the capillary array, in our case measured by the 
capacitance manometer (shown in Figure 3.7).
3.2.3 Relative Flow Rates
In a separate series of experiments, the relative flow rates F M 112 of both helium and 
the target gas are measured as a function of the capillary driving pressures. The 
technique employed in these measurements is very similar to that described in Khakoo 
and Trajmar (1986). It is not necessary to actually determine the absolute flow rates but 
rather the ratio of the normalised flow rate for the target gas to that of helium. To do 
this, the rate of change of pressure behind the capillary array, as measured by a 
Baratron, is recorded with both chamber gas inlets (V4 /5  and ^ 7  as shown in Figure 3.7) 
closed for both the target gas and helium for various settings of the respective leak 
valves. For the purpose of measuring the flow rates, the in-line volume, as shown in 
Figure 3.7, is opened to reduce the pressure gradient. It was found that pressure 
readings were more accurate and consistent with the in-line volume open. Data 
acquisition is achieved under computer control. The procedure to obtain the normalised 
flow rates for both the gas of interest and helium is outlined as follows: (i) the gas is 
routed to the chamber (via the capillary array) and the initial driving pressure (the 
pressure behind the capillary array) is set manually with the associated leak valve, (ii) 
the initial Baratron pressure reading Pt> is recorded and the pneumatic valve to the 
capillary Vy is closed, (iii) 40 consecutive Baratron pressure readings are recorded over 
a period of around 30 seconds, (iv) the pneumatic valve V7 is opened, and the Baratron 
pressure readings are displayed by the computer, checked for consistency and the 
relative flow rate calculated, (v) the initial driving pressure is manually set to the next 
value. Once stability in the Baratron pressure reading is achieved, the procedure from 
(ii) to (v) is repeated until the desired range of driving pressures has been achieved. For 
large viscosity gases, it was found that stability in the Baratron pressure could take up 
to 5-10 minutes to achieve. A recent technique employed by Khakoo et al. (1993), to
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overcome lengthy periods between obtaining subsequent driving pressures, was to 
determine a pressure versus time stabilisation curve, and extrapolate this curve to obtain 
the value of the final stable driving pressure.
For an ideal gas, kinetic theory predicts that for collisionless flow the normalised flow 
rate should be independent of gas species. Thus, if the normalised flow rates are plotted 
as a function of driving pressure for both helium and the target gas of interest, and no 
species dependence is found, these terms in Equation 3.13 can conveniently be replaced 
by their respective driving pressures. In practice, however, it has been found that this is 
not the case for most gases. Figure 3.10 shows a summary of measurements of the ratio 
of normalised flow rates for a number of gases used in this study to that of helium to 
illustrate this point. In some cases, differences of over 20%, from the expected result of 
a ratio of 1.0, have been observed, with the largest departures observed for polar 
molecules. Even though the extent of these differences will almost certainly be 
apparatus specific, they indicate that care should be taken in establishing the real 
relationship between the gas flow rates.
From the flow rate curves, a calibration curve of (F .M1,2)He/GF.M1,2)Target as a 
function of Pb(He)/Pb(Target) is derived, by fitting a polynomial function using a least- 
squares procedure, for a selected range of pressures Pb(He) and Pb(Target). The range 
of pressures used in determining pressure ratios is constrained, both by the above 
requirement to keeping the mean free paths of the two gases identical at the entrance to 
the capillary array and by the need to operate in the Clausing (intermediate) regime 
(Nickel et al. 1989, Section 4.4). This latter constraint sets an upper limit on the 
driving pressure of each gas by requiring that the gas experiences near molecular flow 
through the capillary array, which implies a first order constraint that the mean free path 
should be greater than the diameter of the capillary (40 pm). Using the equation for the 
mean free path (3.14) and substituting the values T = 293 °K, k = 1.3806 x 10‘23 JK_1 
and X = 40 qm, the maximum driving pressure is then obtained by the resulting 
expression:
, k T  17.08
bMax - j 2 n S 2 X ~  82
(3.15)
where 5 is the hard sphere diameter of the gas molecule in units of Ä.
For example, helium has a hard sphere diameter of 2.65 Ä (Weast and Astle 1981), so 
the maximum driving pressure is calculated to be 2.43 Torr.
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The calibration curve then enables the appropriate normalised flow rate ratio to be 
substituted directly into the relative flow Equation 3.13 for any value of the ratio of the 
capillary driving pressures. Examples of calibration curves can be seen in Figures 5.4 
(H2S), 5.17 (S 02) and 7.2 (Ne).
3.2.4 Calibration of Electron Beam Energy
The incident energy of the electron beam is usually estimated from the potential 
difference, V, between the filament and the target region as measured by a calibrated 
voltmeter. However, due to contact potential effects between the various components 
of the electron monochromator, patch fields on surfaces, the work function of the 
filament and the space charge produced by the electron cloud in front of the filament, 
the actual value of the incident electron beam energy E0 is usually different from V. 
Hence, the value given by the potential difference V needs to be corrected by some 
offset before the true electron beam energy can be determined. In practice, this 
correction can be as large as ± 0.5 eV. Several methods can be employed to determine 
the value of the correction and those methods which have been utilised during the 
course of this study are discussed in the following paragraphs.
The most widely used method for energy calibration in this field of research, and the 
one frequently utilised for the crossed-beam apparatus, is to calibrate against the 
positions of well known resonances observed in electron-atom/molecule collision 
processes. In the course of this study, the (initial) calibration of the electron beam 
energy makes use of the lowest-lying temporary negative ion resonance of helium He' 
(Is 2s2 2S), which has a FWHM of 11.0 ± 0.5 meV (Kennerly et al. 1981). The 
resonance structure is manifested in spectra of electrons scattered elastically from 
helium as a function of incident electron energy. The position of the resonance has 
been determined by Brunt et al. (1977a) to be 19.367 ± 0.007 eV. They calibrated their 
incident energy scale against features, cusps or steps, which occur at the threshold for 
the excitation of the Is 2s 3S state of helium, the energy of which is well known 
spectroscopically. Examples of elastic scattering spectra for helium at several 
scattering angles are shown in Figure 3.11. At a scattering angle of 100°, it has been 
observed that the resonance is symmetric in the elastic channel and thus, it is 
convenient to calibrate the electron beam energy at this angle.
Another temporary negative ion state which has been used to cross check the helium 
calibration is the doublet Ne' 2p5 2P3/2,l/2 3s2 ]S. The (lowest) feature with the 2P3/2 
ion core occurs at an energy of 16.111 ± 0.008 eV, whilst the spacing between the two 
features of the doublet is measured to be 97 ± 1 meV (Brunt et al. 1977b). This spacing
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of 97 meV between the resonance centres was found by Brunt et al. to be identical to 
the splitting between the two levels of the Ne+ ground configuration. For the 
measurements of Brunt et al., the energy scale was calibrated in two ways; (i) using a 
simultaneously recorded metastable excitation spectrum containing an onset 
corresponding to the excitation of the 2p5 3s, /  = 2 level, and (ii) using a mixture of 
helium and neon as the target and measuring the energies of features in the neon elastic 
scattering and metastable excitation spectra with respect to the already determined 
helium 22S resonance energy. The resonances in neon have been utilised as a cross 
check of the helium calibration prior to the elastic differential cross section 
measurements described in Chapter 7. An example of elastic scattering spectrum for 
neon is shown in Figure 3.12.
There are also resonances in the nitrogen molecule which are especially useful in 
calibrating at low electron energies. Heideman et al. (1966) showed that structure 
exists in the scattering of electrons from N2 between 11 and 12 eV, including a sharp 
resonance at 11.48 eV, which can be used as another cross check to the helium 
calibration. Newman et al. (1983) assigned this peak, at the energy of 11.499 eV, to be 
due to the v = 0 vibrational level of the [ n J X 2Ig  j (3so>g) 2Xg Feshbach resonance. 
The energy calibration of Newman et al. was made against the sharp structure 
corresponding to the well-known (3sGg 3p G u ) 2Zg resonance at 11.925 eV (Brunt et 
al. 1978) and is quoted to be accurate to within ± 10 meV. At lower energies, 
pronounced oscillations in the electron-N2 cross sections due to a N2" 2n g shape 
resonance around 2 eV have provided a convenient energy standard in cross checking 
the helium calibration at lower electron beam energies. Rohr (1977) reports the 
energies of the first five peaks in the elastic electron-N2 scattering cross section to 
within ± 1 2  meV at scattering angles of 20°, 60° and 120°. The energy scale was 
calibrated against the sharp step structure at the threshold of the v = 2 channel in the v = 
1 excitation function in electron-HF scattering, at an energy of E = 0.9609 eV (Rohr 
and Lindner 1976). Ehrhardt and Willmann (1967) report the positions of the peaks, 
averaged over scattering angle, in both the cross sections for elastic scattering and v = 1 
excitation of N2. Figures 3.13 and 3.14 show examples of the position of these 
resonance peaks in both the elastic and v = 1 excitation functions at scattering angles of 
60° and 100° respectively. The transmission of the analyser is not optimised at all 
energies for these measurements, since only the position of the peaks were required, 
and as a result the shape of the curves, more so for elastic scattering, are not true 
indications of the energy dependence of the absolute cross section. Background 
contributions to the scattering intensity count rates have not been subtracted, but it was 
observed that they are negligible in these measurements when compared with the
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overall intensity. In comparing the excitation functions, it is seen that the position of 
the resonance peaks depends both on the excitation process and the scattering angle. In 
the elastic channel, there is an energy shift in the position of the peaks of -20 meV 
between a scattering angle of 60° and 100°, whilst a difference of -100 meV is seen 
when comparing the elastic with the v = 1 excitation function. Overall these peaks are 
very pronounced in both elastic and inelastic channels and serve as a useful calibration 
of the beam energy at very low energies. Shi and Burrow (1992) have also utilised this 
resonance structure in the energy calibration of their apparatus for low energy electron 
scattering from neon.
A final check of the energy calibration at low energies is achieved by detecting the 
appearance of zero energy electrons in the elastic channel as the beam energy is 
increased through zero and/or measuring the voltage where electron current to the 
Faraday cup appears. Figure 3.15 shows the appearance of zero energy electrons as a 
pronounced peak. This is due to the very high efficiency of the analyser for very low 
energy electrons. Figure 3.16 shows the appearance of electron beam current to the 
Faraday cup as the beam energy is scanned through zero energy.
3.2.5 Calibration of the Scattering Angle
It is important to accurately determine the scattering angle with respect to the incident 
electron beam, particularly when the differential cross section varies rapidly with angle, 
which is typically the case at forward angles for scattering from polar molecules. In 
general, the zero position of the analyser turntable is determined by mechanical 
alignment with the monochromator. However, the mechanical axes of both the 
monochromator and the analyser may not coincide with their optical axes since the 
monochromator employs deflectors for the steering of the electron beam. Since the 
optical axes may change as the incident electron energy is varied, some angular 
calibration is required before measurements can proceed.
A simple method which has been employed to ascertain the true zero angle of the cross­
beam apparatus is to determined the symmetry of the elastically scattered electrons (or a 
strong inelastic scattering feature, if one exists) around the nominal zero angle. This 
involves the recording of intensity of the scattered electrons as a function of the 
scattering angle between the values of ± 20°. Although measurements very near to the 
absolute 0° are not feasible due to interference of the electron beam, an extrapolation to 
zero from both sides can be done, and hence the zero angle can be determined using the 
fact that the scattering intensity is symmetric about this point. The uncertainty in the 
extrapolation is estimated to be ± 1°.
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3.3 General Experimental Procedures
3.3.1 Elastic Scattering of Electrons from Atoms/Molecules
For the measurement of absolute elastic differential cross sections in this study, the 
relative flow normalisation is performed independently at each scattering angle. This 
involved the measurement of the ratio of scattering intensities, electron beam currents 
and driving pressures for both the gas of interest and helium at each scattering angle. 
The gas handling system (Figure 3.7) was modified so that there is the facility to have 
both gases present in the chamber at all times. For the measurements of the scattered 
electron count rates, either the gas of interest was directed to the capillary array and 
helium to the background inlet or vice-versa. The background contributions to these 
count rates were determined by the routing of both gases to the background and 
measuring the associated electron count rates. This method of applying the relative 
flow technique is slightly different to that which was used previously for this apparatus 
for the measurement of absolute differential cross sections. In these previous studies, 
the procedure to obtain absolute cross sections was: (i) checking that the scattering 
geometry at each energy and scattering angle was such that the "shape" of the relative 
angular distributions for elastic electron-helium scattering was consistent with either 
those calculated by Nesbet (1978) for incident energies less than threshold ~18 eV or 
with the measurements of Brunger et al. (1992) for larger incident energies; (ii) the 
angular distributions for the target gas were then measured, statistically combining 
around 10 to 15 separate experimental runs through the angular range until the standard 
deviation of the amalgamated data set at any given scattering angle did not exceed 
0.2%; and (iii) these distributions were subsequently placed on an absolute scale by 
relative flow measurements (to helium) at a few selected scattering angles. In 
measuring the angular distributions, background contributions at each scattering angle 
were determined by measurements of the scattered electron intensities when the gas 
entered the vacuum chamber, at an equivalent flow rate, through a second inlet (a single 
capillary) at the periphery of the scattering chamber. The NH3 elastic cross sections 
(Alle et al. 1992), which are utilised in the determination of the absolute inelastic cross 
sections described in Chapter 6.1, used this method of applying the relative flow 
technique.
The main advantages of the current procedure over that used previously were (i) shifts 
in contact potential, which can occur as a result of changing gases in the vacuum 
chamber, are avoided by having both gases present at all times, (ii) each individual 
measurement of the scattered electron count rate ratio at a particular angle takes 
between 30-60 minutes, minimising the effects of any drifts in voltages applied to the
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various electron optical elements, electron beam current and gas beam density in the 
target region, and (iii) the measured cross sections are less sensitive to variations in the 
size and shape of the interaction volume. One disadvantage of this procedure is that the 
background contribution to the scattered electron count rates are slightly larger due to 
the increased chamber pressure with both gases entering the chamber at the same time. 
This procedure has been successfully used by Shi and Burrow (1992) in the 
measurements of electron-neon elastic differential cross sections.
The measurement of the cross section ratios at each angle are performed many times 
under a variety of different experimental conditions, such as at different driving gas 
pressures behind the capillary and different incident electron beam current. Rather than 
using the raw statistical uncertainties in calculating the final statistical contribution to 
the absolute error, the standard deviation of the complete set of ratio measurements at 
each angle is used. In general, this figure is larger than the raw statistical value, which 
is usually less than 1%, but it is considered that the standard deviation provides a better 
indication of the real uncertainty involved in the measurement. Calculating the 
uncertainty using the standard deviation of the measurements gives a better indication 
of possible random errors in the data set (Taylor 1982). The total absolute uncertainty 
(one standard deviation) in the differential cross section then results from the addition 
of the statistical uncertainty and the uncertainty in the measurement of the various 
experimental parameters. This measurement uncertainty is obtained from the addition, 
in quadrature, of uncertainties involved in applying the relative flow rates calibration 
(4%), the gas pressure ratios (2%), electron beam current ratios (4%) and the 
uncertainty in the helium cross section (2% below 20 eV, 4% above) The uncertainties 
in the pressure and electron beam current ratios were estimated from variations in the 
pressure and current readings during the course of data collection at a particular 
scattering angle. Typically, the overall uncertainties in the cross section data range 
from 7 to 8%.
Both total elastic and elastic momentum transfer cross sections can be calculated from 
the elastic differential cross sections. In general, this involves extrapolating the elastic 
differential cross section data to 0° and to 180° using the shape of a theoretical 
calculation, which best describes the experimental cross section, as a guide. Where this 
is not possible, the extrapolation is done by eye. The extrapolated data are then 
integrated using Equations 2.4 and 2.5 to give the experimental total elastic and elastic 
momentum transfer cross sections. The intrinsic problems associated with this 
extrapolation procedure which is necessary to calculate these integral cross sections 
from the differential cross section measurements have been discussed in Brunger et al.
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(1991) and Alle et al. (1992). It is difficult to accurately estimate the uncertainty 
associated with such an extrapolation procedure. Due to the forward peaking generally 
found in elastic electron-polar molecule differential cross sections, and significant 
strength at backward angles, a large contribution to the integrands in Equations 2.4 and 
2.5 are from angular regions where a measurement is not possible. The can be as high 
as 50% (see Table 5.2 for example). If a range of possible extrapolations is used (such 
as various theoretical cross sections), then it is estimated that the uncertainty in the 
integral cross sections arising from the extrapolation procedure is approximately 10- 
20%, depending on the overall shape of the differential cross section. This uncertainty, 
when combined with the uncertainty in the differential cross sections, results in an 
overall estimated uncertainty in the integral cross sections of around 20-30%.
3.3.2 Inelastic Scattering of Electrons from Molecules
Absolute differential cross sections for vibrationally inelastic events are established 
relative to the elastic cross section by measuring ratios of the various inelastic scattering 
intensities at each scattering angle to that for elastic scattering. Background 
contributions at each scattering angle were determined by measuring the scattered 
electron intensities when the gas entered the vacuum system, at an equivalent flow rate, 
through the second capillary located away from the interaction region. Provided the 
analyser transmission is optimised to detect both the elastically and inelastically 
scattered electrons with the same efficiency, the differential cross sections for the 
vibrational excitation event being measured are placed on an absolute scale by using 
previously determined absolute elastic differential cross sections.
For these measurements extreme care is taken to optimise the transmission of the 
scattered electron analyser for each scattering energy by changing the voltages on the 
elements of the analyser zoom lens AZ2 synchronously with the energy loss voltage 
such that a constant focal length and magnification of the zoom lens is maintained. If 
the voltage ratio V2/V7 for the Analyser Zoom lens is not changed with the energy loss 
voltage, the analyser optics can become highly chromatic. The relative transmission of 
the analyser has been determined in the past by measuring the yield of ionisation 
electrons following near-threshold ionisation of helium. The technique that has been 
employed to calibrate the transmission of a scattered electron analyser was initially 
explored by Pichou et al. (1978) and was discussed in detail for applying to the crossed- 
beam apparatus analyser by Brunger et al. (1990). Briefly, it relies on the fact that up 
to some value of incident electron beam energy Er^  above the ionisation threshold, the 
yield of ionising (scattered plus ejected) electrons from helium, following near­
threshold ionisation, is given by the Wannier theory (Wannier 1953, Rau 1971) as both
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isotropic and independent of energy. Thus, in a measurement of the yield of scattered 
and ejected electrons resulting from electron impact ionisation at an appropriate low 
energy, a flat spectrum should be observed in all situations where the excess energy is 
less than Emax (Brunger et al. 1990). It then follows that any observed energy 
dependence of the yield directly reflects a non-uniform transmission of the analyser in 
question.
The range of validity of the Wannier theory has been extensively tested in both 
differential and integral measurements of the ionisation cross section for excess 
energies up to 8 eV (see for example Hawley-Jones et al. 1992, Nickel et al. 1989, 
Hammond et al. 1985, Read 1984, Schubert et al. 1981, Pichou et al. 1978). Brunger et 
al. (1991) has concluded that the range of validity of the Wannier theory is not well 
established, and that the extent to which it is uncertain at any particular beam energy is 
also not well known. Therefore its use as an indicator of the performance of a 
spectrometer is subject to some uncertainty. However, once this uncertainty is 
resolved, or a mechanism is found to specifically calculate the correct yield for a given 
energy then, in principle, the relative transmission of the analyser can be determined to 
a high degree of accuracy (Brunger et al. 1991).
The differential measurements for vibrational excitation inherit the uncertainties of the 
elastic cross section used in the normalisation process (7-8%), as well as further 
uncertainties in the determination of the ratio of elastic to vibrational excitation 
intensity due to counting statistics (typically <5%), uncertainty and variation in the 
pressure and current measurements (1% and 2% respectively). This results in an 
overall uncertainty o f-15% in these measurements.
ELEMENT
(Thickness)
(mm)
GE (2.0)
GA (0.15) 
GA1 (0.15) 
GD1A2 (0.15) 
GL1A (0.15) 
GLIB (0.15) 
GL1C (0.15) 
GA2 (0.15) 
GD2A2 (0.15) 
GA3 (0.15) 
GL2A (0.15) 
GL2B (0.15) 
GL2C (0.15)
Hemisphere 
Focal Point
APERTURE
DIAMETER
(mm)
1.5
1.5 
0.75
4.0
5.0
5.0
5.0 
0.75
4.0 
0.75
5.0
5.0
5.0
Virtual
POSITION 
(from Filament) 
(mm)
0
3.0
4.15
12.0
21.65
24.15
26.65
40.65
48.5
56.65
63.15
65.65
68.15
86.73
SEPARATION
(mm)
3.0
1.15
7.85
9.65
2.5
2.5
14.0
7.85
8.15
6.5
2.5
2.5 
18.58
SPACER
SIZE
(mm)
1.0
1.0
7.7 (deflector) 
9.50
2.35
2.35 
13.85
7.7 (deflector) 
8.00
6.35
2.35
2.35 
10.925
7.5 (plates+gap)
GENERAL:
LENS 1: D = 5.0 mm P = 4.0D
Q = 3.3D A/D =0.5
APERTURES: 2 located in FF region.
Separation = 16.0 mm
Diameter = 0.75 mm. Aperture 2 at Fj for lens 2.
LENS 2: D = 5.0 mm P = 5.0D
Q = 4.2D A/D = 0.5
P - Fi = 16 mm (Fixed Physical Position)
Table 3.1: Physical dimensions of the Gun Stack (aperature lenses)
ELEMENT LENGTH SEPARATION POSITION (mm)
(mm) (mm) (wrt hemis plane)
Exit plane - - 0.00
Hoop 1.60 - 1.60
Macor 0.40 - 2.00
Hemis plate 1.50 - 3.50
Lens plate 3.00 - 6.50
SD2 6.00 - 12.50
(incl. TGI & TG2)
SD2 clamp 4.32
0.10
16.82
TL1A 22.80
1.00
39.72
TL1B 9.00
1.00
49.72
TL1C 5.20
0.10
55.92
TA1 clamp 4.32 - 60.34
TD1 6.00 - 66.34
(incl. TAI & TG3)
TG3 clamp 4.20
0.10
70.66
TL2A(i) 5.40
0.10
76.16
TA2 clamp 4.32 - 80.58
TD2 5.30 - 85.88
TG4 clamp 4.32
0.10
90.20
TL2A(ii) 4.90
1.00
95.20
TL2B(i) 4.00
1.00
100.20
TL2B(ii) 4.00
1.00
105.20
TL2B(iii) 4.00
1.00
110.20
TL2C (cone) 20.00 - 131.20
cone - target 9.50 140.70
Table 3.2: Physical dimensions of the Target Stack (cylinder lenses)
v3,/v1f V3/V] V2’/ V j ’ F i ’ f 2} p -f 2 Q~F 2 M
1.0 1.0 7.5 1.76 1.76 2.24 1.54 -0.83
1.2 0.83 8.2 1.85 1.70 2.30 1.45 t t
1.4 0.71 9.0 1.90 1.64 2.36 1.40 t t
1.7 0.59 9.5 1.98 1.60 2.40 1.32 »»
2.0 0.50 10.0 2.03 1.51 2.49 1.27 f t
2.5 0.40 11.0 2.08 1.42 2.58 1.22 -0.91
3.0 0.33 11.5 2.15 1.38 2.62 1.15 f t
4.0 0.25 12.2 2.20 1.28 2.72 1.10 t t
5.0 0.20 12.5 2.25 1.25 2.75 1.05 t t
6.0 0.17 13.0 2.24 1.18 2.82 1.06 -1.0
7.0 0.14 12.0 2.29 1.23 2.77 1.01 -1.1
8.0 0.13 11.5 2.29 1.24 2.76 1.01 -1.1
9.0 0.11 10.7 2.29 1.26 2.74 1.01 -1.1
10.0 0.10 10.0 2.25 1.27 2.73 1.05 -1.2
12.0 0.08 ~5.0 2.04 1.50 2.50 1.26 -1.3
Table 3.3: Voltage ratios and lens parameters for Gun Lens 1
V3f/ V j ’ V3/Vj V2’/V ] ’ F i f f 2> P-Fi Q~F 2 M
1.0 1.0 5.80 2.30 2.30 2.70 1.90 -0.83
1.2 0.83 6.5 2.40 2.30 2.65 1.80 -0.83
1.4 0.71 7.0 2.48 2.20 2.80 1.72 -0.90
1.7 0.59 7.4 2.53 2.09 2.91 1.67 -0.90
2.0 0.50 7.8 2.55 1.97 3.03 1.65 -0.95
3.0 0.33 8.5 2.70 1.88 3.12 1.50 -0.95
4.0 0.25 9.0 2.71 1.76 3.20 1.49 -1.0
5.0 0.20 8.7 2.76 1.76 3.24 1.44 -1.05
6.0 0.17 8.3 2.74 1.75 3.25 1.46 -1.1
7.0 0.14 7.5 2.62 1.78 3.22 1.58 -1.2
8.0 0.125 6.0 2.66 1.88 3.12 1.54 -1.25
9.0 0.11 5.0 2.47 1.85 3.15 1.54 -1.25
10.0 0.10 off curves
Table 3.4: Voltage ratios and lens parameters for Gun Lens 2
INNER HOOPS OUTER HOOPS
Vm Vi [3] [2] [1] [1] [2] [3]
0.500 0.936 0.267 0.806 0.679 0.590 0.424 0.368 0.310
0.600 1.124 0.320 0.967 0.815 0.708 0.509 0.442 0.372
0.700 1.311 0.374 1.128 0.951 0.826 0.594 0.515 0.434
0.800 1.498 0.427 1.289 1.087 0.943 0.678 0.589 0.496
0.900 1.685 0.481 1.450 1.222 1.061 0.763 0.663 0.558
1.000 1.873 0.534 1.612 1.358 1.179 0.848 0.736 0.621
1.100 2.060 0.587 1.773 1.494 1.297 0.933 0.810 0.683
1.200 2.247 0.641 1.934 1.630 1.415 1.018 0.884 0.745
1.300 2.435 0.694 2.095 1.766 1.533 1.102 0.957 0.807
1.400 2.622 0.748 2.256 1.901 1.651 1.187 1.031 0.869
1.500 2.809 0.801 2.417 2.037 1.769 1.272 1.104 0.931
1.600 2.996 0.854 2.579 2.173 1.887 1.357 1.178 0.993
1.700 3.184 0.908 2.740 2.309 2.005 1.442 1.252 1.055
1.800 3.371 0.961 2.901 2.445 2.123 1.526 1.325 1.117
1.900 3.558 1.015 3.062 2.581 2.241 1.611 1.399 1.179
2.000 3.745 1.068 3.223 2.716 2.359 1.696 1.473 1.241
2.100 3.933 1.121 3.384 2.852 2.477 1.781 1.546 1.303
2.200 4.120 1.175 3.545 2.988 2.594 1.865 1.620 1.365
2.300 4.307 1.228 3.707 3.124 2.712 1.950 1.693 1.427
2.400 4.495 1.282 3.868 3.260 2.830 2.035 1.767 1.489
2.500 4.682 1.335 4.029 3.396 2.948 2.120 1.841 1.551
2.600 4.869 1.388 4.190 3.531 3.066 2.205 1.914 1.613
2.700 5.056 1.442 4.351 3.667 3.184 2.289 1.988 1.675
2.800 5.244 1.495 4.512 3.803 3.302 2.374 2.062 1.737
2.900 5.431 1.549 4.674 3.939 3.420 2.459 2.135 1.799
3.000 5.618 1.602 4.835 4.075 3.538 2.544 2.209 1.862
Table 3.5: Operating voltages for the hemispherical energy selector/analyser
V3/Vj V2/Vi f 2 Q-f 2 M
1.0 4.2 1.94 1.56 -0.80
1.2 4.7 1.81 1.69 -0.80
1.4 5.0 1.70 1.80 -0.82
2.0 5.5 1.62 1.88 -0.82
2.5 6.0 1.45 2.05 -0.85
3.0 6.2 1.41 2.09 -0.85
4.0 6.5 1.35 2.15 -0.82
5.0 6.5 1.35 2.15 -0.80
6.0 6.5 1.34 2.16 -0.78
7.0 6.5 1.33 2.17 -0.70
8.0 6.5 1.31 2.19 -0.65
9.0 6.2 1.37 2.13 -0.65
10.0 6.0 1.39 2.11 -0.60
12.0 5.0 1.59 1.91 -0.55
Table 3.6: Voltage ratios and lens parameters for Target Lens 1.
Symmetric Mode P = Q = 4.0D
v y v j V2/Vi F j f 2 P-F] Q~F2 M
1.0 4.2 1.94 1.94 2.06 2.06 -1.0
1.2 4.7 2.02 1.81 1.98 2.19 -1.0
1.4 5.0 2.08 1.70 1.92 2.30 -1.0
1.7 5.5 2.17 1.58 1.83 2.42 -1.0
2.0 5.7 2.30 1.54 1.70 2.46 -1.0
3.0 6.3 2.48 1.38 1.52 2.62 -1.0
4.0 6.7 2.54 1.28 1.46 2.72 -1.0
5.0 6.9 2.56 1.22 1.44 2.78 -0.95
Table 3.7: Voltage ratios and lens parameters for Target Zoom
Asymmetric Mode (Accelerating) P  = 4 .5 D , Q = 3 .5D
V3 /V 1 v2/v1 P -F j Q-F2 M
1.0 4.2 2.56 1.56 -0.80
1.2 4.7 2.48 1.69 -0.80
1.4 5.0 2.42 1.80 -0.80
1.7 5.3 2.25 1.85 -0.82
2.0 5.5 2.11 1.87 -0.85
2.5 6.0 2.10 2.05 -0.77
3.0 6.1 1.96 2.06 -0.80
4.0 6.5 1.89 2.15 -0.80
6.0 6.5 1.80 2.16 -0.72
8.0 6.4 1.86 2.17 -0.64
10.0 5.9 1.96 2.08 -0.60
12.0 5.0 2.09 1.91 -0.55
Asymmetric Mode (Retarding) P  = Q ’ = 4 J ,ß = P ’ = 3.5
V3W 1’ V3/V1 V27Vi ’ F i’ f 2’ M P-Fi Q-f 2
1.0 1.0 4.3 1.88 1.88 0.77 2.62 1.62
1.2 0.83 4.8 1.96 1.75 0.76 2.75 1.54
1.4 0.71 5.0 2.08 1.70 0.77 2.80 1.42
1.7 0.59 5.5 2.16 1.55 0.77 2.95 1.34
2.0 0.50 5.8 2.25 1.49 0.77 3.01 1.25
2.5 0.40 6.3 2.31 1.37 0.77 3.13 1.19
3.0 0.33 6.5 2.42 1.32 0.77 3.18 1.08
4.0 0.25 7.0 2.44 1.19 0.80 3.31 1.06
5.0 0.20 7.2 2.48 1.15 0.80 3.35 1.02
6.0 0.17 7.2 2.52 1.15 0.83 3.35 0.98
7.0 0.14 7.2 2.52 1.14 0.87 3.36 0.98
8.0 0.125 7.0 2.53 1.17 0.91 3.33 0.97
9.0 0.11 6.8 2.51 1.21 0.95 3.29 0.99
10.0 0.10 6.7 2.47 1.22 1.0 3.28 1.03
Table 3.7 (cont): Voltage ratios and lens Parameters for Target Zoom
ELEMENT LENGTH SEPARATION POSITION
(mm) (mm) (wrt hemis plane)
Hemis plane - 0.00
Hoop 1.60 1.60
Macor washer 0.40 2.00
Hemi plate 1.50 3.50
Lens plate 3.00 6.50
AD3 6.00 12.50
(incl. AG3 & AG4)
AG3 clamp 4.32
0.10
16.82
AL2C 12.80
1.00
29.72
AL2B 9.00
1.00
39.72
AL2A 5.00
0.10
45.72
AA3 clamp 4.32 50.14
AD2 6.00 56.14
(incl. AA3 & AG2)
AG2 clamp 4.32
0.10
60.34
ALlC(ii) 9.90 70.34
AA2 clamp 4.32
0.10
74.54
ALlC(i) 10.00
1.00
84.64
AL1B 9.00
1.00
94.64
ALIA 24.20
0.10
119.84
AG1 clamp 4.32 124.26
ADI 6.00 130.26
(inch AG1 & AA1)
AA1 clamp 4.32
0.1
134.58
AA1 - cone 10.00 140.26
cone-target 23.0 163.26
Table 3.8: Physical dimensions of the analyser stack (cylinder lenses)
ELEMENT APERTURE POSITION SEPARATION SPACER
(Thickness) DIAMETER (from Analyser) (mm) SIZE
(mm) (mm) (mm)
Analyser 
Focal Point
Virtual 0
3.5
Mounting Plate (4.0) 3.5
6.5 2.5
CL1A (0.15) 5.0 10.0
2.5 2.35
CL1B (0.15) 5.0 12.5
2.5 2.35
CL1C (0.15) 5.0 15.0
2.5 2.35
CDA1 (0.15) 4.0 17.5
7.85 7.7 (deflector)
CDA2 (0.15) 4.0 25.35
2.15 2.0
CA (0.15) 1.5 27.5
1.15 1.0
CF (2.0) 1.5 28.65
GENERAL:
D -  5.0 mm P -  2 .5D
Q = 3.0D A/D = 0.5
Table 3.9: Physical dimensions of the channeltron stack (aperature lenses)
V3/Vj
1.0
1.2
1.4 
1.7
2.0
2.5
3.0
4.0
5.0
6.0
7.0
8.0
9.0
10.0
12.0
V2/Vj
4.2
4.8
5.0
5.4
5.7
6.0
6.3
6.7
7.0
6.9
6.9
6.9
6.5 
6.2
5.7
F 2
1.94
1.96
2.08
2.21
2.30
2.40 
2.48
2.54
2.53 
2.59 
2.58
2.55
2.56
2.53
2.40
Q-f 2
2.06
2.04
1.92
1.79
1.70
1.60
1.52
1.46
1.47
1.41
1.42 
1.45 
1.44
1.47 
1.60
M
- 1.0
- 1.0
- 1.0
- 1.0
- 1.0
- 1.0
- 1.0
- 1.0
-0.95
-0.95
-0.92
-0.9
-0.85
- 0.8
-0.75
Table 3.10: Voltage ratios and lens parameters for Analyser Zoom
v y /v y V3 /V1 V2 ’IV1 ’ Fi> f 2> P-Fj Q~F 2
1.0 1.0 4.8 1.65 1.65 1.85 1.85
1.2 0.83 5.25 1.68 1.48 1.94 1.73
1.4 0.71 5.60 1.87 1.49 2.01 1.63
1.7 0.59 6.0 1.96 1.38 2.12 1.54
2.0 0.50 6.4 2.02 1.28 2.20 1.46
2.5 0.40 7.0 2.09 1.17 2.33 1.41
3.0 0.33 7.2 2.20 1.14 2.36 1.30
Table 3.11: Voltage ratios and lens parameters for Analyser Lens 2
V3 /V! V2/V7 M
4.0 20 1.15
6.0 23 1.10
8.0 23 1.1
10.0 23 1.0
16.0 20 0.9
20.0 (off curves) 0.8
Table 3.12: Voltage ratios for Channeltron Lens
P object distance
Fi first focal point
f j  first principal plane
Q image distance
F2 second focal point
/2  second principal plane
Figure 3.2: Schematic representation of the focal and mid-focal lengths of a thick lens.
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Figure 3.3: Schematic representation of two defining apertures
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Figure 3.4: Schematic representation of a triple aperture lens.
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Figure 3.5: Schematic representation of a triple aperture lens.
C.E.M
Pick-off Box 
l M ß
V/Ar -• + H.V.
Pre-Amp (x20)
Output Pulse 
(-200 mV)
Figure 3.6: Channeltron pulse pick-off electronics
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Figure 3.7 Gas Handling System for CBA
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Figure 3.11(a): Elastic scattering spectra for helium at the scattering angles 
of 20°, 40° and 60° indicated adjacent to spectrum
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Figure 3.11(b): Elastic scattering spectra for helium at the scattering angles 
of 80°, 100° and 120° indicated adjacent to spectrum
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Chapter 4
Investigations into the Applicability of 
the Relative Flow Technique
4.1 Introduction
In this work, the establishment of an absolute scale for the collision cross section for a 
target gas relies upon the relative flow technique discussed in Section 3.3.2. To ensure 
its accurate application, care must be taken to establish that either the measurements in 
both gases are carried out under identical operating conditions or, if this is not possible, 
that the ramifications of any differences be understood. One of the central assumptions 
of the technique is that the interaction volume, defined as the overlap of the electron 
and molecular beams, should be identical for both gases. It is generally assumed that 
the shape of the atomic/molecular beams will be identical if the mean free paths for 
each gas in the region at the entrance to the beam-forming device are the same, and if 
the pressure conditions are such that intermolecular collisions do not have a significant 
effect on the shape of the distribution. For the later case, a general empiricism which 
has been applied (Nickel et al. 1989) is that the Knudsen number in the source region 
based on the diameter d of the capillary, Kd = ?dd (where A is the mean free path of the 
gas, see Equation 3.14), should be much greater than one.
Operating a system where Kd is much greater than one can place rather substantial 
restrictions on experiments that use a single capillary as a beam source. For example, 
for a single capillary with a diameter of 1 mm, the requirement that Kd > 1 implies that 
the driving pressure for helium is required to be less than 0.1 Torr, which is too small to 
produce practical signal levels for most applications using high resolution (< 0.1 eV),
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low current (< 10 nA) electron beams. Pragmatic considerations usually result in such 
experiments operating at higher pressures in the intermediate, or Clausing, flow regime. 
In this regime, the mean free path is greater than the diameter of the capillary but less 
than the length. Another solution is to use a capillary array source which may have the 
same active area but contains many smaller diameter capillaries. Such arrays are 
available with capillary diameters as small as 10 |im, in which case the above condition 
permits a driving pressure of up to 10 Torr before the Knudsen criteria is violated, i.e. a 
hundredfold increase in driving pressure. Capillary array sources also have the 
additional advantage that the ratio of axial intensity to total gas flow is much higher 
than for a single tube of comparable overall diameter. This is of great advantage in 
those applications where there are limitations on pumping speeds.
In addition to the operating requirements of the crossed beam apparatus, many research 
areas in atomic, molecular and surface physics require intense, collimated beams of 
atoms and molecules. Various techniques for the production of such beams include the 
use of simple single-capillary sources or the combination of many miniature tubes in a 
capillary array source. A large number of studies have been carried out on such sources 
in an attempt to characterise both the shape and the absolute axial number densities of 
the beams they produce. These studies have been both theoretical (see for example 
Giordmaine and Wang (1960), Olander and Kruger (1970), Lucas (1973), Murphy 
(1989) and references therein) and experimental (Giordmaine and Wang (1960), Hanes 
(1960), Jones et al. (1969), Steinrück and Rendulic (1986), Adamson and McGilp 
(1986, 1988) and Adamson et al. (1988a,b)). In general, they have shown a reasonable 
level of agreement between the comparison of the experimental distributions for both 
single and capillary array sources and those calculated from a variety of theoretical 
determinations, provided the distance from the source is large.
Typical distances used in collision experiments between the exit of the beam-forming 
device and the interaction volume are in the range of 1 to 5 mm. Most of the 
experimental measurements mentioned above have been conducted at relatively large 
(40 cm or greater) or unspecified separations between the exit of the source and the 
detector. Exceptions to this are the measurements of Jones et al. (1969), Adamson and 
McGilp (1986, 1988) and Adamson et al. (1988a,b) who measured angular distributions 
for single capillaries at source-detector separations of 5 mm, 6-30 mm and 12 mm 
respectively. The data of Adamson and McGilp indicate the development of significant 
differences between experimental and theoretically derived distributions at relatively 
high pressures, where the Knudsen numbers were less than one, presumably as a result 
of intermolecular collisions occurring within the capillary. They suggested that surface 
roughness of the walls of the capillary may have a significant effect on the distribution.
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They also observe that these discrepancies emphasise the limitations of the theory, 
which assumes that, when the molecule collides with the tube wall, negligible surface 
diffusion occurs and the molecule is re-emitted from the surface in a random direction 
(see Davies and Lucas 1983, Olander and Kruger 1970 for example). The most 
extensive set of measurements to date are those of Adamson et al. (1988a,b), who 
measured angular distributions for a number of single capillaries and made comparisons 
between the experimental distributions and those calculated using both Monte Carlo 
techniques and analytical expressions available in the literature. As Adamson and 
McGilp (1986) observed previously, comparison between the experimental 
distributions and those calculated using the existing analytical expressions indicate 
significant discrepancies. However, good agreement was found between experiment 
and the Monte Carlo approach. No apparent differences were found in the measured 
distributions produced by both glass and stainless steel capillaries with identical 
dimensions. The work of Adamson et al. (1988a,b), however, was motivated by a 
desire to understand the process of beam doping of samples in UHV technology and as 
a result, was carried out at very low driving pressures corresponding to a situation 
where no intermolecular collisions occur within the capillary.
Even though there has been a large number of studies into the characterisation of gas 
beams for various sources, there is little or no information concerning the shape of 
distributions close to the exit of the source, or how this shape varies as a function of 
both driving pressure and gas species at higher driving pressures, outside the molecular 
flow regime. Given the large number of atomic and molecular scattering experiments 
which are performed by intersecting beams of particles with gas beams at or near the 
source exit in order to maximise the available beam intensity, this situation is somewhat 
surprising, particularly since an important aspect of many of these experiments is the 
establishment of an absolute scale for the intensity of a scattered or ejected species. 
This generally requires an accurate knowledge of gas beam profiles and the way in 
which they vary as a result of changing experimental parameters. Hence, experimental 
investigations were undertaken during the course of this scattering program to enable a 
direct comparison of the spatial profiles of molecular beams produced by both single 
and multi-capillary sources for a variety of gases, with particular emphasis on the 
implications of this comparison for typical atomic collision experiments.
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4.2 Experimental Apparatus
The experimental measurements of spatial profiles of various gas species were carried 
out in a stainless steel (310), six-way-cross, high-vacuum chamber. The chamber was 
pumped by a 170 Is'1 turbomolecular pump, achieving a base pressure, measured by an 
Bayard-Alpert ionisation gauge, of typically 1 x 10*9 Torr. One arm of the chamber 
was used as the entry port for the gas source, either a single capillary tube or a 
multicapillary array, which was centrally mounted from a UHY flange. The single 
capillary tube was manufactured from Pyrex glass, and had an internal diameter of 1.0 
mm at the exit and a length of 15 mm resulting in a shape factor of y= d/L = 0.067. 
Two types of capillary arrays were used in the course of this experiment. The first, 
which is typical of the type used in the crossed beam apparatus for the electron- 
atom/molecule scattering experiments (described in Section 3.1.6), was constructed by 
mounting a segment of commercially available array (Galileo Electro-Optics), on a soft 
glass tube with an inner diameter of 1 mm. The individual capillaries were 
manufactured from Soda-Lime glass, with a diameter of 0.040 mm and a length of 1 
mm, resulting in a shape factor y= 0.04. The array source had an active area containing 
approximately 290 capillaries, representing an open area of approximately 50%. The 
second array (Srivastava 1992) was constructed from stainless steel and consisted of 96 
capillaries with a diameter of 50 |im and length of 3.0 mm (y= 0.017) in an active 
diameter of 0.89 mm, resulting in a slightly lower open area of approximately 30%.
The gas under investigation was routed to the capillary source via a control regulator 
and needle valve (Granville Phillips Series 203) and the pressure in the gas line 
immediately before the source was monitored with a capacitance manometer (MKS 
Baratron Model 122A) with a stated absolute uncertainty of ± 0.5%. As the aim of this 
work was to provide a comparative study of several sources and various gases, the 
accuracy of the absolute pressure was not of major importance. A schematic of the 
vacuum chamber and gas handling system is shown in Figure 4.1.
The atomic/molecular beam effusing from the source was detected with a modified, 
miniature version of a Bayard-Alpert ionisation gauge housed in a 10 cm long 
aluminium tube. The beam was sampled through a 120 |im orifice located at the apex 
of a conical section mounted on the end of the aluminium tube. The purpose of the 
cone (interior and exterior angles of 26° and 30° respectively) was to minimise the 
amount of disturbance the detector entrance caused to the molecular beam under 
examination (Figure 4.2). Initially, provision was made to pump the enclosure via a 
number of slots in the periphery of the tube at its downstream end. However,
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experimental investigations indicated that this was neither necessary or desirable, as an 
increase in sensitivity of as much as a factor of 50 was obtained when the detector was 
fully enclosed, with the exception of the entrance orifice. This observation has also 
been noted by Adamson and McGilp (1986) and can easily be verified by 
considerations of conductance and pumping speed. At equilibrium, the gas efflux from 
the capillary equals the outflux into the turbomolecular pump. Using the pumping 
speed formula (Fischbeck and Fischbeck 1982), the throughput (flow of gas volume 
through a plane) into the chamber Qi is given by:
Ql = STurbo • P2 ( 4 . 1 )
where S jUrbo is the pumping speed of the turbomolecular pump 
P2 is the chamber pressure at equilibrium
If Q2 is defined as the gas influx into the detector then, at equilibrium, it will also be the 
gas efflux out of the detector, given by the equation (Fischbeck and Fischbeck 1982)
Q2 = C(Pj -P2) (4.2)
where C is the conductance
Pj is the pressure inside the detector
In the experiments, Q2 is measured as a function of position and is only required to be 
determined relatively - only the values for the pressures Pj and P2 defined in Equation 
4.2 have to be measured. P2 is determined by moving the detector way out of 
alignment with the gas source, such that Q2 —> 0, and measuring the pressure at this 
position. Equation 4.2 indicates that determining a value for Q2 becomes inaccurate as 
Pj  —» P2. A way of improving the measurement of Q2 is to reduce the background 
pressure via the use of a vacuum pump with a greater pumping speed. An alternative 
approach to improve the measurement, however, is to reduce the conductance C, which 
has the effect of increasing Pj  whilst leaving P2 unchanged. Thus by running the 
detector fully enclosed (with the exception of the entrance orifice), the sensitivity of the 
measurement of Q2 can be markedly improved compared with the operation of the 
detector in a nude configuration.
The source of electrons in the detector was a conventional tungsten filament which was 
biased at +30 V with respect to earth. The emitted electrons were accelerated to the 
grid, which was operated at between +100 and +200 V with respect to earth. Positive
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ions, produced near the grid by electron impact ionisation of the gas, were attracted to 
the central collector operated at earth potential. Both the electron current to the grid 
and the ion current to the collector were monitored. The operation of the detector was 
carefully characterised to ensure stability over a wide range of gas pressures, and to 
ensure linearity between grid and collector current. This involved extensive 
measurements of collector current versus grid voltage and collector current versus grid 
current for several fixed gas driving pressures, and grid current versus driving pressure 
and collector current versus driving pressure for several fixed grid voltages. Examples 
of these measurements are shown in Figures 4.3 to 4.6 for the collector current versus 
the grid voltage, collector current versus the grid current, collector current versus the 
driving pressure, and the grid current versus the driving pressure, respectively.
The detector was attached to an xyz manipulator (Huntington PM-600) mounted from 
another arm of the six-way-cross. This enabled movement of the detector of ± 12 mm 
in the ^-direction and 0 to 20 mm along the beam axis ro (Figure 4.7). The relative 
position of the detector, as monitored via micrometer screw gauges, could be 
determined to within 1 Jim and was reproducible to within 10 |im. The distance 
between the exit plane of the gas source and the detector orifice was obtained from the 
geometry of the system and could be checked externally using a travelling microscope. 
The uncertainty in this distance is estimated to be less than 0.1 mm.
4.3 Experimental Procedures
Beam profiles were measured by scanning the detector in the x direction in 0.1 or 0.2 
mm increments, over a range of typically ± 5 mm from the beam centre. The beam 
centre was readily determined from the symmetry of the distribution. Although this 
positioning of the detector was done manually, the data acquisition at each increment, 
which involved the measurement of the driving pressure and grid and collector currents, 
was performed under computer control. The delay between measurements at 
consecutive positions was varied between 0 to 30 seconds (plus movement time) to 
determine whether there was any effects on the measured distributions. In general, 
there was no observable effect. Exceptions to this were found for H2 and SFö, and 
these are discussed further below. The final distributions j(x)  were derived by 
normalising the collector current measurements at each increment to both the grid 
current and driving pressure. Both these quantities varied by less than 1% during a 
complete scan.
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Measurements were taken for a range of source-detector distances between 1.5 and 10.0 
mm and for a variety of gases. This has enabled comparisons to be made of the profiles 
of beams formed by both single tube and array sources as a function of either gas 
species or gas pressure. It also allows for some observations of the relative merits of 
the single capillary versus array sources for molecular beam formation. Since a direct 
comparison of the profiles produced by different gases was one of the major aims of 
this investigation, rather than making this comparison as a function of driving pressure, 
it was more meaningful to do so as a function of the mean free path (Equation 3.14) of 
the gas in question. The hard sphere diameters for the gases where derived from a 
number of sources, including experimental viscosity and heat conductivity studies, and 
from van der Waal’s equation calculations (Fischbeck and Fischbeck 1982, Reid et al. 
1987, Weast and Astle 1981 for example). In some cases, the uncertainties on these 
values were as high as 20%. Whilst the effects of the uncertainties in these values are 
translated directly into the comparisons made in the next section, they do not 
significantly effect the overall conclusions.
There are several ways in which the merits of beam-forming devices may be compared, 
depending on the particular requirements in which an atomic/molecular beam is utilised 
in an experiment. For example, a common comparison used in the past is the ratio of 
the peak (axial) intensity of the distribution to the total gas throughput. Since this study 
is particularly concerned with the spatial extent of beams produced by a specific source, 
and the ramifications that any differences between gas species may have for 
atomic/molecular cross section measurements, most of the comparisons in the next 
section were made in terms of the full-width-at-half-maximum (FWHM) of the 
distributions. These are determined directly from the experimentally measured profiles. 
Fitting of the measurements with a special functional form was not made, although 
comparisons with existing theoretical predictions have been made and will be discussed 
further in Section 4.4.
The finite angular resolution of the detector has some effect on the intensity profile 
measured, and this becomes more significant for small source-detector distances. The 
finite size of the sampling orifice of the detector was taken into account by numerically 
unfolding its contribution to each of the spatial profiles. In order to obtain the spatial 
profile I(0) from the experimental intensity distribution j ( 6), integration over the solid 
angle subtended by the detector entrance aperture was performed. As only the shape of 
the intensity distribution was required, I(6) was normalised to the centre-line intensity 
1( 0) :
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m
1( 0)
j (6 ) cos9 ^  •
|j m 7\
(4.3)
where dQ 
(r,0)
is the solid angle subtended by the detector orifice at distance r 
are the polar co-ordinates of the detector (see Figure 4.7)
The detector has a circular orifice, with a radius R -  120 p.m. Using simple geometry, 
the solid angle subtended is described by an ellipse with a major axis R and minor axis 
R’ = (rRcosO)/(r - RsinO). It has the general form:
n R2 cos 6 
r(r - R sinO)
(4.4)
With the experimental apparatus, it was more convenient to evaluate the integrals 
(Equation 4.3) in terms of distance x. If the value of j(x) is held constant over dx (i.e. 
over 120 pm), then:
I(x) = j(x) n tq R2
*x+R
Jx-R
dx
{x2 + ro)[x2 -R x + ro)
(4.5)
As expected, this effect was largest at the smallest source to detector separation of 1.5 
mm, where a reduction of approximately 5% in the FWHM from the measured value 
resulted.
The gases used in the course of these experiments were He, Ar, Ne, Kr, N2 , H2 and 
SFö. Problems were encountered in obtaining stable, reproducible results with both H2 
and SFö. It is speculated that this was due to the adsorption/desorption of these gases 
onto the relatively hot surfaces of the ion gauge detector. In the case of H2 , this 
problem was overcome by waiting for stability to occur. However, in the case of SFß, 
stability could not be achieved, and these particular results were not considered in the 
final analysis.
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4.4 Results and Discussion
4.4.1 Single Capillary
For the single 1.0 mm diameter glass capillary, measurements of beam profiles were 
undertaken for He, Ar and N2 , at driving pressures ranging between 0.021 and 5.0 Torr. 
The upper limit to this pressure range is around half that compared with the 
measurements using the capillary array (Section 4.4.2), mainly as a result of the higher 
gas throughput for this source and the limited pumping speed of the turbomolecular 
pump used. Representative examples of the beam profiles obtained for these gases, at 
several values of the source-detector separation, are shown in Figure 4.8(a) and (b) for 
helium at driving pressures of 0.98 and 2.65 Torr, respectively. In both cases, the large 
spatial divergence of the beam is evident, with the FWHM increasing by over 100% as 
the source-detector separation is increased from 1.5 to 4.5 mm. Figures 4.9(a) and (b) 
show the effect of increasing driving pressure on the spatial profile of a N2 beam, at 
source-detector distances of 1.5 and 4.5 mm respectively. For these measurements, the 
driving pressure was increased from 0.021 to 3.11 Torr. At a source-detector distance 
of 1.5 mm (Figure 4.9(a)), there is essentially no difference in the FWHM of the 
profiles over this broad pressure range. However, at 4.5 mm (Figure 4.9(b)), there is a 
noticeable increase (of around 50%) in the FWHM. The pressure range 0.021 to 3.11 
Torr corresponds to a variation in mean free path for N2 of between 3.2 mm to 0.022 
mm. This results in a change of flow conditions from a region where d < X < L to one 
where X « d. Hence, it is concluded that the increase in the width of the profile is due to 
the influence of increased intermolecular collisions within the capillary, and a 
magnification of these effects is observed at a larger source-detector distance.
Figure 4.10 summarises all the measurements taken with the single capillary, enabling a 
more comprehensive assessment of the effects of pressure on the spatial distribution 
from such a source to be made. The variation of the FWHM at three detector distances 
(1.5, 2.5 and 4.5 mm) is shown as a function of mean free path for He, Ar and N2 . 
Table 4.1 lists a summary of the range of mean free paths and corresponding pressures 
and Knudsen numbers used for these measurements. The vertical arrows depicted in 
Figure 4.10 indicate where A = d and where X -  L. As may be expected from 
geometrical considerations, this variation in the width of the beams is largest at the 
greatest source-detector separation of 4.5 mm. It is also apparent, more so at source- 
detector distances of 2.5 and 4.5 mm, that there are some differences between the gases. 
In particular, the measured widths for helium, at any given mean free path, are less than 
or equal to those for either argon or nitrogen at all three detector-source distances. This 
result is discussed further in Section 4.5.
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4.4.2 Capillary Arrays
The most extensive series of measurements in this investigation were carried out for the 
glass capillary array using six different gases and a wide range of driving pressures. 
Figures 4.11 (a) and (b) show beam profiles measured at a number of different detector 
distances for helium at driving pressures of 1.0 and 2.5 Torr, respectively. Whilst there 
is a noticeable increase in the width of the wings of the profiles as the source-detector 
distance is increased, the FWHM only increases by about 10%, indicating the superior 
collimation achieved with the capillary array over such a pressure range. Variation in 
the FWHM of the beam profiles for neon, as the driving pressure is increased from 
0.116 to 9.83 Torr, is shown in Figures 4.12(a) and (b) at source-detector distances of
1.5 and 4.5 mm, respectively. At 1.5 mm (Figure 4.12(a)), there is less than a 10% 
increase in the FWHM of the beam for a corresponding increase of almost a factor of a 
hundred in driving pressure, again reflecting the high degree of collimation from the 
capillary array. At a distance of 4.5 mm (Figure 4.12(b)), the increase in the beam 
width is considerably more marked, due to both geometrical factors and the increasing 
effects of collisions.
The entire series of measurements for the glass capillary array is summarised in Figure 
4.13, where the FWHM for each of the gases studied are shown as a function of the 
mean free path at the source-detector distances of 1.5, 2.5 and 4.5 mm. The general 
trend is the same for each of these distances, where the FWHM is observed to increase 
as the mean free path decreases (i.e. as the driving pressure increases). This increase in 
width is again most marked at the largest source-detector distance of 4.5 mm. As in the 
case for the results for the single capillary, it is also clear from Figure 4.13 that the 
widths of the profiles for helium are significantly smaller than those determined for the 
other heavier gases at low mean free paths (i.e. at high driving pressures). Moreover, 
the data seem to follow two distinct curves at each detector distance, one for helium and 
one for the other, heavier gases, with the departure between the two families of curves 
occurring at a mean free path of approximately 0.2 mm. It is noted that the limited set 
of measurements for H2, particularly at a source-detector distance of 4.5 mm, show 
FWHM which are similar to that of helium, indicating some possible effect on the beam 
widths at higher driving pressures due to the size of the gas. At the highest pressures 
studied, corresponding to mean free paths of slightly less than lOjim, the differences 
between the FWHM for helium and nitrogen beams at detector distances of 1.5, 2.5 and
4.5 mm are 13%, 20% and 30% respectively. This observation is discussed further in 
the Section 4.5.
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To complete this investigation into the spatial profiles produced by various sources, a 
less extensive set of measurements was carried out for the smaller metallic capillary, 
with He, Ar and N2 being the gases studied. In Figures 4.14(a) and (b), the variation of 
the FWHM of a helium beam is shown as a function of detector distance, at driving 
pressures of 0.99 and 2.68 Torr. As expected, the FWHM are smaller in magnitude 
than for the glass array (Figure 4.11) due to the smaller active area of the metal array. 
However, the divergence of the beam is comparable between these two sources. 
Figures 4.15(a) and (b) show the variation in the beam profile for N2 , as the driving 
pressure is increased from 0.102 to 7.40 Torr, for detector distances of 1.5 and 4.5 mm 
respectively. It appears that there is essentially no observable effect on the width of the 
spatial profile at 1.5 mm as a result of increasing the driving pressure by a factor of 
around 75. At 4.5 mm (Figure 4.15(b)), the increase in the FWHM is of the order of 
40% over this pressure range. The entire set of data for the metal array is again 
summarised by plotting the variation in FWHM as a function of mean free path for the 
various detector distances in Figure 4.16. Similar, but slightly smaller, differences as a 
function of gas type are observed, as in the case for the glass capillary (Figure 4.13). 
The FWHM results for a helium beam are again typically smaller than those produced 
for the other gases and the differences between these values may extend to slightly 
larger values of the mean free path than was the case for the glass capillary. For the 
lowest mean free path studied, about 10|im, the differences between the FWHM for 
helium and nitrogen at 1.5, 2.5 and 4.5 mm are 4%, 5% and 14%.
4.4.3 Comparisons
It is useful to make some direct comparisons between the profiles produced from the 
single glass tube and the glass array, both of which have identical active diameters of 
1.0 mm, even though comparative information on the performance of the respective 
sources can be obtained from the results shown in Figures 4.10, 4.13 and 4.16. Figures 
4.17(a) and (b) compare the FWHM of helium beams produced from both of these 
sources at source-detector separations of 1.5 and 4.5 mm respectively, for a driving 
pressure of 0.99 Torr. The higher degree of collimation available with the array is most 
evident at larger source-detector distances. In particular, the advantage of using an 
array is seen at a distance of 4.5 mm (Figure 4.17(b)), where the beam profile from the 
single tube has a FWHM which is 100% larger. At a distance of 1.5 mm (Figure 
4.17(a)), the differences are less pronounced, with the FWHM of the beam produced by 
the tube about 20% larger.
Figures 4.18(a) and (b) compare the FWHM of a helium beam produced by both 
capillary arrays and the single tube at source-detector distances of 1.5 and 4.5 mm as a
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function of mean free path. The advantage of using an array to obtain higher spatial 
localisation is again highlighted. At a distance of 1.5 mm (Fig. 4.18(a)), the FWHM of 
the beam produced by the metal array is, as expected, slightly smaller than that from the 
glass array. The corresponding result at 4.5 mm (Figure 4.18(b)) indicates the beam 
from the glass array is generally smaller than that from the metal array. Given both the 
smaller value of the shape factor y and the smaller active area of the metal array, this 
result is somewhat anomalous.
The present experimental results are also compared with distributions calculated using 
the analytic expressions of Olander and Kruger (1970). These expressions and the 
various descriptions which are used for the entrance and exit number densities have 
been discussed in detail by Adamson and McGilp (1986). Typically, it was found that 
the calculated distributions were significantly different than those measured at all 
detector distances and pressures studied. In general, the theoretical distributions were 
too narrow and too peaked when compared with the experimental results. A similar 
result has been observed by Adamson et al. (1988a,b) for very low driving pressures 
and at a source-detector distance of 12 mm from various single capillaries. Their 
conclusion was that this was due to the breakdown of the assumption that the capillaries 
behave as point sources. Thus, the significant differences between the present results 
and the calculated distributions are consistent with those found by Adamson et al.. 
That these expressions also fail in the present case, where the point source assumption 
is even less tenable at the smaller source-detector distances used in this investigation is 
perhaps not surprising.
4.5 Conclusions
A number of conclusions can be drawn from the measurements described in this 
chapter, with particular emphasis on the implications for atomic collision experiments 
using crossed beam geometries. Firstly, in cases for experiments in which a spatially 
well-defined atomic/molecular beam is required, it is evident that the use of a capillary 
array source is preferable over a single capillary. This is particularly true when the 
interaction volume for such experiments is not located very close to the exit of the 
beam-forming device. The measurements show that if the interaction volume is 
situated at distances greater than about 2 mm from a 1 mm active diameter source, then 
there are clear advantages in using a capillary array in terms of the FWHM, particularly 
at larger distances and higher pressures. The use of a capillary array is additionally an 
advantage when there are limitations with pumping speed, as an array has a better ratio
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of centreline intensity to total flow when compared with a single capillary of similar 
diameter.
Secondly, despite the significant differences observed in the FWHM of the beams 
profiles produced by arrays and those produced by single tubes, there are only slight 
differences, in general, in the dependence of the width of the profiles on pressure (or 
mean free path). Thus, if the absolute size of a molecular beam at a given pressure is 
not a matter of concern, then a single tube may be adequate for its production.
Thirdly, and of most relevance in the context of the present study, there is a significant 
difference in the widths of the beam profiles for different gases as the driving pressure 
is increased. In the case of the glass capillary array, which was studied the most 
extensively, this difference becomes significant when the mean free path of the gas is 
about twice the diameter of the individual capillaries. For this ratio of mean free path to 
diameter, the differences are small (~5%) but they increase rapidly from this point with 
increasing pressure. It appears that this effect is independent of the type of source used 
to produce the beam, and is possibly associated with the mass of the gas species, with 
helium always producing beams of narrower width (with the possible exception of H2). 
The pressures at which these effects are manifested are such that there are an increased 
number of collisions occurring both between the atoms/molecules in the beam and 
between the beam constituents and the walls of the source tube(s). Since the observed 
effects are similar for both glass and stainless steel capillary arrays, it is speculated that 
collisions with the walls of the tubes are of lesser importance (see also Adamson et al. 
1988a,b) in producing the dependence of the beam widths on gas species, and that the 
differences are primarily due to the different collision cross sections for mutual 
scattering by these gases.
Regardless of the cause of these differences, they may be of great importance in those 
studies mentioned earlier in which absolute cross section determinations are based on 
measurements of the ratios of scattered particle intensities for different gases. In 
particular, the differences are significant in those experiments which use helium as a 
standard gas to obtain absolute scattering cross sections, via the relative flow technique. 
The present results indicate substantial differences between the size of helium beams 
and almost all other gas beams, at equivalent mean free paths, when the mean free path 
is small (large driving pressures). Accordingly, it is concluded that, as a general rule of 
thumb when using such techniques, gas pressures should always be such that the 
associated mean free path is larger than twice the smallest dimension of the capillary.
G l a s s C a p i l l a r y A r r a y
G A S 8 ( A ) P  ( T o r r ) X  ( m m ) K d K l
H e 2.65 0.062 - 9.23 1.58 - 0.011 39.5 - 0.263 1.58 - 0.011
N e 2.36 0.116 - 9.83 1.057 - 0.012 26.4 - 0.3 1.06 - 0.012
A r 2.94 0.02 - 10.0 3.95 - 0.008 98.75 - 0.20 3.95 - 0.008
K r 3.44 0.037 - 5.473 1.56 - 0.011 39.0 - 0.263 1.56 - 0.011
N 2 3.15 0.022 - 7.64 3 .1 3 -0 .0 0 9 78.25 - 0.23 3.13 - 0.009
H 2 2.34 0.079 - 3.346 1.58 - 0.037 39.5 - 0.925 1.58 - 0.037
Stainless Steel Capillary Array
GAS 5(A) P (Torr) X  (mm) Kd k l
He 2.65 0 .1 2 5 -9 .4 4 0.783 - 0.011 15.7 - 0.22 0.261 - 0.004
Ar 2.94 0.057 - 7.48 1.39 - 0.011 27.8 - 0.22 0.463 - 0.004
N2 3.15 0.102 - 7.49 0.675 - 0.009 13.5 - 0.18 0.225 - 0.003
Single
GAS
Glass Tube
5(A) P (Torr) X  (mm) Kd k l
He 2.65 0.064 - 2.65 1.53 - 0.037 1.53 - 0.037 0.102 - 0.003
Ar 2.94 0.058 - 3.33 1.37 - 0.024 1.37 - 0.024 0.091 - 0.002
N2 3.15 0.021 - 3.11 3.28 - 0.022 3.28 - 0.022 0.219 - 0.001
Table 4.1: A summary of the range of pressures and corresponding mean free paths 
and Knudsen numbers used for each of the sources in the present study.
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Chapter 5
Elastic Scattering
5.1 Hydrogen Sulphide
The study of electron scattering from the hydrogen sulphide (H2 S) molecule is of both 
practical and fundamental interest. It has been demonstrated that the low energy 
electron scattering cross sections for polar molecules are relatively large as a result of 
the permanent dipole moment (see Trajmar et al. 1983 for example). Thus, one may 
expect that the presence of polar molecules such as H2 S in a gaseous system, even as a 
trace impurity, can have a significant effect on the physical properties of the system, 
such as electrical conductivity, due to its relatively large dipole moment (0.98 Debye). 
In addition H2 S is known to be a common constituent of interstellar molecular clouds 
so that there is also interest due to its astrophysical applications. From a fundamental 
point of view, H2 S is one of the simpler, non-linear (bond angle of -92°), closed shell, 
polar polyatomic molecules for which a reasonable amount of scattering theory exists, 
as seen in Section 2.3.6. The first quantum calculations were carried out by Gianturco 
and Thompson (1980), using a parametrised model to treat exchange and polarisation 
forces. This was followed by the parameter-free model calculations of Jain and 
Thompson (1983b), Gianturco (1991b) and Greer and Thompson (1993), the complex- 
Kohn variational calculations of Lengsfield et al. (1992), and the central field/long- 
range electric dipole interaction calculations of Yuan and Zhang (1993).
Previous experimental investigations of scattering of electrons from H2 S have been 
limited. Absolute total cross sections have been reported by Sokolov and Sokolova 
(1981b) who based their experiment on an electron cyclotron resonance technique, and 
by Szmytkowski and Maciag (1986a) who employed a linear transmission experiment.
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A broad shape resonance at 2.3 eV, has also been observed in dissociative attachment 
(Fiquet-Fayard et al. 1972) and electron transmission (Sanche and Schulz 1973) 
experiments. Angular distributions for elastic electron-H2S scattering in the energy 
range 10-80 eV were measured by Marinkovic (1985). However, these data are not 
absolute and so quantitative conclusions, other than the angular variation of the cross 
section, can not be deduced from them. The only absolute differential cross sections 
currently available in the literature, for the energy regime of the present study, are the 
measurements of Rohr (1978). These were placed on an absolute scale by comparing 
the elastic scattering rates in H2S with those for helium and using the elastic helium 
cross sections of Andrick and Bitsch (1975) as the normalisation standard. The 
resulting absolute scale for these measurements was estimated to be reliable to within a 
factor of two. Thus, the main motivation for an investigation of the low energy 
electron-H2S scattering process was to provide accurate, absolute experimental cross 
sections for comparison with the recent theoretical calculations.
For the present measurements on H2S, the energy resolution of the spectrometer was 
typically 65 meV (FWHM), which was sufficient to resolve the vibrationally elastic 
scattering from the (010) bending mode (147 meV energy loss) and the composite (100, 
001) stretching mode (324, 326 meV energy loss) excitations. A typical energy loss 
spectrum is shown in Figure 5.1 for an incident energy of 2 eV and a scattering angle of 
60°.
As discussed in detail in Section 3.2.3, several preliminary calculations and 
experiments were conducted prior to the measurements of the differential cross sections 
for H2S. These determined both the operating range for the driving pressure behind the 
capillary array and the flow rate calibration curve. Using a hard sphere diameter S for 
H2S of 3.623 Ä, determined from the Leonard-Jones Potential (Reid et al. 1987), an 
indication of the maximum driving pressure is calculated to be Pb Max ~ 1-30 Ton- 
equation 3.15). For the crossed beam apparatus, an indication of the maximum 
driving pressure is also given by measurements of the elastic scattering intensity as a 
function of the driving pressure behind the capillary. In the present case, this was 
conducted at an incident energy of 20 eV and a scattering angle of 90° (see Figure 5.2). 
The results of this experiment indicated that the driving pressure should not exceed 0.9 
Torr, as at pressures greater than this, it was seen that the scattered intensity was no 
longer linear with pressure. It was observed that this result was typical of other angles 
and energies. However, this upper limit on the driving pressure proved not to be a 
problem in the present study due to the relatively large cross section of H2S. Indeed, 
during the course of the differential cross section data acquisition, the driving pressure
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was typically between 0.2 and 0.35 Torr. The driving pressure for helium is determined 
by the criteria that the mean free paths of both gases, determined from Equation 3.14, 
be identical. Using the above hard sphere diameter for H2 S, this will be the case when 
Pb (He) = 1.869 Pb (H2S).
For driving pressures up to 1.5 Torr, the measured relative flow rates of H2 S and 
helium are shown in Figure 5.3, assuming atomic masses M of 34.08 and 4.003 a.m.u. 
respectively. The magnitudes of the error bars were determined to be 3% for both 
helium and H2 S, with these errors due mainly to an uncertainty in the measurement of 
the driving pressure by the Baratron. Not all error bars have been shown for the sake of 
clarity. The data shown in Figure 5.3 are combinations of various sets of measurements 
taken at different times and for different ballast tank pressures. For example, one set of 
measurements for H2 S were taken with a ballast tank pressure of 600 Torr, whilst 
another was taken at 300 Torr. The decrease in ballast tank pressure during the course 
of a set of measurements was typically 3 Torr. It was seen that the data were not 
dependent on the ballast tank pressures (within error bars). From the relative flow rate 
data, a calibration curve (Figure 5.4) was generated using the procedure discussed in 
Section 3.2.3, for the driving pressure ranges depicted on the figure. The calibration 
curve data were least-squares fitted with a polynomial function allowing the relative 
flow rate ratio to be readily calculated from the experimentally measured driving 
pressure ratio. For example, if the driving pressure ratio is 1.869 (ideal values for 
equivalent mean free paths of both gases), the relative flow rate ratio is 1.686. The 
uncertainty in this calibration is estimated to be 5%.
The absolute differential cross sections for elastic electron scattering by H2 S were 
determined using the procedure described in Section 3.3.1 and the results are given in 
Table 5.1 for eight incident electron energies between 1.0 and 30 eV. The figures in 
brackets, representing the absolute uncertainty in these cross sections, vary between 
approximately ± 6.5% and ± 11.5%, with typical values being in the region of ± 7-8%. 
These cross sections for the eight incident energies of 1.0, 2.0, 3.0, 5.0, 10, 15, 20 and 
30 eV are illustrated in Figures 5.5 to 5.12 respectively, where they have been 
compared to other experimental and theoretical determinations. In all cases the 
differential cross sections indicate the strong forward scattering characteristic of polar 
molecules.
In Figure 5.5, the differential cross section at 1.0 eV is compared with the Kohn 
variational calculation of Lengsfield et al. (1992) and the model calculations of Jain and 
Thompson (1983b), Gianturco (1991b), Greer and Thompson (1993) and Yuan and
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Zhang (1993). The calculation of Gianturco clearly overestimates the cross section at 
all but the most forward of scattering angles. In general, both the Kohn calculation and 
the model calculations show a good representation of the experimental cross section in 
both the overall shape and absolute magnitude. The calculation of Yuan and Zhang is 
in better accord with the present data, for scattering angles less than 60°, than are the 
other theoretical determinations, but decreases in magnitude at a greater rate as the 
scattering angles increases. No calculation appears to predict the extent of the weak 
structure which is evident at intermediate scattering angles (60-90°) in the experimental 
cross section. The minimum in the cross section, found experimentally at a scattering 
angle of 120° and with a magnitude of 0.370 ± 0.024 Ä2, is best predicted by the 
calculations of Lengsfield et al. and Greer and Thompson.
At an incident electron energy of 2 eV (Figure 5.6) the weak structure in the 1 eV cross 
section at intermediate angles has developed into a minimum in the differential cross 
section at 60°. The magnitude of the elastic cross section for backward angles (>60°) 
has increased by up to a factor of 2.5. This change in magnitude and shape in the cross 
section, compared with the 1 eV cross section, is also reflected in the both the Kohn 
calculation of Lengsfield et al. and the model calculation of Greer and Thompson, 
which both accurately reproduce the shape of the experimental cross section but are 
uniformly higher over the entire angular range. The calculation of Gianturco is closer 
in magnitude to the experimental cross section compared with that for 1 eV, but does 
not predict both minima at 60° and 120°, rather showing a single minimum at around 
100°. There are no calculations of Jain and Thompson or Yuan and Zhang at this 
energy to compare with the measured cross section. The larger magnitude and structure 
observed in the cross section at this energy is attributed to the influence of the broad 
shape resonance centred at around 2.3 eV (Rohr 1978). The influence of this resonance 
on the differential cross sections, which has been observed at incident electron energies 
of 2 and 3 eV, is discussed further in Section 6.2.
At 3 eV (Figure 5.7) a comparison is made with the only other absolute cross section 
available in the literature, that of Rohr (1978). Whilst there is some similarity in shape 
between the two measurements, the absolute values differ by over a factor of two at 
some angles. In his error analysis discussion, Rohr placed a rather conservative 
estimate of a factor of two on his absolute values and it appears that this may be 
appropriate. Once again there is a reasonable level of agreement with the calculations 
of Jain and Thompson, Greer and Thompson and Lengsfield et al., particularly at 
scattering angles less than about 60°. At larger angles there is perhaps better agreement 
with the values of Jain and Thompson, although all three calculations predict the overall
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features observed by the present measurements, the main difference being in the 
relative magnitude of the cross section minima. The calculation of Gianturco once 
again fails to predict the overall shape and magnitude of the cross section at angles 
greater than 60°, whilst the calculation of Yuan and Zhang predicts deeper minima than 
the measured cross section, especially for the second minimum at around 120°, which is 
a factor of 30 smaller.
At 5 eV (Figure 5.8) there is again good agreement with the Kohn calculation of 
Lengsfield et al. (1992), particularly at backward scattering angles. Somewhat 
surprisingly, this theory is substantially lower than the experimental values at scattering 
angles between 15 and 80°, a feature which is not seen at other incident electron 
energies. The experimental measurements show less structure in the cross section at 
scattering angles between 60° and 90° when compared with the theoretical calculations 
of Lengsfield et al., Greer and Thompson (1993), and Yuan and Zhang (1993). The 
magnitude of the minimum at 120°, from the calculation of Yuan and Zhang, is again 
much lower than those of the other groups and experiment by a factor of around 40.
At 10 eV (Figure 5.9), the present results are compared with the relative differential 
cross sections of Marinkovic (1985) by normalising the latter to the present 
measurement at a scattering angle of 100°. The level of agreement is particularly 
encouraging. At this energy, the calculation of Gianturco is in much better agreement 
with the present result in both shape and magnitude than for the lower energies 
discussed above. The experimental results show a minimum developing at around 80°, 
which is also reflected, to differing extent, in each of the theoretical calculations.
At 15 eV (Figure 5.10) the level of agreement with the normalised (at 100°) differential 
cross section of Marinkovic (1985) is excellent. The only significant difference occurs 
in the region of the primary minimum where the smaller value obtained with the present 
apparatus may well indicate a higher angular resolution. Similar behaviour is also 
observed at other energies where a comparison is possible. Both the Kohn variational 
calculation of Lengsfield and the model calculation of Greer and Thompson once again 
show good agreement with the experimental cross section in both shape and absolute 
magnitude.
At 20 eV (Figure 5.11), the level of agreement with Marinkovic is again excellent. The 
available theoretical calculations also indicate good agreement with the shape and 
magnitude of the experimental results. This is not the case however at 30 eV (Figure 
5.12), where the level of agreement between the Kohn calculation and experiment is
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perhaps the least satisfactory of all the energies studied. Although the theoretical cross 
section has the same general shape as that of experiment, it appears to overestimate the 
cross section at all angles except the most forward (<20°).
The measured elastic differential cross sections discussed above were extrapolated to 
both 0° and 180° using the shape of the theoretical cross sections of Lengsfield et al. 
(1992) as a guide. The only exception to this was at 10 eV, where the calculation of 
Gianturco (1991b) was utilised, as values from the Kohn theory of Lengsfield et al. 
were not available at this energy. The data from these extrapolations were then 
integrated, using the procedure discussed previously in Section 3.3.1, to give the 
experimental total elastic and momentum transfer cross sections. These cross sections 
are shown in Figures 5.13 and 5.14 respectively, where they are also compared with 
theory and with the grand total cross section of Szmytkowski and Maciag (1986a). The 
uncertainties in both these cross sections are estimated to be ± 20%, with the largest 
contribution arising from the extrapolation procedure (10 to 15%). A more detailed 
discussion of the uncertainties in the determination of the integral cross sections from 
the differential cross sections is given in Section 3.3.1. As expected, the present total 
elastic cross section is less than the grand total cross section, particularly above 2 eV 
where the influences of inelastic events other than vibrational and rotational excitation 
are evident. These additional contributions to the grand total cross section are 
dissociative attachment, electronic excitation (lowest threshold energy is 4.59) and 
ionisation (at an energy of 10.47 eV, Herzberg 1966). Both integral cross sections, in 
particular the momentum transfer, exhibit a deep Ramsauer-like minimum at around 1- 
2 eV. This is most likely not due to the same physical processes that leads to the 
Ramsauer-Townsend minima in many spherically symmetric atomic and molecular 
systems but rather to a transition between a steeply decreasing cross section at low 
energies which results from the dominance of the dipole interaction, to a region where 
other interactions and the onset of inelastic processes, some of which are resonantly 
enhanced above 2 eV, begin to dominate the cross section. There is a large amount of 
experimental evidence (see for example Sanche and Schulz 1973, Azria et al. 1979, 
Rohr 1978 and references therein) for the existence of transient negative ions of H2S, 
and it’s dissociative fragments, in the energy region below 10 eV (such as HS' at 2 eV, 
H" at ~5 - 5.5 eV, H‘ at 8 eV and S‘ at 10 eV). In Figure 5.13, structure is evident in 
both the total elastic and grand total cross sections though they appear to be more 
dominant, as expected, in the latter. The presence of such structure in the total elastic 
cross section indicates that some of the transient resonances must decay via this 
channel.
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The momentum transfer cross section of Yuan and Zhang (1993) shows a broader 
minimum than that of the present cross section and the other theoretical calculations. In 
addition, it seems to overestimate the peak in the cross section at ~6 eV by around 10 
Ä2. Yuan and Zhang have also investigated the total cross section but, depending on 
the theoretical approximations used, they generated curves which differed by up to an 
order of magnitude. This situation is similar to the case for the scattering of electrons 
from the water molecule (H2O), where the measured and calculated differential cross 
sections show good agreement, but the total cross sections show substantial differences 
(up to a factor of 2 below 10 eV). The work of Okamoto et al. (1993) indicates that a 
contribution of between 40 and 50% of the total cross section arises from scattering 
angles less than 10°, raising some doubts about the accuracy of the total cross section 
derived from the differential cross section measurements. However, it also indicates 
that small-angle scattering effects must be seriously considered in attenuation 
experiments used to determine the total cross section.
In summary, these experimental measurements represent the first comprehensive set of 
absolute elastic differential cross section measurements for low energy electron 
scattering from H2S. As such, they provide an ideal test for several recent theoretical 
models, in particular, the complex-Kohn variational approach (Lengsfield et al. 1992), 
which has previously been shown to provide an adequate description of electron-NHß 
scattering (Alle et al. 1992). Their calculations for electron-H2S scattering appear to 
provide better agreement, both qualitatively and quantitatively, in the present case. At 
those energies where a comparison is possible, there is also fair agreement with the 
calculations of Jain and Thompson (1983b) and Greer and Thompson (1993). At higher 
energies, there is quite good agreement with the calculations of Gianturco (1991b) and 
Yuan and Zhang (1993), with the latter also showing good agreement at 1 eV. The 
agreement between the present results and the renormalised measurements of 
Marinkovic (1985) is remarkably good at all energies and scattering angles where a 
comparison is possible.
5.2 Sulphur Dioxide
The study of electron scattering from the sulphur dioxide (SO2) molecule has attracted 
only limited experimental interest in recent years, despite its presence in the 
atmospheres of Jupiter, Io, Venus and in our own atmosphere as one of the major 
pollutants. It has a larger permanent dipole moment (1.63 Debye) than that of H2S and 
as a result one may also expect the low energy electron scattering cross sections for
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S02 to be large. Thus, as in the case for H2S, knowledge of these cross sections is 
extremely important in modelling processes where the molecule may occur, even as a 
trace impurity.
Previous experimental investigations of the scattering of low energy electrons from SO2 
have been limited. The first absolute total cross section, for the energy range of 1.5-10 
eV, was reported by Sokolov and Sokolova (1981a), again using the same electron 
cyclotron resonance technique as was employed for the H2S measurements. This was 
followed by the linear transmission experiments of Zubek el al. (1981) and 
Szmytkowski and Maciag (1986b) for the energy ranges of 1.5 to 7 eV and 1.5 to 70 eV 
respectively. Hayashi (1987) has recommended a set of momentum transfer cross 
sections in the energy range 0.3 to 1000 eV using available swarm and beam data and 
performing a consistency check, in a Monte Carlo simulation method, on transport 
coefficients based on the Boltzmann equation. The only absolute differential cross 
sections available in the literature were the measurements of Orient et al. (1982) and 
Trajmar and Shyn (1989) at energies between 12 to 200 and 5 to 50 eV respectively. 
Close examination of these measurements show that there are some substantial 
differences between them. While both measured cross sections show excellent 
agreement in shape at those energies where a comparison is possible, there appears to 
be a reasonably uniform difference of up to a factor of two in absolute magnitude. 
Trajmar and Shyn ascribe this difference to possible errors in the application of the 
relative flow technique in the work of Orient et al. (1982). Their own work does not 
use this technique to obtain the absolute magnitude but rather one in which the 
scattering chamber is flooded with both SO2 and helium, and the relative number 
densities are determined from a calibrated ion gauge measurement. There are no 
published theoretical calculations on low energy electron scattering from SO2. 
However, the complex-Kohn variational technique, discussed in Section 2.3.6, has 
recently been applied by Gil and Rescigno (1993). This calculation, which employs the 
fixed nuclei approximation, was performed with a multiconfiguration, correlated target 
wavefunction. Thus the main incentives for investigating electron-SC>2 scattering were 
to provide accurate, absolute experimental cross sections in an attempt to resolve the 
experimental differences at energies above 10 eV, to extend the impact energy range for 
which differential cross section data is available to below 5 eV, and to provide reliable 
data against which the theory can be compared.
The fundamental vibrational modes for SO2 are the (010) bending mode (64 meV 
energy loss), the (100) symmetric stretching mode (143 meV energy loss) and the (001) 
anti-symmetric stretching mode (169 meV energy loss) (Herzberg 1966). For the series
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of measurements with SO2, the energy resolution of the spectrometer was typically 40 
meV (FWHM). Whilst this was not sufficient to clearly resolve the first vibrational 
mode at an energy loss of 64 meV from vibrationally elastic scattering, the contribution 
of this state to the elastic intensity was negligible, even in the region of the 3.4 eV 
shape resonance where vibrational excitation is enhanced (Andric et al. 1983). This is 
demonstrated in Figure 5.15, a typical energy loss spectrum for an incident energy of 
3.4 eV and a scattering angle of 60°.
The scattering intensity measurements were again conducted with both gases present in 
the chamber at all times in an effort to minimise contact potential variations. Operating 
the apparatus in this way proved to be beneficial, as SO2 is a particularly aggressive 
substance, even at low driving pressures, with several tungsten filaments being used 
over the duration of the data acquisition. Using a hard sphere diameter of 8 = 4.112 Ä 
for SO2 (Reid et al. 1987), the maximum driving pressure, calculated using Equation 
3.15, was found to be around 1.01 Ton*. Typical driving pressures used for the present 
measurements ranged between 0.2 and 0.4 Ton* for SO2 and 0.5 and 0.95 Ton* for 
helium. The ratio of the pressures were again determined to be such that the mean free 
paths of both gases, calculated from Equation 3.14, were the same at the entrance to the 
capillary array. This will be the case when P\y(He) = 2.408 Pb(SC>2). The driving 
pressures, which were monitored continually during the measurement, varied by less 
than 1 % during data acquisition for a particular angle, the duration of the measurements 
being between 30 and 80 minutes.
The measured relative flow rates of SO2 and helium are shown in Figure 5.16, using an 
atomic mass M for SO2 of 32.064 a.m.u. The errors for the relative flow rates for SO2 
are estimated to be 3%, as determined using the assumptions previously outlined for the 
relative flow rate measurements of H2S (Figure 5.3). From the relative flow data, the 
calibration curve (Figure 5.17) was generated for the pressure ranges depicted using the 
procedure discussed in Section 3.2.3. The uncertainty in the calibration procedure, 
using a least-squares fitted curve to relate the driving pressure ratios to the relative flow 
rate ratios, is again (as for H2S) estimated to be 5%.
Absolute differential cross sections for elastic electron scattering by SO2 for nine 
incident energies between 1.0 and 30 eV are given in Table 5.2. The figures in brackets 
in the tables represent the absolute uncertainty (one standard deviation), expressed as a 
percentage with typical values in the region of 7 - 8%. These cross sections for the nine 
incident energies of 1.0, 2.0, 3.4, 5.0, 10, 12, 15, 20 and 30 eV are shown in Figures 
5.18 to 5.26 respectively, where they have been compared with other available
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experimental and theoretical determinations. In all cases, the differential cross sections 
once again indicate the strong forward scattering characteristic of polar molecules, as 
seen previously for H2S. In general, the differential cross sections are larger in 
magnitude than those for H2S, particularly for forward angle scattering. This is likely 
to be due to the SO2 molecule having both a larger hard sphere diameter and a larger 
permanent dipole moment than H2S.
At 1.0 eV (Figure 5.18) the differential cross section exhibits the strong forward 
scattering, rising to 20.7 Ä2 at an angle of 15°. For backward angle scattering (0 > 70°) 
the differential cross section is rather flat with a relatively constant value of around 1 
Ä2. There is no other experimental data or theory with which to compare at this energy. 
Comparing this cross section with that for H2S at this energy (Figure 5.5), it is seen 
that, in general, the absolute magnitude of the SO2 cross section is larger by about a 
factor of 2.
Figures 5.19 and 5.20 show the elastic differential cross sections at incident energies of 
2.0 and 3.4 eV respectively. The incident energy of 3.4 eV corresponds to the mean 
energy of a broad shape resonance, which was first detected by Sanche and Schulz 
(1973). Subsequent measurements by Simon et al. (1978) and Andric et al. (1983) 
have shown that this temporary SO2 state decays preferentially via the Vi (n,0,0) 
vibrational mode. The detailed analysis of Andric et al. further demonstrated that the 
symmetry of this state was most likely 2B2 with the additional electron in a 6b2 orbital. 
Simon et al. (1978) also measured excitation functions for elastic scattering and found 
evidence for decay of the resonance via the elastic channel. The differential cross 
sections measured at 2.0 and 3.4 eV for elastic scattering show an evolution from a 
rather flat backward angle behaviour at 1.0 eV to a deep minimum at 90° in the 3.4 eV 
differential cross section. Whilst this minimum persists at higher energies it once again 
flattens and moves to smaller angles. Such behaviour, masked as it is by the dominant 
dipole interaction, is consistent with the observed p-wave behaviour of the scattered 
electron in the vibrational excitation measurements of Andric et al. (1983). A similar, 
but much stronger, manifestation of shape resonance effects in elastic scattering has 
been observed in measurements of the differential cross sections for NH3 (Alle et al. 
1992) and for those previously discussed for H2S.
At an incident energy of 5 eV (Figure 5.21) the elastic differential cross section has a 
noticeably different shape in the forward direction, compared with the lower energy 
measurements, with a weak shoulder being evident between scattering angles of 20° 
and 50°. At this energy, the present result is also compared with the differential cross
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section measurements of Trajmar and Shyn (1989) and with the complex-Kohn 
variational calculation of Gil and Rescigno (1993). There is reasonable agreement 
between experiment and theory for both the shape and absolute magnitude of the 
differential cross section which, when compared with those for the lower energies, has a 
slightly smaller magnitude at forward angles and has a narrower minimum. The 
agreement with the experiment of Trajmar and Shyn is excellent at all but the most 
forward of scattering angles. For example, at a scattering angle of 10°, the present 
cross section is about 50% larger than that of Trajmar and Shyn.
At 10 eV (Figure 5.22), the measured differential cross section is compared with that of 
Trajmar and Shyn (1989). Once again the agreement is excellent between these 
measurements. Compared with the differential cross section at 5 eV, the minimum has 
shifted to a scattering angle of -80°. The structure previously observed at forward 
angles still manifests itself at this energy. There are no other experimental 
measurements or theoretical calculations at this energy for which a comparison can be 
made.
Figure 5.23 depicts the elastic differential cross section at an energy of 12 eV, the 
lowest energy at which a comparison can be made with the experiment of Orient et al. 
(1982). In addition, the present results are again compared with the measurements of 
Trajmar and Shyn (1989) and the calculation of Gil and Rescigno (1993). The present 
cross section is in excellent agreement with that of Trajmar and Shyn but larger than 
that of Orient et al. by between 30 and 100%. At this energy the results of Trajmar and 
Shyn are slightly higher (-20%) than the present at forward scattering angles. The 
Kohn calculation is in excellent agreement with the present cross section for angles less 
than about 50°, and whilst it predicts the overall shape of the cross section rather well, it 
lies above the experiment for angles out to 130°.
At an incident electron energy of 15 eV (Figure 5.24), the measured differential cross 
section is compared with that of Trajmar and Shyn (1989). The good agreement 
between the two measurements still exists at this energy, although there are small 
differences (10 to 30%) at backward angles (0 > 100°). The minimum in the cross 
section has shifted in angle to -70°, continuing the observed trend, as the incident 
energy increases, for the position of the minimum in the differential cross section to 
shift to smaller scattering angles. The differential cross section at this energy is very 
similar in both shape and absolute magnitude to the cross section at 12 eV.
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At 20 eV (Figure 5.25), comparisons with both the measurements of Trajmar and Shyn 
(1989) and Orient et al. (1982), and the complex-Kohn calculation of Gil and Rescigno 
(1993) can be made. The agreement between the present experiment and that of 
Trajmar and Shyn remains favourable, although at this energy the small differences (10- 
30%) at backward angles (0 > 110°) observed at 15 eV are again observed. The data of 
Orient et al. is also once again lower than the other experiments by between 20 and 
150%. The Kohn calculation is in reasonable agreement with the present data and that 
of Trajmar and Shyn at forward angles but once again overestimates the magnitude of 
the cross section at scattering angles larger than about 60°. The minimum in the 
differential cross section has remained at a scattering angle of -70°.
A final comparison of the differential cross section is made at an incident energy of 30 
eV (Figure 5.26) with the measurement of Trajmar and Shyn (1989) and the complex- 
Kohn calculation of Gil and Rescigno (1993). Although the comparisons at lower 
energies with the results of Trajmar and Shyn have generally been excellent, at this 
energy, the present cross section appears to be higher in magnitude by between 10 to 
50%. The present results show that the differential cross section is strongly forward 
peaked, with the absolute magnitude changing from 24 Ä at a scattering angle of 10° to 
0.355 Ä at 60°. The cross section minimum is somewhat broader than that observed at 
20 eV, and is rather flat with a relatively constant value of around 0.33 Ä between the 
scattering angles of 70° and 100°. Compared with all other energies, the minimum at 
30 eV is the smallest in magnitude.
In general, the overall agreement with the Kohn calculation is reasonable at all energies, 
although it consistently overestimates the backward scattering cross section as the 
energy is increased. Unlike the recent application of this approach to NH3 and H2S 
(Lengsfield et al. 1992), the effects of open inelastic channels are not accounted for in 
their SO2 study and, as the contribution from these open channels appears to be 
significant at energies above about 10 eV (see below), it may account for the theory 
overestimating the cross section at large angles, a trend that was not observed in either 
NH3 or H2S. The agreement with the experiment of Trajmar and Shyn (1989) is, in 
general, excellent at all energies with the exception of 30 eV. This difference cannot be 
attributed to the respective helium cross sections used for the normalisation. The 
present differential cross sections are uniformly higher in magnitude than those of 
Orient et al. at all the energies where a comparison is possible, consistent with the 
observation of Trajmar and Shyn.
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The present differential cross sections have been extrapolated to forward and backward 
angles and integrated, to yield both total elastic and elastic momentum transfer cross 
sections, using the procedure discussed in Section 3.3.1. At energies above 5 eV, the 
extrapolation has been carried out using the theoretical cross section as a guide to the 
shape of the differential cross section in those angular regions where a measurement is 
not possible. Below 5 eV this extrapolation has been done by eye. The resultant cross 
sections are also shown in Table 5.2 together with a figure representing the percentage 
of the integral cross section which results from the extrapolated region. Given the 
magnitude of the contributions from these regions and, by testing their sensitivity to the 
various extrapolations employed, a conservative uncertainty is placed on the derived 
integral cross sections of ± 20% for energies of 5 eV and above, and ± 30% for energies 
below 5 eV. Whilst this level of uncertainty is rather unsatisfactory, it once again 
highlights the difficulties involved in obtaining reliable integral cross sections for 
highly polar molecules, particularly from differential measurements. These cross 
sections are shown in Figure 5.27 and 5.28 where they are compared with other 
available experimental cross sections and theory.
The total elastic cross section (Figure 5.27) can be compared with the derived values of 
Trajmar and Shyn and Orient et al. as well as the measured grand total cross section of 
Szmytkowski and Maciag (1986b) and the theoretical total elastic cross section of Gil 
and Rescigno. As expected, the present results lie below those of Szmytkowski and 
Maciag at all energies. However, if one considers the effects of other possible inelastic 
scattering processes, both the present results and those of Szmytkowski and Maciag 
appear to be consistent. For example, at 20 eV, if we add the measured total ionisation 
cross section of 2.0 Ä2 (Orient and Srivastava 1984) and the measured integral inelastic 
(excluding ground state vibrational excitation which should be negligible) cross section 
of 1.4 Ä2 (Vuskovic and Trajmar 1982) to the present total elastic cross section of 19.9 
Ä2, the result is in excellent agreement with that of Szmytkowski and Maciag (23.0 
Ä2). A similar exercise can be carried out at 3.4 eV where the only other significant 
scattering process is vibrational excitation. The measured total vibrational excitation 
cross section of Andric et al. (1.7 Ä2), together with the present figure for elastic 
scattering (32.1 Ä2) is also in reasonable agreement with the measured total cross 
section of Szmytkowski and Maciag (35.4 Ä2). There is no apparent structure in the 
grand total cross section, even at the energy of the 3.4 eV resonance, indicating the 
extent to which the scattering is dominated by the dipole interaction. The 
measurements of Orient et al. are significantly smaller in magnitude than the other 
determinations for the total cross section, reflecting the comparably smaller absolute 
magnitude of their measured differential cross sections.
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The elastic momentum transfer cross section is shown in Figure 5.28 where it is 
compared with the derived cross section of Hayashi (1987), the integrated cross 
sections of both Orient et al. and Trajmar and Shyn, and the theoretical cross section of 
Gil and Rescigno. Once again there is good agreement between the present experiment 
and that of Trajmar and Shyn. Both of these cross sections lie below that of Hayashi 
except at energies below 5 eV. The present cross section does not, for energies below 5 
eV, show the structure predicted by Hayashi, although this observation must be 
tempered by the considerations discussed above concerning the uncertainty on the 
derived integral cross sections. As might be expected from the comparison of the 
differential cross sections, the momentum transfer cross section of Gil and Rescigno is 
larger than the experimental values at all energies, with the exception of 5 eV.
The present experimental measurements provide an extensive set of low to intermediate 
energy, absolute elastic differential cross sections which can be compared with a variety 
of experimental measurements and theoretical calculations, at both the differential and 
total cross section level. In particular they provide the first such absolute measurements 
at energies below 5 eV. Comparison with the two previous measurements of 
differential scattering cross sections by Orient et al. (1982) and Trajmar and Shyn 
(1989) confirms the discrepancy in absolute magnitude that was highlighted by the 
latter and adds weight to their hypothesis that the data of Orient et al suffer from (at 
least) an error in the absolute normalisation. The comparison with the recent Kohn 
variational calculation (Gil and Rescigno 1993) is favourable at most energies although 
the theoretical calculation is higher than experiment at backward angles for most 
energies. This may be due in part to the relatively large inelastic cross sections in SO2, 
which result in a loss of flux from the elastic channel, and which are not being 
accounted for in the calculation.
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Chapter 6
Inelastic Scattering
6.1 Ammonia
As mentioned in the introduction, the cross sections for electron impact excitation of 
the normal vibrational modes of polyatomic molecules are needed in a wide variety of 
research fields in chemistry and physics. In particular, they are needed in areas such as 
laser design, terrestrial and extraterrestrial atmospheric modelling, plasma stabilisation 
and in the area of induced vibrational spectroscopy of adsorbed species (Avouris and 
Demuth 1984) for which ammonia (NH3), in particular, is something of a model 
molecule. In its ground electronic state, the NH3 molecule has 4 fundamental 
vibrational modes (see Furlan et al. 1990 for example): V; (symmetric stretch, 414 
meV energy loss), V2 (out-of-plane symmetric deformation, 116 meV energy loss), vj 
(asymmetric stretch, 427 meV energy loss) and V4 (asymmetric deformation, 202 meV 
energy loss). Previous experiments (Ben Arfa and Tronc 1985, 1988; Cvejanovic et al. 
1987) have demonstrated the influence of a broad shape resonance of E symmetry on 
the vibrational excitation cross sections in the energy region around 7 eV. Many 
transient negative ion states (resonances) have been shown (see Schultz 1973 for 
example) to decay strongly into vibrationally excited levels of the ground electronic 
state, and consequently the measurement of the vibrational excitation processes is a 
convenient tool for the investigation of resonance effects in the collision of electrons 
with molecules. Therefore, experiments have been undertaken into the resonant 
excitation of the composite V]j normal vibrational mode in NH3 by low energy (5 to 15 
eV) electron impact.
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The V] t3 vibrational composite is formed by the superposition of the vj  symmetric 
stretch mode and the vj asymmetric stretch mode. The electron-impact excitation 
process has not been studied extensively in the past. Angular distributions at an energy 
of 7 eV were reported by Ben Arfa and Tronc (1985). Furlan et al. (1990) reported 
relative differential cross sections at both 25 and 50 eV. The only previous absolute 
experimental determination of the v jj  differential cross section was by Ben Arfa and 
Tronc (1988) at the single electron impact energy of 7.3 eV. Theoretical investigations 
have also been limited. There appears to be only one theoretical calculation available in 
the literature; that reported in Ben Arfa and Tronc (1988), where they have utilised the 
parametrised model of Andrick and Read (1971) to calculate angular distributions for 
the excitation of vibronic states via resonant electron-molecule reactions. For the 
application of this theory, the symmetry of the resonance was assumed to be 2E, and it 
was also assumed that contributions to the cross section by the direct scattering process 
could be neglected. The resulting cross section was then placed on an absolute scale on 
the basis of a least-squares minimisation fitting technique to the experimentally 
determined absolute differential cross section at 7.3 eV.
On the other hand, there have been several studies of the v i j  excitation function from 5 
to 15 eV at a scattering angle of 90°. The initial investigation of this process was by 
Ben Arfa and Tronc (1985). They measured the energy dependence of the cross section 
for incident electrons with energies in the range between 5 and 10 eV, and observed a 
shape resonance of width ~1.8 eV that peaked at around 7.3 eV. Cvejanovic et al. 
(1987) extended this work to electrons with energies in the range of 2 to 10 eV, and 
observed a minimum in the excitation function in the 2-3 eV region and a very broad 
peak at around 6.5 eV. An estimate from Figure 2 of their paper, gives a width of the 
resonant peak of about 3.6 eV. This result was inconsistent with the earlier 
measurement of Ben Arfa and Tronc (1985), although it is noted that in a more 
extensive investigation of the vibrational excitation of NH3, Ben Arfa and Tronc (1988) 
subsequently revised their estimate of the width of the resonance to be greater than 3 
eV, which is now consistent with that found by Cvejanovic et al. (1987). However, 
Ben Arfa and Tronc (1988) again confirmed that the peak in the excitation function 
occurred at 7.3 eV, and so a discrepancy still remained between their result and that of 
Cvejanovic et al. (1987).
For the present measurements on NH3, the energy resolution of the spectrometer was 
typically 60 meV (FWHM), which was sufficient to resolve the vibrationally elastic 
scattering from the two lowest-order, normal modes of vibrational excitation, V2 and V4 
(118 meV and 202 meV energy loss respectively), and the v; + V4 (616 meV energy
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loss) composite mode. This is demonstrated in Figure 7.1, a typical energy loss 
spectrum for an incident energy of 7.5 eV and a scattering angle of 70°.
As discussed in Section 3.3.2, the angular distributions for the v j j  excitation was 
placed on an absolute scale by measuring the ratio of the scattered intensity for the vjj  
excitation to that for elastic scattering. The previously determined (in this laboratory) 
elastic differential cross sections of Alle et al. (1992) were used in this procedure. The 
transmission of the analyser was maintained constant as a function of the energy of the 
scattered electrons, using the technique discussed in Section 3.3.2. This was important 
for the experiment on NH3, since the outgoing electrons of interest have energies 
differing by 0.42 eV which, at the low end of the energy scanning range, represented a 
change in the analyser zoom lens voltage ratio, V3 / Vj, of 4.1 to 4.5.
The differential cross sections for electron impact excitation of the V; j  vibrational 
composite at three incident energies (5.0, 7.5 and 15 eV) are listed in Table 6.1, for 
scattering angles in the range of 20° to 120°. As discussed previously in Section 3.3.2, 
the uncertainty in the measurements is estimated to be ± 15% (one standard deviation).
At 7.5 eV (Figure 6.2), the effect of the 2E shape resonance on the shape of the 
differential cross section is readily apparent. The observed structure at the middle 
angles for this energy is characteristic of a dominant / = 2 partial wave in the resonant 
process (Comer and Read 1971), which confirms the earlier observation of Ben Arfa 
and Tronc (1985). The present differential cross section at 7.5 eV is compared with the 
previous absolute determination, at 7.3 eV, of Ben Arfa and Tronc (1988). The overall 
level of agreement between the two measurements is good, although the present cross 
section is somewhat more forward peaked. The parametrised theory of Andrick and 
Read (1971) is, by design, in good agreement with the absolute values of the 
measurement of Ben Arfa and Tronc (1988). As it is seen to reproduce the relative 
shape of both of the experiments very well, its form has been utilised to extrapolate the 
present data to both 0° and 180°. The extrapolated curve was then integrated, using the 
procedure discussed in Section 3.3.1, to give an estimate for the total Vj j  cross section 
Q( Vij). The uncertainty in this extrapolation is estimated to be of the order of ± 20%. 
This accounts for the uncertainty in the differential cross section, the uncertainty in the 
numerical accuracy of the integration and an uncertainty associated with the 
extrapolation procedure. The value for Q(Vj 3) at 7.5 eV was found to be 0.67 Ä2, 
which is in good agreement with the value, at a slightly different energy of 7.3 eV, 
determined by Ben Arfa and Tronc (1988) of Q(V] 3) = 0.58 Ä2. A comparison of 
Q(v1,3) with the value for the corresponding total elastic cross section Q(el) derived in
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this laboratory by Alle et al. (1992), shows that it is less than 4% of the value of Q(el). 
This result has ramifications for the comparison made by Alle et al. (1992) between 
Q(el) and the grand total cross sections of other experimental and theoretical workers, 
as the present determination of Q(vij)  indicates that the contribution of open channels, 
other than the elastic, to the grand total cross section may not be significant, even at the 
energy where the resonance contribution is a maximum. The present 7.5 eV differential 
cross section is also observed to have minima with differing absolute magnitudes. This 
is an indication that there is an additional contribution to the cross section due to direct 
scattering, which has its main influence on the forward scattering angles and decreases 
towards larger angles (Muller et al., 1985).
At incident electron energies of 5 eV (Figure 6.3) and 15 eV (Figures 6.4), there are no 
other experimental or theoretical determinations against which the present Vj j  
differential cross section data can be compared. However, it is interesting to note the 
differences in shape, specifically at middle angles, between those two cross sections. 
The differential cross section at 5 eV continues to display the characteristic d-wave 
shape, indicating that the decay of the 2E shape resonance, centred at around 7.5 eV, 
continues to have an effect at this energy. In contrast, this differential cross section 
shape is not apparent at an incident electron energy of 15 eV, although the magnitude of 
the differential cross section in the backward direction is roughly half of that obtained 
at 5 eV. Thus whilst the 2E shape resonance does not appear to be effecting the cross 
section at this energy, the relatively large magnitude of the differential cross section 
indicates the possible influence of some other higher-lying resonance.
The energy dependence of the Vj j  excitation cross section was determined by fixing 
the energy loss at the appropriate value for the V] 3 excitation and varying the incident 
electron beam energy. In this case, the transmission of both the target and analyser 
zoom lenses was optimised using the procedure discussed in Section 3.3.2. The 
resulting measurement of the excitation function for the V] 3 vibrational composite 
mode, at a scattering angle of 90°, is shown in Figure 6.5. It is compared with the 
experimental results of Ben Arfa and Tronc (1988) and Cvejanovic et al. (1987). The 
measurements of Ben Arfa and Tronc have been placed on an absolute scale by utilising 
their absolute differential cross section value at 90° and 7.3 eV. Furthermore, the data 
of Cvejanovic et al. (1987) were placed on an absolute scale by normalising to the 
present 7.5 eV differential cross section value of 0.0519 Ä2, whilst the present 
excitation function was normalised via the use of our current 5 eV cross section value 
of 0.0410 Ä2. The present excitation function could also have been normalised to the 
present 7.5 eV cross section but was not, simply for the sake of clarity in representing
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the measurements in Figure 6.5. The present 5.0 and 7.5 eV differential cross sections 
at 90° are also shown in Figure 6.5 for comparison. The shape of the present excitation 
function is consistent with the trend implied by the discrete 5.0 and 7.5 eV differential 
cross sections, to within an uncertainty due to the transmission of the zoom lenses 
(target and analyser), estimated to be ± 16%. It is also apparent from Figure 6.5, that all 
the existing excitation function measurements indicate the presence of a broad shape 
resonance. The present measurement and the determination of Ben Arfa and Tronc 
(1988) (and the earlier data of Ben Arfa and Tronc 1985 which is not shown in Figure 
6.5) all predict the peak position of the 2E shape resonance to be at around 7.3 eV 
which disagrees with the position determined by Cvejanovic et al. (1987) of about 6.5 
eV. Cvejanovic et al. do not describe the energy calibration procedure used in their 
measurement and so one can not speculate as to how the discrepancy between their 
measurement, the present data and that of Ben Arfa and Tronc arose. However, all 
three measurements are in good agreement with respect to the width of the resonance, 
giving a value of approximately 3.5 eV. If the absolute magnitude of the Vj j  excitation 
functions are considered, then it appears that, within the combined uncertainties on the 
data sets, there is a fair level of agreement between the measurements over this energy 
range. In particular, the high level of agreement, both in terms of the shape and the 
absolute magnitude, between the present excitation function and that of Ben Arfa and 
Tronc (1988) is evident.
In summary, the investigation into the excitation of the V; j  normal vibrational modes 
of NH3 by low energy electron impact have confirmed the existence of a broad shape 
resonance whose peak occurs at around 7.3 eV and whose width is of the order of 3.5 
eV. The effect that the existence of this resonance has on the differential cross sections 
for the excitation of the normal modes is most clearly seen by the measurement at
7.5 eV, which confirms the dominant / = 2 character of the resonant partial wave. No 
apparent enhancement of the excitation process, due to the resonance, is observed in our 
differential cross section measurement at 15 eV. However, it is noted that the unusually 
large magnitude of this cross section, compared with the resonance-enhanced value at
7.5 eV, may be indicative of a higher-lying resonance contributing to the 3 excitation 
process.
6.2 Hydrogen Sulphide
The study of low energy electron scattering from hydrogen sulphide is of both practical 
and fundamental interest, as described in Section 5.1. In its ground electronic state, the
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H2S molecule has 3 fundamental vibrational modes: V; (symmetric stretch, 324 meV 
energy loss), V2 (bending, 147 meV energy loss), and vj (asymmetric stretch, 326 meV 
energy loss). In addition to the theoretical calculations of elastic differential cross 
sections, Jain and Thompson (1983b) have calculated differential cross sections for the 
excitation of the first bending mode (010) and symmetric stretching mode (100). The 
only absolute differential cross section measurements currently available in the 
literature, for the energy regime of this study, are the measurements of Rohr (1978) for 
the excitation of the composite stretching (100, 001) and bending (010) modes. In 
order to further compare with these determinations, experiments were undertaken into 
the excitation of these vibrational modes in H2S by low energy electron impact.
For the present measurements on H2S, the energy resolution of the spectrometer was 
typically 65 meV (FWHM), which was sufficient to resolve the vibrationally elastic 
scattering from the lowest-order mode of vibrational excitation, V2 (147 meV energy 
loss), and the V; + vj (-325 meV energy loss) composite mode. This is demonstrated 
in Figure 5.1, a typical energy loss spectrum for an incident energy of 2 eV and a 
scattering angle of 70°.
As in the case of NH3 (and as discussed in Section 3.3.2), the angular distributions for 
the excitation process were placed on an absolute scale by measuring the ratio of the 
scattered intensity for the vibrational excitation to that for elastic scattering. The 
present measured elastic differential cross sections for H2S (Section 5.1) were used in 
this procedure. The transmission of the analyser was maintained constant as a function 
of the energy of the scattered electrons, using the technique discussed in Section 3.3.2.
Differential cross sections for the excitation of the first bending mode(010) and the 
composite symmetric + asymmetric stretch (100+001) have been measured at both 2.0 
and 3.0 eV and tabulated values are given in Table 6.2. The estimated absolute 
uncertainty in the cross sections lie between 15 and 17% (one standard deviation). 
Both of these energies lie within the range of influence of the broad shape resonance 
centred at around 2.3 eV (Rohr 1978). At an incident electron energy of 2.0 eV, the 
differential cross sections for (010) and (100, 001) are shown in Figure 6.6 and Figure 
6.7, respectively. At this energy, the present results are compared directly with the 
experimental results of Rohr(1978) and the calculations of Jain and Thompson (1983b), 
although in the case of the composite stretching modes, their calculation is for the (100) 
symmetric stretch only. For the bending (010) mode (Figure 6.6), the theoretical cross 
section has been scaled down by a factor of three, whilst for the composite stretch (100, 
001) mode (Figure 6.7), the experimental results of Rohr have been scaled down by a
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factor of two. Thus when these results are compared, the picture which arises is a little 
perplexing. On the one hand, for the (010) excitation, there exists quite good 
agreement in magnitude with the measurements of Rohr but both are a factor of two 
lower than the theory. On the other hand, for the composite (100+001) excitation, the 
present measurements are a factor of two lower than the results of Rohr but in good 
agreement in both shape and magnitude with the theory for the (100) mode. It is 
speculated that the experimental discrepancy between the present data and that of Rohr 
is a result of a substantial difference in the transmission of the energy analysers used for 
the two experiments.
There has, in the past, been some uncertainty as to the nature of the low lying structures 
observed in both vibrational excitation and dissociative attachment cross sections of the 
H2S molecule. Fiquet-Fayard et al. (1972) observed the 2.3 eV resonance in 
dissociative attachment experiments and assigned it as a state of 2A i symmetry which 
arose from the addition of an electron to the lowest unoccupied molecular orbital (6a 1) 
of H2S". In this assignment, this resonance has the configuration (la i)2 (2ai)2 (lb2)2 
(3ai)2 ( lb i)2 (4ai)2 (2b2)2 (5ai)2 (2bi)2 (6ai). Rohr concurred with this particular 
assignment, based on the interpretation that his measured angular distributions for 
vibrational excitation were isotropic, and thus consistent with the dominant s-wave 
scattering that the above assignment demands. However, such a shape resonance 
cannot occur in the s-wave due to the lack of an angular momentum barrier and, as a 
result, if the observed feature was to be associated with the 2A i symmetry, it must 
occur in a higher angular momentum partial wave. A similar observation has been 
made by Sanche and Schulz (1973) for the corresponding shape resonance in H2O. 
This H2O' resonance has been studied in vibrational excitation by Seng and Linder 
(1976). Using the formalism of Read (1968) for the qualitative analysis of resonance 
features, they obtained a best fit to their (100, 001) angular distribution using a 
superposition of s- and d-wave contributions, consistent with the 2Ai symmetry.
However, the eigenphase analysis of both Jain and Thompson (1983b) and Gianturco 
(1991b) of the possible H2S' states in this region, indicated that this resonance was of 
2B2 symmetry. Furthermore, recent calculations and symmetry analyses by Gallup 
(1993) show the 2B2 state lies about 3 eV below the 2A i , and that the former is 
predominantly d-wave in character, thus corroborating the earlier theoretical 
assignment. Close examination of the present results, at both 2.0 and 3.0 eV (Figure 
6.6 and Figure 6.7, respectively), reveals angular distributions which are not isotropic 
but which show, for both modes, the clear presence of a d-wave contribution, as well as 
a strong contribution from direct dipole scattering in the (100, 001) mode. Such an
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angular distribution is apparently compatible with either of the above classifications 
and as such, the present results cannot really be used to discriminate between them.
In summary, the investigation into the excitation of the (100, 001) and (010) vibrational 
modes of H2 S by low energy electron impact has shown conflicting comparisons 
between the absolute magnitude of the present cross sections and those from both 
experiment and theory for the two vibrational bands studied. The angular distributions 
for vibrational excitation in the region of the 2.3 eV shape resonance have not resolved 
the uncertainty as to the nature of the symmetry of this resonance, which has been 
classified to be either a state of 2A i or 2B2 symmetry.
Energy (eV)
Angle 5.0 7.5 15.0
20 5.22 7.55 2.35
30 5.02 6.69 2.00
40 4.56 5.95 1.64
50 4.45 5.38 1.45
60 4.01 4.59 1.29
70 4.10 4.75 1.32
80 4.09 5.06 1.35
90 4.10 5.19 1.40
100 3.99 5.16 1.48
110 3.63 4.83 1.57
120 2.71 3.80 1.60
Table 6.1: Differential cross sections for electron impact excitation of the Vj j  normal
vibrational modes of NH3 in units of 10'18 cm2 s r 1. The absolute uncertainty in the 
measured values is ±15%.
Energy (eV)
2. 0 3.,0
Angle 010 100+001 010 100+001
20 0.076 0.260 0.068 0.165
30 0.062 0.222 0.058 0.147
40 0.053 0.194 0.049 0.126
50 0.050 0.194 0.047 0.110
60 0.049 0.190 0.050 0.102
70 0.052 0.209 0.054 0.107
80 0.058 0.225 0.062 0.109
90 0.060 0.232 0.064 0.113
100 0.059 0.227 0.064 0.115
110 0.058 0.212 0.060 0.115
120 0.063 0.208 0.053 0.117
130 0.059 0.186 0.049 0.112
Table 6.2: Differential cross sections (in square angstroms/steradian) for the excitation 
of the 010 and 100+001 vibrational modes of H2S. The estimated uncertainty in each 
value is ±15%.
(tJSjU IO ^-O l) UOU03S SS0J3 I^pU 3J9JJia
(siran -qie) puSis
-
0.
2 
0 
0.
2 
0.
4 
0.
6 
0.
8 
0 
30
 
60
 
90
 
12
0 
15
0
En
er
gy
 L
os
s 
(e
V
) 
Sc
at
te
rin
g 
A
ng
le
 (
de
g.
)
Fi
gu
re
 6
.1
: 
En
er
gy
 lo
ss
 s
pe
ct
ru
m
 f
or
 N
H
3 a
t a
n 
in
ci
de
nt
 
Fi
gu
re
 6
 2
. 
D
iff
er
en
tia
l c
ro
ss
 s
ec
tio
n 
fo
r e
xc
ita
ti
en
er
gy
 o
f 7
.5
 e
V
 a
nd
 a
 s
ca
tte
rin
g 
an
gl
e 
of
 7
0°
 
0f
 th
e 
Vi
 o 
vi
br
at
io
na
l m
od
es
 o
f N
EL
 a
t 7
.5
 e
V
( tJSjlUO8l- 0 l )  U0IJD3S S S 0J3  [BUU3J8JJIQ
( ,J S jU1381OX) U 0U 33S SS0J3 [BHU3J3JJIQ
Sc
at
te
rin
g 
A
ng
le
 (
de
g.
) 
Sc
at
te
rin
g 
A
ng
le
 (
de
g.
)
Fi
gu
re
 6
.3
: 
D
iff
er
en
tia
l c
ro
ss
 s
ec
tio
n 
fo
r e
xc
ita
tio
n 
Fi
gu
re
 6
.4
: 
D
iff
er
en
tia
l c
ro
ss
 s
ec
tio
n 
fo
r e
xc
ita
tio
n
of
 th
e 
v,
 o 
vi
br
at
io
na
l m
od
es
 o
f N
FL
 a
t 5
.0
 e
V
 
of
 th
e 
v
,.
 v
ib
ra
tio
na
l m
od
es
 o
f N
FL
 a
t 
15
 e
V
0.
15
(,JS jUio ,1-01) u o ijo ss  SSOJ3  [BpuajgjjiQ
(jjS jU O g ^ i)  u o ip a g  ssoj3  [B n u a iay ia
In
ci
de
nt
 E
ne
rg
y 
(e
V
) 
Sc
at
te
rin
g 
A
ng
le
 (
de
g.
)
Fi
gu
re
 6
.5
: 
En
er
gy
 d
ep
en
de
nc
e 
of
 th
e 
v]
3 e
xc
ita
tio
n 
Fi
gu
re
 6
.6
(a
): 
D
iff
er
en
tia
l c
ro
ss
 s
ec
tio
n 
fo
r t
he
 e
xc
ita
tio
n
cr
os
s 
se
ct
io
n 
of
 th
e 
fir
st
 b
en
di
ng
 m
od
e 
of
 H
2S
•  < I o
(l-JS zuio 91-0I) U0IP3S SSOJ3  ^pU3J3JJia
ooc
o>n
ors
O
On
o
vO
ocn
©
( [J S  jU io  9l-0i) uoposs S S 0 J 3  pjpuajajjia
Sc
at
te
rin
g 
A
ng
le
 (
de
g.
) 
Sc
at
te
rin
g 
A
ng
le
 (
de
g.
)
Fi
gu
re
 6
.6
(b
): 
D
iff
er
en
tia
l c
ro
ss
 s
ec
tio
n 
fo
r t
he
 e
xc
ita
tio
n 
Fi
gu
re
 6
.7
: 
D
iff
er
en
tia
l c
ro
ss
 s
ec
tio
n 
fo
r t
he
 e
xc
ita
tio
n 
of
of
 th
e 
10
0+
00
1 
st
re
tc
hi
ng
 m
od
es
 o
f H
2S
 
th
e 
01
0 
an
d 
10
0+
00
1 
vi
br
at
io
na
l 
m
od
es
 a
t 3
.0
 e
V
93
Chapter 7
The Use of Neon as a Secondary 
Cross Section Standard
7.1 Introduction
As previously discussed in Section 3.2, absolute elastic and inelastic differential 
scattering cross sections for gaseous targets in this study are not measured directly, but 
placed on an absolute scale by the use of a standard cross section in conjunction with 
the relative flow technique (Srivastava et al. 1975). In fact, most measurements of 
absolute differential scattering cross sections utilise this technique, with elastic 
electron-helium scattering used as the standard cross section. In the light of several low 
energy experimental and theoretical studies on neon (Williams 1979, O’Malley and 
Crompton 1980, Brewer et al. 1981, Register and Trajmar 1984, Saha 1989, 1990, Shi 
and Burrow 1992) which are generally in excellent agreement with one another, Shi and 
Burrow have proposed that neon may be used as a secondary standard for low energy 
electron scattering. As such it was not intended that it would usurp the role of helium 
but would rather serve as a means for checking the operation of any scattering 
apparatus which uses the helium cross section as a reference standard. It would be 
valuable to have a secondary standard to verify the overall performance of an apparatus 
when applied to measurements of differential cross sections, especially at low electron 
energies. As the electron energy decreases, the operation of electrostatically focussed 
electron monochromators and analysers becomes more difficult due to the influence of 
residual magnetic and electric fields, as well as the stringent requirements of the 
electron optical design (Shi and Burrow 1992). Furthermore, the study on the size and 
shape of pseudo-effusive gaseous beams as discussed in Chapter 4 indicates that, at
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elevated driving pressures, the spatial width of a helium beam is generally smaller than 
that of most other gases (including neon), even when the driving pressures are adjusted 
such that the mean free paths of the gases are identical. This is a matter of some 
concern, as the relative flow technique is based on experimental measurements carried 
out under identical scattering conditions for the target and reference gases, and these 
observations serve to strengthen the case for establishing a secondary standard for low 
energy scattering. The fact that a neon gas beam was not observed to have any 
significant differences in spatial width as a function of driving pressure compared to a 
range of other atomic and molecular gases, with the exception of helium, additionally 
supports the case for the use of neon as a secondary standard (see Chapter 4).
A close comparison of the available experimental data and theory for electron scattering 
from neon at energies below about 7 eV reveals some discrepancies. At the higher end 
of this energy range, all of the experimental and theoretical contributions listed above 
appear to be in excellent agreement (± 5%). However, at energies below about 2.0 eV, 
there are differences of up to 30% between the extensive set of differential cross section 
measurements of Williams (1979), and the differential cross section measurements of 
Shi and Burrow (1992), the swarm derived cross sections of O’Malley and Crompton 
(1980) and the ab initio theory of Saha (1989, 1990). To further investigate these small 
but significant discrepancies and evaluate the applicability of this scattering system to 
serve as a secondary standard, a series of measurements of differential cross sections 
for elastically scattered electrons from neon at low energies (between 0.75 and 7.0 eV) 
was undertaken. It was envisaged that these measurements would also provide a wider 
opportunity for a comparison with theory, in particular the multiconfiguration Hartree- 
Fock calculations of Saha, which include both polarisation and correlation effects, the 
adiabatic-exchange (AE) calculations of McEachran and Stauffer (1983, 1985), and the 
polarised orbital calculations of Dasgupta and Bhatia (1984).
To further extend this work, the experimental measurements were analysed via a phase 
shift technique (as described in the next section) with the calculated phase shifts, and 
their associated errors, then being used to derive total elastic, total momentum transfer 
and grand total cross sections, and their respective errors, in a mathematically rigorous 
manner. These derived phase shifts are compared with phase shifts extracted by 
O'Malley and Crompton (1980) from the drift velocity measurements of Robertson 
(1972), with those derived by Williams (1979) from his differential cross section 
measurements, and with those derived from total cross section measurements carried 
out (concurrently with the differential cross section measurements) with a linear, time- 
of-flight electron spectrometer in this laboratory.
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Before discussing the results and making conclusions in Section 7.3, a discussion of the 
phase shift analysis technique is presented in the next section.
7.2 Phase Shift Analysis Technique
The differential cross section measurements for neon can be analysed, using phase shift 
expansions, in a similar fashion to that employed by Brunger et al. (1992), which was 
based on earlier work by Allen (1986), Allen and McCarthy (1987) and Allen et al. 
(1987). In this procedure, the differential cross section, for scattering angle 6, is given 
by the expansion:
o(6, a)
oo
2' + VIS,(a) -1  e> (7.1)
where k is the wave number, Pi(cosd) are the Legendre polynomials, and Si(a) is the 
scattering function which is described by:
N  ; 2 - ß 1
Si(a) = explliö^a)] = ^  (7.2)
n=1 A ~ a n
where £/(<*) are the phase shifts for each partial wave, A = / + V2 and a = {a„} is the 
set of all the real and imaginary parts of the 2N complex parameters an and ßn (n = 1, 
2,..., 2N). In the analysis the function
2 _ I Y  [g, -g (0 „a )]  
M - P j - *  (Ac-)2
(7.3)
2is minimised and Xl should be close to unity if the parametrization of (7.2) is 
satisfactory and non-statistical errors are small. In this expression, M is the number of 
data points, P = 2N for real phase shifts, <7/ is the measured differential cross section at 
the scattering angle 0/, and Act is the statistical error in <7/ .  The fitting procedure is 
regularised by actually minimising
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X 2 = X l + r ^ [ J <an - an0>)2 (7 -4 )
n-1
where the a priori information for { a ^ }  is taken from the theory of Saha (1989, 
1990). The regularisation parameter y is used to vary the weighting that is given to the 
a priori scattering information. A similar constrained phase analysis was carried out on 
neon by Register and Trajmar (1984), although they used the total cross section as the 
overall constraint. The further details of the present procedure are discussed in Allen 
(1986) and Allen and McCarthy (1987).
Another interesting aspect of the phase shift analysis technique is that the analysis can, 
in principle, be used as an independent means to establish the absolute magnitude of the 
differential scattering cross section (see for example Andrick and Bitsch 1975, Steph et 
al. 1979, Register et al. 1980). In practice, this is generally true when the phase shifts 
are real, as they are at energies below the first excited state threshold, and when there is 
sufficient structure in the angular distribution to enable a unique determination of the 
several dominant phases which are interfering to cause the observed structure. This in 
turn requires the energy to be high enough so that there is more than one scattering 
phase contributing to the shape of the elastic angular distribution, but low enough that 
there are not too many such phases interfering with one another. The present analysis is 
capable of such a determination by introducing an additional renormalisation parameter 
Kin Equation (7.3), which then becomes (see Allen and McCarthy 1987):
2 _  1 Y  /ff, -  KO(8,,a)l
M -  P“  (Aat)2
(7.5)
Total cross section data, such as that from the linear TOF experiment, can also be 
analysed to extract scattering phase shifts which can be compared with those from the 
differential cross section measurements, and with other data in the literature. In the 
case of the total cross section, the phase shift analysis was carried out with Modified 
Effective Range Theory (MERT). MERT has been applied extensively in the analysis 
and interpretation of low energy electron scattering by spherically symmetric systems 
(see for example O’Malley 1963, Golden 1966, O’Malley and Crompton 1980, Ferch et 
al. 1985, Buckman and Mitroy 1989, Brennan and Ness 1993). A detailed discussion 
of the applicability of various forms of MERT to the rare gases has been given by 
Buckman and Mitroy (1989).
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7.3 Results and Discussion
For the present series of differential cross section measurements in neon, the energy 
resolution of the spectrometer was typically 50 meV (FWHM). The incident electron 
energy scale was calibrated utilising two of the procedures discussed in Section 3.2.4, 
(i) by the position of the second peak of the N2' shape resonance which occurs in the 
elastic channel at 2.198 eV (Rohr 1977) and in the excitation function for the v = 0-1 
vibrational excitation channel at 2.24 eV (Ehrhardt and Willmann 1967) and (ii) by 
detecting the appearance of zero energy electrons in the elastic channel as the beam 
energy was increased through zero.
In establishing the gas flow conditions, the hard sphere diameter of neon was taken as 
2.36 Ä (Weast and Astle 1981). Using Equation 3.15, the maximum driving pressure 
allowed behind the capillary array was calculated to be Pb Max ~ 3.07 Torr. Again, the 
driving pressures for neon and helium were determined from the criteria that their 
respective mean free paths, calculated using Equation 3.14, were to be identical. This 
was the case when P\^He) -  0.794 Pb(Ne).
For driving pressures up to 3.5 Torr, the measured relative flow rates of neon and 
helium are shown in Figure 7.1, assuming atomic masses M of 20.183 and 4.003 a.m.u. 
respectively. The magnitudes of the error bars were determined to be 3% (see Section 
5.1 for a further discussion of these errors). From the relative flow data, a calibration 
curve (Figure 7.2) was generated using the procedure discussed in Section 3.2.3, for the 
range of driving pressures depicted. The uncertainty in the calibration procedure, using 
a least-squares fitted curve to relate the driving pressure ratios to the relative flow rate 
ratios, is estimated to be 5% (as in the case for H2S and SO2, Chapter 5)
The absolute differential cross sections were determined, using the procedure discussed 
in Section 3.3.1, at energies of 0.75, 1.0, 1.3, 2.2, 3.4, 4.2, 5.0, and 7.0 eV and the 
results are presented in Table 7.1 (in units of 10’16 cm2 s r 1). The figures in brackets 
represent the absolute uncertainty in these cross sections expressed as a percentage, and 
vary between approximately ± 6 to 15%, with typical values being in the range of ± 6.4 
to 9%. At most energies, the differential cross sections have been measured at 5° 
intervals over the angular range of 10° to 130° to better facilitate the phase shift 
analysis discussed in the previous section. Comparisons can be made with the theory of 
Saha at all energies, with the derived cross sections of O’Malley and Crompton (1980) 
at energies below 2.2 eV, with the cross sections of Williams at energies above 0.58 
eV, and with the measurements of Shi and Burrow (1992) and Register and Trajmar
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(1984) at selected energies. Whilst the energies at which the current measurements 
have been carried out do not always correspond to those published by others, in most 
cases this has been overcome by fitting the published low order phase shifts of these 
investigators to enable cross sections to be generated at any energy. This method has 
been applied to the phase shifts of Williams (1979), O’Malley and Crompton (1980), 
Dasgupta and Bhatia (1984), McEachran and Stauffer (1985) and Saha (1989). Various 
analytical forms have been investigated for this process but generally a 4th or 5th order 
polynomial fit of the phase shifts sufficed. The fitting process itself has no significant 
effect on the visual comparison offered in the figures. Higher order phases were 
generated using a standard expansion of the phase shifts (see for example Buckman and 
Mitroy 1989):
tan rii n Jc a d
15(2/ + I f  -140(2/ + i f  +128 k4  a 2d
(2/ + 3X2/ + 1X2/ -1) [(2/ + 3X2/ + 1)(2/ - l ) f  (21 + 5)(2/ - 3)
(7.6)
where / is the angular momentum, k is the wave number, 77/ is the Ith order phase shift, 
and a d is the static dipole polarisability of neon (taken as 2.669ao3, Dalgamo and 
Kingston 1960). In the interests of clarity the results of Dasgupta and Bhatia are not 
shown in the figures as they are generally very similar in shape and absolute magnitude 
to those of McEachran and Stauffer, particularly at higher energies.
At an incident electron energy of 0.75 eV (Figure 7.3), the present experimental cross 
section is compared with that calculated from the interpolated phase shifts of Williams 
(1979), O’Malley and Crompton (1980) and Saha (1989), and with the cross section of 
McEachran and Stauffer (1985). At this energy there are substantial differences 
(-15%) between the cross section of Williams (1979) and those of Saha and O’Malley 
and Crompton (which are essentially identical) and McEachran and Stauffer. These 
differences manifest themselves mainly at backward scattering angles (greater than 
about 60°). For the backward angles, the present differential cross section is in good 
agreement with both theories and with the swarm-derived result. At forward angles 
however (<50°), the present data tends to favour the cross section of Williams. 
Differential cross section measurements below 30° were not possible at this energy due 
to interference from the primary beam.
At 1.0 eV (Figure 7.4) the measured differential cross section is compared with that of 
Shi and Burrow (1992), as well as with those discussed above for 0.75 eV. The present 
data once again shows excellent agreement with both theories and the swarm-derived 
result, and this agreement extends over the entire angular range where a comparison is
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possible. There is also an excellent level of agreement with the data of Shi and Burrow 
at all angles. Whilst there is overlap within the error bounds of the present 
measurements with the cross section of Williams at most angles, it is clear that there is 
a noticeable difference in shape between the two measurements.
At 1.3 eV (Figure 7.5), the present results are compared with that of Williams (1979), 
O’Malley and Crompton (1980) and with the theories of Saha (1989) and McEachran 
and Stauffer (1985). The level of agreement of the present differential cross section 
with all of the above determinations is generally good (all are within the absolute 
experimental uncertainty), although the present cross section exhibits a slightly 
different shape than both those of O’Malley and Crompton and Saha, which are 
essentially identical, and Williams. In the region in which the differences between 
Williams and Saha are greatest (at angles less than about 70°), the present data lies 
midway between the two and does not offer any resolution of this discrepancy at this 
energy. It does however continue the trend which sees the present differential cross 
section measurements lying a little higher in absolute magnitude than both the theory 
and swarm results at low energies and forward angles.
At 2.2 eV (Figure 7.6), a similar series of comparisons are made with the differential 
cross section. The agreement with both Saha (1989) and O’Malley and Crompton 
(1980) is excellent over the entire angular range. For angles greater than about 70° 
there is also excellent agreement with the cross section of Williams (1979) but, at 
smaller scattering angles, the present cross section is about 5-10% lower than that of 
Williams. The cross section of McEachran and Stauffer (1985), whilst essentially 
identical in shape to the present, appears to be shifted to higher angles by about 5°. A 
similar, but less pronounced situation is seen at a incident electron energy of 3.4 eV, 
shown in Figure 7.7.
At 4.2 eV (Figure 7.8) there is excellent agreement with the theory of Saha (1989) over 
the entire angular range, where the cross sections are typically within ±1% of each 
other. At this energy, and at the higher energies up to 7 eV, the cross sections of Saha, 
Williams (1979) and McEachran and Stauffer (1985) all lie within about ±5% of one 
another and so their level of agreement with the present experiment is also good.
At 5 eV (Figure 7.9), the present data is once again able to be compared with the 
measurements of Shi and Burrow (1992) and the lowest energy measurement in a series 
by Register and Trajmar (1984). There is excellent agreement between the present 
cross section and both of these measurements, although the present cross section and
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that of Shi and Burrow appear to be systematically higher than that of Register and 
Trajmar by a few percent near the peak in the cross section between 50° and 70°. The 
present data are also in excellent agreement with the theory of Saha over the entire 
angular range, and to a slightly lesser extent with the cross section of Williams and that 
of McEachran and Stauffer.
Finally, at an incident electron energy of 7 eV (Figure 7.10), an excellent level of 
agreement is seen between the present differential cross section, the theory of Saha 
(1989), and the measured values of both Williams (1979) and Shi and Burrow (1992), 
at all scattering angles. There is a slight difference in shape between all of the above 
and the AE-polarisation calculation of McEachran and Stauffer (1985).
The results of the phase shift analysis, at each of the experimental energies investigated, 
are shown in Table 7.2. The phase shifts can also be used to generate total and 
momentum transfer cross sections with well defined uncertainties and these values are 
also shown in Table 7.2 and plotted in Figures 7.11 and 7.12 respectively. The present 
s-wave phase shifts are generally in excellent agreement (± 1-2%) with those calculated 
by Saha (1989) and McEachran and Stauffer (1985) and derived by O’Malley and 
Crompton (1980), across the entire energy range. The agreement with the s-wave phase 
shifts of Williams (1979) is similar at all but the lowest energy, where the largest 
discrepancies between the differential cross section occurs. For the p-wave phase 
shifts, large discrepancies occur between all of the above between 1 and 2 eV where the 
phase shift changes sign but, as the phase shift is very small, this does not manifest 
itself greatly in the differential cross section. Above 2 eV, there is generally good 
agreement (± 10%) between the present p-wave phase shifts and all of the above. One 
exception is the values of McEachran and Stauffer (1985) which lie about 20% lower 
than the others at mid energies (2 to 3.4 eV) The present d-wave phase shifts are within 
± 5 - 10% of those of O’Malley and Crompton and Saha over most of the common 
energy range. The values of Williams are systematically lower than the present by 10 - 
50%, the largest differences occurring at the lowest energies, whilst those of 
McEachran and Stauffer are 5 - 15% higher than the present across the common energy 
range.
As may be expected from the level of agreement shown in the differential cross sections 
and phase shifts, the present total elastic (Figure 7.11) and elastic momentum transfer 
(Figure 7.12) cross sections, derived from the differential cross sections, are in excellent 
agreement (± 2%) with those of Saha (1989) at all energies up to 7 eV. Below about 3 
eV, these total cross section values are also in excellent agreement with the TOF cross
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section measured in this laboratory (Gulley et al. 1994). At higher energies the present 
results show a similar, if slightly less pronounced, difference from the TOF cross 
section as the theoretical cross section. At 5 eV, the present results, which have 
uncertainties of ± 5%, lie about 5% below the TOF value.
In Figure 7.12, a comparison is made with the momentum transfer cross section of 
Robertson (1972) which was derived from drift velocity measurements (the same data 
used by O’Malley and Crompton for their MERT analysis), and the calculated values of 
McEachran and Stauffer (1985). It is interesting to note that there are similar 
differences at higher energies in the momentum transfer cross section as in the total 
cross section (Figure 7.11). Both the swarm derived cross section and that of 
McEachran and Stauffer are higher than the theory of Saha (1989) and the present 
results. In the case of the calculation of McEachran and Stauffer this is possibly a 
reflection of the slight shift, to higher angles, observed in the comparisons of the 
differential cross sections.
The experimentally determined absolute data set at each energy were fitted utilising 
Equation 7.5, and the values of the renormalisation parameters are also given in Table 
7.2. These indicate that there is excellent agreement between the absolute scale 
determined as a result of the shape of the angular distribution and that established with 
the relative flow technique.
The experimental measurements of elastic differential cross sections clearly add to the 
high level of agreement that exists between a substantial number of experimental and 
theoretical investigations of low energy electron scattering from neon. This is 
particularly true at energies below 2 eV, where there has been uncertainty due to 
discrepancies between experimental differential cross section measurements to date. 
This excellent agreement between experiment and ab initio scattering theory also now 
exists at a number of different levels in the hierarchy of scattering cross sections, from 
total and swarm-derived momentum transfer cross sections to differential cross 
sections, and to the phase shifts derived from all of these measurements using various 
techniques.
At higher scattering energies, the overall picture is not quite so clear. The principal 
problem at these energies arises from the differences between the integral cross 
sections, particularly the most recent total cross sections of Nickel et al. (1985), Kumar 
et al. (1987), Gulley et al. (1994), those derived from the present differential cross 
section measurements and also those from the various theories. These differences (of
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up to 6%) are outside what would be expected, given the level of agreement observed in 
the differential cross sections, and given the high accuracy expected from the total 
scattering measurements obtained directly. Similar differences are observed in the 
momentum transfer cross section where the cross section of Robertson (1972) slowly 
departs from the theory of Saha (1989) at energies above 3 eV. Whilst it could be 
argued that the swarm-derived result may be less accurate at these higher energies no 
such arguments can be raised against the attenuation measurements, particularly in the 
case of neon where the elastic differential cross sections are not forward peaked and the 
cross sections are relatively small. It is also most unlikely that the differences in the 
total cross section can be due to either an error in the energy scale or the absolute 
calibration of the spinning rotor pressure gauge used in these experiments (Gulley et al. 
1994). In the first case the uncertainty in the energy scale which arises from the TOF 
calibration is at most 150 meV at 5 eV, and as the cross section varies only slowly with 
energy, this cannot be responsible for the observed differences. In the second case, an 
error in the absolute pressure calibration might be expected to manifest itself at all 
energies and not just at the higher end of the present measurement range.
The total cross section data referred to in this section are typical of many other 
experiments in the literature, which claim high accuracy and which appear to be based 
on sound experimental practice, yet which disagree with one another outside the 
claimed uncertainties for common scattering processes. One possible conclusion is that 
the scattering community does not yet fully understand the wide range of possible 
systematic errors that can effect such measurements.
These differences are hard to reconcile and pose a dilemma in supporting the use of 
neon as a secondary scattering standard, at the ± 2 - 3% level, at energies above about 3 
eV. It is somewhat unusual that, in this case, the disagreement occurs at the integral 
cross section level, whilst the best agreement between experimental and theoretical 
determinations occurs at the differential cross section level. Given the low energies 
involved and the small magnitude of the cross section, it may have been expected that 
the reverse situation would be intuitively more likely. It is generally considered that the 
total cross section is taken as the first order test of experiment and theory because, 
whilst it is less sensitive to the dynamics of the scattering process, the level of accuracy 
with which it can supposedly be measured, makes it an important tool in the 
comparison process.
In summary, at the differential cross sections level, the agreement between 
experimental and theoretical determinations for neon are well understood at energies
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below 10 eV. The phase shifts that result from the multiconfiguration Hartree-Fock 
calculation of Saha (1989,1990) provide cross sections which are generally in excellent 
agreement with a number of recent measurements, including the present experimental 
results. Consequently it is concluded, despite the apparent lack of corroboration from 
the total cross section results at higher energies, that these calculated phase shifts give a 
good representation of the scattering process, at least at the 5% level, and thus qualify 
neon in the role as a secondary elastic scattering cross section standard. In addition, the 
measurement of the elastic differential cross section in neon, in conjunction with the 
relative flow technique and the use of helium as a cross section standard, could well be 
used as a check of the operation of any low energy electron spectrometer. Given the 
small absolute value of the cross sections involved, particularly at forward scattering 
angles, such measurements also provide a rigorous test of electron optics and the 
optimisation of signal to noise conditions.
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E(eV) Reference T\0 Til r|2 ri3
0.75 Present Results -0.1493 0.00547 0.00516 0.00130
TOF Gulley e t al. -0.1483 - - -
Williams* -0.144 0.0018 0.0025 -
O ’Malley & Crompton* -0.147 0.0059 0.0043 -
McEachran & Stauffer -0.1467 0.00690 0.00452 0.00147
Saha* -0.1488 0.00566 0.00419 0.00120
1.0 Present Results -0.1811 0.00298 0.00638 0.00183
TOF Gulley e t al. -0.1821 - - -
Williams* -0.182 0.00042 0.0040 -
O ’Malley & Crompton -0.181 0.004 0.006 -
McEachran & Stauffer -0.1800 0.00504 0.00611 0.00196
Saha -0.1809 0.00383 0.00574 0.00161
1.3 Present Results 
TOF Gulley et al.
-0.2211
-0.2182
-0.00225 0.00770 0.00206
Williams* -0.221 -0.0028 0.0057 -
O ’Malley & Crompton* -0.217 -0.0007 0.00770 -
McEachran & Stauffer -0.2164 0.00134 0.00808 0.00255
Saha* -0.2175 -0.00075 0.00750 0.00210
2 . 2 Present Results -0.3106 -0.0186 0.01315 0.00369
TOF Gulley e t al. -0.3130 - - -
Williams* -0.314 -0.0192 0.0112 -
O ’Malley & Crompton1 -0.3100 -0.0190 0.0130 -
McEachran & Stauffer* -0.3098 -0.0161 0.0144 0.00434
Saha* -0.3102 -0.0187 0.0131 0.00369
3.4 Present Results -0.4090 -0.0507 0.0228 0.0065
TOF Gulley e t al. -0.4226 - - -
Williams -0.413 -0.048 0.018 -
McEachran & Stauffer* -0.4132 -0.04577 0.0237 0.00675
Saha -0.4118 -0.0482 0.0215 0.0063
4 .2 Present Results -0.4709 -0.0689 0.0283 0.00796
TOF Gulley e t al. -0.4696 - - -
Williams* -0.469 -0.069 0.023 -
McEachran & Stauffer* -0.4765 -0.0672 0.0306 0.00839
Saha* -0.4716 -0.0690 0.0275 0.00777
5 . 0 Present Results -0.5297 -0.0891 0.0327 0.00898
TOF Gulley e t al. 
Robertson
-0.5542 - - -
Williams* -0.529 -0.091 0.029 -
Register & Trajmar -0.5220 -0.0911 0.0344 0.00698
McEachran & Stauffer -0.5300 -0.0898 0.0379 0.0101
Saha -0.5254 -0.0913 0.0340 0.00940
7 .0 Present Results 
Robertson
-0.6442 -0.1413 0.0520 0.0131
Williams* -0.637 -0.143 0.047 -
McEachran & Stauffer* -0.6525 -0.1437 0.0580 0.0144
Saha* -0.6495 -0.1407 0.0516 0.0129
J£___%L
1.000 0.631
0.998 0.477
1.000 0.16
1.000 5.58
1.018 0.82
1.000 0.62
1.000 0.22
* Indicates interpolated value(s) 1 Values for their highest energy of 2.176 eV
Table 7.2: Phase shifts (in radians) and fitting parameters derived from the present
differential cross sections, compared with results from other experimental and theoretical 
investigations.
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Figure 7.11: Total elastic cross section for Ne in units of 10~16 cm2
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Figure 7.12: Elastic momentum transfer cross section for Ne in units of 10"16 cm2
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Low energy electron-molecule collision cross sections
Stephen J. Buckman, Michael J. Brunger, Michael J. Brennan, Dean J. Alle, Robert J.
Gulley and Stan J. Newman
Electron Physics Group, R.S.Phys.S.E., Australian National University, Canberra, Australia
ABSTRACT: Electron-molecule collisions at low incident energies present an
exciting challenge for both theory and experiment. The energy regime below 10 eV is of 
special importance for many reasons - it is here that scattering calculations must pay 
special attention, amongst other things, to the effects of correlation/polarization and 
exchange; the experiments must provide accurate absolute measurements with reactive 
species; and both are severely tested in describing the sharp structures which dominate 
many near-threshold excitation processes. At the Australian National University we are 
engaged in a program of absolute cross section determinations on relatively simple 
diatomic and polyatomic molecules at very low energies. We present results for H2, N2 
and NH} at incident energies between 1.0 and 15 eV which are critically compared with 
available calculations and other experimental results.
1 . INTRODUCTION
Interest in low energy electron-molecule collisions has grown rapidly over the past two 
decades, fuelled both by fundamental interest in the nature of the scattering process and by the 
need for accurate collision cross sections and reaction rates in models of a wide and ever 
increasing range of technological devices and processes based on gas discharges. The 
increasing sophistication of the scattering calculations applied to electron molecule collisions 
and the sheer brute force offered by modern computers has served as somewhat of an 
inspiration to both theoretical and experimental investigators such that there are now several 
groups working on the absolute determination of cross sections for electron-induced reactions 
in a wide variety of gases. Many of these pose major technical problems for the 
experimentalist and, by their very nature molecules, particularly polyatomics, present 
problems for the scattering theorist that can only be solved in the majority of cases by 
extensive approximations and/or model calculadons.
Notwithstanding this sizeable effort, there remain many mysteries and long-standing 
discrepancies between experiments and between experiment and theory, even for relatively 
simple diatomic and polyatomic molecules. Specific examples include the magnitude and 
energy dependence of the vibrational excitation cross section in H2 (v=0 -l) and the nature of 
the sharp structures that have been observed at threshold in vibrational excitation of the 
hydrogen halides and some simple polyatomics such as CO2.
In the Electron Physics Group at the ANU we have recently embarked on a program of 
absolute, low energy differential cross section measurements on a range of molecular targets. 
Hie initial motivation was to investigate vibrational excitation in the simplest molecular target, 
Ho, where there were unacceptable discrepancies between experiment and theory. These 
studies have been followed by a series of measurements on N2 at energies away from the n & 
resonance, and on NH3, a relatively simple, polar polyatomic for which there is a body ot
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Elastic scattering of low-energy electrons from ammonia
D T Alle, R J Gulley, Stephen J Buckman and M J Brunger
Electron Physics Group, Research School of Physical Sciences and Engineering, Aus­
tralian National University, Canberra, ACT, Australia
Received 11 September 1991, in final form 26 November 1991
Abstract. We report absolute differential cross section measurements for vibrationally 
clastic electron scattering from NH3 at incident energies from 2-30 eV. The present 
results, from a crossed electron-molecular beam apparatus, represent the first compre­
hensive experimental attempt to quantify the elastic electron-NH3 scattering process. At 
each energy studied we have integrated our differential cross section data to generate 
total elastic and elastic momentum transfer cross sections and a critical comparison of 
both our differential and integral cross sections against previous oeperiment and theory 
is provided. We also report our observation of a strong Feshbach resonance in the elastic 
channel at an energy of 5 .59  ±  0 .05  eV.
1. Introduction
The study of electron scattering from ammonia (NH3) molecules is of practical in­
terest due to its applications in space physics (such as in the modelling of planetary 
atmospheres), plasma chemistry, gas-discharge lasers, synthetic chemistry and switch­
ing devices. In particular, the discovery of NH3 molecules in the interstellar medium 
has increased the attention paid to its spectroscopic and dynamical properties (Gi- 
anturco 1990), whilst in the field of plasma chemistry, NH3 is of importance as it is 
a source of nitrogen atoms for the fabrication of nitride films and the fabrication of 
other nitrogen compounds (Sato et al 1986).
Previous experimental investigations into the elcctron-NH3 scattering process 
have been limited. At the grand total cross section level there is the time-of-flight 
(TOF) experiment of Sucoka et al (1987) and the linear transmission experiment of 
Szmytkowski et al (1989), whilst Hayashi (1981, 1991) reports momentum transfer 
cross sections which are based on the drift velocity measurements of Pack et al (1962) 
and the calculations of Altshuler (1957) and Jain and Thompson (1983). Angular 
distributions for elastic scattering and the excitation of the normal vibrational modes 
of NH3 in the energy regime 12-50 eV were reported by Furlan et al (1990). Un­
fortunately, these data are not absolute and so no quantitative conclusions can be 
gleaned from them. The only absolute differential cross sections currently available 
in the literature, for the energy regime of the present study, are the measurements 
of Ben Aria and Tronc (1987) for elastic scattering and the excitation of the , u3 
and normal modes of vibration at 7.5 eV. Their measurements were placed on 
an absolute scale using a relative How normalization technique with the N2 elastic 
cross section of Srivastava et al (1976) serving as a reference standard. Hence, given
0953-41)75/92/071533 + 10504 50 ©  1992 |()|* Publishing lad 1533
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Resonant excitation of NH3 by low energy electron impact: 
the i/It3 normal vibrational modes
R J Gulley, M J Brunger and Stephen J Buckman
Electron Physics Group, Research School of Physical Sciences and Engineering, Australian 
National University, Canberra, ACT, Australia
Received 29 November 1991, in final form 24 February 1992
Abstract. We report measurements of absolute differential cross sections for the electron 
impact excitation of the r, , vibrational modes of NH3 at incident energies of 5, 7.5 and 
15 eV. Previous experiments have demonstrated the influence of a broad shape resonance 
(E symmetry) on the vibrational excitation cross section but have differed significantly as 
to the position and width of this feature. Consequently, we have also measured the energy 
dependence of the i»M excitation cross section in the energy range 5-10 eV at a scattering 
angle of 90°. This revealed a resonance centred at about 7.3 eV with a width of approximately 
3.5 eV, the latter being in good agreement with the measurement of Cvejanovic el al. The 
present differential cross section at 7.5 eV also confirms the dominant 1 = 2 character of 
the resonant partial wave.
1. Introduction
Cross sections for electron impact excitation of the normal vibrational modes of 
diatomic and polyatomic molecules are needed in a wide variety of research fields in 
physics and chemistry. These include the areas of laser design, terrestrial and extra­
terrestrial atmospheric modelling, plasma stabilization and in the study of electron- 
induced vibrational spectroscopy of adsorbed species (Avouris and Demuth 1984) for 
which ammonia (NH,), in particular, is something of a model molecule.
Electron-impact excitation of the p, 3 vibrational composite, formed by the un­
resolved p, symmetric stretch mode (excitation energy = 414 meV) and p3 asymmetric 
stretch mode (excitation energy = 427 meV), has not been extensively studied in the 
past. Angular distributions at an energy of 7.3 eV have been reported by Ben Arfa and 
Tronc (1985) and, at several energies in the intermediate energy regime of 12-50 eV, 
by Furlan et al (1990). To our knowledge the only previous absolute experimental 
determination of the p , 3 differential cross section was by Ben Arfa and Tronc (1988) 
at the single electron energy of 7.3 eV. From a theoretical perspective there appears 
to be only one calculation available in the literature which is that reported in Ben Arfa 
and Tronc (1988). Here they have utilized the parametrized model of Andrick and 
Read (1971) to calculate angular distributions for the excitation of vibronic states via 
resonant electron-molecule reactions. In this application of the parametrized theory, 
the symmetry of the resonance was assumed to be 2E and it was also assumed that 
contributions to the cross section by the direct scattering process could be neglected.
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The scattering of low energy electrons from hydrogen sulphide
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Abstract. Absolute differential cross sections for vibrationally elastic electron scattering from 
hydrogen sulphide (PUS) have been measured using a crossed electronic-molecular beam 
apparatus at incident energies from 1-30 cV and scattering angles between - 2 0  and 130°. 
At each energy studied we have integrated our differential cross section data to obtain total 
elastic and elastic momentum transfer cross sections. Vibrational excitation of H2 S by electron 
impact has also been studied at incident energies of 2 and 3 cV, in the region of the low energy 
shape resonance Both our differential and integral cross sections are compared with previous 
experimental studies and calculated values
1. Introduction
The study of electron scattering from the hydrogen sulphide (H2S) molecule is of both 
practical and fundamental interest. As it has a relatively large dipole moment (0.98 Debye), 
one may expect the low energy electron scattering cross sections to be large, a feature 
which has been demonstrated in many polar molecules. Indeed, the presence of such polar 
molecules in a gas. even as a minor impurity, can have a significant effect on the physical 
properties of the gas, such as the electrical conductivity. In addition H2S is known to be 
a common constituent of interstellar molecular clouds so there is also interest due to its 
astrophysical applications.
From a fundamental point of view the H2S molecule represents one of the simpler non­
linear, closed shell, polar polyatomic molecules and consequently has been the subject 
of several theoretical electron scattering calculations. The first quantum calculations 
were carried out by Gianturco and Thompson (1980), using a parametrized model to 
treat exchange and polarization forces. This was followed by the parameter-free model 
calculations by Jain and Thompson (1983), Gianturco (1991), and the complex-Kohn 
variational calculations of Lengsfield et al (1992). The cross sections determined by these 
calculations were computed within the framework of the fixed-nuclei approximation (FNA), 
which has led to convergence problems when applied to polar polyatomic molecules (see 
the review by Norcross and Collins (1982)). These problems were circumvented via a 
modification of the spatial partitioning of the scattering system, first suggested by Rescigno 
et al (1982), in which a description of higher order partial wave (/ > 6) contributions are 
given by the Born approximation, whilst a description of / ^  6 contributions are given 
either by the usual close-coupling (Jain and Thompson 1983, Gianturco 1991) or Kohn 
(Lengsfield et al 1992) approaches. Lengsfield et al have also included polarization and 
correlation effects via the use of an ab initio optical potential, and their previous calculations 
for electron-NHi scattering (Lengsfield et al 1992) agreed favourably with measurements 
taken in this laboratory (Alle et al 1992). The calculations of both Jain and Thompson and
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Spatial profiles of effusive molecular 
beams and their dependence on gas 
species
Stephen J Buckman, R J Gulley, M Moghbelalhossein and 
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Electron Physics Group Atomic ano M olecular Physics Laboratories. Research 
School o< Physical Sciences 4 Engineering, Australian National University, 
Canberra. ACT. Australia
Receive« 30 March 1993. accepieo lor publication 4 May 1993
Abstract The spatial profiles of m olecular beams formed by both single and 
m ulticap illary sources nave been investigated for He. Ne. Ar, Kr, H, and N?. The 
profile measurements were undertaken at distances from the source exit and 
driving pressures which are typical oi those used in atom ic co llis ion experiments 
(1-5 mm and 0 02-10 Torr respectively). The experim ental results indicate the clear 
superiority of a capillary array source over a single tube source, of s im ilar overall 
dimensions, in producing a well collim ated m olecular beam over a wide range ot 
driving pressures ano distances from the cap illa ry exit They also indicate that there 
is a measurable dependence of the beam profile on gas species, particu larly at the 
higner pressures studied The significance of this result tor the relative flow, cross 
section normalization technique is discussed
1. Introduction
Many research areas in atomic, molecular and surface 
physics require intense, collimated beams of avoms and 
molecules The wide variety of techniques available for 
the production of such beams include simple smglc- 
capillary sources with an appropriate length to diameter 
ratio, and the combination of many such miniature tubes 
in j  capillary array source. A large number of studies, 
both theoretical (see for example Giordmaine and Wang 
(I960I. Olander and Kruger ( 1970). Lucas (I973), 
Murphy 11989) and references therein I and experimental 
le g. Giordmaine and Wane (I9f>0). Hanes (1960). Jones 
er ii/ (I969). Steinruck and Rcndulic ( 1986). Adamson 
and McGilp 11986. I988) and Adamson cr al ( 1988), have 
been carried out on such sources in an attempt to 
characterize both the shape and absolute axial number 
densities of the beams they produce In general these 
studies have shown a reasonable level of agreement 
between the experimental distributions for both single 
and multicapillarv sources and those calculated from a 
variety of theoretical approaches, provided the distance 
from the source is large isee for example Adamson and 
McGilp 1986. Adamson ,-r al I9SSI
Most of the experimental measurements have cither 
been conducted with relatively large i4()cm or greater).
t P rc ^ n t Jddrc*> A c ro p h \» ic \ und l j w r • H jvcd  D u p n o ii ic *  
L a b o r jio rv .  D c p jr tm c m  oi und T hco rcuca l P tm ic» .
A u n ra iu n  N a tio n a l I f m c r u i v  A u iira n .i
or unspecified, separations between the exit of the capil­
lary source and the detector. However Jones et al (1969), 
Adamson and McGilp (1986. 1988) and Adamson er al 
(1988). measured angular distributions for single capillar­
ies, at separations of 5 mm, 6-30 mm and 12 mm respect­
ively The data of Adamson and McGilp, for a separation 
of 12 mm. indicate the development of significant differ­
ences between distributions at relatively high pressures, 
i.c. at low Knudscn numbers (< I) (the Knudsen number 
based on the length L of the capillary is K L-  '/.iLwhere 
/. is the mean free path of the gas), presumably as a 
result of intermolecular collisions occurring within the 
capillary. The most extensive set of measurements to 
date are those of Adamson er al (1988), who measured 
angular distributions for a number of different single 
capillaries and made comparisons between the exper­
imental distributions and those calculated using both 
Monte Carlo techniques and analytical expressions avail­
able in the literature. They found significant discrepanc­
ies between the experimental distributions and those 
calculated using the existing analytical expressions, but 
good agreement between experiment and the Monte 
Carlo approach. They also found no apparent differences 
in the distributions produced by glass or stainless steel 
capillaries of identical dimensions. As their work was 
motivated by a desire to understand the process of Learn 
doping of samples in t'ltv  technology, it was carried out 
at very low driving pressures corresponding to a situ­
ation where no intermolecular collisions occur li e. pure 
molecular flow).
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ELASTIC SCATTERING OF LOW ENERGY 
ELECTRONS FROM SULPHUR DIOXIDE
R.J. Gulley and Stephen J. Buckman
Electron Physics Group 
Atomic and Molecular Physics Laboratories 
Research School o f Physical Sciences and Engineering 
Australian National University 
Canberra, ACT, Australia
ABSTRACT: Absolute differential cross sections for vibrationally elastic 
electron scattering from sulphur dioxide (SO2) have been measured using a 
crossed electron-molecular beam apparatus at incident energies from 1-30 eV. 
This data is compared with two previous experimental measurements and serves 
to resolve a discrepancy which existed in the absolute magnitude of these 
measurements. The differential cross section data has also been integrated to 
obtain total elastic and elastic momentum transfer cross sections.
PACS: 34.80D
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DIFFERENTIAL AND TOTAL ELECTRON 
SCATTERING FROM NEON AT LOW INCIDENT
ENERGIES
R.J. Gulley, D.T. Alle, M J. Brennan, M.J. Brunger$ 
and SJ. Buckman
Electron Physics Group 
Atomic and Molecular Physics Laboratories 
Research School of Physical Sciences and Engineering 
Australian National University 
Canberra, ACT, Australia
ABSTRACT: Absolute differential (in angle) and total scattering cross sections 
for low energy (0.1-7.0 eV) electron scattering from neon have been measured. 
Both data sets have been analysed using phase shift techniques and comparisons 
made between the present cross sections and phase shifts and similar data from 
previous swarm and beam experiments, and theory. We also discuss the present 
data in the context of the recent proposal by Shi and Burrow regarding the use of 
neon as a secondary elastic cross section “standard”.
$ Present address: School of Physical Sciences, Flinders University of South Australia, 
Bedford Park, SA, Australia
PACS: 34.80D
Appendix B
Photographs
Gas handling system
Photograph 1: External magnetic shielding around the crossed beam apparatus
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Photograph 4: Target region
Photograph 5: Faraday cup
