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Abstract
Let D ¼ G=K be a complex bounded symmetric domain of tube type in a complex Jordan
algebra V and let DR ¼ J-DCD be its real form in a formally real Euclidean Jordan algebra
JCV ; DR ¼ H=L is a bounded realization of the symmetric cone in J: We consider
representations of H that are gotten by the generalized Segal–Bargmann transform from a
unitary G-space of holomorphic functions on D to an L2-space on DR: We prove that in the
unbounded realization the inverse of the unitary part of the restriction map is actually the
Laplace transform. We ﬁnd the extension to D of the spherical functions on DR and ﬁnd their
expansion in terms of the L-spherical polynomials on D; which are Jack symmetric
polynomials. We prove that the coefﬁcients are orthogonal polynomials in an L2-space, the
measure being the Harish–Chandra Plancherel measure multiplied by the symbol of
the Berezin transform. We prove the difference equation and recurrence relation for those
polynomials by considering the action of the Lie algebra and the Cayley transform on the
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polynomials on D: Finally, we use the Laplace transform to study generalized Laguerre
functions on symmetric cones.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The study of various generalizations of the classical Weyl transform has attracted
much interest and has been pursued for some time. As is well-known the Weyl
transform maps unitarily from the L2-space on Cd ¼ R2d onto the space of Hilbert–
Schmidt operators on Fock-space, FðCdÞ; on Cd : The Weyl transform intertwines
the natural actions of the Heisenberg group, Hn ¼ R Cd ; and realizes the
decomposition of L2ðHnÞ: However, there is another model for the representation,
namely, the so-called Schro¨dinger model, and the Segal–Bargmann transform is then
a unitary map from the Schro¨dinger model to the Fock model intertwining the action
of the Heisenberg group. The Segal–Bargmann and Weyl transforms have been
studied for a long time in their connection with geometric quantization. There are
several ways to show the unitarity of those transforms and generalize them to other
settings. One unifying idea, which also can be used as a guideline for natural
generalizations, is the restriction principle, i.e. polarization of a suitable restriction
map [23–25]. This idea, in turn, also uniﬁes the so-called Wick quantization and
Berezin transform in one picture, as we will brieﬂy recall in a moment, and gives
interesting connections to physics [16,17]. Other ideas, which also have led to
important generalizations, are based on heat-kernel analysis and the Stone von
Neumann Theorem [7,11,12,32]. We refer to [23,24] for discussion on the connection
between those two ideas.
Consider the tensor product FðCdÞ#FðCdÞ realized as the space of Hilbert–
Schmidt operators with integral kernels Fðz; wÞ holomorphic in z and anti-
holomorphic in w: Imbed Cd into Cd  Cd ; bar denoting opposite complex structure,
by z/ðz; zÞ: Consider the restriction mapping fromFðCdÞ#FðCdÞ to real analytic
functions on Cd taking functions Fðz; wÞ to its restriction Fðz; zÞ: By taking a
multiplier of the Gaussian (which is the restriction of the reproducing kernel of
FðCdÞ) into account one gets a bounded injective map R :FðCdÞ#FðCdÞ-L2ðCdÞ
with dense image. It turns out that the adjoint R is the Wick quantization map.
Consider the polar decomposition R ¼ U ﬃﬃﬃﬃﬃﬃﬃﬃﬃRRp : The map U is the Weyl quantization
and RR is the Berezin transform. Thus the information about the Wick quantization,
the Weyl quantization, and the Berezin transform are encoded in the restriction map.
It is easy to see by a similar calculation, as in [25], that by restriction of the Fock
space on Cd to its real form and taking the unitary part of the restriction we get the
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Segal–Bargmann transform. The Weyl transform from L2ðCdÞ ¼ L2ðRdÞ#L2ðRdÞ
onto FðCdÞ#FðCdÞ is the tensor product of two Segal–Bargmann transforms,
obtained by considering the restriction to two different real forms. The point is then
that both transforms may be considered as the unitary part of the adjoint of the
restriction of certain holomorphic representations on various real forms of the
underlying complex manifolds.
Instead of a ﬂat complex space Cd we may take a bounded symmetric domain
D ¼ G=K and consider the tensor product of a weighted Bergman space (so-called
holomorphic discrete series of G) with its conjugate. One may then perform the polar
decomposition R ¼ U ﬃﬃﬃﬃﬃﬃﬃﬃﬃRRp of the restriction map R and get a unitary intertwining
operator U from the tensor product onto L2ðDÞ: In terms of representation language
this has been studied by Repka [28], and an analytic and explicit approach was
started in [37]. In particular, it is realized that the analytic issues are far more subtle
when one considers the tensor product of the analytic continuation of weighted
Bergman spaces [38]. For that purpose we need to understand the positive part in the
polar decomposition, namely the square root of the Berezin transform RR: The
Berezin transform in the case of weighted Bergman spaces is a positive bounded
operator on L2ðDÞ and its spectral symbol has been calculated by Unterberger–
Upmeier [33].
In [24], it is shown how to generalize these ideas to restriction maps from a
reproducing kernel Hilbert space of holomorphic function on a complex manifold
MC to a totally real submanifold M: A particular situation is when MC ¼ G=K is a
bounded symmetric domain, the Hilbert space FðCdÞ is replaced by a weighted
Bergman space, and M ¼ H=H-K is a totally real homogeneous submanifold. The
restriction principle gives a natural way to deﬁne a Segal–Bargmann and Berezin
transform. The symbol of the Berezin transform is then calculated in [39]. The same
result for real tube domains and for classical domains are obtained by van Dijk and
Pevzner [6] and, respectively, Neretin [22].
In this paper we will use these ideas to construct and study a natural class of
functions and orthogonal polynomials on real symmetric domains. We consider the
simplest case when the real symmetric domain is, in the Siegel domain realization,
the symmetric cone (Type A in terms of the classiﬁcation of the root system, see [39]).
The starting point is a unitary highest weight representation ðpn;HnÞ; with one-
dimensional minimal K-type, of the group G: We consider the restriction map to a
real form H=H-K corresponding to the symmetric cone, both for the bounded
realization and the unbounded realization of G=K : The main difference is that in the
bounded realization we include the multiplier corresponding to the minimal K-type
in our restriction map
R :Hn-L
2ðH=H-KÞ; f/Dnf jH=H-K ;
whereas in the unbounded realization we include this multiplier in the measure, so
that the map R :Hn-L
2ðO; dmnÞ is now just the restriction f/f jO: Then in the
unbounded realization the Segal–Bargmann transform turns out to be the Laplace
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transform (see Theorem 7.4). By considering the unitary image of an orthogonal set
of K-ﬁnite H-K-invariant vectors in the holomorphic realization we construct a
family of spherical orthogonal functions and polynomials on H=H-K : One of our
main results is the orthogonality relations, recurrence formulas and difference
formulas for the polynomials. In the unbounded realization we get functions of the
form o/eTrðoÞLnð2XÞ where Ln is a polynomial which agrees with the Laguerre
polynomials in the case where G ¼ SLð2;RÞ and H=H-KCRþ [5]. These
polynomials have also been considered in [9, Chapter XV], but here we relate them
to representations of G: In that way we derive differential equations satisﬁed by these
polynomials (see Theorem 7.9 and [4]). Furthermore, applying the spherical Fourier
transform we get an orthonormal basis of L2ða; jcðlÞj2 dlÞW and a family of
orthogonal polynomials on a (see Corollary 3.6 and Proposition 4.3). We derive
recurrence formulas and difference formulas for these polynomials (see Theorems 5.6
and 6.1).
We mention that a large class of symmetric and non-symmetric polynomials
satisfying various difference equations has been recently introduced by using the
representation theory of afﬁne Hecke algebras. However, as it is noted by Cherednik
[3, p. 484] the meaning of the difference equations needs to be clariﬁed. Our results
provide the clariﬁcation and meaning of the orthogonality and difference relations
for these orthogonal polynomials. It also reveals that the difference relations and the
recurrence relations are somewhat dual to each other. We may well expect that this
will be true for other types of Macdonald polynomials.
This joint project started in December 2000 as G. Zhang was visiting Louisiana
State University. In our discussions we realized that we were working on similar
problems using similar ideas, except that G. Zhang was working in the bounded
realization for all real tube domains, while the ﬁrst two authors were working on the
restriction to the symmetric cone (Type A case) of unbounded realizations of Siegel
domains. The analytic nature involved for the Type A case is somewhat richer, in
particular in its connection with the Laplace transform. The treatment of types C
and D requires however some different and more combinatorial methods, see [40].
2. Bounded symmetric domains, symmetric cones and Cayley transform
In this section we recall some known necessary background about bounded
symmetric domains. We follow the presentation in [19]; see also [9].
2.1. Bounded symmetric domains
Let V be a d-dimensional complex Hermitian simple Jordan algebra. Let DCV be
an irreducible bounded symmetric domain isomorphic to a tube type domain in V :
Let AutðDÞ be the group of all biholomorphic automorphisms of D; let G ¼
AutðDÞ0 be the connected component of the identity in AutðDÞ; and let K be the
isotropy subgroup of G at the point 0. Then G is semisimple and, as a Hermitian
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symmetric space, D ¼ G=K : Furthermore, K is a maximal compact subgroup of G:
We denote by G˜ the connected simply connected covering group of G and K˜ the pre-
image of K in G˜: Then K˜CR K1 where K1 is a simply connected compact
semisimple Lie group. We start by reviewing the basic structure theory of G in terms
of the structure of the Jordan algebra V : The Lie algebra g of G is identiﬁed with
the Lie algebra autðDÞ of all completely integrable holomorphic vector ﬁelds on D
equipped with the Lie product
½X ; Y ðzÞ :¼ X 0ðzÞYðzÞ  Y 0ðzÞXðzÞ; X ; YAautðDÞ; zAD:
Deﬁne y : g-g by yðXÞðzÞ :¼ X ðzÞ: Then y is a Cartan involution on g and
gy ¼ fXAg j yðXÞ ¼ Xg ¼ k
is the Lie algebra of K : Let
p :¼ fXAg j yðXÞ ¼ Xg:
Then g ¼ k"p is the Cartan decomposition of g corresponding to y: Every element
in g is given by a polynomial of degree at most 2 [35]. The Lie algebra kC corresponds
to the elements of degree one and is isomorphic to a subalgebra of EndðVÞ by
T/ðTzÞ @@z: The identity map thus corresponds to the Euler operator
Z0 :¼ z @
@z
: ð2:1Þ
This element is central in kC and adðZ0Þ has eigenvalues 71 on pC: The þ1-
eigenspace pþ corresponds to the constant polynomials and the 1-eigenspace p
corresponds to the polynomials of degree two. There exists a quadratic form
Q : V-Endð %V; VÞ (where %V is the space V but with the opposite complex structure),
such that
p ¼ fxv j vAVg; where xvðzÞ :¼ ðv  QðzÞ%vÞ
@
@z
: ð2:2Þ
In the following we will identify elements in g with the corresponding polynomials.
Let fz; %v; wg be the polarization of QðzÞ%v; i.e.,
fz; %v; wg ¼ ðQðz þ wÞ  QðzÞ  QðwÞÞ%v:
Then
xvðzÞ ¼ v  QðzÞ%v ¼ v  12fz; %v; zg: ð2:3Þ
The space V with this triple product on V  %V  V ; is a JB-triple [35]. Deﬁne
D : V  %V-EndðVÞ by Dðz; %vÞw ¼ fz; %v; wg: The Lie bracket of two elements
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xv; xwAp is then given by
½xv; xw ¼ ðDðv; %wÞ  Dðw; %vÞÞAk: ð2:4Þ
The group K acts on V by linear transformations. Furthermore,
z; w/ðz j wÞ :¼ 1
p
Tr Dðz; %wÞ ð2:5Þ
is a K-invariant inner product on V : Here Tr is the trace functional on EndðVÞ and
p ¼ pðDÞ is the genus of D (see (2.8) below). Denote by jj  jj the corresponding
K-invariant operator norm on EndðVÞ: Deﬁne the spectral norm jj  jjsp
on V by
jjzjjsp :¼ jj12Dðz; %zÞjj1=2:
Then the domain D is realized as the open unit ball in V with respect to the spectral
norm, i.e. D ¼ fzAV j jjzjjspo1g:
An element vAV is called a tripotent if fv; %v; vg ¼ 2v: Let us choose and ﬁx a frame
fejgrj¼1 of tripotents in V : The number r is called the rank of D: Deﬁne Hj ¼
Dðej; %ejÞAkC: The operator Dðu; %uÞ has real spectrum for each uAV : Hence, by (2.4),
HjAik: Furthermore, the subspace
t ¼ i"
r
j¼1
RHjCk ð2:6Þ
is abelian. Let t ¼ t"tþ be a Cartan subalgebra of k and g containing t: Let
DðgC; tCÞ be the set of roots of tC in gC: Recall that a root aAD is called compact if
ðgCÞaCkC and non-compact if ðgCÞaCpC: Denote by Dc and Dn the set of compact,
respectively, non-compact roots. Finally, we recall that two roots aa7b are called
strongly orthogonal if a7beDðgC; tCÞ: We choose gjAðtÞC so that
gjðHkÞ ¼ 2djk
and gj vanishes on ðtþÞC: Then fg1;y; grg is a maximal set of strongly orthogonal
non-compact roots. We order them so that
g14?4gr:
The element e :¼ e1 þ?þ er is a maximal tripotent and
Z0 ¼ 1
2
Dðe; %eÞ ¼ 1
2
Xr
r¼1
Hj ; ð2:7Þ
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where Z0 corresponds to the identity map as before. In this notation the genus of D
is given by
p ¼ pðDÞ ¼ 2d
r
: ð2:8Þ
2.2. Real bounded symmetric domain
Let e ¼ e1 þ?þ er be the maximal tripotent as before. The map t : V-V ; tðvÞ ¼
QðeÞ%v is a conjugate linear involution of V and induces a decomposition V ¼ J"iJ;
where J is a formally real Euclidean Jordan algebra with identity e: Notice that t also
deﬁnes an involution, also denoted by t; of g and G: The involution on G is simply
given by ½tðgÞðzÞ ¼ tðgðtðzÞÞÞ; for zAD: As t commutes with the Cartan involution y
we have the following decomposition of g into eigenspaces:
g ¼ h"q
¼ hk"qk"hp"qp
¼ kh"kq"ph"pq;
where h is the þ1-eigenspace and q is the 1-eigenspace of t: The index k indicates
intersection with k; etc. The restriction of y to h deﬁnes a Cartan involution on h and
the corresponding Cartan decomposition is h ¼ kh"ph: The space pq is then a real
subspace of p: Recall the deﬁnition xvðzÞ :¼ v  QðzÞ%v: Then
ph ¼ fxv j vAJg:
Let DR ¼ D-J ¼ Dt: Then DR is a real bounded symmetric domain. For the
structure of these domains see [15,19]. Let
GðDRÞ ¼ fgAG j gðDRÞ ¼ DRg:
Then GðDRÞ is a closed subgroup of G with ﬁnitely many connected components.
Let H ¼ GðDRÞo be the connected component containing the identity 1AG: Since
eADR the subgroup fkAGðDRÞ j k  e ¼ eg is a maximal compact subgroup of
GðDRÞ and equals GðDRÞ-K : By replacing GðDRÞ by H it follows that H-K is a
maximal compact subgroup of H and
DR ¼ H=H-K ¼ GðDRÞ=GðDRÞ-K
is a Riemannian symmetric space with the Bergman metric restricted to DR:
Moreover, it is a totally geodesic submanifold. Finally, H ¼ Gto ¼ faAG j tðaÞ ¼
ago: Thus ðG; HÞ is a symmetric pair. We note that the group H is not semisimple
since expðRxeÞ is in the center of H: The group H is invariant under the Cartan
involution y and yjH is a Cartan involution on H:
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2.3. Cayley transform
In this subsection we discuss the realization of D as a tube-type domain TðOÞ ¼
iJ þ O: Let O be the cone of positive elements in J:
O ¼ fx2 j xAJ; detðxÞa0g:
Then O is a symmetric convex cone. Let
TðOÞ ¼ iJ þ O ¼ fwAV jReðwÞAOg:
If e  z is invertible in V let
gðzÞ ¼ e þ z
e  z ¼ ðe þ zÞðe  zÞ
1 ð2:9Þ
be the Cayley transform. Its inverse is
g1ðwÞ ¼ ðw  eÞðw þ eÞ1: ð2:10Þ
The following is well known:
Lemma 2.1. Let the notation be as above. Then the following hold:
(1) The Cayley transform g is a biholomorphic transformation from D into the Siegel
domain TðOÞ:
(2) The Cayley transform g : D/TðOÞ maps the real form DR of D onto the real
form O of TðOÞ:
(3) The following diagram commutes where the vertical arrows are the inclusion maps.
Notice that the Cayley transform can be realized by an element, also denoted g; in
GC: In fact, there exists a XAqp such that adðXÞ has eigenvalues 0, 1, and 1 and
g ¼ expðpi
4
X Þ: Deﬁne Gg :¼ gGg1 and Hg ¼ ðKC-GgÞo: Then
GgðOÞo ¼ fgAGg j gðOÞ ¼ Og ¼ Hg ¼ gHg1: ð2:11Þ
Let gg :¼ AdðgÞðgÞ be the Lie algebra of Gg: We collect some important facts in the
following lemmas:
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Lemma 2.2. Let the notation be as above. Then the following holds:
gg ¼ hk þ ihp þ iqk þ qp: ð2:12Þ
Thus ðgg; kg ¼ hk þ ihp; hg ¼ hk þ iqkÞ is the Riemannian dual of ðg; k; hÞ:
Lemma 2.3. With notation as above we have hg ¼ kC-gg and Z0 is central in hg:
We refer to [15] for further information. The group Gg acts on TðOÞ by
transforming the action of G:
g  z ¼ gððg1ggÞ  ðg1ðzÞÞÞ:
For simplicity we will sometimes write g for the adjoint action of g on gC and the
conjugation with g in GC:
2.4. Roots
In this subsection we describe the structure of restricted roots for the group H:
Let xj ¼ xej and
x ¼ x1 þ?þ xr:
By SU(1, 1)-reduction we have the following:
Lemma 2.4. xj ¼ AdðgÞ1ðHjÞ and x ¼ 2 AdðgÞ1ðZ0Þ ¼ AdðgÞð2Z0Þ:
Let
a ¼"r
j¼1
Rxj;
and deﬁne bjAa
 by bjðxiÞ ¼ 2dij : Then a is maximal abelian in hp: In fact, a is
also maximal abelian in p: We remark that g2Hj ¼ Hj; gðtÞ ¼ g1ðtÞ ¼ a and
bj ¼ gj3AdðgÞ:
We will often identify aC with C
r using the map a/a ¼ a1b1 þ?þ arbr: The
root system Dðh; aÞ is of type A:
Dðh; aÞ ¼ bj  bk
2
 1pjakpr
 
:
We ﬁx an ordering of the roots so that
b14b24?4br:
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Then the corresponding system Dþ ¼ Dþðh; aÞ of positive roots is given by
Dþ ¼ bj  bk
2
 1pjokpr
 
:
The root spaces hðbjbkÞ=2 all have the same dimension which we denote by a: Then
the half sum of the positive roots is
r ¼
Xr
j¼1
rjbj ¼
a
4
Xr
j¼1
ððr þ 1Þ  2jÞbj: ð2:13Þ
Example 2.5. In the case of D ¼ fzAC j jzjo1g and G ¼ SUð1; 1Þ acting on D in the
usual way
a b
%b %a
 !
 z ¼ az þ b
%bz þ %a;
our notation is:
2Z0 ¼ H1 ¼
1 0
0 1
 !
;
g ¼ 1ﬃﬃﬃ
2
p 1 11 1
 !
¼ exp pi
4
0 i
i 0
 ! !
;
x ¼ 0 1
1 0
 !
;
DR ¼ð1; 1Þ;
J ¼R;
O ¼Rþ;
TðOÞ ¼ fzAC jReðzÞ40g:
2.5. Conical functions, spherical functions, and invariant polynomials
Let fejgrj¼1 be the ﬁxed frame as before. Let uj :¼
Pj
k¼1 ek; j ¼ 1;y; r: Let Vj :¼
fzAV j Dðuj; %ujÞz ¼ 2zg: Then Vj is a Jordan%-subalgebra of V with a determinant
polynomial denoted by Dj: We extend Dj to all of V via DjðzÞ :¼ DjðprVj ðzÞÞ; where
prVj is the orthogonal projection onto Vj : The polynomials Dj are called (principal)
minors. Notice that DrðwÞ ¼ DðwÞ ¼ detðwÞ: For any a ¼ ða1;y; arÞACr consider
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the associated conical function [9, p. 122]:
DaðwÞ :¼ Da1a21 ðwÞDa2a32 ðwÞ?Darr ðwÞ; wAV :
Notice that if w ¼Prj¼1 wjej then DaðwÞ ¼ Qrj¼1 wajj : Thus the conical functions are
generalizations of the power functions.
Let L :¼ H-KCG-Gg and deﬁne
caðzÞ :¼
Z
L
DaðlzÞ dl; zAV : ð2:14Þ
The function clþr is the spherical function on O corresponding to l [9, Theorem
XIV. 3.1]. We identify ðtÞC with Cr via m1g1 þ?þ mrgr2ðm1;y; mrÞACr: If
l ¼ m; where m ¼ ðm1;y; mrÞ is a tuple of non-negative integers such that
m1Xm2X?XmrX0; then the functions Dl and cl are holomorphic polynomials
on the whole space V and cl is L-invariant. Let PðVÞ be the space of holomorphic
polynomials on V ; considered as K-space by the regular action, k  pðzÞ ¼ pðk1  zÞ:
Let
K ¼ fmANr0 j m1Xm2X?XmrX0g: ð2:15Þ
Then we have the well known Schmid decomposition [9, Theorem XI.2.4] [31].
Lemma 2.6. The space of polynomials PðVÞ decomposes as a K-representation
into
PðVÞ ¼
X
mAK
Pm; ð2:16Þ
where each Pm is of lowest weight m ¼ ðm1g1 þ?þ mrgrÞ; with m1X?XmrX0
being integers. In this case the polynomial Dm is a lowest weight vector in Pm and cm
is up to constants the unique L-invariant polynomial in Pm: In particular
PðVÞL ¼
X
mAK
Ccm: ð2:17Þ
As clþr is spherical on O and because the Cayley transform commutes with the
L-action we get the following lemma.
Lemma 2.7. Let lAaC: Then the spherical function flðxÞ on the real bounded
symmetric domain DR is given by
flðxÞ ¼ cilþr
e þ x
e  x
 
¼ cilþr3gðxÞ; xADR:
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2.6. The G-function on symmetric cones
The H-invariant measure on O is given by
dm0 ¼ DðxÞ
d
r dx;
where d ¼ dimRðJÞ ¼ dimCðVÞ: The Gindikin–Koecher Gamma function [10]
associated with the convex, symmetric cone O is deﬁned by
GOðlÞ :¼
Z
O
eTrðxÞDlðxÞDðxÞd=r dx:
The integral converges if and only if ReðljÞ4ðj  1Þa=2 for j ¼ 1; 2;y; r;
[9, Theorem VII.1.1]. Using the identiﬁcation aC with C
r via the map
ðl1;y; lnÞ2l1b1 þ?þ lrbr we have
GOðlÞ ¼ ð2pÞ
dr
2
Yr
j¼1
G lj  ðj  1Þ a
2
 
;
where G is the usual Gamma function. In particular, it follows that GO has a
meromorphic continuation to all of aC: We will view GO as a function on C
r and on
aC using our identiﬁcation above. We also adopt the notation b0 ¼
Pr
j¼1 bj and
GOðnÞ ¼ GOðnb0Þ; where nAC: Finally, we deﬁne
ðlÞm ¼
GOðlþmÞ
GOðlÞ :
2.7. The Laplace transform
We recall here a few facts about the Laplace transform on O: Let m be a (complex)
Radon measure on O such that x/eðtjxÞAL1ðO; djmjÞ for all tAO: Deﬁne the
Laplace transform of m by
LðmÞðwÞ :¼
Z
O
eðwjxÞ dmðxÞ ¼
Z
O
eðtjxÞeiðsjxÞ dmðxÞ;
for w ¼ t þ isATðOÞ: Then LðmÞ is holomorphic on TðOÞ: In particular, if
fAL1ðO; dmÞ then f ðxÞ dm is a ﬁnite measure and hence Lðf Þ :¼Lðf dmÞ is well
deﬁned. Furthermore, if nAC is such that ReðnÞ4ðr  1Þa
2
let dmnðxÞ ¼ DðxÞnd=r dx:
Notice that Dnd=rðxÞ ¼ DðxÞnd=r: Then dmn is a quasi-invariant measure on O and
the H-invariant measure corresponds to dmo: If n40 is real, then we let
L2nðOÞ ¼ L2ðO; dmnÞ: ð2:18Þ
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We deﬁne Ln : L
2
nðOÞ-OðTðOÞÞ by
Lnðf ÞðzÞ ¼Lðf dmnÞðzÞ ¼
Z
O
eðzjxÞf ðxÞ dmnðxÞ; zATðOÞ:
Here OðTðOÞÞ denotes the space of holomorphic functions on TðOÞ: We notice the
following, which follows directly from Proposition VII.1.2 of [9, p. 124] by the
holomorphicity of both sides in w:
Lemma 2.8. Let nAC be such that ReðnÞ4ðr  1Þa
2
: Then for any wATðOÞ
LðmnÞðwÞ ¼ GOðnÞDðwÞn:
2.8. Unitary highest weight representations
In this subsection we review some simple facts on scalar valued unitary highest
weight representations. We restrict the discussion to what we will need later on.
From now on v/%v denotes conjugation with respect to the real form J: Let G˜g
be the universal covering group of Gg: Then G˜g acts on TðOÞ by ðg; zÞ/kðgÞ  z
where k : G˜g-Gg is the canonical projection. For n41þ aðr  1Þ let HnðTðOÞÞ be
the space of holomorphic functions F :TðOÞ-C such that
jjF jj2n :¼ an
Z
TðOÞ
jFðx þ iyÞj2DðyÞn2d=r dx dyoN; ð2:19Þ
where
an ¼ 2
rn
ð4pÞdGOðn d=rÞ
: ð2:20Þ
ThenHnðTðOÞÞ is a non-trivial Hilbert space. For np1þ aðr  1Þ this space reduces
to {0}. If n ¼ 2d=r this is the Bergman space. For gAG˜ g and zATðOÞ; let JgðzÞ ¼
Jðg; zÞ be the complex Jacobian determinant of the action of g on TðOÞ at the point z:
We will use the same notation for elements gAG and zAD: Then
Jðab; zÞ ¼ Jða; b  zÞJðb; zÞ
for all a; bAG˜g and zATðOÞ: It is well known that for n41þ aðr  1Þ
pnðgÞf ðzÞ ¼ Jðg1; zÞn=pf ðg1  zÞ ð2:21Þ
deﬁnes a unitary irreducible representation of G˜g: In [8,30,36] it was shown that this
unitary representation ðpn;HnðTðOÞÞÞ has an analytic continuation to the half-
interval n4ðr  1Þa
2
: Here the representation pn is given by the same formula (2.21)
but the formula for the norm in (2.19) is no longer valid. We collect the necessary
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information from [9, p. 260], in particular, Theorem XIII.1.1. and Proposition
XIII.1.2., in the following theorem. We will give a new proof of (4) later using only
part (3).
Theorem 2.9. Let the notation be as above. Assume that n41þ aðr  1Þ: Then the
following hold:
(1) The space HnðTðOÞÞ is a reproducing kernel Hilbert space.
(2) The reproducing kernel of HnðTðOÞÞ is given by
Knðz; wÞ ¼ GOðnÞDðz þ %wÞn:
(3) If n4ðr  1Þa
2
then there exists a Hilbert space HnðTðOÞÞ of holomorphic
functions on TðOÞ such that Knðz; wÞ defined in (2) is the reproducing kernel of that
Hilbert space. The group G˜g acts unitarily on HnðTðOÞÞ by the action defined
in (2.21).
(4) The map
L2nðOÞ{f/F ¼Lnðf ÞAHnðTðOÞÞ
is a unitary isomorphism and
(5) If n4ðr  1Þa
2
then the functions
qm;nðzÞ :¼ Dðz þ eÞncm
z  e
z þ e
 
; mAK;
form an orthogonal basis of HnðTðOÞÞL; the space of L-invariant functions in
HnðTðOÞÞ:
2.9. Weighted Bergman spaces on the bounded symmetric domain
In the last section we concentrated on the unbounded realization. We will now
shift our attention to the bounded realization D: Let
hðz; wÞ :¼ Dðe  z %wÞ: ð2:22Þ
We note the hðz; wÞp is the Bergman kernel on D: We collect a few well-known facts
about hðz; wÞ in the following lemma.
Lemma 2.10. Let gAG and z; wAD: Then the following hold:
(1) hðz; wÞ is holomorphic in the first variable and anti-holomorphic in the second variable.
(2) hðw; zÞ ¼ hðz; wÞ for all z; wAD:
(3) hðg  z; g  wÞ ¼ Jðg; zÞ1=pJðg; wÞ1=phðz; wÞ: In particular, hðz; zÞ ¼ jJðg; 0Þj2=p40
where gAG is chosen such that g  0 ¼ z:
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(4) If x; yADR then hðx; yÞ40: In particular, all powers hðx; yÞm; mAR; x; yADR;
are well defined.
Let hðzÞ ¼ hðz; zÞ ¼ Dðe  z%zÞ: Then the measure
dmnðzÞ ¼ hðzÞnp dz ð2:23Þ
is a quasi-invariant measure on D and dm0ðzÞ is invariant. Furthermore,
dZðxÞ ¼ hðxÞp=2 dx ð2:24Þ
is an H-invariant measure on DR: Let G˜ be the universal covering group for G: As
for TðOÞ there exists a Hilbert space HnðDÞ of holomorphic functions D with a
unitary G˜-action, given by
pnðgÞf ðzÞ ¼ Jðg1; zÞ
n
pf ðg1zÞ
if n4ðr  1Þa=2: Here z/Jðg; zÞ is again the Jacobian of the action of G on V :
If n41þ aðr  1Þ then the norm on HnðDÞ is given by
jjF jj2n ¼ jjF jj2HnðDÞ :¼ dn
Z
D
jFðzÞj2 dmnðzÞ; ð2:25Þ
where
dn ¼ 1pd
GOðnÞ
GOðn d=rÞ:
The constant dn is chosen so that the constant function z/1 has norm one.
Lemma 2.11. Let the notation be as above. Then the following hold:
(1) If FAHnðTðOÞÞ then the function
pnðg1ÞðFÞðwÞ ¼ 2
rn
2Dðe  wÞnF3gðwÞ ¼ Dðe  wÞnFððe þ wÞðe  wÞ1Þ
belongs to HnðDÞ and
pnðg1Þ :HnðTOÞ-HnðDÞ
is a linear isomorphism onto HnðDÞ:
(2) The inverse pnðgÞ :HnðDÞ-HnðTðOÞÞ is given by
pnðgÞðFÞðzÞ ¼ 2
rn
2Dðz þ eÞnF3g1ðzÞ ¼ 2rn2Dðz þ eÞnFððz  eÞðz þ eÞ1Þ:
(3) Let FAHnðTðOÞÞ then
jjpnðg1ÞðFÞjj2HnðDÞ ¼ GOðnÞjjF jj2HnðTðOÞÞ:
ARTICLE IN PRESS
M. Davidson et al. / Journal of Functional Analysis 204 (2003) 157–195 171
(4) If gAG and FAHnðDÞ then
pnðgÞðpnðgÞFÞ ¼ pnðggg1ÞpnðgÞðFÞ:
(5) If n4ðr  1Þa
2
then PðVÞCHnðDÞ and PðVÞ is dense in HnðDÞ:
(6) If n4ðr  1Þa2 then the functions cm; mAK; form an orthogonal basis for HnðDÞL:
Proof. That the map is an isomorphism follows from [9, Proposition XIII.1.3]. The
intertwining relation in property (4) is a simple calculation and is left to the
reader. &
In particular, it follows that [9, Proposition XIII.1.4]:
Lemma 2.12. The reproducing kernel of HnðDÞ is given by Knðz; wÞ ¼ hðz; wÞn ¼
Dðe  z %wÞn:
Deﬁne the Fock-space on V to be the space of holomorphic functions on V such
that
jjF jj2FðVÞ ¼ pd
Z
V
jFðzÞj2ejjzjj2 dzoN: ð2:26Þ
The following result is proved by Faraut and Koranyi [8], see also [9, Propositions
XI.4.1 and XIII.2.2]. This will play an essential role in our work.
Theorem 2.13. Assume that n41þ aðr  1Þ and mX0: Then the norms of cm in the
Fock-space and weighted Bergman spaces are given by
jjcmjj2FðVÞ ¼
1
dm
d
r
 
m
and
jjcmjj2HnðDÞ ¼
1
dm
ðd
r
Þm
ðnÞm
respectively, where dm is the dimension of the space Pm:
Corollary 2.14. Assume that n41þ aðr  1Þ: Then the functions
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dmðnÞm
ðd
r
Þm
s
cm; mAK
form an orthonormal basis for HnðDÞL:
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Proof. This follows from Lemma 2.11, part 6, and the above theorem. &
3. Berezin transform and generalized Segal–Bargmann transform for DR
3.1. Restriction to DR of holomorphic functions on D
In this subsection we discuss the restriction principle for the bounded symmetric
space DR [23,24,39]. In particular, we give an exact bound for the parameter n such
that the restriction map R; deﬁned below, maps PðVÞ into L2ðH=LÞ:
Recall that the H-invariant measure on DR is given by dZðxÞ ¼ hðxÞ
p
2 dx: The
group H acts unitarily on L2ðDR; dZÞ by g  f ðxÞ ¼ f ðg1  xÞ: Furthermore,
L2ðDR; dZÞCHL2ðH=L; d ’hÞ;
where d ’h denotes an H-invariant measure on H=L:
Lemma 3.1. Let nAR: Then pðxÞhðxÞn=2AL2ðDR; dZÞ; for all pAPðVÞ; if and only
if n4aðr1Þ
2
:
Proof. Let pAPðVÞ: As the closure of DR is compact it follows that p is bounded on
DR: Hence it is enough to show that h
n=2AL2ðDR; dZÞ if and only if n4ðr  1Þa2: Note
that hn=2 is L-invariant. Writing the invariant measure on H=L using polar
coordinates gives for every L-invariant function:
Z
H=L
f ðh  0Þ d ’h ¼
Z
t14t24?4tr
f exp
Xr
j¼1
tjxj
 !
 0
 ! Y
ioj
sinhðti  tjÞ
 !a
dt1ydtr:
If G ¼ SUð1; 1Þ then x1 ¼ 0 11 0
 
: Then
gt :¼ expðtx1Þ ¼
coshðtÞ sinhðtÞ
sinhðtÞ coshðtÞ
 !
and hence
gt  0 ¼ tanhðtÞ:
A similar calculation in the general case gives
exp
Xr
j¼1
tjxj
 !
 0 ¼
Xr
j¼1
tanhðtjÞej :
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Thus
h exp
Xr
j¼1
tjxj
 !
 0
 !
¼D e 
Xr
j¼1
tanh2ðtjÞej
 !
¼
Yr
j¼1
ð1 tanh2ðtjÞÞ
¼
Yr
j¼1
1
cosh2ðtjÞ
:
It follows that
Z
DR
jhðxÞn=2j2hðxÞp=2 dx ¼
Z
t14?4tr
Yr
j¼1
coshðtjÞ2n

Y
ioj
sinhðti  tjÞ
 !a
dt1y dtr:
Let fðtÞ ¼ 1e2t
2
and observe that f is non-negative and increasing, fðtÞ ¼ 0 if and
only if t ¼ 0; f is bounded (by 1
2
) on ½0;NÞ; and sinhðti  tjÞ ¼ etitjfðti  tjÞ: In a
similar way let cðtÞ ¼ 1þe2t
2
: Observe that cðtÞAð1
2
; 1; for all tA½0;NÞ; and
coshðtjÞ ¼ etjcðtjÞ: Let t ¼ ðt1;y; trÞ and deﬁne FðtÞ ¼
Q
ioj fðti  tjÞ and CðtÞ ¼Qr
j¼1 cðtjÞ: In this notation we have
Z
DR
jhðxÞn=2j2hðxÞp=2 dx ¼
Z
t14?4tr
FðtÞCðtÞe
Pr
j1 ð2nþðrþ12jÞaÞtj dt1ydtr:
Now suppose n4ðr  1Þa
2
: Then 2nþ ðr þ 1 2jÞao0 for each j ¼ 1;y; r: Since
C and F are bounded the integral converges. On the other hand, suppose the integral
converges. Let e40: Then the integral converges when integrated over the
complement of the set where ti  tjoe; for all i; j such that 1oiojor: Since F
and C are bounded away from zero on such a set it must be that 2nþ ðr þ 1
2jÞao0 for each j ¼ 1;y; r: This implies n4ðr  1Þ a
2
: &
We remark that the constant in the last lemma is exactly the same as the end-
point of the continuous set of parameters, ða
2
ðr  1Þ;NÞ; for the unitary highest
weight modules. Assume that n4ðr  1Þ a
2
: Let Rn be the restriction map
Rn :HnðDÞ-CNðDRÞ given by
Rn f ðxÞ ¼ f ðxÞhðxÞ
n
2: ð3:1Þ
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As n will be ﬁxed most of the time, we will often write R for Rn: Consider the
restriction of the group action pn of G˜ to H˜; where H˜ is the subgroup corresponding
to the Lie algebra h: Using the method from [23, Lemma 3.4], we can now prove the
following lemma.
Lemma 3.2. Assume that n4ðr  1Þ a
2
: Then the map Rn is a closed densely defined H˜-
intertwining operator from HnðDÞ into L2ðDR; dZÞ:
Proof. That R intertwines the action of H˜ onHnðDÞ and the regular action of H˜ on
L2ðD; dZÞ follows by the transformation properties of hðxÞ: If F is a poly-
nomial, RFAL2ðDR; dZÞ by Lemma 3.1. Hence R is densely deﬁned. Let gACNc ðDRÞ
and e40: Then there exists a polynomial F such that jjF  hn=2gjjNoe=jjhn=2jj:
Hence
jjRF  gjj2 ¼
Z
DR
jhðxÞnjFðxÞ  hðxÞn=2gðxÞj2 dZðxÞ
p e
2
jjhn=2jj2
Z
hðxÞn dZðxÞ ¼ e2:
Hence ImðRÞ is dense in L2ðDR; dZÞ: Finally, R is closed because point evaluations in
HnðDÞ are continuous. &
We can now consider the adjoint R : L2ðDR; dZÞ-HnðDÞ as a densely deﬁned
operator.
Theorem 3.3. Assume that n4ðr  1Þ a
2
: Let f be in the domain of definition of Rn :
Then the following holds:
(1) RnR

n f ðyÞ ¼
R
DR
hðyÞn=2hðxÞn=2
hðy;xÞn f ðxÞ dZðxÞ:
(2) If gAH; then this is the same as
RnR

n f ðg  0Þ ¼
Z
H
Jðh1g; 0Þn=pf ðhÞ d ’h ¼ Dn  f ðgÞ;
where DnðhÞ ¼ Jðh; 0Þn=p is in L2ðH=L; d ’hÞ and Dn  f stands for the group
convolution.
(3) Assume that n4ðr  1Þa: Then DnAL1ðDR; dZÞ:
(4) If n4ðr  1Þa: Then RnRn : L2ðDR; dZÞ-L2ðDR; dZÞ is continuous with norm
jjRnRn jjpjjDnjjL1 :
(5) If n4ðr  1Þa: Then RnRn : LNðDR; dZÞ-LNðDR; dZÞ is continuous with norm
jjRnRn jjpjjDnjjL1 :
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Proof. (1) Let f be in the domain of deﬁnition of R: Then RfAHnðDÞ and for
wAD we get:
Rf ðwÞ ¼ ðRf ; hð; wÞnÞHnðDÞ
¼ ðf ; Rðhð; wÞnÞÞL2ðDRÞ
¼
Z
DR
f ðxÞhðxÞn=2hðw; xÞn dZðxÞ;
where we have used that hðz; wÞ ¼ hðw; zÞ (cf. Lemma 2.10). Thus for yADR we get:
RRf ðyÞ ¼
Z
DR
f ðxÞhðyÞn=2hðxÞn=2hðy; xÞn dZðxÞ
which proves the ﬁrst statement.
(2) Let g1; g2AH: According to Lemma 2.10 we have
hðg  0Þ ¼ hðg  0; g  0Þ ¼ Jðg  0; 0Þ2=p:
Thus
hðg1  0; g2  0Þ ¼ hðg2g12 g1  0; g2  0Þ ¼ Jðg2; g12 g1  0Þ1=pJðg2; 0Þ1=p;
where we have used that Jðg2; 0Þ and Jðg1; 0Þ are real, and that hðz; 0Þ ¼ 1 for all z:
The cocycle relation Jðab; zÞ ¼ Jða; bzÞJðb; zÞ gives
Jðg1; 0Þ ¼ Jðg2ðg12 g1Þ; 0Þ ¼ Jðg2; g12 g1  0ÞJðg12 g1; 0Þ:
Hence
Jðg2; g12 g1  0Þ ¼ Jðg1; 0ÞJðg12 g1; 0Þ1:
Thus the integral kernel for RR becomes
hðg1  0Þn=2hðg2  0Þn=2
hðg1  0; g2  0Þn ¼
Jðg1; 0Þn=pJðg2; 0Þn=p
Jðg1; 0Þn=pJðg12 g1; 0Þn=pJðg2; 0Þn=p
¼ Jðg12 g1; 0Þn=p ¼ Dnðg12 g1Þ:
As DnðgÞ ¼ Jðg; 0Þn=p ¼ hðg  0Þn=2 it follows by Lemma 3.1 that DnAL2ðH=L; d ’hÞ:
(3) Notice that D2n ¼ D2n: Hence the claim follows from Lemma 3.1.
(4) and (5) are now obvious. &
If n4aðr  1Þ then
RR1ðg  0Þ ¼
Z
H
Dnðg1hÞ dh ¼ jjDnjjL1oN:
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Since jjDnjjL140 we deﬁne cn by the relation 1cn ¼ jjDnjjL1 : The operator RR is called
the Berezin transform on DR and Bn ¼ cnRR is called the normalized Berezin
transform because Bnð1Þ ¼ 1: By Theorem 3.3
Bn f ðxÞ ¼ cn
Z
DR
hðxÞn=2hðyÞn=2
hðx; yÞn f ðyÞ dZðyÞ
¼ cn
Z
DR
hðxÞn=2hðyÞn=2
jhðx; yÞn=2j2
f ðyÞ dZðyÞ: ð3:2Þ
The space L2ðDR; dZÞL is decomposed into a direct integral of principle series
representations of H via the spherical Fourier transform
f˜ðlÞ ¼Fðf ÞðlÞ ¼
Z
DR
f ðxÞflðxÞ dZðxÞ ð3:3Þ
or, in terms of the spectral decomposition of commuting self-adjoint operators, as a
direct integral of eigenspaces of the invariant differential operators. The L-invariant
eigenfunctions of Bn are precisely the spherical functions fl; lAa

C: Thus
Bnfl ¼ bnðlÞfl:
The symbol bn is explicitly calculated in [39].
3.2. The generalized Segal–Bargmann transform
We assume in this section that n4ðr  1Þ a
2
: The operator RR is well deﬁned and
by deﬁnition positive. We can therefore deﬁne
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RR
p
: Then there exists a partial
isometry Un such that R
 ¼ Un
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RR
p
: To simplify notation we will often write U for
Un: As R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RR
p
U and ImðRÞ is dense it follows that U is actually a unitary
isomorphism.
Deﬁnition 3.4. Let n4ðr  1Þa
2
: The unitary isomorphism Un : L
2ðDR; dZÞ-HnðDÞ is
called the generalized Segal–Bargmann transform [24].
Let W ¼ NLðaÞ=ZLðaÞ be the Weyl group of a corresponding to the root system
Dðh; aÞ and let f-f˜ denote the spherical Fourier transform. Then f/f˜ ¼Fðf Þ
extends to a unitary isomorphism
F :L2ðDR; dZÞL-L2 a=W ; dljcðlÞj2
 !
CL2 a;
dl
wjcðlÞj2
 !W
; ð3:4Þ
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where
cðlÞ ¼ c0
Y
jok
Gðiðlj  lkÞÞ
Gððrj  rkÞÞ
Gða
2
þ iðlj  lkÞÞ
Gða
2
þ rj  rkÞ
is the Harish–Chandra c-function, c0 is a constant whose value can be evaluated by
using known integral formulas (see [40] for the case of type C and D domains), and w
is the order of the Weyl group W : Combining all of this together we now get the
following proposition.
Proposition 3.5. Suppose n4ðr  1Þ a
2
: Then
F3Un :HnðDÞL-L2 a;
1
w
jcðlÞj2 dl
 W
is a unitary isomorphism.
Corollary 3.6. Let the notation be as above. Then the following hold:
(1) If n4ðr  1Þ a
2
then the functions
FUn ðcmÞ; mAK
form an orthogonal basis for the Hilbert space L2ða=W ; jcðlÞj2 dlÞ:
(2) If n41þ aðr  1Þ then the functionsﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
dmðnÞm
ðd
r
Þm
s
FUn ðcmÞ; mAK
form an orthonormal basis for the Hilbert space L2ða=W ; jcðlÞj2 dlÞ:
Proof. This follows Lemma 2.11, part 6, and Corollary 2.14. &
Our ﬁrst main goal of this paper is to identify the functions FUcm and study
their analytical properties.
4. Generating functions and orthogonality relations for the branching
coefﬁcients
In this section we derive the orthogonality relations for the branching coefﬁcients.
These results follow somewhat easily from a general consideration [40]. In the case
where one considers the branching rules for the tensor product HnðDÞ#HnðDÞ of
G; considered as the restriction of the representation of G˜  G˜ on the diagonal, the
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branching coefﬁcients, also called the Clebsch–Gordan coefﬁcients, are studied in
[25,37,38]. The results here parallel those obtained there. Thus, we will be brief.
Deﬁne pmAPðaÞ by the Rodrigue’s type formula
pn;mðlÞ ¼ pmðlÞ :¼ jjcmjj2FðVÞcmð@xÞðDðe  x2Þn=2flðxÞÞjx¼0: ð4:1Þ
We can consider the polynomials pmðlÞ as a generalization of the Hermite poly-
nomials [40].
Lemma 4.1. Consider the expansion of hðxÞn=2flðxÞ ¼ Dðe  x2Þn=2flðxÞ in terms
of the L-invariant polynomials cm: Then
Dðe  x2Þn=2flðxÞ ¼
X
mAK
pn;mðlÞcmðxÞ: ð4:2Þ
Proof. Deﬁne PmðlÞ by
Dðe  x2Þn=2flðxÞ ¼
X
mAK
PmðlÞcmðxÞ:
Differentiating both side with respect to cmð@xÞ and setting x ¼ 0 gives
jjcmjj2FðVÞpmðlÞ ¼ PmðlÞðcmð@xÞcmðxÞÞjx¼0 ¼ PmðlÞjjcmjj2FðVÞ:
Hence the claim. &
Lemma 4.2. Assume that n4aðr  1Þ: Let FAHnðDÞL: Then
Fð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃRnRnp Un ðFÞÞðlÞ ¼ c1=2n bnðlÞ1=2FðUn ðFÞÞðlÞ:
Proof. Recall that RR is a convolution by Dn : Hence, for all fAL2ðDR; dZÞL;
FðRRf ÞðlÞ ¼FðDnÞðlÞFðf ÞðlÞ:
Furthermore,
FðDnÞðlÞ ¼
Z
DnðhÞflðhÞ d ’h ¼ c1n BnðflÞð1Þ ¼ c1n bnðlÞ;
since flð1Þ ¼ 1: Consequently,
Fð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RR
p
f ÞðlÞ ¼ c
1
2
n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bnðlÞ
p
f˜ ðlÞ:
Applying this to a function f ¼ UF ; FAHnðDÞ; gives the lemma. &
The next proposition states that the polynomials pmðlÞ can be also obtained via
the Segal–Bargman transform of cm:
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Proposition 4.3. Assume that n4aðr  1Þ: Then
FðUn cmÞðlÞ ¼ c
1
2
n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
bnðlÞ
p
jjcmjj2n pn;mðlÞ:
Proof. Since n4aðr  1Þ; we have
Z
D
hðxÞn2 dZðxÞoN:
Let CðrÞ be the convex hull of W  r: By the Helgason–Johnson theorem
([13, Theorem 8.1, p. 458], [14], see also [1] for some Lp-results), if lAa þ iCðrÞ
then fl is a bounded function on DR: Thus the integral deﬁning Bnfl is absolutely
convergent and
BnflðxÞ ¼ cn
Z
DR
hðxÞn=2hðyÞn=2
hðx; yÞn flðyÞ dZðyÞ ¼ bnðlÞflðxÞ:
We divide by cnhðxÞn=2: Furthermore, extend jjcmjj1n cm; mAK; to an orthonormal
basis Fn of HnðDÞ: Then
hðz; wÞn ¼
X
n
FnðzÞFnðwÞ:
This gives:
c1n bnðlÞhðxÞn=2flðxÞ ¼
Z
DR
X
n
hðyÞn=2FnðyÞflðyÞFnðxÞ dZðyÞ:
We now let cmð@xÞjx¼0 act on both sides. For the left-hand side we use Lemma 4.1.
For the right-hand side we use the fact that jjcmjj1n cmð@xÞFnðxÞjx¼0 ¼ dmn
jjcmjj2FðVÞ
jjcmjj2n
;
when Fm is one of the jjcmjj1n cm; and 0 otherwise. We thus get
jjcmjj2FðVÞc1n bnðlÞpmðlÞ ¼
jjcmjj2FðVÞ
jjcmjj2n
Z
DR
hðyÞn=2cmðyÞflðyÞ dZðyÞ:
That is,
FðRcmÞðlÞ ¼ jjcmjj2nc1n bnðlÞpmðlÞ:
The claim follows now from Lemma 4.2 as R ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃRRp U: &
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5. Recurrence formulas for the branching coefﬁcients
Propositions 3.5 and 4.3 together imply that when the measure bðlÞjcðlÞj2 dl is
associated with a=W then the polynomials pnðlÞ; nAK; are orthogonal. When
reference is made to the orthogonality of these polynomials it is understood to be
with respect to this measure. In this section and the next we will derive the recurrence
and difference formulas for the orthogonal polynomials pnðlÞ: In most cases, our
method will be to prove our formula ﬁrst for l in a certain integral cone where we
can easily deal with the equations. To pass to the general formula we then need the
following elementary result, which can be easily proved by induction. Recall the
lattice K deﬁned in (2.15).
Lemma 5.1. Suppose p1ðlÞ and p2ðlÞ are two polynomials in aC: Let mAaC: Suppose
that p1ðlÞ ¼ p2ðlÞ for all l ¼ nþ m; nAK: Then p1ðlÞ ¼ p2ðlÞ for all lAaC:
To simplify certain arguments we assume, in this and next section, that n is an even
positive integer. To state our result we need the binomial coefﬁcient
n
n gk
 !
¼ nk þ a
2
ðr  kÞ
 Y
jak
nk  nj þ a2ðj  k  1Þ
nk  nj þ a2ðj  kÞ
;
(cf. [18,20,21]). Note that nngk
 
is actually a rational function of n and can be
deﬁned on all Cr with singularities on some lower dimensional hyperplanes. We let
cnðkÞ ¼
Y
jak
nj  nk  a2ðj þ 1 kÞ
nj  nk  a2ðj  kÞ
:
The following theorem is essentially proved in [26], although the holomorphic
discrete series pn is realized there in a degenerate principal series representation. We
will not reproduce the same proof here. In the case of G ¼ SUð1; 1Þ we have cmðzÞ ¼
zm: This theorem and the lemma that follows are generalizations of the simple
facts that
pn 
0 1
1 0
 ! !
zm ¼ ðnþ mÞzm1 þ mzm1
pn 
1 0
0 1
 ! !
zm ¼ ðnþ 2mÞzm;
which can be veriﬁed by a simple calculation.
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Theorem 5.2. Recall that x ¼ AdðgÞð2Z0Þ: In the bounded realization HnðDÞ of the
representation of gC;
pnðxÞcn ¼
Xr
j¼1
n
n gj
 !
cngj 
Xr
j¼1
nþ nj  a
2
ðj  1Þ
 
cnðjÞcnþgj : ð5:1Þ
Remark 5.3. As is proved in [26] one may use the above formula to derive the results
of Faraut–Koranyi [8] on the norm of fn in the Hilbert space HnðDÞ: Conversely,
knowing that pnðxÞfl is of the above form, it is possible also to ﬁnd recursively the
coefﬁcients by using the results in [8], the dimension formula in [34], and the fact that
pnðxÞ is a skew-symmetric operator.
The element 2Z0 ¼ Dðe; %eÞ is in the center of k; and thus acts on each cn by a
scalar. A routine calculation gives the following lemma:
Lemma 5.4. We have
pnð2Z0Þcm ¼ ðrnþ 2jmjÞcm: ð5:2Þ
We can draw several important relations from these facts. Recall ﬁrst from
Theorem 2.9, part 5 that
qm;nðzÞ ¼ Dðz þ eÞncmððz  eÞðz þ eÞ1Þ ¼ 2rn=2pnðgÞcmðzÞ:
Recall that pnðgÞ is well deﬁned and that
pnðgÞpnðX Þ ¼ pnðAdðgÞX ÞpnðgÞ
for all XAgC: As Adðg1Þð2Z0Þ ¼ x and Adðg1ÞðxÞ ¼ 2Z0; by Lemma 2.4, we get
by applying the Cayley transform to (5.1) and (5.2):
Lemma 5.5. Let qm;nðzÞ ¼ Dðz þ eÞncmððz  eÞðz þ eÞ1Þ then the following holds:
(1) pnðxÞqm;n ¼ ðrnþ 2jmjÞqm;n:
(2) pnð2Z0Þqm;n ¼
Pr
j¼1
m
mgj
 
qmgj ;n 
Pr
j¼1ðnþ nj  a2ðj  1ÞÞcmðjÞqmþgj ;n:
The following theorem gives the recursion relations for the polynomials pn;m:
Theorem 5.6. The following recurrence formula holds:
2
Xr
j¼1
ðilj þ rjÞ
 !
pn;mðlÞ ¼
Xr
j¼1
mþ gj
m
 !
pn;mþgj ðlÞ
 nþ mj  1 a
2
ðj  1Þ
 
cmgj ðjÞpn;mgj ðlÞ:
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Proof. We prove the result for
l ¼ i mþ n
2
 r
 
; ð5:3Þ
where mAK and n
2
is viewed as n
2
Pr
j¼1 bj : The general result for lAC
r ¼ aC follows
from Lemma 5.1. As AdðgÞx ¼ AdðgÞ1x ¼ 2Z0 we get from Lemma 5.5:
pnðxÞpnðg1ÞcmðxÞ ¼ ðrnþ 2jmjÞpnðg1ÞcmðxÞ:
Now simplify this expression before actually performing the differentiation:
pnðg1ÞcmðxÞ ¼ 2rn=2cm
e þ x
e  x
 
Dðe  xÞn
¼ 2rn=2cmþn
2
e þ x
e  x
 
D
e þ x
e  x
 n
2
Dðe  xÞn
¼ 2rn=2cmþn
2
e þ x
e  x
 
Dðe  x2Þn2
¼ 2rn=2flðxÞDðe  x2Þ
n
2: ð5:4Þ
Here we have used that
D
e þ x
e  x
 n=2
Dðe  xÞn ¼Dðe þ xÞn=2Dðe  xÞn=2Dðe  xÞn
¼Dðe þ xÞn=2Dðe  xÞn=2
¼Dðe  x2Þn2:
Hence
pnðxÞðDðe  x2Þn=2flðxÞÞ ¼ ðrnþ 2jmjÞDðe  x2Þn=2flðxÞ: ð5:5Þ
On the other hand, by Lemma 4.1:
flðxÞDðe  x2Þ
n
2 ¼
X
nAK
pnðlÞcnðxÞ: ð5:6Þ
Thus (5.5) reads as
pnðxÞ
X
nAK
pnðlÞcnðxÞ ¼ ðrnþ 2jmjÞ
X
nAK
pnðlÞcnðxÞ: ð5:7Þ
Notice that (5.6) is the power series expansion of an analytic function and the
operator pnðxÞ is a differential operator; it commutes with the summation. We thus
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have, in a neighborhood of x ¼ 0;
X
nAK
pnðlÞpnðxÞcnðxÞ ¼ ðrnþ 2jmjÞ
X
nAK
pnðlÞcnðxÞ: ð5:8Þ
The left-hand side, in view of Theorem 5.2, is
X
nAK
pnðlÞ
Xr
j¼1
n
n gj
 !
cngj ðxÞ 
Xr
j¼1
nþ nj  a
2
ðj  1Þ
 
cnðjÞcnþgj ðxÞ
 !
¼
X
nAK
cnðxÞ
Xr
j¼1
nþ gj
n
 !
pnþgj ðlÞ
 
 nþ nj  1 a
2
ðj  1Þ
 
cngj ðjÞpngj ðlÞ

: ð5:9Þ
Equating the coefﬁcients of cnðxÞ in (5.8) and (5.9) we get
ðrnþ 2jmjÞpnðlÞ ¼
Xr
j¼1
nþ gj
n
 !
pnþgj ðlÞ  nþ nj  1
a
2
ðj  1Þ
 
cngj ðjÞpngj ðlÞ:
The relation (5.3) implies that ðrnþ 2jmjÞ ¼ 2jilþ rj ¼ 2Prj¼1ðilj þ rjÞ: This
ﬁnishes the proof. &
Example 5.7. IfD is the unit disk, then we can takeDR as the unit interval ð1; 1Þ on
the real line. The spherical function on the unit disk is flðxÞ ¼ ð1þx1xÞil and expansion
(4.2) reads as
ð1 x2Þn2 1þ x
1 x
 il
¼ ð1 xÞn2ilð1þ xÞn2þil ¼
XN
n¼0
pn;nðlÞxn ð5:10Þ
with
pn;nðlÞ ¼ n
2
þ il
 
n
2F1
n
2
 il;n;n
2
 il n þ 1; 1
 
being the Meixner–Pollacyck polynomials, (cf. [2]). The action of x ¼ 0 1
1 0
 
on
functions on ð1; 1Þ is
pnðxÞf ðxÞ ¼ nxf ðxÞ  ð1 x2Þf 0ðxÞ:
Writing the function in equation (5.10) as Gn;lðxÞ we have
pnðxÞGn;l ¼ ð2ilÞGn;l:
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This can be proved easily by a direct computation. It exempliﬁes Eq. (5.5) (here,
r ¼ 0 and so il ¼ m þ n
2
). It then implies the recurrence relation
ð2ilÞpn;nðlÞ ¼ ðn þ 1Þpn;nþ1ðlÞ  ðnþ n  1Þpn;n1ðlÞ;
and this coincides with Theorem 5.6.
Remark 5.8. While deriving the recurrence formula we have extended the action of
gC and g on HnðTðOÞÞ (or HnðDÞ) to the space of meromorphic functions on V :
Indeed the operator pnðg1Þ is up to a constant, cf., Lemma 2.11, a unitary operator
fromHnðTðOÞÞ ontoHnðDÞ so it is initially deﬁned onHnðTðOÞÞ: However, in our
formulas the action of pnðg1Þ on cl for l ¼ m is viewed as the extended action since
cl is not an element in HnðTðOÞÞ: It suggests some interesting applications of the
idea of extending holomorphic functions on a domain to meromorphic functions to a
larger domain.
6. Difference formulas for the branching coefﬁcients
In this section we state and prove the difference equation for the polynomials
pn;mðlÞ
Theorem 6.1. The polynomials pn;mðlÞ satisfy the following difference equation
ðrnþ 2jnjÞpn;nðlÞ ¼
Xr
j¼1
ilþ r n
2
ilþ r n
2
 gj
 !
pn;nðlþ igjÞ

Xr
j¼1
n
2
þ ilj þ rj 
a
2
ðj  1ÞÞ
 
cilþrn
2
ðjÞpn;nðl igjÞ:
Proof. As in the proof of Theorem 5.6 it sufﬁces to prove the theorem for
those l satisfying ilþ r ¼ mþ n=2: Eqs. (5.5) and (5.6) in the proof above combine
to give
2
rn
2 pnðg1Þcm ¼
X
nAK
pnðlÞcn: ð6:1Þ
Let the operator pnð2ZoÞ act on both sides. For the left-hand side we use Theorem
5.6, Lemma 2.4, and Eq. (6.1) applied to the case iðl7igjÞ þ r ¼ ðm8gjÞ þ n2
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to obtain
LHS ¼ 2rn2 pnð2ZoÞpnðg1Þcm
¼ 2rn2 pnðg1ÞpnðxÞcm
¼  2rn2 pnðg1Þ
Xr
j¼1
m
m gj
 !
cmgj 
Xr
j¼1
nþ mj  a
2
ðj  1Þ
 
cmðjÞcmþgj
 !
¼ 
X
nAK
Xr
j¼1
m
m gj
 !
pnðlþ igjÞ
 

Xr
j¼1
nþ mj  a
2
ðj  1Þ
 
cmðjÞpnðl igjÞ
!
cn:
For the right-hand side we obtain by Lemma 5.4
RHS ¼ pnð2ZoÞ
X
nAK
pnðlÞcn
¼
X
nAK
ðrnþ 2jnjÞpnðlÞcn:
The proof is completed by equating the coefﬁcients, rewriting each occurrence of
m in terms of l; and then applying Lemma 5.1. &
Example 6.2. We continue Example 5.7. The above difference relation can be proved
by simple however tricky computations, which in turn reveal the advantage of using
the representation theoretic method. Using the notation there, write GlðxÞ ¼ Gn;lðxÞ
the generating function. Differentiating the expansion we get
2x
d
dx
GlðxÞ ¼
XN
n¼0
2npn;nðlÞxn: ð6:2Þ
On the other hand, differentiating the formula for GlðxÞ results in
2x
d
dx
GlðxÞ ¼ n
2
þ il
  2x
1þ x GliðxÞ þ 
n
2
þ il
  2x
1 x GlþiðxÞ: ð6:3Þ
We observe that
GlðxÞ ¼ 1 x
1þ x GliðxÞ ¼
1þ x
1 x GlþiðxÞ;
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which then imply that
nGlðxÞ ¼ n
2
þ il
 
GlðxÞ þ n
2
 il
 
GlðxÞ
¼ n
2
þ il
 1 x
1þ x GliðxÞ þ
n
2
 il
 1þ x
1 x GliðxÞ: ð6:4Þ
Summing Eqs. (6.3) and (6.4) gives
2x
d
dx
þ n
 
GlðxÞ ¼ n
2
þ il
 
GliðxÞ þ n
2
 il
 
GlþiðxÞ
and consequently
ð2n þ nÞpn;nðlÞ ¼ n
2
þ il
 
pn;nðl iÞ þ n
2
 il
 
pn;nðlþ iÞ
or
ð2n þ nÞpn;nðlÞ ¼ n
2
þ il
 
pn;nðlþ iÞ  n
2
þ il
 
pn;nðl iÞ
which coincides with Theorem 6.1. The proof of Theorem 6.1 is thus conceptually
clearer.
7. The restriction principle in the unbounded realization
In this section we discuss the application of the restriction principle to the
unbounded realization of G=K : In particular, we use this to introduce the Laguerre
functions of the cone O and derive some relations they satisfy. For a function F
deﬁned on the Siegel domain TðOÞ ¼ Oþ iJ let
RnFðxÞ ¼ RFðxÞ ¼ FðxÞ;
where xAO: Since the functions in HnðTðOÞÞ are holomorphic it follows as before
that R is injective on HnðTðOÞÞ: For yAO; let kyðzÞ ¼ Knðz; yÞ ¼ Kðz; yÞ; where
zATðOÞ: Then kyAHnðTðOÞÞ and
RkyðxÞ ¼ GOðnÞDðx þ yÞn:
Lemma 7.1. The linear span of fky j yAOg is dense in HnðTðOÞÞ:
Proof. Assume that fAHnðTðOÞÞ is perpendicular to all ky; yAO: Then f ðyÞ ¼ 0; for
all yAO: As f is holomorphic it follows that f ¼ 0: &
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Recall the Beta-function for O:
BOðn;mÞ ¼
Z
O
Dðx þ eÞnmDðxÞnd=r dx;
which is ﬁnite for n and m having real parts greater than ðr  1Þ a
2
[9, p. 141].
Lemma 7.2. Let yAO: Then RkyAL2nðOÞ; for all n4ðr  1Þ a2: In fact
jjRkyjj ¼ GOðnÞ
DðyÞn=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
BOðn; nÞ
p
:
Proof. Let yAO: Then, performing the change of variables x/Qðy12Þx where Q is
the Jordan quadratic operator in Section 2.1,
jjRkyjj2 ¼G2OðnÞ
Z
O
DðxÞnd=r
Dðx þ yÞ2n dx
¼G2OðnÞ
1
DðyÞn
Z
O
DðxÞnd=r
Dðx þ eÞ2n dx ðx/Qðy
1
2ÞxÞ
¼G
2
OðnÞ
DðyÞn BOðn; nÞoN;
ﬁnishing the proof. &
We need to distinguish the Laplace transformLn f as a mapping on functions on
O to itself and as a mapping on functions on O to holomorphic functions on TðOÞ:
We write the former as LOn f ; which is the restriction of the latter.
Lemma 7.3. Let n4ðr  1Þa2: Then the set fRky j yAOg is dense in L2nðOÞ:
Proof. Let fAL2nðOÞ and suppose f is orthogonal to all Rky; yAO: Then
0 ¼ðf j RkyÞ
¼GOðnÞ
Z
O
f ðxÞDðx þ yÞnDðxÞnd=r dx
¼
Z
O
f ðxÞLnðeðyjÞÞðxÞDðxÞnd=r dx
¼
Z
O
eðyjxÞLOn ðf ÞðxÞDðxÞnd=r dx
¼LOn ðLOn ðf ÞÞðyÞ:
From this and the injectivity of the Laplace transform it follows that f ¼ 0: &
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By the previous lemmas it follows that the restriction map
R :HnðTðOÞÞ-L2nðOÞ
is injective, densely deﬁned and has dense range. Since convergence in HnðTðOÞÞ
implies uniform convergence on compact sets it follows easily that R is closed. We
can thus polarize R; R ¼ U jRj; and obtain a unitary map U from L2nðOÞ onto
HnðTðOÞÞ: We now prove that U ¼Ln:
Theorem 7.4. Suppose n4a
2
ðr  1Þ: The polar decomposition of R is given by
R ¼LnLOn ; where the operator Ln extends to a unitary operator from L2nðOÞ onto
HnðTOÞ:
Proof. Denote temporarily LO ¼LOn : We deﬁne LO on the domain
fAL2nðOÞ :
Z
O
eðjxÞf ðxÞ dmnðxÞAL2nðOÞ
 
:
Note that by Cauchy–Schwarz inequality the condition fAL2nðOÞ implies thatLOf is
a well-deﬁned function on O since eðyjxÞ; for ﬁxed yAO is a function in L2nðOÞ: It is
then easy to prove that LO so deﬁned is a self-adjoint positive operator. Let
fAL2nðOÞ be in the domain of RR; then
RRf ðyÞ ¼Rf ðyÞ
¼ ðRf j kyÞHnðTðOÞÞ
¼ ðf j RkyÞL2nðOÞ
¼
Z
O
f ðxÞKðx; yÞ dmnðxÞ
¼GOðnÞ
Z
O
f ðxÞDðx þ yÞn dmnðxÞ
¼
Z
O
f ðxÞLOðeðyjÞÞðxÞ dmnðxÞ
¼
Z
O
eðyjxÞDðxÞnd=rLOðf ÞðxÞ dx
¼LOðLOf ÞðyÞ; ð7:1Þ
and
ðLOf ;LOf Þ ¼ ðRf ; Rf ÞoN:
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Thus f is in the domain of ðLOÞ2 and RR ¼ ðLOÞ2; since ðLOÞ2 is a self-adjoint
extension of RR; which is also self-adjoint by the von Neumann theorem (see e.g.
[27, VIII, Problem 45]).
Consider the inverse operator R1 acting on the image of R: For a function g in
the image of R; R1g is the unique extension of g to a holomorphic function on
TðOÞ: Thus R1LO ¼Ln: Let R1 act on the previous equality (7.1)
Rf ¼LnLOf :
This proves the polar decomposition formula. Since R is densely deﬁned and R is
an injective closed operator we have that the unitary part Ln extends to a unitary
operator. &
Remark 7.5. The multiplication map f ðxÞ-DðxÞn2f ðxÞ induces a unitary isomorph-
ism between L2nðOÞ to L2ðO; dmoÞ: In turn, L2ðO; dmoÞ is unitarily equivalent to
L2ðDR; dZÞ via a scalar multiple of the Cayley transform. This is likewise true for
HnðTðOÞÞ and HnðDÞ (see Lemma 2.11). Furthermore, these isomorphisms
intertwine the corresponding restriction maps. It follows then from Theorem 3.3
that R is a continuous operator for n4aðr  1Þ:
Corollary 7.6. Assume that n41þ aðr  1Þ: ThenLn : HnðTðOÞÞ-L2nðOÞ is given by
the integral operator
LnFðxÞ ¼ an
Z
TðOÞ
FðzÞeð%zjxÞDðyÞn2d=r dx dy;
where an ¼ 2rnð4pÞdGOðnd=rÞ:
Proof. Write L for Ln: Let FAHnðTðOÞÞ and fAL2nðOÞ: Then
ðLF j f Þ ¼ ðF jLf ÞHnðTðOÞÞ
¼ an
Z
TðOÞ
FðzÞLf ðzÞDðyÞn2d=r dx dy
¼ an
Z
TðOÞ
FðzÞ
Z
O
eðzjtÞf ðtÞDðtÞnd=rDðyÞn2d=r dt dx dy
¼ an
Z
O
Z
TðOÞ
FðzÞeð%zjtÞDðyÞn2d=r dx dy f ðtÞ dmnðtÞ: &
Using the Laplace transform we transfer the Gg-action, pn; on HnðTðOÞÞ to an
equivalent action, denoted by ln; on L2nðOÞ and note the following simple fact:
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Lemma 7.7. The Hg-action on L2nðOÞ is given by the formula
lnðhÞf ðxÞ ¼ DetðhÞ
n
p f ðhtxÞ;
where the determinant is taken as a real linear transformation on J and ht denotes the
transpose with respect to the real form ðx j yÞ:
Proof. For hAHg a straightforward calculation gives that Jðh; zÞ ¼ DetðhÞ and
dmnðhxÞ ¼ DetðhÞ
nr
d dmnðxÞ: Thus, for fAL2nðOÞ we have
pnðhÞLnf ðzÞ ¼ Jðh1; zÞ
nr
2d
Z
O
eðh
1zjxÞf ðxÞ dmnðxÞ
¼DetðhÞnr2d
Z
O
eðzjxÞf ðhtxÞ dmnðhtxÞ
¼DetðhÞnr2dLnðf 3htÞðzÞ:
This calculation now implies the lemma. &
We follow [9, p. 343], and deﬁne the generalized Laguerre polynomials by the
formula
LnmðxÞ ¼ ðnÞm
X
jnjpjmj
m
n
 !
1
ðnÞn
cnðxÞ;
and the generalized Laguerre functions by
cnmðxÞ ¼ eTrðxÞLnmð2xÞ:
By Proposition XV.4.2 in [9, p. 344], we get
Theorem 7.8. The Laguerre functions form an orthogonal basis of L2nðOÞL:
Furthermore,
LnðcnmÞ ¼ GOðmþ nÞqnm:
Let E be the Euler operator on O (or V ). Speciﬁcally,
Ef ðxÞ ¼ d
dt
f ðtxÞjt¼1 ¼
d
dt
f ðexpðtZ0Þ  xÞjt¼0:
We now obtain the following recursion formula.
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Theorem 7.9. The Laguerre functions are related by the following recursion relations:
2Ecnm ¼ nrcnm 
Xr
j¼1
m
m gj
 !
mj  1þ n ðj  1Þ d
2
 
cnmgj þ
Xr
j¼1
cmðjÞcnmþgj :
Proof. By Lemma 7.7 the Hg-action is given by
lnðhÞf ðxÞ ¼ detðhÞ
nr
2df ðhtxÞ:
The inﬁnitesimal action is then given in the usual way by differentiation. Thus by
Lemma 2.2 Z0Ah
g and Z0 acts on the smooth vectors in L
2
nðOÞ by
lnðZ0Þf ðxÞ ¼ nr
2
þ E
 
f ðxÞ:
According to Lemma 5.5, part 2, we have
pnð2Z0Þqm;n ¼
Xr
j¼1
m
m gj
 !
qmgj;n 
Xr
j¼1
nþmj  a
2
ðj  1ÞcmðjÞ
 
qmþgj;n:
The inverse Laplace transform of the above equation gives
2 rn
2
þ E
  cnm
GðnþmÞ ¼
Xr
j¼1
m
m gj
 !
cnmgj
Gðnþm gjÞ

Xr
j¼1
nþmj  d
2
ðj  1ÞcmðjÞ
  cnmgj
Gðnþmþ gjÞ
:
This simpliﬁes to
2 nr
2
þ E
 
cnm ¼
Xr
j¼1
m
m gj
 !
mj  1þ n ðj  1Þd
2
 
cnmgj 
Xr
j¼1
cmðjÞcnmþgj ;
and proves the theorem. &
In the above Theorem we used the action of Z0; but to directly derive a differential
equation satisﬁed by the Laguerre functions one uses the element x and part 1 in
Lemma 5.5:
Remark 7.10. If the Laguerre polynomials were deﬁned by the formula
1LnmðxÞ ¼
ðnÞm
GðnþmÞ
X
jnjpjmj
m
n
 !
1
ðnÞn
cnðxÞ ¼
LnmðxÞ
GðnþmÞ;
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it would agree with our deﬁnition given in [5]. With this deﬁnition the formula in the
proceeding theorem would become
2E1cnm ¼  nr1cnm 
Xr
j¼1
m
m gj
 !
3cnmgj
þ
Xr
j¼1
mj  1þ n ðj  1Þ d
2
 
cmðjÞ1cnmþgj :
Remark 7.11. Theorem 7.9 involves both a creation and an annihilation operator,
i.e., it involves both a step up n/nþ gj and a step down n/n gj: This is related to
the fact that the element Z0AzðhÞ which is used to derive the relation in Theorem 7.9
has a decomposition x ¼ Eþ þ E into Hg invariant element where Eþ is in the pgþ
and steps down and E is in pg and steps up. The elements Eþ and E are not in h
g
C
and hence they act as a second-order differential operator. In the case of the upper
half-plane (in particular, see [5, Proposition 2.7, Theorem 3.4] where we are using
Rþ iRþ as a realization of the tube domain) this corresponds to
0 1
1 0
 !
¼ 1
2
i 1
1 i
 !
þ 1
2
i 1
1 1
 !
and
1
2
i 1
1 i
 !
2
i
2
ðtD2 þ ð2t þ nÞD þ ðt þ nÞÞ
1
2
i 1
1 1
 !
2
i
2
ðtD2  ð2t  nÞD þ ðt  nÞÞ
on iRþ: Furthermore, one can in a similar way get a differential equation satisﬁed by
the Laguerre functions by applying the Cayley transform to part 1 in Lemma 5.5
pnðxÞpm;n ¼ ðrnþ 2jmjÞpm;n:
This equation is also a second-order differential equation, which in the case of the
upper half-plane is
ðtD2 þ nD  tÞcnn ¼ ðnþ 2nÞcnn:
All of these equations can be carried over to the general case to ﬁnd the radial part of
the corresponding operators. We think that it is an interesting problem to ﬁnd an
explicit formula for the creation operator, annihilation operator and the operator
pnðxÞ; in the general case.
To this end, the paper of Ricci and Vignati [29] considers the cases of SUðn; nÞ and
Spðn;RÞ and derive a system of differential operators which are diagonal on the
ARTICLE IN PRESS
M. Davidson et al. / Journal of Functional Analysis 204 (2003) 157–195 193
Laguerre functions. The paper of Davidson and O´lafsson [4] consider the case of
SUðn; nÞ: There the Lie algebraic action is derived from which the creation and
annihilation operators are deduced. Further recursion relations that the Laguerre
functions satisfy are thus produced.
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