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Prognostic models are tools to predict the future outcome of disease and disease treatment, one of the fundamental tasks in clinical
medicine. This article presents the prognostic Bayesian network (PBN) as a new type of prognostic model that builds on the Bayesian
network methodology, and implements a dynamic, process-oriented view on prognosis. A PBN describes the mutual relationships
between variables that come into play during subsequent stages of a care process and a clinical outcome. A dedicated procedure for
inducing these networks from clinical data is presented. In this procedure, the network is composed of a collection of local supervised
learning models that are recursively learned from the data. The procedure optimizes performance of the network’s primary task, outcome
prediction, and handles the fact that patients may drop out of the process in earlier stages. Furthermore, the article describes how PBNs
can be applied to solve a number of information problems that are related to medical prognosis.
 2007 Elsevier Inc. All rights reserved.
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Prognostic models have become important instruments
in medicine. Given a set of patient speciﬁc parameters, they
predict the future occurrence of a medical event or out-
come. Example events are the occurrence of speciﬁc dis-
eases (e.g., cardiovascular diseases and cancer) and death.
The models are used for prediction purposes at levels that
range from individual patients (where their predictions help
doctors and patients to make treatment choices) to patient
groups (where they support health care managers in plan-1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2007.07.003
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E-mail address: m.verduijn@amc.uva.nl (M. Verduijn).ning and allocating resources) and patient populations
(where they provide for case-mix adjustment) [1,2].
Prognostic models are usually induced from historical
data by applying supervised data analysis methods such
as multivariate logistic regression analysis or tree induc-
tion. This approach has three limitations. First, supervised
data analysis methods apply attribute selection before
inducing a model, often removing many attributes that
are deemed relevant for prognosis by users of the model
(e.g., clinicians). Second, the resulting models regard prog-
nosis to be a one-time activity at a predeﬁned time. In real-
ity, however, expectations with respect to a patient’s future
may regularly change as new information becomes avail-
able during a disease or treatment process. And third, the
models impose ﬁxed roles of predictor (independent vari-
able, input) and outcome variable (dependent variable,
output) to the attributes involved. This approach ignores
610 M. Verduijn et al. / Journal of Biomedical Informatics 40 (2007) 609–618the dynamic nature of care processes, where today’s out-
come helps to predict what will happen tomorrow.
This article introduces a new type of prognostic model
based on the Bayesian network methodology [3], that over-
come these limitations. Since the introduction of Bayesian
networks in the 1980s, a large number of applications have
been developed in diﬀerent medical domains. Most of the
applications aim to support diagnosis, e.g., [4–7] and ther-
apy selection, e.g., [8–10]. Prognostic applications of
Bayesian networks form a rather new development [11],
and are relatively rare [12–15]. The prognostic Bayesian net-
work (PBN) provides a structured representation of a
health care process by modeling the mutual relationships
among variables that come into play in the subsequent
stages of the care process and the outcome. As a result,
the PBN allows for making predictions at various times
during a health care process, each time using all the avail-
able information of the patient concerned. Furthermore,
prognostic statements are not limited to outcome variables,
but can be obtained for all variables that occur beyond the
time of prediction.
This article presents the rationale of PBNs and a dedi-
cated procedure to learn a PBN from local supervised
learning models, and describes the functionality of PBNs
in clinical practice. In a companion article, an application
of the learning procedure in the domain of cardiac surgery
is described [16].
The article is organized as follows. In Section 2, the
PBN is placed in the ﬁeld of prognostic models. Section 3
presents the procedure for PBN learning from data. In Sec-
tion 4, we describe prognostic uses of PBNs in clinical prac-
tice. We conclude the article with a discussion and
conclusions in Section 5.outcome
time
prediction 
time
a
course of 
intervention
diagnosis
intervention 
type
condition before 
intervention
hospital 
mortality
condition after 
intervention
Fig. 1. Modeling a prediction problem of hospital mortality with ﬁve variab
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that remain obscured in the traditional model.2. Representation and functionality of prognostic models
Prognostic models describe the relationship between
predictor and outcome variables. The standard methodol-
ogy to obtain an objective description of this relationship
is building predictive models from a set of observed patient
data and outcomes [17,18]. Generally, the ﬁrst step in the
process is to choose a time of prediction, such as hospital
admission. All patient data that are available at this time
are then taken into account for model development. Subse-
quently, variables that are found to have predictive value
for the outcome are selected for inclusion of the model (fea-
ture selection). The relation between the predictors and the
outcome variable is described by the function Y = f(X)
using supervised learning methods (e.g., logistic regres-
sion), where Y is the outcome variable and X are the pre-
dictors. We refer to the resulting prognostic models as
traditional models [19–21].
The methodology described above is illustrated in
Fig. 1a. The ﬁgure shows a prediction problem in a health
care process that can be regarded as a template of a care
process in which a medical intervention is performed; the
intervention is preceded by a stage of diagnosis and treat-
ment selection, and followed by a stage of recovery. The
problem is prediction of the outcome hospital mortality
with ﬁve variables as available predictors. The variables
are observed at diﬀerent times in the care process, and
are interrelated. The prediction time is predeﬁned as ‘prior
to the intervention’. Therefore, the predictors that are
observed before the intervention are taken into account
and later predictors are excluded from the modeling pro-
cess. Using a standard supervised learning method, the
variables that describe a patient’s condition before theb
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condition before 
intervention
hospital 
mortality
condition after 
intervention
les as available predictors in (a) a traditional model and (b) a prognostic
at are described in the models, and the dotted arcs represent relationships
1 For an overview of available software tools for Bayesian networks see:
http://www.cs.ubc.ca/~murphyk/Software/BNT/bnsoft.html.
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their relation with hospital death is described in a predic-
tive model. Although a patient’s diagnosis has predictive
value for the outcome, this variable is ignore and not
included in the model; it is shielded from the outcome by
the intervention type due to the strong relationship
between these variables. Furthermore, the model does not
reveal that the relationship between the intervention type
and the outcome actually passes through the variables that
describe the course of intervention and a patient’s condi-
tion afterwards. The dotted arcs in Fig. 1a represent rela-
tionships that remain obscured, while the solid arcs
represent relationships that are described in the model.
This approach of predictive modeling has in our view
some shortcomings, as a result of which the traditional
model has limited functionality. First, prediction is
assumed as a one-time activity at a predeﬁned time; the
model can not be used to update the prognostic expecta-
tions based on data that become available as the process
progresses. Second, the model does not reﬂect that the pre-
dictors are related to the outcome variable through a pro-
cess of intermediate variables by excluding all variables
beyond the prediction time from the modeling process.
Third, the feature selection step can be misleading and
not intuitive for clinicians, because not all variables that
have predictive value are generally included in the model.
In case of collinearity among two predictive variables usu-
ally only one of them is included, while the other variable is
left out; which variable is included may depend on chance
[18].
To overcome the shortcomings of traditional predictive
modeling, researchers have examine new approaches, such
as spline regression analysis, artiﬁcial neural networks, and
genetic algorithms [22]. These methods, however, are
mainly aimed to overcome shortcomings with respect to
assumptions of linearity and additivity that may not hold
for a modeling problem.
In this article, we propose to model the mutual relation-
ships among variables that come into play in a health care
process and the outcome as a Bayesian network to solve
the above-mentioned shortcomings of the traditional mod-
eling approach. Fig. 1b shows the PBN structure for the
above prediction problem. The direction of arcs in the net-
work structure represents the ﬂow of time. The PBN has no
predeﬁned prediction time, and imposes no ﬁxed roles of
predictor and outcome variable to the variables involved.
As such, the PBN implements a process-oriented view on
prognosis which can be examined at any time during the
health care process. The methodology that underlies the
PBN also allows the analysis of scenarios that lead to dis-
ease outcomes.
The health care processes modeled in PBNs are com-
posed of a sequence of substantially diﬀerent phases, and
have no recurring character such as a Markov process
[23]. The observed variables are mainly phase-speciﬁc and
not repeatedly measured during the process. So, although
time is an important factor, the data are not suitable tobe modeled as a dynamic or temporal Bayesian network
[24], as used for prognostic modeling of repeated measure-
ments in [25].3. Learning a prognostic Bayesian network from local
models
In the past decade, several algorithms for learning
Bayesian networks from data have been developed, e.g.,
[26–30], and implemented in diﬀerent software tools.1
Applying these algorithms Bayesian network learning is
considered an unsupervised learning task. No variable is
considered to be more important than any other variables,
and the network structure is built up by recursively adding
arcs between pairs of variables that appear most strongly
correlated in the data. Furthermore, dedicated learning
algorithms have been developed for Bayesian network clas-
siﬁers [31]. These algorithms optimize the networks for
their intended use, classiﬁcation of a predeﬁned variable
[32,33]. Similar, a ﬁnal outcome variable exists in PBNs,
whose accurate prediction is of principal importance, and
preference must be given to the prediction task during
the construction of the model.
The algorithms for learning Bayesian network (classiﬁ-
ers) assume that all variables are meaningful for each case
in the data set (i.e., the network is learned from a ‘ﬂat
table’). This assumption fails for PBN learning due to the
fact that not all patients who enter the care process being
modeled actually pass through all stages of the entire pro-
cess, as patients may die during early stages of care or end
therapy. Variables that are observed in the later stages of
the care process are irrelevant for these patients. We refer
to this phenomenon as patient dropout. This section pre-
sents a dedicated procedure to induce a PBN from local
supervised learning models. The procedure exploits the
temporal structure of the health care process being mod-
eled, optimizes the performance of the network’s primary
task, outcome prediction, and adequately handles patient
dropout.3.1. The learning procedure
First, we introduce some notation. Let X = {X1, . . .,Xm}
denote a set of random variables. Let Xm denote the out-
come variable of the process described by X; Xm is there-
fore also denoted by Y. We use G = (X,A) to denote the
graphical part of the Bayesian network, where A ˝ X · X
is set of ordered pairs that represent arcs. The procedure
assumes all continuous variables to be discretized prior to
network learning. To ensure that the ﬂow of time is cap-
tured in the network structure, the procedure requires a
temporal sequence depending on the time and order that
the variables are observed. Let s(Xi) = t denote the tempo-
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tum of this variable (1 6 t 6 T); the outcome variable is in
the highest stratum, s(Y) = T.
The learning procedure is based on the following corre-
spondence. Building the graphical part of a Bayesian net-
work boils down to selecting, for each variable Xi, a set
SX i of ‘nearby’ variables that separate Xi from all other
variables. The set SXi is called the Markov blanket of vari-
able Xi; given this set, Xi should be conditionally indepen-
dent of all other variables (in the probability distribution
that generated the data). Finding the Markov blanket SX i
corresponds to selecting the best predictive feature subset
for variable Xi in the data, a typical supervised machine
learning problem. So, we can build a Bayesian network
by selecting the best predictive feature subset in our data
for each variable that is to be included in the network,
and transform these feature subsets into Markov blankets
by drawing the corresponding arcs in the graph.
The transformation of a collection of feature subsets
into a graphical representation is not trivial, though. In
PBNs, we require the direction of arcs to be consistent
with the ﬂow of time in the medical process. We therefore
exploit the temporal structure on the variables as deﬁned
in terms of the temporal strata during the learning pro-
cess. We start network learning with an empty graph
(no arcs), consisting only of nodes that represent the pre-
dictor variables and one node to represent the outcome
variable, and perform feature subset selection in a top-
down approach, starting with the outcome variable of
the process. For this variable, a feature subset is selected
and a predictive model is built from the data using a
supervised learning algorithm, such as generalized linear
regression analysis and tree induction. As the outcome
variable is known to be a sink node in the graph, all
selected features for this variable can be represented as
parent nodes. Subsequently, for each variable that occurs
in this subset of selected features, the unknown part of the
feature subset (i.e., the parent nodes) is selected and a pre-
dictive model is built. This feature subset selection and
local model building is recursively applied until a feature
subset has been assessed for each variable in the network.
The set of selected features is used as the set of parents of
the variable, and represented as such with incoming arcs
in a graph, while the local predictive model is used to rep-
resent the conditional probability distribution of the var-
iable given its parents in the network. Using this
procedure, we arrive at a directed acyclic graph as graph-
ical part of the Bayesian network, and a collection of
local predictive models as the numerical part. They jointly
constitute the PBN.
We now describe the learning procedure in more detail.
The learning procedure includes ﬁve steps. Step III and
Step V are related to network learning in case of patient
dropout; these steps are therefore described in Section
3.3. Initially, we assume that the phenomenon of patient
dropout does not occur, so that all patients pass through
the entire care process.3.1.1. Step I
The learning procedure starts with the empty graph
G = (X,B). In the ﬁrst iteration of the procedure, a predic-
tive model for outcome Y with predictive features from the
set {Xi 2 X|Xi„Xm} is induced from the data to assess the
set of parents and a local model for Y in the Bayesian net-
work. Let SY denote the set of features that have been
included in the model. Arcs are added to graph G from
the selected features in set SY to the outcome Y; these fea-
tures thus become parent nodes of Y. The predictive model
is used as the local conditional probability model for Y in
the network.3.1.2. Step II
The learning procedure proceeds by recursively applying
this step to all variables in the network, starting with the
selected features in the set SY. For that purpose, the
selected features in set SY are enqueued in a priority queue,
denoted by Q. The 10-fold cross validated information gain
DI for the outcome Y is used as priority value. The esti-
mated information gain DI is deﬁned as
DI ¼ HðP ðY ¼ TÞÞ  1
n
Xn
j¼1
HðP ðY ¼ TjX i ¼ xi;jÞÞ; ð1Þ
where H(p) = p log2p, n is the number of observations in
the learning set, and P(Y = T|Xi = xi,j) is the conditional
probability that Y = T given the observed value of variable
Xi for observation j in this set [34].
In the second iteration of the learning procedure, vari-
able Xi with the highest (univariate) predictive value for
outcome Y is dequeued from priority queue Q. A set of
parents is assessed for variable Xi by selecting a feature
subset from its potential predictors, and their relation is
modeled using the supervised learning algorithm. A poten-
tial predictive feature for variable Xi is each other variable
Xj,Xi „ Xj, that is not in a higher temporal stratum than Xi,
r(Xj) 6 r(Xi), and is no descendant of Xi in the current
graph. Let the set of all descendants of variable Xi in the
current graph G, including Xi itself, be denoted by
rGðX iÞ. The set of potential features for variable Xi is
then RXi ¼ fX j 2 XjðrðX jÞ 6 rðX iÞ;X j 62 rGðX iÞÞg. Let
SXi  RXi denote the set of features that are selected for
variable Xi. Arcs are added in the graph from the selected
features in set SXi to the variable Xi to designate these fea-
tures as parent nodes of variable Xi. Subsequently, the
selected features in the set SXi are enqueued in priority
queue Q, if they had not been enqueued before. This pro-
cedure is repeated until the queue is empty.3.1.3. Step IV
At this point in the learning procedure, there may exist
some variables that were never selected in any feature sub-
set and therefore remain as free nodes in the graph. There
are two explanations for this. First, the variable are inde-
pendent of any feature in the network, or second, they
are conditional independent of later process and outcome
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explanation can be illustrated with the following example.
Suppose there is a variable X1 in stratum t and the vari-
ables X2 and Y in stratum t + 1. If Y X2 |X1, variable X2
will not be included in the network using the above proce-
dure, despite the fact that X2 Y. The reason for this is
that after selection of variable X1 for outcome Y, the learn-
ing procedure will proceed with feature subset selection for
X1; variable X2, however, is no potential predictor for X1,
as it is in a higher stratum and will be excluded from the
learning process. This example is depicted in Fig. 2.
We aim to model these relations in the network; the
variables that are independent of any other variable are
excluded from the network, though. To solve this problem,
the procedure is concluded with inducing the local network
structure for these variables using the following strategy.
All unselected variables are enqueued in the priority queue
Q with the information gain DI for the outcome Y as prior-
ity value, and again the above procedure is repeated until
the queue is empty. All nodes that remain as free nodes
in the graph after these iterations are excluded from the
network.3.2. Representing patient dropout in the network
To correctly capture the phenomenon of patient drop-
out in a PBN, patient dropout in the diﬀerent strata must
be separated in our representation. We therefore add the
variables Y1, . . .,YT to the network. For each t = 1, . . .,T,
Yt represents the event that the patient drops out of the
process in stratum t. Furthermore, we deﬁne the global
outcome variable Y in terms of them:
Y ¼ T; if Y 1 ¼ T or . . . or Y T ¼ T;
F; otherwise:

We will refer to the variables Y1, . . .,YT as subsidiary out-
comes, or sub-outcomes for short. They become the parent
nodes of the global outcome Y in the network.
In this representation, simple deterministic relationships
exist between the sub-outcome Yt and each variable in
higher temporal strata including the subsequent sub-out-
comes. When category ‘I’ denotes irrelevancy of the vari-
able in question, it formally holds that
P ðX i ¼ IjY t ¼ TÞ ¼ 1; ð2ÞY
X1
X2
t
t+1
Fig. 2. Conditional independency relationship of outcome Y and variable
X2 given variable X1, where X1 is in stratum t and X2 and Y in stratum
t + 1.for each variable Xi with s(Xi) > t including the sub-out-
comes Yt+1, . . .,YT independent of any other variable.
We propose to include these deterministic relationships
in the representation as follows. For each t = 1, . . .,T  1,
an arc is added from Yt to each variable Xi in stratum
t + 1 including the subsidiary outcome Yt+1. This arc rep-
resents the deterministic relationship
P ðX i ¼ IjY t ¼ T or Y t ¼ IÞ ¼ 1: ð3Þ
The deterministic relationships between Yt and the vari-
ables in higher strata is recursively passed through the
deterministic relationship between the sub-outcome Yt
and Yt+1.
We propose to learn all predictive relationships from the
data using the modiﬁed learning procedure that we
describe below, and subsequently, to model the above-men-
tioned deterministic relationships in the resulting network.
3.3. Network learning with handling patient dropout
We modiﬁed the network learning procedure to learn
the probabilistic relationships among variables from data
while accounting for patient dropout, and included two
additional steps in the procedure. The modiﬁed learning
procedure assumes a temporally ordered set of strata on
the predictor and subsidiary outcome variables.
The modiﬁed learning procedure starts with the ﬁnal sub-
outcome YT in the initial iteration. Data from patients who
drop out prior to stratum T cannot play a role in data anal-
yses for variables in stratumT; the variables are irrelevant for
these patients. Therefore, feature subset selection and local
model building for the sub-outcome YT and all variables in
the corresponding stratum are based on a subgroup of
patients that survived prior phases of care. This strategy
holds for each Yt, and the variables that are observed in
the corresponding stratum. It follows that the data of all
patients are used for the analyses of the ﬁrst sub-outcome
Y1 and all variables that are in the corresponding stratum.
In the iteration for each predictor variable, the subsidiary
outcome in the corresponding stratum is excluded from the
set of potential predictive features.
3.3.1. Step III
After selecting all feature subsets for the variables that
appear in the priority queue for the sub-outcome YT and
its predictive features as described in Step I and II, the proce-
dure of feature subset selection and local model building is
subsequently applied to the subsidiary outcomes Y1, . . .,
YT1, and their predictive features that have not been enque-
ued in prior iterations, starting with sub-outcome YT1 and
concluding with the sub-outcome Y1. This third step
precedes the earlier presented Step IV of the procedure.
3.3.2. Step V
To complete the network, the deterministic relations as
described in Eq. (3) are modeled in the network by adding,
for each 1 6 t 6 T, arcs from the subsidiary outcome Yt to
course of 
intervention
diagnosis
intervention 
type
condition before 
intervention
 mortality after 
intervention
condition after 
intervention
hospital 
mortality
mortality during 
intervention
 mortality prior 
to intervention
Fig. 3. Representation of patient dropout in the network structure of the prediction problem as modeled in Fig. 1b; the dotted arcs represent the
deterministic relationships between each subsidiary outcome and the (sub-outcome) variables in the subsequent temporal stratum.
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subsidiary outcome Yt+1, and extending the corresponding
local conditional probability models.
Fig. 3 shows a PBN structure of the prediction problem
from Fig. 1b representing patient dropout due to death in
the diﬀerent stages of a medical care process.
Modeling care processes in Bayesian networks involves
the problem of patient dropout. In our description of rep-
resenting patient dropout in a PBN through subsidiary out-
comes and the modiﬁed learning procedure, we assumed a
subsidiary outcome to be deﬁned for each temporal stra-
tum. In practice, it may not be always possible or meaning-
ful to deﬁne a subsidiary outcome for each separate
stratum. In that case, a subsidiary outcome is deﬁned for
a number of consecutive strata.
4. Clinical use of PBNs
PBNs can be applied in practice to solve a number of
information problems that are related to medical prognosis.
4.1. Prognosis
The primary application of PBNs is prognosis, i.e., esti-
mating the distribution of variables that represent future
events. These events may pertain to conditions that occur
during the process in question (process variables), or to
endpoints of that process (outcome variables). The predic-
tions can be used for decision making and resource alloca-
tion in individual cases. Furthermore, they can be used for
case-mix adjustment and benchmarking in groups or pop-
ulations [2]. In this case, only patient data should be
included in the network, that are observed prior to the
medical procedure to be evaluated. In the application of
prognosis, the proposed model is thus closely related to
the traditional prognostic model, although most traditional
models provide limited prognostic information, as they
predict a single outcome variable at a predeﬁned prediction
time.4.2. Quick prognostic assessment
Sometimes it is not possible to collect all the information
of a case at hand, while a prediction would still be useful.
In an emergency setting, for instance, one may not know
whether a patient is diabetic or not. Bayesian networks
can perform probabilistic inference with any number of
observed variables; this property allows us to make predic-
tions with PBNs with incomplete information. As more
information becomes available, the prognosis can be
updated. In case of few patient data, the estimated proba-
bilities tend to the global average of the patient population,
while the estimations become more patient speciﬁc as more
information is included in the model.
4.3. Prognosis updating
A patient’s prognosis may change as the health care pro-
cess evolves and more information becomes available. The
Bayesian methodology that underlies PBNs allows us to
implement a dynamic notion of prognosis, by employing
probability updating based on this new information. The
PBN thus provides clinicians who are involved in later
phases of the process with predictions that are adjusted
for the course of the preceding phases, for instance a com-
plicated surgical intervention. In addition to the adjusted
risk estimations, the change in estimated probabilities with
earlier prediction times, for instance quantiﬁed in terms of
risk ratios, contains important information about risk
progress.
4.4. Prognostic scenario analysis
Instead of considering the prognoses for future events
(e.g., complications and outcome) separately, it is often
more natural to take their connection into account and
consider prognostic scenarios of related events that are
about to take place. For instance, a patient may face the
prospect of severe complications and prolonged hospital-
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plications and a short hospital stay otherwise. Because of
the statistical dependencies between prognostic variables,
such scenarios cannot be assessed by determining the most
likely values for each of the prognostic variables separately.
Instead, the k most probable conﬁgurations from the
Cartesian product of all possible values of these variables
must be determined. Several algorithms have been devel-
oped for performing this type of probabilistic inference
with Bayesian networks [35,36]. This inference with PBNs
can be used to assess the k most likely clinical scenarios
for a given patient or patient group.
4.5. What-if scenario analysis
The occurrence of clinical events during a health care
process (e.g., a particular complication) generally changes
the expectations for future parts of the process. Combining
the types of probabilistic inference of Bayesian networks
that we employed in the previous use cases allows us to
analyze clinical what-if scenarios for a given patient or
patient group, and to identify critical events to account
for in decision making and treatment. In a what-if scenario
analysis, the user is asked to specify a future event (i.e., var-
iable-value pair) to focus on in the simulation. The PBN
subsequently supplies the risk proﬁle and the most likely
scenarios that are related to the occurrence of this event.
This use case illustrates the operation of the PBN as a sim-
ulation tool.
4.6. Risk factor analysis
The occurrence of unfavorable events (e.g., (post-)oper-
ative complications) and negative outcomes induces clinical
questions concerning the variables that are important pre-
dictors of these events, in which stage the predictors are
observed, and whether they can be inﬂuenced by the clini-
cal staﬀ. Risk factor analysis takes the event of interest as
starting point, simulates the preceding variables for the
occurrence and nonoccurrence of the event, and quantiﬁes
the predictive value of the variables for the event in terms
of risk ratios. The ratio has the following form in this
analysis:
RRðX 0Þ ¼ P ðX
0 ¼ x0jX ¼ x; nÞ
P ðX 0 ¼ x0jX 6¼ x; nÞ ; ð4Þ
where X 0 is a process variable that precedes the event under
consideration X (e.g., mortality) and n is given background
knowledge of the patient (group) under consideration; a
high value for this risk ratio indicates X 0 as an important
risk factor for the event X in the patient group that is
considered.
The six use cases illustrate various prognostic tasks for
which PBNs can be applied. These tasks can be accom-
plished by performing ‘conventional’ probabilistic queries
on the PBN, but they generally require that multiple que-
ries be performed and the results be aggregated. To supportthe use of PBNs in medical practice, we propose the PBN
to be embedded in a three-tiered architecture in which
the PBN as domain layer is supplemented with a task layer,
that holds a number of procedures to perform the prognos-
tic tasks of PBNs, and a user interface as presentation
layer.
5. Discussion and conclusions
This article presents the PBN as a new type of prognos-
tic model that builds on the Bayesian network methodol-
ogy and introduces a dedicated procedure for PBN
learning from local supervised learning models. The health
care processes that are modeled in PBNs are composed of a
sequence of substantially diﬀerent stages, during which
patients may drop out of the process. The learning proce-
dure explicitly accounts for the PBN’s primary task, pre-
diction, and of characteristics of the medical process
being modeled in the network, including the phenomenon
of patient dropout.
One way to consider the task of learning a Bayesian net-
work structure is that we must assess an appropriate Mar-
kov blanket for each variable. The proposed learning
procedure is based on the notion that assessing such a Mar-
kov blanket of a variable corresponds to selecting the best
predictive feature subset for this variable in the data. For
the tasks of feature subset selection and model building,
any supervised learning algorithm that meets the following
requirements can be plugged in. First, assuming that all
network variables are discrete, the algorithm should be
able to handle class variables with more than two outcome
categories. Furthermore, the algorithm should provide esti-
mated conditional class probability distributions. In addi-
tion, eﬀective feature selection should be performed to
avoid dense networks. The methodology for building clas-
siﬁcation and regression trees [37], for instance, meets these
requirements; moreover, it has been shown empirically that
tree methods are well able to identify Markov blankets
from data [38].
The local models are used to represent the conditional
probability distribution of each variable given its parents
in the network. When using local models, the number of
parameters that are required to encode the conditional
probability distribution is lower than in a tabular represen-
tation, which results in more robust estimations of the dis-
tributions. In the work of Friedman and Goldszmidt [39]
and Chickering et al. [40], tree models and a generalization
thereof, decision graphs, were earlier proposed for compact
representation of the local conditional probability distribu-
tions, and it was shown how such representations can be
exploited by K2-type methods [27] for learning Bayesian
networks from data. In contrast to our learning procedure,
the local models are employed to reduce the variance in the
scoring function as used in the K2-type methods.
In the above-mentioned studies [39,40], the method of
global search to maximize the likelihood remains intact.
In our learning procedure, however, the network is induced
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PBNs is outcome prediction, this local search strategy
starts with the outcome variable of the process being mod-
eled, and assigns a special role to this variable throughout
network learning. The search as performed in our proce-
dure is therefore biased, and does not necessarily maximize
the global likelihood. In this search strategy, we deployed a
supervised learning method to build a predictive model for
each network variable; the models are subsequently com-
bined to obtain the global network. The use of the super-
vised learning method is therefore 2-fold in our
procedure: (a) for compact representation of the condi-
tional probability distributions, and (b) for inducing local
predictive models from data.
The learning procedure assumes a temporally ordered
set of attribute strata deﬁned by the time and order that
they are observed, with the outcome variable in the highest
stratum. The outcome variable is used in the initial step of
the procedure, and the temporal strata are used to achieve
that the direction of arcs in the resulting network repre-
sents the ﬂow of time. Nevertheless, the procedure can be
applied if just an outcome variable is available, but no
ordering on the predictor variables exists. Absence of such
an ordering, however, entails increasing the variance in the
structure of the resulting networks, as the strata impose
limitations on the possible topologies of the network and
is therefore a beneﬁt when learning from data. If no out-
come variable is available, there is a variant of the learning
procedure conceivable in which a feature subset is selected
for each network variable, whereupon the collection of fea-
ture subsets is transformed into a graphical representation.
Which strategy is suitable to be used for this latter step is
still an open question and an interesting subject for further
investigation.
The phenomenon of patient dropout is represented by
subsidiary outcome variables in the network. Patient drop-
out due to the occurrence of the outcome event of the PBN
including the occurrence of more serious variants of this
event can be modeled in this representation. Examples of
these events are the occurrence of complications and death.
Patients may also drop out of a care process due to reasons
that are independent of the outcome event, e.g., they may
change hospitals. The current representation of patient
dropout is not suﬃcient to represent this type of patient
dropout in the network, and extension of the representation
of patient dropout is an important topic for future work.
With employing Bayesian networks for prognostic pur-
poses in this article, we did not intend to exploit the entire
potential of this methodology. This includes for instance
our assumption of all continuous variables to be discretized
prior to network learning. In the literature on Bayesian net-
works, strategies have been presented for variable discreti-
zation during network learning [41], as well as for inclusion
of continuous variables by estimating a parametric distri-
bution [42]. Another interesting subject that could be
exploit for PBNs is network learning with hidden variables
[43].This article also provides an explicit description of prog-
nostic tasks that can be supported with PBNs. The six use
cases were deﬁned within the domain of cardiac surgery
together with three clinical experts (PR, EdJ, BdM). In
our view, these use cases are relevant in many medical pro-
cedures. The set of use cases may be incomplete, though, as
some additional functionality could be deﬁned when the
proposed type of model is applied to other clinical
domains.
One may argue that the tasks that we deﬁned for PBNs
could be fulﬁlled by a collection of traditional models that
have been developed for diﬀerent future (outcome) vari-
ables and diﬀerent prediction times and sets of covariates.
Such a collection could then be used for (quick) prognostic
assessment and prognostic updating. However, the number
of traditional models that is needed to equal the ﬂexibility
of a Bayesian network in performing these tasks is expo-
nential in the number of covariates. For a single outcome
variable, there exist 2n  1 diﬀerent nonempty sets of n
covariates. This means that an equal number of diﬀerent
models would be needed to predict and update one out-
come variable with equal ﬂexibility as a PBN. Moreover,
the tasks of prognostic scenario analysis and what-if sce-
nario analysis (use cases 4 and 5) can not be performed
by a collection of traditional models.
We presented the simulation of what-if scenarios as a
functionality of PBNs. It is worth to note that in this anal-
ysis, the simulation of the causal eﬀect of an event or its
underlying clinical decision on the further course of the
process is biased when observational data are used for net-
work learning, instead of data from randomized controlled
studies. In general, the analysis of causal eﬀects is compli-
cated due to the problem of counterfactuals [44]. That is,
for each patient in which an event occurred, the outcome
is unknown that would have been observed if the event
did not occur, as well as the outcome that would have fol-
lowed the occurrence of an event in patients in which the
event did not occur. Randomized controlled studies enable
researchers to compute unbiased estimates of causal eﬀects,
as these studies ensure exchangeability of patient groups
[45]. In observational studies, however, the analysis is
biased due to the lack of this exchangeability. Simulation
of what-if scenarios using networks based on observational
data can therefore only be used for an exploratory compar-
ison of the diﬀerences between two clinical courses, and not
for simulation of the eﬀect of an event or its underlying
clinical decision. Modeling of counterfactuals in graphical
models has been described in [46].
In conclusion, this article introduces PBNs as a new type
of prognostic model that builds on the Bayesian network
methodology. It presents a dedicated procedure for PBN
learning from local tree models. The procedure accounts
for the prognostic task of PBNs, and for characteristics
of the medical process being modeled in the network,
including the phenomenon of patient dropout. Further-
more, a number of clinical uses of PBNs are explicitly
described. As such, we adapted the Bayesian network for
M. Verduijn et al. / Journal of Biomedical Informatics 40 (2007) 609–618 617prognostic application to support the clinical use of it. The
PBN extends the functionality of the traditional prognostic
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