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Abstract. Age dependent population dynamics are frequently modeled with generalizations of the classic
McKendrick-von Foerster equation. These are deterministic systems, and a stochastic generalization was
recently reported in [1, 2]. Here we develop a fully stochastic theory for age-structured populations via
quantum field theoretical Doi-Peliti techniques. This results in a path integral formulation where birth and
death events correspond to cubic and quadratic interaction terms. This formalism allows us to efficiently
recapitulate the results in [1, 2], exemplifying the utility of Doi-Peliti methods. Furthermore, we find that
the path integral formulation for age-structured moments has an exact perturbative expansion that explicitly
relates to the hereditary structure between correlated individuals. These methods are then generalized with
a binary fission model of cell division.
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1. Introduction
Populations are dynamic entities that exhibit stochastic variation through time; the number of individuals
in the population fluctuates. Examples range from microscopic populations of cells to evolutionary processes
of large multicellular organisms [3], and models of the underlying processes find a range of application.
Historically these models have been deterministic, such as with Malthusian exponential growth. However,
for populations of smaller volume, or for those going through a bottleneck, fluctuations can have significant
effects on the dynamics and stochastic properties need to be considered.
These can be modeled with branching processes, such as portrayed in Fig. 1A, where we see a population
growing through time, starting from a single individual. The differing nature of branching processes can be
seen to significantly influence dynamic effects. At I, for example, we have a simple (or budding) mode of
birth, such as that observed in yeast cell division [4, 5], where the parental cell survives the creation of an
offspring cell. At II we have binary fission, more commonly associated with cell division, where the parental
cell effectively terminates at the moment two identical twin daughter cells are created. Fig. 1B contains a
full example of this, which will later be examined in detail. At III we see a more general fission process, with
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four daughter cells. Along with such birth processes, there are also death processes, such as at IV, which
can also be viewed as fission with zero progeny.
Simpler models of branching processes generally assume dynamics only depend upon the current
population size. However, the age of individuals is an important factor in population growth, with fecundity
often a function of age. Cell division is most likely to occur after the cell has had sufficient time to mature and
enter the mitosis phase, for example. In terms of Fig. 1, incorporating age effects is equivalent to assuming
the lengths of the branches affect dynamics. The incorporation of age into population dynamics was initially
described by the McKendrick-von Foerster equation [6, 7], where a partial differential equation approach was
used to describe the evolution of a continuous age structure. More recent developments utilize the machinery
of semi-groups and have included other effects such as spatial dependence and cell division processes that
depend upon the cells size. More details of these methods and their applications can be found in [8]. Leslie
matrices [9, 10] are a discretized version of the process modeled by the McKendrick-von Foerster equation.
These linear models have certain algebraic advantages and have proved popular in ecological modeling [11].
However, these models ignore the stochastic fluctuations in population size. The Bellman-Harris process
went some way in addressing this problem [12], providing an integral equation for the sample size generating
function. Although this has an implicit dependence on the underlying age dependence, solving this equation
does not reveal the age-structure for the system. It is also designed for fission events (such as events II, III
or IV in Fig. 1B) and does not cater for simple birth (e.g., event I ). More recent fully stochastic approaches
have emerged that utilize Martingale techniques [13–16] and adapt methods from gas kinetics [1, 2].
Temporal fluctuations in population number have parallels with particle physics, where the number of
subatomic particles can change due to interactions arising from fundamental forces. This parallel was first
noted by Doi [17, 18], who adapted time-ordered perturbative expansion techniques to chemical reaction
processes. An extensive review of this approach applied to a range of problems, including spatial effects,
can be found in [19]. Peliti constructed a path integral formulation, developing lattice methods for birth
death processes [20]. Although these methods are generally bosonic, where lattice sites can have multiple
occupation, they have also been extended for exclusive occupation (fermionic) processes [21]. A recent review
of path integral techniques for master equations can be found in [22]. Significant work in the development
of renormalization techniques has also taken place [23–25]. Recent pedagogic expositions can be found in
[26, 27]. To date there has been no application of these methods to age dependent processes. In this work
we address this, and show that Doi-Peliti methods offer an efficient approach to such problems.
In the next section we give an outline of age structured population dynamics. Section 3 details how
Doi-Peliti formalism can be adapted to age-structured problems. In particular, it is used to derive kinetic
equations for correlation functions, and full age-structure-population-size probability densities. Section 4
derives path integral solutions to these equations, obtaining an exact perturbative expansion for correlation
functions. This expansion can be directly related to the hereditary structure of correlated individuals and is
our main result. Section 5 generalizes these methods to binary fission models of cell population dynamics.
Conclusions complete the study.
2. Age-Structured Dynamics
2.1. Background
The majority of methods analyzing the age structure of a population consider a distribution of the form
X(q, t), where
∫
Ω
X(q, t)dq represents the number of individuals from the population of interest with age in
the set Ω. The backbone of these modeling techniques is the McKendrick-von Foerster equation [6–8]
∂X(q, t)
∂t
+
∂X(q, t)
∂q
= −µ(q)X(q, t), (1)
where µ(q) represents the death rate per individual of age q. In survival statistics this is also referred
to as the hazard function, where µ(q)dt represents the probability that an individual with current age q
will subsequently die within an infinitesimal amount of time dt. The death rate can also be written as
µ(q) = m(q)1−M(q) , where m(q) is the probability density function for the waiting time until death occurs,
with cumulative density function M(q). The survival function can thus be written as S(q) = 1 −M(q) =
3
AIII
I
II
IV
B
Timet2t1Time
Birth
Death
Figure 1. (A) A generalized branching process. At I we have a budding (or simple) mode of birth, where
the parental individual continues to exist after birth. At II we have binary fission, where the parental
individual is terminated at the moment two identical twin daughters are created. The number of progeny
in fission can vary, such as at III where four daughters are born, or the death process at IV, which can be
viewed as fission with no progeny. (B) A binary fission process typically seen in cell division. At time t1 we
have two sets of twins, each pair having identical ages. At time t2 one has died and one has divided, leaving
a single pair of twins, and two singletons with distinct ages.
e−
∫ q
0
µ(u)du, representing the probability that an individuals time of death is greater than q. More details of
the relationships between these terms can be found in [28].
For the McKendrick-von Foerster equation there is also an associated boundary condition representing
the arrival of newborn individuals of age q = 0,
X(q = 0, t) =
∫ ∞
0
β(u)X(u, t)du, (2)
where β(q) represents the birth rate per parental individual of age q. The birth rate β(q) = b(q)1−B(q)
also has corresponding waiting time distributions b(q) and B(q). This formulation of the McKendrick-
von Foerster equation is for the simple mode of birth, such as the case labelled I in Fig. 1. An initial
condition X(q, t = 0) = g(q) describing the age distribution of founder individuals completely specifies the
mathematical model.
However, from the McKendrick-von Foerster equation we find the total population
∫∞
0
X(q, t)dq grows
deterministically and the stochastic fluctuations in population size are not incorporated. The natural way
to model such variation is with the standard forward continuous-time master equation [29, 30]:
∂ρn(t)
∂t
= −n [βn(t) + µn(t)] ρn(t) + (n− 1)βn−1(t)ρn−1(t) + (n+ 1)µn+1(t)ρn+1(t), (3)
where ρn(t) is the probability of population size n at time t, and βn(t) and µn(t) are the birth and death
rates, per individual, respectively. Each of these rates can be population size and time dependent.
This master equation does not consider age effects, however, and methods that incorporate both
stochastic fluctuations and age are required. The models to do this will differ depending on the microscopic
behavior of the corresponding branching process. We next develop the theory for simple budding birth such
as at event I in Fig. 1A. More complex modes of birth such as binary fission at event II shall later be
developed in Section 5.
2.2. Simple Budding Birth and Death Processes
We consider the following stochastic process describing a population of n individuals at time t. Each
individual of age p is represented by A(p). We have a death process A(p)→ φ occurring at rate µn(p) that
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can depend upon age p and population size n. We also have a budding birth process A(p) → A(p) + A(0)
giving rise to a new individual of age zero, along with the surviving parent, occurring at a rate βn(p).
To represent this process requires some terminology. The vector qn = (q1, q2, . . . , qn) denotes the ages
of the population of size n. The term ρn(qn; t)dqn represents the probability that the population is of
size n and, if the n individuals are randomly labeled 1, 2, . . . , n, the ith individual has age in the interval
[qi, qi + dqi], at time t. The probability density ρn is thus a symmetric function of the age arguments qn.
The marginal probability densities are defined as ρ
(m)
n (qm; t) =
∫
dq′n−m ρn(qm,q
′
n−m; t).
We also introduce the term fn(qn; t) as the probability density for the case where the ages are ordered,
q1 ≤ q2 ≤ . . . ≤ qn. The age domain can be extended to Rn by defining fn(qn; t) = fn(pi(qn); t), where pi is
the permutation that orders the components of the vector qn. Note that fn ≡ n!ρn. With this new domain,
fn is no longer a probability density, however, many expressions are simpler to express with fn and we shall
interchange between the two functions.
The final term of interest considered is the correlation functions Xm(qm; t), where Xm(qm; t)dqm =∑
n≥m(n)mρ
(m)
n (qm; t) represents the probability that we can find m individuals in the population and label
them 1, 2, . . . ,m such that the ith has age in [qi, qi + dqi]. Here (n)m = n(n − 1) . . . (n − (m − 1)) denotes
the Pochhammer symbol.
More details about this representation can be found in [1, 2], where the probability density function
ρn(qn; t) and correlation function Xn(qn; t) are examined in greater depth, which we summarize below.
These results shall later be rederived using Doi-Peliti methods in Section 3.
For the density ρn(qn; t) the following hierarchy of equations was established:
∂ρn(qn; t)
∂t
+
n∑
j=1
∂ρn(qn; t)
∂qj
= −ρn(qn; t)
n∑
i=1
γn(qi)
+ (n+ 1)
∫ ∞
0
µn+1(y)ρn+1(qn, y; t)dy, (4)
along with boundary condition
nρn(qn−1, 0; t) = ρn−1(qn−1; t)
n−1∑
i=1
βn−1(qi). (5)
Note that the birth and death rates βn(q) and µn(q) can be functions of both population size n and age
q, and we have used the event rate γn(q) = βn(q) + µn(q). This system was solved analytically in [1, 2]
for the cases of either pure birth (µn(q) = 0) or pure death (βn(q) = 0). Furthermore, provided the rates
βn(q) = βn and µn(q) = µn are independent of age, the population size density ρ
(0)
n (t) =
∫
dqnρn(q; t) was
shown to reduce to master Eq. 3.
For the mth order correlation function Xm(qm; t), provided the birth and death rates rates βn(q) = β(q)
and µn(q) = µ(q) are independent of population size, the following equation was obtained:
∂Xm
∂t
+
m∑
j=1
∂Xm
∂qj
+Xm
m∑
i=1
µn(qi) = 0, (6)
with boundary condition
Xm(qm−1, 0; t) = Xm−1(qm−1; t)
m−1∑
i=1
β(qi) +
∫ ∞
0
Xm(qm−1, y; t)β(y)dy. (7)
For the mean-field case (m = 1), this equation is precisely the McKendrick-von Foerster Eq. 1, and we find
the correlation function satisfies a natural generalization.
Now, the hierarchy for the full probability densities given by Eq. 4 and 5 express ρn in terms of
both lower and higher order terms ρn−1 and ρn+1. This mirrors the BBGKY hierarchies seen in gas kinetics
[31, 32], which are notoriously difficult to solve, and approximate closure schemes are often employed [33, 34].
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Figure 2. An age structured budding birth death process. (Ai) Poisson distributed initial population size
with rate parameter 5. (Aii) Birth and death rates dependency upon age (see Section 2.3 for specifics).
(Bi-iv) Population densities for a birth death process at times T = 0, 4, 8, 14. Distributions for individual
generations are highlighted. (Ci) Plots of N[0,q] (the number of individuals younger than age q) at time
T = 4 are plotted for 1000 simulated birth death processes. Each color is one simulation. The two solid
thick lines are the simulation mean (blue) and E(N[0,q]) (black). (Cii) Standard deviation of simulations in
Ci and STD(N[0,q]) (see Eq. 9).
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However, we note that the hierarchy for the correlation functions given in Eq. 6 and 7 expresses Xm
just in terms of the lower order term Xm−1 suggesting that this hierarchy is easier to analyze (by back
substitution for example, starting from the solution X1 to the McKendrick-von Foerster equation). This
analytic simplification is something that we will also see reflected in the path integral techniques applied in
Section 4, where we will find Xm easier to analyze than ρn.
Finally, we consider age-structured population-size variance. We first let NΩ denote the random variable
counting the number of individuals with age inside Ω. We can then relate Eq. 6 to the variance Var(NΩ) as
follows.
Var(NΩ) = Var
(∑
du∈Ω
Ndu
)
=
∑
du,dv∈Ω
Cov(Ndu, Ndv)
=
∑
du∈Ω
Var(Ndu) +
∑
du 6=dv∈Ω
Cov(Ndu, Ndv), (8)
Now, a sufficiently small interval du will contain the age of at most one individual, and so Ndu is simply a
Bernoulli variable indexing whether an individual exists in du. Thus N2du = Ndu and so E(N
2
du) = E(Ndu) =
X1(u)du. Also, E(Ndu)
2 is vanishingly small, and we find
∑
du∈Ω Var(Ndu) =
∫
Ω
X1(u)du. We similarly
note that E(NduNdv) = X2(u, v)dudv is the probability of finding a pair of individuals with ages in intervals
du, dv. Thus we finally obtain the following, correcting an error in [2]:
Var(NΩ) =
∫
Ω
X1(u)du+
∫
Ω2
(X2(u, v)−X1(u)X1(v)) dudv. (9)
2.3. Numerics
We next exemplify the simple budding birth death process of Fig. 2 with a comparison of simulations to
analytic expression for the mean-field and variance of the process. We suppose the death waiting time
probability density function m(q) = Γ(k)−1θ−kqk−1e−q/θ is gamma distributed with mean 4 and variance
1 (k = 16, θ = 14 ). We suppose the birth rate β(q) = cq
zµ(q), where c = 1.2 and z = 0.2. The resultant
densities b(q) and m(q) are plotted in Fig. 2Aii. Note that the birth rate is higher than the death rate and
a mean increase in population is expected. We suppose the initial population size at time t = 0 is Poisson
distributed with mean 5 (Fig. 2Ai), where each founder individual has an age that is gamma distributed with
mean 1 and variance 14 (k = 4, θ =
1
4 ; Fig. 2Bi). In Fig. 2B we see the mean field solution X1(q; t) to the
McKendrick-von Foerster equation. We have the age distribution of the generation zero founder individuals
(2Bi). After a time t = 4 (2Bii) this peak has significantly reduced due to death, and moved to the right,
due to aging. The birth process has resulted in a new peak of individuals from the next generation. By time
t = 14 (2Biv)we see that the majority of individuals are from generations three and four, which significantly
overlap in age. Note that the total population (area under black curve) has significantly increased from
the initial case t = 0. We see from the simulations in 2C that stochastic fluctuations lead to significant
differences from the mean field, although the mean and variance of the simulations can be seen to match the
solutions to Eq.s 1 and 9 (2Cii).
This leaves open a two-fold problem. Firstly, how to solve Eq. 6 for the correlation functions Xm(qm; t)
(the boundary conditions in Eq. 7 complicate the derivation of an explicit solution; see [2]). Secondly, how
to derive the density fn(qn; t). To attack these problems we will use quantum field theoretic techniques,
where we find that these two terms have very similar path integral formulations. In particular, we shall show
that correlation functions restricted by generation numbers (such as the mean field densities in Fig. 2B) and
hereditary structure arise naturally in path integral perturbative expansions.
3. Doi Peliti Second Quantization Methods
3.1. Machinery
Here, we introduce a Doi-Peliti operator formalism tailored to age-dependent birth-death processes. The
use of field theoretic techniques was initiated by Doi [17, 18]. This was based upon a state vector
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|qn〉 ≡ |q1, q2, · · · , qn〉 used to represent a set of n objects, with corresponding properties q1, q2, · · · , qn,
such as the coordinates of n molecules for example. However, we interpret them as the ages of n individuals.
In this representation individuals are indistinguishable and the order of the components qi is immaterial.
We use |φ〉 to represent the ‘vacuum’ state consisting of an empty population.
Next, we introduce annihilation and creation operators ψq and ψ
†
q which satisfy standard commutation
relations:
[ψq, ψ
†
p] = δ(q − p), [ψq, ψp] = [ψ†q , ψ†p] = 0. (10)
States can be constructed using creation operators: |qn〉 = ψ†q1ψ†q2 · · ·ψ†qn |φ〉. From these states and
commutation relations, we obtain the normalization
〈qm|pn〉 = δmn
∑
pi∈Sm
n∏
i=1
δ(qi − ppi(i)), (11)
where 〈φ|φ〉 ≡ 1 and Sm is the symmetry group of permutations on m symbols. The annihilation operators
are assumed to kill the vacuum state; ψq |φ〉 = 0. Note that although we will use this formalism to model
(positive) ages, we place no restrictions on the states |qn〉 which can contain negative entries. It is relatively
straightforward to use Eq. 11 to verify the following resolution of the identity operator:
I =
∞∑
m=0
∫
dqm
m!
|qm〉 〈qm| . (12)
Next, probabilty is introduced into the system by defining the following superposition of states:
|f(t)〉 =
∞∑
n=0
∫
Rn
dqn
n!
fn(qn; t) |qn〉 . (13)
This is the representation used in Doi [17, 18], where the distribution fn(qn; t) ≡ n!ρn(qn; t) is equivalent to
the one mentioned in the previous section. The utility of this representation is manifest when the evolution
of the state can be described linearly as,
∂
∂t
|f(t)〉 = ζ |f(t)〉 , (14)
with a suitable operator ζ. For our application ζ = ζ0 + ζb + ζd can be decomposed into three parts. The
term ζ0 describes the increase of all age variables in time, the term ζb represents the increase in population
size due to birth and ζd represents the decrease in population size due to death. Then we have, following
Doi methodology [17, 18], the following expressions:
ζ0 =
∫
dq ψ†q
∂
∂q
ψq, ζb =
∫
dq β(q)(ψ†qψq − ψ†qψ†0ψq), ζd =
∫
dq µ(q)(ψ†qψq − ψq). (15)
Thus for example, the second term in ζb contains creation operator ψ
†
0, representing the birth of a new
individual of age zero, and the annihilation and creation operators ψq and ψ
†
q are a bookkeeping measure
that preserves the parental individual of age q. These states and operators are given in the Schro¨dinger
representation where the operators are constant and the states vary in time, with Eq. 14 having a formal
solution of the form
|f(t)〉 = e−ζt |f(0)〉 . (16)
We complete this section by introducing functional coherent states. If we take any complex function
u(q) of the real value q, with complex conjugate u∗(q), we can construct the the following state superposition:
|u〉 = e
∫
dq u(q)ψ†q |φ〉 =
∞∑
n=0
∫
dqn
n!
u(q1) · · ·u(qn)ψ†q1 · · ·ψ†qn |φ〉 . (17)
These coherent states satisfy the following eigenstate property:
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ψp |u〉 =
∞∑
n=0
1
n!
∫
dqn u(q1) · · ·u(qn)ψpψ†q1 · · ·ψ†qn |φ〉
=
∞∑
n=0
1
n!
∫
dqn u(q1) · · ·u(qn)
n∑
i=1
δ(p− qi)
∏
j 6=i
ψ†qj |φ〉 = u(p) |u〉 . (18)
Coherent states also satisfy the following normalization property,
〈u|u′〉 = 〈φ| e
∫
dq u∗ψqe
∫
dq u′ψ†q |φ〉 = 〈φ| e
∫
dq u∗u′e
∫
dq u′ψ†qe
∫
dq u∗ψq |φ〉 = e
∫
dq u∗u′ , (19)
where we have used the Baker-Campbell-Hausdorff theorem to commute operators [35, 36].
The functional coherent states |u(q)〉 generalize the constant coherent states |z〉 used by Doi [17, 18],
which can be recovered by setting the function u(q) ≡ z to be constant. Doi noticed the form |z〉 allows
many summary statistics of interest to be simply expressed. In particular, the correlation density Xm(qm; t)
is given by the following expectation of the number operator ψ†q1 · · ·ψ†qnψq1 · · ·ψqn :
Xm(qm; t) = 〈1|ψ†q1 · · ·ψ†qmψq1 · · ·ψqm |f(t)〉 = 〈1|ψq1 · · ·ψqme−ζt|f(0)〉 . (20)
Note that in this expression 〈1| represents a coherent state with function u(q) ≡ 1 (rather than a state
representing a single individual of age 1). We have also used the fact that 〈1| is a left eigenstate of ψ†qi with
eigenvalue 1, as seen in Eq. 18.
Peliti [20] adapted these methods for birth death processes, developing path integral techniques rather
than the time-ordered perturbative methods of Doi [17, 18]. In particular, a state vector |n〉 was used to
represent a population of n individuals, and a functional mapping |n〉 ≡ zn utilized to construct a path
integral formulation for properties of interest, with lattice methods used to incorporate spatial effects. The
more general coherent states we have introduced will allow us to directly construct a path integral formulation
for our problem without recourse to lattice discretization methods.
3.2. Kinetic Equations
We now use the formalism outlined above to derive equations for the distribution fn(qn; t). Specifically, we
utilize the field theoretic framework to derive the hierarchy given in Eq.s 4 and 5. If we condition upon an
initial distribution fn(qn; 0), then from Eq.s 11 and 13 we find that fn(qn; t) is the projection of the state
|f(t)〉 onto the fundamental state |qn〉:
fn(qn; t) = 〈qn|f(t)〉 = 〈qn|e−ζt|f(0)〉 . (21)
Since both 〈qn| and |f(0)〉 are constant in time, we can differentiate Eq. 21 with respect to time to find
∂fn(qn; t)
∂t
= −〈qn|ζ|f(t)〉 = −〈qn|ζ0|f(t)〉 − 〈qn|ζb|f(t)〉 − 〈qn|ζd|f(t)〉 . (22)
Next we use the commutation relations to calculate the left action of the operators ζ0, ζb and ζd upon
〈qn|. The first term gives
〈qn|ζ0|f(t)〉 =
∫
dp 〈φ|ψq1ψq2 · · ·ψqnψ†p
∂
∂p
ψp|f(t)〉 =
∫
dp 〈φ|
n∑
i=1
δ(p− qi)
∏
j 6=i
ψqj
∂
∂p
ψp|f(t)〉
=
n∑
i=1
∂
∂qi
〈φ|
∏
j 6=i
ψqjψqi |f(t)〉 =
n∑
i=1
∂
∂qi
〈qn|f(t)〉 =
n∑
i=1
∂
∂qi
fn(qn; t). (23)
For the birth term, a similar derivation yields
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〈qn|ζb|f(t)〉 =
∫
dp β(p) 〈φ|ψq1ψq2 · · ·ψqn(ψ†pψp − ψ†pψ†0ψp)|f(t)〉
=
n∑
i=1
β(qi)
fn(qn; t)−∑
j 6=i
δ(qj)fn−1(q(−j)n ; t)
 . (24)
where q
(−j)
n = (q1, · · · , qj−1, qj+1, · · · , qn) represents the age-chart with all n ages except the jth one, which
is omitted. Finally, the death term yields
〈qn|ζd|f(t)〉 =
n∑
i=1
µ(qi)fn(qn; t)−
∫
dp µ(p)fn+1(qn, p; t). (25)
Upon combining these results for any strictly positive age chart qn we lose the delta functions in Eq.
24 and (using ρn ≡ fn/n!) rediscover Eq. 4. Furthermore, integrating Eq. 22 with respect to the variable
qj over a small interval containing the boundary qj = 0 captures a delta function from Eq. 24 and recovers
the boundary condition in Eq. 5.
The field theoretic methods thus provide an efficient means of deriving kinetic equations for the
population distribution function fn(qn; t), and thus, a complete stochastic description of the population
size and age structure for the entire population.
3.3. Age-Structured Moments
We now derive kinetic equations for the age structured correlation densities Xm(qm; t) of the age-structure.
Consider first the case X1(q; t) ≡ X(q; t). Then differentiating Eq. 20 with respect to time, with m = 1, we
find
∂X
∂t
= −〈1|ψqζ|f(t)〉 = −〈1|ψq(ζ0 + ζb + ζd)|f(t)〉 . (26)
This yields three terms on the right-hand side that can be written in the forms
〈1|ψqζ0|f(t)〉 = 〈1|ψq
∫
dpψ†p
∂
∂p
ψp|f(t)〉 =
∫
dp 〈1|δ(q − p) ∂
∂p
ψp|f(t)〉+
∫
dp 〈1|ψ†pψq
∂
∂p
ψp|f(t)〉
=
∂
∂q
〈1|ψq|f(t)〉+
∫
dp
∂
∂p
〈1|ψqψp|f(t)〉 = ∂X(q)
∂q
+
∫
dp
∂
∂p
X2(q, p), (27)
〈1|ψqζb|f(t)〉 = 〈1|ψq
∫
dpβ(p)
[
ψ†pψp − ψ†pψ†0ψp
]
|f(t)〉 = β(q)X(q) +
∫
dpβ(p) 〈1|ψqψp|f(t)〉
− β(q)X(q)− δ(q)
∫
dpβ(p) 〈1|ψp|f(t)〉 −
∫
dpβ(p) 〈1|ψqψp|f(t)〉
= −δ(q)
∫
dpβ(p)X(p), (28)
and
〈1|ψqζd|f(t)〉 = 〈1|ψq
∫
dpµ(p)
[
ψ†pψp − ψp
] |f(t)〉
= µ(q)X(q) +
∫
dpµ(p) 〈1|ψqψp|f(t)〉 −
∫
dpµ(p) 〈1|ψqψp|f(t)〉 = µ(q)X(q). (29)
Then assuming X2(q, p) vanishes for the extreme values of p, the last term in Eq. 27 vanishes, yielding the
PDE
∂X
∂t
+
∂X
∂q
+ µ(q)X = δ(q)
∫
dpβ(p)X(p). (30)
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For any q > 0 we lose the delta function and recover the McKendrick-von Foerster Eq. 1, as expected. If we
integrate across a vanishing small interval containing q = 0, we also recover the McKendrick-von Foerster
boundary condition of Eq. 2.
Higher order correlations Xm(qm; t) obey the following equation, which can be derived in much the
same way as Eq. 30; by differentiating Eq. 20 with respect to time and calculating the resulting matrix
elements, the details of which are left to the reader:
∂Xm
∂t
+
m∑
i=1
∂Xm
∂qi
+Xm
m∑
i=1
µ(qi) =
n∑
i=1
δ(qi)
∫ dpβ(p)Xm(q(−i)m , p; t) +Xm−1(q(−i)m ; t)∑
j 6=i
β(qj)
 . (31)
This equation is equivalent to Eq. 6 and its associated boundary condition, and we find field theoretic
methods provide a natural way to describe the correlation functions for age-structured populations.
4. Path Integral Representation
The path integral formulation of quantum mechanics works well in part because the fundamental position
and momentum states are eigenstates of terms in Hamiltonians corresponding to many fields of interest.
These fundamental states are then use to construct resolutions of the identity, which are applied between
time slices across the time period of interest, resulting in path integrals [37, 38]. This technique will not
work for the systems we consider. Specifically, we have fundamental states |qn〉 that represent the age-
charts of populations of size n. However, the ‘Hamiltonians’ ζ we consider are functions of creation and
annihilation operators, and the states |qn〉 are not eigenstates for these operators. Creation operators
increase the minimum occupation number for any state superposition indicating that an eigenstate will not
exist. However, eigenstates exist for annihilation operators; the coherent states we have seen in Eq. 18. To
construct a path integral, we thus need a resolution of the identity in terms of coherent states. There are two
possible approaches. One generalizes that of Peliti [20] and is the approach we take, as detailed in Appendix
A. The other approach adapts techniques more commonly found in quantum field theoretic applications, as
detailed in Appendix B, along with an explanation why two path integral formulations are possible.
4.1. Construction
We have, then, the following path integral resolution of the identity,
I =
∫
DuDv e−i
∫
dq u(q)v(q) |iv〉 〈u| , (32)
where the functional integrals over u and v are over real functions such that∫
DuDv ≡ lim
→ 0
Q→∞
Q∏
q = −Q
∆q = 
∫

2pi
d[u(q)]d[v(q)]. (33)
We next construct a path integral representation of the amplitude between two coherent states, using
the resolution of the identity from Eq. 32 at the time slices. To do this we first obtain matrix elements for
the evolution operators ζ0, ζb and ζd between coherent states 〈u| and |iv〉. We find, using the eigenvalue
properties of Eq. 18, that
〈u|ζ0|iv〉 = 〈u|iv〉 i
∫
dq u
∂v
∂q
,
〈u|ζb|iv〉 = 〈u|iv〉 i(1− u(0))
∫
dq βuv,
〈u|ζd|iv〉 = 〈u|iv〉 i
∫
dq µv(u− 1). (34)
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For small time interval , and using the normalization property of Eq. 19, we thus find
〈u|e−ζ|iv〉 = exp
{
−i
∫
dq
[
−uv

+ u
∂v
∂q
+ (1− u(0))βuv + µv(u− 1)
]}
. (35)
Taking a product of such time slices over a time interval [0, T ], we obtain the following path integral
formulation, where we have used integration by parts on the time differential term:
〈uT |e−ζT |iv0〉 =
∫
DuDv exp
{
−i
∫
dqdt
[
u
(
∂v
∂q
+
∂v
∂t
)
+ µv(u− 1) + βuv (1− u0)
]
+ i
∫
dq uT vT
}
.(36)
Here u(q, t) and v(q, t) are now real functions of age and time, and we introduce shorthand notation
u0 = u(0, t), u0 = u(q, 0), uT = u(q, T ), v0 = v(q, 0) and vT = v(q, T ).
Now the two features of interest we investigate with this framework are the correlation density
function Xm(qm;T ) = 〈1|ψq1 . . . ψqme−ζT |f(0)〉 and the density function fm(qm; t) = 〈qm|e−ζT |f(0)〉 =
〈φ|ψq1 . . . ψqme−ζT |f(0)〉. In both cases we need to specify the initial population distribution state |f(0)〉. The
formalism is most compact when this is a coherent state. Specifically, we assume that the initial population
size is Poisson distributed with parameter α, such that each individual has an initial age distribution ω(q).
We then find that |f(0)〉 = e−α |αω〉.
Now using Eqs 17 and 19, we obtain the following identities
〈1|ivT 〉 = ei
∫
dq vT , 〈u0|f(0)〉 = eα
∫
dq ω(u0−1) and 〈φ|ivT 〉 = 1. (37)
Then using resolutions of the identity at time points 0 and T , placed at the right and left sides of operator
e−ζT in Eq. 36, respectively, we obtain the following expressions, where we have utilized the boundary
information in Eq. 37, the eigenstate property ψq1 . . . ψqm |ivT 〉 =
∏m
j=1 [ivT (qj)] |ivT 〉, and finally the field
shift u→ u+ 1 to transform the integrals, giving:
fm(qm;T ) =
∫
DuDv
m∏
j=1
[ivT (qj)] exp
{
−i
∫
dqdt
[
u
(
∂v
∂q
+
∂v
∂t
+ µv
)
− β(u+ 1)u0v
]}
·
exp
{
−i
∫
dq u0v0 + α
∫
dq ωu0 − i
∫
dq vT
}
, (38)
and
Xm(qm;T ) =
∫
DuDv
m∏
j=1
[ivT (qj)] exp
{
−i
∫
dqdt
[
u
(
∂v
∂q
+
∂v
∂t
+ µv
)
− β(u+ 1)u0v
]}
·
exp
{
−i
∫
dq u0v0 + α
∫
dq ωu0
}
. (39)
Although the two expressions are almost identical and both fm(qm; t) and Xm(qm; t) can be examined
by perturbative methods, it is only the latter expansion that readily combines into a simpler form.
4.2. Perturbative Expansion
The path integral in Eq. 39 contains two interaction terms, the quadratic death term µuv and the cubic
birth term βv(u+ 1)u(0, t). We calculate this by expanding the birth term and the initial term α
∫
dq ωu0.
The death term is quadratic and so can be dealt with directly. We are then in a position to use standard
methods, and require the following propagator G(p, τ ; p′, τ ′), which we derive using generating functional
techniques (see [39] for more discussion of such methods):
G(p, τ ; p′, τ ′) =
∫
DuDv u(p, τ)iv(p′, τ ′) exp
{
−i
∫
dqdt
[
u
(
∂v
∂q
+
∂v
∂t
+ µv
)]
− i
∫
dq u0v0
}
=
iδ2Z(J,K)
δJ(p; τ)δK(p′; τ ′)
∣∣∣∣
J≡K≡0
, (40)
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where we introduce indeterminate functions J = J(q, t) and K = K(q, t) along with generating functional
Z(J,K) =
∫
DuDv exp
{
−i
∫
dq dt
[
u
(
∂v
∂q
+
∂v
∂t
+ µv + J
)]}
·
exp
{
−i
∫
dq u0v0 + i
∫
dq dt vK
}
. (41)
Now the functional integral over variable u forces the constraint ∂v∂q +
∂v
∂t + µv+ J = 0 and functionally
integrating over u0 forces the constraint v0 = 0, which we solve to give,
v(q, t) = −
∫ t
0
J(q − t+ s, s)e−
∫ t
s
µ(q−t+x)dxds, (42)
so the generating functional is given by
Z(J,K) = exp
{
i
∫
dq dt v(q, t)K(q, t)
}
. (43)
Performing the functional differentiations of Eq. 40 then results in propagator
G(p, τ ; p′, τ ′) = δ((p′ − τ ′)− (p− τ))S(p, p′)θ(τ ′ − τ). (44)
The delta function in this expression ensures an individual of age p at time τ has age p′ at time τ ′, the
survival function S(p, p′) = exp
{
− ∫ p′
p
µ(x)dx
}
ensures the individual does not die between the two times,
and the theta function ensures end point τ ′ is later then the initial time τ of the interval being propagated
across.
Finally we observe that the birth term β(u+ 1)u0v can be decomposed into two possible terms. Firstly,
we can have βuu0v, where the terminal variable v at the end of one propagator gives rise to variables
u (representing parental individuals) and u0 (representing new born individuals) at the beginning of two
propagators. Alternatively, we can have term βu0v, meaning we only get a single new propagator with
initiating variable u0. This means that there are two possible types of internal vertex in the corresponding
Feynman diagram, of degrees three and two, respectively, as indicated in Fig. 3A.
In summary, then, to any Feynman diagram associated with the expansion of Xm(qm; t), we associate
the following. We have a certain number of initiating nodes, each associated with variable αω. We have
internal nodes from the two types mentioned above, each associated with a birth rate function β(p), where
p is the age of the parent giving birth. We have m terminating nodes. Propagators bridging the nodes then
complete the picture. More explicit details of the terms and resulting integral can be found in Appendix E.
These integrals can be simplified with the aid of Laplace transforms, as we now demonstrate with an
example.Consider the pair correlation example in Fig. 3. Here we have a Feynman diagram (3B) containing
five birth terms, occurring at times t1, T − q2, τ1, τ2 and T − q1, and one initiating event at age r. We
also have a corresponding Age-Time picture (3C). Although the Feynman diagram is a connected graph, the
Age-Time representation is not; any propagated edge associated with a variable u0 is representing a newborn
individual, and the difference in age between parent and offspring results in a corresponding discontinuity.
However, the advantage of this representation is that we can now see the hereditary structure between
correlated individuals; the pair correlation in Fig. 3C is between ages of individuals in generations five and
two, such that the generation five individuals are descendants of generation two individuals. This leaves us
with an integral of the following form, where we define Y (q) = β(q)S(q), with S(q) shorthand for S(0, q):
X
(2,0,3)
2 (q1, q2;T ) = αS(q1)S(q2)
∞∫
0
dr
ω(r)
S(r)
T−q2∫
0
dt1 Y (r + t1)Y (T − q2 − t1) ·∫
T−q2<τ1<τ2<T−q1
dτ1dτ2 β(τ1 − [T − q1])Y (τ2 − τ1)Y ([T − q1]− τ2) (45)
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Figure 3. Feynman diagram and associated Age-Time diagram. (A) Classes of node in Feynman diagram;
one initiating, one terminating, and two internal nodes. (B) Feynman diagram consisting of one initiating
node, two terminating nodes, four degree two nodes and one degree three node. (C) The associated Age-Time
diagram. Individuals of age q1 are generation five individuals, descending from generation two individuals
of age q2.
Now both the t1 and τ1, τ2 integrals are convolutions, so can be calculated with the aid of Laplace
transformations (L) and their inverses (L−1t ) to give the following:
X
(2,0,3)
2 (q1, q2) = αS(q1)S(q2)L
−1
q2−q1(L(β)L(Y )
2)
∞∫
0
dr
ω(r)
S(r)
L−1T−q2(L(Y (t+ r))L(Y )) (46)
Thus we have a pair correlation function corresponding to a specific hereditary structure (the superscript
of X
(2,0,3)
2 (q1, q2;T ) labels the hereditary structure, which is explained in Appendix C). If the larger
generation number is modified, say from five to seven, this is equivalent to adding another two birth events
between times T − q2 and T − q1 in Fig. 3C. This will induce the change of L(Y )2 to L(Y )4 in Eq. 46, the
rest of the solution taking the same form. Similarly, adding more birth events between times 0 and T − q2
will increase the power of the rightmost L(Y ) term, which again can be dealt with by Laplace transforms.
To extend the correlation to all generations such that individuals with age q1 descend from individuals with
age q2 (irrespective of generation number) requires summing over all possible generation numbers. This is
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achieved by replacing the L(Y ) terms with
∑∞
k=0 L(Y )
k = (1−L(Y ))−1. Provided the Laplace convolutions
are possible, the pair correlation is still a single integral over variable r and the high dimensionality of the
problem can be avoided.
For more general hereditary structures, the same techniques can be applied, and it is the complexity of
the hereditary structure that dictates the degree of integration involved, not the number of generations. Note
that the number of different hereditary structures is limited; the internal nodes either preserve or increase
the number of propagators through time. Thus any diagram for a paired correlation can only have one or
two initiating nodes, for example. This summability and restricted choice of diagram is somewhat analogous
to the summability of the ‘parquet’ diagrams observed in [23]. The full set of correlation functions up to
second order can be found in Appendix C, where the results have also been implemented for the example
given in Fig. 2.
We note that the path integral for the density function fm(qm; t) in Eq. 38 differs from the correlation
function by the single exponent i
∫
dpvT . Although one can expand this term and perform a similar series
expansion to above, this results in a significant increase in the number of terms and it is not clear whether
the resulting series can be summed exactly or approximated easily, and finding efficient means of determining
the probability density function remains an open problem.
Finally, we note that the action in Eq. 38 and 39 are identical, and linear in v. This suggests a direct
functional integration with respect to v might yield a direct evaluation for fm(qm; t) or Xm(qm; t) without
recourse to perturbative expansion. Although integration with respect to v can be done, resulting in a
constraint upon u, which can furthermore be solved, the result requires mth order functional derivatives
which soon become intractable and an exact approach without perturbative expansion is still lacking. An
outline of this approach is given in Appendix F.
5. Binary Fission and Death Processes
We now extend these methods to binary fission, a more general process where two individuals simultaneously
arise at the moment the parental individual terminates, a process exemplified by cell division. This process
is represented in Fig. 1B, where a single cell undergoes a process of cell division and death. Note that at
time t1, after three cell divisions, we have two pairs of twins, each pair having identical ages. By time t2,
one twin has died and one has divided, leaving one pair of twins, and two lone individuals with distinct ages,
which we refer to as singletons. Fission is thus a degenerate process because a subset of ages are duplicated,
and we will show that the ages of singletons and twins need to be tracked separately.
We shall first consider mean-field behavior, then the full probability density for the population-size-age-
chart, and finally use path integrals to determine the correlation functions.
5.1. Kinetic Equations
We first consider a single species model, before establishing that the age degeneracy is better handled with
a two species model. We thus have a death process A(p)→ φ occurring at a rate µ(p) and a fission process
of the form A(p)→ A(0) +A(0) occurring at a rate β(p), where A(p) represents a single cell of age p.
Note that age degeneracy is automatically handled in field theoretic formalism. For example, if we
apply the number operator ψ†rψr to the degenerate state |p, p, q〉, where one age p is duplicated, we obtain
the density 〈1|ψ†rψr|p, p, q〉 = 2δ(r − p) + δ(r − q) and find the duplicated age is correctly counted.
For the fission process, the operators ζ0 and ζd are identical to those in Eq. 15, but the birth operator
becomes ζb =
∫
dpβ(p)[ψ†pψp−ψ†0ψ†0ψp], where the two ψ†0 operators in the latter term account for the birth
of twins, and ψp represents termination of the parent.
To study the mean field behavior, we define the mean density X(p) = 〈1|ψpe−ζt|f(0)〉 and differentiate
with respect to time, following the methodology used in earlier sections. The derivation is largely the same
as that for Eq. 30, resulting in a McKendrick-von Foerster-like equation,
∂X
∂t
+
∂X
∂p
= −γ(p)X. (47)
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Note that the difference between this microscopic model and that encapsulated in Eq. 30 is that in fission
both birth from, and death to, an individual results in their termination. This is reflected in the right-hand
side of Eq. 47, where the event rate γ(p) = β(p) + µ(p) is used. The boundary condition is also modified to
account for the duplicated offspring:
X(0) = 2
∫
dpβ(p)X(p). (48)
Although this formalism works for the mean-field, if we attempt to take the temporal derivative of the
pair correlation X(p, q) = 〈1|ψpψqe−ζt|f(0)〉, the following PDE and boundary condition results,
∂X
∂t
+
∂X
∂p
+
∂X
∂q
= −(γ(p) + γ(q))X,
X(0, q) = 2
∫
drβ(r)X(q, r) + 2δ(q)
∫
drβ(r)X(0, q, r). (49)
Note that the boundary condition contains an extra term (compared to Eq. 48) implicating the third
correlation function X(0, p, r) and a delta function δ(q). These terms arise due to the fact that pairs of
individuals can have the same age, and are difficult to deal with analytically.
To combat this degeneracy, we adopt a multi-species Doi-Peliti paradigm. We treat the two classes
(singletons and twins) as separate species, where A(p) represents a singleton cell of age p and B(p) represents
a pair of twin cells with identical ages p. Then a singleton undergoes a death process A(p)→ φ at rate µ(p)
and a fission process A(p) → B(0) at rate β(p), whereas twins undergo a death process B(p) → A(p) at a
rate 2µ(p) and a fission process B(p) → A(p) + B(0) at a rate 2β(p). We thus have two pairs of creation
and annihilation operators; ψ†p, ψp and χ
†
p, χp, respectively. We then represent m singletons by age-chart pm
and n sets of twins by age-chart qn, resulting in a general state of the form
|pm;qn〉 ≡ ψ†p1 · · ·ψ†pmχ†q1 · · ·χ†qn |φ〉 . (50)
Here the action of the singleton (resp. twin) operator is the same, irrespective of the current twin (singleton)
state. Thus, for example, ψ†pχ
†
q |pm;qn〉 = ψ†p |pm; q,qn〉 = |p,pm; q,qn〉 = χ†q |p,pm;qn〉 = χ†qψ†p |pm;qn〉,
and we find the two classes of operators commute with each other (e.g., [ψ†p, χ
†
q] = 0). Within each operator
class, the usual commutation relations apply; [ψp, ψ
†
p′ ] = δ(p− p′) and [χq, χ†q′ ] = δ(q − q′).
The evolution operators take on the following form:
ζ0 =
∫
dpψ†p
∂
∂p
ψp +
∫
dpχ†p
∂
∂p
χp,
ζb =
∫
dpβ(p)
[
ψ†pψp − χ†0ψp
]
+ 2
∫
dpβ(p)
[
χ†pχp − χ†0ψ†pχp
]
,
ζd =
∫
dpµ(p)
[
ψ†pψp − ψp
]
+ 2
∫
dpµ(p)
[
χ†pχp − ψ†pχp
]
. (51)
These operators reflect the microscopic fission process, generalizing the operators in Eq. 15 that represent
the simpler, non-fission budding birth-death process. For example, the last term χ†0ψ
†
pχp in ζb represents
the event that one individual from a pair of twins divides into a newborn pair of twins; the operator χp
represents the annihilation of the pair of twins of age p, the term χ†0 represents the creation of newborn
twins of age zero, and the creation operator ψ†p represents the surviving singleton of age p. The coefficient
2 reflects the fact that either twin of age p can be annihilated.
We next derive the singleton-twin specific mean field equations given in [2] as follows. First we define
singleton density A(p) = 〈1|ψ†pψp|f(t)〉 and twin density B(p) = 〈1|χ†pχp|f(t)〉, along with the coherent state
|1〉 ≡ e
∫
dpψ†pe
∫
dqχ†q |φ〉 . (52)
Then differentiating A(p) = 〈1|ψpe−ζt|f(0)〉 and B(p) = 〈1|χpe−ζt|f(0)〉 with respect to time, using the
commutator relations and eigenstate properties of |1〉, we find
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〈1|ψrζ0|f(t)〉 = ∂A
∂r
, 〈1|χrζ0|f(t)〉 = ∂B
∂r
,
〈1|ψrζd|f(t)〉 = µ(r)(A− 2B), 〈1|χrζd|f(t)〉 = 2µ(r)B,
〈1|ψrζb|f(t)〉 = β(r)(A− 2B), 〈1|χrζb|f(t)〉 = 2β(r)B − δ(r)
∫
dpβ(p)(A+ 2B), (53)
which result in the following equations and boundary conditions:
∂A
∂t
+
∂A
∂r
= −(β(r) + µ(r))(A− 2B), ∂B
∂t
+
∂B
∂r
= −2(β(r) + µ(r))B,
A(0) = 0, B(0) =
∫
dp (A+ 2B). (54)
This approach can also be used to derive higher order correlation functions, which can be found in
Appendix D. Note that unlike Eq. 49, in this multispecies formulation there are no awkward delta functions
in the boundary condition (viz. Eq. D.2). These mean-field equations agree with the system in [2] (where
solutions can also be found), although unlike [2], the derivation above does not require the kinetic equation of
the full probability density (Eq. 56), which we derive next. These two formulations of mean field analysis also
serve to show that different Doi-Peliti models can reveal different levels of detail from the same underlying
stochastic process.
Now 1m!n!fm,n(pm;qn; t) is the associated full probability density which has the state representation
|f(t)〉 =
∞∑
m,n=0
∫
dpm dqn
m!n!
fm,n(pm;qn; t) |pm;qn〉 . (55)
We differentiate fm,n(pm;qn; t) = 〈pm;qn|e−ζt|f(0)〉 with respect to time and derive bulk equations in
the much same manner as Section 3.2 to yield
∂
∂t
fm,n +
m∑
i=1
∂
∂pi
fm,n +
n∑
j=1
∂
∂qj
fm,n = −fm,n
 m∑
i=1
(β(pi) + µ(pi)) + 2
n∑
j=1
(β(qj) + µ(qj))

+
∫
dr µ(r)fm+1,n(pm, r;qn; t) + 2
m∑
i=1
µ(pi)fm−1,n+1(p(−i)m ;qn, pi; t), (56)
fm+1,n(pm, 0;qn; t) = 0,
fm,n+1(pm;qn, 0; t) =
∫
dr β(r)fm+1,n−1(pm, r;qn; t)
+ 2
m∑
j=1
β(pi)fm−1,n+1(p(−i)m ;qn, pi; t). (57)
These results agree with the equations obtained via a probabilistic derivation in [2].
5.2. Path Integrals and Correlation Functions
We next define correlation function Xm,n(qm; q¯n; t)dqmdq¯n to be the probability that there are m singletons
that can be labeled such that the ith has age in interval [qi, qi+dqi], and n pairs of twins that can be arranged
to have ages in intervals [q¯i, q¯i + dq¯i]. In all that follows, a variable covered by a bar corresponds to a twin
property, whereas an unbarred variable refers to singletons. There are two approaches to investigate the
correlation functions. Firstly, we can derive kinetic equations for correlation functions in much the same
way that Eq. 54, D.1 and D.2 were derived, which we can then attempt to solve. However, the equations
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for higher order correlations quickly become complicated (see Appendix D). The second approach develops
a suitable path integral representation, which we now consider. To do this we require functional coherent
states;
|u, u¯〉 ≡ e
∫
dp u(p)ψ†pe
∫
dq u¯(q)χ†q |φ〉 , (58)
along with a resolution of the identity;
I =
∫
DuDu¯DvDv¯ e−i
∫
dq (uv+u¯v¯) |iv, iv¯〉 〈u, u¯| . (59)
Now if we assume that the initial number of singletons and pairs of twins are Poisson distributed with
means α and α¯, and the ages of these individuals have probability densities ω(q) and ¯ω(q), respectively, then
by using the resolution of the identity between time slices, the correlation function can be written as the
following path integral, in much the same way as Eq. 39 to give the following:
Xm,n(qm; q¯n;T ) =
∫
DuDu¯DvDv¯
m∏
j=1
ivT (qi)
n∏
k=1
iv¯T (q¯i) ·
exp
{
−i
∫
dqdt
[
u
(
∂v
∂q
+
∂v
∂t
+ γ(v − 2v¯)
)
− βu¯0v
]}
·
exp
{
−i
∫
dqdt
[
u¯
(
∂v¯
∂q
+
∂v¯
∂t
+ 2γv¯
)
− 2β(u+ 1)u¯0v¯
]}
·
exp
{
−i
∫
dq (u0v0 + u¯0v¯0) + α
∫
dq ωu0 + α¯
∫
dq ω¯u¯0
}
. (60)
Now, as before, we expand the birth terms βu¯0v and 2β(u + 1)u¯0v¯, along with the initial distribution
terms α¯
∫
dq ωu0 and α¯
∫
dq ω¯u¯0. We again split the (latter) birth term giving three types of birth events,
meaning we have three types of internal nodes in the associated Feynman diagram, as indicated in Fig.
4B. The two initial distribution terms mean we have two classes of initiating nodes, and the singleton and
twin class also mean there are two types of terminating node. We shall construct propagators in terms of
functional derivatives of the following generating functional:
Z(J,K, J¯, K¯) =
∫
DuDu¯DvDv¯ exp
{
−i
∫
dqdt
[
u
(
∂v
∂q
+
∂v
∂t
+ γ(v − 2v¯) + J
)]}
·
exp
{
−i
∫
dqdt
[
u¯
(
∂v¯
∂q
+
∂v¯
∂t
+ 2γv¯ + J¯
)]}
·
exp
{
−i
∫
dq (u0v0 + u¯0v¯0) + i
∫
dqdt (vK + v¯K¯)
}
. (61)
Functionally integrating over u and u¯ results in the conditions ∂v∂q +
∂v
∂t + γ(v − 2v¯) + J = 0 and
∂v¯
∂q +
∂v¯
∂t + 2γv¯ + J¯ = 0. Furthermore, integration over u0 and u¯0 results in boundary conditions v0 = 0 and
v¯0 = 0, resulting in solutions:
v¯(q, t) = −
∫ t
0
J¯(q − t+ s, s)e−
∫ t
s
2γ(q−t+x)dxds,
v(q, t) = −
∫ t
0
[J(q − t+ s, s)− 2v¯(q − t+ s, t)γ(q − t+ s)] e−
∫ t
s
γ(q−t+x)dxds, (62)
with generating functional
Z(J,K, J¯, K¯) = exp
{
i
∫
dqdt (vK + v¯K¯)
}
. (63)
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Figure 4. Feynman diagram and associated Age-Time diagram for fission process. (A) Three classes of
propagator. (B) Three classes of internal nodes, two initiating and two terminating nodes. (C) Feynman
diagram consisting of one initiating node, two terminating nodes, three degree two nodes and one degree
three node. (D) The associated Age-Time diagram. Individuals of age q¯2 are twins with generation number
4, descending from generation 1, which contain singletons of age q1.
We then find that the four possible propagators are:
Guv(p, τ ; p
′, τ ′) =
iδ2Z(J,K, J¯, K¯)
δJ(p; τ)δK(p′; τ ′)
∣∣∣∣
J,J¯,K,K¯≡0
= δ((p′ − τ ′)− (p− τ))Sˆ(p, p′)θ(τ − t),
Guv¯(p, τ ; p
′, τ ′) =
iδ2Z(J,K, J¯, K¯)
δJ(p; τ)δK¯(p′; τ ′)
∣∣∣∣
J,J¯,K,K¯≡0
= 0,
Gu¯v(p, τ ; p
′, τ ′) =
iδ2Z(J,K, J¯, K¯)
δJ¯(p; τ)δK(p′; τ ′)
∣∣∣∣
J,J¯,K,K¯≡0
= δ((p′ − τ ′)− (p− τ))2Sˆ(p, p′)(1− Sˆ(p, p′))θ(τ − t),
Gu¯v¯(p, τ ; p
′, τ ′) =
iδ2Z(J,K, J¯, K¯)
δJ¯(p; τ)δK¯(p′; τ ′)
∣∣∣∣
J,J¯,K,K¯≡0
= δ((p′ − τ ′)− (p− τ))Sˆ(p, p′)2θ(τ − t), (64)
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where we have used the survival function Sˆ(p, p′) = exp
{
− ∫ p′
p
γ(x)dx
}
. Note the distinction from the
survival function S(p, p′) = exp
{
− ∫ p′
p
µ(x)dx
}
employed in previous sections. This is to be expected; in
the simple mode of birth, where each parent can have multiple birth events, survival is just predicated on
death not occurring over the interval [p, p′], encapsulated by the death rate µ(x). In the fission process,
however, birth induces death of the parent, so survival requires that both birth and death does not occur
across the interval [p, p′] prior to the birth event at time t′, hence the event rate γ(x) = β(x) + µ(x) is
employed. The propagator function Sˆ2 thus represents the probability that a pair of twins do not die or give
birth across an interval. The function 2Sˆ(1 − Sˆ) represents the Binomial probability that one of a pair of
twins dies or gives birth and the remaining singleton survives.
Thus we have three non-trivial propagators, resulting in three types of edges in the associated Feynman
diagram, as highlighted in Fig. 4A (see also Appendix E).
Consider then the Feynman diagram of Fig. 4C, which is directly mapped onto the Age-Time chart in
Fig. 4D. We have a founder generation (generation number 0) of twins of age r, giving rise to generation
number 1 twins at time T − q1. At time τ1 one of the twins gives birth and dies, leaving the singleton of
age q1 at time T . We have two more generations giving birth; one a twin giving birth at time τ2 and one a
singleton at time T − q¯2, resulting in twins of age q¯2 at time T . The integral corresponding to this diagram
thus contributes to the paired correlation function X1,1(q1; q¯2; t) with a term of the form:
Xˆ1,1(q1; q¯2;T ) = α¯Sˆ(q¯2)
2Sˆ(q1)
∫ ∞
0
dr ω¯(r)Sˆ2(r, r + [T − q1])β(r + [T − q1]) ·∫
T−q1<τ1<τ2<T−q¯2
dτ1dτ2Y1(τ1 − [T − q1])Y2(τ2 − τ1)Y3([T − q¯2]− τ2)
= α¯Sˆ(q¯2)
2Sˆ(q1)L
−1
q1−q¯2(L(Y1)L(Y2)L(Y3)) ·∫ ∞
0
dr ωˆ(r)Sˆ2(r, r + [T − q1])β(r + [T − q1]), (65)
where we have used the shorthand notation Sˆ2 = 2Sˆ(1 − Sˆ), Y1 = 2βSˆ, Y2 = 2βSˆ2 and Y3 = 2βSˆ(1 − Sˆ).
We have also used Laplace transforms to calculate the τ1, τ2 convolution integral.
Note that we can place as many generations as we like between times T − q1 and T − q¯2. These will give
rise to a multiple convolution of terms where L(Y2)L(Y3) is replaced with powers of L(Y2) and L(Y3). If we
sum over all possibilities, we just replace L−1t (L(Y1)L(Y2)L(Y3)) with L
−1
t (L(Y1)(1 − (L(Y2) + L(Y3)))−1)
and find that the correlation functions can be entirely summed. Furthermore, just like the simple budding
mode of birth, we find that the internal nodes of Feyman diagrams either preserve or increase the number
of propagators through time, meaning that the number of initiating nodes is limited by the degrees of the
correlation function, limiting the number of possible hereditary structures that need to be considered.
6. Conclusions
In this work we have used age-structured population modeling to highlight Doi-Peliti methods of population
inference. In particular, we have generalized the formulation of coherent states used in [17, 18] to construct
a path integral formulation similar to that of [20] without recourse to lattice methods. This technique
was applied to age structured systems, firstly providing an efficient means of deriving kinetic equations
for features of interest, and secondly demonstrated that perturbative expansions of path integrals can be
calculated exactly, providing a means to construct age-structured correlation functions. These expansion
methods do not so easily sum for probability density functions, which generally need to be approximated by
truncation methods [33, 34]; finding efficient means of solving hierarchical equations such as Eq. 4 remains
an open problem.
Although summing the perturbation series is possible, it involves calculating terms such as
L−1q2−q1(L(β)(1 − L(Y ))−1), which will appear in Eq. 46 once it is modified to sum over all generations.
The Laplace inversion here will likely require a Bromwich integral and the resulting expressions can be
20
complicated (an example of this kind of calculation can be found in [2]). However, we see from Fig. 2B that
for any given time the number of generations contributing to correlation functions are limited, and summing
over a subset of generations can prove easier and just as effective.
The path integral construction presented assumes that the initial population size is Poisson distributed.
This naturally fits with the coherent state framework that was used and is the most efficient formulation.
However, the machinery can be adapted to enable more general initial conditions, although some of the
efficiency will be lost, resulting in integrals over a range of initial conditions.
The age structured systems we have introduced can be considered as spatial systems where age is a
convective term increasing with time. Other spatial properties, such as the molecular diffusive phenotype
commonly analyzed in reaction-diffusion systems, can readily be incorporated into the models we have
considered by adding suitable diffusive terms into the evolution equations, although this was not explored
in this work.
There is a need to develop the Doi-Peliti approach presented above to incorporate non-linear effects.
For example, more realistic patterns of growth often involve population-size constraints such as a carrying
capacity. This was noticed early in the development of population dynamics by Verhulst who modeled the
growth deterministically with logistic functions [40]. In [1, 2] population-size (and age-dependent) birth
and death rates, βn(q) and µn(q), were analyzed for a fully stochastic model, although the corresponding
kinetic equations are significantly complicated by population-size dependency. For example, the mean-field
equations are only equivalent to the McKendrick-von Foerster equation when the rates are independent of
population size.
Another non-linear effect of interest arises when fission processes are mediated by cell size rather than
age [8], for which the non-linearity can manifest as chaos [41]. The second quantization techniques we have
introduced need to be generalized to cater for such effects. The linear action of operators in field theory
suggest that dealing with non-linear effects will be difficult, although the success of approaches in the area
of quantum chaos give some cause for optimism [42]. The models we have introduced model interactions at
the level of a single cell; population-size effects could be modeled by requiring that all cells interact with
each other, for example. It seems unlikely that corresponding path integrals will be either simple or exact,
and perturbative methods of approximation or semi-classical techniques will likely be required [43].
Exploring such avenues will be required if we are to further develop these methods in more realistic
situations. However, the machinery we have introduced provides an initial framework that can efficiently
deal with many age-structured models, offering an approach that avoids some of the complications presented
when more classical probabilistic techniques are employed [1, 2]. Furthermore, path integral formulations of
this machinery enabled explicit relationships between correlation functions and inheritance structure to be
identified, results that are not obvious when applying more probabilistic approaches.
Appendix A: Resolution of the Identity
We outline why Eq. 32 is equivalent to the identity operator. More information about using coherent states
and resolutions of the identity can be found in [44]. The path integral in Eq. 32 is understood in the following
sense:
I = lim
P →∞
→ 0
P/∏
i=−P/
∫

2pi
d[u(pi)] d[v(pi)]e
−i∑P/
i=−P/ u(pi)v(pi) |iv〉 〈u| , (A.1)
where age has been discretized over the interval [−P, P ] such that pi = i.
To interpret the coherent states 〈u| and |iv〉 we need to use a discretized form of fundamental states
|pn〉. To do this we use an occupation number state representation. For example, suppose we have a coarse
grain resolution of age so that there are five possible values, p−2, p−1, p0, p1 and p2. Suppose, furthermore,
that we have a discretized state |p4〉 = |p0, p−2, p0, p1〉 comprising the ages of four individuals. Then we
write |p4〉 ≡ |1, 0, 2, 1, 0〉0, where the subscript 0 indicates an occupation number state representation. Two
of the four individuals have middle age p0, and so the middle occupation number is 2 in the occupation state.
Then we expand and discretize a general coherent state |g〉 as:
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|g〉 = e
∫
dp g(p)ψp |φ〉 = e
∑
i g(pi)ψpi |φ〉 =
∞∑
n=0
n
n!
 P/∑
i=−P/
g(pi)ψpi
n |φ〉
=
∞∑
n=0
n
n!
∑
{x:∑i xi=n}
(
n
x
) P/∏
i=−P/
g(pi)
xi |x〉0 , (A.2)
where we use the notation
(
n
x
) ≡ n!x−P/!···xP/! . Then if we similarly define x! ≡ x−P/! · · ·xP/! and use Eq.
A.2 to obtain a discretized version of |iv〉 〈u|, Eq. A.1 can be written as
I = lim
P →∞
→ 0
∞∑
m,n=0
m+n
∑

x,y :∑
i xi = n∑
j yj = m

1
x!y!
·
P/∏
i=−P/
[∫

2pi
d[u(pi)] d[v(pi)]e
−iu(pi)v(pi)u(pi)xi(iv(p))yi
]
|y〉0 〈x|0 . (A.3)
Now, integration by parts establishes the following identity [20, 45]:∫
dudv
2pi
e−iuvum(iv)n =
∫
duum
(
− ∂
∂u
)n
δ(u) = m! δmn, (A.4)
which can be used to simplify Eq. A.3, giving
I = lim
P →∞
→ 0
∞∑
m=0
m
∑
{x:∑i xi=m}
1
x!
|x〉0 〈x|0 . (A.5)
Each occupancy vector |x〉0 with total occupation number m corresponds to
(
m
x
)
possible states |pm〉. After
taking the continuum limit we find
I =
∞∑
m=0
∫
dpm
m!
|pm〉 〈pm| . (A.6)
Thus we have recovered Eq. 12; a standard resolution of the identity, as required.
Appendix B: Alternative Path Integral Formulation
The fundamental property that enables the path integral formulation given in Eq. 36 is the resolution of the
identity described in Appendix A. This relies on the fundamental integral representation of the Kronecker
delta function given in Eq. A.4, which was also the formulation used by Peliti [20]. However, there also
exists the following expression, which can be established by converting to polar coordinates and integrating
the subsequent gamma distribution:∫
dz dz∗
2pii
e−zz
∗
zmz∗n = m!δmn. (B.1)
In a manner largely identical to that in Appendix A, this can be used to construct a resolution of the identity
more commonly seen in quantum mechanics:
I =
∫
DfDf∗e−
∫
dpf∗(p)f(p) |f〉 〈f | . (B.2)
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In much the same way as the derivation of Eq. 34, we can use eigenstate properties to determine the
action of operators ζ0, ζb and ζd upon coherent states |f〉 and |g〉, where f and g are possibly complex
functions, to give the following:
〈f |ζ0|g〉 = 〈f |g〉
∫
dpf∗(p)
∂g
∂p
(p),
〈f |ζb|g〉 = 〈f |g〉 (1− f∗(0))
∫
dpβ(p)f∗(p)g(p),
〈f |ζd|g〉 = 〈f |g〉
∫
dpµ(p)g(p)(f∗(p)− 1). (B.3)
We then use these to construct the incremental term
〈f |e−ζ|g〉 = exp
{
−
∫
dp
[
−f
∗g

+ f∗
∂g
∂p
+ (1− f∗(0))βf∗g + µg(f∗ − 1)
]}
, (B.4)
and thus arrive at the following path integral formulation:
〈fT |e−ζT |f0〉 =
∫
DfDf∗ exp
{
−
∫
dpdt [f∗(ft + fp) + β(1− f∗(0, t))ff∗ + µf(f∗ − 1)]
}
·
exp
{∫
dpf∗(p, T )f(p, T )
}
. (B.5)
This provides an alternative path integral formulation to Eq. 36, although we did not explore this
representation any further.
Appendix C: Correlation Functions up to Second Order
Here we use the path integral expansion to construct correlation functions up to order 2 for the process
described in Section 2.3.
We let g(t, k, θ) = θ−kΓ(k)−1tk−1e−t/θ denote the gamma probability density function and G(t, k, θ) the
corresponding cumulative function. We assume death rate µ(q) = g(q,k,θ)1−G(q,k,θ) and birth rate β(q) = cq
zµ(q).
For the implementation in Fig. 2 we used values c = 1.2, z = 0.2, k = 16 and θ = 14 . We also had Poisson
distributed initial population size with mean 5, and initial age distribution ω(q) = g(q, 4, 14 ).
We let I(t, a, b) =
∫ t
0
xa−1(1 − x)b−1dx denote the incomplete beta function, we let Y (t) = β(t)S(0, t),
and define C = cΓ(z+k)θzΓ(k) . Then we obtain the following convolution:
Rn(r, t) = L
−1
t (L(Y (t+r))L(Y (t))
n−1) =
{
Cng(t+ r, (z + k)n, θ)I( tt+r , (z + k)(n− 1), z + k), n > 1,
Y (t+ r), n = 1.
(C.1)
Note also that R0(0, t) = δ(t).
We let X
(`)
1 (q, t) denote the mean density of the `
th generation individuals (as plotted in Fig. 2B).
Then we find that:
X
(`)
1 (q, T ) =
{
αω(q − T )S(q − T, q), ` = 0,
α
∫∞
0
dr ω(r)S(0,r)R`(r, T − q), ` ≥ 1,
(C.2)
Now if we let X
(`,m)
2 (q1, q2;T ) denote the pair correlation function such that ages q1 and q2 correspond
to individuals in generations ` and m, respectively, such that both descend from distinct founder individuals
(i.e. generation 0), then the Feynman diagram consists of two disconnected components and we find the
simple relationship
X
(`,m)
2 (q1, q2;T ) = X
(`)
1 (q1;T )X
(m)
1 (q2;T ). (C.3)
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Finally, we let X
(n,`,m)
2 (q1, q2;T ) denote the pair correlation such that q1 and q2 denote the ages of
a pair of individuals that descend from the same individual in generation n, such that the two correlated
individuals belong to generations n+ ` and n+m, respectively. Then we have the following cases.
For n, `,m ≥ 1 the two individuals lie on distinct branches of a hereditary tree, neither being a founder
individual, and we find that:
X
(n,`,m)
2 (q1, q2;T ) = αS(q1)S(q2)
∞∫
0
dr
ω(r)
S(r)
min(T−q1,T−q2)∫
0
dtRn(r, t)
[T−q1]−t∫
0
du
[T−q2]−t∫
0
dv ·
Y ([T − q1]− t− u)Y ([T − q2]− t− v)
S(min([T − q1]− t− u, [T − q2]− t− v))R`−1(0, u)Rm−1(0, v). (C.4)
For the case X
(n,0,m)
2 (q1, q2;T ) we find that the generation n + m individual with age q2 is a direct
descendant of the generation n individual with age q1(> q2), where we obtain the following (the case for
X
(n,m,0)
2 (q1, q2;T ) is symmetrically similar):
X
(n,0,m)
2 (q1, q2;T ) = αS(q1)S(q2)L
−1
q1−q2(L(β)L(Rm−1(0, t)))
∞∫
0
dr
ω(r)
S(r)
Rn(r, T − q1). (C.5)
For the case X
(0,`,m)
2 (q1, q2;T ) that the individuals with ages q1, q2 descend from a founder individual
(generation 0), we find that:
X
(0,`,m)
2 (q1, q2;T ) = αS(q1)S(q2)
∞∫
0
dr
ω(r)
S(r)2
T−q1∫
0
du
T−q2∫
0
dv
Y (r + u)Y (r + v)
S(min(r + u, r + v))
·
R`−1(0, [T − q1]− u)Rm−1(0, [T − q2]− v). (C.6)
Finally, for the case X
(0,0,m)
2 (q1, q2;T ) that q1 is the age of a founder individual, and q2 is the age of a
generation m individual (so q1 > T > q2), we get the following (the case of X
(0,`,0)
2 (q1, q2;T ) is symmetrically
similar):
X
(0,0,m)
2 (q1, q2;T ) = αS(q1)S(q2)
ω(q1 − T )
S(q1 − T )L
−1
T−q2(L(β(q1 − T + t))L(Rm−1(0, t))). (C.7)
The example described in more detail in Eq. 46 is precisely X
(3,3,0)
2 (q1, q2;T ). To obtain the analytic
variance given in Fig. 2Cii, the expressions above were summed for all generations up to 5 and substituted
into Eq. 9.
Appendix D: Correlation Function Equations for Fission
We have the following equation for the correlation function obtained by differentiating Xm,n(pm;qn; t) =
〈1|ψp1 . . . ψpmχq1 . . . χqne−ζt|f(0)〉 with respect to time and using commutation relations in much the same
way as the derivation of Eq. 54:
∂Xm,n
∂t
+
m∑
i=1
∂Xm,n
∂pi
+
n∑
j=1
∂Xm,n
∂qj
+
 m∑
i=1
γ(pi) + 2
n∑
j=1
γ(qj)
Xm,n =
2
m∑
i=1
γ(pi)Xm−1,n+1(p(−i)m ;qn, pi; t), (D.1)
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with boundary condition
Xm,n(pm;qn−1, 0; t) =
∫
dr β(r)Xm+1,n−1(pm, r;qn−1; t) + 2
∫
dr β(r)Xm,n(pm;qn−1, r; t)
+ 2
m∑
i=1
β(pi)Xm−1,n(p(−i)m ;qn−1, pi; t). (D.2)
Appendix E: Feynman Diagram Summary
Budding Birth
The construction of Feynman diagrams and corresponding Age-Time diagrams is required to represent terms
arising in the expansion of Xm(qm; t) (see also Fig. 3), each term begin an integral over a product of factors.
These are outlined below:
• There are a number I ≤ m of initiating nodes, each associated with factor αω(pi), i = 1, ..., I, where pi
represents the age of a founder individual.
• There are a number J of internal nodes, of degrees 2 or 3. Collectively, they are associated with times
0 ≤ t1 ≤ t2 ≤ . . . ≤ tJ ≤ T .
• There are m terminating nodes, all associated with time T . The `th is also associated with age q`,
` = 1, 2, . . . ,m. We take the first node connected below the `th terminating node that does not involve
any edge to the right of a node of degree 3.
– If it is the jth internal node, we associate factor δ(q` − (T − tj)).
– If it is the ith initiating node, we associate factor δ(q` − (T + pi)).
• The Age-Time diagram is constructed as follows. Each edge connecting a pair of nodes in the Feynman
diagram is associated with initial and final age-time pairings (p, t) and (p′, t′), respectively. There is
a corresponding line from (p, t) to (p′, t′) in the Age-Time diagram (Fig. 3C). The pairings can be
calculated by working from the initiating nodes, upwards, with the following observations.
– Edges connected to the ith initial node are given an initial age-time pairing of (pi, 0).
– If the starting node of an edge is the jth internal node, which also has degree 2, the initial age-time
pairing is (0, tj).
– If the starting node of an edge is the jth internal node, which also has degree 3, and the edge
extends up and to the left from the node, the initial age-time pairing is (0, tj) (representing birth
of a new individual).
– If the starting node of an edge is the jth internal node, which also has degree 3, and the edge
extends up and to the right from the node, the initial age-time pairing is (p′′, tj), where p′′ is the
final age of the edge below the node (representing the age of the parent who gave birth to a new
individual).
– The final age-time pairing for an edge where the final node is the jth internal node is (p− t+ tj , tj),
where (p, t) is the initial age-time pairing.
– Edges connected to the `th terminating node are given a final age-time pairing (q`, T ).
• Each edge is associated with a propagator factor S(p, p′) = exp
{
− ∫ p′
p
µ(x)dx
}
, representing survival
from age p at the beginning of the edge, to age p′ at the end.
• The jth internal node is associated with birth factor β(p′), where p′ is the age associated with the end
of the edge below the node.
• All factors are multiplied and integrated with respect to the measure
∫
(R+)I
dpI
∫
∆
dtJ , where ∆
represents the simplex region 0 ≤ t1 ≤ t2 ≤ · · · ≤ tJ ≤ T .
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Fission Birth
The construction of Feynman diagrams and corresponding Age-Time diagrams is required to represent terms
arising in the expansion of Xm,n(qm; q¯n; t) (see also Fig. 4), each term begin an integral over a product of
factors. These are outlined below:
• There are two types of initiating nodes (I1 + I2 < m+ n):
– A number I1 of circular initiating nodes, , each associated with factor αω(pi), i = 1, ..., I1, where
pi represents the age of a founder singleton.
– A number I2 of square initiating nodes, , each associated with factor α¯ω¯(p¯i), i = 1, ..., I2, where
p¯i represents the age of a founder pair of twins.
• There are a number J of internal nodes, two types of degrees 2 (squares, , and circles, ) and one of
degree 3 (hexagons, ). Collectively, they are associated with times 0 ≤ t1 ≤ t2 ≤ . . . ≤ tJ ≤ T .
• There are two types of terminating nodes, all associated with time T . There are m circular nodes,
associated with singletons, where the `th is associated with age q`, ` = 1, 2, . . . ,m. There are n square
nodes, associated with singletons, where the `th is associated with age q¯`, ` = 1, 2, . . . , n. For any
terminating node with corresponding age q′ we take the first node connected below that is that does
not involve any edge to the right of a node of degree 3.
– If it is the jth internal node, we associate factor δ(q′ − (T − tj)).
– If it is an initiating node with associated age p′′, we associate factor δ(q′ − (T + p′′)).
• There are three classes of edges bridging nodes with corresponding initial and final times t and t′ where:
– Edges of the form represent a pair of twins at time t that survive through to time t′.
– Edges of the form represent a pair of twins at time t that become a singleton by time t′ (one
twin dies).
– Edges of the form represent a singleton at time t that is a singleton at time t′ (the singleton
survives).
• The nodes that can be connected by these edges are restricted, depending upon whether they represent
singeltons or twins.
– Edges of the form or can start from any node representing the birth of twins: , ,
, or (note the edge is from the left side of a hexagonal node).
– Edges of the form can start from any node representing singletons: , or (note the edge
is from the right side of a hexagonal node).
– Edges of the form or can end at any node representing singletons: , or .
– Edges of the form can end at any node that is terminal or representing the birth from a
twin parent: , , or
• The Age-Time diagram is constructed as follows. Each edge connecting a pair of nodes in the Feynman
diagram is associated with initial and final age-time pairings (p, t) and (p′, t′), respectively. There is
a corresponding line from (p, t) to (p′, t′) in the Age-Time diagram (Fig. 4E). The pairings can be
calculated by working from the initiating nodes, upwards, with the following observations.
– Edges connected to the ith initial singleton or twin node are given an initial age-time pairing of
(pi, 0) or (p¯i, 0), respectively.
– If the starting node of an edge is the jth internal node, which also has degree 2, the initial age-time
pairing is (0, tj).
– If the starting node of an edge is the jth internal node, which also has degree 3, and the edge
extends to the left from the node, the initial age-time pairing is (0, tj) (representing birth of a new
individual).
– If the starting node of an edge is the jth internal node, which also has degree 3, and the edge
extends to the right from the node, the initial age-time pairing is (p′′, tj), where p′′ is the final age
of the edge below the node (representing the age of the parent who gave birth to a new individual).
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– The final age-time pairing for an edge where the final node is the jth internal node is (p− t+ tj , tj),
where (p, t) is the initial age-time pairing.
– Edges connected to the `th terminating singleton or twin node are given a final age-time pairing of
(q`, T ) or (q¯`, T ), respectively.
• Each edge is associated with a propagator factor based upon the survival function S(p, p′) =
exp
{
− ∫ p′
p
µ(x)dx
}
, where p and p′ are the initial and final ages associated with the edge, as follows:
– Edges of the form have a propagator S(p, p′)2 representing survival of a singleton.
– Edges of the form have a propagator 2S(p, p′)(1− S(p, p′)), representing survival of one of
a pair of twins.
– Edges of the form have a propagator S(p, p′), representing survival of a pair of twins.
• We have the following birth factors:
– If the jth internal node is of the form it is associated with birth factor β(p′), where p′ is the age
associated with the end of the edge below the node.
– If the jth internal node is of the form or it is associated with birth factor 2β(p′), where p′ is
the age associated with the end of the edge below the node.
• All factors are multiplied and integrated with respect to the measure
∫
(R+)I1+I2
dpI1 dpI2
∫
∆
dtJ , where
∆ represents the simplex region 0 ≤ t1 ≤ t2 ≤ · · · ≤ tJ ≤ T .
Appendix F: Exact Approach to Correlation Functions
The path integral in Eq. 39 can be written (using integration by parts) as
Xm(qm;T ) =
δmZ(K)∏m
i=1 δK(qi;T )
∣∣∣∣
K≡0
, (F.1)
where
Z(K) =
∫
DuDv exp
{
i
∫
dq dt v
[(
∂u
∂q
+
∂u
∂t
− µu
)
+ β(u+ 1)u0 +K
]}
·
exp
{
−i
∫
dq uT vT + α
∫
dq ωu0
}
. (F.2)
Now functional integration over the v variable results in the constraint ∂u∂q +
∂u
∂t −µv+β(u+1)u0 +K = 0
and integration over vT results in the boundary condition uT = 0. Now this can be solved with the method
of characteristics to give an expression of the form Z(K) = exp
{
α
∫
dq ωu0
}
where u0(q) = u(q, 0) is found
from,
u(q, t) =
∫ T−t
0
ds [K(q + T − t, s) + β(q + T − t− s)B(s)] ·
exp
{
−
∫ T−t
s
ds′ [µ(q + T − t− s′)− β(q + T − t− s′)B(s′)]
}
, (F.3)
and the boundary term B(t) = u(0, T − t) = u0(T − t) satisfies the integral equation obtained when
substituting q → 0, t → T − t. The fact that u(q, t) and B(t) have functional dependence upon K makes
the functional derivative of Eq. F.1 difficult to implement, and finding a useful way to analyze Xm(qm; t)
or fm(qm; t) without perturbation remains an open problem.
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