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Notationsverzeichnis
3.14 Es wird ein Dezimalpunkt an Stelle eines Dezimalkommas
für Zahlen verwendet.
aˆ Einheitsvektor in Richtung von a: aˆ = a/|a|.
A,a Zufallsvariable: Die Zufallsvariable A und ein Wert a der
Variablen.
|a| Länge des Vektors a
a, A Vektor
A Matrix, Tensor, Dyade
a,b, c Seitenlängen eines quaderförmigen Hohlraumresonators.
Das Formelzeichen c wird auch für die Vakuumlichtge-
schwindigkeit verwendet.
αTEp ,αTMp ,βp Modale Entwicklungskoeffizienten für das Streufeld im
Falle des Hohlraumresonators mit Quelle.
〈·〉 Mittelwert bzw. Erwartungswert
B Vektor der magnetischer Flußdichte. In der Regel ist der
ruhende Zeiger B(r,ω) gemeint, d. h. die physikalische
Feldstärke ist B(r, t) = Re
(
B(r,ω)e−jωt
)
.
〈A〉b Mittelwert der Zufallsvariablen A bezüglich des b-
Ensembles.
〈A〉eb N Empirischer Mittelwert für einen Stichprobenumfang N
des b-Ensembles.
〈A〉tb Theoretischer Mittelwert (Erwartungswert) (Stichproben-
umfang N→∞) des b-Ensembles.
〈A〉tb N Theoretischer Mittelwert (Erwartungswert) für einen Stich-
probenumfang N des b-Ensembles.
dAeb Maximum von A bezüglich des b-Ensembles.
dAeeb Empirisches Maximum von A bezüglich des b-Ensembles.
dAeb N Maximum von A bezüglich des b-Ensembles bei Stichpro-
benumfang N.
dAetb Theoretisches Maximum von A bezüglich des b-
Ensembles.
xiii
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bAcb Minimum von A bezüglich des b-Ensembles.
bAceb Empirisches Minimum von A bezüglich des b-Ensembles.
bAcb N Minimum von A bezüglich des b-Ensembles bei Stichpro-
benumfang N.
bActb Theoretisches Minimum von A bezüglich des b-
Ensembles.
↑−(A)b Maximum zu Mittelwert Verhältnis der Zufallsvariable A
bezüglich der b-Ensembles.
↑−(A)eb N Empirisches Maximum zu Mittelwert Verhältnis der Zu-
fallsvariable A bezüglich der b-Ensembles bei Stichprobe-
numfang N.
↑−(A)b N Maximum zu Mittelwert Verhältnis der Zufallsvariable A
bezüglich der b-Ensembles bei Stichprobenumfang N.
↑−(A)tb N Theoretisches Maximum zu Mittelwert Verhältnis der Zu-
fallsvariable A bezüglich der b-Ensembles bei Stichprobe-
numfang N.
BWQp Modale Halbwertsbreite: BWQp =
ωp
Qp
bzw. BWQp =
fp
Qp
1√
ε0µ0
Vakuumlichtgeschwindigkeit: c = 1√
ε0µ0
= 299792458 m/s
c Vakuumlichtgeschwindigkeit: c = 1√
ε0µ0
= 299792458 m/s
cdf Wahrscheinlichkeitsverteilung der Zufallsvariablen A:
cdfA(a) =
∫a
−∞ pdfA(a ′)da ′.
CE Kammerspezifische Konstante:
〈
|E(r)|2
〉
b
= 16piCE ≡ E20
∆
l,m6n
Delta-Operator: siehe Seite 34.
δij Kronecker δ: δij =
{
1 i = j
0 i 6= j.
δs Eindringtiefe (Skintiefe): δs(ω) =
√
2
ωµm(ω)σm
δ(x) Diracsche Delta-Distribution: δ(x) =
{
1 x = 0
0 x 6= 0.
a⊗ b direktes Vektorprodukt: Matrixprodukt des Zeilenvektors
a mit dem Spaltenvektor b.
dN(k)
dk
Modendichte
Ds(f) Nicht-fluktuierender Anteil der Modendichte: Ds(f) =
8pi(abc)f2(εµ)
3
2 − (a+ b+ c)
√
εµ+ 12δ(f).
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Notationsverzeichnis
E Elektrischer Feldvektor. In der Regel ist der ruhende Zei-
ger E(r,ω) gemeint, d. h. die physikalische Feldstärke ist
E(r, t) = Re
(
E(r,ω)e−jωt
)
.
ecdfA(a) Empirische Wahrscheinlichkeitsverteilung der Zufallsva-
riablen A.
E0 Kammerspezifische Konstante:
〈
|E(r)|2
〉
b
= 16piCE ≡ E20
Ep Das elektrische Feld des p-ten Eigenmodes. Hierbei steht
p für ein Tripel i, j,k.
ε Permittivität: ε = ε0εr
ε ′,ε ′′ Real- und Imaginärteil der Permittivität: ε = ε ′ + jε ′′.
ε0 Permittivität des Vakuums: ε0 = 8.854187817 · 10−12 As/Vm
ETEp Eigenfunktion des quellenfreien Hohlraumresonators
ETMp Eigenfunktion des quellenfreien Hohlraumresonators
ER Eine beliebige kartesische Komponente des Feldstärkevek-
tors E.
〈A〉 Erwartungswert der Zufallsvariablen A: 〈A〉 = ∫∞−∞ x ·
pdfA(x)dx.
Es Streufeld
ET Betrag des Feldstärkevektors E: ET = |E| =√
E2x + E
2
y + E
2
z.
η Feldwellenwiderstand η =
√
µ/ε. Im Vakuum gilt η =
120piΩ.
ηr Empfangseffektivität einer Antenne.
F(kˆ) Winkelspektrum des E-Feldes: E(r) =
∫∫
4pi F(kˆ)e
jk·rdΩ
f Frequenz
floor(a) Größte ganze Zahl kleiner oder gleich a: floor(3.14) = 3.
Fp Rotationsfreier Anteil des Streufeldes für
den Hohlraumresonator mit Quelle: Es(r) =∑∞
l=0
∑∞
m=0
∑∞
n=0
(
αTEp E
TE
p + α
TM
p E
TM
p + βpFp
)
.
fr Auf die erste Resonanzfrequenz normierte Frequenz: fr =
f
f0
.
G(r, r ′) dyadische Greensche Funktion
G(r, r ′) skalare Greensche Funktion
xv
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H Magnetischer Feldvektor. In der Regel ist der ruhende
Zeiger H(r,ω) gemeint, d. h. die physikalische Feldstärke
ist H(r, t) = Re
(
H(r,ω)e−jωt
)
.
h Plancksches Wirkungsquantum: h = 6.6260693 · 10−34 Js.
Hp Das magnetische Feld des p-ten Eigenmodes. Hierbei steht
p für ein Tripel i, j,k.
I dyadische Identität: I = xˆ⊗ xˆ+ yˆ⊗ yˆ+ zˆ⊗ zˆ = (δij)
J Stromdichte
j Imaginäre Einheit. j =
√
−1.
k Wellenvektor. |k| = k = 2pi
λ
= 2pif
c
= ω
c
κ Aspektverhältnis: κ = a/c
kB Boltzmann-Konstante: kB = 1.3806505 · 10−23 J/K.
kp Wellenzahl: Betrag des Wellenvektors. Der Index p steht
als Platzhalter für ein Tripel i, j,k. kp ist der Eigenwert zur
Eigenlösung Ep.
λ Aspektverhältnis: λ = a/b
λ Wellenlänge: λ · f = 1√
εµ
↑−(A) Maximum zu Mittelwert Verhältnis der Zufallsvariable A.
µ Permeabilität: µ = µ0µr
µ0 Permeabilität des Vakuums: µ0 = 4pi · 10−7 Vs/Am
µm Permeabilität der Wand (absolut)
n!! n!! =
{
n · (n− 2) · . . . · 4 · 2 n gerade
n · (n− 2) · . . . · 3 · 1 n ungerade.
n! Fakultät von n: n! = n · (n− 1) · . . . · 1.
∇ Nabla-Ableitungsoperator: ∇ = (∂/∂x, ∂/∂y, ∂/∂z) in kartesi-
schen Koordinaten.
¬ Logische Negation.
Nf Modenanzahl
Ns(f) Nicht-fluktuierender Teil der Modenanzahl: Ns(f) =
8piabc
3
(
f
√
εµ
)3
− (a+ b+ c)f
√
εµ+ 12
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Pd Umgesetzte Leistung
pdfA(a) Wahrscheinlichkeitsdichteverteilung der Zufallsvariablen
A:
∫a2
a1
pdfA(a)da = P {a ∈ [a1,a2]}
P {·} Wahrscheinlichkeit des Ereignisses ’·’.
Q Güte
Qa Güte basierend auf Antennenverlusten
〈Q〉 Mittlere Güte
Qd Güte basierend auf dielektrischen Verlusten
Qp Modale Güte
Qw Güte resultierend aus Wandverlusten
r Ortsvektor
〈A〉r Mittelwert der Zufallsvariablen A bezüglich des r-
Ensembles.
〈A〉er N Empirischer Mittelwert für einen Stichprobenumfang N
des r-Ensembles.
〈A〉tr Theoretischer Mittelwert (Erwartungswert) (Stichproben-
umfang N→∞) des r-Ensembles.
〈A〉tr N Theoretischer Mittelwert (Erwartungswert) für einen Stich-
probenumfang N des r-Ensembles.
dAer Maximum von A bezüglich des r-Ensembles.
dAeer Empirisches Maximum von A bezüglich des r-Ensembles.
dAer N Maximum von A bezüglich des r-Ensembles bei Stichpro-
benumfang N.
dAetr Theoretisches Maximum vonA bezüglich des r-Ensembles.
bAcr Minimum von A bezüglich des r-Ensembles.
bAcer Empirisches Minimum von A bezüglich des r-Ensembles.
bAcr N Minimum von A bezüglich des r-Ensembles bei Stichpro-
benumfang N.
bActr Theoretisches Minimum von A bezüglich des r-Ensembles.
↑−(A)r Maximum zu Mittelwert Verhältnis der Zufallsvariable A
bezüglich der r-Ensembles.
↑−(A)er N Empirisches Maximum zu Mittelwert Verhältnis der Zu-
fallsvariable A bezüglich der r-Ensembles bei Stichproben-
umfang N.
↑−(A)r N Maximum zu Mittelwert Verhältnis der Zufallsvariable A
bezüglich der r-Ensembles bei Stichprobenumfang N.
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Notationsverzeichnis
↑−(A)tr N Theoretisches Maximum zu Mittelwert Verhältnis der Zu-
fallsvariable A bezüglich der r-Ensembles bei Stichproben-
umfang N.
Rs Oberflächenwiderstand: Rs =
√
ωµm
2σm
= 1
σmδs
Sc Skalare Leistungsdichte: Sc = 1√εµ 〈w〉b =
E20
η
.
σI Standardabweichung des eingekoppelten Stroms: σI =√ 〈I2r〉 =√ 〈I2i〉 =√CE ηr(1−|S22|2)λ2ZLη .
σm Wandleitfähigkeit
tan δ Verlustfaktor (Tangens Delta): tan δ = ε
′′
ε′ .
var(A) Varianz der Zufallsvariable A: var(A) = 〈A− 〈A〉〉.
Ω Raumwinkel: Flächeninhalt des betrachteten Kugelseg-
ments dividiert durch das Quadrat des Radius.
ω Kreisfrequenz: ω = 2pif
Wp gespeicherte Energie für die Eigenlösung p.
Wpe gespeicherte elektrische Energie für die Eigenlösung p.
Wpm gespeicherte magnetische Energie für die Eigenlösung p.
z∗ Zu z konjugiert-komplexe Zahl.
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Zusammenfassung und Ausblick
Untersuchungen zur EMV (Elektromagnetische Verträglichkeit (EMV)) von
elektrischen und elektronischen Systemen müssen bei zunehmend höheren
Frequenzen durchgeführt werden. So schreibt beispielsweise die im Febru-
ar 2006 erschienene IEC 61000-4-3 (IEC61000-4-3 2006) (‘Electromagnetic
compatibility (EMC) – Part 4-3: Testing and measurement techniques - Ra-
diated, radio-frequency, electromagnetic field immunity test’) nun gestrahl-
te Störfestigkeitstests zwingend bis 2 GHz vor – und das ist sicher nicht
das Ende der Entwicklung. In anderen Bereichen – beispielsweise in der
Medizintechnik – werden Tests im Bereich oberhalb von 1 GHz schon seit
längerem durchgeführt. Neben den klassischen EMV-Messumgebungen
wie Freifeld und Absorberhalle werden alternative Messumgebungen wie
TEM-Wellenleiter und Modenverwirbelungskammern (MVK) immer inter-
essanter.
Deutlich wird das zunehmende Interesse bei einer Betrachtung der Zahl
der jährlichen Veröffentlichungen. Die Abbildung 0.1 zeigt dies von 1970
beginnend. Es wird deutlich, dass in den Jahren 1975 bis mindestens 2003
ein exponentielles Wachstum mit einer Verdopplung der Publikationen
alle knapp fünf Jahre zu verzeichnen war. Seit 2003 (Erscheinungsjahr der
IEC 61000-4-21) scheint aber eine Konsolidierung einzusetzen, was darauf
hindeutet, dass nun die Anwendung mehr in den Vordergrund rückt. Das
Konzept der elektromagnetischen MVK ist indes noch wesentlich älter.
Die ersten Veröffentlichungen von Lamb Jr. und Becker und Autler aus
dem Jahr 1946 (Lamb Jr. 1946; Becker und Autler 1946) beschäftigen
sich allerdings noch nicht mit Fragen der EMV. Dies geschieht erst ab
1968 nach der Arbeit von Mendes (Mendes 1968) und dann verstärkt ab
1980 durch die Arbeiten von Corona et al. (Corona et al. 1980; Corona
1980). Übernommen wurde das Konzept der Modenverwirbelung aus der
Akustik. Als Begründer der akustischen Modenverwirbelungskammern
kann Sabine gelten, der 1915 auch die erste zimmergroße Messkammer
mit Modenrührer beschreibt (Sabine 1915).
Ziel dieser Arbeit ist es, zunächst den theoretischen Erkenntnisstand
in einer geschlossenen Form zusammenzufassen. Dies ist nötig, da das
Wissen über die Grundlagen der MVK über eine Fülle von Publikationen
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Abbildung 0.1: Anzahl der jährlichen Publikationen auf dem Themengebiet
der Modenverwirbelungskammern. Die blaue Linie zeigt exponentielles
Wachstum mit einer Verdoppelung alle 4.9 Jahre.
verteilt ist und sich eine Reihe von Fehlern, Vorurteilen und pauschalen
Aussagen bereits tradiert hat. Der Grundlagenteil (Teil I) dieser Arbeit
kann hoffentlich zusammen mit der ausführlichen Bibliographie als solide
Basis für zukünftige Arbeiten dienen. Die Bibliographie ist hierbei zweige-
teilt: Das Verzeichnis Literatur enthält die Referenzen dieser Arbeit; unter
Weiterführende Literatur finden sich weitere Quellen.
Der Anwendungsteil (Teil II) beschäftigt sich zunächst mit der IEC Norm
61000-4-21 (IEC61000-4-21 2003). Darüber hinaus werden für den Bereich
der Qualifizierung des Modenrührers sowie für die Messungen der Güte
und der Emissionen neue Verfahren vorgeschlagen. Sehr aktuell ist der Ab-
schnitt zum Vergleich verschiedener Messumgebungen (Kapitel 4): Zurzeit
beziehen sich alle Grenzwerte (aus historischen Gründen) ausschließlich
auf Messungen auf Freifeldern oder (Halb-) Absorberhallen. Damit zukünf-
tig Modenverwirbelungskammern angewendet werden können benötigen
die Produktnormungskomitees eine solide Grundlage zur Umrechnung
der Grenzwerte bzw. Testfeldstärken. Die genaue Analyse verschiedener
2
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Verfahren offenbart dabei zusätzlich spezifische Schwächen und Stärken,
die jedes der konkurrierenden Verfahren aufweist. Aus der Sicht des Autors
gibt es nicht das eine Verfahren, das allen anderen überlegen ist. Es zeigt
sich vielmehr, dass die Verfahren aufgrund ihrer physikalischen Spezifika
nur für bestimmte Messungen, für bestimmte Prüflinge oder für bestimmte
Frequenzbereiche überlegen sind.
In den Anhängen findet sich Material zu den relevanten statistischen
Verteilungsfunktionen sowie eine Reihe von Hilfsprogrammen, die dem
Anwender den Einstieg in die statistische Analyse erleichtern sollen.
Trotz ihres Umfangs kann diese Arbeit nicht auf alle Anwendungen
von Modenverwirbelungskammern eingehen. Bei exotischen Anwendun-
gen, wie der Desinfektion von Getreide (Bozzetti et al. 2004) oder der
Exposition von Primaten (Heynick et al. 1976), ist dies auch sicher nicht
nötig. Es gibt aber auch wichtige, geradezu boomende Anwendungen, die
der Forderung nach einer gewissen Kompaktheit zum Opfer gefallen sind.
Hierzu gehören
• Schirmdämpfungsmessungen (Åkermark et al. 2002; Coates et al.
2002; Crawford und Ladbury 1988; Either und Boillot 1992;
IEC61000-4-21 2003; Kürner 2003; Wilson und Ma 1986, 1987),
• Anwendungen für drahtlose Kommunikationsgeräte (Bourhis et al.
2004; Byun et al. 2002; Carlssson et al. 2003; Hegge et al. 2004;
Kildal 2001; Kildal et al. 2002b; Kildal und Rosengren 2004b),
• numerische Simulation von Modenverwirbelungskammern (Åsan-
der et al. 2002; Bunting und Yu 2002; Bunting 2002; Bunting
et al. 2003; Bunting 2003; Bunting und Yu 2004; Carlberg et al.
2004a, 2005; Carlsson et al. 2002; Chung et al. 2001; Galdi et al.
1999; Geun 2003; Harima 1998; Harima und Yamanaka 1999; Höi-
jer et al. 2000; Jostingmeier et al. 1994; Karlsson et al. 2004; Kay
2006; Kouveliotis et al. 2002b, a, 2003a; Krauthäuser und Nitsch
2002a; Ladbury 1999; Laermans et al. 2004b; Lail und Castillo
2002; Leuchtmann et al. 2003a; Martin et al. 2003; Moglie 2004;
Moglie und Pastore 2006; Nguyen et al. 2000a; Orjubin et al. 2006a;
Pasquino 2003; Rhee und Rhee 2006; Weinzierl et al. 2003, 2006;
Yang et al. 2002a; Zhang und Li 2002a)
• und die Nachbildung von single-path (Rayleigh) versus multi-path
(Rice) Ausbreitungsbedingungen (Otterskog und Madsén 2004;
Otterskog 2005; Holloway et al. 2006b).
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Obgleich es sich bei dieser Arbeit um einen Text in deutscher Sprache
handelt sind die Graphen praktisch ausnahmslos englischsprachig beschrif-
tet. Dies ist kein Versehen und soll auch nicht als Missachten gegenüber
dem Leser gewertet werden. Vielmehr ist es einfach so, dass der Autor seit
Jahren grundsätzlich nur noch Graphen mit englischsprachiger Beschrif-
tung anfertigt, um diese universell verwenden zu können. In die gleiche
Kategorie fällt die Verwendung des Dezimalpunktes anstelle des deutschen
Dezimalkommas.
Abschließend stellt sich die Frage nach zukünftigen Forschungs- und
Anwendungsperspektiven. Im Bereich der Forschung muss in den nächsten
Jahren die Wechselwirkung des Testsystem (EUT) mit der MVK stärker
untersucht werden: Reicht ein integrales Beladungskonzept tatsächlich aus
oder muss dieses verfeinert werden? Ähnlich wie die Einkopplung auf
Verbindungsstrukturen muss die Statistik von induzierten Oberflächen-
stromdichteverteilungen näher analysiert werden – nicht zuletzt fehlt hier
auch die experimentelle Datenbasis. Darüber hinaus ist eine verstärkte theo-
retische und experimentelle Untersuchung der Möglichkeit der Messung
im Zeitbereich unabdingbar: dies betrifft sowohl die Frage der Bewertung
von pulsförmigen Emissionen als auch die Frage der Kopplung von ge-
pulsten Signalen (echte Pulse und gepulste Träger) mit Testsysteme. Im
Bereich der Anwendung ist zu hoffen, dass Modenverwirbelungskammern
als Messumgebungen Einzug in die Produktnormung finden. Sinnvoll ist
das vor allem im Bereich hoher Frequenzen bzw. elektrisch großer Test-
systeme. Da Testsysteme, für die Frequenzen von mehreren Gigahertz
interessant sind, in der Regel selbst physikalisch nicht sehr groß sind, rei-
chen hierfür kleine Modenverwirbelungskammer (Größenordnung 1 m3).
Auf der anderen Seite werden sicher auch Tests von größeren Systemen
(PKW, Flugzeug) zukünftig weiter an Bedeutung gewinnen. Auch hierbei
sind die Modenverwirbelungskammern bei hohen Frequenzen, bei denen
Antennen das System typischerweise nicht mehr voll ausleuchten, eine
sinnvolle Alternative.
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Teil I
Grundlagen
5

1 Hohlraumresonator
Eine MVK wird in der Regel aus einem quaderförmigen Hohlraumresona-
tor bestehen. Andere Resonatorgeometrien sind zwar prinzipiell möglich,
aber sehr selten. Dies hat natürlich einerseits praktische Gründe: quader-
förmige Resonatoren sind einfach aufzubauen, passen optimal in schon
vorhandene Räume. Oft werden auch bereits vorhandene Schirmräume zu
MVKn umgebaut (aufgerüstet). Neben diesen praktischen Gründen gibt es
auch zusätzliche Probleme bei zylindrischen oder sphärischen Resonatoren:
durch die gekrümmten Oberflächen können Kaustiken entstehen, die die
Herstellung eines statistisch homogenen Feldes erschweren. Ein Beispiel
für eine nicht quaderförmige MVK ist die Untuned Stadium Reverberation
Chamber des englischen National Physics Laboratory (NPL) (Arnaut und
West 1998).
Eine reale MVK ist kein reiner (leerer) Hohlraumresonator, da sie in der
Regel noch einen oder mehrere Modenrührer enthält. Trotzdem bietet es
sich an, die Analyse beim Hohlraumresonator zu beginnen. Tatsächlich las-
sen sich wichtige Größen wie etwa die Modendichte oder der Qualitätsfaktor
aus der Hohlraumresonatortheorie vorhersagen.
1.1 Leerer Hohlraumresonator
1.1.1 Beliebige Geometrie
Ausgangspunkt sei ein Hohlraumresonator mit beliebiger Oberfläche wie
in Abbildung 1.1 dargestellt. Das Innere des Resonators sei mit einem
Medium (in der Regel Luft) mit Permittivität ε und Permeabilität µ gefüllt.
Das elektrische Feld Ep des p-ten Eigenmodes genügt der Helmholtz
Gleichung wobei der Wellenvektor k diskrete Eigenwerte kp annimmt:1(∇2 + k2p)Ep = 0 (1.1)
Das elektrische Feld genügt darüber hinaus der Divergenzbedingung
∇ · Ep = 0. (1.2)
1Es werden hier zeitlich harmonische Felder angenommen und die Zeitabhängigkeit
exp(−jωpt) unterdrückt. Die zeitlichen Ableitungen können dann implizit ausgeführt
werden.
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Abbildung 1.1: Hohlraumresonator mit beliebig geformter Oberfläche und
perfekt leitenden Wänden.
Perfekt leitende Wände vorausgesetzt gilt weiterhin, dass die Tangential-
komponente des elektrischen Feldes auf der Oberfläche verschwindet,
nˆ× Ep = 0. (1.3)
Die Eigenvektoren Ep können ohne Einschränkung der Allgemeinheit so
gewählt werden, das sie rein reell sind (Borgnis und Papas 1958; Ghose
1963), Ep = E∗p. Dies folgt unmittelbar aus den Bestimmungsgleichungen
(1.1), (1.2) und (1.3): Für jeden Vektor Ep ∈ C3, der die Gleichungen erfüllt,
ist offensichtlich auch der Realteil (und der Imaginärteil) allein eine Lösung
zum gleichen Eigenwert kp.
Der magnetische Feldvektor Hp folgt dann unmittelbar aus dem Induk-
tionsgesetz:
∇× Ep = −∂Bp
∂t
= −jωpµHp = −jkpcµHp = −jkp
µ√
µε
Hp (1.4)
Hp =
1
jkpη
∇× Ep, (1.5)
wobei η =
√
µ/ε der Feldwellenwiderstand ist. Der magnetische Feldvektor
Hp ist offensichtlich rein imaginär, d. h. Hp = −H∗p.
Für die spätere Betrachtung der Güte des Resonators in Abschnitt 1.4
ist es wichtig, die im Volumen gespeicherte Energie zu kennen. Die ge-
samte zeitlich gemittelte Energie 〈Wp〉 eines Modes setzt sich aus den
gleich großen elektrischen und magnetischen Beiträgen 〈Wpe〉 und 〈Wpm〉
zusammen (Borgnis und Papas 1958):
〈Wp〉 = 〈Wpe〉+ 〈Wpm〉 mit 〈Wpe〉 = 〈Wpm〉 (1.6)
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Die elektrischen und magnetische Beiträge ergeben sich hierbei als Vo-
lumenintegrale über die Beträge der Felder (Borgnis und Papas 1958;
Harrington 2001):2
〈Wpe〉 = ε2
∫∫∫
V
|Ep|
2dV und 〈Wpm〉 = µ2
∫∫∫
V
|Hp|
2dV (1.7)
Für die Augenblickswerte der gespeicherten Energien ergibt sich ein
anderes Bild (Borgnis und Papas 1958). Per Definition sind diese gegeben
durch
Wpe(t) =
ε
2
∫∫∫
V
(
Re(Epe−jωpt)
)2
dV (1.8)
Wpm(t) =
µ
2
∫∫∫
V
(
Re(Hpe−jωpt)
)2
dV . (1.9)
Wegen Ep = E∗p und Hp = −H∗p führt dies auf
Wpe(t) = 2〈Wpe〉 cos2ωpt und (1.10)
Wpm(t) = 2〈Wpm〉 sin2ωpt, (1.11)
d. h. die totale Augenblicksenergie W(t) ist gleich der mittleren Energie
W(t) =Wpe(t) +Wpm(t) = 2〈Wpe〉 = 2〈Wpm〉 = 〈Wp〉 (1.12)
und wechselt periodisch zwischen den Zuständen mit reiner elektrischer
bzw. reiner magnetischer Energie.
1.1.2 Quaderförmige Geometrie
Für den Fall beliebiger Geometrien können die Lösungen der Gleichungen
(1.1), (1.2) und (1.3) nur numerisch bestimmt werden. Für den Fall separa-
bler Geometrien wie Kugel, Zylinder und Quader können die Eigenwerte
und Eigenvektoren analytisch bestimmt werden (Chang 1989; Cheng 1989;
Kummer 1989; Smythe 1989). Für komplexe Geometrien werden darüber
hinaus auch chaotische Lösungen untersucht (Cappetta et al. 1998; Eck-
hardt et al. 1999; McDonald und Kaufman 1988; Pasquino 2004, 2003),
die hier aber nicht weiter betrachtet werden sollen. Der Fokus soll hier nun
vielmehr auf quaderförmige Hohlraumresonatoren gerichtet werden.
2Harrington benutzt Effektivwerte anstelle von Spitzenamplituden, d. h. die Amplitude von
Ep ist |Ep| =
√
2Ep (für Hp analog). Hieraus ergibt sich ein Faktor 1/2 anstelle von 1/4 in
den Formeln für die gespeicherte Energie im Vergleich mit anderen Autoren.
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Abbildung 1.2: Leerer, quaderförmiger Hohlraumresonator mit den Dimen-
sionen a× b× c.
Die Geometrie des leeren, quaderförmigen Rechteckresonators ist in Ab-
bildung 1.2 dargestellt. Im Gegensatz zum Wellenleiter, in dem es mit der
Ausbreitungsrichtung eine eindeutige Vorzugsrichtung gibt, sind im Reso-
nator alle drei Achsen gleichberechtigt. So können auch alle Resonatormo-
den als transversal-elektrisch (TE) beziehungsweise transversal-magnetisch
(TM) bezüglich einer beliebigen Richtung dargestellt werden. Konvention
ist es, die z-Richtung als Bezugsrichtung (analog zur Ausbreitungsrichtung
in Wellenleitern) zu wählen. Mit dieser Konvention können die Felder der
TM- und TE-Moden dann berechnet werden (Chang 1989; Cheng 1989;
Liu et al. 1983; Wu und Chang 1987). In der Notation von Wu und Chang
ergibt sich mit Unterdrückung der Zeitabhängigkeit (exp(−jωpt)) (Hill
1998a; Wu und Chang 1987):3
ETEp (r) = −xˆkyφ
x
p(r) + yˆkyφ
y
p(r) (1.13)
ETMp (r) = −xˆkxkzφ
x
p(r) − yˆkykzφ
y
p(r) + zˆ(k
2
x + k
2
y)φ
z
p(r) (1.14)
3In der Gleichung (9) aus (Hill 1998a) ist ein Tippfehler: in der x-Komponente muss es kxkz
anstelle von kxky heißen.
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mit
φxp =
εp√
abc
cos(kxx) sin(kyy) sin(kzz) (1.15)
φyp =
εp√
abc
sin(kxx) cos(kyy) sin(kzz) (1.16)
φzp =
εp√
abc
sin(kxx) sin(kyy) cos(kzz) (1.17)
und
kx =
lpi
a
,ky =
mpi
b
,kz =
npi
c
(1.18)
p =
{
2 für l = 0∨m = 0∨ n = 0√
8 für l,m,n 6= 0 (1.19)
Der Index p steht hierbei für ein Tripel nichtnegativer ganzer Zahlen,
p = (l,m,n).
Die hier gewählte Normierung erscheint zunächst willkürlich (was sie
auch ist) und merkwürdig (da die TE- und TM-Eigenlösungen unter-
schiedliche physikalische Dimensionen aufweisen). Sie erweist sich aber
als günstig bei der Berechnung der Greenschen Funktion für den Fall des
Resonators mit Quellen im nächsten Abschnitt.
Die Gleichungen für das H-Feld ergeben sich durch Einsetzen von
Gleichung (1.13) und Gleichung (1.14) in Gleichung (1.5):
HTEp =
1
jkpη
(
−xˆkxkzψ
x
p(r) − yˆkykzψ
y
p(r) + (k
2
x + k
2
y)ψ
z
p
)
(1.20)
HTMp =
1
jkpη
(
xˆkyk
2
pψ
x
p(r) − yˆkxk
2
pψ
y
p(r)
)
(1.21)
mit
ψxp =
εp√
abc
sin(kxx) cos(kyy) cos(kzz) (1.22)
ψyp =
εp√
abc
cos(kxx) sin(kyy) cos(kzz) (1.23)
ψzp =
εp√
abc
cos(kxx) cos(kyy) sin(kzz) (1.24)
Durch die Separation ergibt sich der Eigenwert zu:
kp =
√
k2x + k
2
y + k
2
z =
√(
lpi
a
)2
+
(
mpi
b
)2
+
(
npi
c
)2
(1.25)
11
1 Hohlraumresonator
Die Resonanzfrequenzen fp sind somit
fp =
ωp
2pi
=
kp
2pi
√
εµ
=
1
2pi
√
εµ
√(
lpi
a
)2
+
(
mpi
b
)2
+
(
npi
c
)2
=
1
2
1√
εµ
√(
l
a
)2
+
(
m
b
)2
+
(
n
c
)2
(1.26)
Der Faktor 1√
εµ
ist hierbei die Ausbreitungsgeschwindigkeit (Phasengeschwin-
digkeit) im Medium (in der Regel also die Vakuum-Lichtgeschwindigkeit
c).
Die Zahlen l,m und n sind nichtnegativ und ganzzahlig. Darüber hinaus
kann immer höchstens eine den Wert Null annehmen. Genauer gilt:
• Für TE-Moden darf n nicht Null werden, da sonstHTEp verschwände,
obwohl ETEp ungleich Null wäre (Widerspruch zum Induktionsge-
setz).
• Für die TM-Moden darf nNull werden, nicht aber l oderm. Andern-
falls verschwinden sowohl ETMp als auch HTMp , was nur der trivialen
Lösung entspricht.
1.2 Hohlraumresonator mit Stromquelle
Im Folgenden wird der Hohlraumresonator für den Fall betrachtet, dass
in seinem Inneren Stromquellen vorhanden sind. Der Strom wird auf der
Oberfläche eines perfekt leitenden Körpers angenommen. Die Geometrie
ist in der Abbildung 1.3 dargestellt. Für die weitere Betrachtung ist es
irrelevant, ob es sich bei diesen Strömen um »echte« Quellen handelt, also
z. B. Antennen oder Ströme in einem Prüfobjekt (Emissionstest), oder ob
bereits ein Feld im Raum vorhanden war der auf dem Streuobjekt (z. B. auf
dem in MVKn in der Regel vorhandenen Modenrührer) den Strom induziert
hat. In jedem Fall ist das Gesamtfeld die Summe aus dem inzidenten Feld
und dem Streufeld (in erster Bornscher Näherung4).
4Die Bornsche Näherung ist ein Begriff aus der Streutheorie (speziell in der Quantenmechanik),
bei der zur Beschreibung der Streuung das einfallende Feld und nicht das Gesamtfeld
herangezogen wird. Die Bornsche Näherung entspricht der Störungstheorie erster Ordnung.
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Abbildung 1.3: Hohlraumresonator mit perfekt leitendem Streuobjekt.
Das elektrische Streufeld ergibt sich als Integral über das Quellvolumen
(da hier von einem perfekt leitendem Körper ausgegangen wird, ergeben
sich nur Beiträge auf der Oberfläche):
Es(r) = −jωµ
∫∫∫
V
G(r, r ′) · J(r ′)dV ′ (1.27)
Hierbei ist G(r, r ′)die dyadische Greensche Funktion. So wie die skala-
re Greensche Funktion G(r, r ′)die Wellengleichung
(∇2 + k2)G(r, r ′) =
δ(r− r ′) löst, ist die dyadische Greensche Funktion die Lösung der Diffe-
renzialgleichung (Hill 1998a; Wu und Chang 1987)
∇×∇×G(r, r ′) − k2G(r, r ′) = Iδ(r− r ′), (1.28)
wobei I = xˆ⊗ xˆ+ yˆ⊗ yˆ+ zˆ⊗ zˆ = (δij) die dyadische Identität ist.5
Zur Konstruktion von G(r, r ′) startet man mit einer Darstellung des
Streufeldes als Entwicklung nach den Eigenfunktionen des quellenfreien
Hohlraumresonators ETEp und ETMp (wegen der Quellenfreiheit sind diese
5a ⊗ b bezeichnet das direkte Vektorprodukt der Vektoren a und b und entspricht dem
Matrixprodukt zwischen den Spaltenvektor vona und dem Zeilenvektor vonb. Das Ergebnis
wird als Dyade bezeichnet und ist ein Tensor 2. Stufe. Im dreidimensionalen Fall ist das
Ergebnis als 3× 3-Matrix darstellbar. Das Kreuzprodukt eines Vektors r mit einer Dyade
a⊗b ist gegeben durch r× (a⊗b) = (r×a)⊗b.
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Beiträge divergenzfrei: ∇ · ETEp =∇ · ETMp = 0) und eines rotationsfreien
Anteils Fp (∇× Fp = 0) (Ghose 1963; Wu und Chang 1987):
Es(r) =
∞∑
l=0
∞∑
m=0
∞∑
n=0
(
αTEp E
TE
p + α
TM
p E
TM
p + βpFp
)
(1.29)
Wie auch schon vorher ETEp und ETMp in den Gleichungen (1.13) und
(1.14) ergibt sich Fp durch Betrachtung der Randbedingungen zu
Fp =∇
(
εp√
abc
sin(kxx) sin(kyy) sin(kzz)
)
(1.30)
= xˆ
εp√
abc
kx cos(kxx) sin(kyy) sin(kzz)
+ yˆ
εp√
abc
ky sin(kxx) cos(kyy) sin(kzz)
+ zˆ
εp√
abc
kz sin(kxx) sin(kyy) cos(kzz) (1.31)
Die modalen Koeffizienten αTEp , αTMp und βp ergeben sich durch Ein-
setzen der Basisfunktionen in die Wellengleichung. Nach dem Nutzen
von Orthogonalitätsbeziehungen können sie wie folgt ausgedrückt wer-
den (Harrington 2001; Wu und Chang 1987):
αTEp =
−jωµ
(k2p − k
2)(k2x + k
2
y)
∫∫∫
V
J(r, r ′) · ETEp dV ′ (1.32)
αTMp =
−jωµ
(k2p − k
2)(k2x + k
2
y)k
2
p
∫∫∫
V
J(r, r ′) · ETMp dV ′ (1.33)
βp =
jωµ
k2k2p
∫∫∫
V
J(r, r ′) · FpdV ′ (1.34)
Setzt man (1.32), (1.33) und (1.34) in (1.29) ein, erkennt man, dass dies auch
in der Form (1.27) geschrieben werden kann, wodurch sich G(r, r ′) schließlich
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zu
G(r, r ′) =
∞∑
l=0
∞∑
m=0
∞∑
n=0
1
k2(k2p − k
2)
(
xˆ⊗ xˆ(k2 − k2x)φxp(r)φxp(r ′)
− xˆ⊗ yˆkxkyφxp(r)φyp(r ′) − xˆ⊗ zˆkxkzφxp(r)φzp(r ′)
− yˆ⊗ xˆkykxφyp(r)φxp(r ′) + yˆ⊗ yˆ(k2 − k2y)φyp(r)φyp(r ′)
− yˆ⊗ zˆkykzφyp(r)φzp(r ′) − zˆ⊗ xˆkzkxφzp(r)φxp(r ′)
−zˆ⊗ yˆkzkyφzp(r)φyp(r ′) + zˆ⊗ zˆ(k2 − k2z)φzp(r)φzp(r ′)
)
(1.35)
ergibt (Hill 1998a). Diese Lösung entspricht auch der von Huang und
Edwards, die sie im Zusammenhang mit der theoretischen Untersuchung
einer MVK mit beweglicher Wand (Huang und Edwards 1992a) und bei
der Untersuchung der »Source-Stirred Chamber« angegeben haben (Huang
und Edwards 1992b).
Die dyadische Greensche Funktion G(r, r ′) aus Gleichung (1.35) erfüllt
offensichtlich die Randbedingung nˆ×G(r, r ′) = 0, da jeder der neun Sum-
manden diese erfüllt. Es ist bekannt (und auch leicht verständlich), dass
die Konvergenz von Gleichung (1.35) in der Nähe des Quellengebiets sehr
schlecht ist. Hier müssen sehr viele Glieder der Dreifachsumme ausgewer-
tet werden. Tatsächlich konvergiert die Summe überhaupt nicht bei r = r ′,
da G(r, r ′)dann singulär wird. Grundsätzlich untersucht wurde diese
Singularität von Yaghjian (Yaghjian 1980). Wesentlich verbessert werden
kann die Konvergenz durch die Verwendung einer hybriden Darstellung,
bei der die Modaldarstellung mit einer Strahlendarstellung gemischt wird.
Erste Beiträge haben Wu und Chang hierzu 1987 geleistet (Wu und Chang
1987). Eine sehr detaillierte Behandlung des gleichen Problems erfolgt spä-
ter in (Gronwald 2003, 2006).
Wegen des Faktors (k2p − k2)−1 ist G(r, r ′) aus Gleichung (1.35) auch
singulär bei allen Resonanzfrequenzen, k = kp bzw. ω = ωp. Diese Singu-
larität gilt aber nur für den theoretischen Fall des verlustlosen Resonators.
Für den realen, verlustbehafteten Resonator kann die Gleichung (1.35) von
dieser Singularität befreit werden, indem man die Ersetzung
kp → kp
(
1 −
j
2Qp
)
(1.36)
vornimmt, wobei Qp der Qualitätsfaktor des jeweiligen Modes ist (Borg-
nis und Papas 1958). Es ist hierbei angenommen, dass Qp sehr groß,
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aber endlich ist. Durch diese Ersetzung bleiben die modalen Beiträge zu
G(r, r ′) endlich für reelle k. Die modale Halbwertsbreite (bezogen auf die
Leistung) ergibt sich dann zu
BWQp =
ωp
Qp
. (1.37)
Einer der Vorteile der dyadischen Schreibweise ist, dass der Effekt von
Strömen in bestimmte Koordinatenrichtungen sehr einfach analysiert wer-
den kann. Ist beispielsweise der Strom nur in z-Richtung, J(r ′) = zˆJz(r ′),
so wird Gleichung (1.27) zu
Es(r) = −jωµ
∫∫∫
V
G(r, r ′) · zˆJz(r ′)dV ′. (1.38)
Das Streufeld ist also im Wesentlichen durch das Skalarprodukt der dya-
dischen Greenschen Funktion mit dem z-Einheitsvektor bestimmt. Dieses
ergibt sich zu
G(r, r ′) · zˆ =
∞∑
l=0
∞∑
m=0
∞∑
n=0
1
k2(k2p − k
2)
(
−xˆkxkzφ
x
p(r)φ
z
p(r
′)
−yˆkykzφ
y
p(r)φ
z
p(r
′) + zˆ(k2 − k2z)φ
z
p(r)φ
z
p(r
′)
)
.
(1.39)
Hier sind alle kartesischen Komponenten enthalten, so dass auch das
resultierende E-Feld alle Komponenten aufweist. Trotzdem ist natürlich
eine solche Art der Anregung nicht optimal. Dies sieht man, wenn man
aus dem E-Feld das H-Feld gemäß H = 1/jkη∇ × E berechnet. Es ergibt
sich dann eine verschwindende z-Komponente, Hz = 0. Der Grund hierfür
ist, dass in z-Richtung orientierte Ströme nur TM-Moden, aber keine TE-
Moden anregen. Letztere werden nur angeregt, wenn Ströme in x- oder y-
Richtung vorliegen. Dieses theoretische Ergebnis hat direkte Auswirkungen
auf die Konstruktion eines Modenrührers: damit dieser effektiv wirken
kann muss er Oberflächenströme in allen Raumrichtungen leiten, was eine
gewisse Komplexität impliziert.
1.3 Modenanzahl und Modendichte
Die Moden des quellenfreien quaderförmigen Hohlraumresonators sind
ein guter Ausgangspunkt zum Verständnis der Funktionsweisen von MV-
Kn. Reale MVKn sind zwar weder quellenfrei, noch werden sie ideale,
16
1.3 Modenanzahl und Modendichte
Bezeichnung Beschränkung nichtverschwindende Anzahl
Komponenten
TMlmn l > 1,m > 1,n > 1 Ex,Ey,Ez,Hx,Hy N1(f)
TElmn l > 1,m > 1,n > 1 Ex,Ey,Hx,Hy,Hz N2(f)
TMlm0 l > 1,m > 1,n = 0 Ez,Hx,Hy N3(f)
TE0mn l = 0,m > 1,n > 1 Ex,Hy,Hz N4(f)
TEl0n l > 1,m = 0,n > 1 Ey,Hx,Hz N5(f)
Tabelle 1.1: Eigenschaften der Moden für den quaderförmigen Hohlraumreso-
nator
quaderförmige Hohlraumresonatoren sein, z. B. weil eine mechanischer
Modenrührer vorhanden ist, aber grundsätzliche Aussagen behalten trotz-
dem ihre Gültigkeit. In diesem Abschnitt soll daher zunächst die kumulier-
te Anzahl der Moden als Funktion der Frequenz behandelt werden (Liu
et al. 1983).
Die Eigenfrequenzen fp = flmn des quaderförmigen Hohlraumresona-
tors ergeben sich aus der Gleichung (1.26)
flmn =
1
2
1√
εµ
√(
l
a
)2
+
(
m
b
)2
+
(
n
c
)2
. (1.40)
Bei der Ermittlung der Modenanzahl muss die Entartung der Moden
berücksichtigt werden. Wie bereits in Abschnitt 1.1.2 dargelegt, existiert für
jedes Tripel (l,m,n) in der Regel sowohl ein TE- als auch ein TM-Mode.
Eine Ausnahme sind die Tripel, bei denen einer der Indizes gleich Null ist:
in diesem Fall gibt es entweder nur einen TE- oder nur einen TM-Mode.
Insgesamt ist die Gesamtmodenanzahl N(f) also eine Summe aus fünf
Beiträgen:
N(f) = N1(f) +N2(f) +N3(f) +N4(f) +N5(f)
= 2 ·N1(f) +N3(f) +N4(f) +N5(f)
(1.41)
Die einzelnen Fälle sind in der Tabelle 1.1 zusammengefasst.
Die Modenanzahlen können natürlich für eine gegebene Geometrie mit
Rechnerhilfe einfach ausgezählt werden. Eine analytische Vorgehensweise
ist aber auch möglich (Liu et al. 1983): Aus Gleichung (1.26) ist ersichtlich,
dass jeder Eigenwert klmn als Gitterpunkt in einem euklidischen Gitter
mit den Koordinaten (lpi/a,mpi/b, npi/c) aufgefasst werden kann. Der Wert
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entspricht dann dem Abstand dieses Punktes vom Ursprung. So ergibt
sich dann N1 zu
N1 =
∞∑
l=1
∞∑
m=1
∞∑
n=1
u(k− klmn), (1.42)
wobei
u(x) =
{
1 für x > 0
0 sonst (1.43)
die Einheitssprungfunktion ist.
Analog ergeben sich die Terme N3–N5 zu
N3 =
∞∑
l=1
∞∑
m=1
u(k− klm0) (1.44)
N4 =
∞∑
m=1
∞∑
n=1
u(k− k0mn) (1.45)
N5 =
∞∑
l=1
∞∑
n=1
u(k− kl0n) (1.46)
Zusammengefasst lässt sich die Summe aller fünf Terme schließlich in
der Form
N(f) =
1
4
∞∑
l=−∞
∞∑
m=−∞
∞∑
n=−∞u(k− klmn)
−
1
4
( ∞∑
l=−∞u(k− kl00) +
∞∑
m=−∞u(k− k0m0) +
∞∑
n=−∞u(k− k00n)
)
+
1
2
u(k− k000)
(1.47)
schreiben.
Aus der Gleichung (1.47) für die Anzahl der Moden N(k) mit Eigen-
frequenzen kleiner oder gleich f folgt durch Ableiten nach der Frequenz
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direkt die Modendichte
dN(k)
dk
=
1
4
∞∑
l=−∞
∞∑
m=−∞
∞∑
n=−∞ δ(k− klmn)
−
1
4
( ∞∑
l=−∞ δ(k− kl00) +
∞∑
m=−∞ δ(k− k0m0) +
∞∑
n=−∞ δ(k− k00n)
)
+
1
2
δ(k− k000),
(1.48)
wobei erwartungsgemäß für den verlustlosen Hohlraumresonator nur
δ-Funktionen auftreten.
Die Gleichung (1.48) kann mit Hilfe der ein- und dreidimensionalen
Poissonschen Summenformel für Fouriertransformierte überführt werden
in (Liu et al. 1983)
dN(k)
dk
=abc
k2
pi2
−
a+ b+ c
2pi
+
1
2
δ(k)︸ ︷︷ ︸
=Ds(k)
+ abc
k2
pi2
∞∑
l=−∞
l 6=0
∞∑
m=−∞
m 6=0
∞∑
n=−∞
n 6=0
sin (2rlmnk)
2rlmnk
−
 a2pi
∞∑
l=−∞
l 6=0
cos(2alk) +
b
2pi
∞∑
m=−∞
m 6=0
cos(2bmk)
+
c
2pi
∞∑
n=−∞
n 6=0
cos(2cnk)
 ,
(1.49)
mit
rlmn =
√
a2l2 + b2m2 + c2n2 (1.50)
Die rechte Seite dieser Gleichung setzt sich offenbar aus zwei Beiträgen
zusammen: die ersten drei Terme
Ds(k) = abc
k2
pi2
−
a+ b+ c
2pi
+
1
2
δ(k), (1.51)
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bzw.
Ds(f) = 8pi(abc)f2(εµ)
3
2 − (a+ b+ c)
√
εµ+
1
2
δ(f), (1.52)
entsprechen einem »glatten Beitrag«; der Rest entspricht einem »fluktuie-
renden Beitrag«.
Die Gesamtanzahl der Moden N(k) folgt dann nach Integration über die
Modendichte:
N(k) =
∫k
0
dN(k ′)
dk ′
dk ′ (1.53)
=
abc
3pi2
k3 −
a+ b+ c
2pi
k+
1
2︸ ︷︷ ︸
=Ns(k)
(1.54)
+
abc
4pi2
k
∞∑
l=−∞
l 6=0
∞∑
m=−∞
m 6=0
∞∑
n=−∞
n 6=0
1
rlmn
(
sin (2rlmnk)
2rlmnk
− cos(2rlmnk)
)
−
1
4pi
 ∞∑
l=−∞
l 6=0
sin(2alk)
l
+
∞∑
m=−∞
m 6=0
sin(2bmk)
m
+
∞∑
n=−∞
n 6=0
sin(2cnk)
n

Hierbei ist
Ns(k) =
abc
3pi2
k3 −
a+ b+ c
2pi
k+
1
2
(1.55)
bzw.
Ns(f) =
8piabc
3
(f
√
εµ)
3
− (a+ b+ c)f
√
εµ+
1
2
(1.56)
wieder der nicht-fluktuierende Anteil.
Für den Betrieb einer MVK ist der Verlauf der Modenanzahl und der
Modendichte im Bereich oberhalb der ersten Resonanzstelle wichtig. Häu-
fig findet man Aussagen über das optimale Aspektverhältnis von MVKn,
in denen z. B. von Würfeln abgeraten wird. Es ist daher sinnvoll, sich die
Modenanzahl und die Modendichte für verschiedene Aspektverhältnisse
anzuschauen.
Ohne Einschränkung der Allgemeinheit soll im Folgenden a > b > c
gelten. Für die Aspektverhältnisse λ = a/b und κ = a/c bedeutet das
κ =
a
c
> λ = a
b
> 1. (1.57)
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Wegen der unterschiedlichen Eigenfrequenzen ist es sinnvoll, die Verläufe
als Funktion der auf die erste Resonanz normierten Frequenz zu betrachten:
fr =
f
f0
mit f0 =
1
2
√
εµ
√
1
a2
+
1
b2
(1.58)
Die nicht fluktuierenden Anteile der Modendichte und der Modenanzahl
ergeben sich dann zu
Ns(fr, λ, κ) =
pi
3
1
λκ
(1 + λ2)3/2f3r
−
1
2
(
1 +
1
λ
+
1
κ
)
(1 + λ2)1/2fr +
1
2
(1.59)
Ds(fr, λ, κ) = a
√
εµ
[
2pi
λκ
(1 + λ2)f2r −
(
1 +
1
λ
+
1
κ
)]
+
1
2
δ(fr) (1.60)
Im Gegensatz zur Modenanzahl Ns ist die Modendichte Ds trotz der
Normierung der Frequenz immer noch von der Größe der Kammer a
abhängig. Das bedeutet jedoch, dass die Modendichte kein geeignetes
Maß ist abzuschätzen, ab welcher Frequenz ein Hohlraumresonator als
MVK eingesetzt werden kann. Auch die in der Literatur vorgeschlagene
Normierung auf die modale Bandbreite
BWQ =
f
Q
, (1.61)
wobei Q die Güte ist (siehe Abschnitt 1.4), hilft hier nicht weiter: BWQ ist
proportional zu a/√ω und über die Normierung der Frequenz ergibt sich
insgesamt wieder eine a-Abhängigkeit. Sinnvoll wäre allenfalls die Angabe
der Modendichte pro Frequenzintervall, wobei das Frequenzintervall ein
Vielfaches der Startfrequenz f0 = 12a√εµ
√
1 + λ2 ist. Der Unterschied in
den beiden Arten der Normierung (auf festes Frequenzintervall oder auf
relatives Frequenzintervall) wird in der Abbildung 1.4 deutlich: Im linken
Teil (Anzahl pro MHz) sieht man einen deutlichen Unterschied zwischen
1:1:1 und 10:10:10, der in der linken Darstellung (Modenanzahl pro f0)
verschwunden ist.
In der Abbildung 1.5 ist die Modenanzahl als Funktion der relativen
Frequenz für unterschiedliche Aspektverhältnisse dargestellt.
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Abbildung 1.4: Vergleich der fixen (Rechts: 1 MHz) und relativen (Links: f0)
Normierung der Modendichte Ds für verschiedene Aspektverhältnisse.
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Abbildung 1.5: Verlauf der kumulierten Modenanzahl über der normierten
Frequenz für verschiedene Aspektverhältnisse. Es sind je drei Kurven
dargestellt: Die obere dicke Kurve ist die exakte Anzahl der Moden. Die
untere dicke Kurve ist die exakte Anzahl der Resonanzfrequenzen. Die
dünne Linie ist der nicht fluktuierende Anteil Ns.
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c
Abbildung 1.6: Verlauf des nicht fluktuierenden AnteilsNs der Modenanzahl
in Abhängigkeit von den Aspektparametern λ und κ bei fr = 3.
Es fällt auf, dass Abweichungen vom Würfel sowohl gut (höhere Mo-
denanzahl) als auch schlecht sein können. Bei den krummen Verhältnissen
7:5:1 und 21:5:1 erkennt man sehr gut das lange zusammenlaufen der
Modenanzahl und der Frequenzanzahl. Hier liegt jeder neue Mode auch
bei einer neuen Frequenz, d. h. die – durchaus wünschenswerte – TE-TM
Modenentartung tritt hier noch nicht auf.
Übersichtlicher ist eine Darstellung von Ns bei einer bestimmten relati-
ven Frequenz fr in Abhängigkeit von λ und κ, wie in der Abbildung 1.6
für fr = 3. Hier erkennt man, dass die besten Werte für Ns für λ = κ – also
für b = c – erreicht werden. Außerdem nimmt Ns zu, wenn λ ' κ zunimmt.
Aus der Sicht der Modenanzahl sind also gestreckte Geometrien vorzu-
ziehen. Umgekehrt wirkt sich ein kleines λ (also a ' b) negativ aus und
dieser negative Effekt ist umso größer, je größer κ ist. Flache Strukturen
sind also zu vermeiden.
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1.4 Modale Güte
Im Zusammenhang mit MVKn ist die Güte sicher einer der wesentlichsten
charakterisierenden Faktoren. An dieser Stelle soll zunächst nur auf die Gü-
te der einzelnen Moden eingegangen werden. Eine detaillierte Betrachtung
findet sich im Abschnitt 2.2.
1.4.1 Definition der Güte
Jedes resonanzfähige System zeichnet sich durch die Eigenschaft aus,
dass es Energie speichern kann. Genauer gesagt wird die im System
gespeicherte Energie innerhalb eines Zyklus (Periode) zwischen mindestens
zwei andersartigen physikalischen Energiespeichern ausgetauscht. Im Falle
des Hohlraumresonators sind diese Energiespeicher das elektrische und
das magnetische Feld (vgl. Gleichungen (1.6)–(1.12) in Abschnitt 1.1.1).
Darüber hinaus wird ein reales System auch immer Verluste aufweisen,
die dem Gesamtsystem Energie entziehen. Im Falle des ansonsten leeren,
perfekten Hohlraumresonators entstehen diese Verluste durch die endliche
elektrische Leitfähigkeit der Wände.
Die allgemeine Definition der Güte eines Modes Qp ergibt sich aus
dem Verhältnis der mittleren gespeicherten Energie und der mittleren
Verlustenergie:
Qp = ωp
gesamte zeit-gemittelte gespeicherte Energie
mittlere pro Zyklus dissipierte Leistung
= ωp
〈Wp〉
〈Pd〉
(1.62)
Geht man auf die zeitabhängigen Größen über, d. h. ersetzt man 〈Wp〉
durch 〈Wp〉(t) und 〈Pd〉 durch −d〈Wp〉(t)dt , so schreibt sich dies als
Qp = ωp
〈Wp〉(t)
−
d〈Wp〉(t)
dt
. (1.63)
Hieraus folgt, dass die totale, zeitgemittelte Energie eines Modes in einem
realen Hohlraumresonator mit der Zeit abfällt:
〈Wp〉(t) = 〈Wp〉e−
ωp
Qp
t (1.64)
Offensichtlich kann diese Zeitabhängigkeit für große Qp, z. B. Qp  ωpt,
vernachlässigt werden. Da der Prozess auf eine Periode bezogen wird,
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ergibt sich die Forderung Qp  2pi. Da die Energie proportional zum
Quadrat der Feldgrößen ist, ergibt sich für die Zeitabhängigkeit der Felder
Ep(t) = Epe
−jωpte
−
ωp
2Qp t = Epe
−jωp
(
1− j2Qp
)
t (1.65)
Hp(t) = Hpe
−jωpte
−
ωp
2Qp t = Hpe
−jωp
(
1− j2Qp
)
t. (1.66)
Hierbei wurde angenommen, dass aufgrund der hohen Leitfähigkeit der
Wände die Eigenlösungen Ep und Hp des idealen Hohlraumresonators
immer noch gute Approximationen der wirklichen Eigenlösungen darstel-
len.6
Offensichtlich sind im Vergleich zum verlustlosen Fall die Eigenwerte
nun nicht mehr rein reell, sondern komplex mit positivem Real- und
negativem Imaginärteil:
kp → kp
(
1 −
j
2Qp
)
(1.67)
1.4.2 Ohmsche Wandverluste
Mit Hilfe der Gleichungen (1.6) und (1.7) und
〈Pp〉 =
√
ωpµm
2σm︸ ︷︷ ︸
= 1σmδs =Rs
∫∫
S
|Hp|
2dS (1.68)
ergibt sich die modale Güte (Qw)p unter Berücksichtigung von Wandver-
lusten zu
(Qw)p = ωpµ
√
2σm
ωpµm
∫∫∫
V |Hp|
2dV∫∫
S|Hp|
2dS
. (1.69)
Mit Hilfe der Skintiefe δs(ω) =
√
2
ωµm(ω)σm
wird diese Gleichung über-
führt in7
(Qw)p =
2µ
µmδs
∫∫∫
V |Hp|
2dV∫∫
S|Hp|
2dS
. (1.70)
6Die Ermittlung der exakten Eigenlösungen des Hohlraumresonators ist schwierig. Material
hierzu findet sich beispielsweise in (Ilyinski et al. 1993).
7In (Borgnis und Papas 1958) wurde beim Einsetzen von (3.14) in (3.13) offensichtlich im-
plizit die Annahme µ=µm=µ0 gemacht, so dass der Faktor µµm in Gleichung (3.15) nicht
mehr auftritt. Dies entspricht dem Fall eines mit einem unmagnetischen Dielektrikum
gefüllten und von unmagnetischen Wänden begrenzten Resonators. Das Ergebnis in Glei-
chung (1.70) ist kompatibel mit dem von Harrington in (Harrington 2001), der die
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Hierbei sind µm und σm die Permeabilität und Leitfähigkeit des Wandma-
terials.
Borgnis und Papas liefern eine erste grobe Abschätzung für Glei-
chung (1.70):
(Qw)p ∼
2µ
µmδs
∫∫∫
V dV∫∫
S dS
=
2µ
µmδs
V
S
(1.71)
Setzt man die Lösungen des idealen Resonators aus den Gleichung (1.20)
und (1.21) in (1.70) ein, so erhält man folgende Ausdrücke für die modalen
Güten bei Anwesenheit von Wandverlusten (Qw)p (Harrington 2001; Liu
et al. 1983):
(Qw)
TE
0mn =
ηabck3p
2Rs(bck2p + 2ack2y + 2abk2z)
(1.72)
(Qw)
TE
l0n =
ηabck3p
2Rs(ack2p + 2bck2x + 2abk2z)
(1.73)
(Qw)
TE
lmn =
ηabck2xyk
3
p
4Rs
[
bc(k4xy + k
2
yk
2
z) + ac(k
4
xy + k
2
xk
2
z) + abk
2
xyk
2
z
] (1.74)
(Qw)
TM
lm0 =
ηabck3p
2Rs(abk2p + 2bck2x + 2ack2z)
(1.75)
(Qw)
TM
lmn =
ηabck2xykp
4Rs
[
b(a+ c)k2x + a(b+ c)k
2
y
] (1.76)
mit
kx =
lpi
a
ky =
mpi
b
kz =
npi
c
(1.77)
kxy =
√
k2x + k
2
y kp =
√
k2x + k
2
y + k
2
z (1.78)
1.4.3 Dielektrische Verluste
Für den Fall, dass ein ansonsten idealer Resonator mit einen Dielektrikum
mit Permittivität ε = ε ′ + jε ′′ gefüllt ist, lässt sich Gleichung (1.62) ein-
Verluste allerdings mit Hilfe des Oberflächenwiderstands Rs =
√
ωµm
2σm
= 1σmδs aus-
drückt, 〈Pp〉 = Rs
∫∫
S|Hp|
2dS. Das stillschweigende Weglassen von µ/µm findet sich
auch in Gleichung (69) von (Liu et al. 1983). Da diese Quelle besonders oft zitiert wird, findet
man den Fehler auch immer wieder in anderen Veröffentlichungen, worauf schon Dunn
in (Dunn 1990) explizit hingewiesen hat.
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facher mit Hilfe der Integrale über das Quadrat des elektrischen Feldes
ausrechnen. Es folgt dann (Harrington 2001):
(Qd)p =
ωpε
′ ∫∫∫
V |Ep|
2dV
ωpε ′′
∫∫∫
V |Ep|
2dV
=
ε ′
ε ′′
=
1
tan δ
(1.79)
1.4.4 Antennenverluste
Jede Antenne im Resonatorvolumen wird Leistung in ihrer Fußpunktim-
pedanz umsetzten und dem Resonator so Energie entziehen. Die sich
hieraus ergebene Güte wird in Abschnitt 2.6 hergeleitet. Das Ergebnis in
Gleichung (2.227) sei hier schon einmal vorweggenommen:
Qa =
2ω3V
pic3
=
16pi2f3V
c3
= 16pi2
V
λ3
Diese Gleichung gilt nicht für beliebige Hohlraumresonatoren sondern nur
für (ideale) Modenverwirbelungskammern. Darüber hinaus wurden hier
Antennenfehlanpassungen und ohmsche Verluste vernachlässigt.
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2 Modenverwirbelungskammer
2.1 Eigenschaften des Feldes
In diesem Abschnitt wird die Statistik verschiedener physikalischer Größen
in Modenverwirbelungskammern behandelt.
Zunächst wird hierbei eine Nomenklatur für die verwendeten Größen
vorgestellt. Danach folgt die eigentliche Behandlung der Größen.
2.1.1 Nomenklatur
Bei der Betrachtung der Statistik von MVKn treten zwei Arten von Ge-
samtheiten immer wieder auf: Zum einen wird eine physikalische Grö-
ße – z. B. der Betrag der resultierenden elektrischen Feldstärke, |ET | – für
unterschiedliche elektromagnetische Randbedingungen betrachtet. Dieser
Fall soll als b-Ensemble bezeichnet werden. Das »b« steht hierbei für bound-
ary. Für das b-Ensemble können natürlich statistische Kenngrößen wie
z. B. Mittelwert, Varianz und Maximum angegeben werden. Bei diesen
muss im Allgemeinen weiter zwischen den empirischen Kenngrößen und den
theoretischen Kenngrößen unterschieden werden. Neben dem b-Ensemble
(verschiedene elektromagnetische Randbedingungen) werden auch räumli-
che Grundgesamtheiten betrachtet werden. Bei diesen wird eine Größe an
unterschiedlichen Orten im Raum für feste elektromagnetische Randbedin-
gungen betrachtet. Diese Grundgesamtheit wird im Folgenden r-Ensemble
genannt. Für die statistischen Kenngrößen gilt das oben gesagte.
Da in den Formeln Kenngrößen für verschiedene Ensemble gleichzeitig
auftreten, ist eine eindeutige Kennzeichnung nötig. Im Folgenden werden
folgende Bezeichner verwendet:
pdfA(a): Wahrscheinlichkeitsdichteverteilung (engl.: probability density
function) der Zufallsvariable A. Das Integral über ein Intervall1
1Es wird hier vorausgesetzt, dass es sich um reelle Variablen mit Wertebereich [−∞,∞] handelt.
Für andere reelle Wertebereiche sind die Integrationsgrenzen sinngemäß anzupassen. Ohne
Ordnungsrelation, also z. B. für komplexwertige Größen, machen die Wahrscheinlichkeitsver-
teilungen keinen Sinn. Der Fall diskretwertiger Größen wird ebenfalls nicht betrachtet, da
im vorliegenden Fall die Größen kontinuierlich sind.
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∫a2
a1
pdfA(a)da ist die Wahrscheinlichkeit dafür, dass a im Intervall
[a1,a2] liegt, ∫a2
a1
pdfA(a)da = P {a ∈ [a1,a2]} .
Offensichtlich ist die Wahrscheinlichkeitsdichte normiert:∫∞
−∞ pdfA(a)da = 1
cdfA(a): Wahrscheinlichkeitsverteilung (engl.: cumulative distribution
function) von A. cdfA(a) =
∫a
−∞ pdfA(a ′)da ′.
ecdfA(a): empirische Wahrscheinlichkeitsverteilung. Sie gibt die beob-
achtete Wahrscheinlichkeit dafür an, dass ein Beobachtungswert der
Zufallsvariablen A kleiner oder gleich dem Wert a ist:
ecdfA(a) =
|{x|x 6 a}|
N
Hierbei ist N die Gesamtanzahl von Beobachtungswerten (Stichpro-
bengröße) und |{x|x 6 a}| die Anzahl der Beobachtungswerte x, die
kleiner oder gleich a sind.
〈A〉: Erwartungswert der Zufallsvariablen A:
〈A〉 =
∫∞
−∞ x · pdfA(x)dx
〈A〉r : Erwartungswert bezüglich des r-Ensembles von A. Ohne Angabe
einer Stichprobengröße ist hiermit in der Regel der theoretische Wert
der zugehörigen Verteilungsdichte pdfA(a) gemeint.
〈A〉r N: Je nach Kontext wird hiermit entweder der theoretische Wert 〈A〉tr
für den Erwartungswert eines r-Ensembles der Größe N verstanden
oder der empirische Wert 〈A〉er einer tatsächlichen Stichprobe des
Umfangs N. Der empirische Wert 〈A〉er N ist selbst eine statistische
Größe. Der theoretische Wert 〈A〉tr ist dann der Erwartungswert des
empirischen Wertes 〈A〉er unter der Voraussetzung, dass die tatsäch-
liche Grundgesamtheit der theoretisch angenommenen entspricht.
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Das heißt, dass im Falle von unendlich vielen Stichproben der Mittel-
wert des empirischen Mittelwertes 〈 〈A〉er N〉 gleich dem theoretischen
Mittelwert 〈A〉tr N sein wird:
〈 〈A〉er N〉 = 〈A〉tr N
Nach dem zentralem Grenzwertsatz der Statistik folgt die Größe 〈A〉er N
für einen ausreichend großen Stichprobenumfang2 einer Normalver-
teilung mit Erwartungswert µN = 〈A〉tr N und Standardabweichung
sN =
√
var(A)N
N
.
〈A〉b , 〈A〉b N: Entsprechende Erwartungswerte (Mittelwerte) für das b-
Ensemble.
dAer , dAer N: Maximalwert des r-Ensembles von A. Da die theoretischen
Wahrscheinlichkeitsdichten pdfA(x) in aller Regel nie den Wert Null
erreichen, gilt für den theoretischen Maximalwert dAetr :
dAetr =∞
Wichtiger ist daher der empirische Maximalwert dAeer , der dem größ-
ten Beobachtungswert entspricht. Natürlich ist auch der empirische
Maximalwert wieder eine statistische Größe.
bAcr , bAcr N: Minimalwert des r-Ensembles von A.
dAeb , dAeb N: Entsprechende Maximalwerte für das b-Ensemble.
bAcb , bAcb N: Entsprechende Minimalwerte für das b-Ensemble.
↑−(A): Verhältnis von Maximalwert zu Mittelwert von A:3
↑−(A) = dAe〈A〉
Analog zu den obigen Definitionen ergeben sich die Größen ↑−(A)e ,
↑−(A)t , ↑−(A)e N, ↑−(A)t N, ↑−(A)er , ↑−(A)tr , ↑−(A)er N, ↑−(A)tr N, ↑−(A)eb ,
↑−(A)tb , ↑−(A)eb N und ↑−(A)tb N.
2gemeint ist hier nicht N, sondern die Anzahl der Stichproben, aus denen die 〈A〉er N berech-
net wurden
3Die Schreibweise ↑−(A) wurde durch Ladbury und Koepke eingeführt (Ladbury und Koepke
1999).
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x
z
y
α
β
k
F(kˆ)
Abbildung 2.1: Ein Beitrag F(kˆ) des Winkelspektrums des elektrischen Feldes.
Der Wellenvektor k steht senkrecht auf F(kˆ).
2.1.2 Wellendarstellung
Zur Beschreibung der Feldverhältnisse in einer idealen MVK verwendet
Dunn (Dunn 1990) und später Hill (Hill 1998b, 2005) eine Darstellung
mit sich lokal überlagernden ebenen Wellen. Dieser Ansatz liefert eine
Darstellung der Felder, die die Maxwell Gleichungen erfüllen und dabei
gleichzeitig die Statistik des Feldes beinhaltet. Verwendet wird dieser An-
satz auch, um Aussagen über die räumliche Korrelation des Feldes treffen
zu können (Hill 1995, 1999; Hill und Ladbury 2002), einen Ausdruck
für die Güte Q abzuleiten (Hill 1996) sowie das Verhalten verschiedener
Objekte in MVKn vorherzusagen (Hill et al. 1993, 1994, 1996).
2.1.2.1 Fern von den Wänden
Das Feld E(r) an einem Punkt r in einer quellenfreien Region kann als
Integral über ebene Wellen über alle möglichen Winkel dargestellt werden:
E(r) =
∫∫
4pi
F(kˆ)ejk·rdΩ (2.1)
Der Raumwinkel Ω steht hierbei für die Elevation α und den Azimut β
und es gilt dΩ = sinαdαdβ. Die harmonische Zeitabhängigkeit exp(−jωt)
ist hier wieder unterdrückt. Die geometrischen Verhältnisse sind in der
Abbildung 2.1 skizziert. Der Wellenvektor k schreibt sich als
k = −k(xˆ sinα cosβ+ yˆ sinα sinβ+ zˆ cosα). (2.2)
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Bezüglich des orthogonalen Dreibeins (kˆ, αˆ, βˆ) kann F(kˆ) in Komponenten
zerlegt werden,
F(kˆ) = αˆFα(kˆ) + βˆFβ(kˆ) (2.3)
wobei die Komponenten komplexwertig sind,
Fα(kˆ) = Fαr(kˆ) + jFαi(kˆ)
Fβ(kˆ) = Fβr(kˆ) + jFβi(kˆ).
(2.4)
Bereits ohne Annahmen über die Wahrscheinlichkeitsverteilung der Zu-
fallsvariablen F(kˆ) können statistische Aussagen getroffen werden. Hierzu
sind folgende Bedingungen zu erfüllen,〈
Fα(kˆ)
〉
b
=
〈
Fβ(kˆ)
〉
b
= 0 (2.5)〈
Fαr(kˆ1)Fαi(kˆ2)
〉
b
=
〈
Fβr(kˆ1)Fβi(kˆ2)
〉
b
=
〈
Fαr(kˆ1)Fβr(kˆ2)
〉
b
=
〈
Fαr(kˆ1)Fβi(kˆ2)
〉
b
=
〈
Fαi(kˆ1)Fβr(kˆ2)
〉
b
=
〈
Fαi(kˆ1)Fβi(kˆ2)
〉
b
= 0 (2.6)〈
Fαr(kˆ1)Fαr(kˆ2)
〉
b
=
〈
Fαi(kˆ1)Fαi(kˆ2)
〉
b
=
〈
Fβr(kˆ1)Fβr(kˆ2)
〉
b
=
〈
Fβi(kˆ1)Fβi(kˆ2)
〉
b
= CEδ(kˆ1 − kˆ2) (2.7)
was bedeutet, dass weder eine Einfallsrichtung, noch eine Polarisation oder
eine Phasenlage bevorzugt ist.
Aus den Gleichungen (2.6) und (2.7) folgen sofort die wichtigen Bezie-
hungen 〈
Fα(kˆ1)F
∗
β(kˆ2)
〉
b
= 0 (2.8)〈
Fα(kˆ1)F
∗
α(kˆ2)
〉
b
=
〈
Fβ(kˆ1)F
∗
β(kˆ2)
〉
b
= 2CEδ(kˆ1 − kˆ2). (2.9)
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Nach Höijer können die Gleichungen (2.6) und (2.7) auch kompakt in
der Form 〈
FA1B1(kˆ1)FA2B2(kˆ2)
〉
b
= CEδA1 ,A2δB1 ,B2δ(kˆ1 − kˆ2) (2.10)
geschrieben werden (Höijer 2006a, b), wobei der Index A für α oder β
und der Index B für r oder i steht.
Höijer zeigt weiter, dass die höheren Momente der Zufallsvariablen
FAB(kˆ) ebenfalls berechnet werden können. Es ergibt sich (Höijer 2006a, b):〈
n∏
j=1
FAjBj(kˆj)
〉
b
=
C
n/2
E ∆
l,m6n
δAl ,AmδBl ,Bmδ(kˆl − kˆm) n gerade
0 n ungerade
(2.11)
Zur Definition von ∆
l,m6n
(für gerade n) betrachtet man zunächst die Menge
der Permutationen {σ} der Zahlen 1, 2, . . . ,n:
σ =
(
1 2 3 . . . n
σ(1) σ(2) σ(3) . . . σ(n)
)
(2.12)
Hieraus bildet man die Teilmenge S0 der Permutationen, die nicht durch
Vertauschen von Elementen an Positionen (2k−1) und (2k) (k ∈ {1, . . . , n/2})
oder durch Vertauschen von Paaren (2k− 1, 2k)↔ (2l− 1, 2l) hervorgehen.
Von den ursprünglich n! Permutationen bleiben dann n!! übrig.4 Für den
Fall n = 4 ergeben sich so beispielsweise die Permutationen (1, 2, 3, 4),
(1, 3, 2, 4) und (1, 4, 2, 3). Es gilt dann
∆
l,m6n
δAl ,AmδBl ,Bmδ(kˆl − kˆm) =
∑
σ∈S0
n/2∏
i=1
δAσ(2i−1) ,Aσ(2i)δBσ(2i−1) ,Bσ(2i)δ(kˆσ(2i−1) − kˆσ(2i)) (2.14)
4Der Term n!! bezeichnet eine abgewandelte Form der Fakultät. Sie ist definiert als
n!! =
{
n · (n− 2) · . . . · 4 · 2 n gerade
n · (n− 2) · . . . · 3 · 1 n ungerade. (2.13)
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2.1.2.1.1 Erwartungswerte von Feldgrößen Durch Kombination der Glei-
chung (2.1) mit den obigen statistischen Beziehungen erhält man leicht
statistische Aussagen für das elektrische Feld und hiervon abgeleitete
Größen:
〈E(r)〉b =
∫∫
4pi
〈
F(kˆ)
〉
b
ejk·rdΩ = 0 (2.15)
〈
|E(r)|2
〉
b
=
∫∫
4pi
∫∫
4pi
〈
F(kˆ1)F
∗(kˆ2)
〉
b
ej(k1−k2)·rdΩ1dΩ2
= 4CE
∫∫
4pi
∫∫
4pi
δ(kˆ1 − kˆ2)e
j(k1−k2)·rdΩ1dΩ2
= 16piCE ≡ E20 (2.16)〈
|Ex(r)|
2〉
b
=
〈
|Ey(r)|
2〉
b
=
〈
|Ez(r)|
2〉
b
=
〈
|ER(r)|
2〉
b
=
E20
3
(2.17)
Das Absolutquadrat des elektrischen Feldes ist wichtig, da es proportio-
nal zur gespeicherten Energie ist. Diese ist offensichtlich in einer idealen
MVK ortsunabhängig (Homogenität des Feldes). Diese wichtige theoreti-
sche Eigenschaft von MVKn wurde vielfältig experimentell überprüft und
bestätigt, z. B. in (Crawford und Koepke 1986a; Ladbury et al. 1999). Die
Gleichheit der Erwartungswerte für die Betragsquadrate der kartesischen
Komponenten des Feldes drückt die Isotropie des Feldes aus.
Entsprechende Aussagen für das magnetische FeldH ergeben sich durch
H(r) =
1
jωµ
∇× E(r) = 1
η
∫∫
4pi
kˆ× F(kˆ)ejk·rdΩ. (2.18)
Es folgt
〈H(r)〉b = 0 (2.19)〈
|H(r)|2
〉
b
=
E20
η2
=
〈
|E(r′)|2
〉
b
η2
, (2.20)
wobei letzteres bedeutet, dass die mittleren quadratischen E- und H-Feldstärken
für beliebige Punkte r und r′ über die Freiraumimpedanz η miteinander
verknüpft sind. Die experimentelle Bestätigung dieser Beziehung findet
sich beispielsweise in (Crawford und Koepke 1986a).
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2.1.2.1.2 Energiedichte Die Energiedichtew(r) ergibt sich aus den Betrags-
quadraten von E- und H-Feld zu (Harrington 2001)
w(r) =
1
2
[
ε|E(r)|2 + µ|H(r)|2
]
, (2.21)
so dass sich für den Ensemblemittelwert
〈w(r)〉b =
1
2
[
ε
〈
|E(r)|2
〉
b
+ µ
〈
|H(r)|2
〉
b
]
(2.22)
= εE20 (2.23)
= 3ε
〈
|ER|
2〉
b
(2.24)
= ε
〈
|E(r)|2
〉
b
(2.25)
ergibt. Der Ensemblemittelwert der Energiedichte in einer idealen MVK ist
somit auch ortsunabhängig.
Bisher ist die Konstante E0 noch unbestimmt. Über die Definition der
Güte in Gleichung (1.62) kann sie aber bestimmt werden: Die gesamte
gespeicherte Energie ist offensichtlich 〈W〉b = V 〈w〉b , und aufgrund
der Energieerhaltung muss im eingeschwungenen Zustand die dissipierte
Leistung gleich der der Kammer zugeführten Leistung Pt sein. So ergibt
sich
〈w(r)〉b = 〈w〉b =
QPt
ωV
(2.26)
⇒ E20 =
QPt
ωεV
. (2.27)
2.1.2.1.3 Poyntingvektor Der Poyntingvektor ist gegeben durch
S(r) = E(r)×H∗(r), (2.28)
so dass
〈S(r)〉b =
1
η
∫∫
4pi
∫∫
4pi
〈
F(kˆ1)× [kˆ2 × F∗(kˆ2)]
〉
b
ej(k1−k2)·rdΩ1dΩ2
=
1
η
∫∫
4pi
∫∫
4pi
kˆ2
E20
4pi
δ(kˆ1 − kˆ2)e
j(k1−k2)·rdΩ1dΩ2
=
E20
4piη
∫∫
4pi
kˆ2dΩ2 = 0 (2.29)
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ist.
Hier wird deutlich, dass zwar der Erwartungswert der Energiedichte
〈w〉b eine zur Charakterisierung des Feldes in einer MVK geeignete Größe
ist, nicht aber der Erwartungswert des Poyntingvektors 〈S(r)〉b . Hill
schlägt vor, die skalare Leistungsdichte
Sc =
1√
εµ
〈w〉b =
E20
η
(2.30)
zu verwenden, wenn mit ebenen Wellenfeldern verglichen werden soll, für
die die Leistungsdichte anstelle der Feldstärke spezifiziert ist (Hill 1998b).
Darüber hinaus kann auch der Erwartungswert für die Varianz der
kartesischen Komponenten des Realteils des Poyntingvektors Re(S) =
xˆSxr + yˆSyr + zˆSzr angegeben werden (der Mittelwert verschwindet). Mit
z. B.
Sxr = EyrHzr + EyiHzi − EzrHyr − EziHyi (2.31)
folgt (Hill und Ladbury 2002)
〈
S2xr
〉
b
=
〈
S2yr
〉
b
=
〈
S2zr
〉
b
=
(
E20
3η
)2
. (2.32)
2.1.2.1.4 Räumliche Korrelation Die bisher dargestellten Größen bezo-
gen sich immer nur auf einen Punkt im Raum. Tatsächliche Testobjekte
wie auch reale Antennen sind aber räumlich ausgedehnt, so dass die räum-
liche Korrelation von Interesse ist (Hill 1995, 1999; Hill und Ladbury
2002; Lehman 1993; Mitra und Trost 1997; Wolf 1976). Die räumliche
Korrelationsfunktion des komplexen elektrischen Feldvektors ist definiert
als (Hill 1995; Hill und Ladbury 2002)
ρ(r1, r2) =
〈E(r1) · E∗(r2)〉b√ 〈|E(r1)|2〉b 〈|E(r2)|2〉b , (2.33)
was sich zu
ρ(r1, r2) = ρ(|r1 − r2|) =
sin (k|r1 − r2|)
k|r1 − r2|
=
sin(kr)
kr
(2.34)
mit r = |r1 − r2| ergibt.
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Die identische Korrelationsfunktion erhält man für das magnetische Feld.
Das hier dargestellte Ergebnis ergibt sich auch aus einer modalen Theorie
der MVKn (Lehman 1993) sowie aus der sogenannten Strahlungs-Transfer-
Theorie (radiation transfer theory) (Wolf 1976). Eine experimentelle Über-
prüfung findet sich beispielsweise in (Zacharias et al. 1993).
Definiert man die Korrelationslänge lc als den Abstand |r1 − r2| bis zur
ersten Nullstelle von ρ(r1, r2) erhält man
lc =
pi
k
=
λ
2
. (2.35)
In der obigen Betrachtung wurde das gesamte E-Feld verwendet. Oft,
z. B. bei der Untersuchung der Einkopplung in Linearstrukturen, ist aber
vor allem eine kartesische Komponente des Feldes von Bedeutung. In
diesem Fall können longitudinale und transversale Korrelationsfunktionen
ρl(r) und ρt(r) definiert werden, die sich wie folgt ergeben (Hill und
Ladbury 2002):
ρl(r) =
〈El(r1) · E∗l (r2)〉b√ 〈|El(r1)|2〉b 〈|El(r2)|2〉b
=
3
(kr)2
[
sin(kr)
kr
− cos(kr)
]
(2.36)
ρt(r) =
〈Et(r1) · E∗t(r2)〉b√ 〈|Et(r1)|2〉b 〈|Et(r2)|2〉b
=
3
2
{
sin(kr)
kr
−
1
(kr)2
[
sin(kr)
kr
− cos(kr)
]}
(2.37)
ρ(r) =
2ρt(r) + ρl(r)
3
(2.38)
Die Geometrie der longitudinalen und transversalen Feldgrößen ist in
Abbildung 2.2 dargestellt. Die gleichen Korrelationsfunktionen folgen
auch für lineare Komponenten des H-Feldes. Die longitudinalen- und
transversalen Korrelationslängen ergeben sich zu
lcl ≈ 4.493
k
≈ 0.715λ (2.39)
lct ≈ 2.744
k
≈ 0.437λ. (2.40)
Der Verlauf der Korrelationsfunktionen ist in Abbildung 2.3 graphisch
über dem normierten Abstand r/λ dargestellt.
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r1
r2
Ellˆ
EttˆE(r1)
Abbildung 2.2: Definition von El und Et.
Die in Abbildung 2.3 ebenfalls dargestellte Kurve für ρxy(r) zeigt einen
Verlauf der gemischten Korrelationskoeffizienten. Hierbei wird die Korre-
lation zwischen Komponenten des E- und des H-Feldes betrachtet. Zur
Vereinfachung der Nomenklatur sei nun angenommen, dass die longi-
tudinale Richtung der z-Richtung entspricht, lˆ = zˆ. Bei den möglichen
transversalen Richtungen reicht es dann, die x- und die y-Richtung zu
betrachten. Es zeigt sich, dass alle möglichen gemischten Korrelationen für
alle Abstände r (auch für r = 0) verschwinden. Eine Ausnahme sind nur
die Korrelationen zwischen orthogonalen E- und H-Feld Komponenten,
die korreliert sind für Abstände r 6= 0. Zum Beispiel ergibt sich
ρxy(r) =
〈
Ex(r1) ·H∗y(r2)
〉
b√ 〈|Ex(r1)|2〉b 〈|Hy(r2)|2〉b
= −
3j
2(kr)2
[sin(kr) − kr cos(kr)] . (2.41)
Insbesondere kann festgehalten werden, dass alle E- und H-Feld Kompo-
nenten zueinander unkorreliert sind, wenn man sie am gleichen Punkt
betrachtet.
Neben den gerade betrachteten Feldstärken sind auch die Quadrate der
Feldstärkewerte von Bedeutung, da diese Größen in die Formel für Energie
und Leistung eingehen. Analog zu der obigen Vorgehensweise können
auch hierzu Korrelationsfunktionen für den longitudinalen Fall (ρll(r)),
den transversalen Fall (ρtt(r)) und für das Gesamtfeld (ρEE(r)) angegeben
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Abbildung 2.3: Verlauf der räumlichen Korrelationsfunktionen der Feldstärke
in einer idealen Modenverwirbelungskammer.
werden. Nach Hill und Ladbury ergibt sich (Hill und Ladbury 2002):
ρll(r) =
〈[|El(r1)|2− 〈|El(r1)|2〉b ][|El(r2)|2− 〈|El(r2)|2〉b ]〉b√ 〈
[|El(r1)|2− 〈|El(r1)|2〉b ]2
〉
b
〈
[|El(r2)|2− 〈|El(r2)|2〉b ]2
〉
b
= ρ2l(r) (2.42)
ρtt(r) =
〈[|Et(r1)|2− 〈|Et(r1)|2〉b ][|Et(r2)|2− 〈|Et(r2)|2〉b ]〉b√ 〈
[|Et(r1)|2− 〈|Et(r1)|2〉b ]2
〉
b
〈
[|Et(r2)|2− 〈|Et(r2)|2〉b ]2
〉
b
= ρ2t(r) (2.43)
ρEE(r) =
〈[|E(r1)|2− 〈|E(r1)|2〉b ][|E(r2)|2− 〈|E(r2)|2〉b ]〉b√ 〈
[|E(r1)|2− 〈|E(r1)|2〉b ]2
〉
b
〈
[|E(r2)|2− 〈|E(r2)|2〉b ]2
〉
b
=
2ρtt(r) + ρll(r)
3
(2.44)
Zuletzt sei die Korrelation der Energiedichte w betrachtet. Hier kön-
nen die elektrische wE(r) = ε2 |E(r)|
2 und die magnetische Energiedichte
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wH(r) =
µ
2 |H(r)|
2 untersucht werden, die zu gleichen Teilen zur gesamten
Energiedichte w(r) = wE(r) +wH(r) beitragen. Die zugehörigen Korrelati-
onsfunktionen sind (Hill und Ladbury 2002):
ρwE(r) =
〈[|wE(r1)|2− 〈|wE(r1)|2〉b ][|wE(r2)|2− 〈|wE(r2)|2〉b ]〉b√ 〈
[|wE(r1)|2− 〈|wE(r1)|2〉b ]2
〉
b
〈
[|wE(r2)|2− 〈|wE(r2)|2〉b ]2
〉
b
= ρEE(r) (2.45)
ρwH(r) =
〈[|wH(r1)|2− 〈|wH(r1)|2〉b ][|wH(r2)|2− 〈|wH(r2)|2〉b ]〉b√ 〈
[|wH(r1)|2− 〈|wH(r1)|2〉b ]2
〉
b
〈
[|wH(r2)|2− 〈|wH(r2)|2〉b ]2
〉
b
= ρEE(r) (2.46)
ρw(r) =
〈[|w(r1)|2− 〈|w(r1)|2〉b ][|w(r2)|2− 〈|w(r2)|2〉b ]〉b√ 〈
[|w(r1)|2− 〈|w(r1)|2〉b ]2
〉
b
〈
[|w(r2)|2− 〈|w(r2)|2〉b ]2
〉
b
= ρEE(r) +
2
3
|ρxy(r)|
2 (2.47)
Die zugehörigen Verläufe sind in der Abbildung 2.4 wiedergegeben.
2.1.2.1.5 Anzahl unabhängiger innerer Punkte Betrachtet man ein Ensem-
ble bezüglich unabhängiger Rührerpositionen (siehe Abschnitt 3.2) und
ein Ensemble bezüglich unkorrelierter Raumpunkte, so sind die Statistiken
dieser Ensemble im Idealfall gleich, d. h. die Ensemble sind austauschbar.
Das heißt aber, dass die maximale Anzahl von erreichbaren unabhängigen
Randbedingungen aus der Anzahl der unabhängigen inneren Punkte ab-
geschätzt werden kann. Letztere ergibt sich aber leicht aus der räumlichen
Korrelationslänge lc = c/2f nach Gleichung (2.35). Für einen Quader der
Kantenlängen a > b > d ergibt sich die Anzahl N unabhängiger innerer
Punkte zu
N =
(
2af
c
− 1
)(
2bf
c
− 1
)(
2df
c
− 1
)
. (2.48)
Mit den Aspektverhältnissen λ = a/b und κ = a/c (1 6 λ 6 κ) und der auf
die erste Resonanzfrequenz f0 = c2a
√
1 + λ2 normierten relativen Frequenz
fr = f/f0 ergibt sich dies zu
N =
(√
1 + λ2fr − 1
)(√
1 + λ2
λ
fr − 1
)(√
1 + λ2
κ
fr − 1
)
. (2.49)
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Abbildung 2.4: Verlauf der räumlichen Korrelationsfunktionen des Feldstär-
kequadrats und der Energiedichte in einer idealen Modenverwirbelungs-
kammer.
Werte für N sind in Abbildung 2.5 dargestellt. Es wird deutlich, dass be-
sonders günstige Verläufe erreicht werden, wenn λ ≈ κ ist und beide groß
werden. Wie bei der Diskussion der Modendichte in Abschnitt 1.3 ergibt
sich auch hier die Aussage, dass langgezogene Strukturen günstiger als
flache Strukturen sind. Wichtig sind die Verläufe hinsichtlich der Qualifizie-
rung von Modenrührern: Es ist nicht zu erwarten, dass ein Modenrührer
mehr unabhängige Randbedingungen erzeugt, als durch Gleichung (2.49)
vorgegeben.
2.1.2.1.6 Winkelkorrelation Analog zu ρ(r1, r2) kann auch eine Winkel-
korrelationsfunktion ρ(sˆ1, sˆ2) betrachtet werden, wobei die Einheitsvekto-
ren sˆ1 und sˆ2 zwei Richtungen im Raum definieren und einen Winkel
γ = ^(sˆ1, sˆ2) einschließen:
ρ(sˆ1, sˆ2) =
〈Es1(r) · E∗s2(r)〉b√ 〈|Es1(r)|2〉b 〈|Es2(r)|2〉b , (2.50)
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Abbildung 2.5: (a) Anzahl der unkorrelierten inneren Punkte als Funktion
der normierten Frequenz für verschiedene Aspektverhältnisse. (b) Relative
Frequenz, bei der die Anzahl der unabhängigen inneren Punkte den Wert
50 erreicht als Funktion der Aspektverhältnisse λ und κ.
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x
y
z
ε, µ
σ = ∞
Abbildung 2.6: In der Nähe einer einzelnen Wand.
Hierbei sind Es1 und Es2 die Komponenten E(r) in Richtung von sˆ1 bzw.
sˆ1, also
Es1 = sˆ1 · E(r) und Es2 = sˆ2 · E(r). (2.51)
Es ergibt sich (Hill 1998b):
ρ(sˆ1, sˆ2) = sˆ1 · sˆ2 = cosγ (2.52)
Das Resultat ist konsistent mit der Theorie von Kostas und Boverie, nach
der die kartesischen Feldkomponenten (γ = 90°) unkorreliert sind (Kostas
und Boverie 1991).
2.1.2.2 In der Nähe einer Wand
Im vorigen Abschnitt wurde der Fall fern von allen Wänden des Resonators
betrachtet.5 Insbesondere auch in Hinblick auf die Frage nach dem maximal
möglichen Prüflingsvolumen (wie nah darf man sich den Wänden nähern)
ist auch die Untersuchung der Feldeigenschaften in der Nähe von Wänden,
Kanten und Ecken interessant. Hill hat hierzu seinen oben dargestellten
Wellenansatz erweitert (Hill 2005). Zunächst wird der Fall betrachtet, dass
sich der Feldaufpunkt in der Nähe einer Wand, aber weit entfernt von
anderen Wänden befindet. Die Geometrie ist in Abbildung 2.6 skizziert. Im
Unterschied zur Anwendung des Wellenansatzes fern von den Wänden,
muss nun das Gesamtfeld Et(x,y, z) als Überlagerung von einfallendem
Feld Ei(x,y, z) und reflektiertem Feld Er(x,y, z) dargestellt werden,
Et(x,y, z) = Ei(x,y, z) + Er(x,y, z). (2.53)
Wie in Gleichung (2.1) kann das einfallende E-Feld wieder in einer Win-
kelspektraldarstellung geschrieben werden, wobei die Integration diesmal
5Arnaut und West nennt dies das »deep field« (Arnaut und West 2006).
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aber nur über den halben Raumwinkelbereich erstreckt werden darf, da
nur die zur Wand propagierenden Wellen betrachtet werden:
Ei(r) =
∫∫
2pi
F(kˆ)ejk
i·rdΩ (2.54)
Die Vektoren ki und F(kˆ) sind wie in Gleichung (2.2) und (2.3) definiert.
Die Wände werden im Folgenden als perfekt leitend angenommen, d. h.
σ = ∞. Eine alternative Betrachtung, die auch nicht perfekte Wände
einschließt, liefern Arnaut und West (Arnaut und West 2006).
Gemäß der Bildtheorie können einfallende (Index i), reflektierte (Index
r) und Gesamtfelder (Index t) wie folgt geschrieben werden (Hill 2005):
Ei(x,y, z) =
 Eix(x,y, z)Eiy(x,y, z)
Eiz(x,y, z)
 (2.55)
Er(x,y, z) =
 −Eix(x,−y, z)Eiy(x,−y, z)
−Eiz(x,−y, z)
 (2.56)
Et(x,y, z) =
 Eix(x,y, z) − Eix(x,−y, z)Eiy(x,y, z) + Eiy(x,−y, z)
Eiz(x,y, z) − Eiz(x,−y, z)
 (2.57)
Et(x, 0, z) = 2yˆEiy(x, 0, z) (2.58)
Hi(x,y, z) =
 Hix(x,y, z)Hiy(x,y, z)
Hiz(x,y, z)
 (2.59)
Hr(x,y, z) =
 Hix(x,−y, z)−Hiy(x,−y, z)
Hiz(x,−y, z)
 (2.60)
Ht(x,y, z) =
 Hix(x,y, z) +Hix(x,−y, z)Hiy(x,y, z) −Hiy(x,−y, z)
Hiz(x,y, z) +Hiz(x,−y, z)
 (2.61)
Ht(x, 0, z) = 2
[
xˆHix(x, 0, z) + zˆH
i
z(x, 0, z)
]
(2.62)
Wie bereits vorher können statistische Aussagen nun wieder aus den
Eigenschaften des Winkelspektrums in den Gleichungen (2.5)–(2.9) abge-
leitet werden (Hill 2005). Für das vektorielle Gesamtfeld ergibt sich wie
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gewohnt 〈
Et(x,y, z)
〉
b
=
〈
Ht(x,y, z)
〉
b
= 0. (2.63)
Für das Quadrat der kartesischen Feldkomponenten ergab sich nach
Gleichung (2.17) fern von den Wänden ein ortsunabhängiger Wert E
2
0
3 .
Betrachtet man diese Größen in der Nähe der Wand, so müssen natürlich
die Randbedingungen eingehalten werden, was zu einer Ortsabhängigkeit
führt, in der die räumlichen longitudinalen und transversalen Korrelati-
onsfunktionen wieder auftauchen:〈
|Ety(x,y, z)|
2〉
b
=
E20
3
[1 + ρl(2y)] (2.64)〈
|Etx(x,y, z)|
2〉
b
=
〈
|Etz(x,y, z)|
2〉
b
=
=
E20
3
[1 − ρt(2y)] (2.65)
lim
ky→∞
〈
|Etx(x,y, z)|
2〉
b
= lim
ky→∞
〈
|Ety(x,y, z)|
2〉
b
=
lim
ky→∞
〈
|Etz(x,y, z)|
2〉
b
=
E20
3
(2.66)
Für das H-Feld ergibt sich analog:
〈
|Hty(x,y, z)|
2〉
b
=
E20
3η2
[1 − ρl(2y)] (2.67)〈
|Htx(x,y, z)|
2〉
b
=
〈
|Htz(x,y, z)|
2〉
b
=
=
E20
3η2
[1 + ρt(2y)] (2.68)
lim
ky→∞
〈
|Htx(x,y, z)|
2〉
b
= lim
ky→∞
〈
|Hty(x,y, z)|
2〉
b
=
lim
ky→∞
〈
|Htz(x,y, z)|
2〉
b
=
E20
3η2
(2.69)
Die Verläufe sind in der Abbildung 2.7 dargestellt.
2.1.2.3 In der Nähe einer Kante
Zur Berechnung der Felder in der Näher einer Kante muss die Bildtheorie
für beide begrenzenden Wände angewendet werden. Die sich hieraus erge-
benden Ausdrücke für das totale E- und H-Feld, bzw. für die quadrierten
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Abbildung 2.7: Verlauf der (normierten) Erwartungswerte der quadrierten
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Abbildung 2.8: In der Nähe einer einzelnen Kante.
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Beträge der kartesischen Komponenten werden relativ lang, so dass sie
hier nicht wiedergegeben werden. Zu finden sind sie in (Hill 2005). Die
Komplikation resultiert in erster Linie daraus, dass drei Bilder anstelle von
einem Bild berücksichtigt werden müssen, um die Randbedingungen zu
erfüllen. Die Darstellung hier beschränkt sich auf die Wiedergabe der Er-
wartungswerte der quadrierten Beträge der Feldkomponenten. Es ergeben
sich:
• Für die (transversale) z-Komponente:
〈
|Etz(x,y, z)|
2〉
b
=
E20
3
[
1 − ρt(2y) − ρt(2x) + ρt(2
√
x2 + y2)
]
(2.70)
〈
|Htz(x,y, z)|
2〉
b
=
E20
3η2
[
1+ ρt(2y) + ρt(2x) + ρt(2
√
x2 + y2)
]
(2.71)
• Für die longitudinale x-Komponente:
〈
|Etx(x,y, z)|
2〉
b
=
E20
3
[
1 − ρt(2y) + ρl(2x)
−
y√
x2 + y2
ρt(2
√
x2 + y2)
−
x√
x2 + y2
ρl(2
√
x2 + y2)
] (2.72)
〈
|Htx(x,y, z)|
2〉
b
=
E20
3η2
[
1 + ρt(2y) − ρl(2x)
−
y√
x2 + y2
ρt(2
√
x2 + y2)
−
x√
x2 + y2
ρl(2
√
x2 + y2)
] (2.73)
• Für die longitudinale y-Komponente: Die Ausdrücke ergeben sich
aus denen für die x-Komponente durch Vertauschen von x und y.
Aus den angegebenen Gleichungen können Spezialfälle, wie etwa das
Verhalten auf der Diagonalen (x = y) leicht abgeleitet werden.
Der Verlauf der Erwartungswerte ist für den Fall des E-Feldes in der
Abbildung 2.9 dargestellt.
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Abbildung 2.9: Verlauf der (normierten) Erwartungswerte der quadrierten
E-Feldkomponenten als Funktion des Abstandes von den Wänden einer
Kante. Die Verläufe für das H-Feld sind analog.
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Abbildung 2.10: In der Nähe einer einzelnen Ecke.
2.1.2.4 In der Nähe einer Ecke
Für den Fall, das der Feldaufpunkt in der Nähe einer rechtwinkligen
Ecke liegt, müssen für die Berechnung des reflektierten Feldes insgesamt
sieben Bilder berücksichtigt werden, so dass das Gesamtfeld insgesamt
acht Beiträge enthält. Die genauen Terme sind wiederum der Literatur zu
entnehmen (Hill 2005). Jede der drei kartesischen Komponenten ist nun
parallel zu zwei Wänden und orthogonal zu einer dritten. Aus diesen Sym-
metriegründen sind die Ausdrücke für die verschiedenen Komponenten
strukturgleich. Daher reicht es im Folgenden z. B. nur die z-Komponente
zu betrachten.
Die Erwartungswerte für Quadrate der Absolutbeträge der kartesischen
Komponenten ergeben sich zu:
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〈
|Etz(x,y, z)|
2〉
b
=
E20
3
[
1 − ρt(2x) − ρt(2y) + ρt(2
√
x2 + y2)
+ ρl(2z) −
x√
x2 + z2
ρt(2
√
x2 + z2)
−
z√
x2 + z2
ρl(2
√
x2 + z2)
−
y√
y2 + z2
ρt(2
√
y2 + z2)
−
z√
y2 + z2
ρl(2
√
y2 + z2)
+
√
x2 + y2√
x2 + y2 + z2
ρt(2
√
x2 + y2 + z2)
+
z√
x2 + y2 + z2
ρl(2
√
x2 + y2 + z2)
]
(2.74)
〈
|Htz(x,y, z)|
2〉
b
=
E20
3η2
[
1 + ρt(2x) + ρt(2y) + ρt(2
√
x2 + y2)
− ρl(2z) −
x√
x2 + z2
ρt(2
√
x2 + z2)
−
z√
x2 + z2
ρl(2
√
x2 + z2)
−
y√
y2 + z2
ρt(2
√
y2 + z2)
−
z√
y2 + z2
ρl(2
√
y2 + z2)
−
√
x2 + y2√
x2 + y2 + z2
ρt(2
√
x2 + y2 + z2)
−
z√
x2 + y2 + z2
ρl(2
√
x2 + y2 + z2)
]
(2.75)
Alle Terme in den Klammerausdrücken enthalten ihre kr-Abhängigkeit
entweder durch ρl oder durch ρt, so dass sich für kr → ∞ auf jeden
Fall wieder der ortsunabhängige Wert fern von den Wänden ergibt (E20/3
bzw. E20/3η2). Den langsameren Abfall hat hierbei ρl, so dass sich eine
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Abbildung 2.11: Verlauf von
〈
|Etz(x,y,z)|2
〉
b
/(E20/3): Dargestellt ist links
die Feldstärke in einer Ebene senkrecht zur Raumdiagonalen bei einem
Abstand von 0.75/λ vom Ursprung. Rechts ist der Verlauf entlang der
Raumdiagonalen zu sehen.
Korrelationslänge von etwa λ/2 ergibt. Auf der Hauptdiagonalen (x = y =
z = r/
√
3) gilt für das E-Feld
〈∣∣∣∣Etz ( r√3 , r√3 , r√3
)∣∣∣∣2
〉
b
=
E20
3
[
1 − 2ρt
(
2
r√
3
)
− ρt
(
2
√
2r√
3
)
+ ρl
(
2
r√
3
)
−
√
2ρt
(
2
√
2r√
3
)
−
√
2ρl
(
2
√
2r√
3
)
+
√
2
3
ρt(2r) +
1√
3
ρl(2r)
]
(2.76)
Die Verläufe sind in der Abbildung 2.11 dargestellt. In der Abbildung 2.12
sind zusätzlich die minimalen und maximalen Werte für alle Punkte, die
mindestens den Abzissenwert als Abstand von der Ecke haben, wiederge-
geben.
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Abbildung 2.12: Verlauf des Minimal- und des Maximalwertes von〈
|Etz(x,y,z)|2/(E
2
0/3)
〉
b
in einem Volumen, dessen Punkte mindestens
eine gewisse Distanz zu den leitenden Wänden haben. Die Minimaldistanz
entspricht der Abszisse.
2.1.2.5 Verteilungsfunktion
Die bisher aus der Wellendarstellung abgeleiteten Eigenschaften beruhen
auf den Eigenschaften des Winkelspektrums F(kˆ) und den Randbedingun-
gen (an Wand, Kante, Ecke). Wissen über eine spezielle Wahrscheinlich-
keitsdichtefunktion geht hier noch nicht ein. Tatsächlich ist die Vorhersage
der Wahrscheinlichkeitsdichten verschiedener Größen aber sehr hilfreich
bei der Analyse von Messungen unter Berücksichtigung der Anzahl von
Randbedingungen (Rührerpositionen) mit denen sie gewonnen wurden.
Im folgendem sei nur die z-Komponente des E-Feldes betrachtet. Das
H-Feld und die anderen Komponenten können analog verwendet werden.
Aus Gleichung (2.1) mit (2.5) folgt direkt, dass die Erwartungswerte vom
Real- und Imaginärteil der z-Komponente des Gesamtfeldes Etzr und Etzi
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verschwinden: 〈
Etzr
〉
b
=
〈
Etzi
〉
b
= 0 (2.77)
Die Varianz des Quadrats des Gesamtfeldes verteilt sich zu gleichen Tei-
len auf Real- und Imaginärteil. Fern von den Wänden ist sie beispielsweise
durch Gleichung (2.17) gegeben:
2σ2(r) ≡ 〈|Ez(r)|2〉b = E203 (fern von den Wänden) (2.78)
Somit gilt für Real- und Imaginärteil:〈
|Ezr(r)|
2〉
b
=
〈
|Ezi(r)|
2〉
b
≡ σ2(r) (2.79)〈
|Hzr(r)|
2〉
b
=
〈
|Hzi(r)|
2〉
b
≡ σ
2(r)
η2
(2.80)
Ohne weitere Annahme kann mit Hilfe der Maximum-Entropie-Methode
gezeigt werden, dass die wahrscheinlichste Wahrscheinlichkeitsdichtever-
teilung für z. B. Ezr eine Normalverteilung mit Mittelwert Null und Stan-
dardabweichung σ ist:
pdfEzr(x) =
1√
2piσ(r)
exp
(
−
x2
2σ2(r)
)
(2.81)
Zum gleichen Resultat kommt Höijer in (Höijer 2006a, b) indem er die
höheren Momente des Winkelspektrums berechnet (siehe Abschnitt 2.4.2.1).
Es kann gezeigt werden, dass die Real- und Imaginärteile aller Feldkom-
ponenten unkorreliert sind (Hill 1998b). Da sie auch normalverteilt sind,
sind sie auch statistisch unabhängig (Papoulis 1991). Hieraus können die
Wahrscheinlichkeitsdichten verschiedenster abgeleiteter Größen gefolgert
werden. Sie sind χ bzw. χ2 verteilt mit unterschiedlichen Anzahlen von
Freiheitsgraden (Eine ausführliche Diskussion der Verteilungsfunktionen
findet sich im Anhang A.). Eine Übersicht der wichtigsten resultierenden
Verteilungen gibt Tabelle 2.1.
2.2 Güte
Die Güte ist eine der wichtigsten Größen zur Charakterisierung von MV-
Kn. An dieser Stelle soll daher ausführlicher auf verschiedene Ansätze
zur Berechnung der theoretischen Güte eingegangen werden. Für die De-
finition der Güte und Betrachtungen zur Güte einzelner Moden sei auf
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σ, εm, µm
ε0, µ0
S
VSc, 〈w〉
kr ki
θ
Abbildung 2.13: Geometrie zur Bestimmung der Güte Q mittels der Wellen-
darstellung.
Abschnitt 1.4 verwiesen. Im Gegensatz zu der dortigen Darstellung geht es
hier um Erwartungswerte der Güte über ein Ensemble verschiedener Rand-
bedingungen bzw. um über Frequenzintervalle gemittelte Güten. Auf die
experimentelle Bestimmung der Güte wird in Abschnitt 3.3 eingegangen.
Im Allgemeinen werden verschiedene Verlustmechanismen (Wandverlus-
te, dielektrische Verluste, Antennen, Aperturen, EUT) die Güte bestimmen.
In aller Regel kann davon ausgegangen werden, dass die einzelnen Güten
Qi gemäß
1
Q
=
∑
i
1
Qi
(2.82)
zur Gesamtgüte Q beitragen. Eine sehr ausführliche Erörterung hierzu
findet sich in (Arnaut 2003e).
2.2.1 Wellendarstellung
In Abschnitt 2.1.2 finden sich die Grundzüge und wesentliche Ergebnisse
der Wellendarstellung, welche zunächst von Dunn (Dunn 1990), dann
aber vor allem von Hill entwickelt wurde (Hill 1998b, 2005). Hill ver-
wendet diesen Ansatz auch zur Ableitung eines Ausdrucks für die Güte
Q einer beliebig geformten idealen MVK (Hill 1996). Hierbei werden
nur die Wandverluste berücksichtigt. Darüber hinaus gibt es aber keine
Einschränkungen, z. B. an die Höhe der Wandleitfähigkeit.
Mit Hilfe der skalaren Leistungsdichte Sc = 1/√ε0µ0 〈w〉b (Gleichung (2.30))
55
2 Modenverwirbelungskammer
ergibt sich die mittlere dissipierte Leistung zu6
〈Pd〉b =
1
2
ScS
〈
(1 − |Γ |2) cos θ
〉
b
. (2.83)
Hierbei ist Γ der Reflexionskoeffizient beim Übergang einer ebenen Wellen
vom Medium in der Kammer (Luft, ε0,µ0) in das Wandmaterial (σ, εm,µm).
Der Faktor 1/2 kommt daher, dass nur die Hälfte der Wellen auf die Wand
zuläuft. Die gespeicherte Energie ist
〈W〉b = V 〈w〉b =
√
ε0µ0ScV , (2.84)
so dass sich die Güte zu
Q =
ω 〈W〉b
Pd
=
2kV
S 〈(1 − |Γ |2) cos θ〉b
=
4piV
λS 〈(1 − |Γ |2) cos θ〉b
(2.85)
ergibt (k = ω
√
ε0µ0 ist die Wellenzahl).
Zur Berechnung des Mittelwertes im Nenner von Gleichung (2.85) muss
auf Grund des transversalen Charakters der elektromagnetischen Wellen-
ausbreitung zwischen den Fällen unterschieden werden, dass das E-Feld
in der Ausbreitungsebene7 liegt (parallel, ‖) oder senkrecht auf ihr steht
(⊥). Für die beiden Fälle ergeben sich die Reflexionskoeffizienten zu (Hill
1996; Stratton 1941)
Γ⊥ =
µmk cos θ− µ0
√
k2m − k
2 sin2 θ
µmk cos θ+ µ0
√
k2m − k
2 sin2 θ
(2.86)
Γ‖ =
µ0k
2
m cos θ− µmk
√
k2m − k
2 sin2 θ
µ0k2m cos θ+ µmk
√
k2m − k
2 sin2 θ
, (2.87)
wobei
km = ω
√
µm
(
εm +
σ
jω
)
(2.88)
die Wellenzahl im Wandmedium ist.
6Der Mittelwert wird hier als Ensemblemittelwert über verschiedene Randbedingungen (Rüh-
rerpositionen) geschrieben, 〈.〉b . Genau genommen ist hier aber der Ensemblemittelwert
bezüglich aller Einfallswinkel θ gemeint. Beide Mittelwerte stimmen hier jedoch überein.
7Die Ausbreitungsebene ist die von ki und kr aufgespannte Ebene.
56
2.2 Güte
Der Mittelwert im Nenner von Gleichung (2.85) ergibt sich hiermit zu
〈
(1 − |Γ |2) cos θ
〉
b
=
∫pi/2
0
[
1 −
1
2
(
|Γ⊥|2 + |Γ‖|2
)]
cos θ sin θdθ. (2.89)
Im allgemeinen Fall kann dieses Integral nur numerisch ausgewertet
werden. Für den praktisch relevanten Fall |km/k| 1 ergeben sich jedoch
die Näherungen
|Γ⊥|2 ≈ 1 − 4µmkRe(km) cos θ
µ0|km|2
(2.90)
|Γ‖|2 ≈ 1 − 4µmkRe(km)
µ0|km|2 cos θ
, (2.91)
so dass sich die Güte zu
Q ≈ 3µ0|km|
2V
4µmSRe(km)
(2.92)
ergibt. Sind die Wände nun weiterhin hoch leitfähig und gilt σ/(ωεm) 1
so folgt8
Q ≈ 3µ0V
2µmSδs
. (2.93)
2.2.2 Modaler Ansatz
Gegenstand dieses Abschnitts ist eine Methode zur Bestimmung des soge-
nannten zusammengesetzten Gütefaktors (engl. composite quality factor), die
auf Liu et al. zurückgeht (Liu et al. 1983).
Ausgangspunkt der Betrachtungen sind hierbei die Moden, ihre Eigen-
frequenzen und Gütefaktoren wie sie in den Abschnitten 1.1.2 und 1.4
dargestellt wurden. Ziel der Betrachtungen von Liu et al. ist es, für die
stark fluktuierenden Werte der individuellen Q-Faktoren eine glatte Appro-
ximationsformel zu finden. Er nutzt hierzu einen Summationsalgorithmus
im k-Raum. Für die fünf verschiedenen Fälle aus Tabelle 1.1 auf Seite 17 er-
geben sich dann Anzahlen ∆N1, . . . ,∆N5 von Moden im Intervall [k,k+∆k].
8In (Hill 1996) ist ein Schreibfehler in der Skintiefe in Formel (12). Es gilt δs =
√
2/(ωµmσ)
an Stelle von δs = 2/√ωµmσ.
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Darüber hinaus bildet er in jeder Kugelschale im k-Raum die Summen Ii
der 1/Q Werte, die er durch Integrale approximiert, also z. B. :
I1 =
∑
l,m,n
klmn∈[k,k+∆k]
1
QTMlmn
(2.94)
'
∫∫∫k+∆k
kr=k
1
QTMlmn
dl dmdn (2.95)
Dieser Ansatz führt schließlich zu einem über die Frequenz gemittelten
Ausdruck für die inverse Güte:
〈
1
Q
〉
f
=
∑5
i=1 Ii∑5
i=1Ni
(2.96)
Diese Analyse führt dann zu dem bekannten und oft zitiertem Ausdruck9
Q˜ =
1〈
1
Q
〉
f
=
3
2
V
Sδs
µ
µm
1
1 + 3pi8k
(
1
a
+ 1
b
+ 1
c
) . (2.97)
Auffällig ist hier der Zusatzterm
1
1 + 3pi8k
(
1
a
+ 1
b
+ 1
c
) , (2.98)
der in anderen Darstellungen nicht auftritt (siehe z. B. Abschnitt 2.2.1).
In (Liu et al. 1983) wird dieser Term als Verbesserung gesehen; eine
Einschätzung die auch in vielen anderen Quellen übernommen wird. Tat-
sächlich ist dies jedoch zweifelhaft. Man betrachte hierzu z. B. den Fall des
würfelförmigen Resonators mit der Kantenlänge a. Die Formeln für die
9Der Faktor µµm fehlt in der Originalarbeit, da die Autoren dort von µr = 1 ausgehen.
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modalen Güten (1.73)–(1.76) ergeben sich dann zu:
(Qw)
TE
0mn =
2V
Sδs
µ
µm
(2.99)
(Qw)
TE
l0n =
2V
Sδs
µ
µm
(2.100)
(Qw)
TE
lmn =
3V
2Sδs
µ
µm
(2.101)
(Qw)
TM
lm0 =
2V
Sδs
µ
µm
(2.102)
(Qw)
TM
lmn =
3V
2Sδs
µ
µm
(2.103)
Jeder Mittelwert muss daher zwischen den Extremwerten liegen:
3V
2Sδs
µ
µm
6 11
〈Q〉f
6 2V
Sδs
µ
µm
(2.104)
Tatsächlich gilt für den »Korrekturfaktor« jedoch
1
1 + 3pi8k
(
1
a
+ 1
b
+ 1
c
) = 1
1 + 3pi8k
(
3
a
) < 1 (2.105)
für alle k <∞, so dass
Q˜ <
3V
2Sδs
µ
µm
6 11
〈Q〉f
6 2V
Sδs
µ
µm
(2.106)
folgt. Hier besteht offensichtlich ein Widerspruch: Q˜ kann kein Mittelwert
des modalen Gütefaktors sein.
Ein Vergleich verschiedener Ansätze ist in der Abbildung 2.14 darge-
stellt. Neben individuellen Q-Werten für TE- und TM-Moden und der
Formel nach Liu et al. ist hier auch das Ergebnis der Wellendarstellung
wiedergegeben. Darüber hinaus sind der harmonische und der arithme-
tische Mittelwert der individuellen Q-Werte eingetragen, wobei hier die
Mittelwerte über Frequenzintervalle der Breite 10 · BWQ gebildet wurden.
Bei der hier verwendeten Leitfähigkeit ergeben sich bei der Mittelung über
schmälere Frequenzintervalle zu stark variierende Kurven, da die Anzahl
der Moden pro BWQ nicht groß ist (vergleiche Abbildung 2.15). Es zeigt
sich, dass
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Abbildung 2.14: Vergleich der individuellen Q-Werte (für TE- und TM-Moden)
mit dem ‘Composite Q’ nach Gleichung (2.97), dem Ergebnis aus dem
Wellenansatz nach Gleichung (2.93) und dem arithmetischen und harmo-
nischen Mittel der individuellen Q-Werte über ein Frequenzintervall der
Breite 10 · BWQ.
• arithmetischer- und harmonischer Mittelwert der individuellen Q-
Werte eng beieinander liegen,
• die einfache Formel aus dem Wellenansatz eine sehr gute Näherung
des harmonischen Mittelwertes darstellt,
• der »Korrekturterm« in der Formel nach Liu et al. diese Approxima-
tion deutlich verschlechtert und
• die Formel von Liu et al. bei sehr tiefen Frequenzen sogar Werte
liefert, die kleiner als der kleinste individuelle Q-Wert sind.
2.2.3 Thermodynamischer Ansatz
Corona et al. stellt schon 1980 ein thermodynamisches Modell zur Be-
rechnung der Resonatorgüte vor (Corona et al. 1980). Dieser Ansatz wird
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Kurve: Ausgezählt aus den tatsächlichen Werten. Grüne Kurve: Approxi-
mation mit Hilfe des glatten Anteils der Modendichte Ds(f).
hier aufgegriffen und leicht abgewandelt vorgestellt.10 Ansatzpunkt ist die
Beschreibung des Hohlraumresonators als schwarzer Körper. Für schwarze
Körper gilt das Plancksche Strahlungsgesetz für die im Wellenlängendiffe-
renzial dλ ausgesandte Leistungsdichte Sc(λ)dλ
Sc(λ)dλ =
2hc2
λ5
1
e
hc
λkBT − 1
dλ (2.107)
Für den Fall großer Wellenlängen bzw. hoher Temperaturen (Rayleigh),
d. h. für hc
λ
 kBT folgt wegen e
hc
λkBT ≈ 1 + hc
λkBT
Sc(λ)dλ =
2ckBT
λ4
dλ. (2.108)
10In den Formeln im Anhang von (Corona et al. 1980) haben sich eine Reihe von Schreibfehlern
eingeschlichen. Diese sind jedoch offensichtlich, so dass sie hier nicht einzeln korrigiert
werden.
61
2 Modenverwirbelungskammer
Wegen dλ = c
f2
df = λ
2
c
df schreibt sich dies auch in der Form
Sc(λ)df =
2kBT
λ2
df. (2.109)
Für den Fall kleiner Frequenzintervalle ∆f ergibt sich somit
Sc(λ) =
2kBT
λ2
∆f. (2.110)
Die durch die Oberfläche S dissipierte Leistung Pd ist gleich der zuge-
führten Leistung Pt und ergibt sich zu
Pd = Pt = Sc ·A · S, (2.111)
wobei A der effektive Absorptionskoeffizient des Wandmaterials ist.
Betrachtet man nun eine Empfangsantenne, die sich in thermodynami-
schen Gleichgewicht mit der Kammer befindet, so ist die an dieser Antenne
zur Verfügung stehende Leistung nach Nyquist
Pr = kBT∆f. (2.112)
Somit folgt
Pt
Pr
=
2AS
λ2
. (2.113)
Hier zeigt sich wieder die fundamentale Eigenschaft einer MVK, dass die
Eigenschaften von Sende- und Empfangsantennen nicht eingehen.11
Setzt man in die Definition der Güte ein, so ergibt sich
Q = ω
w · V
Pd
=
ωV
cAS
, (2.114)
wobei w = Sc/c die Energiedichte ist.
Aufschluss über die Größe A erhält man beispielsweise an Hand der Be-
trachtungen von Hill, die in Abschnitt 2.2.1 vorgestellt wurden. Vergleicht
man die beiden Ausdrücke für die dissipierte Leistung
Pd = ScAS (Corona et al.) (2.115)
〈Pd〉b =
1
2
ScS
〈
(1 − |Γ |2) cos θ
〉
b
(Hill), (2.116)
11Fehlanpassungen werden hier nicht berücksichtigt.
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so identifiziert man
A =
1
2
〈
(1 − |Γ |2) cos θ
〉
b
. (2.117)
Verwendet man nun den tatsächlichen Wert von〈
(1 − |Γ |2) cos θ
〉
b
=
4
3
µmωδs
µc
, (2.118)
so ergibt sich für Q das gewohnte Ergebnis
Q =
3
2
µ
µm
V
δSS
. (2.119)
Dies unterscheidet sich aber um den Faktor 32 von dem Wert den Corona
et al. angeben (Corona et al. 1980). Ihr Ergebnis erhält man, wenn man
bei der Betrachtung der Reflexion nur den Fall des senkrechten Einfalls
betrachtet. In diesem Fall (cos θ = 1) gilt
(1 − |Γ |2)⊥ =
4µmkRe(km)
µ|k|2
=
2µmωδs
µc
(2.120)
und somit 〈
(1 − |Γ |2) cos θ
〉
b
=
2
3
(1 − |Γ |2)⊥. (2.121)
Die Berücksichtigung der Mittelung über die Einfallswinkel ist somit
die physikalisch plausible Erklärung für das Auftreten des Faktors 32 in
der Formel für Q für den Fall, dass nur Wandverluste betrachtet werden.
2.2.4 Spektraler Ansatz
Corona et al. et al. beschreiben in (Corona et al. 1998) einen spektralen
Zugang zur Güte und zur Bewertung der Effektivität von Modenrührern.12
Sie messen hierzu bei einer festen Anregungsfrequenz f an einer Position
r die komplexe Einfügedämpfung S21(ti) für diskrete Zeiten ti = i∆t;
12Tatsächlich betrachten die Autoren von (Corona et al. 1998) ihre Arbeit vor allem als einen
alternativen Zugang zur Güte, was schon am Titel der Arbeit ‘A Spectral Approach for the
Determination of the Reverberation Chamber Quality Factor’ deutlich wird. Angesichts der
Ergebnisse erscheint jedoch die Bewertung der Rührereffektivität mit Hilfe des spektralen
Schätzers als der bedeutendere Teil der Arbeit.
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S21(ti) = Si. Hieraus bilden sie einen spektralen Schätzer indem sie das
gemittelte Periodogramm
〈
Sˆ
〉
(fl) berechnen,
〈
Sˆ
〉
(fl) =
1
NbN∆t
Nb∑
N=1
|en(fl)|
2, l = 0, 1, . . . ,N− 1 (2.122)
fl =
l
N∆t
(2.123)
en(fl) =
∆t√
1
N
∑N−1
i=0 |wi|
2
N−1∑
i=0
Siwi exp
(
−j
2pili
N
)
, (2.124)
wobei die Gesamtzahl der Messpunkte in Nb Abschnitte mit jeweils N
Punkten unterteilt wurde. Die wi beschreiben eine Fensterfunktion (z. B.
Hanning: wi = 0.5 (1 − cos[2pii/(N−1)])) zur Reduktion der spektralen Ver-
breiterung, hervorgerufen durch die endliche Messzeit.
Es kann gezeigt werden, dass das Integral über diesen spektralen Schät-
zer der auf die Leistung bezogenen Einfügedämpfung Pr/Pt entspricht.
Unter Nutzung von (vergleiche Abschnitt 3.3.1)
Q = 16pi2
V
λ3
Pr
Pt
(2.125)
kann hieraus die Güte berechnet werden,
Q = 16pi2
V
λ3
1
N∆t
N−1∑
l=0
〈
Sˆ
〉
(fl). (2.126)
Eine zweite Größe, die sich aus dem spektralen Schätzer ableiten lässt,
ist die einseitige Bandbreite ∆f, innerhalb derer 95% der gesamten Leistung
liegen. Corona et al. zeigen, dass für den Fall der von ihnen betrachteten
Kammer, die Bandbreite ∆f wesentlich sensitiver auf die Effektivität des
Rührers reagiert, als die Güte.
Dieses Resultat ist in so fern nicht verwunderlich, da die Güte ein Maß
für die Verluste in der Kammer ist. Die von Corona et al. betrachtete Band-
breite korreliert eher mit der Fähigkeit des Rührers, die Eigenfrequenzen
der Kammer zu variieren.
Um eine ausreichend große Bandbreite zu erreichen, darf ∆t bei der
Messung nicht allzu groß sein. Corona et al. arbeiten mit ∆t = 0.23 ms
und Blöcken von 128 Punkten. Da die Modenrührer bei Corona et al. unge-
wöhnlich schnell drehen (Frequenz 2 Hz–6.5 Hz), wird bereits in der relativ
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kurzen Blockzeit von ca. 30 ms ein Winkelversatz von 21.6°–70° erreicht.
Die Tatsache, dass solche Geschwindigkeiten in anderen Laboren nicht
verwendet werden, hat sicher dazu beigetragen, dass die Bandbreite des
Schätzers als Maß für die Qualität des Rührers keine weitere Verbreitung
gefunden hat.
Die Analysen, die Corona et al. für die drei Rührer in ihrer Kammer und
deren Kombinationen gemacht haben, lassen jedoch auch eine alternative
Interpretation zu. Man weiß heute, dass insbesondere der Durchmesser
eines Rührers für seine Effektivität maßgeblich ist (Olof und Bäckström
2002). Es ist daher naheliegend, den RMS-Wert der Rührerumfangsge-
schwindigkeiten den gemessenen Werten für ∆f gegenüberzustellen. In
Abbildung 2.16 zeigt sich, dass ein einfaches lineares Modell
∆f = m ·
√√√√ N∑
i=i
v2i , (2.127)
wobei vi die Geschwindigkeit eines Punktes auf dem Umfang des i-ten
Rührers ist, in guter Übereinstimmung mit den experimentellen Werten
steht.
2.3 Frequenzkorrelation
Durch die endliche Güte realer Resonatoren können Moden in einem
Frequenzintervall um die Resonanzfrequenz herum angeregt werden. Die
Breite dieses Intervalls BWQ hängt von der Resonanzfrequenz f und der
Güte Q ab (vergleiche Gleichung (1.61)),
BWQ =
f
Q
. (2.128)
Lehman berechnet den Frequenzkorrelationskoeffizienten unter den
Annahmen, dass Güte und Modendichte im betrachteten Frequenzbereich
konstant sind und dass ein Mode innerhalb der modalen Bandbreite voll
anregbar und außerhalb gar nicht anregbar ist (Lehman 1993). Als Resultat
erhält er so den Korrelationskoeffizienten
ρ(f1, f2) =

1 − f2−f1
f1
für f1 6 f2 6 f1 + f1Q = f1 + BWQ(f1)
1 − f1−f2
f2
für f2 6 f1 6 f2 + f2Q = f2 + BWQ(f2)
0 sonst.
(2.129)
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Abbildung 2.16: Vergleich der gemessenen Werte für ∆f mit den RMS-
Geschwindigkeit auf dem Umfang der Rührer mit einem einfachen li-
nearen Modell.
Holland und St. John geben eine andere Formel für den Korrelations-
koeffizienten an, jedoch ohne diese herzuleiten (Holland und St. John
1998; Holland und St. John 1999).13 Dies wird im Folgenden hier nachge-
holt.
Seien f1 und f2 zwei Resonanzfrequenzen mit zugehörigen GütenQ1 und
Q2. Weiterhin seien die Verteilungen der Resonanzen Lorentzverteilungen
(Cauchyverteilung)
pdfFi(f) =
1
pi
bi
b2i + (f− fi)
2 , (2.130)
mit der Mittenfrequenz fi = f1, f2 und den halben Halbwertsbreiten bi =
1/2BWQ(fi) = fi/2Q. Als Maß für die Korrelation kann nun der Überlapp
13Holland und St. John beziehen sich hierbei auf (Lehman 1993) und auf (Hill 1998b). Wie
gesagt wird in (Lehman 1993) eine andere Formel verwendet und (Hill 1998b) behandelt
diese Thematik gar nicht.
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A(f1 − f2) der beiden Resonanzen genutzt werden:
ρ(f1, fe) =
A(f1 − f2)
A(0)
(2.131)
=
(pdfF1(f+ f1) ∗ pdfF2(f+ f2))(f1 − f2)
A(0)
(2.132)
Die Faltung zweier Cauchyverteilungen ist wieder eine Cauchyverteilung,
mit der Summe der Mittenfrequenzen als neue Mittenfrequenz und der
Summe der halben Halbwertsbreiten als neue halbe Halbwertsbreite. Somit
folgt
A(f1 − f2) = (pdfF1(f+ f1) ∗ pdfF2(f+ f2))(f1 − f2) (2.133)
=
1
pi
b1 + b2
(b1 + b2)2 + (f1 − f2)2
(2.134)
A(0) =
1
pi(b1 + b2)
(2.135)
ρ(f1, f2) =
(b1 + b2)2
(b1 + b2)2 + (f1 − f2)2
(2.136)
=
1
1 + (f1−f2)
2
(b1+b2)
2
. (2.137)
Nähert man nun Q1 ≈ Q2 ≈ Q gilt b1 +b2 ≈ (f1 + f2)/(2Q) = f/Q und man
erhält
ρ(f1, f2) =
1
1 +
(
(f1−f2)Q
f
)2 , (2.138)
was mit der Formel bei Holland und St. John übereinstimmt, zusätzlich
aber die bei ihm unbestimmte Konstante β festlegt. Bei dieser Festlegung
zeigt sich zusätzlich, dass β frequenzabhängig ist.
Die Ergebnisse der beiden Modelle werden in der Abbildung 2.17 ver-
gleichend gegenübergestellt.
2.4 Einkopplung
2.4.1 Antennen
Hill untersucht die Frage, welche mittlere Leistung 〈Pr〉 am Fußpunkt ei-
ner Antenne in einer Modenverwirbelungskammer zur Verfügung steht (Hill
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Abbildung 2.17: Korrelationsfunktionen für die Frequenz nach Lehman (Lin.)
und Holland und St. John (Cauchy) für eine Mittenfrequenz f1 =
500 MHz undQ = 10000.
1998b). Man betrachtet zunächst eine verlustlose, perfekt angepasste Anten-
ne. Die mittlere Empfangsleistung 〈Pr〉 am Fußpunkt der Antenne ergibt
sich als Produkt der (skalaren) mittleren Leistungsdichte 〈Sc〉 = c 〈w〉 und
der mittleren effektiven Antennenfläche 〈Ae〉,
〈Pr〉 = 〈Sc〉 〈Ae〉 = c 〈w〉 〈Ae〉 . (2.139)
Die mittlere effektive Antennenfläche jeder Antenne in einer (idealen)
MVK ist gleich der mittleren effektiven Antennenfläche einer isotropen
Antenne, λ
2
4pi (Corona et al. 1980; Hill et al. 1993)
〈Ae〉 = pm · λ
2
4pi
0 6 pm 6 1. (2.140)
Die Größe pm ist der Polarisationsfaktor der Antenne. Unter Freifeldbe-
dingungen variiert dieser zwischen 0 und 1 bei perfekter Kreuz- bzw.
perfekter Kopolarisation. Höijer zeigt, dass sich die Polarisationsfehlan-
passung ebenso wie der Direktivitätsverlauf herausmittelt und man somit
pm = 0.5 (2.141)
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für alle Antenne verwenden muss (Höijer 2006a, b).
Die Anwendung von Gleichung (1.6) und Gleichung (2.140) auf Glei-
chung (2.139) ergibt schließlich
〈Pr〉 = c · λ 〈Q〉 〈Pt〉2picV ·
pmλ
2
4pi
(2.142)
=
pmλ
3 〈Q〉
8pi2V
〈Pt〉 (2.143)
=
λ3 〈Q〉
16pi2V
〈Pt〉 , (2.144)
bzw.
〈Pt〉 = 16pi
2V
λ3 〈Q〉 〈Pr〉 . (2.145)
Im Falle realer Empfangsantennen wird die Empfangsleistung gegenüber
dem idealen Fall um die ohmschen Verluste reduziert sein. Ausgedrückt
wird dies durch die Antenneneffektivität ηr (∈ [0, 1]). Eine weitere Reduktion
ergibt sich aus der Antennenfehlanpassung (Ladbury et al. 1999). Letztere
ist gegeben durch den Faktor (1 − |S22|2) (∈ [0, 1]), wobei S22 der Reflexi-
onskoeffizient der Antenne bei Propagation in Richtung des Kabels ist.
Insgesamt führt dies also zu
〈Pt〉 = 16pi
2V
ηr(1 − |S22|2)λ3 〈Q〉 〈Pr〉 . (2.146)
Die experimentelle Bestimmung der Antenneneffektivität ist schwie-
rig (Hallbjörner 2001; Kildal und Carlsson 2002c, b). Die Abschätzung
ihres Wertes durch
ηr =
{
0.75 für logarithmisch-periodische Antennen
0.9 für Hornantennen (2.147)
ist üblich.
Die Messung der Antennenfehlanpassung wird durch die Antennen-
verluste beeinflusst. Für nicht zu schlecht angepasste Antennen wird die
Fehlanpassungskorrektur in der Regel vernachlässigt, d. h. (1 − |S22|2) = 1
wird angenommen.
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2.4.2 Testsystem
Höijer erweitert das von Hill entwickelte und auf der Wellendarstellung
basierende Modell (vergleiche Abschnitt 2.1.2) für die statistische Beschrei-
bung der in Antennen eingekoppelten Leistung (Höijer 2006a, b). Die
Erweiterungen bestehen zu einen darin, dass er die kritischen System-
komponenten eines EUT auch wie Antennen beschreibt (wobei hier im
Allgemeinen mit wesentlich geringeren Antenneneffektivitäten und größe-
ren Antennenfehlanpassungen zu rechnen ist) und alle höheren Momente
der Verteilungsfunktion der eingekoppelten Leistung berechnet. Letzteres
ermöglicht schließlich die Berechnung der Verteilungsfunktion selbst. Die
Vorgehensweise wird in der Folge skizziert.
2.4.2.1 Höhere Momente der spektralen Winkelverteilung
Die Erweiterung der Wellendarstellung um die höheren Momente der spek-
tralen Winkelverteilung F(kˆ) wurde bereits in Abschnitt 2.1.2 vorgestellt.
In Gleichung (2.11) ergab sich〈
n∏
j=1
FAjBj(kˆj)
〉
b
=
C
n/2
E ∆
l,m6n
δAl ,AmδBl ,Bmδ(kˆl − kˆm) n gerade
0 n ungerade.
(2.148)
2.4.2.2 Verteilung des eingekoppelten Stroms
Jedem EUT kann nun eine komplexe Empfangscharakteristik
Y(rˆ) = [Yθr(rˆ) + jYθi(rˆ)] θˆ+ [Yϕr(rˆ) + jYϕi(rˆ)] ϕˆ (2.149)
so zugeordnet werden, dass sich der Strom I in einer EUT-Komponente zu
I =
∫∫
4pi
∫∫
4pi
Y(rˆ) · F(kˆ)δ(rˆ+ kˆ)dΩrˆdΩkˆ (2.150)
=
∫∫
4pi
Y(rˆ) · F(−rˆ)dΩ (2.151)
ergibt.
Erwartungsgemäß verschwinden die Mittelwerte von Real- und Imagi-
närteil des Stromes
〈Ir〉 = 〈Ii〉 = 0. (2.152)
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Für das zweite Moment erhält man Ausdrücke, die – bis auf die von
der Kammer abhängige Konstante CE =
〈
|E(r)|2
〉
b
/(16pi) – ausschließlich
durch das EUT vorgegeben sind:〈
I2r
〉
=
〈
I2i
〉
= CE
∫∫
4pi
[
|Yθ(rˆ)|
2 + |Yϕ(rˆ)|
2]dΩ (2.153)
= CE
ηr(1 − |S22|2)λ2
ZLη
(2.154)
Hierbei ist ZL die Lastimpedanz, in der die Leistung umgesetzt wird, ηr
die Effektivität der empfangenden Struktur und (1 − |S22|2) die Impedanz-
fehlanpassung der (parasitären) Antenne. Mit der Abkürzung
σI =
√
〈I2r〉 =
√
〈I2i〉 =
√
CE
ηr(1 − |S22|2)λ2
ZLη
(2.155)
gilt für beliebige Momente des Stromes
〈Inr 〉 = 〈Ini 〉 =
{
(n− 1)!!σnI n gerade
0 n ungerade.
(2.156)
Unter Nutzung der Momente zeigt Höijer, dass Real- und Imaginärteil des
eingekoppelten Stroms Normalverteilt um Null mit Standardabweichung
σI sind
pdfIi(i) = pdfIr(i) =
1√
2piσI
e
− i
2
2σ2
I (2.157)
cdfIi(i) = cdfIr(i) =
1
2
(
1 + erf
(
i√
2σI
))
. (2.158)
2.4.2.3 Verteilung des eingekoppelten Strombetrags (Spannungsbetrags)
Aus den Verteilungsfunktionen für Real- und Imaginärteil des eingekop-
pelten Betrags und der Ergebnisse in Abschnitt A.3 folgt, dass der Betrag
des eingekoppelten Stroms (analoges gilt für die Spannung) |I| =
√
I2r + I
2
i
χ-verteilt mit zwei Freiheitsgraden ist (Rayleigh Verteilung):
pdf|I|(i) = =
i
σ2I
· exp
(
−
i2
2σ2I
)
· u(0) (2.159)
cdf|I|(i) = 1 − exp
(
−
i2
2σ2I
)
(2.160)
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2.4.2.4 Verteilung der eingekoppelten Leistung
Die im Lastwiderstand umgesetzte Leistung ist
P =
ZL|I|
2
2
=
ZL(I
2
r + I
2
i)
2
. (2.161)
Wie in Abschnitt A.4.1 dargelegt, ergibt sich für P somit eine Exponential-
verteilung (χ22-Verteilung) in der Form
pdfP(p) =
1
ZLσ
2
I
· exp
(
−
p
ZLσ
2
I
)
· u(0) (2.162)
cdfP(p) = 1 − exp
(
−
p
ZLσ
2
I
)
(2.163)
mit dem Erwartungswert
〈P〉 = ZLσ2I = CE
ηr(1 − |S22|2)λ2
ZLη
. (2.164)
2.4.2.5 Maximalwert der eingekoppelten Leistung
2.4.2.5.1 Maximalverteilung der normierten Leistung Bei der Durchfüh-
rung eines Test in einer Modenverwirbelungskammer interessiert häufig
der Maximalwert der eingekoppelten Leistung P über ein Ensemble von
N statisch unabhängigen Randbedingungen (siehe Abschnitt 3.2). Zur
Berechnung der Maximalwertverteilung wird zunächst die auf die Erwar-
tungswert der Leistung normierte Zufallsvariable
X =
P
〈P〉b
(2.165)
eingeführt. Nach Gleichung (2.162) und Gleichung (2.163) ist auch diese
Größe exponentialverteilt:
pdfX(x) = exp(−x) · u(0) (2.166)
cdfX(x) = 1 − exp(−x) (2.167)
Nach Abschnitt A.8.3 ergibt sich für die Verteilung der Maximalwerte
Z(N) = dXeb N bei Stichprobenumfang N
cdfZ(z) = (1 − exp(−z))
N (2.168)
pdfZ(z) =
cdfZ(z)
dz
= N (1 − exp(−z))N−1 exp(−z). (2.169)
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In diesem Ergebnis spiegelt sich eine fundamentale Eigenschaft von
Modenverwirbelungskammern wider: Das Verhältnis von Maximalwert
zu Mittelwert der eingekoppelten Leistung hängt nur von der Anzahl
der realisierten statistisch unabhängigen Randbedingungen ab. Sonstige
Eigenschaften der Kammer oder des EUT gehen nur in den Mittelwert ein,
der durch Gleichung (2.164) gegeben ist.
Der Erwartungswert von Z ergibt sich zu
〈Z〉 =
∫∞
0
z · pdfZ(z)dz (2.170)
= N
∫ 1
0
ln
(
1
y
)
(1 − y)N−1dy (2.171)
= N
N−1∑
n=0
(
N− 1
n
)
(−1)n
(n+ 1)2
(2.172)
=
N∑
n=1
(−1)n−1
(
N
n
)
1
n
(2.173)
=
N∑
n=1
1
n
. (2.174)
Der Verlauf von 〈Z(N)〉 ist in der Abbildung 2.18 dargestellt. Aus der
Darstellung ist auch ersichtlich, dass in sehr guter Näherung
〈Z〉 ' 0.577 + ln(N) + 1
2N
(2.175)
gilt.
2.4.2.5.2 Verteilung des Verhältnisses von Maximalwert und Mittelwert der
Leistung für unabhängige Stichproben Die oben betrachtete Maximalver-
teilung der Größe Z, welche die auf den Erwartungswert normierten
Leistung (X) ist, hat den Nachteil, dass in sie der theoretische Erwar-
tungswert der Leistung 〈P〉 = 〈P〉∞ eingeht. Für nicht zu große N ist der
experimentell zugängliche Wert 〈P〉N eine Zufallsvariable, die nur eine
grobe Näherung des theoretischen Wertes darstellt. Es sei daher nun der
empirische Mittelwert
Q(N) = 〈X〉N =
1
N
N∑
m=1
Xm (2.176)
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Abbildung 2.18: Der Verlauf von 〈Z〉 als Funktion von N.
der normierten Empfangsleistung zu N unabhängigen Rührerpositionen
betrachtet. Nach Abschnitt A.8.2 folgt für die Verteilung von Q14
pdfQ(q) =
NN
(N− 1)!
qN−1 exp−Nq · u(0) (2.177)
cdfQ(q) = 1 −
(
1 +
N−1∑
i=1
Ni
i!
qi
)
· exp(−Nq). (2.178)
Der Erwartungswert der Größe Q ergibt sich zu
〈Q〉 = N
N
(N− 1)!
∫∞
0
qN exp(−Nq)dq = 1. (2.179)
Mit Hilfe der bisher eingeführten Größen X, Z und Q kann nun das
Verhältnis des empirischen Maximums zum empirischen Mittelwert der
14Die Formel für cdfQ(q) fehlt in (Höijer 2006a, b).
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eingekoppelten Leistung betrachtet werden. Dieses sei mit T bezeichnet:
T(N) = ↑−(P)b N =
dPeb N
〈P〉b N
(2.180)
=
⌈
P
〈P〉
⌉
b N〈
P
〈P〉
〉
b N
(2.181)
=
Z(N)
Q(N)
(2.182)
Unter Nutzung der Gleichung (A.105) für die Verteilung des Quotienten
zweier Zufallsvariabler, erhält man für den Fall, dass Zähler und Nenner
statistisch unabhängig sind die Verteilungsfunktion
cdfT (t) =
∫∞
0
cdfZ(qt)pdfQ(q)dq (2.183)
=
1
(N− 1)!
∫ 1
0
[
ln
(
1
y
)]N−1 (
1 − y
t
N
)N
dy (2.184)
=
N∑
n=0
(
N
n
)
(−1)n
(
1
1 − n
N
t
)N
(2.185)
pdfT (t) =
1
(N− 1)!
∫ 1
0
[
ln
(
1
y
)]N (
1 − y
t
N
)N−1
y
t
N dy (2.186)
=
N∑
n=1
(
N
n
)
(−1)n+1n
(
1
1 − n
N
t
)N+1
. (2.187)
Die Verteilungen sind in Abbildung 2.19 dargestellt.
2.4.2.5.3 Verteilung des Verhältnisses von Maximalwert und Mittelwert der
Leistung für abhängige Stichproben Bei praktischen Untersuchungen stam-
men Maximalwert und Mittelwert meist aus der selben Stichprobe und
sind somit als abhängige Zufallsvariablen zu betrachten. Die Berechnung
der Verteilungsfunktion wird dadurch erheblich erschwert, ist aber den-
noch möglich (Höijer 2006a, b). Er ergeben sich folgende Resultate für die
Zufallsvariable
A(N) =
Z(N)
Q(N)
∣∣∣∣
selbes Ensemble
: (2.188)
75
2 Modenverwirbelungskammer
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0  1  2  3  4  5  6  7  8  9  10
p r
o
p a
b i
l i t
y  
d e
n
s i
t y
ratio of maximum to average power
N=12
N=50
N=100
N=200
(a) Verteilungsdichte
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  1  2  3  4  5  6  7  8  9  10
p r
o
p a
b i
l i t
y
ratio of maximum to average power
N=12
N=50
N=100
N=200
(b) Verteilung
Abbildung 2.19: Verteilungsfunktionen des Maximal- zu Mittelwert Verhält-
nisses für unabhängige Stichproben für verschiedene Werte vonN. Von
links nach rechts: N = 12, 50, 100, 200.
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pdfA(a) = (N− 1)
floor(Na −1)∑
n=0
(
N− 1
n
)
(−1)n
(
1 −
n+ 1
N
a
)N−2
(2.189)
cdfA(a) =
floor(Na )∑
n=0
(
N
n
)
(−1)n
(
1 −
n
N
a
)N−1
(2.190)
Die Verteilungen von T und A sind in Abbildung 2.20 für verschiedene
Werte von N vergleichend dargestellt. Die größten Unterschiede ergeben
sich erwartungsgemäß für kleine N. Im Falle der Zufallsvariable A (abhän-
gige Stichprobe) sind Werte kleiner als eins nicht möglich (das Maximum
ist nicht kleiner als der Mittelwert) und große Werte sind weniger wahr-
scheinlich als bei unabhängigen Stichproben (große Maximalwerte gehen
einher mit großen Mittelwerten). Beides führt zu einer Verringerung der
Streuung im Falle der abhängigen Stichprobe. Im Grenzwert N→∞ gehen
die Verteilungen wieder ineinander über.
2.4.2.6 Leistungen an unterschiedlichen Positionen
Bei der praktischen Durchführung von Immunitätstests in Modenverwirbe-
lungskammern ist neben dem EUT in aller Regel noch eine Referenzanten-
ne im Arbeitsvolumen der Kammer vorhanden. Die Messung der Leistung
an dieser Antenne dient der Abschätzung der tatsächlichen Feldexpositi-
on. Die gemessenen Leistungen an der Referenzantenne werden natürlich
normalerweise wesentlich größer sein als die in eine EUT-Komponente
eingekoppelte Leistung, da die Referenzantenne eine wesentlich bessere
Effektivität und Impedanzanpassung hat. Tatsächlich wird ein EUT idealer-
weise so aufgebaut werden, dass z. B. die Empfangseffektivität möglichst
gering ist, was beispielsweise durch Schirmung erreicht werden kann. Prin-
zipiell ist die Vorhersage der eingekoppelten Leistung durch Messung der
in die Referenzantenne eingekoppelten Leistung möglich.
Ein Problem besteht allerdings darin, dass sich Referenzantenne und
EUT nicht an der gleichen Position befinden. Somit werden unterschiedli-
che empirische Werte für Mittelwert und Maximum realisiert. Für ausrei-
chen große Werte von statistisch unabhängigen Randbedingungen konver-
gieren diese Werte (Höijer und Bäckström 2003); für relativ kleine N ist
jedoch die Abschätzung der Unterschiede erforderlich. Die Darstellung in
den folgenden Abschnitten orientiert sich an (Höijer 2006a, b).
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Abbildung 2.20: Verteilungsfunktionen des Maximum zu Mittelwertverhält-
nisses T (unabhängige Stichprobe) und A (abhängige Stichprobe) für
verschiedene Werte von N. Von links nach rechts: N = 12, 50, 100, 200.
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2.4.2.6.1 Nutzung von Maximalwerten Seien U(N) und V(N) die Zufalls-
variablen der maximal eingekoppelten Leistungen für das EUT und die
Referenzantenne. Das Verhältnis dieser Größen ist wieder eine Zufallsva-
riable W(N),
W(N) =
U(N)
V(N)
=
U(N)
〈P〉
V(N)
〈P〉
. (2.191)
Hierbei ist 〈P〉 der positionsunabhängige Erwartungswert der Leistung
P. Die beiden auf den Erwartungswert bezogenen Zufallsvariablen sind
unabhängig (wegen der räumlichen Trennung) und ihre Verteilung ist nach
Gleichung (2.168) gegeben. Die Verteilung von W ergibt sich somit zu
cdfW(w) =
∫∞
0
cdfZ(zw)pdfZ(z)dz (2.192)
= N
∫ 1
0
(1 − yw)N(1 − y)N−1dy (2.193)
= N
N∑
m=0
N−1∑
n=0
(
N
m
)(
N− 1
n
)
(−1)m+n
mw+ n+ 1
(2.194)
pdfW(w) = N
2
∫
0
1 ln
(
1
y
)
yw [(1 − yw)(1 − y)]N−1 dy (2.195)
= N
N∑
m=0
N−1∑
n=0
(
N
m
)(
N− 1
n
)
(−1)m+n+1m
(mw+ n+ 1)2
. (2.196)
Die Verteilungsfunktionen sind in Abbildung 2.21 für verschiedene N
dargestellt.
Die kumulierte Verteilung beantwortet die Frage nach der Wahrschein-
lichkeit, am Ort des EUT einen Maximalwert zu finden, der z. B. doppelt
so groß wie der Maximalwert am Ort der Referenzantenne ist. Umgekehrt
kann zu jeder vorgegebenen Wahrscheinlichkeit α der Wert wα angegeben
werden, so dass die Leistung am Ort des EUT mit der Wahrscheinlichkeit
α kleiner als das wα-fache der Leistung am Ort der Referenzantenne ist:
α = cdfW(wα) (2.197)
= P { dPEUTeb N 6 wα dPRefAnteb N} (2.198)
Die Werte von wα sind als Funktion von N in Abbildung 2.22 für verschie-
dene α dargestellt.
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Abbildung 2.21: Verteilungsfunktionen des Verhältnisses der Maximalwerte
an unterschiedlichen Raumpositionen für verschiedene Werte von N. Von
links nach rechts: N = 12, 50, 100, 200.
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Abbildung 2.22: Verlauf vonwα als Funktion vonN für verschiedene Quan-
tilswerte α. Eingezeichnet ist auch der Erwartungswert 〈W〉, der für
N = 1 gegen unendlich divergiert.
2.4.2.6.2 Nutzung von Mittelwerten Anstelle der Nutzung des Maximal-
wertes der Leistung an der Referenzantenne zur Vorhersage des Maximums
am Ort des EUT kann auch die Verwendung des Mittelwertes treten. Da
sich die Messungen auf unterschiedliche Orte beziehen sind die Stichpro-
ben unabhängig. Die zu betrachtenden Größe ist somit die Zufallsvariable
T , deren Verteilungen in Gleichung (2.183) bis Gleichung (2.187) betrachtet
wurden. Darstellungen der Verteilungen finden sich in Abbildung 2.19.
Wie oben können nun auch hier wieder Quantilswerte tα zu verschiede-
nen Wahrscheinlichkeiten α berechnet werden:
α = cdfT (tα) (2.199)
= P { dPEUTeb N 6 tα 〈PRefAnt〉b N} (2.200)
Die Werte von tα sind als Funktion von N in Abbildung 2.23 für verschie-
dene α dargestellt.
Natürlich ist die maximal in das EUT eingekoppelte Leistung unab-
hängig davon, ob zu seiner Vorhersage der Maximal- oder der Mittelwert
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Abbildung 2.23: Verlauf von tα als Funktion vonN für verschiedene Quantils-
werte α. Eingezeichnet ist auch der Erwartungswert 〈T〉, der fürN = 1
gegen unendlich divergiert.
am Ort der Referenzantenne herangezogen wurde. Die Vorhersagewerte
unterscheiden sich jedoch. Aus W = ZEUT/ZRefAnt und T = ZEUT/QRefAnt
ergeben sich die Vorhersagen
ZEUT,W(N,α) = wα(N)ZRefAnt(N) (2.201)
ZEUT,T(N,α) = tα(N)QRefAnt(N), (2.202)
mit den Verteilungsfunktionen
pdfEUT,W(z) =
1
wα
pdfZ
(
t
wα
)
(2.203)
cdfEUT,W(z) = cdfZ
(
t
wα
)
(2.204)
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sowie
pdfEUT,T(q) =
1
tα
pdfQ
(
q
tα
)
(2.205)
cdfEUT,T(q) = cdfQ
(
q
tα
)
. (2.206)
Ein Maß für die Vorhersageunterschiede ist das Verhältnis der Erwar-
tungswerte von ZEUT,W(N,α) und ZEUT,T(N,α), das auch wieder von N und
α abhängt:
G(N,α) =
〈ZEUT,T(N,α)〉
〈ZEUT,W(N,α)〉 (2.207)
=
tα(N) 〈QRefAnt(N)〉
wα(N) 〈ZRefAnt(N)〉 (2.208)
=
tα(N)
wα(N) 〈Z(N)〉 (2.209)
=
tα(N)
wα(N)
∑N
n=1
1
n
(2.210)
' tα(N)
wα(N)
(
0.577 + ln(N) + 12N
) (2.211)
Der Verlauf von G über N ist in Abbildung 2.24 für verschiedene α darge-
stellt.
Die im Rahmen dieser Arbeit gefundenen Werte für G sind betraglich we-
sentlich kleiner als die in (Höijer 2006a, b) gegebenen Werte. Es ist zu ver-
muten, dass Höijer versehentlich die Erwartungswerte der dB-skalierten
Größen miteinander verglichen hat. Die hier gefundenen Abweichungen
zwischen den Vorhersagewerten basierend auf dem Maximalwert bzw. dem
Mittelwert sind für α = 0.05 kleiner als 13% (Höijer: ca. 32%). Aus diesem
Grund muss die Schlussfolgerung, das Verfahren unter Verwendung der
Mittelwerte sei zu bevorzugen, relativiert werden.15
15Höijer wertet es als »Vorteil«, dass das Mittelwertsverfahren höhere Vorhersagewerte liefert.
Der Autor kann sich dieser Sichtweise nicht anschließen.
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Abbildung 2.24: Verlauf von G = 〈ZEUT,T(N,α)〉〈ZEUT,W(N,α)〉 als Funktion von N für
verschiedene α.
2.5 Abstrahlung
2.5.1 Gesamt abgestrahlte Leistung
Eine der wichtigsten Größen zur Charakterisierung von Modenverwirbe-
lungskammern ist die Güte Q (Arnaut 2003e; Ladbury et al. 1999). Die
allgemeine Definition der Güte wurde bereits eingeführt als (Borgnis und
Papas 1958):
Q =
ωW
Pd
=
ωW
Pt
. (2.212)
Hierbei ist ω = 2pif = 2pi c/λ die Kreisfrequenz, W ist die im Resonator
gespeicherte Energie und Pd ist die umgesetzte Leistung, die gleich der
zugeführten Leistung Pt ist.
Für Modenverwirbelungskammern ist die mittlere Güte 〈Q〉 relevant,
die sich mit Gleichung (2.212) zu
〈Q〉 = ω 〈W〉〈Pd〉 =
ω 〈W〉
〈Pt〉 . (2.213)
84
2.6 Erreichbare Feldstärke
ergibt. Die mittlere gespeicherte Leistung berechnet sich wiederum aus der
Energiedichte und dem Volumen,
〈W〉 = 〈w〉 · V , (2.214)
so dass man für die Energiedichte den Ausdruck
〈w〉 = λ 〈Q〉 〈Pt〉
2picV
. (2.215)
erhält.
Wie in Abschnitt 2.4.1 gezeigt ergibt für den Fall gut angepasster Emp-
fangsantennen
〈Pt〉 = 16pi
2V
ηrλ3 〈Q〉 〈Pr〉 . (2.216)
Die Modenverwirbelungskammer ist somit eine Umgebung, die die di-
rekte Messung der gesamt abgestrahlten Leistung zulässt. Voraussetzung
hierfür ist jedoch, dass der Vorfaktor 16pi
2V
ηrλ3 〈Q〉 bekannt ist bzw. bestimmt
werden kann. In Abschnitt 3.7 werden hierzu zwei Verfahren vorgestellt.
Beim Verfahren nach der IEC 61000-4-21 wird der Faktor aus einer Ver-
gleichsmessung bestimmt. Bei dem vom Autor entwickeltem alternativen
Verfahren (Krauthäuser 2007) kann die nötige Information aus einer
einzigen Messung gewonnen werden.
Der Bezug zu anderen Messverfahren zur Bestimmung der Emissionen
von Testsystemen wird in Abschnitt 4.1 hergestellt.
2.6 Erreichbare Feldstärke
Für die Durchführung von Störfestigkeitsuntersuchungen ist die Kenntnis
der erreichbaren Feldstärke unabdingbar. Es ist ausreichend sich hierbei
auf die elektrische Feldstärke zu konzentrieren, da sich die Werte für die
magnetische Feldstärke durch Division mit η = 120piΩ ergeben.
Der Zusammenhang zwischen eingespeister Leistung Pt, Resonatorgüte
Q und Feldstärke ist durch Gleichung (2.27) auf Seite 36 gegeben:
E20 =
QPt
ωεV
(2.217)
Andererseits ist E20 nach den Gleichungen (2.16) und (2.17) mit den Erwar-
tungswerten des Betragsquadrats der totalen Feldstärke
〈
|E(r)|2
〉
b
und
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der kartesischen Komponente
〈
|ER(r)|
2
〉
b
(R ist eine beliebige Richtung)
verknüpft:
E20 =
〈
|E(r)|2
〉
b
(2.218)
= 3 · 〈|ER(r)|2〉b (2.219)
Darüber hinaus ist E20 nach Gleichung (2.78) mit der Standardabweichung
σ der der Statistik zugrundeliegenden Normalverteilung von Real- und
Imaginärteil der E-Feldkomponenten verknüpft:
E20 = 6σ
2 (2.220)
Somit sind die experimentell zugänglichen Parameter Pt und Q mit dem
Parameter σ der Randverteilungen (unendlich großer Stichprobenumfang)
der Größen in Tabelle 2.1 gemäß
QPt
ωεV
= 6σ2 (2.221)
σ =
√
QPt
6ωεV
(2.222)
verbunden. Somit sind die Verteilungen, Erwartungswerte, Varianzen,
Quantile u.ä. dieser Größen bekannt. Die Randverteilungen weiterer Grö-
ßen lassen sich mit den Verfahren in Abschnitt A.8 bestimmen.
In der Praxis wichtiger als die Randverteilungen sind Stichprobenvertei-
lungen der betrachteten Größen für unterschiedlichen Stichprobenumfang.
Von besonderem Interesse sind hierbei die Verteilungen des Mittelwertes
und des Maximalwertes. Die notwendigen Überlegungen hierzu finden
sich in den Abschnitten A.8.2 und A.8.3 und den dort wiedergegeben Tabel-
len. Zusätzliche Werte können mit den Hilfsprogrammen aus Abschnitt B.3
ermittelt werden.
Ein wichtiger Spezialfall ist der Bereich hoher Frequenzen, in dem die
Güte in der Regel durch die Wandverluste gegeben ist:
Q ≈ 3µV
2µmδsS
, δs =
√
2
ωµmσm
(2.223)
Einsetzen in die Formel für σ ergibt dann
σ ≈ η
√
Pt
2
√
S
4
√
σm
2µmω
. (2.224)
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Die hier erkennbare Abhängigkeit der normierten Feldstärke von S−1/2
wurde in (Eulig et al. 2003) durch den Vergleich von Literaturwerten für
eine Reihe von MVKn belegt.
Der andere wichtige Grenzfall tritt bei kleinen Frequenzen auf. Hier ist
die Güte in der Regel durch die Antennenverluste begrenzt. Es gilt dann
für die an der i-ten Antenne zur Verfügung stehenden Leistung
Pr,i = c 〈w〉b
1
2
(1 − |S22,i|2)ηi
λ2
4pi
, (2.225)
wobei (1 − |S22,i|2) die Impedanzfehlanpassung und ηi die Antenneneffek-
tivität ist. Für perfekte Impedanzanpassung ergibt sich somit die totale
dissipierte Leistung zu
Pd = c 〈w〉b
λ2
8pi
N, (2.226)
wobei N die Gesamtzahl der Antennen ist.
Für die Güte ergibt sich somit
Q = ω
〈w〉b V
Pd
=
2ω3V
Npic3
, (2.227)
so dass sich nach Gleichung (2.222)
σ =
ω
√
Pt√
3Npic3ε
(2.228)
folgt.
Anders als in Gleichung (2.224) enthält Gleichung (2.228) keine explizite
Größenabhängigkeit. Implizit ist diese aber über die Frequenz enthalten,
da der Bereich großer bzw. kleiner Frequenzen natürlich von der Grö-
ße der Kammer abhängt. Es ist daher günstig, eine normierte Frequenz
einzuführen.
Da es hier nur auf das prinzipielle Verhalten ankommt, seien im Fol-
genden würfelförmige MVKn betrachtet. Die Kantenlänge sei a. Die erste
Resonanzfrequenz ergibt sich somit zu f0 = c√2a , so dass die normierte
Frequenz f ′ als
f ′ =
f
f0
=
√
2a
c
f (2.229)
geschrieben werden kann.
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Setzt man in die Gleichungen (2.224) und (2.228) ein, so folgt
σ√
Pt
=
f ′
a
√
2η
3N
(kleine Frequenzen, Antennenverluste)
(2.230)
=
f ′
a
√
η
3
(2 Antennen)
(2.231)
σ√
Pt
=
η√
24
4
√ √
2σm
4picµma3f ′
(große Frequenzen, Wandverluste).
(2.232)
Die charakteristische Übergangsfrequenz folgt durch Gleichsetzen der
beiden Terme (Schnittpunkt der Asymptoten) zu
f ′0 =
5
√√
2η2σmaN2
1024picµm
, (2.233)
so dass sich das Maximum der erreichbaren Feldstärke für größere Kam-
mern leicht zu größeren relativen Frequenzen verschiebt.
Für ausgewählte Parameter ist das Verhalten von σ/√Pt in der Abbil-
dung 2.25 als Funktion der relativen Frequenz dargestellt.
2.7 Transiente
Aufgrund der hohen Güte Q von Modenverwirbelungskammern dauert
es eine Weile, bis sich nach der Änderung von Randbedingungen (Mo-
denrührer) oder von Anregungsparametern (Frequenzwechsel, Ein- bzw.
Ausschalten) wieder ein stationärer Zustand einstellt. Beispielsweise ist
die Zeitkonstante τ der freien Energierelaxation nach dem Abschalten der
Anregung mit der Güte Q verknüpft (Corona et al. 1980):
τ =
Q
ω
(2.234)
In Abschnitt 3.3.2 wird diskutiert, wie sich die freie Energierelaxation
zur Gütebestimmung nutzen lässt.
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Abbildung 2.25: Verlauf von σ/√Pt als Funktion der normierten Frequenz
f/f0 für verschiedene Kantenlängen a einer würfelförmigen Modenverwir-
belungskammer.
Tatsächlich hat das transiente Verhalten von Modenverwirbelungskam-
mern auch Rückwirkungen auf die Durchführung von Messungen; der Au-
tor diskutiert dies in (Krauthäuser und Nitsch 2002c, 2003). Zusätzliche
Informationen zum transienten Verhalten von Modenverwirbelungskam-
mern finden sich bei Arnaut (Arnaut 2005a)
2.8 Nicht-lineare Streuer
Bekanntlich können induzierte Ströme und Spannungen in Halbleiterkom-
ponenten elektronischer Systeme zu Fehlfunktionen oder Zerstörungen
führen. Dies gilt insbesondere auch, wenn das Störsignal niederfrequente
Signalanteile enthält (Dion et al. 1995; Ochs 1999). Üblicherweise sind elek-
tronische Systeme in Gehäusen untergebracht. Im Falle von Metallgehäusen
oder metallisch beschichteten Gehäusen erfolgt die Einkopplung nicht nur
über Zuleitungen, sondern auch durch Schlitze und andere Aperturen.
Diese Einkopplung über Aperturen, die natürlich bevorzugt bei hohen
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Frequenzen stattfindet, regt das innere des Gehäuses an (Taylor und Giri
1994). Zur Maximierung der Wechselwirkung mit einem elektronischen
System führt die Verwendung von pulsmodulierten Hochfrequenzsignalen
oder Folgen von unipolaren Pulsen, da die Systeme in aller Regel auch
nichtlineare Komponenten beinhalten, an denen Demodulation stattfin-
det (Ochs 1999). Auf diese Weise wird Energie aus den hochfrequenten
Spektralanteilen in den niederfrequenten Bereich transferiert.
Im Folgenden wird die Kopplung einer pulsmodulierten, hochfrequenten
Anregung mit einem System in einem Resonator näher untersucht.
Hierzu wird zunächst ein unbeladener Resonator betrachtet. In diesem
befinden sich zwei Stabantennen; eine Sendeantenne, die die Einkopplung
durch Aperturen modelliert und eine Empfangsantenne, die für das System
steht, in das eingekoppelt wird. Im Abschnitt 2.8.1 werden die entspre-
chenden experimentellen Daten vorgestellt. Gemessen wurde hierzu in
der großen Magdeburger Modenverwirbelungskammer (mit ausgebautem
Rührer). Den experimentellen Ergebnissen wird ein theoretisches Beschrei-
bungsmodell gegenübergestellt.
Hiernach wird in den Resonator zusätzlich ein nichtlinearer Streuer ein-
gebracht und wie vorher die Kopplung zum Empfangssystem untersucht.
Die experimentellen Ergebnisse werden im Abschnitt 2.8.2 vorgestellt.
Zusätzlich wird ein qualitatives Erklärungsmodell diskutiert.
Weitere Details zur hier vorgestellten Thematik findet sich in (Kraut-
häuser et al. 2001, 2002d, c; Gronwald et al. 2003)
2.8.1 Anregung des unbeladenen Resonators
2.8.1.1 Theorie
Betrachtet sei ein Resonator (l × w × h), der durch eine kurze, vertikale
Monopolantenne angeregt wird (Aufpunkt r0, vergleiche Abbildung 2.28).
Die Antenne werde angeregt durch einen hochfrequenten harmonischen
Träger, der mit einer niederfrequenten Folge von Rechteckpulsen moduliert
ist:
U(t) = U0F(t), F(t) =
N∑
n=0
f(t− nTm) (2.235)
f(t) = sin(ωct)u(t)u(Tp − t) (2.236)
wobei N 1, Tp ≡ NTc, Tc ≡ 2pi/ωc und u(t) die Einheitssprungfunktion
ist. Die Trägerfrequenz ωc soll wesentlich größer als die erste Resonanzfre-
90
2.8 Nicht-lineare Streuer
quenz ω1 sein.
Die Fourier Transformierte F˜(jω) von F(t) aus Gleichung (2).235 ist
F˜(jω) = e−jω
Tp
2
2jωc
ω2c −ω
2
1 − e−jωTmN
1 − e−jωTm
sin
ωTp
2
(2.237)
Die Antwort des Resonators auf die obige Anregung kann modelliert
werden durch eine Reihe unabhängiger Oszillatoren, die durch äußere
Anregungen getrieben werden:(
∂2
∂t2
+ 2γν
∂
∂t
+ω2ν
)
Eν,z(t, r1) = Eν,0ω2ν,ρF(t) (2.238)
Hierbei sind Eν,z die E-Feld Moden, γν = ων/(2Qν) deren Dämpfungs-
faktoren,
Eν,0 = −
U0CAL
2ε0
Ψν(r1)Ψν(r0) ∼
U0
L
L3
V
, CA ≈ 2piε0L/(ln(2L/ρ0) − 2) die
Kapazität der Antenne, ρ0 der Antennenradius, Ψν(r) =
√
4(1+δnz ,0)
V
·
sin(kν,xx) sin(kν,yy) cos(kν,zz), ων,ρ = c
√
k2ν,x + k
2
ν,y,
ων = c
√
k2ν,x + k
2
ν,y + k
2
ν,z, kν,x = pi nx/l, kν,y = pi ny/w, kν,z = pi nz/h und
|ν〉 ≡ |nx,ny,nz〉 (Tesche et al. 1997; Kravchenko et al. 1987).
Betrachtet sei nun der Fall, dass die Anregung F(t) eine periodische
Funktion mit einer Frequenz ωm ≡ 2pi/Tm ist. Ferner sei die kleinste Reso-
nanzfrequenz ω1 des Resonators ungefähr ein ganzzahliges Vielfaches der
Anregungsfrequenz, d. h. ω1 ≈ n ·ωm. Unter diesen Bedingungen domi-
niert der Term mit |ν〉 = |1, 1, 0〉 das E-Feld-Spektrum bei tiefen Frequenzen
(ω ωc). Die Lösung für E1,z(t, r1) schreibt sich dann als Faltungsintegral:
E1,z(t, r1) = E1,0 ·ω21
∫ t
0
F(t′)K(t− t′)dt′ (2.239)
mit
K(t) = ωˆ−11 exp (−γνt) sin(ωˆ1t)u(t) (2.240)
ωˆ1 =
√
ω21 − γ
2
1 (2.241)
Es sei nun zunächst angenommen, dass die Anregung durch einen
einzelnen Puls U · f(t), 0 6 t 6 Tm erfolgt. Es ergibt sich dann
E1,z(t) = E1,0
{
Im
[
C1e
jΩ1t + C2e
jωct
]
, t ∈ [0, Tp]
Im
[
C1(1 − e−jΩ1Tp)ejΩ1t
]
, t ∈ [Tp, Tm] (2.242)
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mit Ω1 = ωˆ1 + jγ1 und
C1 =
ω21 · ωc/ωˆ1
ω2c − 2jωˆ1γ1 −ω21 + 2γ
2
1
≈ ω1
ωc
(2.243)
C2 =
ω21
ω21 + 2jωcγ1 −ω2c
(2.244)
Während der Anregung ergibt sich also eine Überlagerung einer erzwunge-
nen Schwingung (ωc) und der Eigenschwingung des Systems (ωˆ1). Nach
dem Zeitpunkt Tp schwingt das System mit seiner Eigenfrequenz.
Um nun eine Kette von N Einzelimpulsen zu betrachten, nutzt man
einen Ansatz von Baum (Baum 2000). Der betrachtete Zeitpunkt t sei im
Intervall (N − 1)Tm + Tp < t < NTm. Da das Problem linear ist, ist die
Lösung in diesem Zeitintervall eine Summe von Eigenschwingungen (Glei-
chung (2.242)) aller vorangegangener Pulse. Summiert man die zugehörige
geometrische Reihe auf, so ergibt sich
E1,z = E1,0 Im
[
C1(1 − e−jΩ1Tp)ejΩ1t
1 − e−jΩ1NTm
1 − e−jΩ1Tm
]
(2.245)
Falls γ1Tm  1 antwortet das System nur auf den letzten Puls. Für
γ1Tm 6 1 überlagern sich Eigenschwingungen vieler vorangegangener
Pulse. Falls nun die Pulswiederholfrequenz so gewählt wird, dass sie mit
einer Resonanzfrequenz des Systems zusammenfällt, z. B. ωˆ1 = 2/pi/Tm,
sind die Eigenschwingungen alle in Phase und eine Resonanzanregung
des Systems findet statt. Die Systemantwort nimmt hierbei für γ1NTm → 1
zu. Für γ1NTm ≈ 1 ergibt sich eine Sättigung der Systemantwort. In der
Umgebung der Resonanzanregung des Systems, ωm = ωˆ1/n + ∆ω, ist
dieser Sättigungswert gegeben durch
E1,z(t) = E1,0 Im
[
− (1 − e−jΩ1Tp)ejΩ1(t−NTm) ·
· ω
2
1
2pinωc
1
γ1 + jn∆ω
]
(2.246)
Die Amplitude der niederfrequenten Feldkomponenten im Resonator
ergibt sich so zu
(E1,z(t,∆ω = 0))max ≈ E1,0
ω21
2pinωcγ1
= E1,0
ω1Q
pinωc
(2.247)
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Für den Fall hoher Güte (großes Q) übersteigt dies erheblich den Wert für
den nichtresonanten Fall (E1,z(t))max ≈ E1,0 ω1ωc . Die Breite der Resonanz
für das E-Feld kann abgeschätzt werden durch ∆3dB ((E1,z(t))max (∆ω)) ≈
γ1/n.
2.8.1.2 Experiment
Alle hier vorgestellten Messungen wurden in der großen Magdeburger
Modenverwirbelungskammer durchgeführt. Der Modenrührer war für die
Messungen demontiert.
Die erste Resonanzfrequenz des Raumes liegt bei f1 = 30.78 MHz. Die
zugehörige Güte ist Q(f1) =
f1
∆f3dB
= 1424.8.
Die Anregung des Raumes erfolgt mittels einer kleinen Stabantenne (Tx,
l = 0.33 m, d = 2 mm, vgl. Abbildung 2.28). Die Signale werden generiert
durch einen Signalgenerator »Rohde&Schwarz SMT06« mit Pulsmodulati-
on durch eine externe Quelle »Fluke PM 5139«. Soweit erforderlich erfolgte
eine Verstärkung des Signals mit einem Breitbandverstärker »Amplifier
Research AR 100W1000M1«. Die Trägerfrequenz für diese Messungen be-
trug fc = 900 MHz. Die Modulationsfrequenz fm = 1/Tm wurde über einen
größeren Bereich bis hinauf zu 20 MHz variiert. Die Pulsbreite entsprach
für alle Messungen der halben Periodendauer. Obere Grenze der Pulswie-
derholfrequenz (PRF) und das Tastverhältnis sind durch Beschränkungen
der Modulationsquelle vorgegeben.
Das E-Feld im Resonator wird durch eine zweite Stabantenne (Rx) ge-
messen. Die Länge dieser Antenne wurde (im Vergleich zur Sendeantenne)
auf l = 0.97 m vergrößert, um eine höhere Sensitivität zu erreichen. Die
Messung der Antennenspannung erfolgte durch einen Störmessempfänger
(Rohde&Schwarz ESCS30) bzw. durch einen Spektrumanalysator (Roh-
de&Schwarz FSP13) unter Verwendung eines guten doppelt geschirmten
Kabels. Durch Vergleich mit dem über ein analog optisches Messsystem
ausgekoppelten Signals (GOPI-System (Steinmetz 2001)) wurde verifiziert,
dass Feldeinkopplungen in das Kabel vernachlässigt werden können.
Die unteren Kurven in Abbildung 2.26 zeigen die Messergebnisse für
den Fall der Kopplung des pulsmodulierten Signals mit dem ersten Mo-
de des unbeladenen Resonators. Hierbei wurde die PRF fm so gewählt,
dass n · fm (n ist in der Legende der Abbildung angegeben; 2 6 n 6 10)
in der Umgebung von f1 liegt. Für jede PRF fm erhält man eine scharfe
Kurve mit Maximum bei n · fm. In der Abbildung sind nun diese Maxi-
malamplituden als Funktion ihrer Frequenzposition aufgetragen. All diese
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Abbildung 2.26: Maxima der niederfrequenten Spektralanteile für verschie-
dene Pulswiederholfrequenzen mit (obere Graphen) bzw. ohne (untere
Graphen) nichtlinearen Streuer. Die Symbole sind nur für jeden zehnten
Datenpunkt gezeichnet.
Frequenz-Amplituden Paare für jeweils ein n (n-te Harmonische der PRF
fm) wurden zu einer Kurve verbunden.
Die Messungen zeigen, dass die niederfrequenten Spektralanteile immer
dann stark angehoben werden, wenn das n-fache der PRF fm gerade mit
einer Raumresonanz übereinstimmt. Der Effekt ist am ausgeprägtesten für
n = 2 (n = 1 konnte nicht gemessen werden) und beträgt dann etwa 30 dB.
2.8.1.3 Genauere theoretische Analyse
Um einen genaueren Vergleich zwischen Theorie und Experiment für den
unbeladenen Resonator durchzuführen, wird eine Frequenzbereichsdar-
stellung gewählt.
Der Strom in der Empfangsantenne J˜Rx kann dann geschrieben werden
als
J˜Rx(jω) = K˜J(jω) · Y˜in(jω) · U˜(ωc,ωm, jω) (2.248)
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Hierbei sind K˜J(jω) die Strom-Transferfunktion, definiert als das Verhältnis
der Maxima der Stromverteilungen in der Empfangs- und Sendeantenne,
Y˜in(jω) die Eingangsimpedanz der Sendeantenne und U˜(ωc,ωm, jω) die
Fourier-Transformierte des Generatorsignals an der Sendeantenne.
Die Größen K˜J(jω) und Y˜in(jω) werden analytisch berechnet. Die hierzu
verwendete Technik erlaubt die Berechnung der Antwortfunktion einer
elektrisch kleinen Antenne in einem rechtwinkligen Resonator, wobei die
Wechselwirkung der Antenne mit den Reflexionen ihrer eigenen Abstrah-
lung ebenso berücksichtigt wird wie auch die gegenseitige Verkopplung
von Sende- und Empfangsantenne (Tkachenko et al. 1999).
U˜(ωc,ωm, jω) zeigt scharfe δ-funktionsartige Maxima für ω = n ·ωm
(die experimentell gemessene Breite der Linie stimmt mit der Auflösungs-
bandbreite der Messung von 1 Hz überein; die wahre Breite ist somit
< 1 Hz). In der Nähe der ersten Raumresonanz ω1 (wobei n ·ωm = ω1
gelten soll) ergibt sich für das Maximum von J˜Rx(jω) somit
|J˜Rx(jω)|max = |K˜J(jnωm)| · (2.249)
·|Y˜in(jnωm)| · |U˜(ωc,ωm, jnωm)|
= |J˜Rx(njωm)|
Zur Berechnung des Wertes von |J˜Rx(jω)|max wird nun die experimen-
tell bestimmte Amplitude |U˜(ωc,ωm, jnωm)| herangezogen.
Die Abbildung 2.27 zeigt den Vergleich dieser erweiterten Theorie mit
den experimentellen Ergebnissen in der Nähe der ersten Resonanz für
Frequenzen n · fm mit n = 3. Die Leistung für die Frequenz f = 3fm an der
Sendeantenne beträgt −68 dBm. Die Abbildung 2.27 zeigt eine sehr gute
Übereinstimmung zwischen Theorie und Experiment.
2.8.2 Anregung des Resonators mit nichtlinearem Streuer
2.8.2.1 Experiment
In einer zweiten Serie von Experimenten wurde ein nichtlinearer Streuer im
Resonator zwischen Sende- und Empfangsantenne platziert (Die Resultate
sind qualitativ unabhängig von der Position des Streuers). Der verwendete
Streuer ist eine Drahtschleife, in die acht Schottky-Dioden geringer Kapazi-
tät äquidistant in Reihe eingeschleift sind. Der Abstand der Dioden beträgt
etwa 16 cm (1/2λc = 16.7 cm). Der Schleifendurchmesser ist etwa 40.7 cm.
Der experimentelle Aufbau ist in Abbildung 2.28 skizziert. Die übrigen
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Abbildung 2.27: Vergleich der theoretischen Analyse mit den experimentellen
Werten. Die theoretischen Daten wurden unter der Annahme eines quader-
förmigen Resonators gewonnen. Die sich hieraus ergebene Verschiebung
der Resonanzlage ist in der Legende angegeben.
experimentellen Parameter sind die gleichen wie bei den Experimenten
mit der unbeladenen Kammer.
Wie vorher wurde das Spektrum für verschiedene PRF fm vermessen. Die
Resultate sind in den oberen Kurven von Abbildung 2.26 zusammengefasst.
Der Verlauf der Kurven ist bei diesen Experimenten wesentlich komplexer,
aber wiederum treten klare Maxima für n · fm = f1 auf. Im Vergleich mit
den Kurven für den unbeladenen Resonator, ist eine starke zusätzliche
Erhöhung (55 dB) der niederfrequenten Spektralanteile zu beobachten. Die
konkreten Werte für verschiedene n und für f = f1 sind in Tabelle 2.2
aufgelistet.
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w=6.375 m
h=3.43m
5.68 m
2.195m
1.24 m
1.24 m
2.74 m
1.2 m
Rx
Tx
scatterer4.9 m
Abbildung 2.28: Skizze des experimentellen Setups. Tx: Sendeantenne (33 cm).
Rx: Empfangsantenne (97 cm). Der Durchmesser der nichtlinear beladenen
Leiterschleife (Streuer) ist 40.7 cm.
n mit Streuer / dBm ohne Streuer / dBm ∆ / dB
2 −31.96 −85.39 53.43
3 −48.08 −94.23 46.15
4 −34.61 −89.98 55.37
5 −50.20 −98.95 48.75
6 −40.47 −93.66 53.19
7 −55.50 −105.01 49.51
8 −40.63 −95.95 55.32
9 −49.23 −104.05 54.82
10 −47.64 −98.17 50.53
Tabelle 2.2: Erhöhung der niederfrequenten Spektralanteile durch den nichtli-
nearen Streuer.
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2.8.2.2 Qualitative Erklärung des Experiments
Zur Erklärung der experimentellen Resultate muss eine Beschreibung im
Zeitbereich gewählt.
Ähnlich wie im Fall der Resonatoranregung durch eine (lineare) An-
tenne kann die Anregung durch den nichtlinearen Streuer (Schleife mit
Dioden) physikalisch modelliert werden durch harmonische Oszillato-
ren, die durch externe Quellen getrieben werden (vgl. Gleichung (2.238)).
Die Lösung führt dann auf ein Faltungsintegral mit dem Kern K(t) aus
Gleichung (2).240.
Der Effekt der Leiterschleife mit den Dioden ist im Wesentlichen, dass
der Strom nur in einer Richtung propagiert. Im Falle einer elektrisch
kleinen Schleife (c/fc  2R0, R0 Schleifenradius) mit einer idealen Diode
ergibt sich der durch ein Magnetfeld Hinc(t) induzierte Strom Js(t) (die
reflektierten Felder werden vernachlässigt) zu
Js(t) =
µS
La
1
2
· [|Hinc(t)|−Hinc(t)] cos(α) (2.250)
Hierbei ist S die Schleifenfläche, La die Induktivität der Schleife und α der
Winkel zwischen dem einfallenden Magnetfeld und dem Normalenvektor
der Schleife.
Das Faltungsintegral (Gleichung (2.239)) beinhaltet nun eine langsam
veränderliche Funktion K(t) und eine schnell oszillierende Funktion Js(t)
(Gleichung (2.250)). Im Gegensatz zum linearen Fall muss dieses Mal aber
nur der negative Teil der Funktion f(t) berücksichtigt werden. Daher ist die
Anregung des Resonators durch diese nichtlineare Schleife um den Faktor
ωc/(piω1) größer als die Anregung durch eine gleichgroße lineare Schleife.
Zusätzlich führt die Anregung mit einem periodisch gepulsten Signal mit
nfm = f1 wie vorher zu einer Erhöhung der Antwort des Resonators.
Unter Benutzung eines einfachen Koppelmodells für eine Sendeantenne
und einen nichtlinearen Streuer (kleine nichtlineare Schleife) ergibt sich
das Verhältnis der Amplituden des E-Felds zu
Enls1,z
E
empty
1,z
∼
fsc(ωc)
r0
ωc
ω1
(2.251)
wobei fsc(ωc) ∼ k2cR30/(ln(8 R0/a) − 2) die Amplitude des an der Schleife
gestreuten elektrischen Feldes ist und r0 den Abstand zwischen Sendean-
tenne und Streuer bezeichnet.
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Natürlich hängt das Ergebnis in Gleichung (2.251) davon ab, welcher
Mode verwendet wird. Für kleine Streuer werden kleinere Amplituden
als für große erwartet. Da im Experiment eine große Schleife verwendet
wurde, ist der Wert aus Gleichung (2.251) sicher zu klein. Zur Behandlung
großer Steuer sind zusätzliche Forschungsarbeiten nötig.
2.8.3 Wertung
Betrachtet wurde die Anregung eines Resonators hoher Güte mit einer
Folge von Pulsen mit einem hochfrequenten Träger und einer Pulswieder-
holfrequenz, die ein ganzzahliger Teil der ersten Raumresonanzfrequenz
ist. Durch das Abstimmen der Pulswiederholfrequenz auf die Resonanz-
frequenz konnte die Anregung des Raumes um etwa 30 dB gesteigert
werden. Eine zusätzliche Erhöhung der niederfrequenten Spektralanteile
um weitere 55 dB konnte durch das Einbringen eines nichtlinearen Streuers
demonstriert werden.
Diese, auf der Demodulation des induzierten Stroms beruhenden, Ergeb-
nisse können generalisiert werden auf den Fall komplexerer elektronischer
Systeme in metallischen Gehäusen. Darüber hinaus könnte dieser Koppel-
mechanismus auch für die Wechselwirkung von Systemen in Resonatoren
mit denselbigen – und somit auch für den Test in Modenverwirbelungs-
kammern – von Bedeutung sein.
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3 Messverfahren nach IEC 61000-4-21
3.1 Nomenklatur
In diesem Kapitel werden die Messverfahren der IEC 61000-4-21 vorge-
stellt (IEC61000-4-21 2003). Diese Norm verwendet eine andere Nomen-
klatur, aus der für statistischen Größen nicht immer explizit klar wird,
auf welches Ensemble sie sich gerade beziehen. Zur Übersetzung der
Bezeichnungen kann Tabelle 3.1 verwendet werden.
3.2 Statistisch unabhängige Feldverteilungen
Das Funktionsprinzip einer Modenverwirbelungskammer besteht darin,
dass man im Arbeitsvolumen statistisch unabhängige Feldverteilungen reali-
siert. Dies geschieht entweder durch Veränderung der elektromagnetischen
Randbedingungen oder durch Veränderung der Anregung (Frequenzmo-
dulation, Überlagerung mit bandbegrenztem weißen Rauschen) oder durch
eine Kombination von beidem. Wie bisher beschränkt sich diese Arbeit
auf die Veränderung der Randbedingungen. Zur Vereinfachung der Ter-
minologie verwendet man den Begriff unabhängige Randbedingungen für
solche Randbedingungen, die zu statistisch unabhängigen Feldverteilun-
gen führen. Da zur Realisierung der unterschiedlichen Randbedingungen
in der Regel ein Modenrührer verwendet wird, spricht man kurz auch von
statistisch unabhängigen Rührerpositionen.
In den folgenden Abschnitten wird zuerst die Autokorrelation als Me-
thode zur Abschätzung der Anzahl der unabhängigen Rührerpositionen
vorgestellt. Anschließend werden die Grenzen des Konzepts diskutiert und
mögliche Alternativen aufgezeigt.
3.2.1 Autokorrelation
Der normative Teil von (IEC61000-4-21 2003) verlangt lediglich, dass sta-
tistisch unabhängige Feldverteilungen realisiert werden. Eine konkrete
Methode, zur Ermittelung der Rührerpositionen, die zu statistisch unab-
hängigen Feldverteilungen führen (kurz: unabhängige Rührerpositionen),
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IEC 61000-4-21 diese Arbeit Bemerkungen
PAveRec 〈Pr〉eb Nt Mittelwerta der Leistung an
der Referenzantenne bezüg-
lich Nt realisierter statistisch
unabhängiger Randbedingun-
gen.
PMaxRec dPreeb Nt Maximalwert der Leistung an
der Referenzantenne bezüg-
lich Nt realisierter statistisch
unabhängiger Randbedingun-
gen.
PInput 〈Pt〉eb Nt Mittelwert der in die Kammer
transferierten Leistungb.
〈·〉 〈·〉er Np Mittelwert bezüglich Np ver-
schiedener Positionen im Ar-
beitsvolumen der Kammer.
EMax,x,y,z dEx,y,zeeb Nt Maximalwert einer kartesi-
schen Feldkomponente bezüg-
lich Nt realisierter statistisch
unabhängiger Randbedingun-
gen während der Grundkali-
brierung.
↔
Ex,y,z
dEx,y,zeeb Nt√
〈Pt〉eb Nt
Auf die Eingangsleistung nor-
mierter Maximalwert einer
kartesischen Feldkomponen-
te.〈↔
Ex,y,z
〉 〈 dEx,y,zeeb Nt√
〈Pt〉eb Nt
〉e
r 8
Räumliche Mittelwerte der
normierten Maximalwerte der
kartesischen Feldkomponen-
ten.
σr
√∑8
i=1
(↔
E r,i−
〈↔
E r
〉)2
8−1 Räumliche Standardabwei-
chung der kartesischen
Komponente »r«.
aSoweit nicht anders vermerkt werden die Mittelwerte immer aus den linear skalierten Größen
gebildet.
bIn der Regel ist dies die Vorwärtsleistung am Fußpunkt der Sendeantenne.
Tabelle 3.1: Vergleich der Bezeichnungen der IEC 61000-4-21 und dieser Arbeit.
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wird nicht vorgeschrieben. Es findet sich im informativen Teil jedoch ein
Vorschlag, der für den Fall eines Rührers auf der Auswertung von Autokor-
relationskoeffizienten (vergleiche auch Abschnitt A.9) beruht. Die Methode
wird im Folgenden zunächst vorgestellt.
3.2.1.1 Verfahren nach IEC-61000-4-21
Die Methode basiert auf Messungen des Betrags der kartesischen Feldstär-
kekomponenten (|Ex|, |Ey|, |Ey|)1 an einer Position im Arbeitsvolumen (r)
für eine Zahl NT von äquidistanten Rührerpositionen bei einer Frequenz f.
Für alle drei Feldkomponenten oder auch für den Betrag des Gesamtfeldes
|Et| =
√
|Ex|2 + |Ex|2 + |Ex|2 erhält man also ein Tupel der Größe NT , das
im Folgenden mit E1 = (e1, e2, . . . , eNT ) bezeichnet ist.
Aus E1 kann ein weiteres Tupel E2 durch Anwendung der Permutation
σ =
(
1 2 3 4 . . . NT
NT 1 2 3 . . . NT−1
)
(3.1)
erzeugt werden:
E2 = σE1 = (NT , 1, 2, . . . ,NT−1). (3.2)
Auf diese Weise ergeben sich NT verschiedene Tupel der Form
Ei = σEi−1 = σ
iE1 (3.3)
= (ei, ei+1, . . . , eNT , eNT+1 . . . , ei−1). (3.4)
Für je zwei Tupel Ei und Ej kann der Korrelationskoeffizient rij berech-
net werden,
rij =
cov(Ei,Ej)√
var(Ei)var(Ej)
(3.5)
=
∑NT
k=1 ((Ei)k − 〈Ei〉)
(
(Ej)k − 〈Ej〉
)√∑NT
k=1 ((Ei)k − 〈Ei〉)2
∑NT
k=1
(
(Ej)k − 〈Ej〉
)2 (3.6)
=
∑NT
k=1 ((Ei)k − 〈E〉) ((Ej)k − 〈E〉)∑NT
k=1 ((Ei)k − 〈E〉)2
, (3.7)
1In der Regel wird das E-Feld gemessen. Prinzipiell wäre ebenso das H-Feld verwendbar.
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wobei zuletzt ausgenutzt wird, dass die Erwartungswerte und Varian-
zen aller Tupel identisch sind.2 Da in die Korrelationskoeffizienten nur
Permutationen desselben Datensatzes eingehen, wird dieser als Autokorre-
lationskoeffizient bezeichnet.
Wenn die Werte ei äquidistant bezüglich einer kompletten Rotation
des Modenrührers sind, so entspricht der Schritt von i nach i + 1 einem
Winkelversatz von
∆α = 360°/NT . (3.8)
Somit sind die Autokorrelationskoeffizienten r1j diskrete Werte der Au-
tokorrelationsfunktion r(α) an den Aufpunkten αj = (j − 1) · ∆α. Zur
exakten Darstellung der Autokorrelationsfunktion eines Rührers ist NT
daher möglichst groß zu wählen.
Der Wertebereich von (Auto-)Korrelationskoeffizienten ist das Intervall
von −1 bis 1. Der Wert r = 1 entspricht perfekter (positiver Korrelation),
r = −1 perfekter (negativer) Korrelation und r = 0 entspricht dem Fall,
dass keine Korrelation vorliegt.3
Im informativen Teil der IEC 61000-4-21 wird vorgeschlagen, die Auto-
korrelation als ausreichend schwach anzusehen, wenn der Betrag von r1j
unter den Wert 1/e ≈ 0.37 fällt. Mit dem so festgelegtem j ergibt sich die
Anzahl der unabhängigen Rührerpositionen zu
NT ,ind =
360°
(j− 1)∆α
=
NT
j− 1
. (3.9)
3.2.2 Diskussion des Verfahrens
Bei einer kritischen Diskussion des Verfahrens muss zwischen prinzipiellen
und technischen Kritikpunkten unterschieden werden. Prinzipielle Kritik-
punkte beleuchten die Frage, ob die Autokorrelationsfunktion prinzipiell
in der Lage ist, die Leistungsfähigkeit des Modenrührers zu qualifizie-
ren. Technische Kritikpunkte beziehen auf die konkret vorgeschlagene
Anwendung. Zunächst zur technischen Kritik.
2In der im August 2003 veröffentlichten Fassung der IEC 61000-4-21 (Ed. 1) ist die Normierung
des Korrelationskoeffizienten falsch (Gleichung (A.4)).
3Bei Korrelationskoeffizienten handelt es sich um eine statistische Größe. Die Aussagen zum
Grad der Korrelation gelten somit streng nur für den GrenzfallNT →∞. Die Konsequenzen
für endliche NT werden im nächsten Abschnitt diskutiert (vergleiche auch Abschnitt A.9).
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H0 annehmen H0 ablehnen
H0 richtig kein Fehler Fehler 1. Art (α)
H0 falsch Fehler 2. Art (β) kein Fehler
Tabelle 3.2: Mögliche Fehler bei der Hypothesenprüfung.
3.2.2.1 Technische Kritik
Verbesserungsvorschläge technischer Natur wurden erstmals von Lundén
und Bäckström geäußert (Lundén und Bäckström 2000).4 Die Kritik
bezieht sich hierbei darauf, dass die Anzahl der vermessenen Rührerposi-
tionen in die Bewertung der Korrelation eingehen muss. Deutlich wird das
spätestens bei der Betrachtung des Extremfalls NT = 2: Zwei Messwerte
werden immer perfekt miteinander korreliert sein, egal ob sie voneinander
unabhängig oder abhängig sind. Anstelle des Vergleichs mit einer festen
Schranke ρ0 (= 0.37 in der IEC 61000-4-21) muss somit eine vom wahren
Wert der Schranke ρ und der Stichprobengröße NT abhängige variable
Grenze treten:
ρ0 = ρ0(ρ,NT ) (3.10)
Die wahre Grenze ist hierbei die, die man bei unendlichem Stichproben-
umfang wählen würde:
ρ0(ρ,Nt →∞) = ρ (3.11)
Zum Auffinden dieser Grenze nutzt man die Kenntnis der Wahrscheinlich-
keitsdichteverteilung pdfr(ρ,N) der Korrelationskoeffizienten r bei einem
wahren Wert ρ und Stichprobengröße N. In Abschnitt A.9 ist gezeigt, dass
die Verteilungsdichte pdfr(ρ,N) auch für den Fall nicht normalverteilter
Zufallsvariabler gut durch den bekannten Ausdruck für normalverteilte
Variable nach Gleichung (A.108) auf Seite 200 approximiert werden kann.
Die quantitative Bewertung eines empirischen Korrelationskoeffizienten
r ist ein Problem der statistischen Hypothesenprüfung. Hierbei stehen sich
immer die Nullhypothese H0 und ihr Gegenteil, die Hypothese H1 = ¬H0
gegenüber. Entsprechend den zwei Hypothesen ergeben sich vier Fälle
bei der Prüfung der Hypothesen, die in Tabelle 3.2 dargestellt sind. Der
Fehler 1. Art entspricht Wahrscheinlichkeit α, dass die Hypothese H0 ab-
gelehnt wird, obwohl sie richtig ist. Der Fehler 2. Art entspricht analog
4Diese Quelle findet sich auch als Referenz in der IEC 61000-4-21, ohne dass die Ergebnisse in
die Norm eingeflossen sind.
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der Wahrscheinlichkeit dafür, H0 anzunehmen, obwohl H0 richtig ist. Die
gleichzeitige Minimierung beider Fehler ist unmöglich, so dass man sich
auf einen Fehler konzentrieren muss.5 Hierbei ist der Fehler 1. Art zu wäh-
len, da nur in diesem Fall mit einer konkreten Grundgesamtheit gerechnet
werden kann. Es geht somit bei der statistischen Hypothesenprüfung im-
mer um die Frage ob bei einer vorgegebenen oberen Schranke für den
Fehler 1. Art (typisch sind die Werte α = 0.05 und α = 0.01, die Signifi-
kanzniveaus von 95% bzw. 99% entsprechen) die Hypothese H0 abgelehnt
werden kann oder nicht. Im Falle einer Annahme von H0 kann der Fehler
nicht quantifiziert werden. Für einen vorgegebenen Wert von α ist die
Hypothese H0 dann signifikant abzulehnen, wenn die Wahrscheinlichkeit
dafür, in der H0 entsprechenden Grundgesamtheit einen Wert zu erhalten,
der mindestens so extrem wie der empirische ist, kleiner als α ist.
Da die Streuung der Wahrscheinlichkeitsdichte für steigendes NT klei-
ner wird, wird der kritische Wert ρ0, ab dem die Nullhypothese signifikant
abgelehnt werden kann, bei fester Irrtumswahrscheinlichkeit α für große
Populationen näher am Erwartungswert ρ liegen. Die Benutzung einer
festen Grenze, wie in der IEC 61000-4-21 suggeriert, bedeutet somit, dass
für verschiedene NT die Entscheidung mit unterschiedlicher Irrtumswahr-
scheinlichkeit gefällt wird.
Aus der bekannten Verteilungsfunktion kann auch der p-Wert berech-
net werden. Der p-Wert eines Beobachtungswertes einer Zufallsvariablen
entspricht der Wahrscheinlichkeit einen Wert aus der Gesamtpopulation
zu erhalten, der mindestens so extrem wie der Beobachtungswert ist. Die
Nullhypothese ist abzulehnen, wenn der p-Wert kleiner als die gewählte
Irrtumswahrscheinlichkeit α ist.
Im Zusammenhang mit der Bewertung von Korrelationskoeffizienten
treten zwei wichtige Spezialfälle auf:
1. Annahme einer unkorrelierten Grundgesamtheit: Diesen Ansatz
verfolgen Lundén und Bäckström in (Lundén und Bäckström
2000). Die Nullhypothese ist hierbei, dass der experimentelle Korre-
lationskoeffizient r zu einer Population mit Erwartungswert ρ = 0
gehört. Da auch in einer solchen Population mit Beobachtungswerten
ungleich Null zu rechnen ist, kann diese Hypothese mit einer Irr-
tumswahrscheinlichkeit α erst dann abgelehnt werden, wenn |r| > ρ0,
5In der Regel wird der Fehler 2. Art umso größer je kleiner der Fehler 1. Art wird und
umgekehrt.
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wobei ρ0 aus der Beziehung
α/2 =
∫ρ0
−1
pdfr(ρ = 0,NT )dr =
∫ 1
ρ0
pdfr(ρ = 0,NT )dr (3.12)
bestimmt wird. In diesem Fall ist die Fragestellung beidseitig und die
kritische Grenze für beide Seiten gleich, da die Verteilung für ρ = 0
symmetrisch ist. Der p-Wert zum Beobachtungswert r ist dann
p(r) = 2
∫ 1
r
pdfr(ρ = 0,NT )dr. (3.13)
Man könnte auch argumentieren, dass sich der experimentelle Korre-
lationskoeffizient von r = 1 kommend dem Wert r = 0 annähert. Die
Fragestellung wäre dann einseitig (r > ρ = 0?) und der kritische Wert
berechnet sich gemäß
α =
∫ 1
ρ0
pdfr(ρ = 0,NT )dr. (3.14)
In diesem Fall ergibt sich der p-Wert zu
p(r) =
∫ 1
r
pdfr(ρ = 0,NT )dr. (3.15)
Wird die Nullhypothese signifikant verworfen erhält man die Aus-
sage, dass die Stichproben mit dem beobachtetem r nicht perfekt
unkorreliert sind.
2. Annahme einer korrelierten Grundgesamtheit mit ρ > 0: Dieser
Ansatz wird von Krauthäuser et al., vorgeschlagen (Krauthäuser
et al. 2004a, b, 2005b). Die prinzipielle Vorgehensweise unterscheidet
sich nicht von der oben beschriebenen. Lediglich die Nullhypothese
wird anders formuliert. Entsprechend ergeben sich andere kritische
Werte ρ0 und p-Werte für die einseitige (r < ρ?) Fragestellung zu
α =
∫ρ0
−1
pdfr(ρ,NT )dr (3.16)
p(r) =
∫ r
−1
pdfr(ρ,NT )dr (3.17)
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und die zweiseitige Fragestellung (|r| < ρ?) zu
α/2 =
∫ρ0
−1
pdfr(ρ,NT )dr (3.18)
p(r) = 2
∫ r
−1
pdfr(ρ,NT )dr. (3.19)
Im Falle der signifikanten Ablehnung der Nullhypothese ist die
Aussage, dass die Stichproben mit dem beobachtetem r schwächer als
ρ korreliert sind.
Das Problem des Ansatzes von Lundén und Bäckström ist, dass für
wachsendes NT der kritische Wert ρ0 fällt. Hierdurch wird bei einer größe-
ren Stichprobe die Nullhypothese bis zu einem größerem Winkelversatz
zurückgewiesen, was zu einer geringeren Anzahl von statistisch unabhän-
gigen Rührerpositionen führen würde. Umgekehrt könnte die Anzahl der
unabhängigen Rührerpositionen durch Ausdünnen einer Stichprobe erhöht
werden. Das Problem entsteht dadurch, dass auf Abweichungen von der
perfekten Nicht-Korrelation getestet wird. Es interessiert aber nicht, ab
welchem Winkelversatz die Stichproben nicht mehr signifikant von perfekt
unkorrelierten unterscheidbar sind. Vielmehr interessiert – gemäß dem An-
satz von Krauthäuser et al. – ab welchem Winkelversatz die Korrelation
signifikant schwächer als die gewählte Schwelle ρ ist.
Die kritischen Werte ρ0 beider Ansätze sind in den Tabellen 3.3 und 3.4
bzw. den Abbildungen 3.1 und 3.2 dargestellt. In der Abbildung 3.1 werden
die experimentellen r-Werte immer zu einer Ablehnung der Nullhypothese
führen – und damit zu der Aussage, dass die Stichproben nicht perfekt
unkorreliert sind —, wenn sie oberhalb der gezeigten Linie (einseitige Fra-
gestellung) bzw. außerhalb des von beiden Linien eingeschlossenen Gebiets
(zweiseitige Fragestellung) liegen. Bei kleinem NT wird das praktisch nie
der Fall sein, so dass H0 nie verworfen werden könnte. Im Falle der Abbil-
dung 3.2 wird H0 abgelehnt — und damit die Stichproben als ausreichend
schwach korreliert betrachtet —, wenn das experimentelle r unterhalb der
Kurve (einseitige Fragestellung) bzw. im eingeschlossenen Gebiet (zwei-
seitige Fragestellung) liegt. Für die zweiseitige Fragestellung führt dies
zu einen minimalen Wert NT (in der Graphik der Kreuzungspunkt), un-
terhalb dessen die Statistik mit der gewählten Irrtumswahrscheinlichkeit
keine Aussage mehr tätigen kann. Für größer werdendes NT wird man
auch größere Werte für r akzeptieren: der Sicherheitsabstand zum wahrem
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Wert verringert sich und konvergiert gegen Null für große Werte von NT .
In beide Graphen ist auch das Wertepaar NT = 450, ρ0 = 0.37 aus dem
Beispiel der IEC 61000-4-21 eingezeichnet. Es ist zu erkennen, dass der
Ansatz von Krauthäuser et al. et al. für ρ = 0.37 und α = 0.05 recht nahe
kommt. Der Ansatz von Lundén und Bäckström kann diesen Punkt nur
reproduzieren, wenn die Irrtumswahrscheinlichkeit extrem stark herabge-
setzt würde (Schätzungsweise auf α = 5 · 10−16, aber dieser Wert ist sicher
schon durch numerische Ungenauigkeiten beeinflusst).
Ein Programm zur Berechnung der kritischen Werte findet sich in Ab-
schnitt B.4.1. Für die sinnvollsten Fälle ρ = 0.37, α = 0.05 und einseitige
bzw. zweiseitige Fragestellung findet man die einfache Approximation
ρ0(NT ) ≈ 0.37 ·
(
1 −
7.22
(NT )
0.64
)
(einseitige Fragestellung) (3.20)
und
ρ0(NT ) ≈ 0.37 ·
(
1 −
7.62
(NT )
0.60
)
, (zweiseitige Fragestellung) (3.21)
die in Abbildung 3.3 gemeinsam mit den exakten numerischen Werten
dargestellt sind.
3.2.2.2 Prinzipielle Kritik
In den beiden vorigen Abschnitten wurde das in IEC 61000-4-21 vorge-
schlagene Verfahren zur Ermittlung der Anzahl der unabhängigen Rührer-
positionen mit Hilfe der Autokorrelationsfunktion vorgestellt und disku-
tiert. Über die bereits diskutierte fehlende NT -Abhängigkeit der kritischen
Grenze des Korrelationskoeffizienten hinaus gibt es weitere wesentliche
Kritikpunkte:
1. In der vorgeschlagenen Form impliziert das Verfahren, dass spä-
ter mit äquidistanten Rührerpositionen gemessen wird, da nur ein
Versatzwinkel berechnet wird.
2. Das Verfahren so nur auf die Situation mit einem Modenrührer
anwendbar.
3. Obwohl die Frage der Korrelation von räumlichen Feldverteilungen
beantwortet werden soll, gehen nur Werte einer Position im Raum
ein.
111
3 Messverfahren nach IEC 61000-4-21
NT I, 0.0, 0.05 II, 0.0, 0.05 I, 0.0, 0.01 II, 0.0, 0.01
4 0.9 0.95 0.98 0.99
10 0.5494 0.6319 0.7156 0.7647
20 0.3784 0.4439 0.5156 0.5615
50 0.2354 0.2788 0.3283 0.3611
100 0.1656 0.1968 0.2326 0.2568
200 0.1169 0.1389 0.1648 0.182
300 0.0955 0.1137 0.1348 0.1488
360 0.0872 0.1038 0.123 0.1362
400 0.0827 0.0984 0.1168 0.1289
450 0.0779 0.0929 0.1097 0.1217
1000 0.0525 0.0625 0.0744 0.082
10000 0.018 0.0198 0.026 0.0283
50000 0.0092 0.0097 0.0121 0.0161
100000 0.009 0.0095 0.0098 0.0099
Tabelle 3.3: Kritische Werte ρ0 für den Autokorrelationskoeffizienten r bei
Verwendung der Nullhypothese nach Lundén und Bäckström für ver-
schiedene Populationsgrößen NT . Die Irrtumswahrscheinlichkeit beträgt
α = 0.05 bzw. α = 0.01. Die Kennzeichnungen »I« bzw. »II« beziehen sich
ein ein- bzw. zweiseitige Fragestellungen.
Alle drei Punkte sind unkritisch bei ausreichend hohen Frequenzen.
In diesem Fall kann davon ausgegangen werden, dass der Rührer einen
echten stochastischen Prozess generiert, so dass die Autokorrelationsfunktion
(nach Glättung) monoton fallend bis zum Winkel von 180° ist. In diesem
Fall hat man tatsächlich nur eine lokale Korrelation und die Verwendung
äquidistanter Rührerpositionen minimiert die gegenseitige Korrelation.
Ebenso erwartet man bei hohen Frequenzen, dass räumliche Statistik und
Rührerstatistik austauschbar sind. Die Bewertung des Rührers wäre somit
ausreichend. Mehrere Rührer werden bei ausreichend hohen Frequenzen
nicht benötigt, da bereits ein einziger Rührer genügend viele unabhängige
Feldverteilungen generiert.
Kritisch wird die Anwendung des Verfahrens im Bereich nahe der Lowest
Usable Frequency (LUF), also dort, wo es besonders darauf ankommt.
Eine Ausweg bietet eine erweiterte Betrachtung des Problems: Das bisher
beschriebene Verfahren sucht nur nach dem Winkelversatz, der erstmalig
zu einer ausreichend geringen Korrelation führt. Tatsächlich ist jedoch eine
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Abbildung 3.1: Kritische Werte ρ0 für den Autokorrelationskoeffizienten r
bei Verwendung der Nullhypothese nach Lundén und Bäckström für
verschiedene Populationsgrößen NT .
Menge C = {i} gesucht, so dass gilt
rij < ρ0 für alle i, j ∈ C wenn i 6= j. (3.22)
Hierzu ist zunächst die NT × NT Matrix aller rij-Werte, zu berechnen.
Da die Matrix symmetrisch ist und die Hauptdiagonale mit 1 besetzt ist
verbleiben NT (NT−1)2 unbekannte Werte. Die Bestimmung der (maximalen)
Anzahl von unabhängigen Rührerpositionen ist dann gleichbedeutend
mit der Suche nach der größten Menge C. Das Problem kann im Rahmen
der Graphentheorie behandelt werden. Der Graph wird hierbei von den
Kanten i − j gebildet, für die die Bedingung (3.22) erfüllt ist. Gesucht
ist dann die maximale Clique, wobei eine Clique eine Menge von Knoten
ist, die alle paarweise miteinander verbunden sind (Battiti und Protasi
2001). Das Suchproblem der maximalen Cliquen ist NP-vollständig, d. h.
es kann auf einer (gedachten) nicht-deterministischen Turingmaschine in
polynominell beschränkter Zeit gelöst werden. Für heutige Rechner sind
aber nur Algorithmen bekannt, die exponentiell wachsende Laufzeit haben.
In konkreten Fall reicht aber bereits das Auffinden einer Clique, deren
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NT I, 0.37, 0.05 II, 0.37, 0.05 I, 0.37, 0.01 II, 0.37, 0.01
4 −0.7458 (−0.8671) −0.9454 (−0.9724)
10 −0.1998 (−0.3178) −0.4482 (−0.5306)
20 0.0015 (−0.0771) −0.1687 (−0.2307)
50 0.1514 0.1057 0.0517 0.0143
100 0.2197 0.1888 0.1523 0.1271
200 0.2654 0.2443 0.2198 0.2024
300 0.2851 0.2683 0.2484 0.2344
360 0.2927 0.2773 0.2596 0.2467
400 0.2967 0.2822 0.2649 0.2532
450 0.3012 0.2873 0.2714 0.2606
1000 0.3237 0.3145 0.3039 0.2969
10000 0.3534 0.3512 0.3491 0.3444
50000 0.3609 0.3604 0.3601 0.36
100000 0.361 0.3605 0.3602 0.3601
Tabelle 3.4: Kritische Werte ρ0 für den Autokorrelationskoeffizienten r bei
Verwendung der Nullhypothese nach Krauthäuser et al., für verschiedene
PopulationsgrößenNT . Als Erwartungswert wurde hier ρ = 0.37 gewählt.
Die Irrtumswahrscheinlichkeit beträgt α = 0.05 bzw. α = 0.01. Die
Kennzeichnungen »I« bzw. »II« beziehen sich ein ein- bzw. zweiseitige
Fragestellungen.
Größe der maximalen Clique nahe kommt. Für die folgenden Analysen
wurde der Reactive-Local-Search-Algorithmus von Battiti und Protasi
verwendet (Battiti und Protasi 2001).
Die Abbildung 3.4 zeigt Ergebnisse der Suche nach maximalen Cliquen
für den Fall der großen Magdeburger Modenverwirbelungskammer. Dar-
gestellt sind die Resultate für drei Frequenzen. Die Frequenz 150 MHz ist
unterhalb der LUF, die bei etwa 200 MHz liegt. Die nächste dargestellte
Frequenz ist 250 MHz und liegt damit knapp oberhalb der LUF. Schließlich
sind noch die Ergebnisse bei 1000 MHz dargestellt, wo sich die Kammer
bereits klar im Operationsgebiet befindet. Für jede Teilgraphik wurden 100
Approximationen der maximalen Clique berechnet. Aus den gefundenen
Rührerpositionen wurde die Häufigkeitsverteilung der Winkelabstände
ermittelt und auf die für die gefundene Cliquengröße bei äquidistanter
Verteilung zu erwartenden Häufigkeiten normiert. Bei Vorliegen einer
äquidistanten Verteilung ergeben sich somit äquidistante Linien der Höhe
eins. Eine wichtige Zusatzinformation zur Interpretation der Resultate
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Abbildung 3.2: Kritische Werte ρ0 für den Autokorrelationskoeffizienten r bei
Verwendung der Nullhypothese nach Krauthäuser et al., für verschiedene
PopulationsgrößenNT . Als Erwartungswert wurde hier ρ = 0.37 gewählt.
ist, dass der eingesetzte Rührer eine dreieckige Grundstruktur hat. Bei
tiefen Frequenzen spielt die Irregularität der auf die Grundstruktur mon-
tierten Metallplatten keine große Rolle, so dass sich die Grundsymmetrie
der Struktur auswirken kann. Genau dies beobachtet man bei 150 MHz:
Die gefundene Cliquengröße beträgt 9, was einem mittleren Abstand von
360°/9 = 40° entspricht. Die aus der Symmetrie resultierenden Abstände
von 120° und 240° werden von äquidistanten Rührerpositionen also exakt
realisiert. Die gefundenen Cliquen meiden diese Abstände aber offen-
sichtlich. Weniger ausgeprägt – aber immer noch zu beobachten – ist diese
Eigenschaft bei 250 MHz. Auch hier sind die Häufigkeiten im Bereich der
Symmetriepunkte klar reduziert (die Cliquengröße beträgt hier bereits 31).
Im Gegensatz dazu realisieren die Cliquen bei 1000 MHz offensichtlich
immer äquidistante Abstände bei einer Cliquengröße von 90.
Bei der gerade beschriebenen Verbesserung des Autokorrelationsverfah-
rens bleibt der Kritikpunkt, dass nicht die Feldverteilung direkt getestet
wird. Auch dies wäre prinzipiell möglich. Hierzu würde man die Beträge
der Vektorkomponenten des E-Feldes an mehreren Positionen im Arbeits-
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Abbildung 3.3: Approximation der kritischen Werte für ρ = 0.37, α = 0.05
für einseitige- und zweiseitige Fragestellung durch eine einfache Funktion.
volumen der Kammer heranziehen und dann wieder nach der maximalen
Clique suchen. Die Stichprobengröße ist dann aber nicht die Anzahl der
genutzten Rührerpositionen sondern das Dreifache (drei Raumrichtun-
gen) der Anzahl der vermessenen Raumpunkte. Letztere kann aber nicht
beliebig groß gemacht werden, weil sonst (insbesondere bei tiefen Fre-
quenzen) die Felder an diesen Punkten nicht mehr statistisch unabhängig
sind (vergleiche Abschnitt 2.1.2.1.4). Typischerweise liegen Werte für acht
Positionen vor, so dass der Stichprobenumfang 24 ist. Dei zweiseitiger
Fragestellung, α = 0.05 und ρ = 0.37 ergibt sich eine kritische Grenze
nach Gleichung (3.21) eine kritische Grenze von
ρ0 ≈ −0.13, (3.23)
so dass |r| < ρ0 gar nicht mehr erfüllt werden kann. Die statistische Hypo-
thesenprüfung ist bei solch kleinen Stichproben blind.
Insgesamt erscheint es sinnvoll, an der Analyse der Autokorrelations-
funktion festzuhalten, diese jedoch im Bereich der LUF um eine Suche
nach der maximalen Clique zu erweitern.
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(b) f = 250 MHz,N = 31
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Abbildung 3.4: Relative Häufigkeiten der Winkelabstände in den schwach
korrelierten Cliquen.
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3.3 Gütebestimmung
3.3.1 Verfahren nach Norm
In der Norm IEC 61000-4-21 ist die Güte Q in der Form
〈 〈Q(ω)〉b Nt〉r Np = 16pi2VηRxηTxλ3
〈
〈Pr〉b Nt
〈Pt〉b Nt
〉
r Np
(3.24)
definiert (IEC61000-4-21 2003), wobei Pr die Leistung am Fußpunkt der
Referenzantenne, Pt die Eingangsleistung in die Sendeantenne ist.6 Die
Größen ηTx und ηRx sind die Antenneneffektivitäten von Sende- (Tx) und
Empfangsantenne (Rx). Nt bezeichnet die Anzahl der verwendeten Positio-
nen des Modenrührers und Np die Anzahl der Positionen der Empfangs-
antenne.
Die in dieser Formel implizit getätigten Annahmen werden offenbar,
wenn man die Herleitung betrachtet. Hierzu wird zunächst nur ein Punkt
im Arbeitsvolumen betrachtet, an dem die Empfangsantenne steht.
Die Güte ist per Definition
Q = ω
〈w〉r V
Pd
, (3.25)
so dass sich der Mittelwert zu
〈Q〉b Nt = ω
〈w〉r V
〈Pd〉b Nt
, (3.26)
ergibt.7
Die Verlustleistung Pd muss im stationären Zustand von außen nachge-
liefert werden. Ist Pt die Vorwärtsleistung am Fußpunkt der Sendeantenne,
so folgt
Pd = ηTx (1 − |S11,Tx|2)︸ ︷︷ ︸
ps,Tx
Pt, (3.27)
bzw.
〈Pd〉b Nt = 〈ηTxps,TxPt〉b Nt . (3.28)
6Die Eingangsleistung in die Kammer ist weder die Vorwärtsleistung noch die Nettoleistung. In
der Regel wird die Fehlanpassung der Sendeantenne vernachlässigt und die Vorwärtsleistung
benutzt.
7Die Energiedichte 〈w〉r ist bereits räumlich gemittelt, so dass die Gleichheit 〈 〈w〉r 〉b Nt =
〈w〉r vorausgesetzt werden kann
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Für den Erwartungswert der Empfangsleistung gilt
〈Pr〉eb Nt
Nt groß
= 〈Pr〉tb (3.29)
=
〈
ηRx (1 − |S22,Rx|2)︸ ︷︷ ︸
ps,Rx
ScAe
〉
b
(3.30)
= 〈ηRx〉b · 〈ps,Rx〉b · c · 〈w〉b ·
λ2
8pi
, (3.31)
so dass
〈w〉b
Nt groß
=
8pi · 〈Pr〉eb Nt
〈ηRx〉b · 〈ps,Rx〉b · c · λ2
= 〈w〉r (3.32)
folgt. Setzt man nun Gleichung (3.32) und Gleichung (3.28) in Gleichung (3.26)
ein, ergibt sich
〈Q〉eb Nt =
16pi2V 〈Pr〉eb Nt
〈ηRx〉b Nt 〈ηTx〉b Nt 〈ps,Rx〉b 〈ps,Tx〉b λ3 〈Pt〉
e
b Nt
. (3.33)
Mittelt man nun über Messungen an Np verschiedenen Positionen im
Raum folgt
〈 〈Q〉eb Nt〉er Np =
〈
16pi2V 〈Pr〉eb Nt
〈ηRx〉b Nt 〈ηTx〉b Nt 〈ps,Rx〉b 〈ps,Tx〉b λ3 〈Pt〉
e
b Nt
〉e
r Np
.
(3.34)
Die Gleichung (3.24) für die Güte nach IEC 61000-4-21 gilt als unter
folgenden Bedingungen:
1. Die Fehlanpassungen von Sende- und Empfangsantenne werden
vernachlässigt, d. h. ps,Tx = ps,Rx = 1 wird angenommen. Für die
Anwendung der Norm heißt das, dass (im Freiraum) gut angepasste
Antennen zu verwenden sind.
2. Es wird angenommen, dass die Antenneneffektivitäten der Sende-
und Empfangsantennen, ηTx und ηRx, nicht von der Rührerstellung
oder der Position im Raum abhängen.
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3.3.2 Bandbreitenreduziertes Zeitbereichsverfahren
Gleichung (3.24) ist durchaus geeignet, die Güte während einer IEC-
Kalibriermessung zu bestimmen. Soll jedoch nur die Güte bestimmt wer-
den, so ist das Verfahren relativ aufwendig und zeitintensiv. Hauptgrund
hierfür ist, dass in
〈Pr〉b Nt
〈Pt〉b Nt
die Mittelwertsbildung nicht mit der Division
vertauscht werden kann. Hierdurch scheidet eine schnelle Messung mittels
eines Netzwerkanalysators aus. In der Praxis werden in der Regel Leis-
tungsmesser eingesetzt, da üblicherweise nicht zwei Spektrumanalysatoren
oder Messempfänger zur Verfügung stehen. Wegen der vergleichsweise
geringen Dynamik der Leistungsmessköpfe ist der Frequenzbereich für
die Gütebestimmung in der Praxis somit meist auf den Frequenzbereich
beschränkt, für den Leistungsverstärker zur Verfügung stehen.
In der Folge wird nun ein alternatives Messverfahren für die Bestim-
mung der Güte beschrieben, dass diese Nachteile nicht aufweist (Kraut-
häuser und Nitsch 2002c, 2003; Krauthäuser 2007). Das Verfahren basiert
auf frühen Arbeiten von Corona et al. (Corona et al. 1980).
Im eingeschwungenen Zustand speichert der Hohlraumresonator eine
konstante Energie. Schaltet man nun die Erregung ab, so wird die Energie
über die Verlustmechanismen umgesetzt und die Energiedichte wird ex-
ponentiell abnehmen. Die Zeitkonstante dieser freien Energierelaxation τ
hängt mit der Güte über die Formel
Q = ω · τ = 2pi
d
(3.35)
zusammen, wobei d das sogenannte logarithmische Dekrement ist. Somit
kann die Gütebestimmung über eine Bestimmung der Zeitkonstante τ
erfolgen.
Corona et al. zeigen in (Corona et al. 1980), dass
d =
1
f · ∆t ln
(
E(t0)
E(t0 + ∆t)
)
(3.36)
gilt. Und somit folgt
d =
ln (10)
20 · f · ∆t∆EdB (3.37)
=
ln (10)
20 · f · ∆t∆PdB. (3.38)
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Kammer
Modenrührer
SendeantenneEmpfangsantenne
Signal-
generator
Spektrum-
analysator
Trigger
pulsmodulierter Sinus’zero span’-Modus
Abbildung 3.5: Messaufbau zur Bestimmung der Güte über die Messung der
freien Energierelaxation.
Für die mittlere Feldstärke nach einer Zeit τ gilt somit
〈E(t0 + τ)〉 = (1/√e) 〈E(t0)〉 (3.39)
〈EdBV/m(t0 + τ)〉 = 〈EdBV/m(t0)〉− 4.34dB. (3.40)
Aus Gleichung (3.38) und Gleichung (3.35) folgt sodann die Beziehung
Q =
20 · pi · f · ∆t
ln 10 · ∆PdB ≈ 27.29 ·
f · ∆t
∆PdB
. (3.41)
Die Messung der Güte reduziert sich bei diesem Verfahren somit auf
die Bestimmung die Leistungsreduzierung ∆PdB (in dB) am Fußpunkt
einer Messantenne im Arbeitsvolumen der Kammer und des zugehörigen
Zeitintervalls ∆t innerhalb des transienten Bereichs der freien Energierela-
xation. Es ist wichtig, den Bereich der freien Relaxation zu benutzen, d. h.
den Bereich des Abschwingens. Im Einschwingbereich gehört die Quelle
mit ihrem Innenwiderstand zum System, sodass sich eine Zeitkonstante
ergibt, die den Innenwiderstand enthält. Beim Ausschwingen ist die Quelle
abgetrennt und die Zeitkonstante entspricht der Systemzeitkonstante.
Der Messaufbau zur Gütebestimmung über die Vermessung der frei-
en Energierelaxation ist in Abbildung 3.5 dargestellt. Die Anregung der
Kammer erfolgt über die Sendeantenne. Das Signal kommt hierbei von
einem Signalgenerator mit integriertem Pulsgenerator und Pulsmodulator.
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Das Anregungssignal ist somit ein pulsmodulierter Sinus. Die Frequenz
des Sinus entspricht der Frequenz, bei der die Gütebestimmung vorge-
nommen werden soll. Die Ein- und Auszeiten des Pulsgenerators sind so
groß zu wählen, dass die Kammer sicher in den komplett eingeschwunge-
nen bzw. komplett ausgeschwungenen Zustand kommt. Die Wahl einer
Pulsperiode von 100 µs und eines Tastverhältnisses von 1:1 hat sich in der
Praxis bewährt. Das Signal der Empfangsantenne wird mit Hilfe eines
Spektrumanalysators erfasst. Die Mittenfrequenz des Spektrumanalysators
entspricht der Anregungsfrequenz und der Analysator wird im »zero-
span«-Modus betrieben. Bei dieser Betriebsart wird auf der Mittenfrequenz
das Hüllkurvensignal als Funktion der Zeit dargestellt. Hierbei wird das
Signal des Pulsgenerators als Trigger eingesetzt.
3.3.2.1 Anforderungen an die Messbandbreite
Bei der oben beschriebenen Messung werden nur Signale innerhalb der
eingestellten Auflösungsbandbreite (RBW) erfasst. Es handelt sich somit
um die Kombination einer frequenzselektiven Messung und einer Zeitbe-
reichsmessung. Wichtig ist, dass die Bandbreite groß genug ist, um die
Einhüllende nicht wesentlich zu verfälschen und andererseits klein genug
um eine möglichst hohe Messdynamik zu haben. Die Flankensteilheit
steht in unmittelbarem Zusammenhang mit der zur vermessenden Güte: je
kleiner die Güte, desto steiler die Flanke.
Die 90%-10% Abfallzeit T90,10 und die RBW müssen der Beziehung
T90,10 > 0.35/RBW genügen. Mit Gleichung (3.36) folgt daraus unmittelbar
d =
1
f · T90,10 ln
(
0.9E0
0.1E0
)
(3.42)
=
RBW
0.35f
ln(9) ≈ 6.28 · RBW
f
. (3.43)
Dies entspricht einem theoretischen unteren Limit für die minimale Güte,
Qmin,th =
pi
d
≈ f
2 · RBW . (3.44)
Für die praktische Anwendung sollte die Anfallzeit des Signals um einen
Faktor 3–5 größer als T90,10 sein. Hieraus folgt dann ein tatsächliches Q-
Limit, das um einen Faktor 3–5 größer ist:
Qmin,real = k ·Qmin,th, k zwischen 3 und 5 (3.45)
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Abbildung 3.6: Vergleich der für RBW = 10 MHz und k = 5 berechneten
Werte von Qmin mit tatsächlich für Modenverwirbelungskammern zu
erwartenden Gütewerten. Damit eine einfache Darstellung über f/f0 (f0:
niedrigste Resonanzfrequenz) möglich ist, wurden die theoretischen Kur-
ven für den Fall einer würfelförmigen Geometrie mit Kantenlänge a
berechnet. Die Symbole zeigen experimentelle Güten der großen Mag-
deburger Modenverwirbelungskammer für minimale (+) und maximale
Beladung (x).
Ein Wert von k = 5 ergibt eine hervorragende Übereinstimmung mit den
in (Krauthäuser und Nitsch 2003) präsentierten experimentellen Werten.
Die Frequenzabhängigkeit von Qmin,real hat Konsequenzen für den Ein-
satzbereich der Methode. Für hohe Frequenzen erwartet man einen Schnitt-
punkt mit der flacheren Güte, die sich aus den Wandverlusten ergibt (siehe
Gleichung (2.223)):
2.5 · f
RBW
=
3µ0V
2µmδsS
, δs =
√
2
ωµmσm
(3.46)
f =
9pi
25
(RBW)2µ20σmV
2
µmS2
(3.47)
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Für den Fall einer würfelförmigen MVK mit Kantenlänge a (V = a3,
S = 6a2) lässt sich die obere Frequenzgrenze auch einfach auf die erste
Resonanzfrequenz f0 = c/(a
√
2) beziehen:
f ′ =
f
f0
=
a
√
2
c
f =
9pi
√
2
25 · 36
(RBW)2µ20σma
3
cµm
(3.48)
Die obere Frequenzgrenze wächst also mit a3. Der kritische Fall tritt somit
bei kleinen Modenverwirbelungskammern ein. Bei einer Kantenlänge von
a = 1 m folgt für µm = µ0 und eine recht kleine Wandleitfähigkeit von
σm = 1 · 105 S/m eine obere relative Frequenzgrenze von f ′ ≈ 1860. Approxi-
miert man die LUF mit 4 · f0, so entspricht die obere Frequenzgrenze dem
465-fachen der LUF.
Zu tiefen Frequenzen hin erwartet man eine weitere Grenze der An-
wendbarkeit aufgrund der Antennenverluste (siehe Gleichung (2.227)):
2.5 · f
RBW
=
(2pif)3V
N 〈pm〉 pic3 (3.49)
f =
√
2.5
RBW
N 〈pm〉 c3
8pi2V
(3.50)
Für den Fall der würfelförmigen MVK mit Kantenlänge a ergibt sich dann
für die relative Frequenz
f ′ =
√
5
RBW
N 〈pm〉 c
8pi2a
. (3.51)
Der kritischste Fall ist somit wiederum der Fall einer kleinen MVK. Für
a = 1 m, N = 2, 〈pm〉 = 0.5 und RBW = 10 MHz ergibt sich f ′ ≈ 1.4, was
immer noch deutlich unter der zu erwartenden LUF liegt.
Die Ergebnisse sind in der Abbildung 3.6 dargestellt. Dort sind zusätz-
lich noch die experimentellen Gütewerte der großen Magdeburger Mo-
denverwirbelungskammer für den Fall der maximalen und der minimalen
Beladung eingezeichnet.
3.4 Grundkalibrierung
Die IEC-Norm 61000-4-21 sieht eine Grundkalibrierung der Kammer vor.
Ziel dieser Grundkalibrierung ist es sicherzustellen, dass eine ausreichend
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geringe Feldinhomogenität im Arbeitsvolumen gewährleistet ist. Nachzu-
weisen ist hierbei die Einhaltung des Inhomogenitätsgrenzwertes sowohl
für die leere als auch für die maximal beladene Kammer. Die Beladung der
Kammer soll hierbei die Beladung durch ein EUT simulieren und wird
in der Regel durch das Einbringen von Absorbern ins Arbeitsvolumen
erreicht. Der Begriff »maximale Beladung« bezieht sich auf die spätere
Beladung während einer EUT-Messung: Im Rahmen der EUT-Kalibrierung
(Abschnitt 3.5) ist nachzuprüfen, dass die Beladung der Kammer durch
das EUT die maximale Beladung nicht übersteigt. Nur in diesem Fall kann
eine normgerechte Messung am EUT durchgeführt werden.
Die Grundkalibrierung beginnt mit einer Schätzung der Startfrequenz fs.
Diese Schätzung basiert in der Regel auf einer vorhergehenden Analyse des
Modenrührers (vergleiche Abschnitt 3.2). Bewährt hat sich die auch in der
Norm empfohlene Grenze von 50 unabhängigen Randbedingungen, die
der Modenrührer hervorzubringen in der Lage sein muss. Die Richtigkeit
der Annahme von fs als Startfrequenz ist am Ende der Grundkalibrierung
durch Vergleich mit dem Homogenitätskriterium zu validieren. Im Falle
der Falsifikation muss die Kalibrierung mit einem angepasstem Wert für
fs erneut durchgeführt werden.
Basierend auf der Wahl von fs wird der Frequenzbereich unterteilt und
in den Intervallen mit unterschiedlichen Schrittweiten und Anzahlen von
Rührerpositionen (12–50) gemessen. Aufgezeichnet werden hierbei für alle
Frequenzen und alle Rührerpositionen
• Hin- und rücklaufende Leistung bezogen auf den Port der Sendean-
tenne,
• Empfangsleistung am Port der Referenzantenne
• und x, y, und z-Komponente des elektrischen Feldstärkebetrags.
Die Messung der Feldstärke erfolgt hierbei an den 8 Ecken des Arbeitsvo-
lumen; die Empfangsleistung der Referenzantenne wird an 8 Positionen
im Arbeitsvolumen bei unterschiedlichen und Ausrichtungen bestimmt.8
Aus den Messungen werden bestimmt
1. Für jeden Ort:
8Die Norm erlaubt eine Reduktion der Anzahl der Messpositionen auf drei oberhalb von 10fs.
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Die mittlere Eingangsleistung PInput: linearer Mittelwert der Eingangs-
leistung (in der Regel die Vorwärtsleistung) über die NT (statis-
tisch unabhängigen) Rührerpositionen,
PInput = 〈Pt〉eb Nt (3.52)
Die mittlere Empfangsleistung PAveRec:
PAveRec = 〈Pr〉eb Nt (3.53)
Die maximale Empfangsleistung PMaxRec:
PMaxRec = dPreeb Nt (3.54)
Die maximalen x,y,z-E-Komponenten EMax,x,y,z:
EMax,x = dExeeb Nt (3.55)
EMax,y = dEyeeb Nt (3.56)
EMax,z = dEzeeb Nt (3.57)
Die normalisierte Feldstärken
↔
Ex,y,z:
↔
Ex =
EMax,x√
PInput
=
dExeeb Nt√
〈Pt〉eb Nt
(3.58)
↔
Ey =
EMax,y√
PInput
=
dEyeeb Nt√
〈Pt〉eb Nt
(3.59)
↔
Ez =
EMax,z√
PInput
=
dEzeeb Nt√
〈Pt〉eb Nt
(3.60)
2. Aus diesen (jeweils acht) Werten:
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Die mittleren normierten Feldstärken
〈↔
Ex,y,z
〉
:
〈↔
Ex
〉
=
∑8
i=1
↔
Ex,i
8
=
〈
dExeeb Nt√
〈Pt〉eb Nt
〉e
r 8
(3.61)
〈↔
Ey
〉
=
∑8
i=1
↔
Ey,i
8
=
〈
dEyeeb Nt√
〈Pt〉eb Nt
〉e
r 8
(3.62)
〈↔
Ez
〉
=
∑8
i=1
↔
Ez,i
8
=
〈
dEzeeb Nt√
〈Pt〉eb Nt
〉e
r 8
(3.63)
〈↔
E
〉
24
=
∑
r=x,y,z
∑8
i=1
↔
Er,i
24
=
〈∑
r=x,y,z dEreeb Nt√
〈Pt〉eb Nt
〉e
r 24
(3.64)
Die räumlichen Standardabweichungen σx,y,z:
σx =
√√√√∑8i=1 (↔Ex,i − 〈↔Ex〉)2
8 − 1
(3.65)
σy =
√√√√∑8i=1 (↔Ey,i − 〈↔Ey〉)2
8 − 1
(3.66)
σz =
√√√√∑8i=1 (↔Ez,i − 〈↔Ez〉)2
8 − 1
(3.67)
σ24 =
√√√√∑r=x,y,z∑8i=1 (↔Er,i − 〈↔E〉24)2
24 − 1
(3.68)
Den Antennenkalibrierfaktor (ACF):
ACF =
〈
PAveRec
PInput
〉e
r 8
(3.69)
Die Kammereinfügedämpfung (IL):
IL =
〈
PMaxRec
PInput
〉e
r 8
(3.70)
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Die Kalibrierprozedur ist in gleicher Weise für die leere und die maximal
Beladene Kammer durchzuführen. Das Maß der Beladung (Loading) wird
über das Verhältnis der Antennen Kalibrierfaktoren definiert und sollte
größer als 16 (12 dB) sein:
Loading =
ACFleer
ACFbeladen
(3.71)
Die Kalibrierung gilt als erfolgreich, wenn alle Standardabweichungen
(einzelne Komponenten, gesamter Datensatz, leer und beladen) kleiner als
3 dB sind. Für tiefe Frequenzen wird diese Grenze gelockert: unterhalb von
100 MHz sind 4 dB erlaubt und zwischen 100 MHz und 400 MHz fällt die
Grenze linear auf den Wert von 3 dB.9 Des weiteren dürfen bei maximal
drei Frequenzen pro Oktave Grenzüberschreitungen um maximal 1 dB
auftreten.
3.5 EUT-Kalibrierung
Vor der eigentlichen EUT-Messung wird eine Kurzkalibrierung durch-
geführt, bei der sich das EUT bereits im Arbeitsvolumen befindet. Der
Messablauf entspricht der Durchführung der Grundkalibrierung, wobei al-
lerdings auf Sondenmessungen ganz verzichtet werden kann. Die Position
der Referenzantenne darf variiert werden, muss es aber nicht, d. h. in der
Regel wird die EUT-Kalibrierung mit nur einer Position der Referenzan-
tenne durchgeführt. Aus den Messwerten wird der Kammerkalibrierfaktor
(CCF) bestimmt. Er entspricht dem Antennenkalibrierfaktor (ACF) der
Grundkalibrierung, d. h.
CCF =
〈
PAveRec
PInput
〉e
r 1−8
. (3.72)
Aus dem ACF und dem Kammerkalibrierfaktor (CCF) bestimmt man
den Kammerbeladungsfaktor CLF gemäß
CLF =
CCF
ACF
. (3.73)
9Die Aufweichung der Grenze zu tiefen Frequenzen hin ist historisch begründet. Zur Zeit der
Entwicklung der Norm existierte bereits eine Reihe von relativ großen Kammern, die das
3 dB Kriterium bei tiefen Frequenzen nicht einhalten. Die Diskussion über eine einheitliche
Grenze ist im Zuge der Überarbeitung der IEC 61000-4-21 erneut aufgeflammt, so dass eine
zukünftige Änderung der Grenze nicht auszuschließen ist.
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Die Beladung durch das EUT muss kleiner als die maximale Beladung,
für die das Homogenitätskriterium überprüft wurde, sein. Es muss daher
CLF 6 Loading (3.74)
erfüllt sein.
Aus dem CCF ergibt sich die Güte Q der Kammer bei Anwesenheit des
EUT zu10
Q =
16pi2V
ηTxηRxλ3
CCF. (3.75)
3.6 Störfestigkeitsmessung
Die Festlegung der Testfeldstärke ETest für Störfestigkeitsmessungen er-
folgt über den räumlichen Mittelwert des Maximalwertes bezüglich der
Rührerpositionen normierten kartesischen Feldkomponenten
〈↔
E
〉
24
aus
Gleichung (3.64). Ist PInput die mittlere während des Tests zugeführte Leis-
tung ergibt sich die Verhältnisrelation
ETest
CCF
=
〈↔
E
〉
24
ACF
·
√
PInput, (3.76)
bzw.
PInput =
 ETest〈↔
E
〉
24
· √CCF
2 (3.77)
3.7 Störemissionsmessung
In diesem Abschnitt werden Methoden zur Messung der Emission eines
EUT diskutiert. Im Gegensatz zu Freifeldern und Absorberhallen wird
in der MVK die gesamte abgestrahlte Leistung und nicht die Feldstärke
in einem bestimmten Anstand gemessen. Die Frage der Korrelierbarkeit
dieser beiden Größen ist noch nicht abschließend beantwortet; Material
hierzu findet sich beispielsweise in (Holloway et al. 2003c; Koepke et al.
2000; Wilson et al. 2001, 2002b, 2004).
10In gleicher Weise berechnen sich die Güten von leerer und maximal Beladener Kammer aus
den Antennenkalibrierfaktoren ACF.
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Hier wird es zunächst darum gehen, wie die total abgestrahlte Leis-
tung bestimmt werden kann. Hierzu wird zunächst die Methodik der
IEC 61000-4-21 vorgestellt (die in ihrer jetzigen Fassung (2003) auch eine
Korrelationsformel angibt), bevor eine hierzu alternative Methode einge-
führt wird.
Die gemeinsame Basis der weiteren Erörterungen ist die Gleichung (2.146)
aus dem Abschnitt 2.5.1, die aus Gründen der Übersicht hier noch einmal
dargestellt wird:
〈Pt〉 = 16pi
2V
ηr(1 − |S22|2)λ3 〈Q〉 〈Pr〉 (allgemein) (3.78)
〈Pt〉 = 16pi
2V
ηrλ3 〈Q〉 〈Pr〉 (angepasst) (3.79)
3.7.1 Methode nach IEC 61000-4-21
IEC 61000-4-21 beschreibt normativ zwei alternative Methoden zur Bestim-
mung der total abgestrahlten Leistung Prad eines EUT:11
• Basierend auf der Messung der mittleren Empfangsleistung PAveRec
und dem CCF
Prad =
ηT · PAveRec
CCF
. (3.80)
Der CCF ist definiert als
CCF =
〈
PAveRec
Pinput
〉
Antennen Positionen. (3.81)
Der CCF wird während der EUT-Kalibrierung bestimmt. Bei dieser
Messung befindet sich das EUT im ausgeschalteten Zustand in der
Kammer. Die Kammer wird angeregt mit einem Dauerstrichsignal
der mittleren Leistung (bezüglicher der Variation der Randbedingun-
gen) Pinput und die mittlere Leistung am Fußpunkt der Empfangsan-
tenne PAveRec wird bestimmt. Die Bezeichnung 〈·〉Antennen Positionen steht
für eine mögliche, aber nicht normativ vorgeschriebene, Mittelung
bezüglich mehrerer Positionen der Empfangsantenne im Raum.
11Im Folgenden wird wieder die Notation des IEC-Standards benutzt.
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• Basierend auf der Messung der maximalen Empfangsleistung
Prad =
ηT · PMaxRec
CLF · IL . (3.82)
Hierbei ist PMaxRec die maximale Empfangsleistung bezüglich der Ver-
änderung der Randbedingungen und der Kammerbeladungsfaktor
(CLF) ist ein Faktor, sich aus der Kombination der EUT-Kalibrierung
und der Grundkalibrierung ergibt. Die Definition der CLF ist
CLF =
CCF
ACF
, (3.83)
wobei der ACF analog zum CCF definiert ist, sich aber auf die Er-
gebnisse der Grundkalibrierung der leeren Kammer bezieht. Die
Kammereinfügedämpfung (IL) folgt ebenfalls aus der Grundkalibrie-
rung der leeren Kammer und ist gegeben durch
IL =
〈
PMaxRec
Pinput
〉
Antennen Positionen. (3.84)
Während der Grundkalibrierung werden acht verschiedene Anten-
nenpositionen verwendet.
Prinzipiell sollte die Methode basierend auf PAveRec bevorzugt werden, da
sie auf Grund der Verwendung des Mittelwertes eine geringere Unsicher-
heit aufweist. Darüber hinaus geht hier nur die EUT-Kalibrierung und
nicht die Grundkalibrierung ein.
Bemerkenswerterweise gehen charakteristische Eigenschaften der Emp-
fangsantenne wie Polarisation, Effektivität und Fehlanpassung nicht in das
Ergebnis der Messung ein. Deutlich wird dies, wenn die Gleichung (3.80)
zu
Prad,EUT
PAveRec,EUT
=
ηTPinput,EUTCal
PAveRec,EUTCal
(3.85)
umgeschrieben wird (für eine Antennenposition). Die Größe ηTPinput,EUTCal
ist die abgestrahlte Leistung während der EUT-Kalibrierung falls Pinput,EUTCal
die der Sendeantenne zur Verfügung gestellte Leistung ist. Die Ermitt-
lung von Pinput,EUTCal ist aber durchaus problematisch, da sie weder der
Vorwärtsleistung (wegen der Fehlanpassung) noch der Nettoleistung ent-
spricht. Letzteres folgt aus der Tatsache, dass die Sendeantenne ebenfalls
als Empfangsantenne wirkt und die empfangene Leistung in die in die
Nettoleistung mit eingeht (Ladbury et al. 1999). In der Regel ist (für aus-
reichend hohe Frequenzen) die Anpassung der Sendeantenne gut genug,
so dass die Vorwärtsleistung benutzt werden kann.
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3.7.2 Alternative Methode
Im Gegensatz zur oben beschriebenen IEC-Methode wird nun eine Vor-
gehensweise zur Analyse von Gleichung (2.146) vorgestellt, die mit einer
einzigen Messung auskommt (Krauthäuser 2007). Das bedeutet, dass 〈Pr〉
und 〈Q〉 gleichzeitig gemessen werden müssen. Das Verfahren basiert auf
dem bandbreitenreduzierten Zeitbereichsmessverfahren zu Bestimmung
der Güte aus Abschnitt 3.3.2 (Krauthäuser und Nitsch 2002c, 2003).
3.7.2.1 Simultane Messung von Güte und Empfangsleistung
Bei der Gütebestimmung nach Abschnitt 3.3.2 kann der zeitliche Signalver-
lauf in vier Bereiche eingeteilt werden.
»Ein,T«: Unmittelbar nach den Einschalten der Leistung am Signalgenera-
tor ist das Feld in der Kammer transient. Der Pegel der Hüllkurve
wächst (im Mittel) vom Rauschpegel auf seinen stationären Wert.
»Ein,S«: Liegt das Signal des Signalgenerators bereits lange genug an,
befindet sich die Kammer im eingeschwungenen Zustand (stationär).
Der Pegel der Hüllkurve ist konstant.
»Aus,T«: Nach dem Abschalten der Leistung relaxieren die Felder. Das Feld
ist transient. Die Hüllkurve fällt (im Mittel) von ihrem stationären
Wert auf den Rauschpegel.
»Aus,S«: Ist die Leistung des Signalgenerators bereits lange abgeschaltet, so
stellt sich wieder ein stationärer Zustand ein. Das Hüllkurvensignal
entspricht dem Rauschpegel.
Die Leistung an der Empfangsantenne im Zustand »Ein,S« kann immer
so eingestellt werden, dass sie wesentlich größer als die vom EUT abge-
strahlte Leistung ist. Daher kann das bandbreitenreduzierte Zeitbereichs-
messverfahren zur Bestimmung der Güte ohne Veränderung eingesetzt
werden, auch wenn das eingeschaltete EUT in der Kammer präsent ist. Ab-
bildung 3.7 zeigt, dass weder der Hüllkurvenpegel im Zustand »Ein,S«
noch die Transiente der freien Energierelaxation (»Aus,T«) durch die Ab-
strahlung des EUT beeinflusst wird. Alle Parameter zur Auswertung von
Gleichung (2.146) (∆t und ∆Pr zur Gütebestimmung sowie 〈Pr〉) können
somit aus einer einzigen Aufnahme des zeitlichen Hüllkurvenverlaufs ge-
wonnen werden. Die Werte ∆t und ∆Pr werden hierzu aus dem Bereich
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Abbildung 3.7: Gemittelte zeitliche Hüllkurvenverläufe mit dem eingeschwun-
genen Zustand »Ein,S«, dem Bereich der freien Energierelaxation »Aus,T«
und dem eingeschwungenen Zustand ohne äußere Anregung »Aus,S«.
Rechts erkennt man die Pegelanhebung auf Grund der EUT-Abstrahlung.
In den anderen Bereichen werden die Pegel durch die Abstrahlung nicht
wesentlich beeinflusst.
der freien Energierelaxation extrahiert (»Aus,T«) und 〈Pr〉 ist der Pegel im
Bereich »Aus,S«. Genaugenommen stimmt dies jedoch nur für den Fall,
dass auch das EUT-Signal mit größerer Auflösungsbandbreite gemessen
werden kann (z. B. bei weit separierten nadelförmigen Spektrallinien). Im
Allgemeinen wird jedoch für die EUT-Messung eine bestimmte Kombinati-
on von Detektor- und Auflösungsbandbreiteneinstellung vorgegeben sein.
Dies stellt jedoch kein prinzipielle Problem dar, da modere Spektrumana-
lysatoren mehrere Messungen mit unterschiedlichen Messeinstellungen
zeitversetzt durchführen können. Ein Beispiel ist in Abbildung 3.8 darge-
stellt. Die Erhöhung der Messzeit ist hierbei praktisch unerheblich, weil
die Zeit für eine Kurve im Millisekundenbereich liegt.
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Abbildung 3.8: Quasi simultane Messung zweier Verläufe mit unterschied-
lichen Einstellungen der Messparameter. Der obere Verlauf dient der
Bestimmung der Güte (Spitzenwertdetektor, 10 MHz RBW). Aus dem unte-
ren Verlauf wird die Abstrahlung des EUT bestimmt (Mittelwertsdetektor,
120 kHz RBW).
Die Kombination von Gleichung (2.146) und Gleichung (3.41) liefert
〈Pt〉 = 4piV ln(10)f
2∆PdB
ηr5c3∆t
〈Pr〉 . (3.86)
In »dB«-Einheiten ausgedrückt ergibt dies12
〈Pt〉 |dBm =− 10 log(ηr) + 10 log (V |m3)
− 10 log (∆t|µs)
+ 20 log (f|MHz) − 66.68
+ 10 log (∆PdB) + 〈Pr〉 |dBm.
(3.87)
12Der Ausdruck +10 log (∆PdB) kann leicht zu Anwendungsfehlern führen. Hier ist tatsächlich
das Zehnfache des Logarithmus der bereits dB-skalierten Größe zu berechnen.
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Abbildung 3.9: Rauschpegel für zwei unterschiedliche Auflösungsbandbrei-
ten.
Für eine gegebene MVK ist −10 log(ηr) + 10 log (V |m3) − 66.68 eine Kam-
merspezifische Konstante.
3.7.2.1.1 Sensitivität Die Sensitivität der neuen Messmethode kann durch
Anwendung der Methode auf den Fall, dass kein EUT vorhanden ist, er-
mittelt werden. Ergebnisse solcher Messungen sind in der Abbildung 3.9
für Auflösungsbandbreiten von 100 kHz und 1 MHz bei Verwendung einer
internen Abschwächung des Spektrumanalysators von 10 dB dargestellt.
Maßgeblich für die Sensitivität der Methode ist neben der Auflösungsband-
breite natürlich auch das verwendete Gerät. Die gezeigten Resultate sind
daher nicht methodenspezifisch. Die Kenntnis der Sensitivität wird aber
wichtig im Zusammenhang mit den in der Folge dargestellten experimen-
tellen Ergebnissen.
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Abbildung 3.10: Der Rauschgenerator »CNEIII« mit 100 mm Monopolantenne.
3.7.2.2 Vergleich mit den IEC Methoden
Zur Evaluation der neuen Messmethode wurden zwei Referenzstrahlungs-
quellen herangezogen. Die erste Quelle ist ein batteriegespeister Rauschge-
nerator »CNEIII« von »York Electromagnetics« mit einer 100 mm langen
Monopolantenne. Die Antenne ist für den Frequenzbereich bis 1 GHz spe-
zifiziert. Abbildung 3.10 zeigt die Einheit von Generator und Antenne.
Das zweite Gerät ist ein ebenfalls batteriegespeister Kammgenerator
»RSG2000« von »Schaffner«. Der Ausgangspegel dieses Generators wur-
de durch einen externen Abschwächer um 20 dB reduziert. Als Antenne
kommt hier dieselbe Monopolantenne wie im ersten Fall zum Einsatz. Der
Kammgenerator »RSG2000« ist in Abbildung 3.11 dargestellt.
Für beide Geräte wurden drei Messungen durchgeführt:
1. Messung des Generatorausgangspegels. Im Falle des »CNEIII« er-
folgte die Messung mit den Mittelwertsdetektor; beim »RSG2000«
kam der Spitzenwertdetektor zum Einsatz. In beiden Fällen betrug
die Auflösungsbandbreite 100 kHz.
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Abbildung 3.11: Kammgenerator »RSG2000« mit Abschwächer und aufgesetz-
ter Monopolantenne.
2. Eine Messung der Abstrahlung nach IEC 61000-4-21 wurde durchge-
führt (EUT-Kalibrierung und EUT-Messung). Die gesamt abgestrahl-
ten Leistungen basierend auf dem CCF und dem Kammerbeladungs-
faktor (CLF) nach Gleichung (3.80) und Gleichung (3.82) wurden
bestimmt.
3. Bestimmung der total abgestrahlten Leistung mit der neuen Me-
thode. Hierbei wurden zwei Hüllkurven parallel vermessen. Die
Bestimmung der Güte aus der freien Energierelaxation erfolgt mit
maximaler Bandbreite (10 MHz) und Spitzenwertdetektor. Zur Be-
stimmung des EUT-Pegels im Zustand »Aus,S« fanden die gleichen
Messparameter wie bei den IEC-Messungen Anwendung.
Alle dargestellten Messungen sind in der großen Magdeburger Moden-
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Abbildung 3.12: Ausgangspegel des Generators und total abgestrahlte Leistun-
gen gemäß den verschiedenen Methoden für die Rauschquelle »CNEIII«.
verwirbelungskammer durchgeführt worden (LUF=200 MHz).
3.7.2.2.1 Rauschstrahlungsquelle »CNEIII« Der Rauschgenerator »CNEIII«
produziert eine Pseudorauschsignal mit Frequenzen bis 2 GHz. Zum Ver-
gleich der IEC-Methoden mit der neuen Methode wurde die gesamte
abgestrahlte Leistung im Frequenzbereich zwischen 200 MHz und 1 GHz
bestimmt. Die Frequenzschrittweite betrug ‘20 MHz.
Die Ergebnisse der Messungen sind in Abbildung 3.12 dargestellt. Ver-
gleicht man die Resultate ergibt sich eine sehr gute Übereinstimmung für
Frequenzen unterhalb von 500 MHz und oberhalb von 900 MHz. Dazwi-
schen zeigen sich Abweichungen von bis zu 5 dB.
3.7.2.2.2 Kammgenerator »RSG2000« Der Kammgenerator »RSG2000«
erzeugt ein Linienspektrum mit 100 MHz Linienabstand im Frequenzbe-
reich bis 18 GHz. Durch die Limitierungen von Kammer (LUF) und Mono-
polantenne wurde auch hier nur der Frequenzbereich zwischen 200 MHz
und 1 GHz untersucht. In diesem Frequenzintervall liegen neun Linien.
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Abbildung 3.13: Ausgangspegel des Generators und total abgestrahlte Leis-
tungen gemäß den verschiedenen Methoden für den Kammgenerator
»RSG2000«.
Die Resultate der Messungen sind in Abbildung 3.13 wiedergegeben.
Sowohl für die IEC-Methoden als auch für die neue Methode wurden
hier zwei Einzelmessungen durchgeführt um die Reproduzierbarkeit zu
testen. Im Falle der neuen Methode wurde auch eine Messung im »mode-
stirred«-Betrieb der Kammer durchgeführt, bei der die Mittelung der
Messkurven direkt im Analysator erfolgte. Die Auswertung erfolgte dann
manuell durch einsetzen von Marker-Werten in Gleichung (3.87). Die
andere Messung mit der neuen Methode erfolgte im »mode-tuned«-Betrieb
der Kammer mit unterschiedlichen Messeinstellungen für die Bestimmung
von 〈Q〉 und von 〈Pr〉.
Der intramethodische Vergleich zeigt eine gute Übereinstimmung. Im
Falle der neuen Methode ergeben sich Unterschiede bis 2.5 dB. Eine Haupt-
ursache dieser Abweichungen ist sicher die unterschiedliche Betriebsart
der Kammer (»stirred« vs. »tuned«). Im Falle des Kammgenerators ist der
Einfluss der Messbandbreite vernachlässigbar. Die Unterschiede der beiden
IEC-Methoden betragen ebenfalls maximal 2.5 dB.
Auch ein intermethodischer Vergleich ergibt ähnliche Resultate. Ledig-
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lich bei zwei Frequenzen ergeben sich bemerkenswerte Unterschiede: bei
300 MHz liegen die IEC-Ergebnisse über dem Generatorausgangspegel
und bei 800 MHz ist der Messwert für den Fall der manuellen Messung
mit der neuen Methode um mehr als 2.5 dB größer als die anderen Werte.
Die Ausgangsleistung des Generators stellt die obere Grenze für die
möglichen Werte der gesamt abgestrahlten Leistung dar. Festzustellen ist
jedoch, dass diese Grenze in den IEC-Messungen im Bereich von 300 MHz
leicht überschritten wird. Da nur bei Auswertung über den Kammerbela-
dungsfaktor (CLF) Information der Grundkalibrierung eingeht, der Effekt
aber bei beiden Auswertungen auftritt, kann die Ursache nur im Bereich
der EUT-Kalibrierung bzw. der EUT-Messung liegen. Die genaue Ursache
ist zurzeit noch offen.
3.7.2.2.3 Abhängigkeit von der Position Die Anregung der MVK mit ei-
ner bestimmten Leistung wird immer zu räumlich inhomogenen Werten für
die Erwartungswerte der elektrischen Größen (Feldstärke, Energiedichte,
skalare Leistungsdichte, etc.) führen. Die Streuung der Werte hängt hierbei
von der Anzahl der unabhängigen Randbedingungen ab; mehr unabhängi-
ge Randbedingungen führen zu einer größeren räumlichen Homogenität.
Somit existiert immer eine positionsabhängige Kopplung zwischen einer
Sende- und einer Empfangsantenne in der Kammer. Die räumliche Inho-
mogenität ist somit eine intrinsische Begrenzung für die Genauigkeit sowohl
von Störfestigkeits- als auch von Emissionsmessungen. Die Variationen
aufgrund der räumlichen Inhomogenität treten daher unabhängig von der
konkret gewählten Messmethode auf. Unterschiede in der Streuung bei
verschiedenen Methoden sind daher nur dann zu erwarten, wenn diese
nicht durch Inhomogenität, sondern durch andere, methodenspezifische
Faktoren nach unten limitiert ist.
Zur Untersuchung des methodischen Einfluss auf die Streuung wurden
Messungen an fünf verschiedenen Positionen mit je drei unterschiedlichen
EUT-Orientierungen durchgeführt. Zu Anwendung kamen wieder die
beiden IEC-Methoden und die neue Methode. Die Ergebnisse (relativ zum
Mittelwert der 15 Messungen) sind in den Abbildungen 3.14(a)–3.14(c)
dargestellt.
Wie erwartet liegen alle Methoden im gleichen Variationsbereich. Die
Standardabweichungen betragen etwa ±1.5 dB bis ±2 dB und die maxima-
len Abweichungen sind typischerweise kleiner als ±3 dB. Für alle Metho-
den ist der Betrag der minimalen Abweichung signifikant größer (6 dB bis
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Abbildung 3.14: Abweichungen von der mittleren total abgestrahlten Leistung.
Die Messungen wurden an 5 räumlichen EUT-Positionen und mit drei
orthogonalen EUT-Orientierungen durchgeführt. Die vier Linien zeigen
die Standardabweichung (± sigma) sowie das Minimum (min) und das
Maximum (max).
8 dB) im Bereich kleiner Frequenzen (in der Nähe der LUF).
3.7.2.2.4 Abhängigkeit von der Beladung Die beiden verwendeten Gene-
ratoren sind klein und bewirken keine signifikante Beladung der Kammer.
Zur Untersuchung des Einflusses einer höheren Beladung wurden weitere
Messungen mit dem »RSG2000« Kammgenerator durchgeführt, bei denen
zusätzliche Absorber in der Kammer waren. Für den Fall von vier zusätzli-
chen Absorberblöcken ist die Konfiguration in Abbildung 3.15 dargestellt.
Die Gütefaktoren der Kammer bei den unterschiedlichen Beladungen erge-
ben sich aus Abbildung 3.16.
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Abbildung 3.15: Kammgenerator »RSG2000« mit vier zusätzlichen Absorber-
blöcken. Im Falle der Beladung mit zwei Blöcken fehlten die Absorber auf
dem Boden.
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Abbildung 3.16: GütefaktorenQ der Kammer für unterschiedliche Beladungs-
zustände.
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Abbildung 3.17: Verhältnis der abgestrahlten Leistungen der referenzierten
Methoden für drei EUT-Beladungen.
Die Abweichungen zwischen der IEC-CCF-Methode und der neuen Me-
thode sind kleiner als 3 dB (3.17(a)). Im Falle der IEC-CLF-Methode ergeben
sich deutlich größere Abweichungen bis zu 5 dB (3.17(b)). Zur Wertung
dieser größeren Abweichungen betrachtet man die Abweichung der beiden
IEC-Methoden untereinander. 3.17(c) zeigt, dass diese im gleichen Bereich
liegen. Die beobachteten Abweichungen sind somit auf die größeren Un-
genauigkeiten der IEC-CLF-Methode zurückzuführen. Diese sind darin
begründet, dass hier der (statistisch unsicherere) Maximalwert anstelle des
Mittelwertes eingeht und zusätzlich Information aus der (lange zurücklie-
genden) Grundkalibrierung verwendet wird. Die Übereinstimmung mit
der »besseren« IEC-Methode (CCF) ist gut.
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4 Korrelation mit Freiraum, Halbraum und TEM-Wellenleiter
4.1 Emission
Wilson et al. fassen in (Wilson et al. 2004) den Erkenntnisstand be-
züglich der Umrechenbarkeit von Emissionsmessungen zusammen. Aus-
gangspunkt ist hierbei die Betrachtung eines einfachen (elektrischen oder
magnetischen) Dipols. Für einen beliebigen Strahler definiert man im Fern-
feld die Direktivität D(θ,φ) als die in Richtung (θ,φ) pro Raumwinkel Ω
(dΩ = sin θdθdφ) abgestrahlte Leistungsdichte Φ(θ,φ) normiert auf die
mittlere abgestrahlte Leistung PT/4pi,
D(θ,φ) =
Φ(θ,φ)
PT/4pi
, (4.1)
wobei PT die gesamte abgestrahlte Leistung ist.1 Die maximalen Direk-
tivität Dmax ist die Direktivität in Hauptabstrahlrichtung. Für elektrisch
kurze Dipole gilt Dmax = 3/2 = 1.76 dBi = 0 dBd. Für die Kombination
eines elektrischen und einen magnetischen Dipols ergibt sich Dmax = 3 =
4.77 dBi = 3 dBd.
4.1.1 Dipol im Freiraum
Betrachtet wird ein kurzer elektrischer Dipol im idealen Freiraum. Die
Dipollänge sei d` und der Spitzenstrom sei I0. Der Dipol befindet sich
im Ursprung des Koordinatensystems und sei entlang der z-Richtung
ausgerichtet. Im Fernfeld existiert nur eine θ-Komponente des elektrischen
Feldes Eθ und eine ϕ-Komponente des magnetischen Feldes Hϕ und es
gilt im Abstand r
Eθ =
j2pifµI0d`
4pir
sin θ exp(−jkr) (4.2)
Hϕ =
j2pifI0d`
4pir · c sin θ exp(−jkr). (4.3)
1Der Antennengewinn G ist analog definiert, wird allerdings auf die der Antenne zugeführte
Leistung normiert. Es gilt somit G = η ·D, wobei η die Antenneneffektivität ist.
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Der Poyntingvektor hat in diesem Falle nur eine radiale Komponente.
Die gesamte abgestrahlte Leistung PT entspricht dem Integral über die
Kugeloberfläche dieses Betrages:
PT =
2
3
ηpiI20
(
d`
λ
)2
(4.4)
Ziel der Emissionsmessung im Freiraum ist die Bestimmung der ma-
ximalen Feldstärke Emax, die bei der gewählten Geometrie beim Winkel
θ = pi/2 auftritt und den Wert
E2max =
(2pif)2µ2I20(d`)
2
(4pir)2
(4.5)
=
3
2
η
4pir2
PT (4.6)
annimmt. Für beliebige maximale Direktivitäten gilt dann analog
E2max = Dmax
η
4pir2
PT . (4.7)
Gemessen wird im Experiment tatsächlich eine Spannung Umax, die
über den Antennenfaktor AF = E/U mit der Feldstärke verknüpft ist.2
Insgesamt ergibt sich im Freiraum im Fernfeld eines Dipolsstrahlers mit
maximaler Direktivität Dmax die maximale Spannung an einer Antenne mit
Antennenfaktor AF die Spannung zu
U2max =
1
AF2
Dmaxη
1
4pir2︸ ︷︷ ︸
=PL
PT (4.8)
=
1
AF2
·Dmax · η · PL · PT . (4.9)
Der Faktor PL (engl: propagation loss) bezeichnet hierbei die leistungsbe-
zogene Streckendämpfung.
2In (Wilson et al. 2004) wird der Antennenfaktor als U/E definiert. In dieser Arbeit wird die
übliche Definition verwendet, so dass die Formeln anders aussehen.
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4.1.2 Dipol im Halbraum
Die meisten Emissionsuntersuchungen im Frequenzbereich bis 1 GHz wer-
den heute im Halbraum, d. h. über einer (ideal) leitfähigen Ebene durchge-
führt. Hierbei kommt es zu einer Überlagerung des direkt propagierten
Anteils mit dem Teil, der an der Masseebene reflektiert wird. Im Grenzfall
idealer Leitfähigkeit kann der reflektierte Anteil durch ein gespiegeltes
EUT dargestellt werden. Die geometrischen Verhältnisse sind in der Ab-
bildung 4.1 skizziert. Üblicherweise befindet sich das EUT in einer Höhe
von h = 1 m und der horizontale Abstand s beträgt 3 m, 10 m oder 30 m.
In Abhängigkeit von der Höhe Rh der Empfangsantenne über der Mas-
seebene wird die Feldstärke zwischen Null und dem zweifachen der im
Freiraum gemessenen Feldstärke variieren. In der Normmessung wird
angestrebt, unabhängig von der Messfrequenz einen konstanten Faktor
(zwei) zu realisieren. Hierzu wird im Bereich Rh ∈ [1 m, 4 m] ein Höhenscan
durchgeführt und der Messwert entspricht dem Maximum der Werte über
die realisierten Höhen.
Es ergibt sich ein Interferenzterm (Geometriefaktor) der Form3
g(Rh) =
{
| r
r1
e−jkr1 − r
r2
e−jkr2 | horizontale Polarisation
| s
2
r21
r
r1
e−jkr1 + s
2
r22
r
r2
e−jkr2 | vertikale Polarisation.
(4.10)
Die unterschiedlichen Vorzeichen für horizontale und vertikale Polarisati-
on folgen aus dem Phasensprung um pi bei der Reflexion in horizontaler
Polarisation. Die zusätzlichen Faktoren s
2
r2i
für vertikale Polarisation sind
notwendig, da weder der angenommene abstrahlende Dipol noch die
Messantenne gekippt werden (vergleiche Abbildung 4.1 unten: Es gilt
ri/s = cos(φ). Da der Faktor sowohl beim Sende- als auch beim Empfangs-
dipol auftaucht folgt insgesamt ein Faktor (ri/s)2). Die Weglängen r, r1
und r2 sind offensichtlich gegeben durch
r =
√
s2 + R2h (4.11)
r1 =
√
s2 + (Rh − h)2 (4.12)
r2 =
√
s2 + (Rh + h)2 (4.13)
3In dieser Form gilt dies nur für sehr kleine Strahler. Ausgedehntere Objekte können oft durch
Überlagerung mehrerer Dipole nachgebildet werden, wodurch zusätzliche Interferenzterme
auftreten. Für beliebige Strahler müssten schließlich Multipolmodelle betrachtet werden.
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Abbildung 4.1: Geometrie bei Messungen im Halbraum.
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Der Geometriefaktor g(Rh) ist in Abbildung 4.2 für die üblichen Messent-
fernungen dargestellt.
Bezeichnet man mit gmax,h bzw. gmax,v die Maximalwerte von g(Rh)
bezüglich des Höhenscans bei horizontale bzw. vertikaler Polarisation
der Messantenne, so ergeben sich für einen beliebig orientierten Dipol
horizontale und vertikale Maximalfeldstärken von
E2max,h = Dmaxη
g2max,h
4pir2
PT (4.14)
E2max,v = Dmaxη
g2max,v
4pir2
PT (4.15)
E2max = E
2
max,h + E
2
max,v (4.16)
= Dmaxη
g2max
4pir2
PT (4.17)
mit
g2max = g
2
max,h + g
2
max,v (4.18)
Bei der Durchführung von Normmessungen werden die Resultate jedoch
nicht nach obigen Schema (korrekt) zur Gesamtfeldstärke Emax zusammen-
gefasst. Stattdessen wird das Maximum von horizontalem und vertika-
lem Feldstärkewert gebildet. Dies wäre korrekt, wenn außer Höhenscan
und Drehung des EUT um eine Drehachse senkrecht zur Massefläche
auch noch eine Drehung um eine Achse parallel zur Massefläche stattfän-
de. Letzteres ist aber nicht der Fall. Der Unterschied zwischen gmax und
Gmax = max(gmax,h,gmax,v) beträgt offensichtlich maximal 3 dB (Faktor
√
2).
Die verschiedenen Maximalwerte des Geometriefaktors und die Höhen, in
denen sie realisiert werden, sind in Abbildung 4.3 dargestellt.
Die Abbildung 4.3 zeigt deutliche Abweichungen des Geometriefaktors
für unterschiedliche Messentfernungen. Besonders deutlich wird dies bei
horizontaler Polarisation und tiefen Frequenzen. Diese Abweichungen
sind in der Abbildung 4.4 zusammengefasst. Es zeigt sich beispielsweise,
dass ein horizontal orientierter Dipol im Frequenzbereich unterhalb von
200 MHz verfahrensbedingt um mindestens 5 dB »günstiger« bewertet
wird, wenn die Messentfernung von 10 m auf 30 m heraufgesetzt wird.
Wegen der fehlenden Drehung ist die maximale Direktivität Dmax auch
nur ein Schätzwert für die tatsächlich eingehende maximale Direktivität in
der realisierten Drehebene. Betrachtet man nur Dipole, deren Zentrum auf
der Drehachse liegt, wird Dmax tatsächlich realisiert.
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Abbildung 4.2: Werte des Geometriefaktors g für horizontale und vertikale
Polarisation bei unterschiedlichen Abständen.
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Abbildung 4.3: Werte des Maximalwertes des Geometriefaktors gmax für
horizontale und vertikale Polarisation bei unterschiedlichen Abständen.
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Abbildung 4.4: Abweichungen von gmax für verschiedene Messentfernungen.
Mit Gleichung (4.17) ergibt sich die gemessene Spannung analog zu
Gleichung (4.9) zu
U2max =
1
AF2
Dmaxη
g2max
4pir2︸ ︷︷ ︸
=PL
PT (4.19)
=
1
AF2
·Dmax · η · PL · PT . (4.20)
4.1.3 Dipol im TEM-Wellenleiter
Platziert man einen Dipol, der die Leistung PT abstrahle, in einen TEM-
Wellenleiter, so misst man am Port des Wellenleiters eine Spannung U.
Diese Spannung korrespondiert mit dem TEM-Mode der Zelle, der durch
den Dipol angeregt wurde. Im Allgemeinen werden zusätzlich höhere Mo-
den angeregt, die jedoch nicht zum Port propagieren können. Die in diesen
Moden enthaltene Leistung steht der Messung nicht mehr zur Verfügung.
Im Weiteren werden die höheren Moden vernachlässigt. Ziel der Messung
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im TEM-Wellenleiter ist die Bestimmung der maximalen Spannung Umax.
Dies kann zum einen durch entsprechende Ausrichtung des Dipols gesche-
hen, oder drei orthogonale Orientierungen werden vermessen und zu Umax
kombiniert, U2max =
∑3
i=1U
2
i . Die genauere Analyse zeigt, dass
U2max = Dmax
λ2e20yZ0PT
4piη
(4.21)
=
(√
Z0λe0yr
η
)2
︸ ︷︷ ︸
=1/AF2
·Dmax · η · 14pir2︸ ︷︷ ︸
=PL
·PT (4.22)
=
1
AF2
·Dmax · η · PL · PT (4.23)
ist, wobei ein zunächst willkürlicher Abstand r eingeführt wurde. Die
Größe Z0 ist die Impedanz des Wellenleiters (typisch 50Ω). Der Faktor
e0y ist die auf die Wurzel der Eingangsleistung normierte TEM-Mode-
Feldstärke, die sich am Ort des Dipols ergäbe, wenn die Zelle mit der
Eingangsleistung gespeist würde. Approximativ gilt
e0y ≈
√
Z0
d
, (4.24)
wenn d die Septumshöhe ist. Mit dieser Approximation schreibt sich
Gleichung (4.23) als
U2max ≈
(
Z0λr
ηd
)2
︸ ︷︷ ︸
≈1/AF2
·Dmax · η · 14pir2︸ ︷︷ ︸
=PL
·PT . (4.25)
Interpretiert man η√
Z0λe0yr
≈ ηd
Z0λr
als Antennenfaktor des TEM-Wellen-
leiters bietet es sich an, r so zu interpretieren, dass der Antennenfaktor
sich nur ändert, wenn sich die Septumshöhe ändert. Dies ist der Fall, wenn
man die Definitionen aus Abbildung 4.5 verwendet.
4.1.4 Dipol in der Modenverwirbelungskammer
Emittiert ein Dipol die Leistung PT (tatsächlich ist es hier egal, ob es
sich um einen Dipol handelt), so steht an einer Empfangsantenne nach
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TEM waveguide with homogeneous section:
r
dipole
GTEM waveguide
dipole
r
d
Abbildung 4.5: Definition von r bei Wellenleitern.
Gleichung (2.216)
PT =
16pi2V
ηrλ3 〈Q〉 〈Pr〉 . (4.26)
Um die Antenneneffektivität ηr und die Güte 〈Q〉 zu eliminieren, führt
man die Messung oft als Vergleichsmessung aus (vergleiche Abschnitt 3.7),
bei der zunächst ein bekannter Emitter mit einer abgestrahlten Leistung
Pref und der zugehörigen Empfangsleistung 〈Pr,ref〉 vermessen wird. Es
gilt dann (siehe auch Gleichung (3.85))
PT
〈Pr〉 =
Pref
〈Pr,ref〉 , (4.27)
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was mit Hilfe der Antennenimpedanz Zc (typisch 50Ω) zu einer Spannung
umgeschrieben werden kann,〈
U2
〉
= 〈Pr〉 Zc = Zc 〈Pr,ref〉
Pref
PT . (4.28)
In der Modenverwirbelungskammer spielt die Winkelverteilung der
Direktivität keine Rolle. Das Messergebnis ist so, als strahle das EUT
isotrop, d. h. es kann
Dmax = 1 (4.29)
gesetzt werden.4 Analog zu den Formeln in den vorigen Abschnitten ergibt
sich somit 〈
U2
〉
= Zc
〈Pr,ref〉
Pref
PT (4.30)
= η · 4pir
2Zc 〈Pr,ref〉
ηPref︸ ︷︷ ︸
=1/AF2
·Dmax · 14pir2︸ ︷︷ ︸
=PL
·PT (4.31)
=
1
AF2
·Dmax · η · PL · PT . (4.32)
Der eingeführte Abstand r dient nur der Anpassung der Schreibweise und
hat keine praktische Bedeutung.
4.1.5 Korrelation
Die Gleichungen (4.9), (4.20), (4.23) und (4.32) erlauben den direkten Ver-
gleich zwischen den Messumgebungen. Für je zwei Messumgebungen »A«
und »B« gilt
U2A
U2B
=
AF2B
AF2A
Dmax,A
Dmax,B
PLA
PLB
(4.33)
mit den Parametern aus Tabelle 4.1. Hierbei bedeutet »Antenne«, das der
Antennenfaktor der Empfangsantenne zu benutzen ist. Die Bemerkung
»Testplan« in der Spalte für die maximale Direktivität zielt darauf ab, dass
es vom Ablauf der konkreten Messung abhängt, welche maximale Direkti-
vität die Messung »sieht«: ungünstig gewählte Messpositionen führen zu
einer (ungewollten) Verringerung der beobachteten maximalen Direktivität.
4Die maximale Direktivität des EUT ist nicht Eins, aber es macht keinen Unterschied sie als Eins
anzunehmen.
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Umgebung U AF Dmax PL
Freiraum Umax Antenne Testplan 14pir2
Halbraum Umax Antenne Testplan
g2max
4pir2
TEM-Wellenleiter Umax η√
Z0λe0yr
Testplan 14pir2
MVK 〈U〉
√
ηPref
4pir2Zc〈Pr,ref〉 1
1
4pir2
Tabelle 4.1: Parameter zur Korrelation von Dipolmessungen.
Experimentelle Ergebnisse zur Überprüfung der Korrelation finden sich
beispielsweise in (Krauthäuser und Dunker 2006).
4.2 Erwartungswert der maximale Direktivität
Das Fernfeld kann als Entwicklung in sphärischen Wellenfunktionen Ksmn
mit Koeffizienten Q(3)smn dargestellt werden (Hansen 1988; Koepke et al.
2000; Wilson et al. 2002b):5
E(r, θ,φ) = k
√
η
1√
4pi
ejkr
kr
∑
smn
Q(3)smnKsmn(θ,φ) (4.34)
= k
√
η
1√
4pi
ejkr
kr
2∑
s=1
N∑
n=1
n∑
m=−n
Q(3)smnKsmn(θ,φ) (4.35)
Die n-Summation würde theoretisch bis unendlich laufen. Praktisch ver-
schwinden jedoch die sphärischen Wellenfunktionen für n > ka, wobei
a der Radius der minimalen, den Emitter umschließenden Kugel ist. Die
Beschränkung der Summe auf
n 6 N ≈ ka = 2pia
λ
(4.36)
ist daher sinnvoll. Die gesamt abgestrahlte Leistung PT ergibt sich zu
PT =
1
2
∑
smn
|Q(3)smn|
2. (4.37)
5Die Wellenfunktionen sind dimensionslos und die Entwicklungskoeffizienten haben die Ein-
heit
√
W. In (Hansen 1988) findet sich die Entwicklung in der Form E(r,θ,φ) = k/
√
η . . .,
was jedoch hinsichtlich der Einheiten nicht passt. Dieser Fehler ist in der Sekundärquelle
(Wilson et al. 2002b) stillschweigend korrigiert.
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Die totale Anzahl Nm der Moden in der Entwicklung ist
Nm = 2
N∑
n=1
(2n+ 1) = 2(N2 + 2N). (4.38)
Da die Koeffizienten komplex sind, benötigt man doppelt so viele Beob-
achtungswerte Ns zur ihrer Bestimmung,
Ns = 2Nm = 4(N2 + 2N) ≈ 4((ka)2 + 2ka). (4.39)
In (Hansen 1988) wird gezeigt, dass eine obere Grenze für die maximale
Direktivität Dmax durch die Anzahl N der Entwicklungsterme bestimmt
ist:
Dmax 6
{
3 N = 1
N2 + 2N N > 1
(4.40)
und wegen N ' ka
Dmax 6
{
3 ka 6 1
(ka)2 + 2ka ka > 1
(4.41)
Für parasitäre Emitter ist diese obere Abschätzung zu grob. Es zeigt
sich, dass die Direktivität – unter Annahme von normalverteilten Entwick-
lungskoeffizienten –χ22-verteilt sind mit Erwartungswert 〈D〉 = 0.5. Der
Erwartungswert des Maximalwertes 〈 dDe〉 = 〈Dmax〉 bei einer Stichpro-
bengröße Ns ergibt sich nach Gleichung (2.174) zu
〈Dmax〉 = 〈D〉
Ns∑
n=1
1
n
(4.42)
=
1
2
Ns∑
n=1
1
n
(4.43)
≈ 1
2
[
0.577 + ln(Ns) +
1
2Ns
]
(4.44)
Für den Fall einer kompletten Messung (über den Raumwinkel 4pi) ist
Ns = 2Nm durch Gleichung (4.39) gegeben und es ergibt sich
〈Dmax〉 ≈
{
1.55 für (ka) 6 1
0.5
(
0.577 + ln
(
4(ka)2 + 8(ka)
)
+ 18(ka)2+16(ka)
)
für (ka) > 1.
(4.45)
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Art Polarisationen Ns
Voll 1 4(N2 + 2N)
Voll 2 8(N2 + 2N)
Eine Ebene 1 2(2N+ 1)
Eine Ebene 2 4(2N+ 1)
Drei Ebenen 1 2(6N− 3)
Drei Ebenen 2 4(6N− 3)
Tabelle 4.2: Anzahl der notwendigen unabhängigen Messwerte für verschie-
dene Messabläufe.
Der Verlauf ist in der Abbildung 4.6 dargestellt.
Betrachtet man eine tatsächliche Emissionsmessung (z. B. auf einem Frei-
feld), so wird nicht der komplette Raumwinkelbereich vermessen, sondern
nur ein Schnitt (Rotation um die vertikale Achse). Auch für eine solche
Messung kann 〈Dmax〉 abgeschätzt werden. Die Bedeutung ist dann jedoch
die einer bei der Messung beobachteten Direktivität und darf nicht mit der
wahren Direktivität des EUT verwechselt werden. Für parasitäre Emitter
gilt Gleichung (4.44) weiterhin, jedoch mit reduzierten Werten für Ns. Für
die wichtigsten Spezialfälle sind die Werte in Tabelle 4.2 zusammenge-
fasst und die resultierenden Erwartungswerte für die Direktivität sind in
Abbildung 4.7 dargestellt.
Im Experiment kommt hinzu, dass die räumliche Größe der Empfangsan-
tenne die tatsächlich erreichbare Winkelauflösung – und damit die Anzahl
der erreichbaren unabhängigen Messpunkte — limitiert. Ist A die effektive
lineare Antennengröße in der Rotationsebene und s die Messdistanz, so
ergibt sich eine minimale Winkelauflösung von
∆ϕmin = 2 arctan
(
A
2s
)
. (4.46)
Der durch Ns gegebene maximale Winkelschritt ∆ϕmax = 360°/Ns ist zusam-
men mit dem minimalen Winkelschritt in Abbildung 4.8 für ausgewählte
Parameter wiedergegeben.
Offensichtlich existiert für jedes EUT eine Grenzfrequenz, jenseits derer
prinzipiell nicht mehr genügend unabhängige Messpunkte zur Verfügung
stehen, um die maximal abgestrahlte Leistung korrekt zu bestimmen.
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Abbildung 4.6: Erwartete maximale Direktivität für parasitäre Emitter. Links:
Darstellung über der Frequenz für verschiedene Radien a der minimalen
umschließenden Kugel. Rechts: Darstellung über ka.
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Abbildung 4.7: Erwartungswerte der Direktivität als Funktion von ka für
unterschiedliche Messungen.
4.3 Einkopplung
Aus dem Prinzip der Reziprozität folgt für die Modenverwirbelungskam-
mer, dass auch für den Fall der Störeinkopplung die effektive Direktivität
eines EUT Eins ist. Die eingekoppelte Leistung ist eine Zufallsvariable
mit bekannter Verteilung, so dass auch der Erwartungswert der maximal
eingekoppelten Leistung bekannt ist (vergleiche Gleichung (2.174)) (Hill
2003; Höijer 2006a, b).
Bei EMV-Untersuchungen im Freiraum, Halbraum und in TEM-Wellen-
leitern ist die maximal eingekoppelte Leistung jedoch direkt proportional
zur maximalen Direktivität. Es gilt daher, dass die in einer MVK in ein
EUT eingekoppelte Leistung 〈 dPMVKe〉 um den Faktor der maximalen
Direktivität kleiner als die maximal im TEM-Feld eingekoppelte Leistung
PTEM,max,
PTEM,max = Dmax 〈 dPMVKe〉 . (4.47)
Experimentelle Untersuchungen finden sich beispielsweise in (Bäckström
und Lorén 2001, 2002; Freyer und Bäckström 2000a, 2001; Jansson und
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Abbildung 4.8: Maximaler (bestimmt durchNs) und minimaler Winkelschritt
(bestimmt durch die Empfangsantenne) für den Fall der Messung in einer
Ebene für ausgewählte Parameter.
Bäckström 1999).
Wie bereits im Fall der Emissionsuntersuchungen ist auch hier Dmax
nicht unbedingt die wahre maximale Direktivität, sondern hängt von der
Durchführung der Messung ab (vergleiche Abschnitt 4.2).
4.3.1 Verbindungsstrukturen
Verbindungsstrukturen (Leitungen) sind häufig die wichtigsten Einfalltore
für elektromagnetische Störungen. Die Leitung dient dann als (parasitäre)
Antenne. Aus der Sicht der EMV interessieren besonders die Maximalwerte
elektrischer Größen (Störstrom, Störspannung, Störleistung) am Port der
Leitung. Da die Nutzsignale nur in den seltensten Fällen Hochfrequenz-
signale sind, muss immer mit Fehlanpassungen der Leitungen gerechnet
werden. In diesem Fall kommt es bei hinreichend hohen Frequenzen zu
Resonanzen und häufig sind es diese Resonanzen, die die Maximalwerte
am Port bestimmen.
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In TEM-Feldern ist die Korrelationslänge praktisch unendlich, so dass
resonante Leitungsanregungen möglich sind. Die Maximalwerte ergeben
sich dann bei geeigneter Positionierung der Struktur im Feld. In Moden-
verwirbelungskammern ist das anregende Feld eine Zufallsvariable in
Abhängigkeit von der Positionierung des Rührers. Diese Zufallsvariable
weist eine nahreichweitige Korrelation auf (vergleiche Abschnitt 2.1.2.1.4)
mit einer Korrelationslänge in der Größenordnung von λ/2 auf (Holland
und St. John 1998; Holland und St. John 1999).
In einer noch laufenden Arbeit (Herzig 2007) werden in Anlehnung
an Arbeiten von Hill et al. (Hill et al. 1996) zurzeit Mikrostreifenleitun-
gen unterschiedlicher Länge mit unterschiedlichen Leitungsabschlüssen in
der GTEM-Zelle und der Modenverwirbelungskammer untersucht. Erste
Ergebnisse sind in der Abbildung 4.9 wiedergegeben. Dargestellt ist der
Betrag der Transmission |S21| einer offenen Mikrostreifenleitung relativ
zur angepasst abgeschlossenen Leitung für die Fälle der Feldeinkopp-
lung in der Modenverwirbelungskammer (Maximum und Mittelwert der
Verteilung) und der GTEM-Zelle (maximale Einkopplung) für Leitungslän-
gen von 100 mm und 300 mm. Es wird deutlich, dass die Resonanzen in
der GTEM-Zelle die Resonanzen in der MVK teilweise um mehr als eine
Größenordnung übersteigen können.
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Abbildung 4.9: Betrag der Transmission |S21| einer offenen Mikrostreifen-
leitung relativ zur angepasst abgeschlossenen Leitung für die Fälle der
Feldeinkopplung in der Modenverwirbelungskammer (Maximum und
Mittelwert der Verteilung) und der GTEM-Zelle (maximale Einkopplung)
für Leitungslängen von 100 mm und 300 mm.
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A Verteilungsfunktionen
A.1 Zufallsvariable
Unter einer Zufallsvariablen X(ω) versteht man eine Funktion, die den
Ergebnissen ω eines Zufallsexperiments Werte (Realisationen) x zuordnet,
X(ω) = x.
A.2 Generierung korrelierter Zufallszahlen
Sind Z1 und Z2 zwei unkorrelierte Zufallszahlen, so lassen sich hieraus
zwei Zufallszahlen X1 und X2 mit Korrelation ρ berechnen:
X1 = Z1 (A.1)
X2 = ρ · Z1 +
√
1 − ρ2 · Z2 (A.2)
A.3 χ-Verteilung
Die χ-Verteilung ist eine kontinuierliche Verteilung auf dem Bereich der
positiven reellen Zahlen. Sie tritt typischerweise bei der Betrachtung eines
k-dimensionalen Vektors auf, dessen Komponenten unabhängig und nor-
malverteilt sind. In diesem Fall ist die Länge des Vektors χ-verteilt mit k
Freiheitsgraden. Formal ausgedrückt: Wenn k Größen Xi unabhängig sind
und normalverteilt mit Mittelwerten µi und Standardabweichungen σi, so
ist die Größe
Z =
√√√√ k∑
i=1
(
Xi − µi
σi
)2
(A.3)
χ-verteilt mit Freiheitsgrad k. Die Wahrscheinlichkeitsdichte ist dann gege-
ben durch
pdfZ(z;k) =
21−k/2zk−1
Γ(k/2)
exp
(
−
z2
2
)
· u(0), (A.4)
wobei Γ die Gamma Funktion bezeichnet.
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Die Wahrscheinlichkeitsverteilung ist dann durch die (untere) regulari-
sierte Gammafunktion gegeben:
cdfZ(z;k) = P(k/2, z
2
/2) · u(0) = γ(
k/2, z2/2)
Γ(k/2)
· u(0) (A.5)
Die Funktion γ(k/2, z2/2) bezeichnet hierbei die untere unvollständige Gam-
mafunktion, d. h.
Γ(z) =
∫∞
0
tz−1 e−t dt (A.6)
= γ(z, x) + Γ(z, x) (A.7)
γ(z, x) =
∫x
0
tz−1 e−t dt. (A.8)
Wichtige statistische Parameter sind
Mittelwert µ =
√
2
Γ((k+ 1)/2)
Γ(k/2)
Modus
√
k− 1
Median keine allgemeine Formel
Varianz s2 = k− µ2
A.3.1 χ2
Im Zusammenhang mit Modenverwirbelungskammern treten der Fall k =
2, k = 4 und k = 6 auf. Der Fall k = 2 ergibt sich z. B. bei der Betrachtung
des Betrags einer Feldkomponente, da hier Real- und Imaginärteil eingehen.
In diesem Fall gilt außerdem, dass die Erwartungswerte von Real- und
Imaginärteil verschwinden, µi = 0, und die Varianzen gleich sind, σ2i =
σ2(r).1
1Hier wird das elektrische Feld betrachtet. Bei der Betrachtung des Magnetfeldes ist die Varianz
σ2(r)/η2. Fern von den Wänden ist σ2(r) = E20/3.
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Unter Verwendung der Normierungsbedingung für die Wahrscheinlich-
keitsdichte folgt:
k = 2⇒ 21−k/2 = 20 = 1; zk−1 = z1 = z (A.9)
Γ(k/2) = Γ(1) = 1 (A.10)
pdfZ(z,k) = pdfZ(z, 2) = z · exp
(
−
z2
2
)
· u(0) (A.11)
1 =
∫∞
0
z · exp
(
−
z2
2
)
dz (A.12)
=
∫∞
0
x
σ2(r)
· exp
(
−
x2
2σ2(r)
)
dx (A.13)
Somit ist die Wahrscheinlichkeitsdichte für den Fall zweier Freiheitsgra-
de, verschwindenden Mittelwerts und einheitlicher Standardabweichung
gegeben durch
pdfX(x;k = 2;µi = 0;σi = σ(r)) =
x
σ2(r)
· exp
(
−
x2
2σ2(r)
)
· u(0). (A.14)
Diese Verteilung ist als Rayleigh-Verteilung bekannt.
Die Wahrscheinlichkeitsverteilung ergibt sich durch Integration zu
cdfX(x;k = 2;µi = 0;σi = σ(r)) =∫x
0
t
σ2(r)
· exp
(
−
t2
2σ2(r)
)
dt
= 1 − exp
(
−
x2
2σ2(r)
)
. (A.15)
Die statistischen Parameter sind dann:
Mittelwert µ =
√
pi
2
σ(r) ≈ 1.25σ(r)
Modus σ(r)
Median
√
2 ln(2)σ(r) =
√
ln(4)σ(r) ≈ 1.18σ(r)
Varianz s2 =
4 − pi
2
σ2(r) ≈ (0.66σ(r))2
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A.3.2 χ4
Der Fall mit Freiheitsgrad k = 4 tritt z. B. bei der Betrachtung des Betrages
des Magnetfeldes an einer ideal leitenden Oberfläche |H(r)| auf, da dieser
durch
|H| =
√
H ·H∗
=
√
H2xr +H
2
xi +H
2
zr +H
2
zi (A.16)
gegeben ist.2
Wie oben erhält man unter Verwendung der Normierungsbedingung für
die Wahrscheinlichkeitsdichte die Wahrscheinlichkeitsdichteverteilung:
k = 4⇒ 21−k/2 = 2−1 = 1/2; zk−1 = z3 (A.17)
Γ(k/2) = Γ(2) = 1Γ(1) = 1 (A.18)
pdfZ(z,k) = pdfZ(z, 4) =
z3
2
· exp
(
−
z2
2
)
· u(0) (A.19)
1 =
∫∞
0
z3
2
· exp
(
−
z2
2
)
dz (A.20)
=
∫∞
0
x3
2σ4(r)
· exp
(
−
x2
2σ2(r)
)
dx (A.21)
Somit ist die Wahrscheinlichkeitsdichte für den Fall von vier Freiheitsgra-
den, verschwindenden Mittelwerts und einheitlicher Standardabweichung
gegeben durch
pdfX(x;k = 4;µi = 0;σi = σ(r)) =
x3
2σ4(r)
· exp
(
−
x2
2σ2(r)
)
· u(0). (A.22)
Die Wahrscheinlichkeitsverteilung ergibt sich durch Integration zu
cdfX(x;k = 4;µi = 0;σi = σ(r)) =∫x
0
t3
2σ4(r)
· exp
(
−
t2
2σ2(r)
)
dt
= 1 −
[
x2
2σ2(r)
+ 1
]
exp
(
−
x2
2σ2(r)
)
. (A.23)
2Der Normalenvektor der Oberfläche sei in y-Richtung gerichtet.
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Die statistischen Parameter sind dann:
Mittelwert µ =
3
4
√
2piσ(r) ≈ 1.88σ(r)
Modus
√
3σ(r) ≈ 1.73σ(r)
Median ≈ 1.83σ(r)
Varianz s2 =
(
4 −
9
8
pi
)
σ2(r) ≈ (0.68σ(r))2
A.3.3 χ6
Der Fall mit Freiheitsgrad k = 6 tritt beispielsweise bei der Betrachtung
des Betrags des elektrischen Gesamtfeldes |E(r)| auf, da dieser durch
|E| =
√
E · E∗
=
√
E2xr + E
2
xi + E
2
yr + E
2
yi + E
2
zr + E
2
zi (A.24)
gegeben ist.
Wie oben erhält man unter Verwendung der Normierungsbedingung für
die Wahrscheinlichkeitsdichte die Wahrscheinlichkeitsdichteverteilung:
k = 6⇒ 21−k/2 = 2−2 = 1/4; zk−1 = z5 (A.25)
Γ(k/2) = Γ(3) = 2Γ(2) = 2 · 1Γ(1) = 2 (A.26)
pdfZ(z,k) = pdfZ(z, 6) =
z5
8
· exp
(
−
z2
2
)
· u(0) (A.27)
1 =
∫∞
0
z5
8
· exp
(
−
z2
2
)
dz (A.28)
=
∫∞
0
x5
8σ6(r)
· exp
(
−
x2
2σ2(r)
)
dx (A.29)
Somit ist die Wahrscheinlichkeitsdichte für den Fall von sechs Freiheitsgra-
den, verschwindenden Mittelwerts und einheitlicher Standardabweichung
gegeben durch
pdfX(x;k = 6;µi = 0;σi = σ(r)) =
x5
8σ6(r)
· exp
(
−
x2
2σ2(r)
)
· u(0). (A.30)
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Die Wahrscheinlichkeitsverteilung ergibt sich durch Integration zu
cdfX(x;k = 6;µi = 0;σi = σ(r)) =∫x
0
t5
8σ6(r)
· exp
(
−
t2
2σ2(r)
)
dt
= 1 −
[
x4
8σ4(r)
+
x2
2σ2(r)
+ 1
]
exp
(
−
x2
2σ2(r)
)
. (A.31)
Die statistischen Parameter sind dann:
Mittelwert µ =
15
16
√
2piσ(r) ≈ 2.35σ(r)
Modus
√
5σ(r) ≈ 2.24σ(r)
Median ≈ 2.31σ(r)
Varianz s2 =
(
6 −
225
128
pi
)
σ2(r) ≈ (0.69σ(r))2
Die Verteilungsfunktionen für die Fälle k = 2, k = 4 und k = 6 sind in
der Abbildung A.1 dargestellt. Dort eingezeichnet sind auch die Lagen
von Median, Mittelwert, Modus und die Standardabweichung.
Das Verhältnis der Mittelwerte für k = 2 und k = 6 ist gegeben durch
µ6
µ2
=
15
16
√
2piσ√
pi
2 σ
=
15
8
= 1.875. (A.32)
Wichtigstes Beispiel für den Bereich der Modenverwirbelungskammern
sind der Betrag einer Feldkomponente (k = 2) und der Betrag des Gesamt-
feldes (k = 6). Wegen |E| =
√
|Ex|2 + |Ey|2 + |Ez|2 und der Gleichverteilung
der Komponenten würde man intuitiv ein Verhältnis von
√
3 ≈ 1.73 erwar-
ten. Das tatsächliche Verhältnis ist offensichtlich um rund 8% größer.
Der Mittelwert µ entspricht dem Erwartungswert 〈x〉b der Verteilung.
Zieht man eine unabhängige Stichprobe der Größe N, so ist der experimen-
telle Mittelwert m gleich µ für sehr große N:
m = µ = 〈x〉b für N→∞ (A.33)
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Abbildung A.1: Wahrscheinlichkeitsdichteverteilung (pdf) und Wahrschein-
lichkeitsverteilung (cdf) für den Fall der χ-Verteilung mit Freiheitsgrad 2,
4 und 6. Der Parameter σ ist in beiden Fällen eins. Eingezeichnet sind auch
die Lagen von Mittelwert, Median, Modus und die Standardabweichung.
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A.4 χ2-Verteilung
Die χ2-Verteilung ist eine kontinuierliche Verteilung auf dem Bereich der
positiven reellen Zahlen. Sie tritt typischerweise bei der Betrachtung ei-
nes k-dimensionalen Vektors auf, dessen Komponenten unabhängig und
normalverteilt sind. In diesem Fall ist das Quadrat der Länge des Vektors
χ2-verteilt mit k Freiheitsgraden. Formal ausgedrückt: Wenn k Größen Xi
unabhängig sind und normalverteilt mit Mittelwerten µi und Standardab-
weichungen σi, so ist die Größe
Z =
k∑
i=1
(
Xi − µi
σi
)2
(A.34)
χ2-verteilt mit Freiheitsgrad k. Die Wahrscheinlichkeitsdichte ist dann
gegeben durch
pdfZ(z;k) =
(1/2)
k
2
Γ(k/2)
z
k
2 −1 exp
(
−
z
2
)
· u(0), (A.35)
wobei Γ die Gamma Funktion bezeichnet.
Die Wahrscheinlichkeitsverteilung ist dann
cdfZ(z;k) = P(k/2, z/2) =
γ(k/2, z/2)
Γ(k/2)
, (A.36)
wobei γ(k/2, z/2) die untere unvollständige Gammafunktion und P(k/2, z/2)
die untere regularisierte Gammafunktion ist, d. h.
Γ(z) =
∫∞
0
tz−1 e−t dt (A.37)
= γ(z, x) + Γ(z, x) (A.38)
γ(z, x) =
∫x
0
tz−1 e−t dt. (A.39)
Wichtige statistische Parameter sind
Mittelwert µ = k
Modus k− 2 für k > 2
Median näherungsweise k− 2/3
Varianz s2 = 2k
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A.4.1 χ22
Wichtige Spezialfälle sind wie bei der χ-Verteilung k = 2 und k = 6. Für
k = 2 ergibt sich:
k = 2⇒ (1/2)k/2 = (1/2)1 = 1/2; zk/2−1 = z0 = 1 (A.40)
Γ(k/2) = Γ(1) = 1 (A.41)
pdfZ(z,k) = pdfZ(z, 2) =
1
2
exp
(
−
z
2
)
· u(0) (A.42)
1 =
∫∞
0
1
2
exp
(
−
z
2
)
dz (A.43)
=
∫∞
0
1
2σ(r)
· exp
(
−
x
2σ(r)
)
dx (A.44)
Somit ist die Wahrscheinlichkeitsdichte für den Fall zweier Freiheitsgra-
de, verschwindenden Mittelwerts und einheitlicher Standardabweichung
gegeben durch
pdfX(x;k = 2;µi = 0;σi = σ(r)) =
1
2σ(r)
· exp
(
−
x
2σ(r)
)
· u(0). (A.45)
Diese Verteilung ist als Exponentialverteilung bekannt.
Die Wahrscheinlichkeitsverteilung ergibt sich durch Integration zu
cdfX(x;k = 2;µi = 0;σi = σ(r)) =∫x
0
1
2σ(r)
· exp
(
−
t
2σ(r)
)
dt
= 1 − exp
(
−
x
2σ(r)
)
. (A.46)
Die statistischen Parameter sind dann:
Mittelwert µ = 2σ(r)
Modus 0
Median 2 ln(2)σ(r) = ln(4)σ(r) ≈ 1.39σ(r)
Varianz s2 = 4σ2(r) = (2σ(r))2
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A.4.2 χ26
Der Fall mit Freiheitsgrad k = 6 tritt beispielsweise bei der Betrachtung
des Quadrats des Betrags des elektrischen Gesamtfeldes |E(r)|2 auf.
Wie oben erhält man unter Verwendung der Normierungsbedingung für
die Wahrscheinlichkeitsdichte die Wahrscheinlichkeitsdichteverteilung:
k = 6⇒ (1/2)k/2 = (1/2)3 = 1/8; z(k/2)−1 = z2 (A.47)
Γ(k/2) = Γ(3) = 2Γ(2) = 2 · 1Γ(1) = 2 (A.48)
pdfZ(z,k) = pdfZ(z, 6) =
z2
16
· exp
(
−
z
2
)
· u(0) (A.49)
1 =
∫∞
0
z2
16
· exp
(
−
z
2
)
dz (A.50)
=
∫∞
0
x2
16σ3(r)
· exp
(
−
x
2σ(r)
)
dx (A.51)
Somit ist die Wahrscheinlichkeitsdichte für den Fall von sechs Freiheitsgra-
den, verschwindenden Mittelwerts und einheitlicher Standardabweichung
gegeben durch
pdfX(x;k = 6;µi = 0;σi = σ(r)) =
x2
16σ3(r)
· exp
(
−
x
2σ(r)
)
· u(0). (A.52)
Die Wahrscheinlichkeitsverteilung ergibt sich durch Integration zu
cdfX(x;k = 6;µi = 0;σi = σ(r)) =∫x
0
t2
16σ3(r)
· exp
(
−
t
2σ(r)
)
dt
= 1 −
[
x2
8σ2(r)
+
x
2σ(r)
+ 1
]
exp
(
−
x
2σ(r)
)
. (A.53)
Die statistischen Parameter sind dann:
Mittelwert µ = 6σ(r)
Modus 4σ(r)
Median ≈ 5.35σ(r)
Varianz s2 = 12σ2(r) ≈ (3.46σ(r))2
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Abbildung A.2: Wahrscheinlichkeitsdichteverteilung (pdf) und Wahrschein-
lichkeitsverteilung (cdf) für den Fall der χ2-Verteilung mit Freiheitsgrad
2 (links) und 6 (rechts). Der Parameter σ ist in beiden Fällen eins. Ein-
gezeichnet sind auch die Lagen von Mittelwert, Median, Modus und die
Standardabweichung.
Die Verteilungsfunktionen für die Fälle k = 2 und k = 6 sind in der
Abbildung A.2 dargestellt. Dort eingezeichnet sind auch die Lagen von
Median, Mittelwert, Modus und die Standardabweichung.
A.5 Verteilungsfunktionen auf der Dezibelskala
Im Bereich der Messtechnik werden Größen oft auf der Dezibelskala gemes-
sen. Die daraus resultierenden Auswirkungen auf die Verteilungsfunktio-
nen sollen hier kurz zusammengefasst werden. Detaillierte Informationen
finden sich in (Ladbury et al. 1999; Papoulis 1991).
Wenn X eine Zufallsvariable auf einer linearen Skala ist, so kann dieser
eine Zufallsvariable Y zugeordnet werden, wobei
Y = dBX = k · logX (A.54)
ist und k = 10 für »Leistungsgrößen« (z. B. empfangene Leistung, skalare
Leistungsdichte) bzw. k = 20 für »Spannungsgrößen« (z. B. Spannung,
Strom, Feldstärke) ist.
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Da die Logarithmusfunktion streng monoton steigend ist, gilt für x > 0
einfach
cdfdBX(y) = P
{
x 6 10yk
}
= cdfX(10
y
k ). (A.55)
Die Wahrscheinlichkeitsdichte ist die Ableitung der Verteilungsfunktion:
pdfdBX(y) =
dcdfdBX(y)
dy
=
dcdfX(10
y
k )
dy
=
10
y
k · ln(10) · pdfX(10
y
k )
k
(A.56)
Von den statistischen Parametern lassen sich nur die Perzentile – also
z. B. der Median – leicht auf die dB-Skala umrechnen. So gilt beispielsweise
wegen
cdfdBX(y)
!
= 0.5 = cdfX(10
y
k ), (A.57)
dass 10
y
k der Median von X ist, wenn y der Median von dBX ist.
Die anderen statistischen Parameter können im Allgemeinen nur nume-
risch bestimmt werden.
Das Ergebnis dieser Vorgehensweise ist exemplarisch für die dBχ22-
Statistik (k = 10) in der Abbildung A.3 dargestellt. Die Tabelle A.1 fasst
die Ergebnisse für die vier wichtigsten Fälle zusammen.
Auffällig ist die Unabhängigkeit der Standardabweichungen vom Para-
meter σ der Verteilungen. Weiterhin fällt auf, dass die Parameter der dBχ-
und der dBχ2-Verteilungen (für k = 20 bzw. k = 10) ineinander übergehen,
wenn die Ersetzung σ2 → σ vorgenommen wird. Tatsächlich gehen die
Verteilungen ineinander über, so dass das obige Resultat offensichtlich ist.
A.6 Multivariate Verteilung
Bisher wurden nur univariate Verteilungen betrachtet, d. h. Verteilungen
einer Zufallsvariablen X. Im Allgemeinen werden mehrere Zufallsvaria-
blen Xi (i = 1 . . . k) von Interesse sein. In diesem Fall definiert man die
gemeinsame Verteilung (engl.: joint distribution) der Zufallsvariablen analog
zum univariaten Fall:
cdfX1 ,...Xk(x1, . . . , xk) = P {X1 6 x1; . . .Xk 6 xk} (A.58)
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Abbildung A.3: Ermittlung der σ-Abhängigkeit der statistischen Parameter
für den Fall der dBχ22-Statistik (k = 10).
dBχ2 dBχ6
k = 20 k = 20
Mittelwert 10 log(2σ2) − 2.507 10 log(6σ2) − 0.764
Modus 10 log(2σ2) 10 log(6σ2)
Median 10 log(2σ2) − 1.592 10 log(6σ2) − 0.498
Standardabweichung 5.57 2.729
dBχ22 dBχ
2
6
k = 10 k = 10
Mittelwert 10 log(2σ) − 2.507 10 log(6σ) − 0.764
Modus 10 log(2σ) 10 log(6σ)
Median 10 log(2σ) − 1.592 10 log(6σ) − 0.498
Standardabweichung 5.57 2.729
Tabelle A.1: Statistische Parameter der wichtigsten Fälle von dB-skalierten
Zufallsvariablen.
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Die Randverteilung (engl.: marginal distribution) wird dann definiert als:
cdfXi(xi) = P {X1 6∞; . . .Xi 6 xi . . .Xk 6∞} (A.59)
Es gilt:
k∑
i=1
cdfXi(xi) − (k− 1) 6 cdfX1 ,...Xk(x1, . . . , xk) 6
√√√√ k∏
i=1
cdfXi(xi) (A.60)
Die gemeinsame Wahrscheinlichkeitsdichte ist analog zum univariaten
Fall definiert. Es gilt
cdfX1 ,...Xk(x1, . . . , xk) =
∫xk
−∞ . . .
∫x1
−∞ pdfX1 ,...Xk(u1, . . . ,uk)du1 . . .duk
(A.61)
Hierbei wird vorausgesetzt, dass pdfX1 ,...Xk > 0 ist.
A.7 Statistische Unabhängigkeit von Zufallsvariablen
Zufallsvariablen X1, . . .Xn sind dann und genau dann statistisch unabhängig
wenn die gemeinsame Verteilung das Produkt der Randverteilungen ist:
cdfX1 ,...,Xn(x1, . . . , xn) =
n∏
i=1
cdfXi(xi) (A.62)
Die Gleichheit gilt dann auch für die Wahrscheinlichkeitsdichten:
pdfX1 ,...,Xn(x1, . . . , xn) =
n∏
i=1
pdfXi(xi) (A.63)
A.8 Verteilung von Funktionen von Zufallsvariablen
Häufig sind Zufallsvariablen Eingangsgrößen einer Funktion, so dass die
Ergebnisgröße auch wieder eine Zufallsvariable ist. Hierbei interessiert es
dann natürlich, wie die Ergebnisgröße verteilt ist. Im Folgenden werden
einige für den Bereich der Modenverwirbelungskammer wichtige Ergeb-
nisse vorgestellt. Details hierzu findet man in der Literatur (Mood et al.
1974; Papoulis 1991).
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A.8.1 Verteilung von Summe und Differenz
Es seien zwei Zufallsvariablen X und Y betrachtet, für die die (zweidimen-
sionale) Wahrscheinlichkeitsdichte pdfX,Y(x,y) bekannt sei. Für die Summe
Z = X+ Y und die Differenz V = X− Y gilt dann offensichtlich
pdfZ(z) =
∫∞
−∞ pdfX,Y(x, z− x)dx
=
∫∞
−∞ pdfX,Y(z− y,y)dy (A.64)
pdfV (v) =
∫∞
−∞ pdfX,Y(x, x− v)dx
=
∫∞
−∞ pdfX,Y(v+ y,y)dy, (A.65)
wobei C jeweils die Normierungskonstante ist, die sich aus der Forderung∫
pdf(x)dx = 1 ergibt.
Für den Fall, dass X und Y voneinander unabhängig sind folgt dann für
die Summe
pdfZ(z) = pdfX+Y(z) =
∫∞
−∞ pdfY(z− x)pdfX(x)dx
=
∫∞
−∞ pdfX(z− y)pdfY(y)dy
= (pdfX ∗ pdfY)(z). (A.66)
Die Wahrscheinlichkeitsdichte der Summe zweier unabhängiger Zufallsva-
riablen ist somit die Faltung der beiden Wahrscheinlichkeitsdichten.
Die Erweiterung auf N Zufallsvariablen ist einfach:
pdf∑Xi = (. . . (pdfX1 ∗ pdfX2) ∗ pdfX2 . . .) ∗ pdfXN (A.67)
A.8.2 Verteilung des Mittelwertes
Aus der Verteilung der Summe von N unabhängigen Zufallsvariablen (mit
identischer Verteilung) ergibt sich direkt die Verteilung des Mittelwertes
〈X〉 = 1
N
N∑
i=1
Xi =
N∑
i=1
Xi
N
(A.68)
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Abbildung A.4: PDF des Mittelwertes einer Rayleigh verteilten Zufallsva-
riable (dicke Linien) für verschiedene N. Der Parameter der Grund-
verteilung (N = 1) ist σ = 2. Die dünnen Linien zeigen Normalver-
teilungen mit Erwartungswert µ =
√
pi/2σ und Standardabweichung
σN =
√
(4−pi)/(2N)σ .
zu
pdf〈X〉 = conv(pdfX,N)(x/N) (A.69)
In der Abbildung A.4 ist die Entwicklung der Wahrscheinlichkeitsdichte
für den Fall der Rayleigh-Verteilung dargestellt. Die Verteilung des Mit-
telwertes nähert sich schnell einer Normalverteilung an.3 Für ausreichend
großes N (hier etwa N > 17) gilt
pdf〈X〉N ≈ N(µ(X),
√
var(X)/N), (A.70)
wobei N(µ,σ) die Normalverteilung mit Lageparameter µ und Streupara-
meter σ bezeichnet.
3Das gilt nicht nur für den Fall der Rayleighverteilung, sondern allgemein. Es handelt sich
hierbei um eine Folge des zentralen Grenzwertsatzes der Statistik.
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A.8.3 Verteilung der Extremwerte
Neben den Verteilungen einer Zufallsvariablen X selbst sind auch die Ver-
teilungen der Extremwerte von Stichproben des Umfangs N von großem
Interesse. Folgende einfache Überlegungen führen auf die gesuchten Ver-
teilungen von Maximum ( dXeb N) und Minimum ( bXcb N):
Für N = 1 sind die Extremwerte gleich dem Wert selbst. Daher ist
die Wahrscheinlichkeit einen Maximalwert kleiner x zu finden gleich der
Wahrscheinlichkeit einen Wert kleiner x zu finden und somit
cdf dXeb 1(x) = cdfX(x). (A.71)
Analog ist die Wahrscheinlichkeit einen Minimalwert kleiner x zu finden
gleich der Wahrscheinlichkeit einen Wert kleiner x zu finden:
cdf bXcb 1(x) = cdfX(x) (A.72)
Für den Fall N > 1 nehmen wir an, das der Fall N − 1 bereits bekannt
sei. Damit der Maximalwert von N Werten kleiner als ein Wert x ist,
müssen offensichtlich alle Werte kleiner als x sein. Somit ist die zugehörige
Wahrscheinlichkeit gleich der Wahrscheinlichkeit für die ersten N−1 Werte
multipliziert mit der Wahrscheinlichkeit, dass der N-te Werte auch kleiner
als x ist. Somit folgt:
cdf dXeb N(x) = cdf dXeb N−1(x) · cdfX(x)
= (cdfX(x))
N (A.73)
Betrachtet man das Minimum vonNWerten, kann wie folgt argumentiert
werden: Die Wahrscheinlichkeit, dass das Minimum kleiner als ein Wert x
ist, ist gleich Eins minus der Wahrscheinlichkeit, dass alle Werte größer als
x sind. Somit folgt:
cdf bXcb N(x) = 1 − cdf bXcb N(x) · (1 − cdfX(x))
= 1 − (1 − cdfX(x))
N (A.74)
Die Wahrscheinlichkeitsdichten sind die Ableitungen der Wahrschein-
lichkeitsfunktionen und ergeben sich zu
pdf dXeb N(x) = N · (cdfX(x))
N−1 · pdfX(x) (A.75)
pdf bXcb N(x) = N · (1 − cdfX(x))
N−1 · pdfX(x) (A.76)
Für den Fall der Rayleighverteilung mit σ = 2 ist die Wahrscheinlich-
keitsdichte pdf dXeb N(x) in Abbildung A.5 für einige N dargestellt.
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Abbildung A.5: PDF des Maximums einer Rayleigh verteilten Zufallsvariable
für verschiedene N. Der Parameter der Grundverteilung (N = 1) ist
σ = 2.
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A.8.3.1 Parameter der Extremalwertverteilungen: χ2
N 〈·〉 Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 1.253 1.000 0.429 0.655 0.320 1.177 2.448
2 0.886 0.707 0.215 0.463 0.226 0.833 1.731
5 0.560 0.447 0.086 0.293 0.143 0.527 1.095
10 0.396 0.316 0.043 0.207 0.101 0.372 0.774
20 0.280 0.224 0.021 0.146 0.072 0.263 0.547
50 0.177 0.141 0.009 0.093 0.045 0.167 0.346
100 0.125 0.100 0.004 0.066 0.032 0.118 0.245
200 0.089 0.071 0.002 0.046 0.022 0.083 0.173
225 0.084 0.067 0.002 0.044 0.021 0.079 0.164
300 0.072 0.058 0.001 0.038 0.018 0.068 0.142
360 0.066 0.053 0.001 0.035 0.016 0.062 0.129
400 0.063 0.050 0.001 0.033 0.015 0.059 0.123
500 0.056 0.045 0.001 0.029 0.014 0.053 0.110
800 0.044 0.035 0.001 0.023 0.011 0.042 0.087
1000 0.040 0.032 0.000 0.021 0.010 0.037 0.078
1024 0.039 0.031 0.000 0.020 0.010 0.037 0.077
1600 0.031 0.025 0.000 0.016 0.007 0.029 0.062
2000 0.028 0.022 0.000 0.015 0.005 0.026 0.056
3200 0.022 0.018 0.000 0.000 0.003 0.021 0.045
5000 0.000 0.000 0.000 0.000 0.002 0.017 0.036
10000 0.000 0.000 0.000 0.000 0.001 0.012 0.027
Tabelle A.2: Statistische Parameter von bχ2cb N. Alle Werte sind in Einheiten
von σ.
N 〈·〉 Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 1.253 1.000 0.429 0.655 0.320 1.177 2.448
2 1.620 1.457 0.374 0.612 0.711 1.567 2.712
5 2.068 1.932 0.292 0.540 1.262 2.022 3.028
10 2.370 2.238 0.242 0.492 1.644 2.325 3.248
20 2.644 2.514 0.203 0.451 1.986 2.600 3.455
50 2.972 2.843 0.166 0.408 2.385 2.928 3.710
100 3.198 3.071 0.146 0.382 2.654 3.154 3.892
200 3.410 3.285 0.130 0.360 2.901 3.366 4.067
225 3.444 3.320 0.127 0.357 2.941 3.401 4.096
300 3.528 3.404 0.122 0.349 3.037 3.485 4.165
360 3.579 3.456 0.118 0.344 3.096 3.537 4.209
400 3.609 3.486 0.117 0.342 3.130 3.566 4.234
500 3.671 3.549 0.113 0.336 3.200 3.628 4.286
800 3.797 3.677 0.106 0.326 3.343 3.755 4.394
1000 3.856 3.737 0.103 0.321 3.409 3.814 4.445
1024 3.862 3.743 0.103 0.320 3.416 3.821 4.450
1600 3.977 3.859 0.097 0.312 3.544 3.936 4.549
2000 4.033 3.916 0.095 0.308 3.607 3.992 4.598
3200 4.148 4.033 0.090 0.299 3.735 4.108 4.699
5000 4.255 4.142 0.085 0.292 3.852 4.215 4.793
10000 4.415 4.305 0.080 0.282 4.028 4.377 4.936
Tabelle A.3: Statistische Parameter von dχ2eb N. Alle Werte sind in Einheiten
von σ.
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Abbildung A.6: Lage- und Streuparameter von dχ2eb N (oben) und bχ2cb N
(unten).
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A.8.3.2 Parameter der Extremalwertverteilungen: χ4
N 〈·〉 Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 1.880 1.732 0.466 0.682 0.843 1.832 3.080
2 1.496 1.414 0.263 0.513 0.698 1.468 2.385
5 1.128 1.095 0.132 0.364 0.548 1.116 1.747
10 0.922 0.909 0.082 0.287 0.458 0.916 1.404
20 0.759 0.757 0.053 0.230 0.383 0.757 1.141
50 0.593 0.597 0.031 0.175 0.303 0.593 0.880
100 0.494 0.500 0.021 0.143 0.254 0.495 0.728
200 0.412 0.419 0.014 0.119 0.213 0.414 0.606
225 0.400 0.407 0.013 0.115 0.207 0.401 0.587
300 0.371 0.378 0.011 0.106 0.193 0.373 0.544
360 0.354 0.361 0.010 0.101 0.184 0.356 0.519
400 0.345 0.352 0.010 0.099 0.179 0.346 0.505
500 0.326 0.332 0.009 0.093 0.170 0.327 0.477
800 0.289 0.295 0.007 0.082 0.151 0.291 0.422
1000 0.273 0.279 0.006 0.078 0.142 0.275 0.399
1024 0.271 0.278 0.006 0.077 0.142 0.273 0.396
1600 0.242 0.248 0.005 0.069 0.126 0.244 0.354
2000 0.229 0.235 0.004 0.065 0.120 0.230 0.334
3200 0.204 0.208 0.003 0.057 0.106 0.205 0.297
5000 0.182 0.186 0.003 0.051 0.095 0.183 0.265
10000 0.153 0.157 0.002 0.043 0.080 0.154 0.223
Tabelle A.4: Statistische Parameter von bχ4cb N. Alle Werte sind in Einheiten
von σ.
N 〈·〉 Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 1.880 1.732 0.466 0.682 0.843 1.832 3.080
2 2.264 2.142 0.372 0.610 1.334 2.224 3.334
5 2.709 2.590 0.276 0.525 1.919 2.669 3.637
10 3.003 2.882 0.225 0.474 2.300 2.962 3.848
20 3.268 3.146 0.188 0.433 2.634 3.226 4.046
50 3.583 3.460 0.153 0.391 3.020 3.541 4.291
100 3.800 3.679 0.134 0.366 3.279 3.758 4.466
200 4.003 3.883 0.119 0.345 3.516 3.961 4.633
225 4.036 3.917 0.117 0.342 3.554 3.995 4.660
300 4.116 3.997 0.112 0.334 3.646 4.075 4.727
360 4.165 4.048 0.109 0.330 3.702 4.124 4.769
400 4.194 4.076 0.107 0.327 3.735 4.153 4.793
500 4.253 4.136 0.104 0.322 3.802 4.212 4.843
800 4.374 4.259 0.098 0.312 3.939 4.334 4.947
1000 4.431 4.316 0.095 0.308 4.003 4.391 4.996
1024 4.437 4.322 0.095 0.307 4.009 4.397 5.001
1600 4.546 4.434 0.089 0.299 4.132 4.507 5.096
2000 4.600 4.488 0.087 0.295 4.192 4.561 5.143
3200 4.711 4.601 0.083 0.288 4.314 4.672 5.240
5000 4.814 4.705 0.079 0.281 4.427 4.775 5.331
10000 4.968 4.861 0.074 0.271 4.596 4.930 5.468
Tabelle A.5: Statistische Parameter von dχ4eb N. Alle Werte sind in Einheiten
von σ.
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Abbildung A.7: Lage- und Streuparameter von dχ4eb N (oben) und bχ4cb N
(unten).
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A.8.3.3 Parameter der Extremalwertverteilungen: χ6
N µ Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 2.350 2.236 0.478 0.691 1.279 2.313 3.548
2 1.960 1.910 0.282 0.531 1.115 1.943 2.864
5 1.578 1.573 0.153 0.391 0.937 1.575 2.227
10 1.357 1.370 0.102 0.319 0.825 1.360 1.877
20 1.176 1.199 0.070 0.265 0.729 1.183 1.602
50 0.984 1.011 0.045 0.212 0.620 0.992 1.320
100 0.864 0.891 0.033 0.182 0.550 0.872 1.149
200 0.761 0.788 0.025 0.157 0.488 0.769 1.006
225 0.745 0.772 0.024 0.154 0.478 0.753 0.984
300 0.708 0.734 0.021 0.145 0.455 0.715 0.933
360 0.685 0.710 0.020 0.140 0.441 0.693 0.902
400 0.672 0.698 0.019 0.137 0.433 0.680 0.885
500 0.646 0.671 0.017 0.131 0.417 0.654 0.849
800 0.595 0.618 0.014 0.120 0.385 0.602 0.780
1000 0.572 0.595 0.013 0.115 0.371 0.579 0.749
1024 0.570 0.593 0.013 0.115 0.369 0.577 0.746
1600 0.527 0.549 0.011 0.105 0.342 0.534 0.689
2000 0.507 0.528 0.010 0.101 0.330 0.514 0.663
3200 0.468 0.487 0.009 0.093 0.304 0.474 0.610
5000 0.433 0.452 0.007 0.086 0.282 0.439 0.565
10000 0.385 0.402 0.006 0.076 0.251 0.390 0.501
Tabelle A.6: Statistische Parameter von bχ6cb N. Alle Werte sind in Einheiten
von σ.
N µ Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 2.350 2.236 0.478 0.691 1.279 2.313 3.548
2 2.740 2.633 0.369 0.608 1.804 2.704 3.797
5 3.182 3.070 0.268 0.518 2.400 3.145 4.094
10 3.472 3.356 0.217 0.466 2.780 3.433 4.300
20 3.732 3.614 0.180 0.425 3.110 3.692 4.493
50 4.041 3.922 0.147 0.383 3.489 4.000 4.733
100 4.253 4.135 0.128 0.358 3.743 4.212 4.903
200 4.451 4.335 0.114 0.337 3.975 4.411 5.067
225 4.484 4.367 0.112 0.334 4.012 4.443 5.094
300 4.562 4.446 0.107 0.327 4.102 4.522 5.159
360 4.610 4.495 0.104 0.322 4.158 4.570 5.200
400 4.638 4.523 0.102 0.320 4.189 4.598 5.223
500 4.696 4.582 0.099 0.315 4.255 4.656 5.272
800 4.814 4.702 0.093 0.305 4.389 4.775 5.374
1000 4.869 4.757 0.090 0.301 4.451 4.830 5.421
1024 4.875 4.763 0.090 0.300 4.457 4.836 5.426
1600 4.982 4.872 0.085 0.292 4.577 4.944 5.520
2000 5.035 4.925 0.083 0.288 4.636 4.997 5.565
3200 5.143 5.035 0.079 0.281 4.756 5.105 5.660
5000 5.243 5.137 0.075 0.274 4.866 5.206 5.749
10000 5.394 5.290 0.070 0.265 5.031 5.357 5.883
Tabelle A.7: Statistische Parameter von dχ6eb N. Alle Werte sind in Einheiten
von σ.
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Abbildung A.8: Lage- und Streuparameter von dχ6eb N (oben) und bχ6cb N
(unten).
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A.8.3.4 Parameter der Extremalwertverteilungen: χ22
N µ Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 2.000 0.000 4.000 2.000 0.103 1.386 5.991
2 1.000 0.000 1.000 1.000 0.051 0.693 2.996
5 0.400 0.000 0.160 0.400 0.021 0.277 1.198
10 0.200 0.000 0.040 0.200 0.010 0.139 0.599
20 0.100 0.000 0.010 0.100 0.005 0.069 0.300
50 0.040 0.000 0.002 0.040 0.002 0.028 0.120
100 0.020 0.000 0.000 0.020 0.001 0.014 0.060
200 0.010 0.000 0.000 0.010 0.001 0.008 0.030
225 0.009 0.000 0.000 0.009 0.001 0.007 0.028
300 0.007 0.000 0.000 0.007 0.001 0.006 0.020
360 0.006 0.000 0.000 0.000 0.001 0.006 0.018
400 0.000 0.000 0.000 0.000 0.001 0.006 0.017
500 0.000 0.000 0.000 0.000 0.001 0.005 0.014
800 0.000 0.000 0.000 0.000 0.001 0.005 0.010
1000 0.000 0.000 0.000 0.000 0.001 0.005 0.010
1024 0.000 0.000 0.000 0.000 0.001 0.005 0.010
1600 0.000 0.000 0.000 0.000 0.001 0.005 0.010
2000 0.000 0.000 0.000 0.000 0.001 0.005 0.010
3200 0.000 0.000 0.000 0.000 0.001 0.005 0.010
5000 0.000 0.000 0.000 0.000 0.001 0.005 0.010
10000 0.000 0.000 0.000 0.000 0.001 0.005 0.009
Tabelle A.8: Statistische Parameter von
⌊
χ22
⌋
b N
. Alle Werte sind in Einheiten
von σ.
N µ Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 2.000 0.000 4.000 2.000 0.103 1.386 5.991
2 3.000 1.386 5.000 2.236 0.506 2.456 7.352
5 4.567 3.219 5.854 2.420 1.594 4.089 9.170
10 5.858 4.605 6.199 2.490 2.703 5.407 10.551
20 7.195 5.991 6.385 2.527 3.945 6.759 11.934
50 8.998 7.824 6.501 2.550 5.689 8.571 13.765
100 10.375 9.210 6.540 2.557 7.046 9.950 15.151
200 11.756 10.597 6.560 2.561 8.417 11.333 16.537
225 11.991 10.832 6.562 2.562 8.651 11.568 16.773
300 12.565 11.408 6.566 2.563 9.223 12.143 17.348
360 12.929 11.772 6.569 2.563 9.586 12.507 17.713
400 13.140 11.983 6.570 2.563 9.796 12.718 17.923
500 13.586 12.429 6.572 2.564 10.241 13.164 18.370
800 14.525 13.369 6.575 2.564 11.179 14.103 19.310
1000 14.971 13.816 6.576 2.564 11.624 14.549 19.756
1024 15.018 13.863 6.576 2.564 11.671 14.597 19.803
1600 15.911 14.756 6.577 2.565 12.563 15.489 20.696
2000 16.357 15.202 6.578 2.565 13.009 15.935 21.142
3200 17.297 16.142 6.578 2.565 13.948 16.875 22.082
5000 18.189 17.034 6.579 2.565 14.841 17.768 22.975
10000 19.575 18.421 6.579 2.565 16.227 19.154 24.361
Tabelle A.9: Statistische Parameter von
⌈
χ22
⌉
b N
. Alle Werte sind in Einheiten
von σ.
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Abbildung A.9: Lage- und Streuparameter von
⌈
χ22
⌉
b N
(oben) und
⌊
χ22
⌋
b N
(unten).
192
A.8 Verteilung von Funktionen von Zufallsvariablen
A.8.3.5 Parameter der Extremalwertverteilungen: χ26
N µ Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 6.000 4.000 12.000 3.464 1.635 5.348 12.592
2 4.125 3.043 4.734 2.176 1.244 3.775 8.203
5 2.643 2.142 1.590 1.261 0.879 2.481 4.957
10 1.942 1.654 0.762 0.873 0.681 1.849 3.521
20 1.454 1.283 0.389 0.623 0.531 1.399 2.567
50 1.013 0.924 0.172 0.414 0.384 0.983 1.742
100 0.779 0.723 0.096 0.310 0.302 0.760 1.321
200 0.604 0.567 0.056 0.236 0.238 0.592 1.013
225 0.579 0.545 0.051 0.225 0.228 0.567 0.969
300 0.522 0.493 0.041 0.202 0.207 0.512 0.870
360 0.489 0.463 0.035 0.188 0.194 0.480 0.813
400 0.471 0.446 0.033 0.181 0.188 0.462 0.782
500 0.435 0.413 0.028 0.166 0.174 0.427 0.721
800 0.368 0.352 0.020 0.140 0.148 0.362 0.608
1000 0.341 0.326 0.017 0.129 0.137 0.335 0.561
1024 0.338 0.323 0.016 0.128 0.136 0.333 0.557
1600 0.289 0.278 0.012 0.109 0.117 0.285 0.475
2000 0.268 0.257 0.010 0.100 0.109 0.264 0.439
3200 0.227 0.219 0.007 0.085 0.093 0.224 0.372
5000 0.195 0.189 0.005 0.073 0.080 0.193 0.319
10000 0.154 0.149 0.003 0.057 0.063 0.152 0.251
Tabelle A.10: Statistische Parameter von
⌊
χ26
⌋
b N
. Alle Werte sind in Einheiten
von σ.
N µ Modus var(·) Std.-Abw. Q0.05 Median Q0.95
1 6.000 4.000 12.000 3.464 1.635 5.348 12.592
2 7.875 6.229 12.234 3.498 3.254 7.313 14.416
5 10.395 8.953 11.807 3.436 5.759 9.888 16.760
10 12.273 10.896 11.304 3.362 7.726 11.784 18.491
20 14.110 12.765 10.805 3.287 9.673 13.629 20.190
50 16.474 15.148 10.233 3.199 12.176 15.998 22.398
100 18.217 16.900 9.874 3.142 14.011 17.743 24.043
200 19.928 18.618 9.573 3.094 15.800 19.455 25.670
225 20.216 18.907 9.527 3.087 16.100 19.744 25.945
300 20.916 19.609 9.420 3.069 16.828 20.444 26.615
360 21.357 20.051 9.356 3.059 17.286 20.886 27.038
400 21.611 20.306 9.321 3.053 17.550 21.140 27.282
500 22.148 20.845 9.248 3.041 18.106 21.677 27.798
800 23.271 21.971 9.107 3.018 19.266 22.801 28.880
1000 23.800 22.503 9.045 3.007 19.812 23.331 29.391
1024 23.857 22.559 9.039 3.006 19.870 23.387 29.446
1600 24.910 23.615 8.924 2.987 20.953 24.441 30.465
2000 25.434 24.141 8.871 2.978 21.491 24.966 30.974
3200 26.531 25.242 8.767 2.961 22.616 26.064 32.040
5000 27.567 26.281 8.677 2.946 23.676 27.101 33.049
10000 29.165 27.884 8.552 2.924 25.307 28.700 34.609
Tabelle A.11: Statistische Parameter von
⌈
χ26
⌉
b N
. Alle Werte sind in Einheiten
von σ.
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Abbildung A.10: Lage- und Streuparameter von
⌈
χ26
⌉
b N
(oben) und
⌊
χ26
⌋
b N
(unten).
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Abbildung A.11: Quotient 〈 d·eb 〉t N / 〈 b·cb 〉t N für χ2, χ4, χ6, χ22 und χ26.
A.8.4 Maximum zu Minimum und Maximum zu Mittewert Quotienten
A.8.5 Transformationsmethode
Es wird nun der Fall betrachtet, dass die gemeinsame Verteilung von
Zufallsvariablen gesucht ist, die ihrerseits Funktionen anderer Zufallsva-
riabler sind. Die Darstellung beschränkt sich auf den zweidimensionalen
Fall kontinuierlichen Zufallsvariablen (Mood et al. 1974).
Sei
pdfX1 ,...,Xn(x1, . . . , xn) (A.77)
die n-dimensionale gemeinsame Verteilungsdichte der n Zufallsvariablen
X1, . . . ,Xn und seien yi = gi(x1, . . . , xn) n invertierbare Abbildungen mit
mindestens einmal stetig partiell differenzierbaren Umkehrabbildungen
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Abbildung A.12: Quotient 〈 d·eb 〉t N / 〈·〉t N für χ2, χ4, χ6, χ22 und χ26.
xi = g
−1(y1, . . . ,yn) und nichtverschwindender Jokobi-Determinante
J =
∣∣∣∣∣∣∣∣∣∣
∂x1
∂y1
. . . ∂x1
∂yn
∂x2
∂y1
. . . ∂x2
∂yn
...
. . .
...
∂xn
∂y1
. . . ∂xn
∂yn
∣∣∣∣∣∣∣∣∣∣
6= 0, (A.78)
dann ergibt sich die gemeinsame Verteilungsdichte der Zufallsvariablen Yi
zu
pdfY1 ,...,Yn(y1, . . . ,yn) =
|J| · pdfX1 ,...,Xn(g−11 (y1, . . . ,yn), . . . ,g−1n (y1, . . . ,yn)) (A.79)
A.8.6 Verteilungsfunktionstechnik
Gegeben sei die gemeinsame Verteilungsfunktion cdfX1 ,...,Xn(x1, . . . , xn)
der Zufallsvariablen X1, . . . ,Xn. Die gemeinsame Verteilung der Variablen
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Y1, . . . , Yk mit Yj = gj(X1, . . . ,Xn), j = 1, . . . ,k kann dann wie folgt ermit-
telt werden (Mood et al. 1974):
Per Definition ist die gemeinsame Verteilung gegeben durch
cdfY1 ,...,Yk(y1, . . . ,yk) = P {Y1 6 y1, . . . ,Yk 6 yk} (A.80)
= P {g1(X1, . . . ,Xn) 6 y1, . . . ,gk(X1, . . . ,Xn) 6 yk}
(A.81)
Die letzte Zeile beschreibt die Wahrscheinlichkeit durch die Zufallsvaria-
blen Xi und die bekannten Funktionen gj. Da die gemeinsame Verteilung
der Variablen Xi als bekannt vorausgesetzt wird, kann die Verteilungsfunk-
tion der Yi prinzipiell berechnet werden.
Als Beispiel für die Anwendung sei eine Rayleigh-verteilte Zufallsva-
riable X betrachtet. Gesucht ist die Verteilung des Quadrats Y = X2. Es
gilt
pdfX(x) =
x
σ2
e
− x
2
2σ2 · u(0) (A.82)
und somit
cdfY(y) = P {Y 6 y} (A.83)
= P
{
X2 6 y
}
(A.84)
=
∫
x26y
pdfX(x)dx (A.85)
=
∫√y
0
x
σ2
e
− x
2
2σ2 dx (A.86)
= 1 − e−
x2
2σ2 (A.87)
= 1 − e−
y
2σ2 (A.88)
Hieraus ergibt sich pdfY(y) =
1
2σ2 e
− y
2σ2 · u(0) = χ22(σ2). Y = X2 folgt
somit einer Exponentialverteilung.
Ganz allgemein lassen sich mit der Verteilungsfunktionstechnik leicht die
gemeinsamen Verteilungen von Summe, Differenz, Produkt und Quotient
zweier Zufallsvariabler angeben:
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Summe Z = X+ Y: Aus der Definition der Verteilungsfunktion folgt
cdfZ(z) = P {Z 6 z} = P {X+ Y 6 z} (A.89)
=
∫∫
x+y6z
pdfX,Y(x,y)dxdy (A.90)
=
∫∞
−∞
[∫z−x
−∞ pdfX,Y(x,y)dy
]
dx (A.91)
=
∫∞
−∞
[∫z
−∞ pdfX,Y(x,u− x)du
]
dx (A.92)
und somit
pdfZ(z) =
dcdfZ(z)
dz
(A.93)
=
d
dz
{∫∞
−∞
[∫z
−∞ pdfX,Y(x,u− x)du
]
dx
}
(A.94)
=
∫∞
−∞ pdfX,Y(x, z− x)dx. (A.95)
Sind X und Y unabhängig folgt unmittelbar die bereits bei der Be-
trachtung des Mittelwertes erwähnte Faltungsidentität:
pdfZ(z) =
∫∞
−∞ pdfX(x)pdfY(z− x)dx (A.96)
=
∫∞
−∞ pdfX(z− y)pdfY(y)dy (A.97)
Differenz Z = x− y: Mit der analogen Vorgehensweise wie oben erhält
man
cdfZ(z) = P {Z 6 z} = P {X− Y 6 z} (A.98)
=
∫∞
−∞
[∫z
−∞ pdfX,Y(x, x− u)du
]
dx (A.99)
und
pdfZ(z) =
∫∞
−∞ pdfX,Y(x, x− z)dx. (A.100)
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Produkt Z = X · Y:
cdfZ(z) = P {Z 6 z} = P {X · Y 6 z} (A.101)
=
∫∞
−∞
[∫z
−∞
1
|x|
pdfX,Y(x,
u
x
)du
]
dx (A.102)
pdfZ(z) =
∫∞
−∞
1
|x|
pdfX,Y(x,
z
x
)dx (A.103)
Quotient Z = X
Y
:
cdfZ(z) = P {Z 6 z} = P
{
X
Y
6 z
}
(A.104)
=
∫∞
−∞
[∫z
−∞|y|pdfX,Y(uy,y)du
]
dy (A.105)
pdfZ(z) =
∫∞
−∞|y|pdfX,Y(zy,y)dy (A.106)
A.9 Bewertung von Korrelationskoeffizienten
Der Korrelationskoeffizient r zweier Zufallsvariabler X1 und X2 ist selbst
wieder eine Zufallsvariable. Zur Bewertung von experimentell ermittelten
Korrelationskoeffizienten ist daher die Kenntnis der Verteilungsfunktion
cdfr(ρ,N) wichtig, wobei ρ die Korrelation der Grundgesamtheit und
N den Stichprobenumfang bezeichnet. Für normalverteilte Zufallsgrößen
(X, Y) mit der gemeinsamen Verteilungsdichte
pdfX,Y(x,y) =
1
2piσ1σ2
√
1 − ρ2
exp
{
−
1
2(1 − ρ2)
[ (x− 〈x〉)2
σ21
− 2
ρ(x− 〈x〉)(y− 〈y〉)
σ1σ2
+
(y− 〈y〉)2
σ22
]}
(A.107)
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entnimmt man die Verteilungsdichte pdfr(ρ,N) der Literatur (Stange 1971;
Fisz 1976):
pdfr(ρ,N) =
n− 2
pi
(
1 − ρ2
)n−1
2
(
1 − r2
)n−4
2
∫∞
0
xn−2
(1 − ρrx)n−1
√
1 − x2
dx
(A.108)
≈N− 2√
2pi
· Γ (N− 1)
Γ
(
N− 12
) · (1 − ρ2) (N−1)2 (1 − r2)N−42
(1 − ρr)N−
3
2
·[
1 +
1 + ρr
4(2N− 1)
+ . . .
] (A.109)
Die Verteilungsfunktion ergibt sich hieraus durch numerische Integration.
In Abschnitt B.4 finden sich hierzu Beispielprogramme.
Verteilungsdichten für verschiedene Werte von N und ρ sind in Ab-
bildung A.13 dargestellt. Es wird deutlich, dass insbesondere für klei-
ne Populationsgrößen mit einer großen Streuung von experimentellen
Korrelationskoeffizienten zu rechnen ist. Extrem wird es für N 6 4:
Für N = 4 ist die Verteilungsdichte uniform, d. h. alle Werte für r sind
gleich wahrscheinlich, für N = 3 ergeben sich deutliche Häufungen bei
r = ±1 und für N = 1 ist die Wahrscheinlichkeitsdichte offensichtlich
pdfr(ρ, 2) =
1
2 (δ(r+ 1) + δ(r− 1)).
Für große Werte von N strebt pdfr(ρ,N) einer Normalverteilung mit
Erwartungswert 〈r〉 = ρ und Varianz var(r) = 1
N
(1 − ρ2)2 zu (Fisz 1976).
Die Konvergenz der Verteilung ist sehr langsam; die Näherungen für
Erwartungswert und Varianz gelten etwa ab N > 500.
Fisher stellt fest, dass die Zufallsvariable
U =
1
2
log
(
1 + R
1 − R
)
(A.110)
bereits für relativ kleine N normalverteilt mit Erwartungswert
〈U〉 = 1
2
log
(
1 + ρ
1 − ρ
)
+
ρ
2(N− 1)
(A.111)
und Varianz
var(U) =
1
N− 3
(A.112)
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Abbildung A.13: Verteilungsdichte pdfr(ρ,N) des Korrelationskoeffizienten
normalverteilter Zufallsvariabler für verschiedene ρ und N.
ist (Fisher 1954).
Aus dem Korrelationskoeffizienten r zwischen zwei Zufallsvariablen X
und Y ergibt sich das lineare Bestimmtheitsmaß
BL = r
2. (A.113)
Das lineare Bestimmtheitsmaß BL gibt an, welcher Anteil der Varianz
von Y durch die Varianz von X »erklärbar« ist, wenn man einen linea-
ren Zusammenhang zwischen X und Y voraussetzt (Stange 1971). Die
Erklärbarkeit ist hierbei rein deskriptiv zu verstehen: aus einem hohen
Bestimmtheitsgrad kann grundsätzlich nicht die Richtigkeit des linearen
Modells geschlossen werden. Auch umgekehrt falsifiziert ein geringer Be-
stimmtheitsgrad das lineare Modell nicht, deutet aber darauf hin, dass
andere Faktoren vorliegen, die einen stärkeren Einfluss auf die Streuung
von Y haben.
Die durch Gleichung (A.108) gegebene Verteilungsdichte des Korrelati-
onskoeffizienten gilt für normalverteilte Zufallsvariablen. Im Zusammen-
hang mit Modenverwirbelungskammern sind die experimentellen Größen
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in der Regel aber χ- bzw. χ2-verteilt mit unterschiedlichen Freiheitsgra-
den (vergleiche Tabelle 2.1 auf Seite 54). Es stellt sich somit zunächst die
Frage, ob Gleichung (A.108) auch in diesen Fällen benutzt werden kann.
Da theoretische Ausdrücke für andere als die Normalverteilung nicht zur
Verfügung stehen bietet sich die numerische Analyse mit unterschied-
lich verteilten Zufallszahlen an. Das Ergebnis einer solchen Analyse ist
in Abbildung A.14 dargestellt. Die Übereinstimmung der Kurven für alle
Verteilungen ist sehr gut, so dass auch im Falle der Modenverwirbelungs-
kammern mit Gleichung (A.108) gearbeitet werden kann.
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Abbildung A.14: Vergleich der Verteilungsfunktionen der Korrelationskoeffi-
zienten zwischen Zufallsvariablen unterschiedlich verteilter Populationen
(Gauss, χ2, χ6, χ22, χ
2
6) für Populationsgrößen N = 4, 10, 100, 400 (mit
zunehmender Steilheit) mit der theoretischen Verteilung für den Fall der
Normalverteilung. Oben dargestellt sind die Kurven für den Fall ρ = 0
und unten für den Fall ρ = 0.5.
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B Hilfsprogramme
B.1 Parameter der dB-skalierten Verteilungen
1 from __future__ import division
2
3 import math
4 import scipy
5 import sys
6
7 class distributions:
8 def __init__(self,s):
9 self.s=s
10 self.k=10
11 def p_chi_2(self, x):
12 r=x/s**2*math.exp(-(x**2/(2*self.s**2)))
13 return r
14 def c_chi_2(self, x):
15 c=1-math.exp(-(x**2/(2*self.s**2)))
16 return c
17
18 def p_chi_6(self, x):
19 r=x**5/(8*s**6)*math.exp(-(x**2/(2*self.s**2)))
20 return r
21 def c_chi_6(self, x):
22 c=1-(x**4/(8*self.s**4)+x**2/(2*self.s**2)+1)*math.exp(-(x
**2/(2*self.s**2)))
23 return c
24
25
26 def p_chi2_2(self, x):
27 r=1/(2*s)*math.exp(-(x/(2*self.s)))
28 return r
29 def c_chi2_2(self, x):
30 c=1-math.exp(-(x/(2*self.s)))
31 return c
32
33 def p_chi2_6(self, x):
34 r=x**2/(16*s**3)*math.exp(-(x/(2*self.s)))
35 return r
36 def c_chi2_6(self, x):
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37 c=1-(x**2/(8*self.s**2)+x/(2*self.s)+1)*math.exp(-(x/(2*self
.s)))
38 return c
39
40 def __p_dB(self,x,k,dist):
41 y=10**(x/k)
42 r=y*math.log(10)*dist(y)/k
43 return r
44 def __c_dB(self,x,k,dist):
45 y=10**(x/k)
46 r=dist(y)
47 return r
48 def p_10dBchi_2(self,x):
49 return self.__p_dB(x,10,self.p_chi_2)
50 def c_10dBchi_2(self,x):
51 return self.__c_dB(x,10,self.c_chi_2)
52 def p_20dBchi_2(self,x):
53 return self.__p_dB(x,20,self.p_chi_2)
54 def c_20dBchi_2(self,x):
55 return self.__c_dB(x,20,self.c_chi_2)
56 def p_10dBchi_6(self,x):
57 return self.__p_dB(x,10,self.p_chi_6)
58 def c_10dBchi_6(self,x):
59 return self.__c_dB(x,10,self.c_chi_6)
60 def p_20dBchi_6(self,x):
61 return self.__p_dB(x,20,self.p_chi_6)
62 def c_20dBchi_6(self,x):
63 return self.__c_dB(x,20,self.c_chi_6)
64 def p_10dBchi2_2(self,x):
65 return self.__p_dB(x,10,self.p_chi2_2)
66 def c_10dBchi2_2(self,x):
67 return self.__c_dB(x,10,self.c_chi2_2)
68 def p_20dBchi2_2(self,x):
69 return self.__p_dB(x,20,self.p_chi2_2)
70 def c_20dBchi2_2(self,x):
71 return self.__c_dB(x,20,self.c_chi2_2)
72 def p_10dBchi2_6(self,x):
73 return self.__p_dB(x,10,self.p_chi2_6)
74 def c_10dBchi2_6(self,x):
75 return self.__c_dB(x,10,self.c_chi2_6)
76 def p_20dBchi2_6(self,x):
77 return self.__p_dB(x,20,self.p_chi2_6)
78 def c_20dBchi2_6(self,x):
79 return self.__c_dB(x,20,self.c_chi2_6)
80
81 if __name__ == "__main__":
82 typ=sys.argv[1]
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83 slist=eval(sys.argv[2])
84 typdct={"chi_2": (’p_chi_2’, ’c_chi_2’),
85 "chi_6": (’p_chi_6’, ’c_chi_6’),
86 "chi2_2": (’p_chi2_2’, ’c_chi2_2’),
87 "chi2_6": (’p_chi2_6’, ’c_chi2_6’),
88 "10dBchi_2": (’p_10dBchi_2’, ’c_10dBchi_2’),
89 "20dBchi_2": (’p_20dBchi_2’, ’c_20dBchi_2’),
90 "10dBchi_6": (’p_10dBchi_6’, ’c_10dBchi_6’),
91 "20dBchi_6": (’p_20dBchi_6’, ’c_20dBchi_6’),
92 "10dBchi2_2": (’p_10dBchi2_2’, ’c_10dBchi2_2’),
93 "20dBchi2_2": (’p_20dBchi2_2’, ’c_20dBchi2_2’),
94 "10dBchi2_6": (’p_10dBchi2_6’, ’c_10dBchi2_6’),
95 "20dBchi2_6": (’p_20dBchi2_6’, ’c_20dBchi2_6’)
96 }
97
98 print "# Distribution:", typ
99 print "# s mean mode median variance"
100 for s in slist:
101 dist=distributions(s)
102 pdf=getattr(dist,typdct[typ][0])
103 cdf=getattr(dist,typdct[typ][1])
104
105 if typ in ("chi_2", "chi_6", "chi2_2", "chi2_6"):
106 xstart=0
107 else:
108 xstart=scipy.optimize.fsolve(lambda x: cdf(x)-0.0000001,
0)
109 xend=scipy.optimize.fsolve(lambda x: cdf(x)-0.9999999, 0)
110 mean=scipy.integrate.quad(lambda x: x*pdf(x), xstart, xend)
[0]
111 var=scipy.integrate.quad(lambda x: (x-mean)**2*pdf(x),
xstart, xend)[0]
112 median=scipy.optimize.fsolve(lambda x: cdf(x)-0.5, mean)
113 modus=scipy.optimize.fmin(lambda x: -pdf(x), mean)
114 print s, mean, modus, median, var
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1 from __future__ import division
2 import math
3 import sys
4 import scipy
5
6 class MeanDist(object):
7 def __init__(self,x,pdf):
8 self.x=x
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9 self.pdf=pdf
10 self.width=x[-1]-x[0]
11 self.fac=self.width/(len(x)-1)
12 def calc(self, N=None):
13 cdict={}
14 if N is None:
15 N=1
16 convolved=self.pdf
17 cdict[1]=convolved
18 print "%d: %e"%(1,scipy.integrate.trapz(convolved,self.x))
19 for i in range(2,N+1):
20 convolved=scipy.signal.convolve(convolved,self.pdf,1)*
self.fac*(i)/float(i-1)
21 cdict[i]=convolved
22 print "%d: %e"%(i,scipy.integrate.trapz(convolved,self.x
/float(i)))
23 return cdict
24
25 if __name__== ’__main__’:
26 from pylab import *
27 N=int(sys.argv[1])
28 mean=0.0
29 std=2.0
30 step=0.01
31 x=scipy.arrayrange(-5*N,5*N+step,step)
32 dist=scipy.stats.rayleigh(mean,std)
33 var=(4-math.pi)/2*std**2
34 mean=math.sqrt(math.pi/2)*std
35 pdf=dist.pdf(x)
36 cdf=dist.cdf(x)
37 av=MeanDist(x,pdf)
38 cdict=av.calc(N)
39 for i in range(1,N+1,2):
40 nor=i*scipy.stats.norm.pdf(x,mean*i,math.sqrt(var/i)*i)
41 line1, = plot(x/i,cdict[i], linewidth=2, label=’N=%d’%i)
42 line2,=plot(x/i,nor)
43 setp(line2, ’color’, line1._color)
44 xlabel(’x’, fontsize=18)
45 ylabel(’Probability Density’, fontsize=18)
46 title(’PDF of mean(x) and N(mean,sqrt(var/N))’, fontsize=20)
47 xlim((0,5))
48 labels = getp(gca(), ’xticklabels’)
49 setp(labels, fontsize=14)
50 labels = getp(gca(), ’yticklabels’)
51 setp(labels, fontsize=14)
52 legend()
53 show()
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1 from __future__ import division
2
3 from scipy import *
4 import sys
5
6 def h(x):
7 return (sign(x)+1)/2
8
9 class MinMax(object):
10 def pdf_min (self, x, N):
11 r=N*(1-self.cdf(x))**(N-1)*self.pdf(x)
12 return r
13 def cdf_min(self, x, N):
14 c=1-(1-self.cdf(x))**(N)
15 return c
16 def pdf_max (self, x, N):
17 return N*self.cdf(x)**(N-1)*self.pdf(x)
18 def cdf_max (self, x, N):
19 return self.cdf(x)**(N)
20
21 class chi2(MinMax):
22 def __init__(self,s):
23 self.s=s
24 def pdf(self, x):
25 r=x/self.s**2*exp(-(x**2/(2*self.s**2)))
26 return r*h(x)
27 def cdf(self, x):
28 c=1-exp(-(x**2/(2*self.s**2)))
29 return c*h(x)
30
31 class chi4(MinMax):
32 def __init__(self,s):
33 self.s=s
34 def pdf(self, x):
35 r=x**3/(2*self.s**4)*exp(-(x**2/(2*self.s**2)))
36 return r*h(x)
37 def cdf(self, x):
38 c=1-(1+x**2/(2*self.s**2))*exp(-(x**2/(2*self.s**2)))
39 return c*h(x)
40
41 class chi6(MinMax):
42 def __init__(self,s):
43 self.s=s
44 def pdf(self, x):
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45 r=x**5/(8*self.s**6)*exp(-(x**2/(2*self.s**2)))
46 return r*h(x)
47 def cdf(self, x):
48 c=1-(1+x**2/(2*self.s**2)+x**4/(8*self.s**4))*exp(-(x**2/(2*
self.s**2)))
49 return c*h(x)
50
51 class chisquare2(MinMax):
52 def __init__(self,s):
53 self.s=s
54 def pdf(self, x):
55 r=1/(2*self.s)*exp(-(x/(2*self.s)))
56 return r*h(x)
57 def cdf(self, x):
58 c=1-exp(-(x/(2*self.s)))
59 return c*h(x)
60
61 class chisquare6(MinMax):
62 def __init__(self,s):
63 self.s=s
64 def pdf(self, x):
65 r=x**2/(16*self.s**3)*exp(-(x/(2*self.s)))
66 return r*h(x)
67 def cdf(self, x):
68 c=1-(1+x/(2*self.s)+x**2/(8*self.s**2))*exp(-(x/(2*self.s)))
69 return c*h(x)
70
71
72 class distributions:
73 def __init__(self,s):
74 self.s=s
75 self.k=10
76 def p_chi_2(self, x):
77 r=x/s**2*exp(-(x**2/(2*self.s**2)))
78 return r
79 def c_chi_2(self, x):
80 c=1-exp(-(x**2/(2*self.s**2)))
81 return c
82
83 def p_chi_4(self, x):
84 r=x**3/(2*s**4)*exp(-(x**2/(2*self.s**2)))
85 return r
86 def c_chi_4(self, x):
87 c=1-(x**2/(2*self.s**2)+1)*exp(-(x**2/(2*self.s**2)))
88 return c
89
90 def p_chi_6(self, x):
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91 r=x**5/(8*s**6)*exp(-(x**2/(2*self.s**2)))
92 return r
93 def c_chi_6(self, x):
94 c=1-(x**4/(8*self.s**4)+x**2/(2*self.s**2)+1)*exp(-(x**2/(2*
self.s**2)))
95 return c
96
97
98 def p_chi2_2(self, x):
99 r=1/(2*s)*exp(-(x/(2*self.s)))
100 return r
101 def c_chi2_2(self, x):
102 c=1-exp(-(x/(2*self.s)))
103 return c
104
105 def p_chi2_6(self, x):
106 r=x**2/(16*s**3)*exp(-(x/(2*self.s)))
107 return r
108 def c_chi2_6(self, x):
109 c=1-(x**2/(8*self.s**2)+x/(2*self.s)+1)*exp(-(x/(2*self.s)))
110 return c
111
112 def __p_dB(self,x,k,dist):
113 y=10**(x/k)
114 r=y*log(10)*dist(y)/k
115 return r
116 def __c_dB(self,x,k,dist):
117 y=10**(x/k)
118 r=dist(y)
119 return r
120 def p_10dBchi_2(self,x):
121 return self.__p_dB(x,10,self.p_chi_2)
122 def c_10dBchi_2(self,x):
123 return self.__c_dB(x,10,self.c_chi_2)
124 def p_20dBchi_2(self,x):
125 return self.__p_dB(x,20,self.p_chi_2)
126 def c_20dBchi_2(self,x):
127 return self.__c_dB(x,20,self.c_chi_2)
128 def p_10dBchi_4(self,x):
129 return self.__p_dB(x,10,self.p_chi_4)
130 def c_10dBchi_4(self,x):
131 return self.__c_dB(x,10,self.c_chi_4)
132 def p_20dBchi_4(self,x):
133 return self.__p_dB(x,20,self.p_chi_4)
134 def c_20dBchi_4(self,x):
135 return self.__c_dB(x,20,self.c_chi_4)
136 def p_10dBchi_6(self,x):
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137 return self.__p_dB(x,10,self.p_chi_6)
138 def c_10dBchi_6(self,x):
139 return self.__c_dB(x,10,self.c_chi_6)
140 def p_20dBchi_6(self,x):
141 return self.__p_dB(x,20,self.p_chi_6)
142 def c_20dBchi_6(self,x):
143 return self.__c_dB(x,20,self.c_chi_6)
144 def p_10dBchi2_2(self,x):
145 return self.__p_dB(x,10,self.p_chi2_2)
146 def c_10dBchi2_2(self,x):
147 return self.__c_dB(x,10,self.c_chi2_2)
148 def p_20dBchi2_2(self,x):
149 return self.__p_dB(x,20,self.p_chi2_2)
150 def c_20dBchi2_2(self,x):
151 return self.__c_dB(x,20,self.c_chi2_2)
152 def p_10dBchi2_6(self,x):
153 return self.__p_dB(x,10,self.p_chi2_6)
154 def c_10dBchi2_6(self,x):
155 return self.__c_dB(x,10,self.c_chi2_6)
156 def p_20dBchi2_6(self,x):
157 return self.__p_dB(x,20,self.p_chi2_6)
158 def c_20dBchi2_6(self,x):
159 return self.__c_dB(x,20,self.c_chi2_6)
160
161 if __name__ == "__main__":
162 typ=sys.argv[1]
163 nlist=eval(sys.argv[2])
164 sigma=1
165
166 dist=eval(typ)(sigma)
167 print ’# n | min stat | max stat’
168 print ’# stat: mean(3,11) modus(4,12) var(5,13) std(6,14) q05
(7,15) median(8,16) q95(9,17)’
169 for n in nlist:
170
171 print n,
172 for what in (’min’,’max’):
173 def p(x):
174 return getattr(dist, ’pdf_%s’%what)(x,n)
175 def c(x):
176 return getattr(dist, ’cdf_%s’%what)(x,n)
177 #print "TEST", c(0)
178 xstart=0
179 xend=100#optimize.fsolve(lambda x: c(x)-0.9999999, 0)
180 mean=integrate.quad(lambda x: x*p(x), xstart, xend)[0]
181 var=integrate.quad(lambda x: (x-mean)**2*p(x), xstart,
xend)[0]
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182 x=arrayrange(xstart,xend+0.01,0.01)
183 _c=c(x)
184 #print _c
185 ic=interpolate.interp1d(_c,x)
186 #median=optimize.fsolve(lambda x: c(x)-0.5, mean)
187 #q05=optimize.fsolve(lambda x: c(x)-0.05, mean)
188 #q95=optimize.fsolve(lambda x: c(x)-0.95, mean)
189 median=ic(0.5).item()
190 q05=ic(0.05).item()
191 q95=ic(0.95).item()
192 modus=optimize.fmin(lambda x: -p(x), [mean],disp=0)[0]
193 print "|", mean, modus, var, sqrt(var), q05, median, q95
,
194 print
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1 from __future__ import division
2 import sys
3 import math
4 import scipy
5 scipy.pkgload(’integrate’,’special’)
6
7 def CalcPsi(n, rho,eps=0.01):
8 def calc_psi_exact(r,n,rho):
9 ga = scipy.special.gamma
10 tmp = ga(n-0.5)
11 if scipy.isfinite(tmp):
12 gafac = ga(n-1)/tmp
13 else:
14 gafac = 1.0/math.sqrt(n-0.5) * (1+3.0/(8*n-4))
15 psi= (n-2)/math.sqrt(2*math.pi) * gafac\
16 * math.pow(1-r*r,0.5*(n-4)) * math.pow(1-rho*rho,0.5*(n
-1))\
17 * math.pow(1-rho*r, 1.5-n) * scipy.special.hyp2f1
(0.5,0.5,n-0.5,0.5*(1+rho*r))
18 return psi
19 def calc_psi_norm_transform(r,n,rho):
20 def atanh (x):
21 if x<-0.99:
22 return -1e300
23 elif x>0.99:
24 return 1e300
25 else:
26 return 0.5*math.log((1+x)/(1-x))
27 s=math.sqrt(1.0/(n-3))
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28 mu=atanh(rho)
29 z=atanh(r)
30 psi=scipy.stats.norm.pdf(z,mu,s)
31 return psi
32 def calc_psi(r,n,rho):
33 try:
34 return calc_psi_exact(r,n,rho)
35 except:
36 try:
37 return calc_psi_norm_transform(r,n,rho)
38 except:
39 return 0.0
40
41 psi=[]
42 psi2=[]
43 r = []
44 for i in range(int(2.0/eps+1)):
45 r.append(round(-1.0+i*eps,3))
46 psi.append(calc_psi(r[i],n,rho))
47 cpsi = [0.0]
48 tmp = scipy.integrate.cumtrapz(psi,r).tolist()
49 cpsi.extend(tmp)
50 factor=1.0/cpsi[-1]
51 psi = [x*factor for x in psi]
52 cpsi = [x*factor for x in cpsi]
53 return r, psi, cpsi
54
55 if __name__ == ’__main__’:
56 N=int(sys.argv[1])
57 rho=float(sys.argv[2])
58
59 r,psi,cpsi = CalcPsi(N,rho)
60 for _r,_psi,_cpsi in zip(r,psi,cpsi):
61 print _r, _psi, _cpsi
B.4.1 Kritische Werte
1 from __future__ import division
2 import sys
3 import math
4 import scipy
5 scipy.pkgload(’integrate’,’special’,’interpolate’,’stats’)
6
7 def CalcPsi(n, rho,eps=0.01):
8 def calc_psi_exact(r,n,rho):
9 ga = scipy.special.gamma
10 tmp = ga(n-0.5)
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11 if scipy.isfinite(tmp):
12 gafac = ga(n-1)/tmp
13 else:
14 gafac = 1.0/math.sqrt(n-0.5) * (1+3.0/(8*n-4))
15 psi= (n-2)/math.sqrt(2*math.pi) * gafac\
16 * math.pow(1-r*r,0.5*(n-4)) * math.pow(1-rho*rho,0.5*(n
-1))\
17 * math.pow(1-rho*r, 1.5-n) * scipy.special.hyp2f1
(0.5,0.5,n-0.5,0.5*(1+rho*r))
18 return psi
19 def calc_psi_norm_transform(r,n,rho):
20 def atanh (x):
21 if x<-0.99:
22 return -1e300
23 elif x>0.99:
24 return 1e300
25 else:
26 return 0.5*math.log((1+x)/(1-x))
27 s=math.sqrt(1.0/(n-3))
28 mu=atanh(rho)
29 z=atanh(r)
30 psi=scipy.stats.norm.pdf(z,mu,s)
31 return psi
32 def calc_psi(r,n,rho):
33 #return calc_psi_int(r,n,rho)
34 try:
35 return calc_psi_exact(r,n,rho)
36 except (OverflowError):
37 return calc_psi_norm_transform(r,n,rho)
38
39 psi=[]
40 psi2=[]
41 r = []
42 cpsi = []
43 for i in range(int(2.0/eps+1)):
44 r.append(round(-1.0+i*eps,3))
45 psi.append(calc_psi(r[i],n,rho))
46 cpsi.append(scipy.integrate.quad(calc_psi,-1,r[-1],(n,rho))
[0])
47 factor=1.0/cpsi[-1]
48 psi = [x*factor for x in psi]
49 cpsi = [x*factor for x in cpsi]
50 return r, psi, cpsi
51
52 if __name__ == ’__main__’:
53 Nlst=eval(sys.argv[1])
54 rho=float(sys.argv[2])
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55 alpha=float(sys.argv[3])
56
57
58 for n in Nlst:
59 r,psi,cpsi = CalcPsi(n,rho)
60 cpsi_invers=scipy.interpolate.interp1d(cpsi,r)
61 print n, round(cpsi_invers(alpha)[0],4)
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Glossar
Antennenkalibrierfaktor (ACF)
Antenna Calibration Factor (engl.): Verhältnis von mittlerer Emp-
fangsleistung und mittlerer Eingangsleistung während der Hauptka-
librierung.
Kammerkalibrierfaktor (CCF)
Chamber Calibration Factor (engl.): Verhältnis von mittlerer Emp-
fangsleistung und mittlerer Eingangsleistung während der EUT-
Kalibrierung.
Kammerbeladungsfaktor (CLF)
Chamber Loading Factor (engl.): Verhältnis von CCF zu ACF.
Elektromagnetische Verträglichkeit (EMV)
Fähigkeit eines Gerätes, einer Anlage oder Systems, in der elektro-
magnetischen Umgebung zufriedenstellend zu arbeiten, ohne dabei
selbst elektromagnetische Störungen zu verursachen oder gestört zu
werden.
Testsystem (EUT)
Equipment Under Test (engl.): Das Testsystem.
Kammereinfügedämpfung (IL)
Insertion Loss (engl.): Verhältnis von maximaler Empfangsleistung
und mittlerer Eingangsleistung während der Hauptkalibrierung ge-
mittelt über die Antennen Positionen.
Lowest Usable Frequency (LUF)
Kleinste nutzbare Frequenz: Der genaue Wert hängt von vielen Ein-
flußfaktoren ab und ergibt sich aus der Kalibrierung der Kammer.
Typischerweise liegt sie im Bereich des vierfachen der ersten Reso-
nanzfrequenz.
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Glossar
Modenverwirbelungskammer (MVK)
Hohlraumresonartor hoher Güte, der im Bereich hoher Modendichte
angeregt wird. Anregungs- oder Randbedingungen werden variiert
um ein statisch homogenes und isotropes Feld zu erzeugen.
Auflösungsbandbreite (RBW)
Resolution Band Width (engl.): Bei Messungen in Frequenzbereich:
der Bereich um die Mittenfrequenz herum, für den nur minimale
Pegelverfälschungen auftreten (typisch: +0 – -3 dB)
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Index
Absorptionskoeffizient, 62
Abstrahlung, 84
gesamt abgestrahlte Leistung,
84
ACF, 127, 131
Antenneneffektivität, 69, 145
Antennenfaktor, 146
Antennenfehlanpassung, 69
Antennenfläche
effektive, 68
Antennengewinn, 145
Antennengröße, 158
Antennenverluste, 27, 69
Aspektverhältnis, 20
Ausbreitung
Rayleigh vs. Rice, 3
Ausbreitungsgeschwindigkeit, 12
Autokorrelation, 103
Kritik und Erweiterung, 106
kritische Werte, 112–116
Verfahren nach Norm, 105
Bandbreite
modale, 16, 21, 65
Beladung, 141
maximale, 125
Bestimmtheitsmaß
lineares, 201
Bildtheorie, 45
Bornsche Näherung, 12
BWQ, siehe Bandbreite
Cauchyverteilungen, 66
CCF, 128, 130
cdf, siehe Wahrscheinlichkeitsver-
teilung
Chaos, 9
χ2-Verteilung, 53
χ-Verteilung, 53, 167
χ2-Verteilung, 168
χ4-Verteilung, 170
χ6-Verteilung, 171
χ2-Verteilung, 174
χ22-Verteilung, 175
χ26-Verteilung, 176
CLF, 128
Clique
maximale, 113
Determinationskoeffizient, siehe
Bestimmtheitsmaß
Dielektrische Verluste, 26
Dipol
im Freiraum, 145
im Halbraum, 147
im TEM-Wellenleiter, 152
in der MVK, 153
Direktivität, 68, 145, 146, 155, 161
maximale, 156
Dyade, 13〈↔
E
〉
24
, 129
ecdf, siehe Wahrscheinlichkeitsver-
teilung
Effektivwert, 9
285
Index
Eigenfrequenz, 17
Eigenfrequenzen, 12
Eigenmode, siehe Mode
Eigenvektor, 8
Eigenwert, 7
Eigenwerte
mit Verlusten, 25
Eindringtiefe, 25
Eingangsleistung, 126
Einkopplung, 67
Antennen, 67
Leistung, 72
Strom, 70
Strombetrag, Spannungsbe-
trag, 71
Testsystem, 70
EMax,x,y,z, 126
Emission, siehe Abstrahlung
Emissionsmessung, 158
Empfangsleistung, 68
Energie
Augenblickswert, 9
elektrische und magnetische,
8
gespeicherte, 8, 56
mittlere, 9
zeitgemittelt, 24
Energiedichte, 36, 118
Energierelaxation, 88, 121
Energierelaxation, freie, 120
Ensemble
boundary, 29
r, 29
räumlich, 29
Erwartungswert, 30
Erwartungswerte
Energiedichte, 36
Feldgrößen, 35
Poyntingvektor, 36
EUT Beladung, 129
EUT-Kalibrierung, 128
Exponentialverteilung, 175
↔
Ex,y,z, 126〈
Ex,y,z
〉
, 126
Fehler
1. Art, 107
2. Art, 107
Feld
in der Nähe einer Ecke, 49
in der Nähe einer Kante, 46
in der Nähe einer Wand, 44
Feldstärke
erreichbare, 85
maximale, 146
Feldverteilung
statistisch unabhängige, 103
Feldwellenwiderstand, 8
Freiheitsgrad, 53
Freiraum, 145
Frequenz
normierte, 21
gültige Werte für l, m und n, 12
Güte, 7, 24, 53, 56, 84, 118, 121,
129
Antennenverluste, 27
Bestimmung, 118
Bestimmung im Zeitbereich,
120
Definition, 24
dielektrische Verluste, 26
gesamte, 55
modal, mit Wandverlusten,
26
modale, 57
spektraler Schätzer, 63
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thermodynamischer Ansatz,
60
Verfahren nach Norm, 118
Verlustmechanismen, 55
Wellendarstellung, 55
zusammengesetzt, 57
Gütebestimmung, 88, 132
gain, siehe Antennengewinn
Geometriefaktor, 147, 149
Greensche Funktion, 11
dyadisch, 13
dyadische, 15
Konvergenz, 15
Grundgesamtheit, siehe Ensem-
ble
Grundkalibrierung, 124
GTEM, siehe TEM-Wellenleiter
Höhenscan, 147
Halbraum, 145, 147
Helmholtz Gleichung, 7
Hohlraumresonator, 7
chaotische Lösungen, 9
mit Stromquelle, 12
quaderförmig, 9
separable Geometrie, 9
Homogenität, 35, 125
Homogenitätskriterium, 128
Hypothesenprüfung, 107
IEC 61000-4-21, 103
Bezeichnungen, 104
Gütebestimmung, 118
IL, 127, 131
Induktionsgesetz, 8
Isotropie, 35
Kammerbeladungsfaktor, 128
Kammerkalibrierfaktor, 128
Kaustik, 7
Kenngröße
empirisch, 29
theoretische, 29
Korrelation
Einkopplung, 160
Emission, 155
Emissionsmessungen, 145
Energiedichte, 40
Frequenz, 65
gemischt, 39
in der Nähe einer Ecke, 51
in der Nähe einer Kante, 48
in der Nähe einer Wand, 46
Leistung, 39
longitudinal, 38
Messumgebungen, 145
räumlich, 37
räumliche
Anzahl innerer Punkte, 41
transversal, 38
Winkel, 42
Korrelationskoeffizient, 105
Frequenz, 65
Korrelationskoeffizienten
Bewertung, 199
Korrelationslänge, 38, 162
longitudinal und transver-
sal, 38
kritischer Wert, 108
Leistung
gesamt abgestrahlte, 146
total abgestrahlte, 130
Leistungsdichte, siehe Poynting-
vektor, 61
skalare, 37, 55, 68
Loading, 128
Lorentzverteilung, 66
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LUF, siehe Startfrequenz
Messbandbreite, 122
Mode, 7
TE, TM, 10
Modenanzahl, 17, 18
nicht fluktuierender Anteil,
20
Modendichte, 7, 19, 42
fluktuierender Beitrag, 20
glatter Beitrag, 20
Modenrührer, 7, 12, 17, 42, 88
Effektivität, 63
Oberflächenströme, 16
NP-Problem, 113
Oberflächenwiderstand, 26
p-Wert, 108
PAveRec, 126
pdf, siehe Wahrscheinlichkeitsdich-
te
Periodogramm, 64
Permeabilität, 7
Permittivität, 7
Perspektiven, 4
Phasengeschwindigkeit, 12
PInput, 126
PL, siehe Streckendämpfung
PMaxRec, 126
Polarisationsfaktor, 68
Poyntingvektor, 36, 146
skalare Leistungsdichte, 37
Qualitätsfaktor, siehe Güte, 15
Rührereffektivität, 103
Rührerpositionen
äquidistante, 105, 117
Rührerpositionen
aquidistante, 111
Randbedingung, 8, 14
unabhängig, 103
Randbedingungen, 103
Randverteilung, 180
Raumwinkel, 145
Rayleigh-Verteilung, 53, 169
RBW, siehe Messbandbreite
Reflexionskoeffizient, 56
Resonanzfrequenzen, siehe Eigen-
frequenzen
Schirmdämpfungsmessung, 3
schwarzer Körper, 61
σx,y,z, 127
Signifikanzniveau, 108
Simulation
numerische, 3
Skintiefe, siehe Eindringtiefe
Spitzenwert, 9
Störemissionsmessung, 129
alternative Methode, 132
Verfahren nach Norm, 130
Störfestigkeitsmessung, 129
Startfrequenz, 125
stationärer Zustand, 88
Stichprobengröße, 30
Stichprobenumfang, 107
stochastischer Prozess, 112
Streckendämpfung, 146
Streuer
nicht linearer, 89
Streufeld, 13, 16
TEM-Wellenleiter, 145
Testfeldstärke, 129
Transiente, 88
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transienter Zustand, 88
Vektorprodukt
direktes, 13
Verbindungsstrukturen, 161
Resonanzen, 162
Verlustleistung, 118
Verteilung
des Auokorrelationskoeffizi-
enten, 107
gemeinsame, 178
multivariat, 178
Verteilungen
Übersicht, 54
Verteilungsfunktion
dB-Skala, 177
Extremwerte, 183
Funktionen von Zufallsva-
riablen, 180
Mittelwert, 181
Summe und Differenz, 181
Transformationsmethode, 195
Verteilungsfunktionstechnik,
196
Verteilungsfunktionen, 167
Wahrscheinlichkeitsdichte, 29
Wahrscheinlichkeitsverteilung, 30
empirische, 30
Wandleitfähigkeit, 26
Wandmaterial, 26
Wandverluste, 25, 55
Wellendarstellung, 32, 70
Güte, 55
Verteilungsfunktion, 52
Winkelauflösung, 158
Winkelspektrum, 32, 52
höhere Momente, 70
Momente, 34
Zeitabhängigkeit
harmonische, 7
Zeitbereich, 4
Zeitbereichsmessung, 132
Zeitkonstante, 120
Zufallsvariable, 29, 162, 167
Unabhängigkeit, 180
Zufallszahlen
korrelierte, 167
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