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Abstract
This dissertation discusses the possibilities and the limitations of Fredholm’s method for the
semiclassical study of single eigenstates of quantum maps.
The Fredholm method provides a scheme that allows the systematic evaluation of eigenstates.
It was previously applied to eigenstates which correspond to non-degenerate eigenvalues. Thus,
it can not be used for the evaluation of many eigenstates of common systems, for example
quantum cat maps. Therefore, within the framework of Fredholm’s method the full eigenvalue
problem will be solved. This means that eigenstates corresponding to degenerate eigenvalues
can also be evaluated. In the form derived in this work, Fredholm’s method can be applied to
all eigenstates of a quantum map. It provides a representation of single eigenstates in terms
of powers of the propagator of the quantum map. By using this representation parametric
correlations of single eigenstates can also be semiclassically calculated. This is illustrated for
the example of the autocorrelation function.
The semiclassical evaluation of single eigenstates in the present work focuses on the evalua-
tion of the Husimi function of an eigenstate. The Husimi function can be evaluated by inserting
the coherent-state representation of the propagator of the quantum map into the representation
of the eigenstate obtained from the Fredholm method. It is known that Husimi’s function of
an eigenstate that corresponds to a non-degenerate eigenvalue can be expressed as a sum over
periodic orbits of the underlying classical system. It will be shown that for the case of degen-
erate eigenvalues, additional contributions arise which are determined by diffractive orbits.
Furthermore, corrections to the coherent-state representation of the propagator of the quan-
tum map will be derived. These corrections occur for quantum maps for which the underlying
classical dynamics allows complex periodic orbits. The complex periodic orbits give rise to
contributions which need to be included in the semiclassical evaluation of the propagator for
large values of
 
. This extends the known result that the diagonal elements of the propagator
in coherent-state representation are given by real periodic orbits.
Understanding how a complex periodic orbit contributes to the coherent-state representation
of the propagator is essential for the study of periodic orbit bifurcations in the framework of
Fredholm’s method and its application to the semiclassical evaluation of the Husimi function.
Previously, the Fredholm method has only been applied to fully chaotic systems. The descrip-
tion of periodic orbit bifurcations within Fredholm’s method is necessary to apply it to systems
with mixed dynamics. In the present work the coherent-state representation of the propagator
in the vicinity of a periodic orbit bifurcation is derived for the first time. This will be carried
out for a family of perturbed cat maps in the case of a tangent bifurcation. It will also be shown
that the semiclassical evaluation of the Husimi function of a single eigenstate at this tangent
bifurcation is very expensive in computer time. This is due to the number of orbits involved in
the calculations.
Furthermore, Fredholm’s method is applied to a special class of quantum maps: quantum
maps which are perturbed by a point-like scatterer. It will be shown how a point-like scatterer
can be introduced to a quantum map. It turns out that the propagator which describes the
perturbed quantum map can be completely represented in terms of the propagator of the un-
perturbed map. For quantum maps with a point-like scatterer a semiclassical expression for the
trace and the coherent-state representation of the propagator will be derived. In both cases the
semiclassical expressions contain contributions from diffractive orbits. Using these results the
Husimi functions of single eigenstates of the perturbed system are calculated semiclassically.
This illustrates that, in analogy to the spectral statistics of quantum systems perturbed by a
point-like scatterer, the semiclassical analysis has to go beyond the periodic orbit theory.
The introduction of a point-like scatterer also provides an alternative method to calculate
single eigenstates of the unperturbed quantum map.
In the last part of this dissertation, averages over many eigenstates with respect to energy
and position will be considered. As well known, such averages can be expressed as a sum over
periodic orbits of the corresponding classical system. In recent works the influence of periodic
orbit bifurcations on the average of eigenstates has been studied. It was shown that, as for
the trace formula, additional contributions to the periodic orbit sum occur. These contribu-
tions have previously been obtained by local approximations. This type of approximation is
only valid in the vicinity of the bifurcation. In this work a more general approximation, the
uniform approximation, will be considered. A uniform approximation is valid in the vicinity
of the bifurcation as well as far away from it. In this work the uniform approximation for the
contribution of a tangent bifurcation will be derived. Using a period-doubling bifurcation it
will be shown that a closed solution for the corresponding contribution cannot be derived for
every type of bifurcation. However, a method is discussed by which the contribution can be
semiclassically evaluated. With the help of this method, averages over eigenstates at periodic
orbit bifurcations are semiclassically calculated.
Kurzfassung
In der vorliegenden Arbeit werden die Mo¨glichkeiten und Grenzen der Fredholm-Methode bei
der semiklassischen Berechnung einzelner Eigenzusta¨nde von Quantenabbildungen untersucht.
Die Fredholm-Methode bietet einen systematischen Zugang zur Berechnung von einzelnen
Eigenzusta¨nden. Bisher wurde sie nur auf Eigenzusta¨nde angewendet, die zu nicht-entarteten
Eigenwerten geho¨ren. In der Form la¨ßt sie sich allerdings nicht zur Berechnung vieler Eigen-
zusta¨nde bekannter Systeme, wie etwa den Katzenabbildungen, anwenden. Deshalb soll hier,
im Rahmen der Fredholm-Methode, das vollsta¨ndige Eigenwertproblem gelo¨ßt werden, d.h.
auch die Berechnung von Eigenzusta¨nden zu entarteten Eigenwerten ermo¨glicht werden. In der
Form, die in dieser Arbeit hergeleitet wird, kann die Fredholm-Methode zur Berechnung aller
Eigenzusta¨nde von Quantenabbildungen angewendet werden. Sie liefert dabei eine Darstellung
eines einzelnen Eigenzustandes als Summe u¨ber Potenzen des Propagators der Quantenab-
bildung. Durch Verwendung dieser Darstellung lassen sich auch parametrische Korrelationen
einzelner Eigenzusta¨nde berechnen. Dieses wird hier am Beispiel der Autokorrelationsfunktion
gezeigt.
Die semiklassische Berechnung von einzelnen Eigenzusta¨nden erfolgt im Rahmen dieser Ar-
beit hauptsa¨chlich durch Berechnung ihrer Husimifunktion. Die Husimifunktion eines Eigenzu-
standes zu einem nicht-entarteten Eigenwert la¨ßt sich, wie bereits bekannt, als Summe u¨ber die
periodischen Bahnen des Systems ausdru¨cken. Es wird gezeigt, daß im Fall von Eigenzusta¨nden
zu entarteten Eigenwerten zusa¨tzliche Beitra¨ge von diffraktiven Orbits auftreten.
Ebenfalls wird diskutiert, welche Korrekturen bei der Darstellung des Propagators einer
Quantenabbildung durch die koha¨renten Zusta¨nde no¨tig sind, falls die zugeho¨rige klassische
Abbildung komplexe periodische Bahnen besitzt. Es wird gezeigt, daß fu¨r große Werte von
 
zusa¨tzliche Terme auftreten, die durch diese komplexen periodischen Bahnen bestimmt wer-
den. Diese Terme sind Korrekturen zu der bekannten Darstellung der Diagonalelemente des
Propagators in der Basis der koha¨renten Zusta¨nde, nach der diese nur durch reelle periodische
Bahnen gegeben ist.
Das Versta¨ndnis der Beitra¨ge komplexer Orbits zur Darstellung des Propagators durch die
koha¨renten Zusta¨nde ist essentiell fu¨r die Behandlung von Bifurkationen periodischer Bah-
nen im Rahmen der Fredholm-Methode und ihrer Anwendung zur semiklassischen Berechnung
der Husimifunktion einzelner Eigenzusta¨nde. Bisher wurde die Fredholm-Methode nur auf
vollsta¨ndig chaotische Systeme angewendet. Die Beschreibung von Bifurkationen ist essentiell
fu¨r die Anwendung der Fredholm-Methode auf Systeme mit gemischter Dynamik. In der vor-
liegenden Arbeit wird zum ersten Mal die Darstellung des Propagators mittels der koha¨renten
Zusta¨nde fu¨r den Fall einer Bifurkation periodischer Bahnen hergeleitet. Dies wird fu¨r eine
Familie gesto¨rter Katzenabbildungen im Falle einer Tangentenbifurkation getan. Weiterhin
wird diskutiert, daß die numerische Berechnung des resultierenden semiklassischen Ausdrucks
fu¨r die Husimifunktion einen hohen Aufwand an Rechenzeit beno¨tigt. Dies ergibt sich aus der
Anzahl der Bahnen, die no¨tig sind, um eine gute semiklassische Na¨herung zu erhalten.
Desweiteren wird die Fredholm-Methode auf eine spezielle Klasse von Quantenabbildungen
angewendet: Quantenabbildungen, die durch Punktstreuer gesto¨rt werden. Es wird diskutiert,
wie sich ein Punktstreuer im Rahmen der Quantenmechanik als Sto¨rung einer Quantenab-
bildung einfu¨hren la¨ßt. Es zeigt sich, daß der Propagator, der die gesto¨rte Quantenabbil-
dung repra¨sentiert, sich vollsta¨ndig durch den Propagator der ungesto¨rten Quantenabbildung
darstellen la¨ßt. Es wird ein semiklassischer Ausdruck fu¨r die Spurformel der gesto¨rten Quan-
tenabbildung und fu¨r die Darstellung des Propagators in der Basis der koha¨renten Zusta¨nde
hergeleitet. In beiden Fa¨llen treten Beitra¨ge auf, die durch diffraktive Bahnen bestimmt wer-
den. Mittels dieser Resultate werden die Husimifunktionen einiger Eigenzusta¨nde der gesto¨rten
Quantenabbildung semiklassisch berechnet. Diese Ergebnisse zeigen, daß, in Analogie zur spek-
tralen Statistik von Quantensystemen mit Punktstreuern, die semiklassische Analyse u¨ber die
Theorie periodischer Bahnen hinausgehen muß.
Ebenfalls wird gezeigt, daß die Einfu¨hrung eines Punktstreuers eine weitere Methode zur
Berechnung von einzelnen Eigenzusta¨nden der ungesto¨rten Quantenabbildung darstellt.
Im letzten Teil der vorliegenden Arbeit wird eine Menge gemittelter Eigenzusta¨nde betra-
chtet, wobei die Mittelung u¨ber die Energie und den Ort erfolgt. Wie bereits bekannt, la¨ßt
sich eine Menge derartig gemittelter Eigenzusta¨nde als Summe u¨ber periodische Bahnen des
zugeho¨rigen klassischen Systems ausdru¨cken. In ju¨ngeren Arbeiten wurde bereits der Einfluß
von Bifurkationen periodischer Bahnen auf diesen Ausdruck diskutiert. Es hat sich gezeigt, daß,
a¨hnlich wie bei der Spurformel, zusa¨tzliche Beitra¨ge auftreten. Bisher wurden diese Beitra¨ge
durch lokale Approximationen gewonnen. Diese Na¨herungen gelten jedoch nur in der Umge-
bung der Bifurkation. In der vorliegenden Arbeit wird eine allgemeine Na¨herung, die uniforme
Na¨herung, betrachtet. Eine uniforme Na¨herung ist sowohl in der Umgebung, als auch weit
entfernt von der Bifurkation gu¨ltig. Eine solche uniforme Na¨herung wird fu¨r den Fall einer
Tangentenbifurkation hergeleitet. Desweiteren wird am Beispiel einer Periodenverdopplungs-
bifurkation diskutiert, daß sich nicht fu¨r jeden Typ von Bifurkation eine geschlossene Darstel-
lung dieses Beitrages finden la¨ßt. Trotzdem wird eine Mo¨glichkeit diskutiert, diesen Beitrag
semiklassisch zu berechnen. Mit Hilfe dieser Methode werden gemittelte Eigenzusta¨nde bei
Bifurkationen periodischer Orbits berechnet.
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Chapter 1
Introduction
Over the last decades the behaviour of classical Hamiltonian systems has been studied exten-
sively. It turns out that classical systems can be separated, roughly, into three different classes,
according to their dynamical behaviour. The first, and best understood, class are integrable
systems. Here the classical motion occurs on invariant tori in phase space. The dynamics of
such systems is regular as trajectories are confined to a torus.
In contrast, there is a class of systems, called (fully) chaotic systems, which show totally
different dynamics. A typical trajectory of a chaotic system is not confined to a torus but
explores the entire energy surface. Also, the behaviour of a chaotic system is sensitive to small
deviations in the initial conditions. Two trajectories, starting next to each other, will separate
exponentially fast.
The third class of systems shows both forms of behaviour described above, depending on
the initial conditions. This means that there are regions in phase space where the dynamics
is chaotic and other regions where the dynamics is confined to tori. These systems are called
systems with mixed dynamics.
In contrast to this rich dynamics in classical mechanics, in quantum mechanics only pseudo-
periodic time evolution can occur (for bounded, time independent systems). If one studies the
classical limit of quantum mechanics, this behaviour has to reduce to the different dynamics
of classical mechanics. This, a consequence of the correspondence principle, may suggest that
quantum systems for which the classical counterparts belong to different classes of dynamics
should also show differences in their properties.
A major difference in the properties of quantum systems occurs in the statistics of the en-
ergy levels. This means that statistical properties of the energy level distribution show different
behaviours, depending on the dynamics of the classical counterpart of the system. It was conjec-
tured in [1] that for quantum systems corresponding to integrable classical systems, the energy
eigenvalues follow the same statistics as random numbers. In contrast, the energy eigenvalues
of a quantum system whose classical counterpart shows chaotic dynamics are correlated as the
eigenvalues of matrices belonging to one of the ensembles of Random Matrix Theory (RMT)
[2]. Such ensembles are defined according to invariant properties of their matrices. The type
of ensemble is determined by symmetries of the quantum system. For example, if the quantum
system shows time-reversal symmetry and has integer spin then the corresponding ensemble of
random matrices is the Gaussian Orthogonal Ensemble (GOE) which consists of real symmetric
1
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matrices. On the other hand, if the system has no time-reversal symmetry then the correspond-
ing ensemble is the Gaussian Unitary Ensemble (GUE) which consists of complex hermitian
matrices. These different types of statistics, depending on whether the classical system shows
integrable or chaotic dynamics, do indeed show remarkable differences. The predicted proba-
bility of finding two energy levels close to each other vanishes for classically chaotic systems,
whereas it is given by a non-vanishing constant for classically integrable systems.
For quantum systems where the underlying classical dynamics shows both chaotic and inte-
grable behaviour it was conjectured in [3] that the different statistics interfere independently.
Thus, the spectral statistics of the system is given by a superposition of the statistics of random
numbers and the statistics of eigenvalues of one of the RMT-ensembles. The weight of the con-
tributions is determined by the volume ratio of the parts of phase space with the corresponding
dynamics.
A review of applications of Random Matrix Theory in physics can be found in [4]. The
Random Matrix Theory conjecture described above plays an essential role in quantum chaos.
To understand such implications of classical dynamics for quantum properties is the aim
of quantum chaos. The way to achieve this is to study a quantum system in the so-called
semiclassical limit
  → 0, in other words to find the solutions of Schro¨dinger’s equation as an
expansion in powers of
 
. Physically, taking the semiclassical limit corresponds to the study of
the behaviour of a quantum system in the case when all actions are large compared to
 
.
For quantum systems whose classical counterpart shows integrable dynamics, there is a pow-
erful semiclassical approximation technique, the Einstein-Brillouin-Keller quantization. This is
an extension of the WKB method to multidimensional systems. This method can be applied
only to integrable systems, as it is based on the assumption that the phase space is divided
into invariant tori [5]. The EBK quantization provides an explicit formula for the energy levels
of the quantum system in terms of properties of the underlying classical dynamics. In [6] a
formula was derived, called the Berry-Tabor trace formula, that relates the sum over all the
energy eigenvalues of a quantum system to a sum over all periodic orbits of the corresponding
classical system.
For chaotic systems there is also a theory that relates the quantum mechanical energy spec-
trum to purely classical quantities. It is given by Gutzwiller’s periodic orbit theory [7]. This
theory relates the trace of the Green function, a function which has poles on the quantum me-
chanical energy levels, to a sum over all periodic orbits of the corresponding classical system.
However, the semiclassical theory in the case of chaotic systems is much more complicated
than for integrable systems. First of all, in general a chaotic system has infinitely many pe-
riodic orbits and the periodic orbit sum is usually divergent. The contribution of a periodic
orbit to Gutzwiller’s trace formula describes a periodic clustering on an energy scale ∆E. This
energy scale is related to the period T of the periodic orbit by ∆E = h/T , where h is Planck’s
constant. Thus, the fine structure of the energy spectrum is determined by long periodic or-
bits. However, the number of periodic orbits of a chaotic system increases exponentially with
their length and so one soon reaches numerical limits in the calculation of their contributions.
Nevertheless, resummation techniques can be used to recover the contributions of long periodic
orbits in terms of short periodic orbits [8].
The discussion of the preceding paragraphs shows that the classical dynamics is indeed re-
flected in the spectral properties of quantum systems. For the energy spectrum many results
have been theoretically and experimentally established. There is also an influence of the clas-
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sical dynamics on the eigenfunctions of the quantum system. A very general result for these
was given in [9]. There it was conjectured that, in the semiclassical limit, the eigenfunctions of
a system whose classical dynamics is integrable have Wigner functions given by delta functions
on the classical tori. In contrast, the Wigner function of an eigenfunction of a quantum system
with chaotic classical dynamics is equally distributed over the whole classical energy shell. A
conjecture has also been made that in the semiclassical limit the position representation of a
single eigenfunctions of quantum systems with classically chaotic dynamics should be given by
Gaussian random functions.
These statements have two interesting implications. First of all, eigenfunctions of quantum
systems seem to be supported by classical structures. But also, such statements can best be
made for special representations of eigenfunctions, such as the Wigner function. This is because,
as the classical dynamics occurs in phase space, to compare eigenfunctions it is convenient to
use representations that contain both position and momentum.
The construction of such a representation in quantum mechanics is limited by the uncertainty
principle, which denies the possibility of measuring position and momentum simultaneously.
This means that it is impossible to define the probability amplitude of a wavefunction on the
classical phase space. However, there are constructions that approximate the classical phase
space in quantum mechanics. Such a representation of an eigenfunction will be called a phase
space representation of the eigenfunction. Two examples are the above-mentioned Wigner func-
tion and Husimi’s function. The latter is discussed further in chapter 4.
Another result for the eigenfunctions of classically chaotic systems was given in [10]. There it
was shown that the phase space representation of almost all eigenfunctions in the semiclassical
limit is equally distributed over the classically accessible part of the phase space. This result
is known as quantum ergodicity. It was proven for several classes of systems in [10], [11] and
[12]. A concluding discussion of quantum ergodicity for the eigenstates of quantum maps can
be found in [13].
Quantum ergodicity only applies to almost all eigenfunctions, which means that there might
be subsequences of eigenfunctions with density zero that do not show this behaviour. One of
the most interesting features such eigenfunctions may have is scarring. The occurance of a
scar for an eigenfunction is related to the localization of an eigenfunction in the vicinity of an
isolated periodic orbit of the classical system. The study of such localized eigenfunctions has
received great interest over the last years (see, for example, [14], [15], [16], [17]).
Although great effort has been invested in the study of scarred eigenfunctions, there is still
no complete theory of it. Attempts to relate the phenomenon of scarred eigenfunctions to
properties of the classical system by expressing a single eigenfunction in terms of classical tra-
jectories were carried out in [17] and [18]. There, the Wigner function of an eigenfunction was
related to a sum over periodic orbits (latter citation) and a method to predict the amount of
localization of an eigenfunction on a certain periodic orbit was derived.
To complete the discussion of the classical properties reflected by eigenfunctions of a quan-
tum system, another type of eigenfunction will be mentioned. This concerns classical systems
with mixed dynamics. As the classical phase space is separated into parts with regular behav-
iour and parts with chaotic behaviour one would assume that phase space representations of
eigenfunctions would, in the semiclassical limit, either localize on the integrable parts or on the
whole chaotic part. However, for finite
 
this is not true. In [19] a third type of eigenfunction
was found. These eigenfunctions localize neither on integrable nor the whole chaotic regions of
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phase space but within regions between the integrable and the main chaotic part. They live on
parts of the chaotic sea that are in the vicinity of regular islands that surround the KAM-tori
but are not connected to the main chaotic part.
Also, in a recent work [20] eigenfunctions were found that completely ignore classical phase
space structure. There an extended system with transporting islands was investigated and it
was found that all eigenfunctions of its quantum counterpart are distributed over the entire
phase space rather than being bound to chaotic or integrable parts of it. It was conjectured
that this behaviour can be related to the existence of a transporting island.
This discussion shows that the semiclassical study of eigenfunctions, especially single eigen-
functions, is still an open field. It is only recently that theories have been presented that allow
the semiclassical evaluation of single eigenfunctions of classically chaotic systems. Until then,
the most popular and best understood approach was to study a set of eigenfunctions, aver-
aged with respect to energy (and additionally, often also to position). This approach is due to
Bogomolny [21] and will be discussed in more detail in chapter 7. This method was used to
study averages of eigenfunctions of fully chaotic systems [21], and also of systems where in the
underlying classical dynamics periodic orbit bifurcations occur [22].
Bogomolny’s approach can also be used to study parametric correlations for sets of eigen-
functions [23], [24], [25].
An approach to single eigenfunctions of a general chaotic system was derived in [18]. There
the Wigner function of a single eigenfunction was expressed in terms of periodic orbits of the
corresponding classical system.
In [26], the approach this present work focuses on, the Fredholm method, was used to eval-
uate the Wigner function of a single eigenfunction of a classically chaotic system in terms of
classical trajectories. It was shown that the eigenvalue problem can be transformed into a semi-
classically valid integral equation on the quantum surface of section. This integral equation
can be solved using Fredhom’s theory.
In Fredholm’s theory of integral equations a theorem was proved (see chapter 3) that, under
certain conditions, guarantees the existence of a parameter-dependent operator whose diagonal
elements, if evaluated at the inverse of an eigenvalue, give the probability amplitude of the
corresponding eigenfunction of the system. For this operator an expansion exists in terms of
powers of Bogomolny’s transfer operator (a quantum mechanical Poincare´ map, see [27]). The
semiclassical expression for the transfer operator then leads to a semiclassical expression for
single eigenstates. This method will be referred to as Fredholm’s method. Further discussions
and applications of Fredholm’s method can be found in [28] and [29].
A further extension of Fredholm’s method was made in [30], where Fredholm’s method was
used to calculate the Husimi function of a single eigenfunction. The Husimi function of a single
eigenfunction can be obtained by transforming Bogomolny’s transfer operator into coherent-
state representation. The coherent-state representation of the k-th power of the transfer oper-
ator is given by periodic orbits of length k. This means that the Husimi function of a single
eigenfunction is given by, essentially, a sum over periodic orbits.
This is the starting point of the present work. Here, Fredholm’s method will be studied for
quantum maps (a first approach to this can be found in [31] and [32]). The aim of this work
is to illustrate the possibilities and the limitations of Fredholm’s method for the semiclassical
evaluation of single eigenstates. The class of quantum systems for which this will be done are,
as mentioned already, quantum maps. Quantum maps have certain properties that lead to sim-
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plifications. Most important of all, instead of Bogomolny’s transfer operator, which is unitary
only in the semiclassical limit, one can use the time-evolution operator. This time-evolution
operator is unitary for all values of
 
.
This work is organized as follows. In chapter 2 a brief review of general quantum maps will
be given, together with a more detailed review on the quantum mechanics and semiclassics of
cat maps, which will be used for the numerical illustration.
A summary of the results for Fredholm’s method can be found in the first part of chapter 3.
There the semiclassical expression for single eigenstates (as derived in the works cited above)
corresponding to non-degenerate eigenvalues is reviewed. Furthermore, Fredholm’s method is
extended to the case when degenerate eigenvalues exist. It is shown that then, in order to obtain
a single eigenstate, one has to go beyond periodic orbit theory and has to include contributions
given by diffractive orbits.
Also, a semiclassical expression for a parametric correlation of a single eigenstate, namely
the autocorrelation function, is derived in this chapter.
The results for the semiclassical expressions for eigenstates given in chapter 3 are numeri-
cally evaluated in chapter 4. There, the Husimi functions of single eigenstates are calculated
semiclassically.
In chapter 5 an extension of Fredholm’s method to the case when the underlying classical dy-
namics exhibit periodic orbit bifurcations is discussed. As the Husimi function of an eigenstate
is given by the coherent-state representation of the propagator this representation is derived for
the case when a tangent bifurcation occurs. It is demonstrated that the numerical evaluation
of Husimi’s function at the tangent bifurcation is very expansive in computer time.
As discussed in chapter 3, for some systems one has to go beyond periodic orbit theory to ob-
tain semiclassical expressions. Another example for this is given in chapter 6. There a point-like
scatterer is added to a quantum map. It turns out that then, even for eigenstates corresponding
to non-degenerate eigenvalues, diffractive orbits need to be included in the semiclassical expres-
sions. Furthermore, introducing a point-like scatterer also provides an alternative approach to
the calculation of single eigenstates. This is also discussed in chapter 6.
In the last part of this work, chapter 7, Bogomolny’s approach for the semiclassical calcula-
tion of averaged eigenstates will be briefly discussed. We then extend this approach to systems
where in the classical dynamics a periodic orbit bifurcation occurs. This problem was first
addressed in [22], where the influence of a bifurcation was described by using local approx-
imations. Here this will be extended to a more general type of approximation, the uniform
approximation.
Chapter 2
Quantum maps
In the semiclassical study of quantum systems special attention is paid to a particular class of
systems. These are the quantum maps. Quantum maps occur naturally in quantum mechanics
for time-periodic systems, where the time-evolution of the system is reduced to a discrete map
over one period. Non-time-periodic systems can also be reduced to a quantum map, using
a quantum-equivalent of the classical Poincare´ section (see [27]). Billiard systems provide a
famous example of this approach.
On the other hand, a quantum map can also be constructed by quantizing a classical map.
This case will be considered in the present work.
The study of quantum maps, rather than time-continuous systems, has many advantages.
As their time-evolution is discrete they can easily be used for the study of long-time behaviour.
This is because the time evolution is given by a simple iteration of the time-evolution operator.
Also, analytical studies can often be carried out more easily. For linear maps the semiclassical
expressions are even exact.
In this chapter we give a short review on the quantization of classical maps. Also a special
class of quantum maps, the cat maps, will be discussed in more detail: these maps were used
for the numerics in the present work.
2.1 Quantization of maps
The aim of the quantization procedure is to obtain a quantum system that, in the semiclassical
limit, shows the same dynamics as the classical system. The quantum dynamics are given by
a propagator. Hence, the quantization of a classical system corresponds to the construction of
a unitary operator that gives the time evolution of the quantum system. This propagator is a
representation of the quantum map.
For maps, there is no general rule for the quantization. Any class of classical maps needs to
be considered separately. The following incomplete list gives the references for some classes of
classical maps:
• Kicked systems, where the classical dynamic consists of the successive repetition of two
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parts, free motion and motion in a potential [33], [34].
• Cat maps, which are linear maps defined on the unit two-torus and perturbed cat maps
[35], [36].
• Poincare´ map [27].
A review on classical maps, their quantization and quantum mechanics can be found in [13].
In general, the quantum propagator U is given by a unitary, continuous operator and the
states |ψ〉 by complex valued functions when represented in a basis. The dynamics of the
quantum system is then given by the action of U on the state |ψ〉,
|ψ(n+1)〉 = U|ψ(n)〉. (2.1)
As U is an unitary operator, all its eigenvalues need to lie on the unit circle in the complex
plane,
U|ψk〉 = eiφk |ψk〉, (2.2)
where |ψk〉 is the eigenstate corresponding to the eigenvalue λk = eiφk , which is uniquely
determined by the real phase φk.
If the classical map is defined on a torus with periodic boundary conditions (see below),
then the corresponding quantum system only has discrete support in position and momentum
representation. This support is given by values xj = j/N , where N = 1/(2pi
 
) and j are
integers. Hence, the quantum mechanics is given by a unitary N × N matrix U, which plays
the role of the propagator, and vectors |ψ〉 which are wavefunctions, or states of the system.
2.2 Cat Maps
In the following we describe the quantization and the semiclassics for cat maps in more detail.
The cat maps are a family of completely chaotic systems, for which there is a good understand-
ing of the classical motion as well as the quantum mechanics. This section summarises the
most important properties of these maps.
Cat maps are hyperbolic automorphisms of the unit two-torus. They represent completely
chaotic Hamiltonian systems. A cat map is given by
A =
(
t11 t12
t21 t22
)
, (2.3)
where tij are integers for continuity, detA = 1 for area preservation, and |trA| > 2 for hy-
perbolicity. The action of this map is to transform a point (qi, pi) into another (qi+1, pi+1)
by (
qi+1
pi+1
)
=
(
t11 t12
t21 t22
)(
qi
pi
)
mod 1, (2.4)
or, (
qi+1
pi+1
)
=
(
t11 t12
t21 t22
)(
qi
pi
)
−
(
m
n
)
. (2.5)
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The integers m and n which are subtracted may be considered as the winding numbers around
the torus of the orbit from (qi, pi) to (qi+1, pi+1). The action along the orbit is given by
S(qi+1, qi,m, n) =
1
2t12
(
t11q
2
i − 2qi(qi+1 +m) + t22(qi+1 +m)2 − 2t12nqi+1
)
. (2.6)
This may be obtained from
pi = −∂S
∂qi
and pi+1 =
∂S
∂qi+1
. (2.7)
One can show that a periodic orbit consists of points with rational coordinates and all such
points lie on a periodic orbit. Moreover it is possible to show that the set of points (Q/g, P/g),
where Q, P and g are integers satisfying 0 ≤ Q ≤ g − 1 and 0 ≤ P ≤ g − 1, is invariant under
the action of the map. It forms a g× g square lattice of points on the torus. Invariance means
here that under the action of the map each of these points is transformed to another point of
that set.
2.2.1 Quantization of cat maps
As discussed above, the classical cat map is periodic in position and momentum with period
one. This periodicity must be reflected by the quantized cat map. Thus, any state |ψ〉 of a
quantized cat map must be periodic up to a phase factor in both position and momentum
representation
〈q + 1|ψ〉 = e2piiθ1〈q|ψ〉,
〈p + 1|ψ〉 = e−2piiθ2〈p|ψ〉, (2.8)
where θ1 and θ2 are real numbers. These two phases represent the boundary conditions. They
are conserved quantities of the quantum evolution.
A quantization procedure for cat maps with arbitrary boundary conditions was derived in
[37]. In this work a semiclassical expression for the trace of the quantum propagator was also
derived. It is an extension of the work done in [35] and [38]. In these papers a quantization
scheme was presented ([35]) and the semiclassical trace formula was derived ([38]) for the case
θ1 = θ2 = 0. This case represents periodic boundary conditions. In the present work only the
case of periodic boundary conditions will be considered. Thus, the review here follows the work
in [35].
For a linear map on the full phase plane, the quantization reduces to finding the effective
time-independent quadratic Hamiltonian which would achieve the mapping and quantizing
in the standard way. The problem here is that a cat map acts on a torus and one has to
take the resulting periodicity into account. Because the classical coordinates and momenta
are periodic over the torus, the wavefunctions should be periodic as well. So, to quantize
a classical periodic map one has to find wavefunctions of the same period in position and
momentum representation and therefore it has to be a comb of equally spaced delta-functions
with periodic coefficients in both representations. This is because only a function given by
a comb of equally spaced delta-functions has the same period as its Fourier transform. This
localization in position and momentum representation is not a violation of the uncertainty
CHAPTER 2. QUANTUM MAPS 9
principle because the wavefunctions extend to infinity in both representations.
If the position representation of this comb has period ∆q and spacing ∆q/N then in the
momentum representation it has period ∆p = Nh/∆q , where h is Planck’s constant and
spacing h/∆q. From this one obtains
∆q∆p = Nh. (2.9)
This means that the area of the torus must be an integer multiple of h. If one now chooses on
a torus ∆q = ∆p = 1, one obtains h = 1/N . The semiclassical limit
  → 0 corresponds now
to N → ∞. As can be seen in (2.9), N gives the number of h-cells into which the continuous
phase space of a classical cat map is divided when the map is quantized.
Now one can seek the unitary transformation appropriate to the map A and the quantum
parameter N . To construct the quantum propagator one can work in the position representa-
tion. The momentum representation can be obtained by a Fourier transform.
Because the wavefunctions are discrete and periodic in position representation one only needs
to consider the unit interval q ∈ [0, 1[. There the wavefunctions are given by N delta-functions
located at the values qj = Qj/N , where Qj ∈ {0, . . . , N − 1} is an integer and multiplied
by coefficients cQj . Thus, a wavefunction is completely described by an N -dimensional vector
containing the N coefficients cQj of the delta-functions.
The propagator of the quantum map is given by an N ×N unitary matrix U which acts on
an N -component vector of old coefficients to give a new set of coefficients,
c(n+1)Q2 =
N−1∑
Q1=0
UQ2Q1c
(n)
Q1
, (2.10)
where UQ2Q1 represents the quantum propagator. So the action of the quantum propagator can
be seen as a propagation of an initial comb of delta-functions to another comb with identical
spacing but different coefficients.
Consider first the propagator u for the map A which acts on the full phase space, i.e. no
modulo 1 operation. Since the map is linear the semiclassical approximation to the propagator
in position representation will be exact and is given by
u(q1, q2) =
(
i
h
∂2S(q2, q1)
∂q1∂q2
)1/2
exp
(
i
  S(q2, q1)
)
, (2.11)
where S(q2, q1) is the action along the classical path from q1 to q2 given as a quadratic function
S(q2, q1) =
1
2
(
S11q
2
1 + 2S12q1q2 + S22q
2
2
)
+ S0, (2.12)
where S0 is a constant. To express (2.12) in terms of the map (2.3) one has to construct the
momenta p1 = −∂S/∂q1 and p2 = ∂S/∂q2. This leads to( −p1
p2
)
=
(
S11 S12
S12 S22
)(
q1
q2
)
. (2.13)
By comparing this with (2.3) one finds(
S11 S12
S12 S22
)
=
1
t12
(
t11 −1
−1 t22
)
. (2.14)
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Therefore for the propagator on the full plane one obtains
U(q2, q1) =
(
N
it12
)1/2
exp
(
ipiN
t12
(t11q
2
1 − 2q1q2 + t22q22)
)
. (2.15)
Now the question of interest is that of the propagation from a point at q1 = Q1/N and its
equivalent points at
q1 =
Q1
N
+ m, (2.16)
whereQ1 andm are integers. Summing the propagator (2.15) over all these points, i.e. summing
over all m, gives a periodic comb of delta-functions at
q2 =
Q2
N
+ n, (2.17)
where n is an integer. The coefficients of the delta-functions are the elements of the N × N
matrix UQ2Q1 and are now given by
UQ2Q1 =
(
t12
iN
)1/2〈
exp
(
ipi
Nt12
[t11(Q1 +mN)
2 − 2(Q1 +mN)Q2 + t22Q22]
)〉
m
. (2.18)
Here 〈〉m means an average with respect to m. The exponential is a Gaussian in m and such
averages are discussed in books on number theory. Here just the essential results will be given.
First of all, it can be shown that this expression has non-zero values only if Q2 is an integer.
This shows that the position of the delta-functions is not changed under the action of the
propagator. Thus, the formulae (2.16) and (2.17) describe the same set of positions. Secondly,
not every map A can be quantized. To follow this scheme it must take one of two forms
A =
(
even odd
odd even
)
or
(
odd even
even odd
)
. (2.19)
The reason for this is that for other types of maps for some N the propagator U does not have
the correct discreteness and periodicity in Q2, for example U has to be invariant under integer
translations Q2 → Q2 +N .
Let U(A) be the propagator for the map A. It can be shown that
[U(A)]k = U(Ak). (2.20)
Using the explicit form of U (2.18) it can be shown that (2.20) implies that, for a given value
of N , there is a smallest number n(N) such that
[U(A)]n(N) = Ieiθ(N), (2.21)
where θ(N) is a real phase factor. The number n(N) is completely determined by the classical
map. It is the smallest solution for k of
Ak =

(
1 0
0 1
)
+N
(
integer integer
integer integer
)
if N is odd
(
1 0
0 1
)
+N
(
integer even
even integer
)
if N is even.
(2.22)
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The N eigenvalues of U are given by
Uk|ψm〉 = eikφm|ψm〉, (2.23)
where φm are the real eigenangles. Due to the periodicity of U for a given h = 1/N these
eigenangles can each just take one of n(N) values
φj =
2pij + θ(N)
n(N)
with 1 ≤ j ≤ n(N), (2.24)
where j labels the eigenangles. It can be shown that as N → ∞ the average of n(N)/N
tends to zero. Therefore the distribution of the eigenangles becomes infinitely degenerate in
the semiclassical limit. Because this degeneracy was not observed in other maps, this is a sign
that the spectral properties of the cat maps are non-generic.
2.2.2 Trace formula
In the following the trace formula for the cat maps will be stated. It was derived in [38].
The trace formula relates the trace of the k-th power of the propagator to the periodic orbits
of length k. The points on these orbits are fixed points of Ak, i.e. the k-th application of A on
a given point (qn, pn), which are given by(
qf
pf
)
= (Ak − 1)−1
(
m
n
)
. (2.25)
For these points to have coordinates between 0 and 1,m and n must lie in the so-called funda-
mental parallelogram, denoted by  . This is given by the action of (Ak− 1) on the unit square
and the number of fixed points of Ak is given by the area of the fundamental parallelogram
number of fixed points = −det(Ak − 1) = tr(Ak)− 2. (2.26)
By using the properties of U described above one obtains
trUk =
1√−det(Ak − 1) ∑m,n∈  exp
(
ipiN
tr(Ak)− 2[t
k
21m
2 − tk12n2 + 2(tk22 − 1)mn]
)
, (2.27)
where tkij are the elements of A
k
Ak =
(
tk11 t
k
12
tk21 t
k
22
)
. (2.28)
This has exactly the form expected for the periodic orbit representation of the trace of a prop-
agator. The prefactor represents the stability of the orbits and the phase of each contribution
is just the action of the orbit on the torus.
However, there are two especially important features of the periodic orbit sum for the cat
maps. Firstly, it is not an approximation (as in the general case) but is exact for all allowed val-
ues of Planck’s constant. This is because the maps are linear. Secondly, it is explicit, because it
involves simple formulae for the positions of fixed points, for the action of the associated orbits
CHAPTER 2. QUANTUM MAPS 12
and their stabilities.
Another important feature of this formalism is that it enables one to restrict the number of
possible winding numbers. As shown above only a limited number of orbits contribute to the
trace of a given power of U. The winding numbers (n,m) of these orbits are given as the points
in the fundamental parallelogram with integer coordinates.
2.2.3 Perturbed cat maps
In this section some properties of perturbed cat maps will be discussed. These properties were
derived in [39]. Now, only classical cat maps with t12 = 1 are considered.
As discussed above, due to the periodicity of their quantum propagator the quantum prop-
erties of the cat maps are non-generic. That is unfortunate because the cat maps are systems
where the semiclassical limit can be studied analytically. One way to restore the genericity
without leaving the new system mathematically intractable is to add a periodic perturbation
to the cat maps. This has to be done in such a way that the new map is topologically equiv-
alent to the unperturbed map. Topological equivalence means that the new map preserves all
the chaotic properties of the unperturbed map, in particular the instability of the orbits. The
topological equivalence of the new map is guaranteed by the Anosov condition. Let T (x) be a
general map, then for
A(x) = T (x) + f(x), (2.29)
with f(x) as a perturbation, the Anosov condition is
|f | = max
x
(
|∂f
∂x
· x|
|x|
)
< 1 − λl, (2.30)
where λl is the smallest eigenvalue of A.
Now one can write the perturbed cat map as(
qi+1
pi+1
)
=
(
t11 1
t21 t22
)(
qi
pi
)
−
(
m
n
)
+ S ′p(qi)
(
1
t22
)
, (2.31)
where S ′p(qi) is the first derivative of the perturbing action. So
f(x) = S ′p(qi)
(
1
t22
)
(2.32)
and the Anosov condition becomes
max
qn
|S ′′p (qn)| <
√
t2 − 4 − t+ 2
2
√
1 + t222
, (2.33)
where t is the trace of the classical cat map.
If the following map is used(
qn+1
pn+1
)
=
(
2 1
3 2
)(
qn
pn
)
−
(
m
n
)
+
κ
2pi
cos(2piqn)
(
1
2
)
, (2.34)
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where κ is a parameter, the above condition becomes κ < (
√
3− 1)/√5 ≈ 0.32738. In general,
there is no restriction to the type of perturbation used. It, of course, needs to satisfy the
periodicity condition of the cat map, i.e. it must be periodic in q with period one: Sp(q+m) =
Sp(q) where m is an integer.
Now the n-step quantum propagator for the perturbed cat map will be derived. The starting
point is the one-step propagator given by
〈q2|U|q1〉 = 1√
iN
exp
(
2piiN
[
t11
2
q21 − q1q2 +
t22
2
q22 + Sp(q1)
])
. (2.35)
This result was obtained in [36]. Furthermore, it was shown that the quantization of perturbed
cat maps leads to similar results as for the unperturbed map, but with the perturbation included
in the action. The n-step propagator is given by
〈qn+1|Un|q1〉 =
∑
q2 ,q3,...,qn
〈qn+1|U|qn〉〈qn|U|qn−1〉 . . . 〈q2|U|q1〉, (2.36)
where n ≥ 2. In [39] was shown that this can be rewritten as
〈qn+1|Un|q1〉 =
(
N
i
)n/2 ∑
K∈ 
∫ ∞
−∞
dq exp
(
2piiN
[
S(qn+1,q, q1)−KTq
])
, (2.37)
with
S(qn+1,q, q1) =
n∑
m=1
SA(qm+1, qm) + Sp(qm), (2.38)
where SA(qm+1, qm) is the action of the unperturbed cat map A. The (n−1)-dimensional vector
q = (q2, . . . , qn) contains all the intermediate positions of a path that starts at q1 and ends after
n steps at qn+1. The vector K is given by all integer points that lie within an (n−1)-dimensional
parallelepiped, given by the action of the (n − 1) × (n− 1)-dimensional matrix
B =

t −1
−1 t −1
−1 t . . .
. . . . . . −1
−1 t
 , (2.39)
where all other entries are zero, on the (n − 1)-dimensional unit-cube. Here t is the trace of
the classical, unperturbed cat map. For n = 2 the matrix B reduces to the scalar B = t and
for n = 3 it is given by B = (t;−1;−1; t). The vector K can be interpreted as labelling all the
classical paths from q1 to qn+1. The number of such paths was shown to be detB. The result
(2.37) is exact even if the perturbation is included.
The trace of Un can also be written as an integral
trUn =
(
N
i
)n/2 ∑
K∈ 
∫ ∞
−∞
dq exp
(
2piiN
[
S(q)−KTq]) . (2.40)
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The difference is that q and K are now n-dimensional vectors and  is produced by the matrix
C given by
C =

t −1 −1
−1 t −1
−1 t . . .
. . . . . . −1
−1 −1 t
 , (2.41)
where all other entries are zero. This is like B with extra −1’s in the corners. For n = 1
the matrix C reduces to the scalar C = t − 2 and for n = 2 it is given by C = (t;−2;−2; t).
Again, t is the trace of the classical, unperturbed cat map. The vector q is now given by
q = (q1, q2, . . . , qn) and the action is S(q) = S(q1,q, q1), using the definition (2.38). Again,
this expression is exact even when the perturbation is included. This representation of trUn
is given by the periodic orbits of length n of the classical cat map. The periodic orbits are
labelled by the vector K and their number is detC.
The integral representations for Un (2.37) and for trUn (2.40) provide an ideal starting point
for semiclassical investigations. They are given by integrals that can be solved by the stationary
phase method, and the saddles of the integral are given by classical trajectories.
From the discussion above, one can see the usefulness of cat maps for semiclassical studies
of quantum systems. Although unperturbed cat maps do have non-generic spectral properties,
one obtains genericity by adding a weak perturbation. If the perturbation is weak enough, the
semiclassical expressions one obtains, for example, for the trace by solving the corresponding
integrals still show good agreement when compared to the quantum results. Also, there is
an explicit formalism for calculating the periodic orbits of a given length. As for almost all
classical maps, for each length there only is a finite number of periodic orbits. This leads to
great simplifications for the semiclassical evaluation of quantum properties. Usually, neither of
these two statements is true for a general system. Great effort needs to be invested to calculate
the periodic orbits and obtain convergent sums over them. There is no need to do this for cat
maps.
Furthermore, perturbed cat maps can be used to study systems with mixed phase space,
in particular the influence of periodic orbit bifurcations. For spectral properties this was first
done in [40]. A detailed analysis of periodic orbit bifurcations in the classical map perturbed by
Sp(q) = κ/(4pi2) sin(2piq) and Sp(q) = κ/(4pi2) cos(2piq) where κ is a real parameter and their
influence to moments of the spectral staircase function can be found in [41].
2.2.4 Eigenstates of quantum cat maps
For quantum cat maps there are already some results for single eigenstates.
The first calculation of the Wigner function of a single eigenstate of a quantum cat map
can be found in [35]. As discussed above, an eigenstate of a quantum cat map with periodic
boundary conditions is given by a comb of delta-functions in position, as well as in momentum
representation. These delta-functions are located at rational coordinates qi = i/N and pj =
j/N with i, j ∈ {0, . . . , N − 1} and multiplied by coefficients that depend on the position or
momentum.
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The corresponding Wigner function was shown to be given by a ”brush” of delta-functions
located at the 2N×2N points on the torus with rational coordinates and 2N in the denominator.
It was shown that the distribution of the coefficients is time-periodic in the following sense. If
the quantum map is applied to a given Wigner function then a coefficient at a certain point
(i1/(2N), j1/(2N)) is shifted to another point (i2/(2N), j2/(2N)). As any point on the torus
with rational coordinates is member of a periodic orbit, a successive mapping of coefficients on
rational points will eventually transport back a coefficient to the starting point. This means
the coefficients are essentially mapped by the classical map. The (2N)2 points that support
the Wigner function can be divided into subsets according to the number of repetitions needed
for a coefficient to return back. These subsets are called cycles. The lowest common multiple
of the cycle lengths is a multiple of the period of the quantum map n(N) as defined in (2.21).
By using a special class of cat maps in [42] single eigenstates of them were computed. This
class consists of cat maps with t11 = t22 which implies for the propagator of the corresponding
quantum cat maps
UN−i,N−j = Ui,j. (2.42)
The eigenstates of U can be separated into two symmetry classes. An eigenstate is called even
(odd) if it retains (changes) its sign under the transformation (2.42). In [42] the case of even
eigenstates was discussed. For these eigenstates a scheme for their calculation was derived.
However, no explicit connection between the eigenstates and periodic orbits could be derived.
Another interesting result derived in [42] is that for these even eigenstates in the semiclas-
sical limit the autocorrelation functions tends to a delta-function.
More recent works calculated single eigenstates of quantum cat maps in coherent-state rep-
resentation. An eigenstate is then given by its Husimi function (see chapter 4).
In [43], it was shown that the Husimi functions of some special eigenstates show crystalline
behaviour. This means that the localization of an eigenstate follows regular patterns. These
patterns were related to subsets of points on the torus which are classically invariant. Such
eigenstates exist only for certain values of N .
In [44] a special class of eigenstates of quantum cat maps was studied. These are scarred
eigenstates. It was shown that for any periodic orbit a scarred state can be constructed. Fur-
ther, for special values of N these scarred states become eigenstates of certain quantum cat
map.
All the above mentioned works used a special property of quantum cat maps. It is the time-
periodicity of the propagator (2.21). This leads, as discussed above, to non-generic spectral
properties of the quantum cat map. These non-generic properties allow one to obtain single
eigenstates or special representations of them.
However, the methods discussed in the papers cited above are restricted to quantum cat
maps. An approach to calculate single eigenstates of quantum cat maps within a framework
that holds for a general system was given in [31]. There Fredholm’s method was applied to
quantum maps, including cat maps, and a semiclassical expression for single eigenstates which
correspond to non-degenerate eigenvalues was derived. This method is discussed further in
chapter 3.
Chapter 3
Fredholm’s method and eigenstates
In this chapter we describe a method for calculating semiclassically single eigenstates of a
chaotic system. In contrast to integrable systems, it was only recently that methods were
presented for chaotic systems ([18], [26]) which relate single eigenstates to properties of the
corresponding classical system.
The method discussed in the present work is based on Fredholm’s theory of integral equa-
tions (see, for example, [45] and [46] for a detailed discussion). It was applied in semiclassics
in [47]. There it was shown that for quantum billiards the partial differential equation, which
defines the Green function can be transformed into an integral equation on a quantum surface
of section (there the boundary of the billiard). This integral equation is a Fredholm integral
equation of the second kind. For this type of integral equation, Fredholm developed a method
to obtain its solutions. This method will be described below and will be referred as the Fred-
holm method.
In quantum mechanics the time evolution of a multidimensional system can be studied on
a quantum surface of section (similar to the Poincare´ surface of section in classical mechanics)
using Bogomolny’s transfer operator [27]. This transfer operator is a quantum map with a
similar physical meaning to the Poincare´ map in classical mechanics. It allows a stroboscopic
analysis of a time-continuous system. For this transfer operator a semiclassical expression ex-
ists, derived in [27]. In [47] it was shown that solving the integral equation that defines the
Green function using the Fredholm method and inserting the semiclassical expression for the
transfer operator into this solution gives a semiclassical expression for the Green function.
An application of Fredholm’s method to obtain a semiclassical expression for a single eigen-
state can be found in [26], where a semiclassical expression for the Wigner function of a single
eigenstate, corresponding to a non-degenerate eigenvalue was presented. Similar as for the
Green function this expression was derived by transforming the eigenvalue problem into a
Fredholm integral equation of the second kind on a quantum surface of section. By solving
this integral equation using Fredholm’s method, a series expansion for the Wigner function of
a single eigenstate in terms of powers of the Bogomolny transfer operator can be derived. As
there is a semiclassical expression for the powers of the transfer operator in terms of classical
trajectories, this series provides a semiclassical expression for the Wigner function of a single
eigenstate corresponding to a non-degenerate eigenvalue. Further applications and discussions
of Fredholm’s method can be found in e.g. [28], [29] and [30]. In these works continuous systems
16
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were investigated. A first application to quantum maps can be found in [31] and [32].
These previous approaches assumed that the eigenstate of the quantum system corresponds
to a non-degenerate eigenvalue. In its present form the Fredholm method is not valid for the
case when the eigenstate corresponds to a degenerate eigenvalue. Thus, it could not be applied
to, for example, many eigenstates of quantum cat maps as their propagator can have many
degenerate eigenvalues [38]. Because many completely chaotic systems of interest have no de-
generate eigenvalues, it might seem that degeneracies are a problem for non-generic systems
only. However, for quantum systems where the Hamiltonian depends on at least two parame-
ters there can be degenerate eigenvalues [48].
In the following section we discuss the basic results obtained in [26], [47] and then ex-
tend Fredholm’s method to the case of eigenstates which correspond to degenerate eigenvalues.
Furthermore, we demonstrate that this formalism can also be used to calculate parametric
correlations of an eigenstate. This will be carried out in section 3.5, where the autocorrelation
function of single eigenstates is calculated semiclassically.
3.1 Eigenvalue problem
Consider an integral equation of the type
f(x) = g(x) + λ
∫ b
a
dyK(x, y)f(y), (3.1)
where [a, b] ⊂  , a < b and f(x), g(x) are continuous, complex-valued functions defined on
[a, b], while, K(x, y) is a continuous, complex-valued function defined on [a, b] × [a, b] ⊂  2.
An integral equation of this type is called a Fredholm integral equation of the second kind.
Fredholm proved that: either there is a unique solution of (3.1) or the homogeneous equation
(g(x) = 0 for all x) has a non-trivial solution. A second theorem states that the homogeneous
equation only has a non-trivial solution if λ is a zero of Fredholm’s determinant. These values
of λ are called characteristic values of K(x, y). The Fredholm determinant is defined as
D(0) = 1 +
∞∑
n=1
(−λ)n
n!
∫ b
a
ds1 . . .
∫ b
a
dsnK
(
s1 s2 . . . sn
s1 s2 . . . sn
)
, (3.2)
where
K
(
s1 s2 . . . sn
s′1 s
′
2 . . . s
′
n
)
= det

K(s1, s′1) K(s1, s
′
2) . . . K(s1, s
′
n)
K(s2, s′1) K(s2, s
′
2) . . . K(s2, s
′
n)
...
...
. . .
...
K(sn, s′1) K(sn, s
′
2) . . . K(sn, s
′
n)
 . (3.3)
It was shown that this series converges for all values of λ. The Fredholm determinant is also
called the zeroth Fredholm minor.
The homogeneous version of integral equation (3.1) can be rewritten as∫ b
a
dyK(x, y)f(y) =
1
λ
f(x). (3.4)
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This demonstrates that the inverse of any characteristic value of K(x, y) is an eigenvalue of it.
Furthermore, the non-trivial solutions that exist if λ is a characteristic value of K(x, y) are the
eigenfunctions of K(x, y) to the corresponding eigenvalue λ−1.
All these statements are still true for the discrete, or algebraic, case which applies to quantum
maps. In fact, the proofs of the theorems stated above start at the discrete case. The discrete
case of the homogeneous version of (3.1) is given by
fi = λ
∑
j
Kijfj , (3.5)
where fi are the components of an N -dimensional vector f and Kij are the elements of a N×N
matrix K. Obviously, equation (3.5) can be rewritten as
(1− λK)f = 0, (3.6)
which is the eigenvalue problem for maps. Thus, f is an eigenstate of K corresponding to the
eigenvalue λ−1. If λn is a non-degenerate eigenvalue, then Fredholm theory states that the
corresponding eigenstate f is given by
fi = D
(1)
ij (λ
−1
n ), (3.7)
where D(1)(λ) is a matrix, called the first Fredholm minor. This equation holds for arbitrary
values of j as long as the corresponding column of D(1)(λ−1n ) does not vanish identically. The
first Fredholm minor provides a projection operator onto the eigenstate, thus, any non-vanishing
column is an eigenstate corresponding to the eigenvalue λn. The first Fredholm minor is given
by
D(1)(λ) =
KD(0)(λ)
1− λK , (3.8)
where D(0)(λ) = det(1− λK) is the zeroth Fredholm minor.
Equation (3.7) provides a solution of the eigenvalue problem. If one knows the eigenvalues
of K then the corresponding eigenstates can be calculated. There are two problems left to
solve. First of all, due to the inverse matrix occurring in it, equation (3.8) is not yet in the
appropriate form to be used for the calculation of an eigenstate. Also, it holds only if the
eigenvalue is non-degenerate. These two problems are addressed in the next sections. However,
another question arises, which is how to obtain the eigenvalues of K. This is discussed in the
next section.
Because the focus of this present work is on the eigenstates of quantum maps (which are
the eigenstates of the propagator) the notation will be changed accordingly. In the following,
instead of K, the common notation for the propagator U will used.
3.2 Spectral determinant
The eigenvalues of the propagator U of a quantum map can be obtained from the roots of the
zeroth Fredholm minor,
D(0)(λ) = det(1− λU). (3.9)
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This is identical to the spectral determinant P (λ) of the quantum map. It is a polynomial in
λ which has its zeros at the inverse of the eigenvalues of U. The prefactors of the polynomial
can be expressed in terms of traces of powers of U,
P (λ) =
N∑
n=0
βnλ
n, (3.10)
with
βn = −1
n
n∑
k=1
βn−ktrUk (3.11)
and β0 = 1 [49]. Here N is the dimension of the matrix U. As an example, the first few
coefficients are given by
β1 = −trU and β2 = −1
2
(
trU2 − (trU)2) . (3.12)
Furthermore, as the propagator of a quantum map is a unitary matrix another important
property can be used. Unitarity implies a relation between the coefficients
βN−n = det(−U)βn. (3.13)
This relation is called the resurgence relation and connects one half of the coefficients βn to
the other half of them. This means that, effectively, only half of the coefficients need to be
calculated. The determinant of U involved in (3.13) can also be expressed in terms of the
coefficients βk,
det(−U) = βN/2
βN/2
, (3.14)
when N is even. A similar expression can be found when N is odd. This relation provides an
expression for the determinant of the propagator that uses the smallest possible power of it.
This power is given by N/2. However, if βN/2 vanishes one has to use higher coefficients and,
thus, higher powers of U.
Now the semiclassical approximation for the spectral determinant will be discussed. As
demonstrated above the spectral determinant can be calculated using the traces of powers of
U. For the trace of the propagator and its powers a well known semiclassical approximation
exists,
trUk ≈
∑
p.o.
1√
det (M(p.o.) − 1) exp
(
i
  S(p.o.)
)
, (3.15)
where the sum runs over all periodic orbits of length k and S(p.o.) and M(p.o.) are the action
(including the Maslov index) and the monodromy matrix of the periodic orbit, respectively.
Using formula (3.15) one can semiclassically evaluate all of the coefficients βn and, thus, the
spectral determinant. If one plots the spectral determinant and looks for its zeros then one
obtains the (inverse) eigenvalues of U.
The eigenvalues of U are semiclassically completely determined by the periodic orbits of the
corresponding classical system. To compute all coefficients β0, . . . , βN one would need periodic
orbits up to a length N , the dimension of U. But for a completely chaotic system the number
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of periodic orbits increases exponentially with their length. This fact shows the usefulness of
the resurgence relation (3.13). As it relates the coefficients determined by long (and therefore
many) periodic orbits to coefficients determined by short periodic orbits, this relation saves a
lot of effort in the semiclassical evaluation of the spectral determinant. Using the resurgence
relation one only needs periodic orbits up to a length N/2 to compute all coefficients. This is
true for even values of N only. In the case when N is odd one needs periodic orbits up to a
length (N + 1)/2. Also, if βN/2 for even values of N or β(N+1)/2 for odd values of N vanishes
one has to include longer periodic orbits. The length of these periodic orbits is determined by
the first non-vanishing higher coefficient βk.
As a numerical example we consider a quantum map which corresponds to the classical
perturbed cat map(
qi+1
pi+1
)
=
(
2 1
3 2
)(
qi
pi
)
+
(
1
2
)
κ
2pi
cos(2piqi) mod 1. (3.16)
As the propagator is unitary, all its eigenvalues lie on the unit circle in the complex plane and,
thus, are determined by an eigenangle via λn = eiαn. Plotting the spectral determinant as a
function of the negative eigenangle has the advantage that the zeros found directly give the
required eigenangles.
In Fig. 3.1 the modulus of the semiclassical approximation of the spectral determinant of
the quantum map is plotted as a function of the negative eigenangle and is compared to the
quantum result. It can be seen that for the unperturbed cat map (κ = 0) a perfect agreement
is found. This is due to the linearity of the classical map and the resulting exactness of the
semiclassical trace formula of the corresponding quantum map. Another interesting feature can
be seen for the unperturbed cat map. For α = pi/4 a degeneracy occurs. In the modulus of the
spectral determinant this is manifest in polynomial behaviour of |P (λ = e−iα)| near the zero
rather than a sharp dip. As soon as the perturbation is switched on the degeneracy vanishes and
the degenerate eigenvalue splits up into two different eigenvalues. This can be seen for κ = 0.1.
Also the semiclassical expression for the trace of Uk and, thus, for the spectral determinant
is no longer exact. This is because of the nonlinearity of the system. For nonlinear systems
formula (3.15) gives good results only if
 
is small, or alternativelyN is large. The value N = 4,
used for the calculations, is too small and so the agreement between quantum and semiclassical
results is getting worse as κ is increased further. However, the quantum mechanical eigenvalues
are still well reproduced by the semiclassics, even for κ = 1.0.
The map used here has the following number of periodic orbits in accordance to their length:
two periodic orbits of length one, 12 periodic orbits of length two, 50 periodic orbits of length
three and there are 192 periodic orbits of length four. Thus, without the resurgence relation
(3.13) one would need 256 periodic orbits to semiclassically calculate the spectral determinant.
By using the resurgence relation this number is reduced to 14 periodic orbits. This impressively
demonstrates the amount of work saved by using the resurgence relation.
On the other hand, one of the major problems of the Fredholm method has already become
visible here. In order to evaluate semiclassically the eigenvalues of the N × N matrix U, all
orbits up to a length of N/2 (for even values of N) are needed. As the classical system (3.16) is
chaotic, the number of its periodic orbits increases exponentially with their length. For small
values of N it might be simple to determine all of the required periodic orbits, but this task
can become almost impossible for large values of N .
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Figure 3.1: Semiclassical approximation (crosses) for the modulus of the spectral determinant,
|P (λ = e−iα)|, compared to the quantum result (solid line) for quantum map corresponding to
the map (3.16) with N = 4 and κ = 0 (top), κ = 0.1 (middle) and κ = 1.0 (bottom). The
pictures in the right column are excerpts from those in the left column.
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Thus, for small values of N Fredholm’s method can be used successfully to obtain the
eigenvalues of the propagator as long as the system under investigation is linear or almost
linear. For a system which is highly nonlinear, a large value of N is needed to obtain good
results from the semiclassical expression for the trace formula, but the number of periodic orbits
needed to evaluate it might be too large.
3.3 Eigenstates corresponding to non-degenerate eigen-
values
As described above, the eigenstates corresponding to a non-degenerate eigenvalue of the prop-
agator U can be computed using the first Fredholm minor. In this section we will describe,
following the work of [26], how this formalism can be used to obtain a semiclassical expression
for a single eigenstate of a quantum map corresponding to a non-degenerate eigenvalue.
The first Fredholm minor for a quantum map is given by
D(1)(λ) =
UP (λ)
1− λU . (3.17)
It is an N ×N matrix which has the property that, if normalized by its trace and evaluated at
an inverse eigenvalue, it is proportional to a projector onto the corresponding eigenstate,
d(1)(λ−1n ) =
D(1)(λ−1n )
trD(1)(λ−1n )
= |ψn〉〈ψn|, (3.18)
where |ψn〉 is the eigenstate corresponding to the (non-degenerate) eigenvalue λn.
If λn is a p-fold degenerate eigenvalue of U then the first Fredholm minor vanishes identically.
However, in the limit λ → λ−1n by using l’Hospital’s rule one obtains
d(1)(λ−1n ) =
1
p
(|ψn1〉〈ψn1|+ . . .+ |ψnp〉〈ψnp|) , (3.19)
where the |ψn1〉, . . . , |ψnp〉 are an orthonormal basis for the p-dimensional eigenspace corre-
sponding to the eigenvalue λn.
In the present section only non-degenerate eigenvalues will be considered. In order to obtain
a semiclassical approximation for D(1)(λ) one can use that the inverse matrix (1 − λU)−1 has
an expansion in λ
(1− λU)−1 =
N−1∑
n=0
N(1)n λ
n
det(1− λU) , (3.20)
where
N(1)n =
n∑
k=0
Un−kβk, (3.21)
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and the coefficients βk are defined in (3.11). Substituting this expansion into (3.17) one obtains
D(1)(λ) =
N−1∑
n=0
D(1)n λ
n where D(1)n =
n∑
k=0
Un−k+1βk. (3.22)
Again, using the fact that U is a unitary matrix one can find a resurgence relation for the
matrices D
(1)
n
D(1)N−n−1 = −det(−U)UD(1)†n , (3.23)
where D
(1)†
n is the complex conjugated transpose of D
(1)
n , and the determinant of (−U) can be
calculated using (3.14). These formulae allow one to write, for even values of N ,
d(1)(λ) =
N/2∑
i=1
gi(λ)U
i −
N/2−1∑
i=0
hi(λ)(U
i)†
N/2∑
i=1
gi(λ)trU
i −
N/2−1∑
i=0
hi(λ)tr(Ui)
, (3.24)
with
gi(λ) =
N/2−i∑
k=0
βkλ
k+i−1 and hi(λ) =
βN/2
βN/2
N/2−i−1∑
k=0
βkλ
N−k−i−1. (3.25)
For odd values of N a similar expression can be found.
This formula is the main result of this section. For any orthonormal basis it expresses the
overlap of a single eigenstate of U with a member of the set of basis states of this basis
|ψn(y)|2 = 〈y|ψn〉〈ψn|y〉 = 〈y|d(1)(λ−1n )|y〉. (3.26)
This means that, in order to obtain the overlap of |ψn〉 with a state in the basis, one only
needs the diagonal elements of powers of U in this basis. However, to obtain the full eigenstate
rather than just the absolute square one needs also non-diagonal elements of d(1)(λ−1n ). These
elements provide the phases of the projections 〈y|ψn〉.
The semiclassical evaluation of the eigenstate can be obtained by inserting the semiclassical
expression for Uk in the chosen basis. In this chapter we do not calculate eigenstates numer-
ically. As the expression (3.24) is basis independent one can choose any basis to evaluate the
overlap of the eigenstate with it. The basis which we have chosen to use is the basis of the
coherent states. Because coherent states and the semiclassical expression for U in coherent
states need a more detailed discussion, we devote an entire new chapter to this basis. (see
chapter 4).
3.4 Eigenstates corresponding to degenerate eigenvalues
In the previous section it was shown that if λn is a p-fold degenerate eigenvalue of U, the first
Fredholm minor cannot be used to calculate a corresponding eigenstate because one obtains
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from it a projector onto the entire eigenspace corresponding to this eigenvalue, rather than
defining a unique direction in it. In this section we want to extend the method illustrated
above to the case of degenerate eigenvalues.
The first problem arising with degenerate eigenvalues is to determine which eigenstates of
the degenerate eigenvalue will be calculated. A degenerate eigenvalue does not define a unique
eigenstate, but only a p-dimensional vector space, called eigenspace. Any vector in this space
is an eigenstate corresponding to the eigenvalue. Also, no further condition is a priori given
upon what basis has to be chosen in the eigenspace. One can choose any orthonormal basis,
and can obtain a new one by arbitrarily rotating it in the eigenspace. Thus, the aim can only
be to obtain some basis in the eigenspace, which is selected uniquely by additional constraints.
In the following the Fredholm method will be used to calculate such a basis. It will be shown
that a parameter occurs naturally that defines an additional condition which then leads to a
unique specification of a basis. Of course, by varying this parameter one can also calculate
another basis, but this just reflects the non-uniqueness of the basis.
In this section we only consider the case of a two-fold degenerate eigenvalue. The extension
to higher degeneracies is straightforward and will be mentioned only in passing. It can be
shown that, if λn is a two-fold degenerate eigenvalue, the zeroth and the first Fredholm minor
vanish identically. Instead one can consider the second Fredholm minor. This minor provides
a projection operator onto a unique direction in the eigenspace. This will be shown in the
following.
Let the matrix operation C = A B be defined by
C
(
i1 i2
j1 j2
)
= Ai1j1Bi2j2 −Ai1j2Bi2j1. (3.27)
This operation maps two matrices onto a quantity with four indices. Using this operation one
can define the second Fredholm minor as
D(2)(λ) =
1
P (λ)
D(1)(λ)D(1)(λ). (3.28)
In the framework of the Fredholm theory it was proven that if λn is a two-fold degenerate
eigenvalue then two linear independent eigenstates, f 1 and f2, are given by
f1i = D
(2)
(
i i2
j1 j2
)
and f2i = D
(2)
(
i1 i
j1 j2
)
, (3.29)
where the labelled indices are fixed and D(2) is evaluated at the inverse of the eigenvalue λn.
These two equations hold for arbitrary values of the fixed indices as long as D(2) does not vanish
identically. The eigenstates f 1 and f2 depend on the choice of the fixed indices which can be
seen as parameters. One can choose values for these parameters in a way that one component
of the resulting eigenstate vanishes. This fact will be used in the following. We will construct a
basis in the eigenspace with the constraint that one member of this basis set has no component
in the direction of a given state in the eigenspace.
This can be achieved by using the second Fredholm minor to define a matrix Q(2)(λ, k) as
Q(2)ij (λ, k) = D
(2)
(
i k
j k
)
. (3.30)
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This matrix Q(2)(λ, k) depends on the choice of the state |k〉 and on λ. It will now be shown
that, if λ is the inverse of a two-fold degenerate eigenvalue and |k〉 is a state which has a non-
vanishing component in the eigenspace, then the matrix Q(2)(λ, k) is a projection operator onto
an eigenstate which has no component in the direction of |k〉. This can be seen by evaluating
Q(2)(λ, k) at the inverse of a two-fold degenerate eigenvalue λn and normalizing it by its trace
d(2)(λ−1n , k) =
Q(2)(λ−1n , k)
trQ(2)(λ−1n , k)
=
|〈k|ψn2〉|2|ψn1〉〈ψn1|+ |〈k|ψn1〉|2|ψn2〉〈ψn2|
|〈k|ψn1〉|2 + |〈k|ψn2〉|2
−〈ψn1|k〉〈k|ψn2〉|ψn1〉〈ψn2|+ 〈ψn2|k〉〈k|ψn1〉|ψn2〉〈ψn1||〈k|ψn1〉|2 + |〈k|ψn2〉|2 .
(3.31)
Firstly, this is a projector onto a unique direction in the eigenspace spanned by the orthonormal
eigenstates |ψn1〉 and |ψn2〉. Also, one finds
〈k|d(2)(λ−1n , k)|k〉 = 0, (3.32)
which means that this unique direction is given by the constraint, that the eigenstate has no
component in the direction of the state |k〉. Without loss of generality this direction can be
|ψn1〉. Thus, the evaluation of the normalized matrix Q(2)(λ, k) at the inverse of a two-fold
degenerate eigenvalue λn with a parameter value of k gives an eigenstate corresponding to λn
with 〈k|ψn1〉 = 0
d(2)(λ−1n , k) =
Q(2)(λ−1n , k)
trQ(2)(λ−1n , k)
= |ψn1〉〈ψn1| with 〈k|ψn1〉 = 0. (3.33)
As discussed in the introduction to this section, the aim is to construct a full orthonormal basis
in the eigenspace. Therefore, another eigenstate orthogonal to |ψn1〉 is needed. This can be
constructed by using
d(1)(λn) =
1
2
(|ψn1〉〈ψn1|+ |ψn2〉〈ψn2|) , (3.34)
therefore
|ψn2〉〈ψn2| = 2d(1)(λ−1n )− d(2)(λ−1n , k) (3.35)
Although D(1)(λ) vanishes identically at a two-fold degenerate eigenvalue, in the limit λ→ λ−1n ,
d(1)(λ−1n ) can be evaluated by using l’Hopital’s rule
d(1)(λ−1n ) =
d
dλ
D(1)(λ)|λ=λ−1n
d
dλ
tr
[
D(1)(λ)
] |λ=λ−1n . (3.36)
The formulae (3.33) and (3.35) give an orthonormal basis in the eigenspace corresponding to
the two-fold degenerate eigenvalue λn. This basis is obtained by adding a constraint, namely
the fact, that one eigenstate has to have no component in the direction of a given state |k〉. This
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constraint uniquely defines a basis in the eigenspace corresponding to the two-fold degenerate
eigenvalue λn.
For higher degeneracies the procedure is a straightforward extension of the scheme presented
so far, and will be stated without further discussions or proofs. If one considers a p-fold
degenerate eigenvalue λn then one can use the p-th Fredholm minor which is defined by the
minor relation ([45])
D(p)
(
i1 i2 . . . ip
j1 j2 . . . jp
)
=
1
(D(0))p−1
det
 D
(1)
i1j1
. . . D(1)ipj1
...
. . .
...
D(1)i1jp . . . D
(1)
ipjp
 . (3.37)
This definition reduces to (3.28) for p = 2.
One finds that for a p-fold degenerate eigenvalue all minors D(0), . . . ,D(p−1) vanish identically.
However, a set of p linear independent eigenstates f 1, . . . , fp can be calculated by using the
p-th minor
fki = D
(p)
(
i1 . . . ik−1 i ik+1 . . . ip
j1 . . . jk−1 jk jk+1 . . . jp
)
, (3.38)
where, again, the labelled indices are fixed. Again, one can construct a matrix Q(p) that provides
a projector onto a single eigenstate given by the constraint that it has to have no component
onto given directions. This matrix is given by
Q
(p)
ij (λ, k1, . . . , kp−1) = D
(p)
(
i k1 . . . kp−1
j k1 . . . kp−1
)
. (3.39)
When one normalizes Q(p)(λ, k1, . . . , kp−1) by its trace and evaluates it at λ−1n one finds
d(p)(λ−1n , k1, . . . , kp−1) =
Q(p)(λ−1n , k1, . . . , kp−1)
trQ(p)(λ−1n , k1, . . . , kp−1)
= |ψn1〉〈ψn1|, (3.40)
with
〈k1|ψn1〉 = 〈k2|ψn1〉 = . . . = 〈kp−1|ψn1〉 = 0. (3.41)
Thus, the matrix Q(p)(λ, k1, . . . , kp−1) provides a projection operator onto an eigenstate that
depends, apart from λ, on p − 1 parameters which are directions that have non-vanishing
components in the eigenspace and |ψn1〉 has no component in these directions. The remaining
p − 1 eigenstates can be constructed by linear combinations of the normalized minors
d(1)(λn), . . . ,d
(p−1)(λn, k1, . . . , kp−2), (3.42)
which again need to be evaluated in the limit λ→ λn by using l’Hopital’s rule.
Thus, within the framework of Fredholm theory the full eigenvalue problem is solved. One
can calculate eigenstates of a quantum map, including eigenstates corresponding to degenerate
eigenvalues. The remaining task is to find an expression for these eigenstates in terms of powers
of the propagator. We will now do this, again, considering only a two-fold degenerate eigenvalue
and mentioning the extension to higher order degeneracies in passing.
CHAPTER 3. FREDHOLM’S METHOD AND EIGENSTATES 27
Using the second Fredholm minor it was shown that an eigenstate of the two-fold degenerate
eigenvalue λn can be found using
d(2)(λ−1n , k1) =
Q(2)(λ−1n , k1)
trQ(2)(λ−1n , k1)
, (3.43)
with
Q(2)(λ, k1) =
1
P (λ)
(D(1) D(1))k1 , (3.44)
where the bracket (. . .  . . .)k1 means that in the operation (3.27) the indices i2 and j2 are
chosen to be i2 = j2 = k1.
As for the first Fredholm minor a series expansion for D(2)(λ) can be found by inserting the
expansion for P (λ) and D(1) into (3.28)
D(2)(λ) =
N−2∑
n=0
D(2)n λ
n, (3.45)
with
D(2)n =
n∑
l=0
n−l∑
k=0
βlU
k+1 Un−l−k+1, (3.46)
where the coefficients βk are defined as in (3.11). As an example, the first two coefficients are
given by
D(2)0 = UU and D(2)1 = −(trU) U U + U2 U + UU2. (3.47)
Thus, equations (3.45) and (3.46) provide a series expansion of the eigenstate |ψn1〉 in terms of
powers of the quantum propagator U. Again, this expansion is basis-free and any basis can be
chosen to calculate the corresponding overlap of the eigenstate onto this basis.
Since U is a unitary matrix, there is again a resurgence relation for the coefficients D
(2)
n . For
this purpose one can define the quantity D(2)
†
by
D(2)
†
(
i1 i2
j1 j2
)
= D(2)
(
j1 j2
i1 i2
)
, (3.48)
By using the property
P (λ) det(−U) = λNP (λ−1) (3.49)
of the spectral determinant for unitary matrices, one finds
D(2)
†
= P (λ)
U†
1 − λU† 
U†
1− λU† =
λ
N
P (λ
−1
)
det(−U)
(−λ−1) U†U
1− λ−1U
 (−λ
−1
) U†U
1− λ−1U
. (3.50)
The right-hand side is a factor times U†D(2) with λ replaced by λ
−1
. Inserting the series
expansions for D(2) on both sides and comparing the coefficients of the different powers of λ
yields
D(2)N−n−2 = det(−U)
n∑
l=0
n−l∑
k=0
βl U
−k Ul+k−n. (3.51)
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This is the required resurgence relation for the coefficients D(2)n . Using this resurgence relation
one can write for even values of N
d2(λ, k1) =
N/2∑
i=1
gi(λ)Ni(k1) +
N/2−1∑
i=1
hi(λ)Mi(k1)
N/2∑
i=1
gi(λ)trNi(k1) +
N/2−1∑
i=1
hi(λ)trMi(k1)
, (3.52)
where the coefficients gi(λ) and hi(λ) are defined in (3.25). Furthermore, the matrices Ni(k1)
and Mi(k1) are given by
Ni(k1) =
i∑
l=1
(
Ul Ui−l+1)
k1
and Mi(k1) =
i−1∑
l=0
(
(Ul)†  (Ui−l−1)†)
k1
(3.53)
An expression similar to (3.52) can be found for odd values of N .
The semiclassical approximation of |ψn1〉 can be obtained by inserting the semiclassical
expressions for the operators Ni and Mi (in a chosen basis) into the equation (3.52). In this
section no numerical results will be given, as this task is subject of chapter 4.
3.5 Autocorrelation function of eigenstates
In the previous sections we demonstrated how to calculate single eigenstates using Fredholm
theory. It was shown that the diagonal elements of the Fredholm minors, evaluated in some
basis, give the overlap of a single eigenstate with the basis states.
In this section we show that, using the same approach, one can also express parametric
correlations of eigenstates in terms of the underlying classical dynamics. This can be done by
using the off-diagonal elements of the Fredholm minors.
The example we consider here is the autocorrelation function. This function measures the
correlation of the eigenstate amplitudes at two different points. If λn is an eigenvalue of the sys-
tem with the corresponding eigenstate |ψn〉 then the autocorrelation function of this eigenstate
is defined as
cn(l) = 〈〈q + l|ψn〉〈ψn|q〉〉q , (3.54)
where 〈〉q =
∫
dq denotes an integral over q. For a review of the properties of the autocorrelation
function see [24] and references therein.
In the literature so far a semiclassical expression only for the autocorrelation function of
a group of eigenstates, averaged with respect to energy has been considered (see [23] and
references therein). Using the Fredholm method we demonstrate that averaging with respect
to energy is not necessary to obtain an expression for the autocorrelation function in terms of
the underlying classical dynamics.
In the first subsection we derive an expression for the autocorrelation function of an eigenstate
that corresponds to a non-degenerate eigenvalue in terms of trajectories connecting the two
points q, q + l. The semiclassical expression for an eigenstate corresponding to a degenerate
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eigenvalue contains contributions, apart from those given by paths that connect the points q
and q+l, which are given by orbits that the connect the points q and q+l but with intermediate
points given by q = k1 and q = k2 where the eigenstate vanishes. This is shown in the second
subsection
3.5.1 Autocorrelation function of eigenstates corresponding to non-
degenerate eigenvalues
It was demonstrated above that the eigenstate |ψn〉 can be obtained by evaluating the operator
d(1)(λ) at the inverse of the eigenvalue λn. Assuming λn is a non-degenerate eigenvalue it was
demonstrated that d(1)(λ) can be written as a sum of powers of the propagator U
d(1)(λ) =
N/2∑
i=1
gi(λ)U
i −
N/2−1∑
i=0
hi(λ)
(
Ui
)†
N/2∑
i=1
gi(λ)trU
i −
N/2−1∑
i=0
hi(λ)tr (Ui)
, (3.55)
where the coefficients gi(λ) and hi(λ) are defined in (3.25). This expression holds for even
values of N , a similar expression can be found when N is odd.
Using this one can write the autocorrelation function for the eigenstate |ψn〉 corresponding
to the non-degenerate eigenvalue λn as
cn(l) =
N/2∑
i=1
gi(λ
−1
n )
〈〈q + l|Ui|q〉〉
q
−
N/2−1∑
i=0
hi(λ
−1
n )
〈
〈q + l| (Ui)† |q〉〉
q
N/2∑
i=1
gi(λ
−1
n )trU
i −
N/2−1∑
i=0
hi(λ
−1
n )tr (U
i)
. (3.56)
Because it is well known how to semiclassically calculate the traces of powers of U (see (3.15))
the only objects left to calculate are
〈Un〉q (l) = 〈〈q + l|Un|q〉〉q and
〈
(Un)†
〉
q
(l) =
〈
〈q + l| (Un)† |q〉
〉
q
. (3.57)
Although in the present work the propagator U is assumed to be an finite dimensional matrix
here the average will be performed for a continuous operator. The difference between a matrix
and a continuous operator is that for a matrix the average is given by a sum rather than an
integral. Usually this sum can be transformed into an integral as well but the details depend on
the quantum map. However the results are the same if one sums over all equivalent trajectories
in the entire (q, p)-plane.
Using the semiclassical approximation for the continuous operator Un for systems with one
degree of freedom, one finds
〈Un(l)〉q =
∫
dq
1√
2ipi
 
∑
γ
∣∣∣∣∂2Sγ(q′, q)∂q′∂q
∣∣∣∣1/2 exp( i  Sγ(q + l, q)− ipi2 µγ
)
, (3.58)
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with q′ = q+ l. The sum includes all trajectories, labelled by γ, that start at q and arrive after
n-steps at q + l, with action Sγ(q + l, q) and Maslov index µγ . Solving this integral using the
stationary phase method one finds
〈Un〉q (l) =
∑

1√
trM − 2
exp
(
i
  S(q
′, q)− ipi
2
ν
)
, (3.59)
where the sum now runs over all orbits  that start at q and end at q+ l but also have identical
initial and final momentum. Here M is the monodromy matrix of the orbit and S(q+l, q) is its
action, while the Maslov index is given by ν = µ+1/2+σ/2, with σ = −sign(Sq′q′+2Sq′q+Sqq)
where the subscripts denote partial derivatives evaluated at q and q ′ = q + l.
It can easily be seen that 〈
(Un)†
〉
q
(l) = 〈Un〉q (−l). (3.60)
Another important feature of this expressions is that for l = 0 we get the trace of Un
trUn = 〈Un〉q (l = 0). (3.61)
Using the abbreviation
dn(l) = 〈Un〉q (l), (3.62)
and the additional definition
d0(−l) = N for l = 0 and d0(−l) = 0 for l > 0, (3.63)
the autocorrelation function for the eigenfunction |ψν > is given by
cn(l) =
N/2∑
i=1
gi(λ
−1
n )di(l)−
N/2−1∑
i=0
hi(λ
−1
n )di(−l)
N/2∑
i=1
gi(λ
−1
n )di(0) −
N/2−1∑
i=0
hi(λ
−1
n )di(0)
, (3.64)
with gi(λ) and hi(λ) being defined in (3.25).
Because any input to equation (3.64) can be semiclassically calculated, this equation pro-
vides the semiclassical approximation for the autocorrelation function of an eigenstate |ψn〉
corresponding to a non-degenerate eigenvalue λn.
3.5.2 Autocorrelation function of eigenstates corresponding to de-
generate eigenvalues
We have discussed how a basis in the p-dimensional eigenspace corresponding to a p-fold de-
generate eigenvalue λn can be constructed by linear combinations of operators
d(1)(λ−1n ), . . . ,d
(p)(λ−1n , k1, . . . , kp−1). (3.65)
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We now wish to calculate the autocorrelation functions for the corresponding eigenstates. These
are, of course, not unique as the eigenstates themselves are not unique. Again, we only demon-
strate the calculations for a two-fold degenerate eigenvalue. For higher degeneracies the exten-
sion is straightforward, using the general formalism discussed in section 3.4.
In the case of a two-fold degenerate eigenvalue λn one finds a basis in the corresponding
eigenspace using
|ψn1〉〈ψn1| = d(2)(λ−1n , k1) |ψn2〉〈ψn2| = 2d(1)(λ−1n )− d(2)(λ−1n , k1), (3.66)
where the eigenstate |ψn1〉 is perpendicular to the state |k1〉. The corresponding autocorrelation
functions are given by
cn1(l) =
〈〈q + l|d(2)(λ−1n , k1)|q〉〉q
cn2(l) = 2
〈〈q + l|d(1)(λ−1n )|q〉〉q − 〈〈q + l|d(2)(λ−1n , k1)|q〉〉q . (3.67)
The semiclassical expression for
〈〈q + l|d(1)(λ)|q〉〉
q
was already discussed in the previous sec-
tion. However in the case of a degenerate eigenvalue d(1)(λ−1n ) needs to be evaluated in the
limit λ→ λ−1n by using l’Hopital’s rule.
Now the averaging of d(2)(λ, k1) will be carried out. We have already shown that
d2(λ, k1) =
N/2∑
i=1
gi(λ)Ni(k1) +
N/2−1∑
i=1
hi(λ)Mi(k1)
N/2∑
i=1
gi(λ)trNi(k1) +
N/2−1∑
i=1
hi(λ)trMi(k1)
, (3.68)
where the coefficients gi(λ) and hi(λ) are defined in (3.25). Using (3.53) one can see that the
matrices Ni(k1) consist of products of one of the two types
Un〈k1|Um|k1〉 and Un|k1〉〈k1|Um. (3.69)
Although for a two-fold degenerate eigenvalue there is only one parameter, here more general
formulae with two parameters k1, k2 will derived. For example, in the case of a three-fold
degenerate eigenvalue the corresponding matrices Ni(k1, k2) contain products of the form
Un〈k1|Um|k2〉〈k2|Ul|k1〉 and Un|k1〉〈k1|Um|k2〉〈k2|Ul (3.70)
Thus, we will consider here the averages of products of one of the two types
(I) Un〈k1|Um|k2〉 and (II) Un|k1〉〈k2|Um (3.71)
where n,m ≥ 1. Using the obtained results one can calculate the autocorrelation function of
eigenstates which correspond to eigenvalues that show an arbitrary order of degeneracy.
For the averages in the following again the continuous case is considered. Firstly, the q-
averages over products of form (I) will be performed. As the only q-dependence is in the first
factor (a power of the propagator) one can use the formula (3.59)
〈〈q + l|Un|q〉〈k1|Um|k2〉〉q = dn(l)〈k1|Um|k2〉, (3.72)
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where the matrix element 〈k1|Um|k2〉 is semiclassically given by
〈k1|Um|k2〉 = 1√
2ipi
 
∑
γ
∣∣∣∣∂2Sγ(k1, k2)∂k1∂k2
∣∣∣∣1/2 exp( i  Sγ(k1, k2)− ipi2 µγ
)
. (3.73)
The sum includes all trajectories that start at k2 and arrive after m steps at k1 with action
Sγ(k1, k2) and Maslov index µγ, labelled by γ.
Now, the second type of products will be averaged. In the following the abbreviation
dn,m(l, k1, k2) = 〈〈q + l|Un|k1〉〈k2|Um|q〉〉q , (3.74)
will be used. Inserting the semiclassical approximation for the matrix elements gives
dn,m(l, k1, k2) =
∫
dq
1
2ipi
 
∑
γn,γm
∣∣∣∣∂2Sγn(q′, k1)∂q′∂k1
∣∣∣∣1/2 ∣∣∣∣∂2Sγm(k2, q)∂q∂k2
∣∣∣∣1/2
exp
(
i
  [Sγn(q
′, k1) + Sγm(k2, q)]−
ipi
2
(µγn + µγm)
)
,
(3.75)
with q′ = q + l. The sum runs over all orbits, labelled by γn (γm) that start at k1 (q) and
end after n (m) steps at q + l (k2), with action Sγn (Sγm) and their Maslov index µγn (µγm),
respectively. Solving the integral by the stationary phase method one finds
dn,m(l, k1, k2) =
1√
2pii
 
∑
n,m
1√
(MmMn)12
exp
(
i
  [Sn(q + l, k1) + Sm(k2, q)]−
ipi
2
(νnm)
)
,
(3.76)
where the sum now runs over all trajectories m (n) that start at q (k1) and end after m (n)
steps at k2 (q + l) with identical momentum at the positions q and q + l. Here (MmMn)12 is
the upper right element of the product of the two monodromy matrices Mm (for the path m)
and Mn (for the path n). The new Maslov index is given by νnm = µn + νm + 1/2 + σnm/2,
with σnm = −sign(Sq′q′(q′, k1) + Sqq(k2, q)).
Using (3.53), (3.72) and (3.76) one can now write for the second minor
〈Ni(k1)〉q (l) =
i∑
r=1
dr(l)〈k1|Ui−r+1|k1〉 − dr,i−r+1(l, k1, k1). (3.77)
Again, one finds that
trNi(k1) = 〈Ni(k1)〉q (0). (3.78)
Finally, one has to perform the averaging for the operators Mi(k1, k2). The two types of
products occurring there are
(I) Un
†〈k2|Um|k1〉 and (II) 〈k1|Un|·〉 〈·|Um|k2〉. (3.79)
where n,m ≥ 0.
First of all the case n,m ≥ 1 will be discussed. Again, the average of product (I) was already
discussed in the previous section. Using (3.60) and (3.62) one can write〈
〈q + l|Un†|q〉〈k2|Um|k1〉
〉
q
= dn(−l) 〈k2|Um|k1〉. (3.80)
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Using (3.74) it is easy to see that the average of the second type of products can be written as〈
〈k1|Un|q + l〉 〈q|Um|k2〉
〉
q
= dn,m(−l, k2, k1). (3.81)
Now the case of n,m = 0 will be considered. For products of type (I) the q-average is of the
same form as (3.80) with the additional definition
d0(−l) = N for l = 0 and d0(−l) = 0 for l > 0. (3.82)
For n > 0 and m = 0 the right-hand side of formula (3.80) reduces to the correct result dn(−l).
For products of the type (II) each case needs to be considered separately. Firstly, for n =
m = 0 one obtains
d0,0(−l, k2, k1) = 1 for l = k1 − k2 and d0,0(−l, k2, k1) = 0 for l 6= k1 − k2. (3.83)
In the case of n = 0 and m 6= 0 one finds
〈〈k1|q + l〉〈q|Um|k2〉〉q
=
∫
dqδ(k1 − q − l)
∑
γ
1√
2pii
 
∣∣∣∣∂2Sγ(q, k2)∂q∂k2
∣∣∣∣1/2 exp( i  Sγ(q, k2)− ipi2 µγ
)
(3.84)
where sum runs over all trajectories γ that start at k2 and arrive after m steps at q. The action
of a trajectory γ is given by Sγ(q, k2) and µγ is its Maslov index. Performing the integration
leads to
d0,m(−l, k2, k1) =
∑

1√
2pii
 
∣∣∣∣∂2S(q′, k2)∂q′∂k2
∣∣∣∣1/2 exp( i  S(q′, k2) − ipi2 µ
)
, (3.85)
with q′ = k1 − l and where the sum now runs over all orbits  that start at k2 and end after m
steps at k1 − l with action S(k1 − l, k2) and Maslov index µ.
Using similar arguments one finds for n 6= 0 and m = 0
dn,0(−l, k2, k1) =
∑

1√
2pii
 
∣∣∣∣∂2S(k1, q′)∂k1∂q′
∣∣∣∣1/2 exp( i  S(k1, q′)− ipi2 µ
)
, (3.86)
with q′ = k2 + l and where the sum now runs over all orbits  that start at k2 + l and end after
n steps at k1 with action S(k1, k2 + l) and Maslov index µ.
For the second minor the formulae derived above allow one to write
〈Mi(k1)〉q (l) =
i−1∑
r=0
dr(−l) 〈k1|Ui−r−1|k1〉 − dr,i−r−1(−l, k1, k1). (3.87)
For the trace of Mi(k1) one again finds
trMi(k1) = 〈Mi(k1)〉q (0). (3.88)
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Inserting (3.77) and (3.87) in (3.68) gives the required average
〈
d(2)(λ, k1)
〉
q
(l) =
N/2∑
i=1
gi(λ) 〈Ni(k1)〉q (l) +
N/2−1∑
i=1
hi(λ) 〈Mi(k1)〉q (l)
N/2∑
i=1
gi(λ) 〈Ni(k1)〉q (0) +
N/2−1∑
i=1
hi(λ) 〈Mi(k1)〉q (0)
(3.89)
with gi(λ) and hi(λ) defined in (3.25). Using formula (3.66) this allows one to semiclassically
calculate the autocorrelation function of the selected eigenstate corresponding to a two-fold
degenerate eigenvalue λν .
The calculations of the last two sections show that the autocorrelation function of a single
eigenstate can be semiclassically calculated. For this calculation orbits of a length up to N/2
for even values of N are needed.
3.5.3 Numerical results
In this section we give a numerical example for the semiclassical expressions found for the
autocorrelation functions of eigenstates. For this, the quantum map corresponding to the
classical cat map (
qi+1
pi+1
)
=
(
2 1
3 2
)(
qi
pi
)
mod 1 (3.90)
is considered. For the numerical calculations we have chosen N = 12. This was for two reasons:
first of all, as the maximal length of orbits required for the calculations is N/2 and the number
of orbits increases exponentially with their length we must choose a small value of N to limit
the number of orbits. Secondly, as discussed in section 2.2.1, the distribution of eigenvalues
depends on number-theoretical features of N . The value N = 12 gives a spectrum with degen-
eracies up to order three (one can find almost any order of degeneracy by varying N).
Fig. 3.2 shows the modulus of the spectral determinant, |P (λ = e−iα)|, as a function of
the negative phase −α of λ = eiα. The semiclassical approximation was obtained by using the
semiclassical results for the trace of powers of U given in chapter 2. The eigenvalues of the
propagator U are given by the zeros of |P (λ = e−iα)|. For N = 12 there are the following
eigenvalues, given by their phase:
- non-degenerate: α1 = 0.78, α2 = 1.83, α3 = 2.36, α4 = 4.97
- two-fold degenerate: β = 5.49
- three-fold degenerate: γ1 = 0.26, γ2 = 3.43
The figures 3.3, 3.4 and 3.5 show the autocorrelation function of the eigenstates corre-
sponding to the non-degenerate eigenvalues with phase α1, . . . , α4, (in Fig. 3.3), the two-fold
degenerate eigenvalue with phase β (in Fig. 3.4), and for the three-fold degenerate eigenvalue
with phase γ1 (in Fig. 3.5). Again, we find perfect agreement between the quantum results
and the semiclassical results. In Fig. 3.4 one can see that the choice of the parameter k1 that
specifies the basis in the eigenspace has, of course, an influence on the eigenstates and their
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Figure 3.2: Modulus of the spectral determinant, |P (λ = e−iα)|, for the quantum map corre-
sponding to (3.90) with N = 12, plotted as a function of the phase α. The quantum result
(solid line) is compared to the semiclassics (crosses).
autocorrelation functions. In Fig. 3.5 one finds the autocorrelation functions for eigenstates
corresponding to a three-fold degenerate eigenvalue. Although the case of three-fold degenerate
eigenvalues is not explicitly discussed here, the scheme presented can easily be extended to it.
It is also worth mentioning that, in the calculation of the autocorrelation function of an eigen-
state (as well as for the spectral determinant) the problem of the number of orbits involved
arises. The good agreement found here even for a small value of N is due to the linearity of
the map (3.90). For this map the semiclassics is exact and, thus, any value of N can be used.
Choosing a relatively small value of N is essential as this means that a relatively small number
of orbits is involved in the calculations. For a highly nonlinear system where only high values
of N give good results from the semiclassics, the length of orbits needed can result in a huge
number of orbits which very likely cannot be handled numerically any more.
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Figure 3.3: Autocorrelation functions of the four eigenstates of the quantum map corresponding
to (3.90) with N = 12, corresponding to the non-degenerate eigenvalues. The quantum results
(solid line) are compared to the semiclassical approximations (crosses). The quantum results
are discrete also but plotted with a solid line for visual convenience.
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Figure 3.4: Autocorrelation functions of eigenstates of the quantum map corresponding to
(3.90) with N = 12, corresponding to the two-fold-degenerate eigenvalue with phase β = 5.49.
The quantum results (solid line) are compared to the semiclassical approximations (crosses).
The chosen values of k1 are k1 = 0 (first two eigenstates) and k1 = 1 (last two eigenstates).
The quantum results are discrete also but plotted with a solid line for visual convenience.
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Figure 3.5: Autocorrelation functions of eigenstates of the quantum map corresponding to (3.90)
with N = 12, corresponding to the the three-fold-degenerate eigenvalue with phase γ1 = 0.26.
The quantum results (solid line) are compared to the semiclassical approximations (crosses).
The chosen values for the parameters k1, k2 are k1 = 1 and k2 = 0. The quantum results are
discrete also but plotted with a solid line for visual convenience.
Chapter 4
The Husimi function of eigenstates
In the previous chapter the Fredholm method was used to obtain a representation for single
eigenstates of a quantum map in terms of powers of the propagator of the map. This represen-
tation has been achieved for eigenstates corresponding to both non-degenerate and degenerate
eigenvalues. The representation is basis-free, which means that the basis in which the propa-
gator’s elements are evaluated gives the basis onto which the eigenstate is projected.
So far we have not shown numerical evaluations of these representations. These will be
carried out in this chapter. The basis used for this purpose is formed by the coherent states. It
has been chosen for two reasons: firstly, it is the best object one can use in quantum mechanics
to obtain a representation close to the phase space of classical mechanics. The second reason
is that, as will be shown below, the diagonal elements of the propagator in the coherent-state
representation are given by the periodic orbits of the corresponding classical system. Thus, the
eigenstates can be written as a sum over periodic orbits. Using this semiclassical expression for
the eigenstates provides an ideal starting point to investigate the contribution of an individual
periodic orbit to a single eigenstate. Therefore, it is a tool to study phenomena like scarring or
the influence of periodic-orbit bifurcations on eigenstates.
In the first section of this chapter we review some important properties of the coherent states
and the Husimi function. Then we discuss a representation of the propagator in terms of coher-
ent states and use this representation to determine the Husimi function of a single eigenstate.
Also discussed are corrections to this representation of the propagator for quantum maps where
the classical map also has complex periodic orbits.
The first attempts to use Fredholm’s method to obtain the Husimi function of a single eigen-
state can be found in [30] and [31]. In the first study the Husimi functions of eigenstates of
a billiard system were calculated. In this paper the semiclassical expression for Bogomolny’s
transfer operator in the coherent-state representation was derived. In [31] Fredholm’s method
and its application to semiclassically determine the Husimi functions of single eigenstates was
extended to the case of quantum maps. In this paper only linear maps, the cat map and
the baker map, were considered. A semiclassical expression for powers of the propagator in
coherent-state representation was derived. By using this expression the Husimi functions of
single eigenstates of the quantum maps were semiclassically calculated.
The aim of this chapter is to extend the results of these papers to the case when the eigen-
states correspond to degenerate eigenvalues. We will also address quantum maps given by
39
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general, rather than linear classical maps. It will be shown that for large values of
 
additional
contributions to the semiclassical expression of the propagator in the basis of the coherent
states can arise if the classical map exhibits complex periodic orbits.
4.1 The coherent-state representation and Husimi’s func-
tion
In classical mechanics the best insight into the dynamics of a system can be obtained by con-
sidering the phase space. This representation (for a one-dimensional system) is given by a
two-dimensional space where one coordinate plays the role of the position and the other coor-
dinate is the conjugate momentum. Any state of a system is uniquely determined by one point
in this space. The dynamics is given by the time evolution of such states and the corresponding
points.
Unfortunately, in quantum mechanics such a space does not exist. This is due to the uncer-
tainty principle which precludes the possibility of measuring the position x and momentum p of
a quantum object at the same time. The deviations in the result of a measurement of position
and momentum from the mean values have to satisfy
∆x∆p ≥
 
2
. (4.1)
This relation limits the resolution of any representation in quantum mechanics that uses position
and momentum at the same time.
The best representation one can use to approximate the classical phase space is the one that
gives the maximum resolution in both position and momentum. This means that the inequality
(4.1) becomes an equality. It can be shown that the coherent states have exactly this property.
Thus, the representation in quantum mechanics that best approximates the phase space of
classical mechanics is the coherent-state representation.
Now we will review a few important properties of the coherent states without details. For a
detailed review we suggest [50]. For the representation of the propagator a detailed discussion
can be found in [51], and details of the quantization of maps in coherent-state representation
can be found in [13].
The coherent states can be defined using a harmonic oscillator of mass m = 1 and frequency
ω = 1. If |0〉, given by its position representation
〈x|0〉 =
(
1
pi
 
)1/4
exp
(
−x
2
2
 
)
(4.2)
denotes the ground state of the harmonic oscillator the coherent states are given by
|z〉 = exp
(
zaˆ†
 
)
|0〉, (4.3)
where
aˆ =
1√
2
(qˆ + ipˆ) and z =
1√
2
(q − ip) , (4.4)
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with qˆ and pˆ are the momentum and the position operator, respectively, and q and p are real
numbers. This set of states forms an overcomplete, non-orthonormal basis with
〈z′|z〉 = exp
(
z′z
 
)
. (4.5)
The projection of Schro¨dinger’s position space onto the coherent states is called the Bargmann
transformation. It is given by
〈z|q〉 = 1
(pi
 
)1/4
exp
(
−1 
[
1
2
z2 +
1
2
q2 −√2zq
])
. (4.6)
Using this transformation any object defined in position space can be transformed into coherent-
state representation. As some classical maps, for example cat maps, are defined on the torus,
the necessary modifications in the transformation (4.6) are discussed in appendix A.
Using the transformation (4.6) one can transform a wavefunction into coherent-state repre-
sentation. Let a state |ψ〉 be defined in position representation as 〈q|ψ〉: its representation by
the coherent states is then given by
〈z|ψ〉 =
∫ ∞
−∞
dq〈z|q〉〈q|ψ〉. (4.7)
For the coherent states there is also a probability measure for such a wavefunction. It is called
Husimi’s function and is defined as
Hψ(z) =
|〈z|ψ〉|2
〈z|z〉 . (4.8)
This function is normalized, bounded and always positive. The Husimi function is the object
that will be studied in this chapter and for which a semiclassical expression is derived.
4.2 The coherent-state representation of the propagator
In this section the semiclassical approximation for the coherent-state representation of the prop-
agator U for a quantum map will be discussed. This representation was first derived in [31]. In
this paper the authors followed a route different from the one presented here. They extended
the dynamics of the classical map to complex variables and then quantized the resulting map.
This quantization provides the coherent-state representation of the propagator of the corre-
sponding quantum map. A more detailed discussion of this procedure can be found in [32].
The result presented here is an application of the scheme given in [30] to obtain the represen-
tation of Bogomolny’s transfer operator by coherent states. Starting point is the semiclassical
approximation of U in position representation,
〈q′|U|q〉 =
∑
γ
( −i
2pi
 
)1/2 ∣∣∣∣∂2Sγ(q′, q)∂q′∂q
∣∣∣∣1/2 exp( i  Sγ(q′, q)) , (4.9)
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where the sum runs over all paths that start at q and end at q ′. The action of such a path is
given by Sγ(q′, q), including the Maslov index of the path.
Using the transformation (4.6) the coherent-state representation of the propagator U is
defined as
〈z′|U|z〉 =
∫
dq′dq〈z′|q′〉〈q′|U|q〉〈q|z〉
=
∑
γ
∫
dq′dq
(−i
2
)1/2
1
pi
 
∣∣∣∣∂2Sγ(q′, q)∂q′∂q
∣∣∣∣1/2 exp( i2   Φγ(q′, q)
)
,
(4.10)
where the phase Φγ is given by
Φγ(q
′, q) = iz′2 + iq′2− 2√2iz′q′ + iz2 + iq2 − 2√2izq + 2Sγ(q′, q). (4.11)
The integral (4.10) can be evaluated by the stationary phase method. The stationary points
are given by the solutions of the following equations,
∂Φγ(q
′, q)
∂q′
= 0 : 0 = iq′ −√2iz′ + ∂Sγ(q
′, q)
∂q′
,
∂Φγ(q
′, q)
∂q
= 0 : 0 = iq −√2iz + ∂Sγ(q
′, q)
∂q
.
(4.12)
By using the relations
z′ =
q′∗ − ip′∗√
2
, z =
q∗ − ip∗√
2
,
∂Sγ(q′, q)
∂q′
= p′,
∂Sγ(q′, q)
∂q
= −p (4.13)
the equations in (4.12) reduce to
0 = iq′ − iq′∗ − p′∗ + p′ , 0 = iq − iq∗ + p∗ − p. (4.14)
This means that there are only stationary points of (4.10) if there are values of z and z ′ which
correspond to a classical trajectory with start point (qγ, pγ) and end point (q′γ, p
′
γ). Because
these are the paths the sum in (4.9) runs over in the following the corresponding values for z
and z′ are denoted by zγ and z′γ.
Now the matrix elements to next order in their neighbourhoods 〈z ′γ + δz′|U|zγ + δz〉 are
calculated. In order to do so one can expand the phase (4.11) up to second order. This gives
Φγ(δq′, δq) =
i
2
(
z′2γ − z′2γ − z2γ + z2γ − 2zγzγ − 2z ′γz′γ
)− 2iz′γδz′ − 2izγδz + iδz′2
+iδz2 − 2√2iδz′δq′ − 2√2iδzδq + δq′2
(
i+
∂2Sγ(q
′, q)
∂q′2
)
+δq2
(
i+
∂2Sγ(q′, q)
∂q2
)
+ 2δq′δq
∂2Sγ(q′, q)
∂q′∂q
+ 2Sγ(q
′
γ, qγ),
(4.15)
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where δq′ = q′−q′γ and δq = q−qγ. Changing to integration variables δq ′ and δq and evaluating
the integrals one obtains
〈z′γ + δz′|U|zγ + δz〉 =
∑
γ
1√
sγ
exp
(
− 1
4
  [z′2γ − z′2γ − z2γ + z2γ − 2zγzγ − 2z′γz′γ]
)
exp
(
1
  [z′γδz
′ + zγδz]
)
exp
(
i
  Sγ(q
′
γ, qγ)
)
exp
(
1
2
 
sγ
[−rγδz′2 + 2δz′δz + rγδz2]
)
,
(4.16)
A comment needs to made on the prefactor 1/
√
sγ . This is the prefactor stated in [30] without
further comment. In fact, this prefactor is only correct if Sq′q < 0 and sγ is not in the third
quadrant of the complex plane. In general the prefactor is given by |Sq′q|1/2/(
√
i
√
isγSq′q).
The coefficients rγ and sγ in (4.16) are defined by the transformed monodromy matrix M of
the trajectory γ in the following way:
Let the matrix Z be defined as
Z =

1√
2
− i√
2
− i√
2
1√
2
 , (4.17)
then a point (q, p) of classical phase space is transformed to complex-variable representation by(
z
pz
)
= Z
(
q
p
)
. (4.18)
where pz = −iz is the conjugate momentum to z. A linear transformation M given by
M =
(
a b
c d
)
, (4.19)
is transformed into complex-variable representation by
MZ = ZMZ
−1 =
(
s −ir
ir s
)
, (4.20)
with
s =
1
2
(a+ d− i[b− c]) ,
r =
1
2
(d − a+ i[b+ c]) .
(4.21)
The unitary representation of the classical map (4.20), or in other words, the corresponding
quantum map U(M) in coherent-state representation, was derived in [52]. It is given by
〈z′|U(M)|z〉 = exp(−1/2iarg(s))√|s| exp
(
1
2s
  [−rz′2 + 2z′z + rz2]
)
. (4.22)
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Comparing this result to (4.16) shows that evaluating integral (4.10) with phase (4.15) corre-
sponds to the construction of the coherent-state representation of the propagator of a quantum
map which corresponds to the linearized classical system. The linearized system is given by
the monodromy matrices of the classical orbits. Each of these monodromy matrices gives rise
to a quantum map. The sum of the propagators of all of these quantum maps provides the
propagator of the linearized system. The monodromy matrix M of a classical orbit is given by
M =
1
Sq′q
( −Sqq −1
S2q′q − SqqSq′q′ −Sq′q′
)
, (4.23)
where the subscripts denote partial derivatives with respect to that variable. Thus, the propa-
gator of the corresponding quantum map is given by (4.16) with the values of sγ and rγ obtained
by
sγ =
1
2Sq′q
(−Sqq − Sq′q′ − i[−1− S2q′q + SqqSq′q′]) ,
rγ =
1
2Sq′q
(
Sqq − Sq′q′ + i[−1 + S2q′q − SqqSq′q′]
)
.
(4.24)
Another important property of the coherent-state representation of U is its composition law
[52] ∫
dµ(z′′)〈z′|U(M1)|z′′〉〈z′′|U(M2)|z〉 = λ(M1,M2)〈z′|U(M1M2)|z〉 (4.25)
and where 〈z′|U(M)|z〉 is the coherent state representation of the linear map M and
dµ(z′′) =
1
pi
  exp(−z′′z′′/   )dRe(z′′)dIm(z′′), (4.26)
also
λ(M1,M2) = exp
(
i
2
[arg(s12)− arg(s1)− arg(s2)− arg
(
s12
s1s2
)
]
)
= ±1. (4.27)
This shows that higher powers of the U in coherent-state representation are of the same form
as (4.16) but with rγ and sγ being defined by the monodromy matrix of orbits with a length
identical to the power of U.
An important implication of the result (4.16) is, that the diagonal elements of Uk are com-
pletely determined by periodic orbits of length k. Writing
〈z|Uk|z〉 = 〈zpo + δz|Uk|zpo + δz〉, (4.28)
with δz = z − zpo one obtains
〈z|Uk|z〉 =
∑
po
1√
spo
exp
(
1
  [zpozpo + zpoδz + zpoδz]
)
exp
(
i
  S(qpo, qpo)
)
exp
(
1
2spo
  [−rpoδz2 + 2δzδz + rp.o.δz2]
)
,
(4.29)
where the sum runs over all periodic orbits of length k of the system and zpo = (qf − ipf )/
√
2
is the complex-variable representation of a fixed point (qf , pf ) belonging to a periodic orbit of
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length k of the system. The coefficients are defined as above, using the monodromy matrix of
the periodic orbit.
This result means that the coherent-state representation of the propagator is given by de-
formed Gaussians placed at the position of the classical fixed points of the k-iteration of the
classical map. The width of the contribution of such a Gaussian shrinks as
 
tends to zero. For
large values of
 
this structure of fixed points might not be clearly visible as then the Gaussians
overlap, which leads to additional interference patterns.
In the discussion above the propagator has been considered to be a continuous function of
the two variables q and q′. For quantum maps for which the classical map is defined on the
torus this is not the case. For such maps the propagator is given by a N × N matrix, where
N = 1/(2pi
 
) is an integer. However, in the Appendix A the transformation of this matrix into
coherent-state representation is discussed. It turns out that the result is the same as in the
continuous case if one sums over all equivalent trajectories in the entire (q, p)-plane.
Before we discuss the numerical results, we introduce a convention concerning the display
of objects in the coherent-state representation. Any object plotted in its coherent-state repre-
sentation depends on at least two variable, q and p. These variables define the coherent state
via z = (q − ip)/√2. Furthermore, we use here only maps that are classically defined on the
unit two-torus. This requires their coherent-state representation to be periodic (see appendix
A). Thus, only the first unit square (q, p) ∈ [0, 1]× [0, 1] needs to be plotted. Any other point
outside this square can be (by the modulo one operation) identified with a point in this square.
All plots show: q along the horizontal axis and p along the vertical axis, both plotted from zero
to one. The plots are all greyscale plots, where white corresponds to zero and black corresponds
to the maximal value.
Also, the coherent-state representation of the propagator, 〈z ′|U|z〉, as given in (4.16), needs
to be normalized by the factor 1/〈z ′|z〉 to obtain an expression that converges in the semi-
classical limit. Thus, the normalized coherent-state representation of the propagator is given
by
〈z′|U|z〉N = 〈z
′|U|z〉
〈z′|z〉 . (4.30)
Fig. 4.1 shows the normalized diagonal elements of the first two powers of the propagator
of the quantum map which corresponds to the classical map(
qi+1
pi+1
)
=
(
2 1
3 2
)(
qi
pi
)
mod 1, (4.31)
in coherent-state representation for N = 40. It can be seen that these are indeed given by
Gaussians centred at the position of the classical fixed points. The remainders of the interference
structure between these Gaussians are visible. To further illustrate this important property,
in Fig. 4.2 |〈z|U|z〉N | is plotted for different maps, and is compared to the distribution of the
fixed points of their classical counterparts. A perfect agreement between the quantum and the
semiclassical result in Fig. 4.1 was found.
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Figure 4.1: Modulus of the normalized diagonal elements of the coherent-state representation
of the first two powers of the propagator, |〈z|U|z〉N | (top) and |〈z|U2|z〉N | (bottom). Quan-
tum results (left) are compared to semiclassics (middle), for the quantum map with N = 40,
corresponding to the classical map (4.31). Also shown are the positions of the classical fixed
points of length one (right, top) and length two (right, bottom) of the classical map (4.31).
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Figure 4.2: Modulus of the normalized diagonal elements of the coherent-state representation of
the first power of the propagator, |〈z|U|z〉N |, (middle column), of quantum maps corresponding
to different classical cat maps (stated in the left column) for N = 20. Also plotted are the fixed
points of length one of these maps (right column).
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4.3 Complex periodic orbit contributions
In the previous section we reviewed the semiclassical expression for the coherent-state repre-
sentation of the propagator of quantum maps, which was first given in [31]. It has been shown
that the diagonal elements of U in this representation can be related to the periodic orbits of
the classical map. Also, the numerical evaluation for a quantum cat map has shown a perfect
agreement between the quantum and the semiclassical results. This is because of the linearity
of the map and the resulting exactness of (4.16). In this section we will discuss how this picture
changes as the map becomes nonlinear. This is carried out only for the diagonal elements of
the propagator as only these are needed for the evaluation of the Husimi function of a single
eigenstate (see next section).
For a nonlinear map the semiclassical expression (4.29) is no longer exact. To obtain a good
agreement between quantum and semiclassical results,
 
has to be a small number. The smaller
 
gets the better the agreement. But, as will be discussed in the next section, one sometimes
needs to use formula (4.29) even for large values of
 
. So, for highly nonlinear systems good
results are no longer guaranteed. In this section, we derive another type of contribution to
(4.29), which leads to a better agreement for large values of
 
. This contribution is related
to complex periodic orbits (which only arise for nonlinear systems). It is demonstrated that
the complex periodic orbits play an important role for large values of
 
, but their contribution
decays as
 
tends to zero.
The contribution is derived for quantum maps that classically correspond to perturbed cat
maps of the form(
qi+1
pi+1
)
=
(
t11 1
t11t22 − 1 t22
)(
qi
pi
)
+
(
1
t22
)
S ′p(qi) mod 1, (4.32)
where Sp(q) is a parameter dependent perturbation which is periodic with respect to q, thus,
Sp(q + 1) = Sp(q).
The corresponding quantum map is given by (see section 2.2.3)
〈q′|U|q〉 = 1√
iN
exp
(
2piiN
[
t22
2
q′2 − q′q + t11
2
q2 + Sp(q)
])
, (4.33)
where
 
= 1/(2piN), thus, large values of
 
correspond to small values of N and vice versa.
The action of an orbit of the classical map (4.32) is given by
S(q′, q) =
t22
2
(q′ +m)2 − (q′ +m)q + t11
2
q2 − nq′ + Sp(q) (4.34)
where m and n are the integers subtracted in the modulo one operation. The formalism
explained in this section can be easily extended to other systems as well.
As discussed above, to obtain the coherent-state representation of the propagator one can
consider the propagator to be continuous in q and q ′. Thus, the transformation of U from
position representation to coherent-state representation is given by
〈z|U|z〉 =
∫
dq′dqN
√
2
i
exp(2piiNΦ(q′, q)), (4.35)
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with the phase
Φ(q′, q) =
i
2
z2 +
i
2
z2 +
i
2
q′2 +
i
2
q2 −
√
2izq′−
√
2izq + S(q′, q). (4.36)
We will not explicitly sum over all trajectories as in (4.10) here but consider the contribution
of a single trajectory. The integral in (4.35) can be solved using the stationary phase method.
The saddles of the phase have to satisfy the relations
0 = iq′−√2iz + Sq′,
0 = iq −√2iz + Sq,
(4.37)
where Sq′ and Sq are the partial derivatives of the classical action S(q ′, q) with respect to q′
and q, respectively. Using z = (q∗ − ip∗)/√2, where q∗ and p∗ are real numbers, one obtains
q∗ =
q′ + q
2
− i
2
(Sq′ + Sq),
p∗ =
i
2
(q′ − q) + Sq′ − Sq
2
.
(4.38)
This is, so far, similar to the results found in the previous section. There, from these relations
it was concluded that the solutions are given by real periodic orbits, as q ′ and q, and therefore
Sq′ and Sq, were assumed to be real.
Now, this last condition will be dropped by extending the dynamics of the classical system
to complex variables. This means that q ′ = x′ + iy′ and q = x+ iy are now complex numbers.
The dynamics itself remains unchanged, so, the conditions
Sq′ = p
′ and Sq = −p (4.39)
still define a path (q, p) → (q′, p′), but now position and momentum can be complex. This
extension to complex dynamics allows one to find other solutions of (4.38).
However, it is still required that q∗ and p∗ in (4.38) are real numbers. This gives two reality
conditions any solution of (4.38) needs to satisfy
Im(q′+ q) = Re(Sq′ + Sq) and Re(q′ − q) = −Im(Sq′ − Sq). (4.40)
One furthermore requires that the solutions satisfy the (complex) classical dynamics of the
system given in (4.39). One finds that all real periodic orbits of the system satisfy the condition
(4.40). They are also solutions of (4.38). This corresponds to the known result, discussed in
the previous section.
Here other possible solutions of these two equations will be discussed. First of all, one finds
that a complex periodic orbit does not satisfy these equations. Therefore one has to search for
other non-periodic orbits that satisfy the conditions. To express these orbits in terms of complex
periodic orbits one can assume that they are given by a linearization about the complex periodic
orbits. Let (qc, pc) be a complex periodic orbit: then any other orbit can be approximated by(
δq′
δp′
)
=
(
a 1
ad− 1 d
)(
δq
δp
)
, (4.41)
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where a = Sqq and d = Sq′q′ are the partial derivatives of the action (4.34), evaluated at
q′ = q = qc. The required orbit is therefore given by (qc + δq, pc + δp) → (qc + δq′, pc + δp′),
where δp = δp(δq′, δq) and δp′ = δp′(δq′, δq) are defined by (4.41).
Inserting this into the reality condition (4.40) one obtains a connection between δq ′ and δq.
Denoting δq′ = δx′ + iδy′ and δq = δx+ iδy, one finds
δx′ =
2(dR + 1)Im(qc)− 2Im(pc) + δx(aI + 1− (dR + 1)(aR − 1)) + δy(aR + 1 + dR + 1)
dI + d2R
,
δy′ =
−2Im(qc) + (dR − 1)δx′ + (aR − 1)δx− (aI + 1)δy
dI + 1
,
(4.42)
with a = aR + iaI and d = dR + idI .
This leads to the following values for z at the stationary points
zc =
q∗ − ip∗√
2
with
q∗ = qc +
δq′(i− id+ 1) + δq(i− ia+ 1))
2
,
p∗ = pc +
δq′(i+ d+ 1) − δq(i+ a+ 1)
2
.
(4.43)
Using the connection between δq ′ and δq given by (4.42) these values only depend on δq.
Solving the integral the same way as in the previous section, one obtains the known con-
tribution from the real periodic orbits (4.29) (which will not be stated here) plus a sum over
terms which are given by the complex periodic orbits of the classical system,
〈z|U|z〉c = 1√
s
exp
(
i
  Φ(z, zc, qc, pc, δq)
)
, (4.44)
with the phase given by
Φ(z, zc, qc, pc, δq) = − i
2
z2c −
i
2
z2c + izzc + izzc +
i
2
(qc + δq
′)2 +
i
2
(qc + δq)
2 + S(qc, qc)
−√2i (z(qc + δq′) + z(qc + δq)) + pc(δq′ − δq) + izz
+
1
2
Sq′q′δq
′2 + Sq′qδq′δq +
1
2
Sqqδq
2
+
1
2|s|2
(
ir˜s(z − zc)2 − 2is(z − zc)(z − zc)− irs(z − zc)2
)
,
(4.45)
where s is the complex conjugate of s and
s =
a+ d
2
+ i
ad+ 2
2
r =
d− a
2
+ i
ad
2
r˜ =
d− a
2
− iad
2
.
(4.46)
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One has to bear in mind that, as a and d are complex numbers, r and r˜ are not complex
conjugates.
Formula (4.44) gives the contribution of a complex periodic orbit to the coherent-state rep-
resentation of the propagator. A contribution of this type is given by any complex periodic
orbit. However, we now discuss that not all complex periodic orbits can contribute as some
of them give rise to divergent contributions. To determine the complex periodic orbits whose
contributions need to be included one has to find a deformation of the integration contour that
follows the rules of the method of steepest descent [53]. We do not attempt this explicitly here,
as the integration contour of the integral (4.35) is a four-dimensional manifold. We assume
(heuristicely) that only those complex periodic orbits contribute whose contribution is conver-
gent.
The main contribution of a real periodic orbit to the coherent-state representation of the
propagator is at the position of a corresponding fixed point. This is not the case for a complex
periodic orbit, thus the main contribution is not at zc. For a complex periodic orbit the main
contribution is given at a value of z for which the imaginary part of the phase (4.45) has a
minimum. Of course, the imaginary part needs to be positive for the integral (4.35) to converge.
Recalling z = (q − ip)/√2 these points are given by the solutions of the equations
∂
∂q
Im(Φ) = 0 and
∂
∂p
Im(Φ) = 0 (4.47)
As the detailed calculations are quite messy, but still straightforward, they are not carried out
here explicitly, but only the results are stated.
The calculations show that the results are independent of the choice of δq. Thus, δq can be
chosen to vanish, which for δq ′ leads to
δx′ = 2
(dR + 1)Im(qc) − Im(pc)
dI + d2R
,
δy′ = −2(dI + 1)Im(qc) + (dR − 1)Im(pc)
(dI + d2R)(dI + 1)
.
(4.48)
The position of the maximal contribution of a complex periodic orbit to 〈z|U|z〉 is at zmax =
(qmax − ipmax)/
√
2, with
qmax =
aqpap − 2aqapp
4aqqapp − a2qp
,
pmax = −ap + qmaxapp
2app
,
(4.49)
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where
aq = q
∗ − 2x− δx′ + 1
2|s|2
(
q∗[sR(rR − r˜R + 2) + sI(rI − r˜I)]− p∗[sR(rI + r˜I)− sI(rR + r˜R)]
)
,
ap = −p∗ − δy′+ 1
2|s|2
(
p∗[sR(r˜R − rR + 2) + sI(r˜I − rI)]− q∗[sR(rI + r˜I)− sI(rR + r˜R)]
)
,
aqp =
1
2|s|2
(
sR[r˜I + rI ]− sI [r˜R + rR]
)
,
aqq =
1
2
+
1
4|s|2
(
sR[r˜R − rR + 2] + sI [r˜I − rI ]
)
,
app =
1
2
− 1
4|s|2
(
sR[r˜R − rR + 2] + sI [r˜I − rI ]
)
.
(4.50)
Here the indices R, I denote the real part and the imaginary part, respectively.
The maximum contribution is determined by the imaginary part of the phase at this value of
z. The phase with maximal imaginary part is given by inserting zmax, δq = 0 and δq′ evaluated
with (4.48) into the phase of (4.45). Thus, any input to 〈z|U|z〉c is determined by the complex
periodic orbit.
The contribution of a complex periodic orbit, as derived above, differs in one major respect
from the contribution of a real periodic orbit. As illustrated below, the maximal phase Φmax =
Φ(zmax) has an imaginary part different from zero. For real periodic orbits it is exactly zero.
This implies that, for Im(Φmax) < 0 the result diverges as N tends to infinity. On the other
hand, for Im(Φmax) > 0 the contribution will eventually go to zero as N tends to infinity.
This fact is important for the picture drawn above to be consistent with physics. A complex
periodic orbit is actually a non-physical object, as there is no complex dynamics in classical
dynamics. It only occurs when one tries to describe quantum properties in terms of classical
mechanics because there are phenomena in the quantum world, such as tunnelling, that have
no classical counterpart. It turned out that complexifying classical dynamics provides a way
to model some of these phenomena in the semiclassical limit. Of course, complex orbits are
also used in classical mechanics to describe some phenomena, e.g. bifurcations. However,
these complex orbits never describe properties without real orbits being involved. Thus, the
contributions arising from complex periodic orbits to 〈z|U|z〉 need to decay in the semiclassical
limit, whereas the contributions from the real periodic orbits, of course, remain. Mathematically
this becomes clear as the formula (4.29) gives the leading order asymptotic expansion for 〈z|U|z〉
in the limit
  → 0 and, thus, any other contribution has to vanish in the same limit.
Also, for the unperturbed cat map, formula (4.29) gives the exact result of 〈z|U|z〉 for
any value of N . This can be explained by the fact there are no complex periodic orbits for
unperturbed cat maps.
This discussion is now illustrated by using the map (4.32) with t11 = t22 = 2 and Sp(q) =
κ/(4pi2) sin(2piq). The real periodic orbits of length one of this system are given by the solutions
of the equation
0 = 2q − j + κ
2pi
cos(2piq), (4.51)
where j = 0, 1 is an integer. To obtain complex periodic orbits of this system one has to allow
q ∈  and j to cover all integers. There are always infinitely many complex periodic orbits.
Some of them can be found in Fig. 4.3 which also shows the imaginary part of Φmax. One
finds that any real periodic orbit has Im(Φmax) = 0. This means that they always contribute
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Figure 4.3: Position of the fixed points (plotted in the complex plane) of the map (4.32)
and the imaginary part of the phase at the maximum of their contribution to 〈z|U|z〉 for the
corresponding quantum map (4.33), with t11 = t22 = 2 and Sp(q) = κ/(4pi2) sin(2piq) with
κ = 5.
regardless of the value of N . The decay of the complex periodic orbit contribution to 〈z|U|z〉
can be seen in Fig. 4.4, where the contribution of complex and real periodic orbits are plotted
as a function of N .
In Fig. 4.5 one can see that the complex periodic orbit contributions are indeed needed
to obtain good results from the semiclassical approximation for 〈z|U|z〉 for small values of N .
The quantum results for the modulus of the diagonal elements of the normalized coherent-state
representation of the propagator, |〈z|U|z〉N |, are compared to the semiclassical approximation,
obtained by the real periodic orbits only, and by also including the complex periodic orbits.
This has been carried out for values of κ for which this system is highly nonlinear. On the other
hand the chosen value of N = 20 is too small to expect formula (4.29) to give good results with
real periodic orbits only.
The fact that not all complex periodic orbits with positive imaginary part of Φmax neces-
sarily contribute can be seen in Fig. 4.6. Only those orbits contribute which can be reached
by a deformation of the integration contour of integral (4.35), following the prescriptions of
the method of steepest descent (see, for example, [53]). In this figure there are two complex
periodic orbits for which at κ ≈ 1.42, Im(Φmax) = 0. This means that they will contribute
for any value of N , rather then decaying as N increases, if they are visited by the integration
contour. A heuristic mathematical explanation why they do not contribute is that a Stokes
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transition occurs. The bottom picture of Fig. 4.6 shows the real part of Φmax for the complex
periodic orbit and a real periodic orbit. They are equal for a value of κStokes > 1.42. This is a
necessary condition for finding a Stokes transition there. This means that for values κ < κStokes
the contribution of the complex orbit has to be multiplied by an error function that tends to
zero as the difference between Im(Φmax) for the real and the complex periodic orbit tends to
zero or N tends to infinity (see [39]). Thus, these orbits do not contribute for κ < κStokes. After
the Stokes transition the integration contour passes the saddle corresponding to these orbits,
and they contribute in the way discussed above.
4.4 The Husimi function of eigenstates corresponding to
non-degenerate eigenvalues
In chapter 3 we showed how to calculate a single eigenstate of a quantum map. Formulae were
derived that express the eigenstates in terms of powers of the propagator of the map. Here
numerical evaluation of these formulae will be carried out. For this purpose the Husimi function
Hψn of an eigenstate |ψn〉 will be calculated semiclassically. The Husimi function is given by
Hψn(z) =
|〈z|ψn〉|2
〈z|z〉 . (4.52)
In this section only eigenstates |ψn〉 corresponding to non-degenerate eigenvalues λn are
considered. In section 3.3 a formula for such an eigenstate was given. It can be calculated
using
|ψn〉〈ψn| =
N/2∑
i=1
gi(λ
−1
n )U
i −
N/2−1∑
i=0
hi(λ
−1
n )(U
i)†
N/2∑
i=1
gi(λ
−1
n )trU
i −
N/2−1∑
i=0
hi(λ
−1
n )tr(U
i)
, (4.53)
where the coefficients gi(λ) and hi(λ) are defined in (3.25). This formula applies for even values
of N , and a similar expression can be found when N is odd.
The Husimi function for the eigenstate is therefore given by
Hψn(z) =
N/2∑
i=1
gi(λ
−1
n )〈z|Ui|z〉N −
N/2−1∑
i=0
hi(λ
−1
n )〈z|Ui|z〉N
N/2∑
i=1
gi(λ
−1
n )trU
i −
N/2−1∑
i=0
hi(λ
−1
n )tr(U
i)
. (4.54)
As discussed in the previous sections, the diagonal elements of Uk can be expressed as a sum
over periodic orbits, precisely, as a sum over Gaussians centred at the position of the fixed
points of the corresponding classical map. Therefore, the Husimi function of an eigenstate
corresponding to a non-degenerate eigenvalue can be seen as a weighted sum of such Gaussians.
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Figure 4.4: Maximal contribution of the complex fixed points (1)− (6) from Fig. 4.3 to 〈z|U|z〉
compared to the contribution of the real fixed points as a function of N .
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quantum
semiclassics using
real p.o. only
semiclassics using
complex p.o. also
κ = 4.0 κ = 5.0
Figure 4.5: Modulus of the normalized diagonal elements of the coherent-state representation,
|〈z|U|z〉N |, for the propagator (4.33), with N = 20 and Sp(q) = κ/(4pi2) sin(2piq) and κ = 4.0
(left) and κ = 5.0 (right). The quantum results (top) are compared to the semiclassics using
real periodic orbits only (middle), and including the contributions from complex periodic orbits
(bottom).
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Figure 4.6: Imaginary (top) and real (bottom, dashed) part of Φmax for the two complex fixed
points that give the main contribution to |〈z|U|z〉N | as a function of κ. These fixed points are
labelled with (1) in Fig. 4.3 for κ = 5.0. The figures are identical for both fixed points. In the
bottom picture, the solid line represents the real part of Φmax of the real fixed point belonging
to j = 1.
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A comment needs to made on a term in second sum in (4.54). For the case of i = 0 a
contribution arises from the identity. It is easy to see that 〈z|1|z〉N = 1 and tr1 = N .
In chapter 3 the quantum map corresponding to the classical map (4.31) was used to illustrate
the semiclassical approximation of the spectral determinant. We will now semiclassically calcu-
late the Husimi functions of its eigenstates. In section 3.5.3 the following four, non-degenerate
eigenvalues were found for N = 12: α1 = 0.78, α2 = 1.83, α3 = 2.36 and α4 = 4.97. Fig.
4.7 shows the semiclassical approximation of the Husimi function, using (4.54), for the corre-
sponding eigenstates. One finds a perfect agreement between the quantum and semiclassical
results.
4.5 The Husimi function of eigenstates corresponding to
degenerate eigenvalues
In the previous chapter an expression was also derived for eigenstates corresponding to a degen-
erate eigenvalue. There it was shown that for a p-fold degenerate eigenvalue the best one can
do is to calculate p orthonormal eigenstates that form a basis in the corresponding eigenspace.
This was demonstrated in detail for the case p = 2 and the extension to higher degeneracies
was mentioned. Here only the case p = 2, will be considered and, again, the extension to higher
degeneracies is straightforward.
A basis for the two-dimensional eigenspace corresponding to a two-fold degenerate eigenvalue
λn is given by two eigenstates
|ψn1〉〈ψn1| =
N/2∑
i=1
gi(λ)Ni(k1) +
N/2−1∑
i=1
hi(λ)Mi(k1)
N/2∑
i=1
gi(λ)trNi(k1) +
N/2−1∑
i=1
hi(λ)trMi(k1)
, (4.55)
where the coefficients gi(λ) and hi(λ) are defined in (3.25) and
|ψn2〉〈ψn2| = 2d(1)(λ−1n )− |ψn1〉〈ψn1|. (4.56)
Here the operator d(1)(λ) is given by
d(1)(λ) =
d
dλ
N/2∑
i=1
gi(λ)U
i −
N/2−1∑
i=0
hi(λ)(U
i)†

d
dλ
N/2∑
i=1
gi(λ)trU
i −
N/2−1∑
i=0
hi(λ)tr(Ui)
, (4.57)
with the same coefficients gi(λ) and hi(λ).
The Husimi function for the eigenstate |ψn1〉〈ψn1| can be obtained by evaluating the traces
and the diagonal elements of the operators Ni(k1) and Mi(k1) in coherent-state representation.
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quantum semiclassics
Hψα1
Hψα2
Hψα3
Hψα4
Figure 4.7: Quantum results (left) and semiclassical approximations (right) for the Husimi
functions of the eigenstates to the four non-degenerate eigenvalues of the quantum map with
N = 12, which corresponds to (4.31), given by the phase α1 = 0.78, α2 = 1.83, α3 = 2.36 and
α4 = 4.97.
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The semiclassical expressions for the traces of these operators were derived in section 3.5.2.
Thus, the remaining task is to find their coherent-state representations. This is carried out
below. Again, the more general case of two different parameters is considered. Although for a
two-fold degenerate eigenvalue only one parameter is needed, using the more general formulae
including two parameters one can treat degeneracies of all higher orders (see also the discussion
in section 3.5.2).
The operators Ni(k1, k2) in coordinate representation was shown to consist of terms of the
forms
(I) 〈q′|Un|q〉〈k1|Um|k2〉 and (II) 〈q′|Un|k1〉〈k2|Um|q〉. (4.58)
where n,m ≥ 1. As the transformation into coherent states is only to be performed with respect
to q′ and q, the representation of the first product is given by using the results of the previous
section. It is simply given by
〈z|Un|z〉〈k1|Um|k2〉, (4.59)
where the diagonal elements of Un in coherent-state representation can be calculated using
(4.29). The second factor is given by the usual semiclassical expression in coordinate represen-
tation
〈k1|Um|k2〉 = 1√
2ipi
 
∑
γ
∣∣∣∣∂2Sγ(q′, q)∂q′∂q
∣∣∣∣1/2 exp( i  Sγ(k1, k2)) . (4.60)
The sum includes all trajectories γ that start at k2 and arrive after m steps at k1 with action
Sγ(k1, k2) including the Maslov index.
The transformation of the second type of products can be carried out using similar arguments
as for the transformation of the propagator. First of all the case n = m = 1 will be considered.
Starting from the semiclassical expression for each factor in coordinate representation one
obtains
〈z|U|k1〉〈k2|U|z〉 =∑
γ1,γ2
∫
dq′dq
(−i
2
)
1
(pi
 
)3/2
∣∣∣∣∂2Sγ1(q′, k1)∂q′∂k1
∣∣∣∣1/2 ∣∣∣∣∂2Sγ2(k2, q)∂k2∂q
∣∣∣∣1/2 exp( i  Φ(q′, q)) , (4.61)
where the phase is given by
Φ(q′, q) =
i
2
z2 +
i
2
z2 +
i
2
q′2 +
i
2
q2 −√2izq′ −√2izq + Sγ1(q′, k1) + Sγ2(k2, q) (4.62)
Here Sγ1(q
′, k1) and Sγ2(k2, q) are the actions, including the Maslov indices, of paths γ1 which
start from k1 and end at q′ and paths γ2 which start from q and end at k2, respectively.
The integral in (4.61) will be solved using the stationary phase approximation. The saddles
of the integrand can be obtained by requiring that the first partial derivatives of the phase with
respect to q′ and q both vanish. This leads to
0 = iq′ −√2iz + ∂Sγ1(q
′, k1)
∂q′
0 = iq −√2iz + ∂Sγ2(k2, q)
∂q
(4.63)
Using z∗ = (q∗ − ip∗)/√2 and ∂Sγ1(q′, k1)/∂q′ = p′, ∂Sγ2(k2, q)/∂q = −p, one finds that the
solutions are given by one path of length two. This path starts at (k1, pk1) and arrives after one
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step at (q∗, p∗) and after the next step at (k2, pk2). Such a path is completely determined by the
values of k1 and k2. For each of these paths one finds values of z∗ that satisfy the stationary
phase condition. Expanding the phase (4.62) about each of these paths to second order and
evaluating the resulting Gaussian integrals, one obtains
〈z|U|k1〉〈k2|U|z〉 =
∑
orbits
1√
pi
 
(ZM(k1))22(M(k2)Z−1)11
× exp
( i
  [−iz∗z∗ − iz∗δz − iz∗δz + Sγ1(q∗, k1) + Sγ2(k2, q∗)]
)
× exp
( i
 
[ (ZM(k1))12
2(ZM(k1))22
δz2 +
(M(k2)Z
−1)12
2(M(k2)Z−1)11
δz2
])
,
(4.64)
where δz = z−z∗ and S(q∗, k1) and S(k2, q∗) are the actions along parts of the above mentioned
paths. These parts are from q∗ to k1 and from k2 to q∗, respectively. Furthermore, the matrices
M(k1) and M(k2) are the monodromy matrices of these parts. The matrix Z is given by (see
also section 4.2)
Z =

1√
2
− i√
2
− i√
2
1√
2
 . (4.65)
This result means that the minor elements of type (II) in (4.58) are given by half-sided trans-
formations of the linearized system (linearized about the classical paths, stated above). Any
higher power can be obtained by using the composition law (4.25). It has the same form as
(4.64) but with other paths used. For 〈z|Un|k1〉〈k2|Um|z〉 one needs a paths of length n + m
that start at a point (k1, pk1) and arrive after n steps at (q
∗, p∗) and then from there goes in m
steps to (k2, pk2). The actions S(q
∗, k1), S(k2, q∗) and the monodromy matrices M(k1), M(k2)
are again taken from the parts of this path that to go from k1 in n steps to q∗ and from q∗ in
m steps to k2, respectively. The results (4.59) and (4.64) allow one to calculate the diagonal
elements of Ni(k1, k2) in coherent-state representation.
Now one has to find the coherent-state representation of the matrices Mi(k1, k2). Again the
more general case of two parameters will be considered and also we start from the transforma-
tion for continuous operators.
The operators Mi(k1, k2) in coordinate representation are given by two products of the form
(I) 〈q′|(Un)†|q〉〈k1|(Um)†|k2〉 and (II) 〈q′|(Un)†|k1〉〈k2|(Um)†|q〉 (4.66)
where n,m ≥ 0.
The coherent-state representation for the diagonal elements of product (I) can be found
using results from the discussion above. It is given by 〈z|Un|z〉 〈k2|Um|k1〉. For the case of
m = 0 or n = 0 this result reduces to the correct form by using 〈z|1|z〉 = 〈z|z〉 with (4.5) and
〈k1|1|k2〉 = δ(k1 − k2).
For the second type of product in case when n,m ≥ 1 one can use
〈z|(Un)†|k1〉〈k2|(Um)†|z〉 = 〈z|Um|k2〉〈k1|Un|z〉. (4.67)
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The semiclassical expression for this was discussed above. Now one has to consider the case
n = 0 or m = 0. For n = m = 0 the result is simply 〈z|z〉 with (4.5) for k1 = k2 and zero
otherwise. If n = 0 and m ≥ 1 one has to transform
〈q|Um|k2〉〈k1|q′〉 (4.68)
into coherent-state representation. This transformation is given by the integral
〈z|Um|k2〉〈k1|z〉 =
∑
γ
∫
dq′dq
1√
2ipi
 
∣∣∣∣∂2Sγ(q, k2)∂q∂k2
∣∣∣∣1/2 exp( i  Φγ(q′, q)) δ(k1 − q′), (4.69)
where
Φγ(q) =
i
2
z2 +
i
2
q′2 −
√
2izq′+
i
2
z2 +
i
2
q2 −
√
2izq + Sγ(q, k2) (4.70)
The integrand again has stationary points that correspond to a classical trajectory that starts
at q′ and end after m steps at q = q′. This requires the z to be
zc =
q∗ − ip∗√
2
with q∗ = q′ = q and p∗ = p′. (4.71)
Because of the delta-function the integration with respect to q ′ cannot be performed by the
stationary phase method. This integration just replaces any q ′ in the phase by k1. Thus, for
zc one finds q∗ = k1. The remaining integral with respect to q can be solved by expanding the
phase up to second order in z about zc and in q about q∗. The resulting Gaussian integral has
the solution with δz = z − zc
〈z|k1〉〈k2|(Um)†|z〉 =
∑
orbits
1√
pi
 
(ZM(k1, k2))22
× exp
(
i
 
[
− izczc − izcδz − izcδz + Sγ(k1, k2)
])
× exp
(
i
 
[ i
2
δz2 +
(ZM(k1, k2))12
2(ZM(k1, k2))22
δz2
])
,
(4.72)
where the sum runs over all trajectories that start at k2 and arrive after m steps at k1. The ac-
tion, including the Maslov index, and the monodromy matrix of such a path are given Sγ(k1, k2)
and M(k1, k2), respectively. The matrix Z is given in (4.65).
Applying the same arguments as above one finds for n ≥ 1 and m = 0
〈z|(Un)†|k1〉〈k2|z〉 =
∑
orbits
1√
pi
 
(M(k1, k2)Z−1)11
× exp
(
i
 
[
− izczc − izcδz − izcδz + Sγ(k1, k2)
])
× exp
(
i
 
[ i
2
δz2 +
(M(k1, k2)Z−1)12
2(M(k1, k2)Z−1)11
δz2
])
,
(4.73)
where the sum runs over all trajectories that start at k2 and arrive after n steps at k1 with action
Sγ(k1, k2), including the Maslov index, and the monodromy matrix M(k1, k2). The matrix Z is
CHAPTER 4. THE HUSIMI FUNCTION OF EIGENSTATES 63
given in (4.65).
These formulae complete the coherent-state representation of the matrices Ni(k1, k2) and
Mi(k1, k2). Now, for a two-fold degenerate eigenvalue, one can semiclassically evaluate the
Husimi function of an eigenstate |ψn1〉 corresponding to a degenerate eigenvalue λn, using
Hψn1(z) =
|〈z|ψn1〉|2
〈z|z〉 =
N/2∑
i=1
gi(λ
−1
n )〈z|Ni(k1)|z〉N +
N/2−1∑
i=1
hi(λ
−1
n )〈z|Mi(k1)|z〉N
N/2∑
i=1
gi(λ
−1
n )trNi(k1) +
N/2−1∑
i=1
hi(λ
−1
n )trMi(k1)
(4.74)
where the coefficients gi(λ) and hi(λ) are defined in (3.25). The subscript N at 〈z|Ni(k1)|z〉N
and 〈z|Mi(k1)|z〉N again denotes the normalized expression which is obtained by multiplying
its coherent-state representation by the factor 1/〈z|z〉.
The Husimi function for the orthogonal eigenstate |ψn2〉 can be obtained by using the
coherent-state representation of d(1)(λ) as in (4.57) which was discussed in the previous section.
The extension to higher degeneracies is straightforward using the results of chapter 3.
In the following figures the numerical results for some eigenstates corresponding to a two-fold
and a three-fold degenerate eigenvalue are shown. The quantum map used for the calculations
is obtained from the classical map (4.31). In chapter 3 the following degenerate eigenvalues
were found for this system for the value N = 12: β = 5.49, γ1 = 0.26 and γ2 = 3.43. The
semiclassical results for the Husimi functions of the eigenstates corresponding to β and γ1 are
compared to the quantum results in Fig. 4.8 and Fig. 4.9, respectively. One again finds a
perfect agreement between quantum and semiclassical results.
The major difference in the semiclassical expressions for eigenstates corresponding to non-
degenerate and to degenerate eigenvalues is the occurance of diffractive orbits in the latter case.
To semiclassically calculate the Husimi function of an eigenstate corresponding to a degenerate
eigenvalue one needs paths that start at some point (q∗, p∗) and arrive after a given number of
iterations at (k2, pk2) and also paths that start at some point (k1, pk1) and arrive after some it-
erations at (q∗, p∗). Although these are different paths one can think of some as being one path
that start at (k2, pk2) and arrive via (q
∗, p∗) after some iterations at (k1, pk1 ). Such trajectories
are called diffractive orbits. One finds them in the theory of diffraction where scatterers are
added to a system (see chapter 6).
It is also important to notice that the number of orbits needed to semiclassically evaluate a
single eigenstate corresponding to a degenerate eigenvalue is higher than the number of orbits
needed for eigenstates corresponding to non-degenerate eigenstates.
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quantum semiclassics
k1 = 0
|ψ11〉〈ψ11| =
d(2)(λ−1n , k1)
|ψ12〉〈ψ12| =
2d(1)(λ−1n )− d(2)(λ−1n , k1)
k1 = 1
|ψ11〉〈ψ11| =
d(2)(λ−1n , k1)
|ψ12〉〈ψ12| =
2d(1)(λ−1n )− d(2)(λ−1n , k1)
Figure 4.8: Husimi’s function for eigenstates, stated in the left column, corresponding to the
two-fold degenerate eigenvalue with phase β = 5.49 of the quantum map with N = 12 which
corresponds to (4.31). The chosen values for the parameter k1 are k1 = 0 for the two eigenstates
in the top and k1 = 1 for the two eigenstates in the bottom of the picture. The quantum results
(middle column) are compared to semiclassical approximations (right column).
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quantum semiclassics
k1 = 1, k2 = 0
|ψ11〉〈ψ11| =
d(3)(λ−1n , k1, k2)
|ψ12〉〈ψ12| =
2d(2)(λ−1n , k1)− d(3)(λ−1n , k1, k2)
|ψ13〉〈ψ13| =
3d(1)(λ−1n )− 2d(2)(λ−1n , k1)
Figure 4.9: Husimi’s function for eigenstates, stated in the left column, corresponding to the
three-fold degenerate eigenvalue with phase γ1 = 0.26 of the quantum map with N = 12 which
corresponds to (4.31). The chosen values for the parameters k1 and k2 are k1 = 1 and k2 = 0.
The quantum results (middle column) are compared to the semiclassical approximations (right
column).
Chapter 5
Eigenstates at periodic orbit
bifurcations
In this chapter we will discuss how Fredholm’s method can be used to obtain a semiclassical
expressions for single eigenstates of a quantum map if the corresponding classical map shows
periodic orbit bifurcations. This will be explicitly done for a tangent bifurcation. It will turn
out that in principle one can use Fredholm’s method to calculate a single eigenstate at a peri-
odic orbit bifurcation but the numerical evaluation is too expensive in computer time for the
present example to be performed. This is because periodic orbit bifurcations happen only for
highly nonlinear systems, and so, many orbits need to be included in the calculations to obtain
good results from the semiclassical expressions.
Periodic orbit bifurcations are always of great interest in semiclassical physics. In [54] it was
shown that the contribution of a periodic orbit to Gutzwiller’s trace formula diverges if the orbit
undergoes a periodic orbit bifurcation. The divergence is related to the fact that at a periodic
orbit bifurcation the orbits involved are no longer isolated. This implies that the difference of
their actions is no longer large compared to
 
. The stability amplitude of the periodic orbit also
diverges. The divergent contributions need to be replaced by contributions that describe the
bifurcation scenario. These other types of contributions can be derived within the framework of
uniform approximations. There in the evaluation of the corresponding integrals one has to go
beyond the stationary phase approximation by including higher terms in the expansion of the
phase. The resulting integrals can be represented in terms of special functions. The method
of uniform approximations provides results that can be used in the vicinity of the bifurcation
and also far away from the bifurcation where they reduce to the Gutzwiller type contributions.
A uniform approximation for each type of generic bifurcations was derived in [55], [56], [57].
There it was shown that periodic orbit bifurcations give rise to contributions to the density of
states which outweigh the contributions of non-bifurcating periodic orbits. An illustration of
this, using moments of the spectral staircase, was given in [40] and [41].
The influence of periodic orbit bifurcations on eigenstates was investigated in [22] where a
set of eigenstates, averaged with respect to energy and position, was evaluated semiclassically
at a periodic orbit bifurcation. It was shown that about the positions of the orbits involved
in the bifurcation fringes occur which, in the semiclassical limit, outweigh the fringes coming
from non-bifurcating orbits. The length-scale and the amplitude of these fringes are of different
66
CHAPTER 5. EIGENSTATES AT PERIODIC ORBIT BIFURCATIONS 67
orders in
 
and depend on the type of bifurcation. This shows that periodic orbit bifurcations
have a strong influence on the eigenstates of the quantum system.
So far, it has been possible to study averages over many eigenstates at periodic orbit bifur-
cations, but not to study a single eigenstate. Here we address this problem and discuss how
Fredholm’s method can be used to semiclassically evaluate single eigenstates at periodic orbit
bifurcations.
In chapter 3 it was shown that a single eigenstate |ψn〉 corresponding to a non-degenerate
eigenvalue λn can be calculated using the first Fredholm minor, normalized by its trace and
evaluated at the inverse of the eigenvalue
|ψn〉〈ψn| =
N/2∑
i=1
gi(λ
−1
n )U
i −
N/2−1∑
i=0
hi(λ
−1
n )(U
i)†
N/2∑
i=1
gi(λ
−1
n )trU
i −
N/2−1∑
i=0
hi(λ
−1
n )tr(U
i)
, (5.1)
with
gi(λ) =
N/2−i∑
k=0
βkλ
k+i−1 and hi =
βN/2
βN/2
N/2−i−1∑
k=0
βkλ
N−k−i−1, (5.2)
where the coefficients βk are given by the traces of powers of U.
Furthermore, in chapter 4 was shown that Husimi’s function of this eigenstate can be obtained
by inserting the coherent-state representation of Uk into (5.1). The diagonal elements of Uk
in coherent-state representation, 〈z|Uk|z〉, which are needed only to obtain Husimi’s function,
can be written as a sum over deformed Gaussians centred at the position of the fixed points
of the classical map. In order to semiclassically evaluate the Husimi function of an eigenstate
using (5.1) in the case when there is a periodic orbit bifurcation in the classical system, one
needs to find the contributions of the bifurcating orbits to the coherent-state representation of
Uk. This will be derived in the next section for a special system, a perturbed cat map, at a
tangent bifurcation.
The other modification concerns the trace of powers of U. For them one needs to include the
corrections to the trace formula corresponding to the bifurcation. These corrections are well
known (see [55], [56], [57]), and hence the coefficients βk, which are given by traces of powers
of Uk and also the spectral determinant can be calculated semiclassically.
5.1 The coherent-state representation of the propagator
at a tangent bifurcation
In this section the semiclassical expression for the diagonal elements of the propagator in the
coherent-state representation at a tangent bifurcation will be derived. This will be done for
quantum maps corresponding to a family of perturbed cat maps(
qi+1
pi+1
)
=
(
2 1
3 2
)(
qi
pi
)
+
(
1
2
)
κ
2pi
cos(2piqi) mod 1. (5.3)
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The action of this system is given by
S(q′, q) = (q′ +m)2 − (q′ +m)q + q2 − nq′ + κ
4pi2
sin(2piq), (5.4)
where m and n are the integers, subtracted in the modulo one operation.
It was shown in [40] that for this system a tangent bifurcation occurs at a value of κbif ≈
5.94338. This tangent bifurcation has the following course: before κ reaches κbif no real
periodic orbits exist, but two complex periodic orbits. These complex periodic orbits approach
each other as κ tends to κbif . At κ = κbif the two complex periodic orbits coalesce in a real
periodic orbit, which splits up into two real periodic orbits as κ is increased further.
For the coherent-state representation of the propagator of the corresponding quantum map,
given by
〈z|U|z〉 =∫
dq′dq(2N)1/2
√
N
i
exp
(
2piiN
(
i
2
[z2 + z2 + q′2 + q2]−
√
2i[zq′+ zq] + S(q′, q)
))
,
(5.5)
this implies that the phase can no longer be approximated by a two-form in q ′ and q, as there is
a direction in the (q′, q)-plane where the phase shows cubic behaviour. Thus, the semiclassical
expression derived in section 4.2 does not hold any more.
As on one side of the bifurcation there are complex orbits, one has to start with the formalism
derived for the complex periodic orbit contribution in section 4.3. There the stationary phase
conditions for the integral (5.5),
0 = iq′ −√2iz + Sq′ and 0 = iq −
√
2iz + Sq, (5.6)
where Sq′ and Sq are the partial derivatives of the action with respect to the variable stated in
the subscript, were used to obtain two reality conditions any solution of (5.6) needs to satisfy.
These conditions are given by
Im(q′+ q) = Re(Sq′ + Sq) and Re(q′ − q) = −Im(Sq′ − Sq). (5.7)
Any solution of these two conditions provides a value of z such that the stationary phase
condition is satisfied. It was also shown that real periodic orbits satisfy the reality conditions
but complex periodic orbits do not. For the last reason the contribution of a complex periodic
orbit was described by an orbit that is close to it. This orbit was obtained by linearization of
the system about the complex periodic orbit.
A similar method will be used here with one modification: instead of considering complex
periodic orbits we consider an orbit that is periodic only at κ = κbif . If q1 and q2 are the
positions of the two periodic orbits involved in the bifurcation, then by defining q = (q1 +q2)/2,
this orbit is given by (q, pq + δp) → (q + δq′, p′q + δp′). This orbit can be represented by
linearization of the system about the orbit that starts at q and end at q
δp = −Sqq′δq′,
δp′ = Sq′q′δq′,
(5.8)
where the partial derivatives are evaluated at q = q ′ = q. The deviation of the final position of
the orbit from q can be obtained using the reality conditions (5.7) and inserting the orbit into
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them. Denoting δq′ = δx′ + iδy′, this leads to
δx′ =
−p′Iq − pIq −
SRq′q′ − SRq′q
SIq′q′ + S
I
q′q + 1
(−2qI + p′Rq − pRq )
SIq′q′ − SIq′q + 1 +
(SRq′q′)
2 − (SRq′q)2
SIq′q′ + S
I
q′q + 1
,
δy′ =
−2qI + p′Rq − pRq + δx′(SRq′q′ + SRq′q)
SIq′q′ + S
I
q′q + 1
,
(5.9)
where the superscripts R, I denote the real and the imaginary part, respectively. Thus, the
stationary phase conditions are satisfied by
zs =
q∗ − ip∗√
2
with
q∗ = q + 1
2
δq′− i
2
(
p′q − pq + δp′ − δp
)
p∗ = i
2
δq′ + 1
2
(
p′q + pq + δp
′ + δp
)
.
(5.10)
Changing to new integration variables q ′ = q + δq′ + ∆q′ and q = q + ∆q and expanding the
phase of integral (5.5) to third order about this solution one obtains the phase
Φ(∆q′,∆q) =
i
2
(
z2 + z2 + q2 + (q + δq′)2
)−√2i(2q + δq′)
+S(q, q) + p′qδq
′+ 1
2
Sq′q′δq′2 −∆q′
√
2i(z − zs)
−∆q√2i(z − zs) + Sq′q∆q′∆q + ∆q′2
(
i
2
+ 1
2
Sq′q′
)
+∆q2
(
i
2
+ 1
2
Sqq
)
+ 1
6
Sqqq∆q
3.
(5.11)
Because of the form of the action (5.4) one finds that terms of orders beyond the quadratic
approximation only occur for the variable q. This means that there are two different types of
integrals to solve here. Firstly, the integration with respect to ∆q ′ can still be performed as a
Gaussian integration. Doing so leads to
〈z|U|z〉 =
∫
d∆q
√
2N
i+ Sq′q′
exp (2piiN [Φ0 + Φ(∆q)]) , (5.12)
with
Φ0 =
i
2
(
z2 + z2 + q2 + (q + δq′)2
)−√2i(2q+δq′)+S(q, q)+p′qδq′+ 12Sq′q′δq′2+ (z − zs)2i+ Sq′q′ (5.13)
and
Φ(∆q) = ∆q
(
−√2i(z − zs) +
√
2iSq′q(z − zs)
i+ Sq′q′
)
+ ∆q2
(
i
2
+
1
2
Sqq −
S2q′q′
2(i+ Sq′q)
)
+
1
6
Sqqq∆q
3.
(5.14)
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Performing the remaining integration with respect to ∆q one obtains
〈z|U|z〉 = 2N1/6
√
2
i+ Sq′q′
(
pi2
Sqqq
)1/3
exp (2piiNΦ0) Ai
(
β(2piN)2/3
(1
2
Sqqq)1/3
)
, (5.15)
with
β = − 1
2Sqqq
(
i+ Sqq −
S2q′q
i+ Sq′q′
)2
−
√
2i(z − zs) +
√
2iSq′q(z − zs)
i+ Sq′q′
(5.16)
and
Φ0 =
i
2
(
z2 + z2 + q2 + (q + δq′)2
)−√2i(2q + δq′) + S(q, q) + p′qδq′+ 12Sq′q′δq′2
+
(z − zs)2
i+ Sq′q′
1
3S2qqq
(
i+ Sqq −
S2q′q
i+ Sq′q′
)3
− 1
Sqqq
(
−√2i(z − zs) +
√
2iSq′q(z − zs)
i+ Sq′q′
)(
i+ Sqq −
S2q′q
i+ Sq′q′
)
.
(5.17)
Formula (5.15) provides the diagonal elements of the propagator in coherent-state repre-
sentation at a tangent bifurcation. The most remarkable feature of this expression is that it
shows a different N -dependence than the contribution from non-bifurcating orbits. There the
prefactor is independent of N , whereas here it behaves like N 1/6. This indicates that in the
semiclassical limit the contribution from the periodic orbits involved in the bifurcation will
outweigh the contribution from the non-bifurcating orbits. This outweighing can be seen in
Fig. 5.2. There one finds the contributions of the non-bifurcating periodic orbits (at about
(0.68; 0.68) and (0.81; 0.81)) compared to those from the orbits involved in the tangent bifurca-
tion (at about (0.05; 0.05) and (0.45; 0.45)). In general one finds good agreement between the
semiclassical expression and the quantum result. But this is only for relatively large values of
N . In Fig. 5.1 one finds small differences between the semiclassical and the quantum results.
This can be related to the contributions from the non-bifurcating periodic orbits. As there the
integral is completely solved by using the stationary phase method, the result only shows good
agreement for large values of N for nonlinear systems.
An extension of the result (5.15) to higher powers of U is straightforward. One has to
consider two different types of contributions to Uk arising from the bifurcation. The first one
is related to orbits of length k that bifurcate and the other is given by repetitions of shorter,
bifurcating orbits. It might thus be difficult to evaluate 〈z|Uk|z〉 for large values of k as one
has to perform a search for all bifurcating orbits of length one up to length k.
To conclude, in this section we have provided a formula that allows one to semiclassically
calculate the diagonal elements of the coherent-state representation of U at a tangent bifurca-
tion. This is the first time that this has been achieved for systems which possess a mixed phase
space rather than showing full chaos.
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κ = 5.9 κ = 5.94338 κ = 6.0
semiclassics
quantum
Figure 5.1: Modulus of the normalized diagonal elements of the propagator corresponding to
the classical map (5.3) in coherent-state representation, |〈z|U|z〉N |, for N = 20 about a tangent
bifurcation. The quantum results (top) are compared to semiclassics (bottom).
κ = 5.9 κ = 5.94338 κ = 6.0
semiclassics
quantum
Figure 5.2: Modulus of the normalized diagonal elements of the propagator corresponding to the
classical map (5.3) in coherent-state representation, |〈z|U|z〉N |, for N = 100 about a tangent
bifurcation. The quantum results (top) are compared to semiclassics (bottom).
CHAPTER 5. EIGENSTATES AT PERIODIC ORBIT BIFURCATIONS 72
5.2 Eigenstates at a tangent bifurcation
As we can now semiclassically calculate the coherent-state representation of powers of the
propagator at a tangent bifurcation we can also calculate eigenstates semiclassically at a tangent
bifurcation. As discussed above, in principle this can be obtained by inserting 〈z|Uk|z〉 into
(5.1) and evaluating the coefficients βk by including the contribution to the trace formula arising
from the bifurcation. However, numerical evaluations are only possible for small values of N .
This is due to the number of orbits involved in the calculations (see chapter 4). On the other
hand here the problem is that large values of N are needed to obtain good results from the
semiclassical expressions, namely from the contributions of the non-bifurcating orbits. In the
following it will be shown that this fact makes it too expensive in computer time to evaluate
the semiclassical expression for the eigenstates for the present example numerically.
Now the case of small values of N will be discussed. We have chosen N = 4, as then only
the first two powers of U are needed in the semiclassics. First of all, one needs to consider the
spectral determinant as it provides the eigenvalues. To calculate the coefficients βk one needs
the trace of Uk. At the bifurcation, for κbif ≈ 5.94338, the trace for the first power of U is
given by (see [40])
trUsemi ≈
1∑
j=0
exp(2piiNSj(qj))√
S ′′j (qj)
+
N1/6
Γ(2/3)
(
4pi
9κbif
)1/3 exp(2piiNSbifj − ipi4 )
| cos(2piqbifj )|1/3
(5.18)
where qj and Sj(qj) are, respectively, the position and the action of the non-bifurcating periodic
orbits, and qbifj and S
bif
j are the position and the action of the real periodic orbit that results
from the tangent bifurcation and.
For small values of N the agreement between quantum result and the semiclassical expression
is rather poor. This can be seen in Fig. 5.3, where the relative error |(trUsemi− trUq)/trUq| is
plotted as a function of N . One finds that the larger N the better the agreement, but for small
values of N the semiclassical expression cannot be used to obtain a good result. This, of course,
also affects the semiclassical expression for the spectral determinant, which is also plotted in
Fig. 5.3. There one finds that the eigenvalues are not well reproduced semiclassically. One
degenerate eigenvalue was not even found by the semiclassics. To complete this discussion,
in Fig. 5.4 the result from the semiclassical expression for |〈z|U|z〉N | is plotted compared
to the quantum result. This was again done for N = 4 and κ = κbif . It can be seen that
the semiclassical expression does not give a good approximation to the quantum result. This,
again, is mainly due to the contribution from the non-bifurcating orbits. As the semiclassical
expressions for the spectral determinant and the propagator show no good agreement to the
quantum results the eigenstates will also not be well approximated. These calculations were
not performed as the result can be expected to show no good agreement.
The discussion above shows that for small values of N the semiclassical expression for the
Husimi function does not give good results for a highly nonlinear system. This failure is mainly
due to the contribution from the non-bifurcating periodic orbits whose semiclassical expression
gives poor results for small values of N . This demonstrates that one has to use larger values of
N . However, this is limited by the number of periodic orbits involved. In Fig. 5.5 the logarithm
of the number of non-bifurcating periodic orbits as a function of the orbit length is plotted.
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Figure 5.3: Relative error for trU for the semiclassical expression (5.18) as a function of N
(top) and spectral determinant (bottom) for quantum map corresponding to the classical map
(5.3) for κ = κbif and N = 4.
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quantum semiclassics
Figure 5.4: Semiclassical approximation (right) for the normalized diagonal elements of the
coherent-state representation of the propagator, |〈z|U|z〉N |, of the quantum map corresponding
to the classical map (5.3). The quantum result (left) with N = 4 and κ = κbif is compared to
the semiclassics.
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Figure 5.5: Logarithm to base 10 of the number of non-bifurcating, periodic orbits of the system
(5.3) as a function of the orbit length.
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One can see that even for calculations with N = 20, for which orbits up to length 10 would be
needed, the number of periodic orbits is such that the numerics are too expensive in computer
time. Also, the semiclassical approximation for the trace of the propagator for N = 20 still does
not give a good result (see Fig. 5.3). Thus, for large values of N the semiclassical expressions
are giving better results; however, to perform the numerics becomes more and more difficult.
The only way out is the following: exactly at the bifurcation the contribution of the non-
bifurcating periodic orbits can be neglected for large values of N . Also, the orbit about which
the expression (5.15) is expanded is periodic. If there are no orbits of higher length that undergo
a bifurcation at exactly the same value of κ, one can calculate the eigenstates semiclassically
using the orbits of length one only. This scenario does not apply for the system (5.3) as there
are orbits of length two and longer that undergo a tangent bifurcation at κbif . To analyse the
system further and try to evaluate the eigenstates using the bifurcating periodic orbits only
goes far beyond the purpose of the present work.
To conclude, it is possible to use Fredholm’s method to semiclassically calculate the Husimi
function of a single eigenstate if the classical system shows periodic orbit bifurcations. However,
the numerics are limited by the grade of accuracy obtained from the semiclassical expressions
for low values of N and by the number of periodic orbits involved for large values of N .
Chapter 6
Quantum maps with a point-like
scatterer
In the following chapter Fredholm’s method will be used to study quantum maps to which
a point-like scatterer is added. This scatterer acts as a non-classical perturbation at a fixed
basis state |x〉 of the chosen representation. The strength of the perturbation is given by a real
prefactor α. Thus, the operator describing a point-like scatterer (henceforth referred to simply
as a scatterer) can be written as
α|x〉〈x|. (6.1)
For a detailed discussion of the quantum mechanics of scatterers see [58].
The influence of a point-like scatterer on the spectral statistics of quantum systems was
investigated in [59]. There the influence of a scatterer on the spectral form factor was studied.
The spectral form factor is a measure for correlations of eigenvalues. Using only the so-called
diagonal approximation it was shown that the existence of a scatterer gives rise to terms beyond
periodic orbit contributions. These terms are given by diffractive orbits, which are orbits that
start and end at the position of the scatterer, but have different initial and final momentum.
The existence of such additional terms would produce deviations of the spectral properties from
the RMT predictions (see Introduction) in the semiclassical limit. In [59] it was conjectured
that the terms given by diffractive orbits are cancelled by off-diagonal contributions. It was
proven in [60] and [61] that this is indeed the case. These cancellations happen by interference
between contributions from diffractive and periodic orbits and also between different diffractive
orbits.
This shows that a semiclassical analysis of a quantum system perturbed by a scatterer has to
go beyond periodic orbit theory. Below, this will be illustrated for the semiclassical evaluation
of eigenstates of quantum maps perturbed by a scatterer. It will turn out that in order to
calculate a single eigenstate of such a system contributions given by diffractive orbits need to
be considered.
Also it will be demonstrated that introducing a scatterer to a quantum map provides an
alternative method to calculate single eigenstates of the scatterer-free map. In [62] was shown
that the ratio of derivatives (with respect to scatterer strength and energy) of the spectral
determinant of the system including the scatterer is proportional to the absolute square of the
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wavefunction of the scatterer-free system at the position of the scatterer.
6.1 Introducing the scatterer
In this section the time-evolution operator of the perturbed system will be derived, [63]. Using
the definition of the scatterer (6.1), the time evolution operator of the scatterer can be written
as
Us = exp
(
− i  α|x〉〈x|
)
. (6.2)
Expanding this as a series and using (|x〉〈x|)m = |x〉〈x| and (|x〉〈x|)0 = 1, where 1 is the
identity operator, one obtains
Us = 1 +
(
exp
(
− i  α
)
− 1
)
|x〉〈x|. (6.3)
The time evolution of the system with the scatterer is therefore defined by a new propagator
U = U0 ·Us = U0 + γU0|x〉〈x|, (6.4)
where U0 is the propagator of the quantum map and γ = exp(−iα/   )− 1. The system defined
by the operator U is also a quantum map, here and in the following the term ”quantum map”
denotes the scatterer-free map. The system including the scatterer will be referred to as the
”perturbed system” only. The operator U defines a new system which will be studied below.
A remarkable feature of this new system is that its propagator can be completely expressed in
terms of the propagator of the scatter-free system.
A comment for a special class of quantum maps needs to be made. If the classical map
is defined on the torus then the corresponding quantum map has only a discrete support in
position and momentum representation. This means, for example for the position representation
of a cat map with periodic boundary conditions, the only values allowed for the position of the
scatterer are given by xj = j/N +m, where m and j are integers with j ∈ {0, . . . , N −1}. This
fact causes problems when taking the semiclassical limit. As N , which is an integer given by
N = 1/(2pi
 
), is varied, for some values of N the value xj is not an element of the support.
Thus, the scatterer’s position cannot be chosen for one value of N and remains there for all
other values of N . But it is always possible to find a sequence of values of N such that as N
tends to infinity, for any element of this series xj is an element of the support of the quantum
map. Thus, as the semiclassical limit of any object of interest has to be unique, it can be
obtained by any sequence of values of N . This will be assumed as an additional definition:
if the quantum map has discrete support, then those values of N are assumed for which the
initially chosen position of the scatterer is also allowed.
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6.2 Trace formula
A semiclassical expression for the trace of the propagator of the system including the scatterer
will be derived. For the trace of U one finds
trU = trU0 + γ〈x|U0|x〉. (6.5)
Thus, the trace of U can be expressed completely in terms of the propagator of the quantum
map. Obtaining the semiclassics for the trace of U is straightforward, if one knows the trace
formula for the quantum map and a semiclassical expression for the matrix elements of its prop-
agator. For linear maps, such as cat maps, the semiclassical approximation for the expression
(6.5) is exact as the semiclassical expressions for the trace and the propagator of the quantum
map are exact.
The traces of higher powers of U can also be expressed in terms of the propagator of the cat
map. Here it will be demonstrated for the second power only: the extension to higher powers
is straightforward. The second power of U is given by
U2 = U20 + γ
(
U0|x〉〈x|U0 + U20|x〉〈x|
)
+ γ2U0|x〉〈x|U0|x〉〈x| (6.6)
and therefore the trace is
trU2 = trU20 + 2γ〈x|U20|x〉+ γ2 (〈x|U0|x〉)2 . (6.7)
This can be seen by using the fact that the trace is invariant under permutation of matrix
indices,
tr[Un0 |x〉〈x|Um0 ] = 〈x|Un+m0 |x〉. (6.8)
For a numerical illustration of these results we consider the quantum map, given by its propa-
gator in position representation,
〈q′|U0|q〉 = 1√
iN
exp
(
2piiN [q′2− q′q + q2]) , (6.9)
where N = 1/(2pi
 
) is an integer. This map corresponds to the classical cat map(
qi+1
pi+1
)
=
(
2 1
3 2
)(
qi
pi
)
mod 1. (6.10)
Using the semiclassical expressions for the propagator of this map and its trace (see chapter 2)
one can calculate semiclassically the trace of powers of U.
In figure 6.1 the moduli of the traces of the first two powers of U are plotted as functions of
the scatterer strength α. This was done for N = 8 and x = 3/8. One finds a perfect agreement
between the quantum and the semiclassical results. Also, one can see that the traces are
periodic functions of α. This is because γ is periodic with respect to α with period one.
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Figure 6.1: Semiclassical approximations (crosses) for |trU| (top) and |trU2| (bottom) of the
perturbed system obtained from the quantum map (6.9) as a function of the scatterer strength
α for N = 8 and x = 3/8 compared to the quantum results (solid line).
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6.3 Spectral determinant
Knowing the semiclassical expressions for traces of powers of U one can now calculate the
spectral determinant and also the eigenvalues of the system semiclassically. As was discussed
in chapter 3 the spectral determinant of the system given by an N ×N unitary matrix U can
be calculated using
P (λ) = det(1− λU) =
N∑
n=0
βnλ
n, (6.11)
where the coefficients βk are given by traces of powers of U,
βn = −1
n
n∑
i=1
trUiβn−i with β0 = 1. (6.12)
For unitary matrices (such as U) there is a resurgence relation for the βk
βN−r = det(−U)βr, (6.13)
where the determinant can be expressed for even values of N as
βN/2 = det(−U) βN/2 (6.14)
and for odd values of N as
β(N+1)/2 = det(−U) β(N−1)/2. (6.15)
If one plots the spectral determinant and looks for its zeros then the (inverse) eigenvalues of
U can be obtained. Figure 6.2 shows the numerical results for the spectral determinant of U
obtained from the system (6.9). There |P (λ = e−iφ)| is plotted as a function of the negative
eigenangle −φ. Because U is a unitary matrix all eigenvalues lie on the complex unit circle
and are determined by the corresponding eigenangle. A perfect agreement is found between the
quantum result and the semiclassical approximation. Also plotted is the case α = 0. Then P (λ)
corresponds to the spectral determinant of the quantum map (6.9) and gives the eigenvalues of
U0.
6.3.1 Eigenstates of the scatterer free map
An interesting feature of the perturbed system is the possibility of calculating the eigenstates
of the quantum map. This was first done in [62] for continuous systems.
The spectral determinant of the perturbed system is defined as
P (λ, γ) = det (1− λ[U0 + γU0|x〉〈x|]) . (6.16)
Using the property
d
ds
det(M(s)) = det(M(s))tr
(
d
ds
[M(s)]M−1(s)
)
, (6.17)
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Figure 6.2: Semiclassical approximation (crosses) for the modulus of the spectral determinant
of the perturbed system obtained from the quantum map (6.9) for N = 8 compared to the
quantum result (solid line) top: α = 31/13, x = 0/8, middle: α = 31/13, x = 3/8, bottom:
α = 0, x = 3/8.
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one obtains
Pγ(λ) =
∂P (λ, γ)
∂γ
|γ=0 = det(1− λU0)〈x| −λU0
1− λU0 |x〉 (6.18)
and
Pλ(λ) =
∂P (λ, γ)
∂λ
|γ=0 = det(1− λU0)tr
( −U0
1− λU0
)
. (6.19)
Thus, using the results for the first Fredholm minor from chapter 3, this leads to
Pγ(λ)
Pλ(λ)
|λ=λ−1n = λ−1n 〈x|
D(1)(λ−1n )
trD(1)(λ−1n )
|x〉 = λ−1n |〈x|ψn〉|2, (6.20)
where |ψn〉 is an eigenstate of the quantum map corresponding to the non-degenerate eigenvalue
λn. As the spectral determinant (6.11) can be written as
P (λ, γ) =
N∑
n=0
βn(γ)λ
n, (6.21)
the absolute square of an eigenstate |ψn〉 of the quantum map at the position |x〉 is determined
by
|〈x|ψn〉|2 = λn
N∑
r=0
d
dγ
βr(γ)|γ=0λ−rn
N∑
r=1
rβr(0)λ
−(r−1)
n
, (6.22)
where the coefficients βk(γ) are defined in (6.12) and λn is the eigenvalue corresponding to |ψn〉.
The input to formula (6.22) are the βr(γ) and their derivatives. The semiclassical approxi-
mation of βr(γ) is given by the semiclassical approximation of the traces. For the semiclassical
approximation of the derivatives of βr(γ) one can use
d
dγ
βr(γ)|γ=0 = −1
r
r−1∑
l=0
(
trUr−l0
d
dγ
βl(γ) + βl(γ)
d
dγ
trUr−l(γ)
)
|γ=0 with d
dγ
β0(γ) = 0,
(6.23)
with
d
dγ
trUi(γ)|γ=0 = i〈x|Ui0|x〉. (6.24)
Equation (6.23) defines a recurrence relation for the derivatives of βr(γ). Everything in the
formulae above is known semiclassically. By using the resurgence relation (6.13) one also finds
another helpful relation,
d
dγ
βN−r(γ)|γ=0 = det(−U0)
(
βr(γ) +
d
dγ
βr(γ)
)
|γ=0, (6.25)
where the determinant can be expressed as in (6.14) and (6.15) with the coefficients βk(γ)
evaluated at γ = 0. Equation (6.25) provides a resurgence relation for the derivatives of βr(γ)
which relates terms that depend on long orbits to terms that depend on short orbits. As the
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Figure 6.3: Semiclassical approximations (crosses) for the absolute square of three eigenstates of
the quantum map (6.9) compared to the quantum results (solid line) for N = 8, top: φ1 = 0.78,
middle: φ2 = 2.35, bottom: φ3 = 3.14. The quantum results for the absolute squares are also
discrete, but plotted with a solid line for visual convenience.
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number of orbits increases exponentially with their length this resurgence relation saves a lot
of numerical effort.
In figure 6.3 the absolute squares |〈q|ψn〉|2 are plotted for three eigenstates of the quantum
map (6.9) and are compared to the quantum results. The corresponding eigenvalues were
obtained from figure 6.2 where the spectral determinant for α = 0, and thus, for this quantum
map, is plotted. For the absolute squares one again finds perfect agreement between the
quantum and the semiclassical results.
6.3.2 Eigenvalue shift
For quantum maps to which a point-like scatterer is added, a relation between the eigenvalues
of the quantum map and the eigenvalues of the system including the scatterer can be found.
This relation is stated in [60]: it relates the deviation of an eigenvalue of the scatterer-free
system from an eigenvalue of the system with scatterer to the strength of the scatterer and the
projection of the corresponding eigenstate of the scatterer-free system onto the position of the
scatterer. A similar relation will be derived for quantum maps.
Consider the eigenvalue problem for the perturbed system,
exp(iφ)|ψ〉 = U|ψ〉. (6.26)
This can be rewritten as
|ψ〉 = (exp(−iα/   )− 1) U0
exp(iφ)−U0 |x〉〈x|ψ〉. (6.27)
Using δ = α/
 
this gives
exp(−iδ)
1− exp(−iδ) =
N∑
l=1
exp(i[φl − φ])
1 − exp(i[φl − φ])|〈x|ψl〉|
2 (6.28)
or
cot(δ/2) =
N∑
l=1
|〈x|ψl〉|2
tan
φ− φl
2
, (6.29)
where |ψl〉 is an eigenstate of the quantum map corresponding to the eigenvalue λ = exp(iφl).
This gives the relation between the strength of the scatterer and the shift of eigenvalues. It is
important to note that the shift of the eigenvalues depends on the projection of the eigenstate
of the quantum map onto the position of the scatterer. If |〈x|ψl〉|2 = 0 then the corresponding
eigenvalue is not shifted by the appearance of a scatterer at the position |x〉.
In figure 6.4 one can compare the predicted shift of the eigenvalues of the quantum map
(6.9) with the actual shift given by the plots of the spectral determinants. The phases of the
eigenvalues of the system obtained by adding a scatterer to the quantum map (6.9) are given
in the top picture by the intersection of the functions tan(1/2(φ−φl)), where φl are the phases
of the eigenvalues of the quantum map, and the horizontal line given by cot(δ/2). The poles of
the function tan(1/2(φ − φl)) give the eigenvalues of the quantum map. Thus, the shift of the
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eigenvalues is given by the difference of the intersections and the poles. On the other hand, in
the bottom picture of Fig. 6.4 one finds the plots of the modulus of the spectral determinants of
the system with scatterer and the quantum map as a function of the negative phase. There the
eigenvalue shift is given by the distance of the zeros of these two functions. There is a perfect
agreement between the predicted shift (top picture) and the actual shift (bottom picture). The
eigenvalue φl ≈ 2.36 is an example of the case discussed above. The corresponding eigenstate
has no projection onto the position of the scatterer and the eigenvalue remains at its position.
6.4 Eigenstates of quantum maps with a scatterer
The Husimi function of an eigenstate of the system with a scatterer can be calculated using
the Fredholm method (see chapter 3). One has to evaluate
Hψn =
|〈z|ψn〉|2
〈z|z〉 =
〈z|d(1)(λ−1n )|z〉
〈z|z〉 , (6.30)
where |ψn〉 is an eigenstate of U corresponding to the non-degenerate eigenvalue λn. The
operator d(1)(λ) is defined as
d(1)(λ) =
D(1)(λ)
trD(1)(λ)
. (6.31)
As discussed in chapter 3, this operator can be written (for even N) as
d(1)(λ) =
N/2∑
i=1
gi(λ)U
i −
N/2−1∑
i=0
hi(λ)(U
i)†
N/2∑
i=1
gi(λ)trU
i −
N/2−1∑
i=0
hi(λ)tr(Ui)
, (6.32)
with
gi(λ) =
N/2−i∑
k=0
βkλ
k+i−1 and hi(λ) =
βN/2
βN/2
N/2−i−1∑
k=0
βkλ
N−k−i−1. (6.33)
For odd values of N a similar expression can be found.
In chapter 4 it was shown that in order to calculate Husimi’s function for an eigenstate of
U one needs to express the diagonal elements of powers of U in coherent-state representation.
Again, here the transformation of a continuous operator will be considered. Thus, one has to
evaluate
〈z|Uk|z〉 =
∫
dq′dq〈z|q′〉〈q′|Uk|q〉〈q|z〉. (6.34)
To start with, the first power of the propagator will be considered. Using the explicit form of
U in (6.4) one finds
〈z|U|z〉 =
∫
dq′dq〈z|q′〉〈q′|U0|q〉〈q|z〉+
∫
dq′dqγ〈z|q′〉〈q′|U0|x〉〈x|q〉〈q|z〉. (6.35)
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Figure 6.4: Shift of eigenangles as a result of scatterer for quantum map (6.9) for N = 8, α =
31/13 and x = 3/8. top: predicted shift from formula (6.29), bottom the modulus of the
spectral determinants for α = 0 (solid) and for α = 31/13, x = 3/8 (dashed).
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The first part of this sum is the coherent-state representation of the propagator of the quantum
map. This was discussed in chapter 4, where it was shown to be given by
〈z|U0|z〉 =
∑
po
1√
s
exp
(
i
  [−iz∗z∗ − iz∗δz − iz∗δz + S(qpo, qpo)) + ir
2s
δz2 − i
s
δzδz − ir
2s
δz2]
)
,
(6.36)
where δz = z − z∗ and z∗ = (q∗ − ip∗)/√2 is the complex-variable representation of a fixed
point (q∗, p∗) of the classical map. The coefficients r, s are given by the monodromy matrix M
of the periodic orbit
s = 1
2
(M11 +M22 − i[M12 −M21]) ,
r = 1
2
(M22 −M11 + i[M12 +M21]) .
(6.37)
The second term of the sum in (6.35) can be written as∫
dq′dqγ〈z|q′〉〈q′|U0|x〉〈x|q〉〈q|z〉 =
∫
dq′dqδ(x− q)γ〈z|q′〉〈q′|U0|q〉〈q|z〉. (6.38)
Integrals of this type were discussed in chapter 4 for the Husimi function of eigenstates corre-
sponding to degenerate eigenvalues. Using the results from that chapter one obtains
〈z|U0|x〉〈x|z〉 =∑
d.o.(x)
γ√
pi
 
(ZM(x))22
exp
(
i
  [−iz∗z∗ − iz∗δz − iz∗δz + S(x, x) + i
2
δz2 +
(ZM(x))12
2(ZM(x))22
δz2]
)
,
(6.39)
where the sum runs over all orbits that start at x and arrive back at x. The action, including
the Maslov index, and the monodromy matrix of such an orbit, are given by S(x, x) and M(x),
respectively. Also, z∗ = (x − ipx)/
√
2, where px is the final momentum of the orbit, is the
complex-variable representation of the final point of the orbit and δz = z − z∗. The matrix Z
is defined in (4.65).
For maps that are classically defined on the torus, similar results can be obtained by using
the arguments in appendix A. Again, the only change is that one has to sum over all orbits in
the unit cell and all of their equivalents in other cells.
The result (6.39) means that the coherent-state representation of U is given as a sum of de-
formed Gaussians centred at the fixed points of the classical map corresponding to the quantum
map (as known for U0) and a sum of deformed Gaussians centred at values of z that represent
points with position x that can be reached by diffractive orbits. In figure 6.5 one can see this
illustrated.
Similar calculations have to be done for higher powers of U. Although only U2 will be
discussed explicitly here, the calculations for higher powers are straightforward. The second
power of U is given by
U2 = U20 + γ
(
U0|x〉〈x|U0 + U20|x〉〈x|
)
+ γ2U0|x〉〈x|U0|x〉〈x|. (6.40)
Again, one can transform this termwise into coherent-state representation. One finds three
different objects which need to be transformed. Firstly, Un0 , the coherent-state representation
of this is given by (6.36), but summed over all periodic orbits of length n. Then, Un0 |x〉〈x|,
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Figure 6.5: The contributions to 〈z|U|z〉N and their semiclassical origin for the perturbed
system obtained by the quantum map (6.9) with N = 20, α = 31/13 and x = 3/20. top:
|〈z|U|z〉N |, middle: left |〈z|U0|z〉N |, right |〈z|U0|x〉〈x|z〉N |, bottom: left position of the fixed
points of the classical map, right final point of the diffractive orbit.
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Figure 6.6: Semiclassical approximation for the normalized diagonal elements of the coherent-
state representation of U for the perturbed system obtained from the quantum map (6.9)
compared to the quantum result for N = 20, α = 31/13 and x = 3/20. top: |〈z|U|z〉N |,
bottom: |〈z|U2|z〉N |.
which has a coherent-state representation similar to (6.39) but summed over all diffractive
orbits of length n. Finally, Un0 |x〉〈x|Um0 , the semiclassical expression for the coherent-state
representation of objects like this, was derived in chapter 4. The class of orbits that has to be
used for this expression are also diffractive orbits of length n + m that start at x and arrive
back at x.
In figure 6.6 the normalized coherent-state representations for the first two powers of U for
the system obtained from the quantum map (6.9) are shown compared to their semiclassical
approximations. Normalization means to multiply the results for 〈z|U|z〉 by the factor 1/〈z|z〉.
Again, a perfect agreement between semiclassical and quantum results was found.
Now, as one can calculate semiclassically the coherent-state representation of powers of
U, the Husimi function of eigenstates of the system can calculated using (6.30). In figure
6.7 the numerical results for the semiclassics for the Husimi function of some eigenstates of
the perturbed system are shown. Comparing them to the quantum results one finds perfect
agreement. All of these eigenstates correspond to non-degenerate eigenvalues. The remarkable
difference from the results in chapter 4 is because in addition to the periodic orbit contribution,
contributions arising from diffractive orbits also need to be included in the semiclassics. This
follows the argument given in the introduction to this chapter. The presence of a point-like
scatterer gives rise to semiclassical terms that are given by diffractive orbits.
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Figure 6.7: Semiclassical approximations for the Husimi functions of three eigenstates of U
obtained from the quantum map (6.9) compared to the quantum results for N = 8, α = 31/13
and x = 3/8. top: φ1 = 1.64, middle: φ2 = 2.36, bottom: φ3 = 6.22.
Chapter 7
Averaged eigenstates
Having discussed a method to calculate semiclassically a single eigenstate, we now return to the
evaluation of an average, with respect to energy and position, of a set of eigenstates. This is for
several reasons. Firstly, in any experimental application of our theory it is very unlikely to find
effects given by pure eigenstates of the system. It is therefore necessary to understand how to
evaluate averages over many eigenstates. The other reason is that the evaluation of averaged
eigenstates for systems with a mixed phase space, especially at the occurance of periodic orbit
bifurcations, results in interesting problems in integral techniques.
In [21] it was shown that a set of eigenstates averaged with respect to energy and position
can be related to a sum over the periodic orbits of the corresponding classical system. This
result was extended in [22] to the case when in the classical system a periodic orbit bifurcation
occurs. It was shown that these bifurcations give rise to additional contributions to the periodic
orbit sum. The additional contributions take into account that the periodic orbits involved in
the bifurcation are not isolated and the difference of their actions is no longer large compared
to
 
. For the trace formula this scenario can be described by using the concept of uniform
approximations. The resulting integrals that provide the contributions to the periodic orbit
sum can be represented in terms of special functions.
In this chapter we extend the results obtained in [22]. There it was shown that, using a
local approximation, the effects of a tangent bifurcation on a set of averaged eigenstates can
be described semiclassically. The local approximation used there is only valid in the vicinity of
the bifurcation. A more general description can be obtained by considering a uniform approxi-
mation which has the advantage to be valid in both cases close to the bifurcation and far away
from it. In the present work we will derive a uniform approximation describing the contribution
given by a tangent bifurcation in terms of special functions. Also, we use a period-doubling
bifurcation to demonstrate that the contributions for other types of bifurcations cannot always
be represented in terms of special functions. However, a semiclassical evaluation of it can still
be obtained by numerical integration.
In order to do so, we use a family of perturbed cat maps(
qi+1
pi+1
)
=
(
2 1
3 2
)(
qi
pi
)
+
(
1
2
)
S ′p(qi) mod 1 (7.1)
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where Sp(q) is a parameter-dependent perturbation with Sp(q + 1) = Sp(q). The action of a
classical path is given by
S(q′, q) = q2 − q(q′+m) + (q′ +m)2 − nq + Sp(q) (7.2)
where n and m are the integers subtracted in the modulo 1 operation. The quantum map which
corresponds to this classical map is
〈q′|U|q〉 = 1√
iN
exp
(
2piiN [q′2− q′q + q2 + Sp(q)]
)
, (7.3)
where N = 1/(2pi
 
) is an integer. Although we use this system the results obtained in this
chapter can easily be extended to other quantum maps as well.
7.1 Energy averaging
In order to evaluate an average of eigenstates with respect to energy one can start from the
eigenvalue problem for maps,
U|ψn〉 = eiφn|ψn〉, (7.4)
where U is the quantum propagator of the map and |ψn〉 is the n-th eigenstate of U, corre-
sponding to the eigenvalue given by the (real) phase φn. One can write the l-th power of U in
coordinate representation as
〈q|Ul|q〉 =
∑
n
|〈q|ψn〉|2eilφn. (7.5)
Multiplying this by an arbitrary angle φ and summing over all powers of U yields
∞∑
l=−∞
〈q|Ul|q〉e−ilφ = 2pi
∑
n
|〈q|ψn〉|2δ(φ− φn). (7.6)
In order to study just a few eigenstates, expression (7.6) needs to be integrated with respect
to φ over a range [φ0 − 12∆φ, φ0 + 12∆φ]. This integration replaces the sum over all eigenstates
on the right hand side of (7.6) by a sum over all eigenstates corresponding to eigenvalues with
a phase in the above given range. By varying ∆φ one can control the number of eigenstates
contributing to the average.
This sum will be referred as the average of eigenstates with respect to energy,
〈ψ(q)〉φ =
∑
m
|〈q|ψm〉|2 with φm ∈ [φ0 − 1
2
∆φ, φ0 +
1
2
∆φ]. (7.7)
Now one has to perform the same integration on the left hand side. This leads to∫ φ0+ 12 ∆φ
φ0− 12 ∆φ
dφ
∞∑
l=−∞
〈q|Ul|q〉e−ilφ = ∆φ+
∞∑
l=1
4
l
sin
(
l
2
∆φ
)
Re
(〈q|Ul|q〉e−ilφ0) . (7.8)
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Thus,
〈ψ(q)〉φ = ∆φ
2pi
+
∞∑
l=1
2
lpi
sin
(
l
2
∆φ
)
Re
(〈q|Ul|q〉e−ilφ0) . (7.9)
One can see that if ∆φ decreases on the left side fewer eigenstates contribute to the average,
but on the other hand more powers of U need to be included in the summation on the right
side. This is due to the ∆φ-dependent prefactor in the sum. It can be seen as a function that by
its width in the l-space determines the values of l which need to be included in the sum. If ∆φ
tends to zero the width of this function increases and more values of l and, thus, higher powers
of U are needed. This means that using Bogomolny’s method for a generic system one cannot
study single eigenstates, since the sum on the right-hand side is then divergent. Exceptions
may arise for systems with special, non-generic spectral properties. One example is discussed
in section 7.3.
7.2 Position averaging
Now we describe an additional averaging in position. As will be shown, this allows one to
write the sum over the eigenstates in (7.9) as a sum over periodic orbits of the classical system.
The position averaging on the right hand side of expression (7.9) can be reduced to average
〈q|Un|q〉. A semiclassical approximation for the propagator of a quantum map can be obtained
by using the semiclassical expression for the propagator in position representation (7.3).
As this expression is periodic, this has to be taken into account in the averaging process.
A possible way of doing so is to define the smoothing function periodic too. For non-periodic
systems a Gaussian centred at some position q0 with a width ∆q can be used as the smoothing
function. In the present case this will be extended to a sum over Gaussians with width ∆q
which are centred at q0 ∈ [0, 1[ and all equivalents q0 + m, where m is an integer, in other
unit intervals. Here only the average of the first power of the propagator will be carried out
explicitly. The extension to higher powers is straightforward.
The average of 〈q|U|q〉 with respect to position can be defined by
〈U(q0)〉q =
∞∑
m=−∞
N−1
N∑
q=0
〈q|U|q〉 1√
2pi∆q
exp
(
−(q − q0 +m)
2
2∆q2
)
. (7.10)
Applying Poisson summation to the sum over q leads to
〈U(q0)〉q =
∞∑
m=−∞
∞∑
n=−∞
∫ 1
0
dq〈q|U|q〉 1√
2pi∆q
exp
(
−(q − q0 +m)
2
2∆q2
)
exp(−2piiNnq). (7.11)
Using the periodicity of phase of 〈q|U|q〉, given in (7.3), one can change the infinite sum over
n and the finite integral over q into a finite sum over n and an infinite integral over q. This is
similar to a procedure used in [39] for the trace of U. One obtains
〈U(q0)〉q =
∞∑
m=−∞
1∑
n=0
∫ ∞
−∞
dq
√
N√
2pii∆q
exp (2piiNΦ(q)) , (7.12)
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with
Φ(q) = q2 − nq + Sp(q)− (q − q0 +m)
2
4piiN∆q2
. (7.13)
The integral can now be solved by the stationary phase method. Denoting qs the stationary
points of the integrand then the result is given by
〈U(q0)〉q =
∞∑
m=−∞
1∑
n=0
1√
2pi(2 + S ′′p (qs))∆z
exp (2piiNΦ(qs)) , (7.14)
with
∆z2 = ∆q2 − 1
2piiN(2 + S ′′p (qs))
(7.15)
The stationary points of the integral in (7.12) are given by requiring the first derivative of the
phase with respect to q to vanish. This leads to
0 = 2q − n + S ′p(q)−
q − q0 +m
2piiN∆q2
(7.16)
One can express the stationary points qs in terms of the fixed points qf of the classical map
by setting qs = qf + x and expanding this equation to leading order about the fixed points.
Because the fixed points are given by 0 = 2qf − n+ S ′p(qf) this leads to
qs = qf +
qf − q0 +m
2piiN(2 + S ′′p (qf))∆z2
(7.17)
Using this expression one finds
Φ(qs) ≈ Φ(qf)− (qf − q0 +m)
2
4piiN∆z2
+O
(
1
N2
)
(7.18)
This shows that the propagator of the system averaged with respect to position is given by
〈U(q0)〉q =
∞∑
m=−∞
1∑
n=0
1√
2pi(2 + S ′′p (qf))∆z
exp
(
2piiN [S(qf , qf)− (qf − q0 +m)
2
4piiN∆z2
]
)
, (7.19)
where S(qf , qf) is the action of the classical path defined in (7.2).
Using this, one can write the eigenstates averaged with respect to energy and position as
〈ψ(q0)〉φ,q ≈ N∆φ
2pi
+
∞∑
l=1
2
lpi
sin
(
l
2
∆φ
)
Re
(〈U l(q0)〉qe−ilφ0) . (7.20)
This is the main result of this section. Formula (7.20) allows one to calculate an average of
eigenstates by using properties of the classical system only.
The system we have chosen to demonstrate these results numerically is given by inserting
Sp(q) = κ/(4pi2) sin(2piq) into (7.3). Fig. 7.1 shows the results for a set of eigenstates of the
map (7.3) averaged with respect to energy and position. Also plotted is its semiclassical approx-
imation (7.20). The figure shows good agreement between the quantum and the semiclassical
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Figure 7.1: Averaged eigenstates for the quantum map (7.3) with Sp(q) = κ/(4pi2) sin(2piq) and
κ = 0 (top) and κ = 2.0 (bottom) and N = 500, φ0 = pi/2,∆φ = pi,∆q = 0.03. Shown are
the eigenstates averaged with respect to energy only (highly oscillating line) and averaged with
respect to energy and position (smooth line), compared with its semiclassical approximation
(crosses). Also given are the positions of the fixed points of the classical map (7.1) with length
one.
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results. For κ > 0 the quality of the result depends on the values of N and ∆q. They can
be chosen to obtain a good agreement as well, even if the map is nonlinear. The value of ∆φ
controls the number of powers of U needed in the l-summation in (7.20). Here the value was
chosen such that only the first power of U is needed.
One can also observe a scarring of these averaged eigenstates (see [21]). This is the sys-
tematic deviation of 〈ψ(q)〉q,φ at the position of the fixed points of the classical system. These
deviations are of a length-scale and an amplitude of order
 
1/2, as was demonstrated in [22].
7.3 Special case: unperturbed cat maps
In this section we will mention a special case where the approach described above can be used,
due to a special property of the system, to calculate single eigenstates semiclassically. This
system is the unperturbed cat map, an example is given by inserting Sp(q) = 0 for all q into
(7.3).
In chapter 2 it was discussed that quantum cat maps are time periodic. This means that
there is some power of the propagator which is proportional to the identity,
Un(N) = 1eiΦ(N), (7.21)
where Φ(N) is a real phase factor and the power n(N) depends on number-theoretical features
of the quantization parameter N . This periodicity condition implies a special distribution of
the eigenvalues along the unit circle. The corresponding eigenangles are constrained to take
one of the n(N) values,
αj =
2pij + Φ(N)
n(N)
with 1 ≤ j ≤ n(N). (7.22)
In [38] it was demonstrated that these properties can be used to resum the infinite sum over
powers of the propagator in (7.6) to a finite sum. This leads to
|〈q|ψm〉|2 = 1
n(N)
n(N)−1∑
l=0
〈q|Ul|q〉e−ilφm , (7.23)
where φm is the eigenangle of the eigenvalue corresponding to the eigenstate |ψm〉. This for-
malism can only be applied to eigenstates corresponding to non-degenerate eigenvalues.
Now, using the semiclassical approximation for the propagator of the cat map (7.3), one can
calculate the eigenstates semiclassically. The chosen value for N is N = 8. For this value of N
one finds n(N) = 8 and Φ(N) = 0 (see chapter 2). The results of the calculations are shown
in Fig. 7.2, where three examples for eigenstates of this quantum map are shown. There one
finds perfect agreement between the quantum results and the semiclassical approximation.
In contrast to (7.20), not only periodic orbits but also close orbits contribute to (7.23). This
includes orbits that start and arrive at the same position but have different momentum at the
start and at the end.
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Figure 7.2: Semiclassical approximations (crosses) using formula (7.23) and quantum results
for three eigenstates of the quantum map (7.3) with Sp(q) = 0 for all q and N = 8. These
eigenstates correspond to the eigenvalues with eigenangles α1 = 0.78 (top), α2 = 2.35 (middle)
and α3 = 3.14 (bottom). The absolute squares of the eigenstates obtained from the quantum
results are also discrete but plotted with a solid line for visual convenience.
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7.4 Position averaging at bifurcations
As discussed in section 7.2, the calculation of an average of eigenstates requires the calculation
of a position average of the propagator. This requires one to solve the integral
〈U(q0)〉 =
∞∑
m=−∞
1∑
n=0
∫ ∞
−∞
dq
√
N√
2pii∆q
exp
(
2piiN [S(q)− nq − (q − q0 +m)
2
4piiN∆q2
]
)
, (7.24)
with S(q) = S(q, q) where S(q, q) is the action of the classical map, given in (7.2). The solution
of this integral in the case where all periodic orbits are isolated was given in the previous sec-
tion. Now the case of periodic orbits involved in a periodic orbit bifurcation will be discussed.
When a bifurcation occurs the values of the actions of the periodic orbits approach each other.
Also the trace of the monodromy matrix is approaches 2. These effects lead to a breakdown of
the validity of stationary-phase approximation and to a divergent contribution to 〈U(q0)〉.
This problem can be solved by applying the concept of uniform approximations. This re-
places the quadratic approximation of the phase of the integrant by a function that describes
simultaneously all saddles of the integrand corresponding to orbits involved in the bifurcation.
This concept was successfully applied to the trace of the propagator (which is an integral similar
to (7.24), but without the Gaussian: see for example [40], [54], [56]).
The problem of calculating an average of eigenstates when a periodic orbit bifurcation oc-
curs was addressed in [22]. There it was shown that periodic orbits involved in a bifurca-
tion give rise to fringes with a length scale and an amplitude that outweigh the contribution
from non-bifurcating orbits. The occurance of a tangent bifurcation in the system (7.1) with
Sp = κ/(4pi2) sin(2piq) was analysed in detail. It was shown that using a local approximation
of the action a good semiclassical approximation can be found which explains the observed
fringes.
In this section we will extend the analysis in [22] using the concept of uniform approxima-
tions. This has the advantage that, in contrast to local approximations which are only valid
in the vicinity of the bifurcation, the results obtained are also valid far away from the bifur-
cation, where they reduce to the stationary phase approximation, see [56]. We will derive a
uniform approximation for 〈U(q0)〉 for the case of a tangent bifurcation. Furthermore, we will
demonstrate that, despite the similarity of (7.24) to the trace integral, for another bifurcation
the position average of U is not just a straightforward application of the results known from
the trace of U. It will turn out that this is due to the Gaussian by which the propagator is
multiplied. This adds an imaginary,
 
-independent term to the phase. This term influences
the position of the saddles of (7.24) in a complicated way: firstly, even real periodic orbits are
now represented by complex saddles and, secondly, their position (and their separation) also
depends on the parameter ∆q.
7.4.1 Tangent bifurcation
Now the case of a tangent bifurcation will be considered. This type of bifurcation has the fol-
lowing course: on one side there are no real periodic orbits, but two complex orbits, which move
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towards each other the closer a parameter tends to the bifurcation point. At the bifurcation
point the two complex orbits coalesce on the real axis to form a real periodic orbit. This orbit,
as the parameter is varied further, splits up into two real orbits which move away from each
other.
The action that describes such a bifurcation can be approximated by
S(q) = α
(
q3
3
− qq2 + q1q2q
)
+ β, (7.25)
where q1, q2 are the position of the orbits and q = (q1 + q2)/2. This is because the roots of the
first derivative of the action provide the fixed points of the system. Furthermore, the coefficients
α and β can be expressed as
α = −6S(q1)− S(q2)
(q1 − q2)3 and β =
S(q1) + S(q2)
2
− α
2
(
q31 + q
3
2
3
− (q1 − q2)
2
(q21 − q22)
)
.
(7.26)
where S(q1) and S(q2) are the actions along the periodic orbits. Using this the integral (7.24)
becomes
〈U(q0)〉 =
∞∑
m=−∞
1∑
n=0
∫
dq
√
N√
2pii∆q
exp (2piiNΦ(q)) , (7.27)
with
Φ(q) = α
q3
3
− q2
(
αq +
1
4piiN∆q2
)
+ q
(
αq1q2 +
q0 −m
2piiN∆q2
)
+ β − (q0 −m)
2
4piiN∆q2
. (7.28)
The saddle points of the integrand are given by
qs1/2 ≈ q ± +
(
1 ± q − q0 +m

)
1
4piiN∆q2
+O
(
1
N2∆q4
)
, (7.29)
where  = (q1 − q2)/2.
This shows that the position of the saddles in the complex plane depends (apart from q1, q2)
on the choice of ∆q and N . For finite ∆q and N →∞ one recovers: qs1 = q1 and qs2 = q2. The
same result can be achieved by choosing a finite N and taking the limit ∆q →∞. This means
that, one needs to consider the collective contribution of the saddles in the semiclassical limit,
even though they might be well separated for finite N and finite ∆q.
Integrals of type (7.24) can generally only be solved numerically, apart from some special
cases where they can be represented in terms of special functions. The way to solve such
integrals is to deform the contour of integration such that it crosses the saddles on manifolds
where ReΦ(q) = ReΦ(qs) and ImΦ(q) > 0. The second condition guarantees the convergence
of the integral. This new integration contour must not cross manifolds with ImΦ(q) < 0. This
method is called the method of steepest descent [53]. If any input to integral (7.24) can be
expressed in terms of classical properties the numerical result can be seen as the semiclassical
approximation to (7.24).
The integral (7.27) with phase (7.28) can be solved analytically. This will be done below.
However, firstly the method of steepest descent will be used to solve it because in the next
subsection an integral will be considered which can only be solved by numerical integration and
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the method of steepest descent.
To apply the method of steepest descent one has to evaluate the phase at the saddles to find
which of them have negative imaginary part. Substituting (7.29) into (7.28) one obtains
Φ(qs1/2) = α
(
±2
3
3 − 2 + 1
3
q3
)
+ β − (q ± − q0 +m)
2
4piiN∆q2
+O
(
1
N2∆q4
)
. (7.30)
Now, different types orbits need to be considered. Before the bifurcation one can approximate
q1/2 = qR ± iq∗, at the bifurcation q1/2 = qR and after the bifurcation q1/2 = ±qR, where qR, q∗
are real and q∗ > 0. The parameter α can be shown to be real through out the course of the
bifurcation. This gives
before bifurcation ImΦ(qs1/2) = ±
2
3
αq∗3 +
(qR − q0 +m)2 − q∗2
4piN∆q2
,
at bifurcation ImΦ(qs1/2) =
(qR − q0 +m)2
4piN∆q2
,
after bifurcation ImΦ(qs1/2) =
(±qR − q0 +m)2
4piN∆q2
.
(7.31)
This shows that after the bifurcation both saddles have a positive imaginary part of their phase.
But before the bifurcation the situation is more complicated. Depending on the position about
which one averages there can be two saddles with positive imaginary part or just one. If one
assumes that N∆q2 is large enough then one obtains the typical situation of one saddle with
positive and one saddle with negative imaginary part.
For the system (7.1) with perturbation Sp(q) = κ/(4pi2) sin(2piq) it was shown in [40] that a
tangent bifurcation occurs at κ ≈ 5.94338 for both values of n. In the case n = 0 it happens
at q ≈ 0.447 and for n = 1 at q ≈ 0.05. For a detailed discussion only the case n = 0 will be
considered.
In Fig. 7.3 the semiclassical results for the position and the phase of the saddles are compared
to the exact results as κ is varied from 5.8 to 6.15. They are plotted in the complex plane using
(7.29) and (7.30) for N = 4500, q0 = 0.45, m = 0 and ∆q = 0.03. Two saddles, coming from
complex conjugate parts of the complex plane approach q = 0.447, the actual meeting point of
the fixed points, but do not reach it. After the bifurcation the real parts of the saddles split up
and they separate. The influence of the Gaussian is that the separation is not along the real
axis. In Fig. 7.3 one can see that before the bifurcation, when the fixed points are complex,
only one saddle has a positive imaginary part of the phase. Slightly before the bifurcation
point the phase of the saddles is zero and after that both saddles have a phase with positive
imaginary part. This agrees with the predictions made above.
For the integration this means that before the bifurcation the integration contour only passes
one saddle whereas afterwards the contour passes both saddles. The integration contours are
plotted in Fig. 7.4. There one can see the two saddles and the manifolds withReΦ(q) = ReΦ(qs)
for each of them. The manifold used for the integration is given by crosses. Fig. 7.5 where the
approximation to 〈U(q0)〉 is compared to the quantum result demonstrates that this method
gives the right result.
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Figure 7.3: Evolution of the position (top) and phase (bottom) in the complex plane of the two
saddles involved in the tangent bifurcation at κ ≈ 5.94338 for N = 4500, q0 = 0.45,m = 0, n =
0,∆q = 0.03 plotted over the range 5.8 ≤ κ ≤ 6.15.
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For the tangent bifurcation there is a representation of (7.27) in terms of special functions.
This will be derived for the perturbed cat maps. For these maps the phase (7.28) becomes
Φ(q) =
α
3
q3 +
(
−αq − 1
4piiN∆q2
)
q2 +
(
αq1q2 +
q0 −m
2piiN∆q2
)
q + β − (q0 −m)
2
4piiN∆q2
. (7.32)
Applying the transformation q = y + q + 1/(4piiNα∆q2) to this phase one obtains
Φ(y) =
α
3
y3 +
(
−α2 + q0 −m− q
2piiN∆q2
)
y+ S − (q1 − q0 +m)
2 + (q2 − q0 +m)2
8piiN∆q2
+O
(
1
N2∆q4
)
.
(7.33)
Using the abbreviation
γ = −2 + q0 −m− q
2piiNα∆q2
(7.34)
and applying the transformation y = −is/(2piNα)1/3, one has to solve the following integral
I =
∫
C
ds
−i
(2piNα)1/3
exp
(
−s
3
3
+ (2piNα)2/3γs
)
, (7.35)
where the integration contour C is the imaginary axis. Using the definition of the Airy function
with complex argument
Ai(z) =
1
2pii
∫
D
ds exp
(
−s
3
3
+ zs
)
, (7.36)
where the integration contour D comes from infinity in the sector 7pi/6 < arg(s) < 3pi/2 and
goes to infinity in the conjugated sector, the solution of (7.35) is
I =
2pi
(2piNα)1/3
Ai[γ(2piNα)2/3]. (7.37)
Thus, the averaged propagator about a tangent bifurcation is given by
〈U(q0)〉 =
∞∑
m=−∞
1∑
n=0
2√
i∆q
(
2piN
α2
)1/6
Ai
(
(2piNα)2/3
[
−2 + q0 −m− q
2piiN∆q2α
])
exp
(
2piiNS − (q1 − q0 +m)
2 + (q2 − q0 +m)2
4∆q2
)
.
(7.38)
This result gives a uniform approximation for the contribution of periodic orbits involved in
a tangent bifurcation. The numerical results show a good agreement between the numerical
integration and the results obtained from the Airy function (see fig. 7.6). Expression (7.38) is
very similar to the uniform approximation for the trace of U for this system (derived in [40]).
This would suggest that the position average of U and its trace give rise to similar expressions
for the uniform approximation for bifurcations. However, as mentioned above and discussed in
the next section, this is not the case.
Using the semiclassical approximation for 〈U(q0)〉 one can now compute averages over eigen-
states of the system. This was done for values of κ slightly before and after the tangent
bifurcation at κ ≈ 5.94338. To compute the contribution from the bifurcating periodic orbits,
we have used the representation of 〈U(q0)〉 in terms of the Airy function. The results are shown
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Figure 7.6: Numerical result (crosses) for the contribution to 〈U(q0)〉 from n = 0 compared to
result from the Airy function (7.38) before, κ = 5.9 (top), and, after κ = 6.0 (bottom), the
tangent bifurcation at κ ≈ 5.94338 for N = 4500,m = 0, n = 0∆q = 0.03.
CHAPTER 7. AVERAGED EIGENSTATES 106
in Fig. 7.7. One finds a good agreement between the quantum results and the semiclassical
approximation. The influence of ∆φ on 〈ψ(q)〉q,φ remains as discussed in the previous section.
The chosen value of ∆φ guarantees that only the first power of U is needed in the series in
(7.20).
Fringes can also be seen about the position of the fixed points of the classical map. The
fixed points denoted by q3, q4 and q5, q6 are involved in the tangent bifurcation. It can be seen
that the fringes around them clearly dominate the fringes around the other, non-bifurcating
orbits. In [22] it was shown that in the case of a tangent bifurcation these fringes occur at a
length scale of order N−1/3, with an amplitude of order N−1/2. The amplitude is similar to the
amplitude of fringes about non-bifurcating periodic orbits.
7.4.2 Period-doubling bifurcation
We will now discuss another type of bifurcation, the period-doubling bifurcation. Here, it will
turn out that there are major differences in the solution of integral (7.24) and the integral for
the trace of the propagator.
To study this type of bifurcation we will use another perturbation, Sp(q) = κ/(4pi2) cos(2piq),
for the system (7.1). A detailed study of this system, including the derivation of the trace
formula, can be found in [41].
The fixed points of the system are determined by the solutions of
0 = 2q − n− κ
2pi
sin(2piq). (7.39)
For this system a period-doubling bifurcation occurs at κ = 2 for n = 0. The course of the
bifurcation is as follows: before the bifurcation (κ < 2) one only finds one real solution at qc = 0
and two complex solutions at q1/2 = ±iqs, whereas for κ > 2 there are three real solutions at
qc = 0, q1/2 = ±qs.
The ansatz for the action around the bifurcation can be chosen as
S ′(q) = αq(q2 − q2s), (7.40)
which leads to
S(q) = α
(
q4
4
− q
2
sq
2
2
)
+ β, (7.41)
where α, β can be expressed as
α =
4
q4s
[S(qc)− S(qs)] and β = S(qc). (7.42)
Here α is well defined, as for κ→ 2, and therefore qs → 0, one finds α→ 4pi2/3.
Inserting this ansatz into (7.24) one obtains
〈U(q0)〉n=0 =
∞∑
m=−∞
∫
dq
√
N√
2pii∆q
exp (2piiNΦ(q)) , (7.43)
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Figure 7.7: Averaged eigenstates for the map (7.1) with Sp(q) = κ/(4pi2) sin(2piq) before,
κ = 5.9 (top), and, after κ = 6.0 (bottom), the tangent bifurcation at κ ≈ 5.94338 with
N = 500, φ0 = pi/2,∆φ = pi,∆q = 0.03. Shown are the eigenstates averaged with respect to
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line). This is compared with the semiclassical approximation (crosses). Also given are the
positions of the fixed points with length one.
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with
Φ(q) = α
q4
4
− q2
(
α
q2s
2
+
1
4piiN∆q2
)
+
q(q0 −m)
2piiN∆q2
+ β − (−q0 +m)
2
4piiN∆q2
. (7.44)
The saddle points of the integral (7.43) are given by the solutions of the equation
0 = q3 − q
(
q2s +
1
2piiN∆q2
)
+
q0 −m
2piiN∆q2
. (7.45)
Unfortunately, there is no expansion of the solutions as a power series in N as there is for the
tangent bifurcation. There are different powers of the leading-order term depending on the
ratio of q2s + 1/(2piiN∆q
2) and q0. For q0  q2s + 1/(2piiN∆q2) one obtains
qs1 ≈ 0 and qs2/3 ≈
√
q2s +
1
2piiN∆q2
. (7.46)
In contrast, at the bifurcation point q0  q2s + 1/(2piiN∆q2), and one finds
qs1,2,3 =
3
√
− q0
2piiN∆q2
. (7.47)
One has to bear in mind that in the given case the largest value of q0 (in the sense of this
discussion) is q0 = 0.5. Due to the summation over m in (7.43) any higher value corresponds
to a value 1− q0. In the first case the leading order term of a series expansion of qs2/3 is N−1/2
whereas in the second case it is of order N−1/3.
This means that the analytical discussion of the integral (7.43) has to stop here and all one
can do is to evaluate the integral numerically. For the numerical evaluation of the integral
again only classical properties need to be used, and, thus, its result gives the semiclassical
approximation for 〈U(q0)〉.
The method to evaluate the integral is the same as for the tangent bifurcation. One has to
compute the positions of the saddles of the integrand and the value of the phase at the saddles.
Then one has to deform the integration contour in a way that it starts at −∞ on the real axis
and proceeds along manifolds that pass the saddles, until it finally arrives at +∞ on the real
axis. The condition for a manifold to be used is, again, that along the manifold the real part
of the phase is unchanged and equal to the real part of the phase at the saddle passed whereas
the imaginary part remains positive. These manifolds can be connected at points where the
imaginary part of the phase is infinite. For a detailed discussion of this method see [53].
In the Figures 7.8 and 7.9 the position and the phase of the saddle in the complex plane are
plotted. The value of q0 has an enormous influence on the behaviour of the saddles. For small
values of q0 one finds that before the bifurcation only one saddle contributes, whereas after the
bifurcation all three saddles need to be considered. This is also demonstrated in fig. 7.10 where
the integration contours are plotted.
As q0 increases, the picture changes totally. As shown in fig. 7.9, before and after the
bifurcation all three saddles could contribute. But as one can see in fig. 7.11 only one saddle
does. This is because a manifold can be constructed only for one saddle by the method described
above. The failure of the construction for the other two saddles can be explained as follows: to
reach the manifold of constant real part of the phase (given by the real part of the phase at the
saddle) from −∞ on the real axis one needs to cross a manifold with negative imaginary part
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of the phase. As this is not allowed one cannot deform the integration contour to pass these
saddles. A remarkable feature is that through the course of the bifurcation there is almost no
change in structure of the saddles and the integration contour for this value of q0.
Also one can see that for small values of q0 the behaviour of the saddles is as expected
from the course of the bifurcation. One saddle stays near the origin (representing the central
periodic orbit) and there are two saddles that approach this saddle parallel to the imaginary
axis and then move away from it parallel to the real axis. For higher q0 this behaviour changes
qualitatively and cannot be directly related to the bifurcation.
Finally, in Fig. 7.12 the results of the numerical integration are compared to the quantum
results. There is also a good agreement between them.
The results for the averaged eigenstates can be seen in Fig. 7.13. Again, the semiclassical
result shows good agreement with the quantum result, and the predicted fringes about the fixed
points can be seen. The fixed points q0, q3, q4 are those which are involved in the bifurcation.
The fringes around them again dominate those from the non-bifurcating fixed point.
The question left to answer is why the situation for the position averaging is different from the
trace formula. The derivation of the uniform approximations for the trace for this bifurcation
uses the fact that the phase of the saddles representing the satellite orbits has the same value
for both. This allows to bring the integral into a form for which an expression in terms of
special functions, namely Bessel functions, can be found. This is no longer the case for the
position average. Although this is not proven here, Figures 7.8 and 7.9 suggest that as the
distance between the position of the satellite orbit and the position about which the average is
performed increases, the difference in the phase at the saddles increases. This turns the integral
more and more away from the special situation for which a representation in terms of Bessel
functions can be found.
This also explains why the representation of 〈U(q0)〉 for the tangent bifurcation is similar to
the one found for the trace. In the derivation of the uniform approximation for the trace, no
additional relations between the saddles are needed. Thus, the behaviour of the integrand is
similar.
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Figure 7.8: Evolution of the position (top) and the phase (bottom) in the complex plane of the
three saddles involved in the period-doubling bifurcation at κ = 2 for N = 4500, q0 = 0.01,m =
0,∆q = 0.03, plotted over the range 1.8 ≤ κ ≤ 2.2.
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Figure 7.9: Evolution of the position (top) and the phase (bottom) in the complex plane of the
three saddles involved in the period-doubling bifurcation at κ = 2 for N = 4500, q0 = 0.5,m =
0,∆q = 0.03, plotted over a range 1.8 ≤ κ ≤ 2.2.
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Figure 7.10: Integration contours in the complex q-plane before, κ = 1.9 (top), and, after
κ = 2.1 (bottom), the period-doubling bifurcation at κ = 2 for N = 4500, q0 = 0.01,m =
0,∆q = 0.03.
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Figure 7.11: Integration contours in the complex q-plane before, κ = 1.9 (top), and, after
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Chapter 8
Summary and conclusions
Over the last decades the semiclassical study of quantum systems has largely focused on the
energy spectrum. A lot of ground-breaking results have been obtained for the energy eigenval-
ues and their statistical properties. Compared to these, fewer results are known for eigenstates.
As described in the introduction, the most important results concern the distribution of the
eigenstate on the energy shell (quantum ergodicity and the scarring phenomenon) and also
averages over many eigenstates. However, it is only recently that it was shown that Fredholm’s
method provides a systematic method for the semiclassical evaluation of single eigenstates.
In chapter 3 of this work the previous results for the calculation of single eigenstates cor-
responding to non-degenerate eigenvalues were reviewed. Then, the Fredholm method was
extended to eigenstates which correspond to degenerate eigenvalues. In the form presented
here, Fredholm’s method can be used to calculate all eigenstates of a quantum map. It was
shown that it can be successfully applied to obtain semiclassical expressions for single eigen-
states. By comparing these expressions to the results known for the statistics of eigenvalues,
one finds that the same classical properties, namely periodic and closed orbits, can be used to
evaluate an eigenstate. Also, similar resummation techniques can be used to relate contribu-
tions by long orbits to contributions by short orbits.
As the Fredholm method provides an expression for a single eigenstate it can also be used to
evaluate parametric correlations of the eigenstate. This was successfully demonstrated for the
autocorrelation function of eigenstates corresponding to both non-degenerate and degenerate
eigenvalues.
An alternative method to obtain single eigenstates was found in chapter 6 by perturbing a
quantum map by a point-like scatterer. This method leads to the same results as the Fred-
holm method. However, the semiclassical study of the perturbed quantum map itself provides
interesting results. It was shown that to semiclassically evaluate the Husimi functions of single
eigenstates corresponding to non-degenerate eigenvalues, one has to go beyond the periodic
orbit theory by including contributions arising from diffractive orbits. This is again analogous
to the results found for the spectral statistics of such a system.
Furthermore, in chapter 5 it was shown that Fredholm’s method can be applied to quantum
maps for which the corresponding classical map shows mixed dynamics. The study of systems
with mixed dynamics is related to the study of periodic orbit bifurcations. We have discussed
how the Husimi function of a single eigenstate can be semiclassically calculated if a tangent
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bifurcation occurs in the classical system. Although no numerical evaluation of the Husimi
function was performed it was shown to be possible.
In the last part of this work another type of influence of mixed dynamics on eigenstates
of a quantum system was investigated. This is the influence of periodic orbit bifurcations on
averages over many eigenstates. It is known that an average with respect to energy and position
over many eigenstates of a quantum system can be expressed by a sum over periodic orbits of
the corresponding classical system. In recent works it has been shown that a periodic orbit
bifurcation gives rise to additional contributions to this sum. Only local approximations for
these contributions have previously been considered. In chapter 7 the more general uniform
approximations were discussed. A uniform approximation was derived for the case of a tangent
bifurcation. Furthermore, it was shown, by considering a period-doubling bifurcation, that the
semiclassical expression of the contribution can not be written in closed form for every type of
bifurcation. However, a semiclassical evaluation is still possible by numerical integration.
By showing that the Fredholm method can be used to obtain semiclassical expressions for
single eigenstates of various systems with different dynamical properties, this work opens a
great field for further research.
Firstly, for fully chaotic systems this method may be applied to investigate the phenomenon
of scarring. This is due to the fact that Husimi’s function of an eigenstate can be written as
a sum over orbits of the underlying classical system. One may expect one of the contributions
from these orbits to dominate the sum in the case of a scarred eigenstate.
For systems with mixed phase space this work showed a way of describing periodic orbit
bifurcations by using the example of a tangent bifurcation. This can be extended to other
types of bifurcations. Also, the connection to the quasi-modes approximation may be investi-
gated. This approximation can be used to semiclassically evaluate eigenstates that localize in
the vicinity of stable periodic orbits arising from bifurcations.
It may also be possible to use quantum maps perturbed by a point-like scatterer to investi-
gate disordered systems.
However, further investigations should be carried out on the major problem with Fredholm’s
method. This is the problem arising from the number of orbits which need to be included
in the numerical evaluation of single eigenstates. Although this is a general problem in the
semiclassical study of quantum systems, it may be possible to find orbits whose contributions
can be neglected. To solve the problem of the number of orbits is a major task, which must be
accomplished if Fredholm’s method is to be used for the numerical evaluation of eigenstates.
Appendix A
The Coherent-state representation on
the torus
In chapter 4 the coherent-state representation was introduced for systems for which the classical
phase space is the entire (q, p)-plane. For systems where the classical dynamics is restricted to
parts of it, certain modifications of the coherent-state representation are necessary, satisfying
the classical restrictions. Here the case of classical systems defined on a unit two-torus will be
considered. As was discussed in chapter 2 many common systems, such as cat maps, belong to
this class of systems. To illustrate the necessary modifications cat maps with periodic boundary
conditions (see section 2.2.1) are used as an example. For references to the coherent-state
representation on the torus see also [13] and [43].
A.1 The Bargmann transformation on the torus
The Bargmann transformation on the entire (q, p)-plane is defined as
〈z|q〉 =
(
1
pi
 
)1/4
exp
(
−1 
[
1
2
z2 +
1
2
q2 −√2zq
])
. (A.1)
Using this transformation any object defined in position space can be transformed into coherent
state representation.
For quantum cat maps the position representation is not continuous but restricted to a
discrete set of points qj = j/N where N = 1/(2pi
 
) and j ∈ {0, N − 1} are integers. A similar
restriction applies in momentum representation. A value of q chosen such that q = qj + m,
where m is an integer, can be related to a value within the unit interval by using boundary
conditions (see section 2.2.1)
〈q + 1| = e2piiθ1〈q| and 〈p + 1| = e−2piiθ2 〈p|. (A.2)
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In this work periodic boundary conditions are chosen, θ1 = θ2 = 0. Using these boundary
conditions the transformation (A.1) can be written as
〈z|qj〉T =
∞∑
m=−∞
〈z|qj +m〉 1√
N
, (A.3)
where qj is defined as above and the summation runs over all integers m. The subscript T
denotes the transformation of a state defined on the torus. This result can be rewritten using
the Jacobi theta function
〈z|qj〉T =
(
2
N
)1/4
exp(−piN [z2 + q2j − 2
√
2zqj])θ3
(
ipiN
(
qj −
√
2
)
|iN
)
, (A.4)
with
θ3(Z|τ ) =
∞∑
m=−∞
exp(ipiτm2 + 2imZ). (A.5)
A.2 The Husimi function of wavefunctions on the torus
A wavefunction |ψ〉 for a quantum cat map can be represented by an N -dimensional vector,
i.e. in position representation it can be written as
|ψ〉 =
N−1∑
j=0
cj|qj〉T , (A.6)
where the coefficients cj are complex numbers.
The coherent state representation of such a wavefunction is given by
〈z|ψ〉 =
N−1∑
j=0
〈z|qj〉T cj. (A.7)
This shows that the coherent-state representation of a wavefunction is continuous in z and
quasiperiodic in the sense of
〈z + 1/√2|ψ〉 = epiN(1/2+
√
2z)〈z|ψ〉,
〈z + i/√2|ψ〉 = epiN(1/2−i
√
2z)〈z|ψ〉. (A.8)
Thus, Husimi’s function of |ψ〉 is periodic. This means, it only needs to be evaluated for values
of z = (q − ip)/√2 with (q, p) ∈ [0, 1[×[0, 1[. Any other value of z can be related (by the
modulo one operation) to a value within this interval.
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A.3 The coherent-state representation of the propagator
on the torus
The quantum propagator on the torus has the property that it is periodic
〈qi +m|Uk|qj + n〉 = 〈qi|Uk|qj〉, (A.9)
where the qi and qj are positions in the unit interval and n and m are integers. Thus, the
coherent state representation of Uk is given by
〈z′|Uk|z〉 =
N−1∑
i,j=0
(
2
N
)1/2
exp(−piN [z2 + q2i − 2
√
2zqi]) exp(−piN [z2 + q2j − 2
√
2zqj])
〈qi|Uk|qj〉θ3
(
ipiN
(
qi −
√
2
)
|iN
)
θ3
(
ipiN
(
qj −
√
2
)
|iN
)
,
(A.10)
with the definition of the Jacobi theta-function (A.5).
A.4 The semiclassical expression for the coherent-state
representation of the propagator on the torus
In this section a semiclassical expression for the coherent-state representation of the propaga-
tor of a quantum cat map is derived. It is shown that the result is similar to that obtained in
section 4.2.
The main difference is that for a map defined on the torus the transformation of the propa-
gator into coherent states is not given by an integral but by a sum (see A.10). Thus, there is
not a priori an integral given that can be solved using the stationary phase method. However,
like to the trace of the propagator (see [39]) for quantum cat maps this sum can be inverted to
an integral.
The calculations here are only done for the diagonal elements, z ′ = z. The map considered
here is (
q′
p′
)
=
(
a b
c d
)(
q
p
)
+
(
b
d
)
Sp(q) mod 1. (A.11)
Here a, b, c and d are integers with ad − bc = 1 and |a + d| > 2. The function Sp(q) is the
perturbation of the linear cat map. It usually depends on at least one control parameter. The
perturbation needs to be periodic in q with period one, i.e. Sp(q +m) = Sp(q) where m is an
integer.
The propagator of the corresponding quantum map is given by (see section 2.2.3)
〈qi|U|qj〉 =
(
1
ibN
)1/2 b−1∑
r=0
exp (2piiNS(qi + r, qj)) , (A.12)
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where S(qi + r, qj) is the action of a classical path, given by
S(qi + r, qj) =
1
2b
(
aq2j − 2qj(qi + r) + d(qi + r)2
)
+ Sp(qj). (A.13)
The diagonal elements of U in coherent state representation are given, using (A.10), by
〈z|U|z〉 =
√
2
ib
1
N
∞∑
n,m=−∞
N−1∑
i,j=0
b−1∑
r=0
exp (2piiNS(qi + r, qj))
exp
(
−piN [z2 + (qi + n)2 − 2
√
2z(qi + n) + z
2 + (qj +m)
2 − 2
√
2z(qj +m)]
)
.
(A.14)
Now one can use the fact that 〈qi|U|qj〉 is periodic in both variables. This allows it to replace
S(qi + r, qj) by S(qi + r + n, qj +m). Then the sums over i and n and the sums over j and m
can each be replaced by a sum over i and j, respectively, that runs from −∞ to ∞
〈z|U|z〉 =
√
2
ib
1
N
∞∑
i,j=−∞
b−1∑
r=0
exp (2piiNS(qi + r, qj))
exp
(
−piN [z2 + q2i − 2
√
2zqi + z
2 + q2j − 2
√
2zqj]
)
.
(A.15)
Poisson summation can now be applied to the sums over i and j, which leads to
〈z|U|z〉 =
√
2
ib
N
∫ ∞
−∞
dq′dq
∞∑
k,l=−∞
b−1∑
r=0
exp (2piiN [S(q′+ r, q)− kq′ − lq])
exp
(
−piN [z2 + q′2 − 2
√
2zq′ + z2 + q2 − 2
√
2zq]
)
.
(A.16)
This integral can now be solved using the stationary phase approximation. The stationary
points are given by demanding the first partial derivatives of Φ(q ′, q) with respect to q′ and q
to vanish. They are the solutions of
0 = iq′ − i
√
2z +
∂S(q′, q)
∂q′
− k,
0 = iq − i
√
2z +
∂S(q′, q)
∂q
− l.
(A.17)
Denoting z = (q∗−ip∗)/√2, using Sq′(q′, q) = p′ and Sq(q′, q) = −p and furthermore comparing
real and imaginary parts of these equations one gets a set of four equations
0 = q′ − q∗,
0 = −p∗ + p′ − k,
0 = q − q∗,
0 = p∗ − p− l.
(A.18)
By using the explicit form of the partial derivatives of the action, these equations lead to
q′ = q
0 =
a+ d− 2
b
q + S ′p(q)− (k + l) +
r
b
(d− 1). (A.19)
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If one now applies the transformations m = r + bl and n = k + dl, one obtains
0 = (a+ d− 2)q + bS ′p(q) + (d− 1)m− bn. (A.20)
This together with
p =
cq + dS ′p(q)− n
1− d (A.21)
are the fixed point equations for the map (A.11). Thus, any solution of these equations gives
the position of a fixed point of the map. This means, that any triple (r, k, l), that uniquely
specifies a pair (m,n) with −∞ < m,n <∞, gives a fixed point of the map (A.11).
The solutions of (A.18) are therefore the fixed points of the map (A.11). This fixed points,
of course, are not confined to the unit cell but can be in any corresponding cell in the full
(q, p)-plane. The cell in which the fixed point lies is given by the values of m and n. The
summation over (r, k, l) can, at least in principle, be rewritten as a sum over all fixed points
in the unit-cell and a sum over all their equivalents in other cells. The integral in (A.16) can
now be solved similarly to the continuous case discussed in section 4.2. In order to do so one
can expand the phase about the stationary points up to second order and solve the remaining
Gaussian integral. The result is
〈z|U|z〉 =
∑
cells
∑
po
1√
spo
exp (2piN [zpozpo + zpoδz + zpoδz]) exp (2piiNS(qpo, qpo))
exp
(
piN
spo
[−rpoδz2 + 2δzδz + rpoδz2]
)
.
(A.22)
Here the sum runs over all periodic orbits (given by the fixed points (qf , pf ) and represented
in complex variables by zpo = (qf − ipf)/
√
2) in the unit cell and their equivalents in the other
cells, furthermore, S(qpo, qpo) is the action of a periodic orbit in the corresponding cell and
δz = z − zpo.Higher powers of U can, again, be transformed to coherent state representation
using the composition law (4.25).
For the propagator the formula derived for the continuous case can directly be applied with
the extension, that one has to sum over all periodic orbits in the full plane, rather than only
those in the unit square.
A.5 The semiclassical expression for the coherent-state
representation of the minor elements on the torus
The semiclassical expression for the minor elements of the form
(I) 〈q′|Un|q〉〈k1|Um|k2〉 and (II) 〈q′|Un|k1〉〈k2|Um|q〉. (A.23)
can be obtained by applying similar arguments as for the propagator in the last section. The
calculations are not be performed here explicitly as the result is the same as for the propagator.
The formulae derived for the continuous case can be used directly by extending the summation
over all equivalent paths in the entire (q, p)-plane.
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