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Abstract
Recognising human activities from streaming videos
poses unique challenges to learning algorithms: predic-
tive models need to be scalable, incrementally trainable,
and must remain bounded in size even when the data
stream is arbitrarily long. Furthermore, as parameter tun-
ing is problematic in a streaming setting, suitable ap-
proaches should be parameterless, and make no assump-
tions on what class labels may occur in the stream. We
present here an approach to the recognition of human ac-
tions from streaming data which meets all these require-
ments by: (1) incrementally learning a model which adap-
tively covers the feature space with simple local clas-
sifiers; (2) employing an active learning strategy to re-
duce annotation requests; (3) achieving promising accu-
racy within a fixed model size. Extensive experiments on
standard benchmarks show that our approach is compet-
itive with state-of-the-art non-incremental methods, and
outperforms the existing active incremental baselines.
1 Introduction
The pervasive presence of cameras in our everyday lives
has created a strong demand for automatic methods able
to analyse real time video streams. This is especially chal-
lenging for videos depicting human activities, as it is the
case in TV footages, surveillance cameras, human com-
puter and human robot interactions, and many other ap-
plications. The mainstream approaches to action and ac-
tivity recognition are typically based on an offline training
phase (for a review of previous work in activity recog-
nition we refer the reader to Sec. 2). Such a setting
leads to several critical issues when dealing with stream-
ing videos:
How to continuously learn about activities from the in-
coming data? The dynamic nature of the streaming video
setting implies that at each time instant new data is made
available to the system, which needs to continuously learn
from it. This implies refining its model of known human
activities and adding new previously unseen activities on
the fly.
How to minimise the required annotation effort? Strictly
related to the ability to learn on the fly is the issue of how
many video fragments should be annotated. While for
newly observed activities one might assume that all video
fragments should be manually annotated, when analysing
footage of known actions only a fraction of the video frag-
ments will likely bring new information, worthy of the
annotation effort. In this context, the system should au-
tomatically select which fragments are the most informa-
tive, and asks for the help of a human annotator in those
cases.
How to optimise the algorithm’s heuristics dynamically?
System’s components, such as the features chosen and the
algorithm parameters, have a crucial impact on the final
performance of any framework. When learning contin-
uously from incoming data, it is difficult to chose these
two components optimally, or even just properly. This
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is because, by the very nature of dynamic data, it is not
possible to anticipate what new instances of the known
classes the system will face, or what new activities it will
be asked to learn.
The contribution of this paper is an algorithm for hu-
man activity recognition from streaming videos which,
to the best of our knowledge, is the first to address all
the challenges listed above in a principled manner. Our
starting point is a very recently proposed local algorithm
for classification of data streams [5] that is incrementally
trainable and nonparametric1, while providing theoreti-
cal guarantees on performance. We leverage on this re-
sult, and extend it to the active learning setting. This
leads to a framework that matches all the requirements
listed above: (1) it incrementally learns from the incom-
ing data stream, with respect to both known classes and
new classes, while being computationally efficient; (2) its
active learning component evaluates the informative con-
tent of the incoming data with respect to the level of confi-
dence of the system and allows to decide when the cost of
manual annotation is worthwhile; (3) lastly, the nonpara-
metric nature of the approach, combined with its intrinsic
locality, allows for fully data-driven learning.
Fig. 1 illustrates the workflow of our approach: (i)
each video is associated with an arbitrary number of fea-
ture vectors in a feature space; (ii) the incoming training
vectors are used to sequentially cover the feature space
with balls; (iii) each ball is associated with an estimate
of the conditional class probabilities obtained by collect-
ing statistics around its centre, these estimates are used to
make predictions on new unlabeled samples; (iv) the ra-
dius of each ball is adjusted accordingly how well each
ball predict the new samples around its centre; (v) ball
centres are incrementally adjusted to fit the actual data
distribution; (vi) the set of balls is organized in a tree
structure [17], so that predictions can be computed in time
logarithmic in the number of balls. We call our algorithm
Fast active Incremental Visual covERing (FIVER). Exten-
sive experiments on several publicly available databases
show that our approach outperforms all existing algo-
rithms for activity recognition from streaming data. Fur-
thermore, we show that by combining FIVER with the ro-
1In nonparametric models the model structure is not specified a pri-
ori, but determined from data. The implication is not that such models
completely lack parameters, but that the number and value of the param-
eters are flexible and not fixed in advance.
bust temporal segmentation algorithm presented in [7] we
obtain a system able to deal in a straightforward manner
with a realistic continuous active recognition scenario.
2 Related Work
Within the vast literature related to action recognition
(see [24] and references therein), research focusing on the
streaming setting has gained momentum only recently [8].
Important features required in this context are: (1) Incre-
mental Updates: as a large amount of data is generally
presented sequentially in a stream, it is desirable for algo-
rithms to update the model adaptively, rather than re-train
from scratch. (2) Incremental Learning of New Activi-
ties: algorithms should be able to accomodate on the fly
new upcoming classes. (3) Bounded Size Model: as the
stream could be very large, models should keep a bounded
memory footprint, allowing for real-time prediction while
avoiding storage issues. This implies the ability to discard
useless or old information, which is critical to the track-
ing of “drifting concepts” (i.e., when the optimal decision
surface changes over time and the model needs to be rear-
ranged accordingly [28]). (4) Data-Driven: as parameter
tuning is problematic in streaming settings, systems with
few or no parameters are preferable. (5) Nonparametric:
as the true structure of the data is only progressively re-
vealed as more examples from the stream are observed,
nonparametric algorithms [10], which are not committed
to any specific family of decision surfaces, are preferable.
(6) Active Learning: in a streaming setting, the system
needs to learn from each incoming video stream. How-
ever, training labels can only be provided by human an-
notators, who should only be invoked when the system
has low confidence in its own prediction of the current
label. (7) Bounded Request rate: as querying human an-
notators is expensive, any practical active learning system
for streaming settings should impose a bound on the query
rate.
Table 1 lists the previous efforts in human activity
recognition involving incremental and/or active learning
components which, due to their features, are the closest
alternatives to our approach.
A feature tree-based incremental recognition approach
was proposed in [25], where the tree is free to grow
without bounds as more examples are fed to the learner.
As this requires to store all the presented instances, the
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Figure 1: Our approach vs Bag-of-Words. In the classical BoW pipeline [27] (top) vocabulary size, clustering
method, and classifier parameters are the result of tuning by cross-validation. In contrast, our approach (see Alg. 1) is
completely data-driven (nonparametric and parameterless). Our local balls cover the feature space as BoW codewords
do, but their number, size, and location dynamically depend on the distribution of feature vectors and associated labels.
Rather than having a global classifier act on the entire feature space, a cover of local classifiers associated with updated
local class statistics is incrementally built. An active learning component, based on a suitable confidence measure (see
Alg. 3), makes it possible to perform active temporal segmentation, leading to continuous activity recognition (Fig. 3).
Incr. Upd. New Activ. Bound. Size Data Driv. Nonpar. Act. Learn. Bound. Rate
De Rosa et al. [4]
√ √ ⊗ ≈
(one param.)
√ ⊗ ⊗
Hasan et al. [11]
≈
(minibatch)
⊗ √ ⊗ ⊗ √ ⊗
Hasan et al. [12]
≈
(minibatch)
⊗ ⊗ ⊗ ⊗ √ ⊗
Hasan et al. [13]
≈
(minibatch)
⊗ ⊗ ⊗ ⊗ √ ⊗
FIVER
√ √ √ √ √ √ √
Table 1: Identified open challenges in previous work on human action recognition for streaming data. To the best of
our knowledge, FIVER is the only algorithm equipped with all these features, crucial for dealing with streaming data.
LEGEND:
√
: exhibits the feature; ≈: partially exhibits the feature;⊗: does not possess the feature.
method is infeasible for continuous recognition from
streaming videos where the number of activities can get
very large over time. A human tracking-based incre-
mental activity learning framework was brought forward
in [22]; nevertheless, it requires annotation on the location
of the human body in the initial frame, heavily restricting
its applicability. For these reasons [25] and [22] are not
listed in Table 1.
Our work shares similarities with the incremental al-
gorithm proposed in [4], on which to some extent we
3
build. Both methods adopt a nonparametric, incremental
ball covering of the feature space strategy. FIVER, how-
ever, brings to the table crucial new features that makes it
uniquely suitable for dealing with streaming data. First,
it does not rely on any input parameters, which are in-
convenient to tune in streaming settings. Second, it limits
the model size, thus allowing the tracking of drifting con-
cepts: when the number of allocated balls exceeds a given
budget, FIVER discards them with a probability propor-
tional to their error rate. Third, it dynamically adjusts the
ball centres, thus yielding very compact models while im-
proving performance. The resulting covering resembles
a visual dictionary, learned incrementally and directly us-
able for predictions (see Fig. 1), where the balls play the
role of visual code words. Finally, the active learning
module defines the interaction between the learning sys-
tem and the labeler agent, limiting the number of annota-
tions requested.
The use of incremental active learning for activity
recognition tasks has been recently investigated in [11,
12]. The approach in [12] uses an ensemble of lin-
ear SVM classifiers incrementally created in a sequence
of mini-batch learning phases. A confidence measure
over the SVM outputs is defined, where each individual
classifier output is weighted by the training error. Two
user-defined thresholds control the query rate of labeled
videos. Non-confident instances, which are close to a
class boundary, are forwarded to the annotator, while the
others are discarded. Notably, the set of ensemble clas-
sifiers can become very large, as an arbitrary number of
SVMs can be added in each batch phase. Furthermore,
the method requires model initialisation and has several
parameters to be tuned on a validation set; this require-
ment makes the approach unsuitable for a truly streaming
context. The method in [11] initially learns features in an
unsupervised manner using a deep neural network. Then,
a multinomial logistic regression classifier is learned in-
crementally. The posterior class probability output is used
(as in [12]) to select what videos need supervised informa-
tion. This method too presents several parameters, can-
not deal with new classes, and requires initialisation. The
same authors have recently presented in [13] an extension
of the methods [12, 11] that attempts to mine informa-
tion from the scene’s context. However, the core learning
system suffers of the same drawbacks discussed above.
Moreover, the active modules used in [12, 11, 13] cannot
explicitly limit the query rate, a crucial feature for real
world applications where the cost of human annotation
has to be limited.
3 Fast Active Incremental Visual
Covering
This section describes the FIVER algorithm, which is the
heart of our system for activity recognition from stream-
ing videos. Sec. 3.1 describes our incremental visual cov-
ering approach based on [4], Sec. 3.2 shows how to keep
the memory footprint bounded via a technique introduced
in [5], but until now never applied to activity recognition.
In Sec. 3.3 we introduce a mechanism that performs active
learning on the stream. The FIVER algorithm is finally
summarized in Sec. 3.4.
3.1 (Passive) Incremental Learning
We assume the learner is trained on a stream of
(pre-segmented)2, labeled videos (V 1, y1), (V 2, y2), . . . .
Each video V i is associated with a set of Ti local descrip-
tors {x(i)t }Tit=1, where each descriptor x(i)t ∈ Rd belongs
to a d-dimensional feature space. Each video label yi de-
notes an activity from a set Y = {1, . . . , C} of possible
classes, which may change over time. The classifier is
trained incrementally, via small adjustments to the current
model every time a new labeled video is presented to the
learner. In what follows, we drop the superscript i and re-
index the local features, thus assuming that the learner is
fed a sequence (x1, y1), (x2, y2), . . . of labeled local fea-
ture examples, where (xt, yt) =
(
x
(i)
t , yi
) ∈ Rd × Y for
some t and 1 ≤ t < Ti. The feature space is adaptively
covered by a set S of balls depending on the complexity
of the classification problem. Unlike [4], where the balls
were always centered on input samples, here we adapt the
AUTO-ADJ version of ABACOC described in [5]. This
uses a K-means-like update step in which the centre of
each ball is shifted towards the average of the training
samples that were correctly predicted by the local clas-
sifier; in practise, the balls track the feature clusters, or
“visual codewords”. Following [5] we initialize the ra-
2Although videos are assumed pre-segmented here, it is possible to
localise and segment beforehand activity instances, see for example [11,
12].
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dius of any new ball to the distance from the closest ball.
The resulting setting is parameterless3.
Incremental updates. The sequence of observed training
examples (xt, yt) is used to build a set S of balls that
cover the region of the feature space they span. For each
ball, an empirical distribution of classes is kept. For each
ball centre cs ∈ S , we keep updated the number ns(y) of
data points xt of each class y ∈ Y that at time t belong
to the ball. These counts are used to compute the class
probability estimates (activity scores) for each ball centre
cs ∈ S as follows:
ps(y) =
ns(y)
ns
y = 1, . . . , C (1)
where ns = ns(1) + · · ·+ ns(C).
More specifically, the training algorithm operates as
follows —see Alg. 1. Initially, the set of balls S is empty.
For each training example xt, we efficiently4 compute its
nearest ball centre cpi(t) ∈ S . If xt does not belong to
its closest ball, i.e., the distance ρ(cpi(t),xt) between xt
and cpi(t) is greater than the ball’s radius εpi(t), a new ball
with centre xt and initial radius Rt equal to ρ(cpi(t),xt)
is created and added to S. The label yt is used to ini-
tialise the empirical class distribution for the new ball
via (1). If xt does belong to the nearest ball, its label
yt is used to update the error count mpi(t) for that ball.
The local classifier centred at cpi(t) makes a mistake on
(xt, yt) if and only if yt 6= argmaxy∈Y ppi(t)(y). When-
ever this happens, the radius is set to its initial valueRpi(t)
scaled by a polynomial function in the current error count:
εpi(t) = Rpi(t)m
−1/4
pi(t) .
5
If the prediction is correct, the ball centre is set to the
average of the correctly classified instances within the
ball, allowing it to move towards the majority class cen-
troid. Finally, the class probability estimates ppi(t)(y) for
the local classifier centred in cpi(t) are updated via (1).
Notably, a-priori knowledge of the full set of classes Y is
not needed, as our incremental learning approach can add
new labels to Y as soon as they first appear in the stream.
3Unlike [4], we set the feature space intrinsic dimension parameter d
to 2, as we empirically found that it does not significantly affect perfor-
mance.
4For example, [17] embeds S in a tree where nearest neighbour
queries and updates can be performed in timeO(ln |S|) —see also [16].
5This comes from the decay function defined in [4] with d = 2.
Algorithm 1 ABACOC ([5], adapted to feature sets)
Input: feature space metric ρ
1: Ball centres S = ∅ and set of labels Y = ∅ initialised
2: for i = 1, 2, . . . do
3: Get labeled video (V i, yi)
4: if yi /∈ Y then
5: Set Y = Y ∪ {yi} // add class on the fly
6: end if
7: for t = 1, . . . , Ti do
8: if S ≡ ∅ then
9: if t = 1 then
10: save x1;
11: else
12: S = {x2}, set ε2 = R2 = ρ
(
x1,x2)
13: Use yi to initialize estimates p2 via (1)
14: end if
15: else
16: Let cs ∈ S be the nearest neighbour of xt in
S
17: if ρ(cs,xt) ≤ εs (xt belongs to ball at cs)
then
18: if yi 6= argmax
y∈Y
ps(y) then
19: // shrink radius on errors
20: Set ms = ms + 1, εs = Rsm
−1/4
s
21: else
22: // update ball centre if correct prediction
23: Set ∆ = xt − cs, ns = ns + 1
24: Set cs = cs + ∆/ns
25: end if
26: Use yi to update ps via (1)
27: else
28: S = S ∪ {xt}, set εt = Rt = ρ(cs,xt),
nt = 1, mt = 0
29: use yi to initialize estimates pt
30: end if
31: end if
32: end for
33: end for
5
Prediction. In the prediction phase, we proceed similarly:
for each xt associated with an unlabelled video V i, its
nearest neighbour cpi(t) ∈ S is efficiently located. Then,
assuming that the local features are i.i.d., the label of the
test video V i is predicted using the following maximum
likelihood estimate:
ŷi = argmax
y∈Y
Ti∏
t=1
ppi(t)(y) . (2)
3.2 Constant Model Size
In order to curb the system’s memory footprint, we adopt
the simple approach proposed in [5] based on deleting ex-
isting balls whenever a given budget parameter on the la-
bel query rate is attained. This is crucial for real-time
applications, as NN search, used in both training and pre-
diction, is logarithmic in the number of balls. The prob-
ability of deleting any given ball is proportional to the
number of mistakes made so far by the associated clas-
sifier. Namely, if the budget is reached and a new ball has
to be added, an existing ball s is deleted with probability
Pdisc(s) =
ms + 1∑
r∈S mr + |S|
, where ms is the number of
mistakes made by ball s ∈ S. This helps addressing con-
cept drift: ball classifiers that accumulate many mistakes
are removed to make room for a more accurate description
of the data.
3.3 Streaming Active Learning
We now introduce the active learning system for stream-
ing settings, which bounds the rate of queries to hu-
man annotators. The technique we propose is inspired
from [32]. Whenever a new segmented video is presented
to the model, the system makes a prediction and then in-
vokes the active learning module in order to determine
whether the label should be requested. In particular, if
the confidence of the prediction is below a certain thresh-
old, i.e., the prediction is ambiguous, then a query is is-
sued to the annotator unless the query rate budget is vio-
lated. When the label is not requested, the model is not
updated. Instead of selecting a fixed confidence threshold
on the query instances, we use the so-called Variable Un-
certainty Strategy [32] (VarUnStr), which queries the
least certain instances within a time interval.
Measuring prediction confidence. Eq. (2) shows that
class estimates ppi(t)(y) associated with ball centres near
the current input instance should be considered more re-
liable than those associated with faraway centres, as the
corresponding region of the feature space has already
been explored (see Fig. 3-right). We thus adapt the RBF
Kernel [3] to scale ball estimates based on their distance
from the input examples:
wt = exp
(
− ρ(xt, cpi(t))
2
22pi(t)
)
, (3)
where the variance is set to the current ball radius pi(t).
Given a test video V i = x1, . . . ,xTi , we thus define a
confidence measure Ci(y) on the estimate of the expected
class conditional probability for any given class y as:
Ci(y) =
1
Ti
Ti∑
t=1
wt log ppi(t)(y) ∀y ∈ Y. (4)
Updating the confidence threshold. The
VarUnStr [32] strategy continuously updates the
confidence threshold Θ, which triggers requests for new
labels (see Alg. 2). If the prediction confidence is below
the current threshold Θ over the duration of the last
observed video, Θ is decreased by a fraction τ in order
to query the most uncertain instances first. Otherwise,
the threshold is increased to avoid interruptions of the
learning process when the algorithm is not asking for
labels. As explained in [32], the parameter τ can be set
to a default value of 0.01. In the experimental section
we follow this suggestion, thus our algorithm remains
parameterless.
3.4 FIVER Algorithm
The FIVER algorithm (see Alg. 3), combines all the ele-
ments described above. Namely, FIVER trains the model
over the video stream via Alg. 1, while controlling the
memory footprint as described in Sec. 3.2. Concurrently,
Alg. 2 represents the active learning module, which asks
only for the most informative instances while not exceed-
ing the budget rate.
4 Experiments
To emphasize the versatility of our approach, we have
tested FIVER in both the batch and streaming learning
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Algorithm 2 Variable Uncertainty Strategy
Input: incoming video V i, classifier model, threshold
adjustment step τ ∈ (0, 1] (default is 0.01)
Output: labeling ∈ {true, false}
1: Initialize: confidence threshold Θ = 1 and store the
latest value during operation
2: Calculate the confidence associated with the majority
class Ci(ŷi) via (4)
3: if Ci(ŷi) < Θ then
4: decrease the confidence threshold Θ = (1− τ)Θ
5: return true
6: else
7: increase the confidence threshold Θ = (1 + τ)Θ
8: return false
9: end if
settings. In the batch setting, for each dataset we have fol-
lowed the standard evaluation protocol (specific train-test
splits orK-fold cross-validation with specific values ofK
—see below for details) and compared FIVER’s results to
those of competing incremental and offline methods. In
the streaming setting, instead, we assessed different vari-
ants of FIVER using the “online accuracy” or “sequential
risk” [9] as evaluation measure. This measure captures
the average error made by the sequence of incrementally
learned models in a procedure where we first predict the
test item on the current model, and then use the result to
adjust the model itself.
Notably, the streaming setting used in our experiments
is very strict: we do not use seed training sets, mini-batch
training, cross-validation sets, or assume any preliminary
knowledge on the number of classes. As the other incre-
mental methods rely on much richer sources of informa-
tion than those allowed in our streaming setting, we could
only evaluate them in the batch setting.
4.1 Datasets and Feature Extraction
We assessed our method on the following datasets:
KTH [26] (all scenarios), UCF11 [24] and VIRAT [23] for
action recognition, SKIG [20] and MSRGesture3D [31]
for gesture recognition, JAPVOW [21] and AUSLAN [15]
for sign language recognition (UCI Repository [1]).
The first five datasets contain mostly footage material:
we decided to extract efficient local features at frame level
Algorithm 3 FIVER
Input: annotation budget B, maximum number of balls
M , video stream (V 1, y1), (V 2, y2), . . .
1: Initialise online prediction accuracy A0 = 0
2: for i = 1, 2, . . . do
3: Receive video V i
4: Predict ŷi (Eq 2)
5: Update accuracyAi =
(
1− 1i
)
Ai−1+ 1i I{ŷi = yi}
6: if query rate ≤ budget B then
7: if Query Strategy (Alg. 2) returns true then
8: Request true label yi and update query rate
9: Use (V i, yi) to update model (Alg. 1)
10: if |S| > M (memory exceeded) then
11: Discard one ball (see Sec. 3.2)
12: end if
13: end if
14: end if
15: end for
in order to focus on truly real-time prediction. In par-
ticular, from KTH, UCF11, and VIRAT sequences we
computed improved dense trajectories [30], due to their
outstanding performance in action recognition tasks. For
each video, three types of features were extracted, namely
Histogram of Oriented Gradient (HOG), Histogram of
Optical Flow (HOF) and Motion Boundary Histogram
(MBH). We ran the code published on the INRIA Website,
keeping all the default parameters except for the trajectory
length, set to 8 frames, and the number of descriptor bins
(16 BINs for HOG, MBHx and MBHy, and 18 BINs for
HOF). Every 8 frames we obtained a variable number of
active trajectories. We then accumulated all the trajecto-
ries for each descriptor, and concatenated all the descrip-
tors, obtaining a collection of vectors of 66 dimensions
for each video. In this setting, each vector is a summary
of the three local descriptors extracted from each video
frame. For VIRAT, we initialised the improved trajectory
algorithm using the bounding boxes released along with
the dataset. For the other datasets, we did not rely on any
initialisation.
From SKIG we extracted the same information as [7],
which consists of 3DHOF on the RBG frames and GHOG
(Global Histogram of Oriented Gradient) on the depth
frames. For MSRGesture3D only depth information
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is available: we extracted two-level pyramidal HOG
(PHOG) features using 32 bins. For all the experiments,
the Euclidean distance has been used as metric ρ (see
Alg. 1), as pilot tests using an Lp norm with varying p
did not show any improvement.
DATASET FIVER Batch Increm.
KTH 98.50% 95.00% [29] 97.00% [12]
UCF11 79.36% 76.10% [19] 66.00% [12]
VIRAT 57.20% 55.40% [14] 54.20% [11]
SKIG 98.30% 88.70% [20] 97.50% [4]
MSRG3D 91.25% 86.50% [31] 90.33% [4]
JAPVOW 96.75% 95.67% [2] 98.01% [4]
AUSLAN 72.60% 83.81% [2] 72.32% [4]
Table 2: Multiclass accuracies of FIVER compared
against best batch and incremental methods on seven
benchmark datasets.
4.2 Comparison with competitors in a
batch setting
We ran a first set of experiments in a batch setting, i.e.,
running FIVER on a random permutation of the given
training set and then applying the resulting classifier on
the test set. We compared FIVER against:
Incremental algorithms [12, 11, 4], which follow an in-
cremental learning approach similar to ours.
Batch algorithms [29, 19, 14, 20, 31, 2], which have un-
restricted access to training data for learning, as opposed
to incremental methods that can access the data only se-
quentially. Notably, the performance of incremental al-
gorithms is typically poorer than that obtained using the
corresponding batch versions [6].
We used 5-fold cross-validation averaged on ten runs
for KTH, UCF11 and VIRAT, like the incremental com-
petitors described in Sec. 2. For SKIG and MSRGes-
ture3D we carried out a 3-fold cross-validation as in [31].
The available training and test sets were used for
JAPVOW and AUSLAN. As shown in Table 2, FIVER
is among the best methods on all the datasets, no matter
whether batch or incremental setting is considered. This
demonstrates that our algorithm, combined with state-of-
the-art features, provides an accurate and efficient classi-
fication system across the board.
4.3 FIVER performance in a streaming set-
ting
In a pure streaming setting the data arrive sequentially,
and the number of activities depicted in each video is not
known a priori. We conducted extensive experiments ex-
ploring the following scenarios, which correspond to dif-
ferent variants of FIVER:
Full. This is the least realistic case, where we assume
that all the incoming instances are manually annotated, we
have no memory requirements, and we use each incoming
training sample to incrementally update the model.
VarUn. In this case, the active learning component de-
scribed in Alg. 3 is used, including the VarUnStr strat-
egy described in Alg. 2, to decide what instances require
manual annotation. The query rate, calculated as the frac-
tion of videos for which a label was requested among
those observed so far [32], is upper bounded by an input
budget parameter B ∈ (0, 1].
Rnd. The Random strategy queries the labels of incoming
instances with probability equal to the query rate budget
B.
VarUnFix. In this very realistic scenario we also assume
that we have a limited memory space to store labeled
training instances. We apply the method of Sec. 3.2 to
limit the number of balls stored in the model. In all our
tests we set the model size to 5000 instances. Notably,
in BoW methods a large amount of codewords are gener-
ally necessary to successfully predict video labels —see
for instance [30], where the authors use four different vi-
sual vocabularies of 100,000 words (one for each local
descriptor).
We built ten random permutations of the videos in each
dataset. The algorithm had to predict the label of each new
incoming video. After each prediction, if the active learn-
ing system requested the true label, the video along with
its label were fed to the model as a new training exam-
ple. We ran all the competing algorithms with the same
range B ∈ {.05, .1, .15, .2, .25, .3, .35, .4, .45, .5, .75, 1}
of budget values, and plotted the resulting online accu-
racy, averaged over ten different streams, against the av-
erage query rate. Importantly, the budget is only an upper
8
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Figure 2: Plots (a) to (g) show the active online performance of the Full, Rnd, VarUn and VarUnFix variants of
FIVER on different benchmarks. The x-axis is the percentage of label requested by the active learning module, while
the y-axis plots the average online accuracy over ten random permutations of the videos. In the coloured boxes, the
percentage of the input data selected as centres by VarUn(red) and VarUnFix(green) with budget B = 1 are shown.
Plot h represents the evolution of accuracy and model size over the sequentially fed videos on the KTH dataset. The
blu (circle) curve shows the fraction of input data selected as centres, and the red (square) curve the online accuracy.
Notably, the fraction of centers added diminish over time as the accuracy improves.
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Figure 3: Left: evolution of 10 action class probabilities over time for a test sequence containing three actions. Middle
top: the pink line plots the standard deviation of class probabilities for each frame of the same sequence —the cyan
curve is their average standard deviation computed over a short interval of frames. For each segmented activity, a
confidence measure is computed (4) —the predicted activity label is discarded when confidence is below an adaptive
threshold Θ. Right: examples of three time series associated with low, medium and high confidence, respectively.
limit to the actual query rate —algorithms generally ask
for a smaller number of annotations.
Note that FIVER does not need any validation set as it
has no parameters to tune. This is very important in the
streaming context, where non-adaptive methods which
tune their parameters in an initial validation stage may
perform suboptimally on future data. Plots a to g in Fig. 2
represent the recorded performance on the various bench-
marks for all the presented scenarios. The figure shows
that VarUn performs as well as Full on most datasets,
even though it queries only around 50% of all the labels.
On KTH, for example, VarUn achieves 90% online ac-
curacy while accessing only less than 20% of the labels.
The Rnd method performs typically worse and needs all
the labels to reach the performance of Full. VarUnFix
works almost as well as VarUn on the simplest datasets
and slightly worse on the complex ones; this is due to the
fixed budget control that has to discard information in or-
der to keep the model size fixed. For example, both VarUn
and Rnd use 4% of the input data around the 50% query
rate for UCF11, whereas VarUnFix use only 0.2% of the
data –this is shown in the red and green boxes in Fig. 2
respectively, as final percentage of input examples used
as model centres. Therefore, VarUnFix is extremely good
at compressing the data, and allows for efficient computa-
tion at the cost of a little performance degradation.
4.4 Active Continuous Activity Recognition
Although in Sec. 3 we assumed that the incoming videos
Vi are pre-segmented, whenever feature vectors {x(i)t }Tit=1
are extracted on a frame-by-frame basis we can exploit the
activity scores (2) computed over a short temporal win-
dow to perform automated temporal segmentation. This
segmentation procedure is based on the evolution of class
probabilities over time [4] (Fig. 3.Left), where transi-
tions between action instances can be associated with lo-
cal minima of the standard deviation of class scores (pink
curve) over the temporal window (Fig. 3.Middle-top).
In addition, unlike what has been done in [4], we use
the confidence measure (4) to discard or send to supervi-
sion any detected activity with confidence below a cer-
tain threshold (Fig. 3,Middle-bottom), as discussed in
Sec. 3.3. This is crucial in applications such as human-
robot interaction, where it is preferable for the robot not
to perform any action when prediction confidence is low,
as this may lead to safety issues or communication errors.
We tested this active approach to temporal segmenta-
tion on the same dataset of ten manipulative actions used
in [4]. Each action was recorded 60 times in two different
illumination settings and backgrounds, and 3DHOF and
HOG descriptors were extracted for each frame. We ex-
cluded four out of ten gestures from the learning phase,
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and evaluated our algorithm on sequences representing
pick and place activities formed by grasping, moving and
releasing actions. The system was evaluated on its abil-
ity to predict the correct class when a known gesture was
performed, and to request supervision when an unknown
gesture was observed.
To compare the estimated class sequence with the
ground truth we employed the Levenshtein distance [18],
originally used in [4]: S+D+IN . In this case, each action is
treated as a symbol in a sequence – S represents the num-
ber of substitutions (misclassifications), D the number of
deletions (false negatives) and I the number of insertions
(false positives). Over 20 test sequences, we achieved a
Levenshtein distance error of 0.14, compared to the 0.36
reported in [4].
5 Conclusion and future work
We presented an incremental active human activity recog-
nition framework, well suited for streaming recognition
problems, especially when the amount of data to process
is large. Our approach exhibits a number of desirable
features: it deals with sets of local descriptors extracted
from videos, it learns in an incremental fashion, it embeds
an active learning module, it is capable of learning new
classes on the fly, it limits memory usage, and it predicts
new data in real-time. In addition, the method is nonpara-
metric and does not require expensive validation sessions
for training, as it has no parameters to be tuned. Results
demonstrate its competitiveness in terms of accuracy with
respect to traditional batch approaches, as well as promis-
ing performance in a truly streaming scenario. Future re-
search will explore the use of confidence measures to au-
tomatically discover new activity classes by associating
them with low confidence trajectories (see Fig. 3, right).
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