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We show that if X is a finite CW-complex admitting a fixed point free involution then there 
is a singly graded spectral sequence with ET - H*(X; E2) and E2=0. As an application we 
prove that for any n > 0 there is a natural number k(n) such that if n > k(n) and X is a homotopy 
RPntk/RP”, then X will not admit a fixed point free involution. 
1 spectral,sequences traflsfer 1 
topological transformation groups 
0. Introduction 
The problem that we address in this paper is how the existence of a fixed point 
free involution on a topological space, X, influences the structure of its mod 2 
cohomology, H*(X; Z,). Specifically, the projection map to the orbit space, p: X + 
B, is a 2-fold cover whose effect on cohomology is closely related to the transfer 
map [3] by means of an exact sequence (see Section l), 
H*(B; Z,) L H*(B; Z,) 
where w1 is the first Stiefel-Whitney class associated to p. Presumably this is just 
the Gysin exact sequence of the 2-fold cover, but we do not need this. At any rate 
the above exact sequence is an exact couple in the sense of [4] with a resulting 
singly graded ‘transfer’ spectra1 sequence {E F, d,} with ET = H*(X; Z,) and whose 
E, term is related to H*( B; Z,). In particular if X is a finite CW-complex, and the 
involution is cellular, it turns out that Ez = 0. A useful computational observation 
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is the naturality of the transfer spectral sequence with respect to equivariant maps, 
the action of H*(B; Z,) and the action of the mod 2 Steenrod algebra. 
In the last section of the paper we apply the spectral sequence to the example of 
a finite CW-complex, X, with the homotopy type of a stunted real projective space 
lRP”tk/RP”. We first note that there are some homotopy stunted projective spaces 
that admit fixed point free involutions (which arise as a consequence of a homotopy 
equivalence Z”RPk = RP”+k/RP” for certain values of k and n). We use the transfer 
spectral sequence to prove that RPntk/RP” will not admit a fixed point free 
involution for k large enough compared to n (Theorem 3.3). 
1. The transfer spectral sequence 
Throughout this section E2 will denote the cyclic group of order 2 with non-trivial 
element 7, K will be a fixed field of characteristic 2 and (C,, a) will be a chain 
complex of K[Z,]-modules whose homology will be written as H,C,. We require 
(C,, a) to satisfy the following three conditions: 
1.1. (i) Each C, is a free finite rank K[Z,]-module, 
(ii) a: C, + C,_, is a K[Z,]-map, and 
(iii) (C,, a) is ‘connected’, i.e., 
H,C, = 
0 ifi<O 
K if i=O. 
When we write H”C* we mean the cohomology of the cochain complex 
Horn, (C,, K). Note that K may be regarded as a K[Z,]-module via the augmenta- 
tion K[Z,] + K. 
1.2. Notation (i) p: C, + K OKLZL1 C, is the natural projection map p(a) = 1 @u, 
(ii) tr: K OKcZzl C, + C, is the transfer map tr( 10 a) = (1 + 7)~. 
It is easy to verify that tr is well defined. Furthermore, the following sequence is 
exact (see [5, Theorem 3.11) and natural with respect to K[Z,]-chain maps: 
0+K@,~z21C.$4,~ KO K[LII c*+o. (1.3) 
When we apply the cohomology functor H* to (1.3) we obtain the long exact 
sequence 
H*(K OK[+>I cd - H*(K OK[H,I C,) 
(1.4) 
L. W. Cusick / A transfer spectral sequence 11 
where S is a map of degree +l. This is the exact couple from which we will obtain 
the transfer spectral sequence described in the introduction. It is left to identify the 
coboundary map 6. 
We first remark that H*(K OK[a,l C,) is a H*(Z,; K)-module and H*(Z2; K) G 
K[w,], the polynomial algebra on a one-dimensional class. It turns out that S is 
multiplication by w,. To see this, let R,+ K be a free K[Z,]-resolution of K and 
Z”R, the n-fold suspension of R,, i.e. the ith term of I”R, is Ri-,. Then 
H*(K OK,&, 2”R.J is a free K[w,]-module on an n-dimensional class u, and for 
each x E H”(K OKLZ,, C,) there is a K[Z,]-chain map &: C, + 2”R, such that the 
induced map on cohomology 
4;: H*(K OK,L, ~“K,) + H*(K OK,Z~, C*) 
detects x in the sense that $J,*(v,,) = x [2]. Furthermore 4: is a K[ w,]-module map. 
The naturallity of (1.4) gives us a commutative diagram, 
s 
H”(K @KIZ~J C,) B H”+‘(K OKrzzI C,) 
1 
4% 4* 
s I 
H”(K @K,L~, E”R,) - H”+‘(K OK[n,, E”R,) 
Since R, is acyclic, 6(0,) = wi. CT,. We now compute 
6(x) = S4,*(vn) = 4,*S(fllJ = 4,*(w,g”) 
= w, . +:((T,) = w, . x. 
1.5. Proposition. In transfer exact couple (1.4), 6(x) = w, . x. 0 
The transfer spectral sequence is the singly graded spectral sequence arising from 
the exact couple (1.4). We list some immediate properties [4]: 
1.6. (i) ET= H*C, and d,: ET+ ET is given by d,(x) =x+7*x; 
(ii) 
EF+, = tr-‘( w; . H*( K OKlzzl C,))/p*ker w’; 
= H*(Ef; d,), 
where 
ker w;={y~lf*(K OK,=>, C,): wiy=O}; 
(iii) d;: ET + ETm’” is computed as follows: let x E H*C, represent a class 
[x] E ET, then tr(x) = wl-‘y for some y E H*-‘+l( K OKLZzl C,) and d,[x] is the class 
in ET-‘” represented by p*(y); 
(iv) since ET = 0 for * < 0 and each Et is a finite finite dimensional K-vector 
space we may choose for each I a natural number r(I) such that Et,,, = E i(,)+, = . . . = 
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EL, where EL may be computed as 
~5% = Im p*lp*(M*(K @Kt~2~ C,)) 
and 
tH*(K @K[&, C,) = U ker w ;. 
I 
1.7. Corollary. If H*(K OKcz,, C,) is Q torsion module (over K[w,]) then E$ = 0. 
1.8. Corollary. If C, is jinite dimensional then EZ = 0. 
2. Fixed point free involutions 
The application that we have in mind for the transfer spectral sequence is to study 
spaces admitting a fixed point free involution. Thus we assume X to be a CW- 
complex with finitely many cells in each dimension and r: X + X is a cellular map 
satisfying the two conditions 
2.1. (i) r2 = identity, and 
(ii) r is fixed point free. 
We will denote by C,(X; Z,) the CW-chain complex (mod 2) of X and H*(X; Z,) 
is the cohomology of C,(X; Z,). We note that C,(X; Z,) has the structure of a 
free P&Z,]-chain complex satisfying 1.1 and the algebraic transfer map of Section 
1 corresponds to the usual geometric transfer of a 2-fold covering [3]. The resulting 
transfer spectral sequence will be denoted by {E:(X)}. 
As a matter of notation X, will be the orbit space of X under r with natural 
projection p: X + X, We recall 
C*(X,; Z,) = z, Or&z,, C*(X; z,>. 
The mod 2 Steenrod algebra will be denoted by a(2). We note that ET(X) = 
H*(X; h2) is naturally an a(2) and H*(X,; Z,)-module and d, commutes with 
both actions. Fortunately this module structure persists through all ET. 
2.2. Proposition. Let A* = a(2) or H*(X,; E2), then E:(X) inherits from E:_:_,(X) 
the structure of an A*-module and d, is an A*-module map 
Proof. We proceed by induction on r; the case r = 1 being trivial we assume ET 
inherits an A*-module structure. Once we show that d, is an A*-map we are done. 
Let XE H*(X; Z,) represent a class [X]E ET and (Y E A*. Then tr(x) = wl-‘y for 
some y E H*(X,; Z,) and d,[x] is represented by p*y. By induction LY[X] is represen- 
ted by (YX. We need to show that dJax] is represented by gypsy. We treat the two 
cases separately. 
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If A* = a(2) then 
tr(ax)=a tr(x)= c~(w;-‘y)= w;-‘. ay+ wi. u 
for some u E H*(X,; Z,). Thus d,[nx] is represented by p*(ay+ wiu) = p*(~y) = 
cyp*(y), proving this case. 
If A* = H*(X,; Z,) then the module structure is given by (Y. [x] = [p*(a) . x]. 
First recall the multiplicative property of the transfer map [l], 
(Y. tr(x) = tr(p*(a) * x). 
Now, 
(Y. trx = u(w~-‘y) = w’;~‘(a~), 
so d,[ax] is represented by p*(cyy) = cyp*(y) by definition of the action. This com- 
pletes the proof of the second case and hence the proposition. 0 
2.3. Remarks. (i) The infinite cycles of the spectral sequence are the elements of 
image p*. It follows from Proposition 2.2 that if x is an infinite cycle and d,(y) is 
defined then so is d,(x. y) and d,(x. y) =x. d,(y). This will be used in Section 3. 
(ii) If x is an infinite cycle then clearly Sq’x is an infinite cycle. 
3. Stunted projective spaces 
If X is a finite complex admitting a fixed point free involution then we have seen 
that H*(X ; Z,) must accommodate the added structure of a singly graded spectral 
sequence such that the abutment Es vanishes. Of course not every cohomology 
module will satisfy this. In this section we shall consider the example of a finite 
CW-complex X with the homotopy type of a stunted real projective space Z’ZT: = 
RP”+k/RP”. To establish notation we recall the cohomology of the stunted projective 
spaces: 
3.1. (i) 
H’( Pi;‘;; 27,) = 
Z2 if i=Oor n+lsisn+k, 
o 
otherwise. 
Let xi denote the non-zero class for n + 1 G i G n + k and b0 the generator in dimension 
zero. 
(ii) If k 2 n + 2 then there are non-trivial products and xi * xI = x,+~ when these 
terms ae defined. 
! 
i 
0 (iii) Sq’xi = j 
X ,+j if n+l~i~i+j~n+k, 
0 otherwise. 
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We begin with some observations regarding fixed point free involutions on stunted 
projective spaces. 
3.2. (i) 
Theorem. Suppose that X is a finite CW-complex with the homotopy type of 
R Pntk/R P” with cellular involution 7: X + X. Supposefurther that n > 0 and k 2 6n + 7. 
Then T must have a fixed point. 
We will use the following lemma quite often: 
3.4. Lemma. Zfx,+,, . . . , x,+~ are infinite cycles in the transfer spectral sequence then 
so are theirproducts x~,,+~,,, . . , x2,,+*,, and if 2s < t G min(21, k - n) then xZn+, survives 
to -&,+I-,. 
(A class in H*(X ; Z,) is said to survive to E, if it represents a non-zero class in 
ET) 
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Proof of Lemma 3.4. This follows from Remark 2.3. q 
Proof of Theorem 3.3. Let ET be the transfer spectral sequence. Then Et = ET = 
H*(X; Z,). We will show that, under the hypothesis, E% # 0, thus contradicting 
Corollary 1.8. 
Let I be the smallest integer such that x,+,+, supports a non-zero differential. 
Thus xnti, . . , X,+I are infinite cycles. If I> n then Remark 2.3 would imply E, = E,. 
Thus we may assume 1 G n. 
Case 1. I>0 and d r+, x ,,+,+, = x,+,+,-r for some r G 1. By Remark 2.3, 
dr+,(x2n+,+d = dr+,(xn+, . xn+~+,) 
= 
X*+1&+1+1-r = X2n+2+/-r. 
Now, if 1~2, x~~+,+~= x,+~x,,+, is a product of infinite cycles, and consequently 
x~,,+~+~_,. cannot survive to E,,,. But Lemma 3.4 implies x~,,+~+~_~ must survive to 
El+,_, which is a contradiction (if kz 2n + 1). 
Suppose I = 1. That is, we are assuming d2xntZ = x,+,. If n is even, Sq’x,+i = x,,+~, 
an infinite cycle. Thus we may assume n is odd. We will show that this determines 
all of the other differentials. First, we claim that d2x,+4 = x,+~. If n = 1 mod 4 then 
Sq’x,,, = x,+~, in which case dZx,+, = Sq’x,,, = x,+~. Thus assume n - 3 mod 4. We 
maywriten+3dyadicallyasn+3=2+C~=,C,2’whereCi=Oor1(t~2)andC,=1. 
Let (Y = (Sq”-’ . . * Sq2’)(Sqcz+12’+’ . . . Sqc,Ta2”‘). It follows that (YX,,+~ = x~,,+~ and 
ff&+4 = X2,,+3. Now, &x,+4 = A . X,+3 and we wish to show A = 1. Apply the operation 
(Y to this differential to obtain d2(ax,+4) = A~x,,+~, i.e. d2(x2n+3) = Ax,,,,. On the 
other hand, 
4(X2n+A = 4(x,+,x,+2) = xn+,dz(xn+J 
x,+,x,+, = Xln+2. 
So long as k 2 n + 2 this will imply A = 1. 
Now we claim that d2x,+2, = x,,+~~-, for all values of s such that 2 d 2s < k. By 
Remark 2.3 it is enough to prove this for 2s s n + 1. We induct on s. The cases s = 1 
and s = 2 have already been established. Assume, inductively, that 
&x,+2 = x,+1, 
d2x,+2s-2 = xn+2s-3 
(6~ 2s s n + 1). Assume that d2x,+2, = 0. We will arrive at a contradiction. By Remark 
2.3, 
Ux2n+2c+,) = &(x,+,x,+2s) 
x,+,4(x,+2.>) = 0. 
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On the other hand, 
d2(%“+2.~+1) = d2(x n+3&+2s-2) = Xn+3d2(x,+2s-2) 
= 
Xn+3Xn+2r-3 = X2n+2.r 
This says x~,,+~~ = 0 in H*(X; Z,), a contradiction if k > 2n + 1. This completes the 
induction on s and proves d2x,+2,, = x,,+~~_,. It follows that Ez has only two non-zero 
classes, L,, and x,+k. Thus either x,+k is an infinite cycle, in which case it represents 
a non-zero element of E, or d,,+k+,xn+k = L,,. But the latter cannot happen since 
Xn+k = X,+lXk_l a product of infinite cycles (kz n +2). Thus when I= 1, E$#O. 
This completes the proof for Case 1. 
Case 2. 0~ 1s n and d n+l+2~n+,+l = L,, (and of course x,+,, . . . , x,,+~ are infinite 
cycles). If all other differentials were zero then E, # 0. So we may assume further 
non-zero differentials. Let rrr be the smallest integer larger than I such that x,+,,,+i 
supports a non-zero differential, i.e. d,+lx,+,+l = x,,+,,,+~-~ for some r between 1 
and m + 1, inclusive, excluding m - 1. We shall show that this leads to a contradiction. 
By Remark 2.3 we may obtain a bound on m. A crude bound may be obtained by 
noting that if m > 2( n + I + 2) then x,+~+, could be written as a product of elements 
from the set {x,+~+~, . . . , x~,,+~,+~} all of which are infinite cycles. Thus, we may 
assume m s 2n + 21-t 4. Since 1 s n this means m s 4n f4. 
Assume, for the moment, that 1~ 2 and m # Z+2. We may write x~,,+,,,+~ = 
X “+I . x~+,,,+~ or x,+~x,+,. In the first case dr+,qn+m+2 =x~,,+,,,+~_~ (by Remark 2.3 
and the above assumption). In the second case x,,+~ and x,+, are infinite cycles, 
consequently so is x2,+,+,. Thus x~,,+,,,+~_~ cannot survive to E,,,. We claim this is 
a contradiction. To see this first note that xZnt2,. . . , x~,,+~~ are all infinite cycles. 
This follows from the assumptions that x,,+i, . . . , x,+/, x,,+~+~, . . . , x,+, are infinite 
cycles and Remark 2.3 along with the observation that x2n+21+2= Sq”+‘+‘x,+,+, 
(which implies x~“+~,+~ is an infinite cycle). Thus x~,,+,,,+~-~ must survive to E,+,_,. 
This is a contradiction so long as m 2 2 and k > 4n + 6. 
Thus, we may assume either m = I+ 2 or 0~ Is 1. 
Assume I= 0. Thus d,,+2xn+l = L” and d,+,x,+,+, = x,,+,,,+~_~. First note that x,,+~ 
is an infinite cycle. We claim that x,,+~ is an infinite cycle. If n is odd then this is 
clear because in that case xHt3 = Sq’x,,,. Now suppose n is even and greater than 
zero. The only possible non-zero differential that x,,+~ could support would be 
d2xnt3 = x,,+~. This implies 
&(x2,,+5) = &(x,+2 . X,+3) 
=x,+2 2 d( Xn+3) = X2n+4, 
But xZnt5 = Sq2x2,+j (n is even), so 
dAxsn+d = Sq24(x,n+,) 
= Sq24(xn+2xn+,) = Sq2(x,+Ax,+,). 
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n > 0, d2x,+, = 0, thus dZx2n+5 = 0, i.e. xZnt4= 0. This is a contradiction for 
kz2n+4. So x,+~ is an infinite cycle (and in particular m 2 3). Now we may 
compute dr+,(x2n+m+3 ) two different ways. On one hand, 
dr+,(xzn+m+3) = dr+,(xn+z . xn+m+,) 
=x,+2 ’ X,+,+1-r = X2n+m+3Cr. 
On the other hand, xZntmt3 = x,+~ . x,+,, a product of infinite cycles. Consequently 
x~,,+,,,+~_~ cannot survive to E,,,. If we apply Lemma 3.4 to the infinite cycles 
Xn+2r...rXn+m we see that x~,,+,,,+~-~ must survive to Em+r_2 (for k 2 6n +7) which 
is a contradiction when m 2 3. So we see that 1 f 0. 
Assume I= 1. Thus, x,,, is an infinite cycle, dn+3x,+2= L,, and d,+,x,+,,+, = 
X n+m+,-r for some r. Then 
d,+,(xz,+,+z) = d,+,(x,+, * xn+m+,-r) 
= x,+1 . Xn+m+,-r = X2n+m+ZSr. 
Since m 2 2 we may write x2n+m+2 = x,+~ . x,+,-,. 
If m 2 4 both terms in the above product are infinite cycles, consequently so is 
X 2n+m+2. This implies x~,,+,,,+~_~ cannot survive to E,,,. This is a contradiction 
because X2n+2, X2n+5j.. . , X2n+2m are infinite cycles by Lemma 3.4, x~,,+~ = Sq”t2x,+2 
consequently an infinite cycle and x~,,+~ = x,+, . x,,+~ an infinite cycle since it survives 
to En+3 and all higher differentials would be zero for dimension reasons. Thus 
x~,,+,,,+~-~ will survive to E,+,_,, a contradiction (for k B 6n +7). 
This still leaves the possibility that m = 2 or 3. If m = 2 the only possible non-zero 
differential is d3x,+3 = x,+,. This is clearly impossible if n is even (in which case 
X ?I+2 = S4’Xn+,, an infinite cycle). If n is odd then x,+~ = Sq’x,+z, so 
&x,+3 = Sq’d,x,,, = 0. 
So m = 2 is not possible. If m = 3 the only possible non-zero differentials are 
&+,X,+4 = X,+4-r for r = 1 or 3. We compute 
d,+,(xz,+s) = d,+,(x,+, . X,+4) 
Xn+,dr+,(Xn+4) = X2n+5-r. 
On the other hand, 
dr+,(xln+J = dr+,(x,+3 . xn+J = xn+xd 
We note that dr+,x,+2 is defined and in fact 
&+,x,+2 = 
1 
L” if n=l and r=3, 
0 otherwise. 
If n=l and r=3 then 
dr+,xn+d = d4x5 = Sq2d4x3 = 0. 
+ ,(X,+2). 
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So we may exclude this possibility. Thus d,+lxn+2=0 and consequently x*“+~-~ 
cannot survive to E,,,. If I = 1 this is clearly a contradiction. If r = 3, this means 
X~,,+~ cannot survive to E4. The only possible way this could happen is if d3x2,,+., = 
x2,+2 Or d2x2n+3 = x2,+2. But x2n+4 = x,+1 * x,+3 a product of infinite cycles and 
X 2nt3 = x,+1 . x,,+~ a product of an infinite cycle and a (n +2)-cycle. Thus, both 
possible differentials are zero. So we see that I# 1. 
Assume 1~ 2 and m = I+ 2. Thus x,+,, . . . , x,+~ are infinite cycles, dn+l+2xn+l+, = L,, 
and d,+,x,+l+2 = x,+~+~_~ for some r. Then 
dr+ix2n+,+3 = &+1(x,+, . x,+,+2) 
=xn+1 r+, d (x,+1+2) = X2n+l+3-r. 
Now, X2n+l+3 = X,+I ’ x,,+~ is a product of infinite cycles for 1~ 3, and a product of 
an infinite cycle and a (n + 3) -cycle when I = 3. In either case dr+,x2n+l+3 = 0. Thus 
x2n+l+3-r cannot survive to E,,,. Apply Lemma 3.4 to the infinite cycles x,,+~, . . . , x,+, 
to conclude ~2~+(+3-~ must survive to Eltrp2 (k 2 2n + 3). This is a contradiction if 
I a 3. If I= 2 we must have I = 2 or 3. When r = 2 the above analysis implies xZnt3 
cannot survive to E3. This could only happen if d2x2n+4 = ~2,,+3. But ~2,,+4 = (x,+~)~ 
an infinite cycle, so we may exclude this possibility. When r = 3 we have that X~,,+~ 
cannot survive to E4. This means that either d2x2n+3 =x~,,+~ (impossible since 
X 2n+3 = x,+1 ’ x,+2 a product of infinite cycles) or d 3 x 2,,+4 = xZnt2 (impossible by the 
above remarks). Thus m f I + 2 if Ia 2. 
We have exhausted all possible cases and proven the theorem. 0 
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