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MAXIMAL REPRESENTATIONS, NON ARCHIMEDEAN
SIEGEL SPACES, AND BUILDINGS
M. BURGER AND M. B. POZZETTI
Abstract. Let F be a real closed field. We define the notion of a max-
imal framing for a representation of the fundamental group of a surface
with values in Sp(2n, F). We show that ultralimits of maximal represen-
tations in Sp(2n,R) admit such a framing, and that all maximal framed
representations satisfy a suitable generalization of the classical Collar
Lemma. In particular this establishes a Collar Lemma for all maximal
representations into Sp(2n,R). We then describe a procedure to get from
representations in Sp(2n, F) interesting actions on affine buildings, and,
in the case of representations admitting a maximal framing, we describe
the structure of the elements of the group acting with zero translation
length.
1. Introduction
Let Σ be a surface of genus g with p ≥ 0 punctures, and V be a symplectic
vector space over R. A current theme in higher Teichmüller theory is to
which extent classical hyperbolic geometry and some fundamental structures
on the Teichmüller space of Σ carry over to the geometry and the moduli
space of maximal representations of Γ = π1(Σ) into Sp(V ). For instance
compactifications of spaces of representations of Γ have been introduced and
studied in [Par12, Ale08, Le12]. In the context of Hitchin representations,
asymptotic properties of diverging sequences are studied in [Zha13, Zha14,
CL14, Lof15, Par15, KNPS15, MSWW14].
The purpose of this paper is to study the action on an asymptotic cone of
the symmetric space X associated to Sp(V ) defined by a sequence (ρk)k∈N
of maximal representations ρk : Γ → Sp(V ). More precisely, we fix a non
principal ultrafilter ω on N and let (xk)k∈N ∈ XN be a sequence of basepoints.
We say that a sequence of scales (λk)k∈N is adapted to (ρk, xk)k∈N if
lim
ω
DS(ρk)(xk)
λk
<∞
where for a representation ρ and a generating set S for Γ we defineDS(ρ)(x) =
maxγ∈S d(ρ(γ)x, x). Observe that the above property is independent of the
choice of the finite generating set S.
In this situation we obtain an action ωρλ : Γ → Iso(ωXλ) by isometries
on the asymptotic cone ωXλ of the sequence (X , xk, dλk ). The space ωXλ is
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not only CAT(0)-complete, but, when the limit limω λk is infinite, it is an
affine building associated to the algebraic group Sp(V ) over a specific field
[KL97, Par00, Tho02, KT04]; more on this below. Depending on the choice
of scales the representation ωρλ might have a global fixed point, but, as it
turns out, if the representations ρk are maximal, the limiting action is always
faithful. Our main result gives then the underlying geometric structure of
the set of elements γ in Γ whose translation length L(ωρλ(γ)) in
ωXλ is zero;
notice that for an isometry of an affine building having zero translation length
is equivalent to having a fixed point.
For convenience we fix once and for all a complete hyperbolic metric on Σ
of finite area, and identify Γ with a subgroup of PSL(2,R). In order to state
this result we recall that a decomposition Σ =
⋃
v∈V Σv into subsurfaces with
geodesic boundary gives rise to a presentation of Γ as fundamental group of
a graph of groups with vertex set V and vertex groups π1(Σv). The group Γ
acts on the associated Bass-Serre tree T and in particular on its vertex set
V˜; observe that for v ∈ V and w ∈ V˜ lying above v, the stabilizer Γw of w in
Γ is isomorphic to π1(Σv).
Theorem 1.1. Let ρk : Γ → Sp(V ) be a sequence of maximal representa-
tions, (λk)k≥1 an adapted sequence of scales and
ωρλ the action of Γ on the
asymptotic cone ωXλ. Then ωρλ is faithful. Moreover there is a decomposition
Σ =
⋃
v∈V Σv of Σ into subsurfaces with geodesic boundary such that
(1) for every γ ∈ Γ whose corresponding closed geodesic is not contained
in any subsurface, L(ωρλ(γ)) > 0;
(2) for every v ∈ V there is the following dichotomy:
(A) for every w ∈ V˜ lying above v, and any γ ∈ Γw which is not
boundary parallel, L(ωρλ(γ)) > 0,
(B) for every w ∈ V˜ lying above v, there is a point bw ∈ωXλ which
is fixed by Γw.
An natural question is, given a sequence of maximal representations, how
the choice of basepoints and scales influences the action of Γ on the as-
ymptotic cone and in particular the decomposition given in Theorem 1.1.
Turning to this issue recall that for a maximal representation ρ : Γ→ Sp(V )
the displacement function x 7→ DS(ρ(x)) with respect to a generating set
S ⊂ Γ achieves its minimum µS(ρ) in a compact region of the symmetric
space X . Given a sequence (ρk)k∈N of maximal representations we have
limω µS(ρk) < ∞ if and only if, up to modifying the sequence on a set of
ω-measure zero, (ρk)k∈N is contained in a compact subset of the character
variety of maximal representations.
Assume thus limω µS(ρk) = ∞. Then, choosing a basepoint xk ∈ X such
that DS(ρk)(xk) = µS(ρk), the sequence of scales µk := µS(ρk) is obviously
adapted to the sequence (ρk, xk) and the resulting Γ-action
ωρµ on
ωXµ has
no global fixed point. We show then (see Proposition 10.6) that if yk ∈ X
is a sequence of basepoints and (λk)k∈N is an adapted sequence of scales
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such that ωρλ has no global fixed point, then
ωXλ equals ωXµ with homo-
thetic distance function and the actions ωρλ and
ωρµ coincide. In particular
the decomposition of Σ into subsurfaces given by Theorem 1.1 is uniquely
determined by the sequence (ρk)k∈N.
We say that a subsurface is of type A (resp. B) if the first (resp. the
second) possibility in Theorem 1.1(2) holds. One can show that any decom-
position of the surface Σ and any assignment of type A or B to the subsurfaces
can be realized by the limiting action for an appropriate sequence (ρk)k∈N.
On the other hand Theorem 1.1 suggests that in a generic limiting action
without a global fixed point, no element of Γ should have zero translation
length. We plan on analyzing the properties of such representations in future
work.
In case there is a subsurface of type B, the restriction ρw,k := ρk|Γw :
Γw → Sp(V ) is a sequence of maximal representations to which the preced-
ing discussion applies, that is either up to ω-measure zero the sequence is
relatively compact in the character variety of Γw or there is an essentially
unique choice of basepoints and scales such that the limiting action does not
have a global fixed point. Since at each step the topological complexity of
the surface decreases, this procedure stops after finitely many iterations and
can be seen as an asymptotic expansion of the initial sequence (ρk)k∈N.
When each subsurface in the decomposition of Theorem 1.1 is of type B,
we can use the fixed points bw to construct a map from the Bass-Serre tree
T to the asymptotic cone:
Theorem 1.2. Assume that for any subsurface of the decomposition pos-
sibility B holds. Then there is a ωρλ-equivariant quasi isometric embedding
T →ωXλ.
In the case of a vector space of dimension 2, maximal representations cor-
respond to holonomies of hyperbolizations; in this case the second possibility
in Theorem 1.1 occurs for example for sequences of hyperbolizations obtained
by pinching a multicurve. In this case the image of the quasi isometric em-
bedding of Theorem 1.2 is a simplicial subtree of the asymptotic cone ωXλ.
In higher rank it is possible to construct examples in which the image of the
Bass-Serre tree is not totally geodesic in the affine building ωXλ.
We finish our discussion about ultralimits of maximal representations men-
tioning two interesting geometric properties of maximal representations that
can be deduced from our work. Let S be a connected generating set, namely
a generating set for Γ such that the union of the closed geodesics represent-
ing the elements of S is a connected subset of Σ and let LS(ρ) denote the
maximal displacement of an element in the generating set S:
LS(ρ) = max
γ∈S
L(ρ(γ)).
Corollary 1.3. Let S ⊂ Γ be a connected generating set for Γ. Then there
is a constant C depending only on S and 2n = dimV such that for any
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maximal representation ρ : Γ→ Sp(V ) we have
(ln 2)
√
n ≤ LS(ρ) ≤ µS(ρ) ≤ CLS(ρ).
We say that two diverging sequences of real numbers (λk) and (µk) have
the same growth rate according to the ultrafilter ω if limω λk/µk is finite and
non-zero.
Corollary 1.4. Let (ρk)k∈N be a sequence of maximal representations of the
fundamental group Γ of a surface of genus g with p punctures. Then, varying
γ ∈ Γ there are at most 8g − 8 + 4p distinct growth rate classes among the
sequences L(ρk(γ))k∈N.
1.1. Real closed fields. The building structure on ωXλ alluded to previ-
ously comes about as follows. Assume that the sequence of scales λk is
unbounded. Then σ = (e−λk) is an infinitesimal in the field Rω of the hyper-
reals and the building ωXλ is associated to Sp(V ⊗ Rω,σ) where Rω,σ is the
valuation field introduced by Robinson [Par00, Tho02]. The characterizing
properties of the representations arising as ultralimits of maximal represen-
tations make sense in the more general context of symplectic groups over
arbitrary real closed fields. Indeed when VF is a symplectic vector space over
a real closed field F, the Kashiwara cocycle classifies the orbits of Sp(VF) on
triples of pairwise transverse Lagrangians and can be used to select maximal
triples (see Section 2.3 for a precise definition of maximal triples). The gen-
eral object of our study are representations which admit a maximal framing:
Definition 1.5. A representation ρ : Γ→ Sp(VF) admits a maximal framing
if there exists an equivariant map φ : S → L(VF) from a Γ-invariant subset
S ⊂ ∂H2 including the fixed points of hyperbolic elements of Γ, into the
space L(VF) of Lagrangians, such that for every positively oriented triple
(x, y, z) in S, the image (φ(x), φ(y), φ(z)) is maximal.
If F = R any maximal representation admits a maximal framing [BIW10,
Theorem 8], and we show in Corollary 10.4 that this is also true for all ultra-
limits of maximal representations. Even more, the class of representations
admitting a maximal framing is closed under the natural reduction process
we are now going to describe. Let O ⊂ F be an order convex local subring,
its quotient by the maximal ideal, denoted FO , is real closed as well. Assume
now that there exists a symplectic basis of VF such that ρ(Γ) ⊂ Sp(2n,O).
We can then consider the composition ρO of ρ with the quotient homomor-
phism Sp(2n,O)→ Sp(2n,FO):
Theorem 1.6. Assume that ρ : Γ → Sp(VF) admits a maximal framing,
then the reduction ρO : Γ→ Sp(VFO ) admits a maximal framing as well.
Theorem 1.6 allows in general to obtain well controlled actions on affine
buildings. Indeed, for each infinitesimal σ > 0, the set of elements of F which
are comparable with σ:
Oσ = {x ∈ F| |x| ≤ σ−k for some k ∈ Z}
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forms an order convex subring of F. We denote by Fσ its residue field which
inherits from Oσ an order compatible valuation. As a consequence, to any
reductive algebraic group over Fσ is associated an affine Bruhat-Tits building
[BT72]. Since Γ is finitely generated, for each representation ρ : Γ→ Sp(VF)
and every choice of a basis, it is possible to chose an infinitesimal σ such that
ρ(Γ) ⊂ Sp(2n,Oσ). By passing to the quotient ρσ : Γ → Sp(2n,Fσ) we get
an action on the affine building associated to Sp(2n,Fσ). The main result
for maximal framed representations over real closed fields with valuation is
Theorem 1.7. Let ρ : Γ → Sp(VL) be a maximal framed representation,
where L is real closed with order compatible valuation, and let B be the
Bruhat-Tits affine building associated to Sp(VL). Then the action of Γ on B
satisfies the conclusions of Theorem 1.1.
When L is a real closed field with order compatible valuation, we denote
by U the order convex valuation ring with residue field LU . We already men-
tioned that the action on the affine building associated to a representation
ρ : Γ → Sp(VL) might have a global fixed point. However, when this is the
case, it is possible to find a symplectic basis of VL such that ρ(Γ) ⊂ Sp(2n,U)
and, if ρ admits a maximal framing, then it follows from Theorem 1.6 that
the reduction ρU : Γ→ Sp(2n,LU ) has the same property. In particular this
can be used to study the restriction of the representation ρ to the subsurfaces
defined in Theorem 1.7.
As a consequence of Theorem 1.7 we get a concrete way of checking if a
representation ρ admitting a maximal framing has a global fixedpoint: if S
is a connected generating set for Γ, then ρ has a global fixed point if and
only if each element of S has a fixed point (see Corollary 7.6 for a precise
formulation of this result and some further comments).
1.2. Tools. We now turn to a short description of the key tools we develop
in this paper. In the context of his approach to the compactification of the
Teichmüller space [Bru88a], Brumfiel studied non-Archimedean hyperbolic
planes [Bru88b]: for any ordered field F, he associates to PSL2(F) a non-
standard hyperbolic plane HF2 and, for fields with valuation, he introduces
a pseudodistance on HF2 whose Hausdorff quotient is the R-tree associated
to PSL2(F). Inspired by Brumfiel’s work (cfr. also [KT04]), we associate to
a symplectic group Sp(2n,F) over a real closed field F the space
XF = {X + iY |X,Y ∈ Sym(n,F), Y positive definite}
on which Sp(2n,F) acts by fractional linear transformations. The Sp(2n,F)-
space XF can be thought of as a non-standard version of the Siegel upper
half-space. Using a matrix valued crossratio we define, for any two transverse
Lagrangians a, b ∈ L(F2n), the F-tube Ya,b which is the non-standard sym-
metric space associated to the stabilizer in Sp(2n,F) of the pair (a, b), a group
isomorphic to GL(n,F). In the case of the hyperbolic plane, the F-tubes are
just the Euclidean half-circles joining the ideal points a, b. Given a represen-
tation ρ : Γ → Sp(2n,F) admitting a maximal framing φ : S → L(F2n) we
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can associate to every hyperbolic element γ ∈ Γ the F-tube Yγ = Yφ(γ−),φ(γ+)
where {γ−, γ+} are the fixed points of γ in ∂H2. One key property that we
exploit is that the intersection pattern of the axis of hyperbolic elements
in Γ is reflected in the intersection pattern of the corresponding F- tubes.
When the field F has an order compatible valuation, there is a natural R≥0-
valued pseudodistance on XF, and the relation between crossratios and this
pseudodistance allows us to quantify the intersection pattern of the F-tubes.
Finally we exploit that the Hausdorff quotient of XF can be identified with
the set of vertices of the affine Bruhat-Tits building associated to Sp(2n,F).
1.3. Collar Lemma. We finish this introduction discussing another geo-
metric property of representations admitting a maximal framing, which is at
the basis of most of the results we discussed so far. Recall that, since any
element g ∈ Sp(V ) is conjugate to tg−1, the set of eigenvalues of a symplec-
tic element is closed with respect to inverses: if λ is an eigenvalue of g, the
same is true for λ−1. With a slight abuse of terminology we say that two
hyperbolic elements γ, η ∈ Γ < PSL2(R) intersect if their axis do.
Theorem 1.8 (Collar Lemma). Let F be a real closed field and ρ : Γ →
Sp(VF) be a representation admitting a maximal framing. Then if γ ∈ Γ
is hyperbolic, ρ(γ) has no eigenvalue of absolute value 1. Let |λ1(γ)| ≥
. . . ≥ |λn(γ)| > 1 be the eigenvalues of absolute value larger than 1. If the
hyperbolic elements γ, η in Γ have positive intersection number, then:
|λ1(γ)|2n ≥ 1|λn(η)|2 − 1 .(1) (
n∏
i=1
|λi(γ)|2/n − 1
)(
n∏
i=1
|λi(η)|2/n − 1
)
≥ 1.(2)
Here | · | denotes the F-valued absolute value on F[i], and we count the
eigenvalues with their multiplicity as roots of the characteristic polynomial.
We now draw some consequences in the case of classical maximal represen-
tations (see Corollary 7.5 for similar considerations in the case of actions on
buildings). It was established by Siegel (cfr. [Sie43, Theorem 3]) that, under
suitable normalizations, the translation length of an isometry g ∈ Sp(2n,R)
on the symmetric space XR is
L(g) = 2
√√√√ n∑
i=1
ln2(|λi(g)|).
Using this formula we get, from Theorem 1.8 (2), the following
Corollary 1.9. Let ρ : Γ → Sp(2n,R) be a maximal representation. If γ
and η have positive intersection number, then(
e
L(ρ(γ))√
n − 1
)(
e
L(ρ(η))√
n − 1
)
≥ 1.
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Using that ex − 1 ≤ 2x for x ≤ 1, we get that, if L(ρ(η)) ≤ √n, then
L(ρ(γ))√
n
≥ ln
( √
n
2L(ρ(η))
)
which exhibits the same asymptotic growth relation as in the Teichmüller
setting. However it is worth remarking that, as opposed to the classical Col-
lar Lemma, Theorem 1.8 is not just a consequence of the Margulis Lemma:
in our setting the sets of minimal displacement of the isometries ρ(γ) and
ρ(η) do not necessarily intersect. A similar version of the Collar Lemma in
the framework of Hitchin representations has been recently established in
[LZ14] (see Remark 3.5 for a comparison with our results).
1.4. Outline of the paper. In Section 2 we define three different models
for the nonstandard symmetric space and we study the action of Sp(V ) on
n-tuples of transverse Lagrangians. Section 3 is devoted to the proof of
the Collar Lemma, Theorem 3.3, for representations admitting a maximal
framing. The matrix valued crossratio and the F-tubes are introduced and
studied in Section 4. In Section 5 we focus on order convex subrings and
describe how to obtain representations over the residue field. The main result
of the section is Theorem 5.9 (Theorem 1.6 in the introduction), whose proof
also exploits the geometric input coming from the Collar Lemma. In Section
6 we restrict to fields with valuations and use the crossratio to describe the
projection from the nonstandard symmetric space to the affine Bruhat-Tits
building. In Section 7 we initiate our study of elements with zero translation
length: to each such element we associate a pair of canonical fixed points
(Proposition 7.1) and give sufficient conditions for these points to coincide
(Proposition 7.3). The proof of the Decomposition Theorem 1.7 (Theorem
8.1) occupies Section 8, while Theorem 1.2 is proven in Section 9. In the last
section of the paper we discuss the relation between ultralimits of maximal
representations and representations in symplectic groups over the Robinson
field Rω,σ. This allows us to deduce Theorem 1.1 from the more general
Theorem 1.7, and, in the case of closed surfaces, to completely characterize
representations in Sp(2n,Rω,σ) which admit a maximal framing (Theorem
10.5).
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2. Symplectic geometry over real closed fields
2.1. Basic objects. Let V be a 2n-dimensional vector space over a field
F, endowed with a symplectic form 〈·, ·〉. We denote by Sp(V ) the sym-
plectic group, the subgroup of GL(V ) preserving the form 〈·, ·〉, and by
L(V ) ⊂ Grn(V ) the set of Lagrangian subspaces: the set of maximal isotropic
subspaces of V . Whenever a Lagrangian l is fixed we denote by L(V )l the
set of Lagrangians transverse to l, and by Q(l) the vector space of quadratic
forms on l.
Given a, b in L(V ) transverse, we recall the construction of an affine chart
ja,b : Q(a)→ L(V )b.
For each element f in Q(a) we denote by bf : a × a → F the associated
symmetric bilinear form. Since a and b are transverse, the symplectic pairing
induces an isomorphism of a with the dual of b. We denote by Tf : a → b
the unique linear map satisfying
〈v, Tf (w)〉 = bf (v,w), for v,w ∈ a
The subspace of V defined by
ja,b(f) := {v + Tf (v)|v ∈ a}
is a Lagrangian subspace transverse to b.
Conversely if l is transverse to b, any vector v in a can be written uniquely
as a combination of a vector in b and a vector in l. This allows us to define
a linear map T la,b : a → b by requiring that v + T la,b(v) ∈ l. In turn we can
use T la,b to define the quadratic form Qa,l,b on a:
Qa,l,b(v) = 〈v, T la,b(v)〉, v ∈ a
which satisfies ja,b(Qa,l,b) = l. When a and b are clear from the context we
will often abbreviate Qa,l,b by Ql.
2.2. Three models of the Siegel space. The symmetric space associated
to the symplectic group Sp(2n,R) was extensively studied by Siegel [Sie43]
and is often referred to as the Siegel space. We now show that the three
most studied models for the Siegel space can be defined over arbitrary or-
dered fields, are always equivariantly isomorphic, and give rise to interesting
geometries.
We fix an ordered field F. Clearly the polynomial f(x) = x2 + 1 is ir-
reducible in F[x], we denote by i ∈ F a root of the polynomial f and by
K the splitting field of f , the degree two extension K = F[i]. If V is a 2n-
dimensional vector space over F endowed with a symplectic form 〈·, ·〉, we
denote by VK the “complexification” VK = V ⊗ K and by 〈·, ·〉K : V 2K → K
the K-linear extension to VK of 〈·, ·〉.
The first model of the Siegel space consists of the set of compatible complex
structures on V , that is
XV = {J ∈ GL(V )| J2 = −Id, 〈J ·, ·〉 is a scalar product}.
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The set XV is a semialgebraic subset of End(V ) on which the symplectic
group Sp(V ) acts by conjugation. For J ∈ XV we will denote by (·, ·)J :=
〈J ·, ·〉 the corresponding scalar product.
The second model of the Siegel space corresponds to the image of the Borel
embedding (cfr. [BILW05, Section 2.1.1], [Sat80]). As in the real case we
realize XV as a semialgebraic subset TV of L(VK). Indeed if J ∈ GL(V ) is an
element of XV the complexification J⊗IK is diagonalizable over K. It is easy
to verify that the eigenspaces L±J of J⊗IK with respect to the eigenvalues ±i
are elements of L(VK). If we denote by σ : VK → VK the complex conjugation
with respect to the real form V , we get that σ(L±J ) = L
∓
J . The image TV of
the Borel embedding can be characterized as the set
TV = {L ∈ L(VK)| i〈·, σ(·)〉K|L×L is positive definite}.
Lemma 2.1. The algebraic map
XV → TV
J 7→ L+J
induces an Sp(V )-equivariant bijection.
Proof. If v = x+ iy is an eigenvector for the endomorphism J ⊗ IK of eigen-
value i, it follows that y = −Jx. In particular the restriction of i〈·, σ(·)〉K
satisfies
i〈v, σ(v)〉K = i〈x, iJx〉K + i〈−iJx, x〉K
= 2〈Jx, x〉K
and this implies that the image of XV is contained in TV .
Conversely if L ∈ L(VK) is such that i〈·, σ(·)〉K|L×L is positive definite, L
is transverse to σ(L) since the restriction of the aforementioned Hermitian
form to this second subspace is negative definite. We denote by JL the
endomorphism of VK defined by imposing that JL(v) = iv for each v in L
and JL(v
′) = −iv′ for each v′ ∈ σ(L).
Since any element w of V can be written uniquely as w = v + σ(v) for
some v ∈ L, and in particular Jw = iv − iσ(v) = iv + σ(iv) ∈ V , the endo-
morphism JL preserves the real structure V . Moreover since the Hermitian
form i〈·, σ(·)〉K|L×L is by assumption positive definite, the quadratic form
〈J ·, ·〉 is positive definite. 
The third and most concrete model for the Siegel space is the upper half-
space XF, a specific set of K-valued symmetric matrices:
XF = {X + iY | X ∈ Sym(n,F), Y ∈ Sym+(n,F)}.
Here Sym(n,F) denotes the vector space of symmetric n-dimensional matri-
ces with coefficients in F and Sym+(n,F) denotes the properly convex cone
in Sym(n,F) consisting of positive definite symmetric matrices.
In order to establish a bijection between TV and XF, we fix a Lagrangian
l∞ in L(V ), a complex structure J ∈ XF and a basis e1, . . . , en of l∞ which
10 MAXIMAL REPRESENTATIONS AND BUILDINGS
is orthonormal for (·, ·)J . The matrix representing the symplectic form with
respect to the basis
B = {e1, . . . , en,−Je1, . . . ,−Jen}
of V is
(
0 −Id
Id 0
)
. Moreover using the basis B we can associate to any 2n× n
dimensional matrix M of maximal rank the n-dimensional subspace of V
spanned by the columns of M . We use this to give an explicit identification
of Sym(n,K) with the affine chart of L(VK) which consists of subspaces
transverse to l∞:
ι : Sym(n,K) → L(VK)
X 7→ (XId ) .
It is easy to verify that if we use the basis {−Je1, . . . ,−Jen} to identify the
space Sym(n,K) with Q(Jl∞), we get that the map ι corresponds to the
map jJl∞,l∞ described in Section 2.1.
Since the restriction of i〈·, σ(·)〉K to l∞ is identically zero, every element l
of TV belongs to the image of ι, and it is easy to verify that the restriction of
i〈·, σ(·)〉K to ι(X + iY ) can be represented by the matrix 2Y . In particular
ι restricts to a bijection between TV and XF. Notice that the restriction
of ι to the subset of F-valued symmetric matrices has image in L(V ) and
gives a parametrization of the affine chart of L(V ) consisting of Lagrangians
transverse to l∞.
It follows from the identification between XV and XF that the symplectic
group Sp(2n,F) acts on XF by fractional linear transformations:(
A B
C D
)
· Z = (AZ +B)(CZ +D)−1.
It will be useful in the following to record that, with our choice for the
symplectic form, an element
(
A B
C D
)
belongs to Sp(2n,F) if and only if
tAD −tCB = Id
tAC = CtA
tBD =tDB.
In order to achieve transitivity of the symplectic group on the Siegel upper
half-space, we need to restrict to real closed fields:
Definition 2.2. A real closed field is an ordered field F in which every
positive element is a square and such that every polynomial in one variable
over F factors into linear and quadratic factors.
Lemma 2.3. If F is a real closed field, the symplectic group Sp(2n,F) acts
transitively on XF.
Proof. Since F is, by assumption, real closed, every symmetric matrix is
diagonalizable by an orthogonal matrix, and, as soon as it is positive definite,
it admits an unique positive square root [Kap03, Section 2-4]. Let nowX+iY
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be a point in XF and let S be the square root of Y . We have
X + iY =
(
S XS−1
0 S−1
)
· iId.

2.3. Action on F-Lagrangians. We now want to understand the action of
Sp(V ) on n-tuples of pairwise transverse Lagrangians. We denote this set
by L(V )(n):
L(V )(n) = {(l1, . . . , ln) ∈ L(V )n| li ⋔ lj}.
It is a general fact that, for any field F, the symplectic group acts transi-
tively on pairs of transverse Lagrangians.
Lemma 2.4. The symplectic group Sp(V ) acts transitively on L(V )(2).
Recall from Section 2.1 that, whenever two transverse Lagrangians a, b
are fixed, we have an identification ja,b : Q(a) ∼= L(V )b, and we denote
by Qa,l,b the inverse image j
−1
a,b (l). Clearly for any element g in Sp(V ) the
quadratic forms Ql1,l2,l3 and Qgl1,gl2,gl3 are equivalent. As it turns out, the
equivalence class of the quadratic form Ql1,l2,l3 is a complete invariant of the
triple (l1, l2, l3) up to the symplectic group action:
Proposition 2.5. The triples (l1, l2, l3), (m1,m2,m3) in L(V )(3) are equiv-
alent modulo the symplectic group action if and only if the quadratic forms
Ql1,l2,l3 and Qm1,m2,m3 are equivalent.
Proof. Since Sp(V ) is transitive on pairs of transverse subspace we can as-
sume that l1 = m1 = a and l3 = m3 = b. The result now follows from the
fact that the stabilizer in Sp(V ) of the pair a, b is GL(n,F) acting on Q(a)
by congruence. 
In particular Sylvester’s theorem allows to count the number of Sp(V )-
orbits when the field F is real closed: since in this case the signature sign(Q)
is a complete invariant of a quadratic form Q up to equivalence (see [Kap03,
Theorem 9]), we have
Corollary 2.6. Let F be a real closed field, and let V be a symplectic F-vector
space of dimension 2n. Then there are n+ 1 orbits of Sp(V ) in L(V )(3).
A fundamental tool in the study of Lagrangian subspaces is the Kashiwara
cocycle, which, at least when F = R is also known as the Maslov cocycle:
Definition 2.7. The Kashiwara cocycle is the function
τ L3(V ) → Z
(l1, l2, l3) 7→ sign(Q)
where Q is the quadratic form on the abstract direct sum l1⊕ l2⊕ l3 defined
by
Q(x1, x2, x3) = 〈x1, x2〉+ 〈x2, x3〉+ 〈x3, x1〉.
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The following properties of the Kashiwara cocycle are well known:
Proposition 2.8 (See [LV80, Section 1.5]). Let (V, 〈·, ·〉) be a 2n-dimensional
symplectic vector space over a real closed field:
(1) τ is alternating and invariant for the diagonal action of Sp(V ) on
L(V )3;
(2) τ has values in {−n,−n + 1, . . . , n}. On triples consisting of pair-
wise transverse Lagrangians it only achieves the values {−n,−n +
2, . . . , n}. If |τ(l1, l2, l3)| = n then li are pairwise transverse;
(3) If (l1, l2, l3) are pairwise transverse, then
τ(l1, l2, l3) = sign(Ql1,l2,l3)
(4) τ is a cocycle: for each 4-tuple (l1, l2, l3, l4), we have
τ(l2, l3, l4)− τ(l1, l3, l4) + τ(l1, l2, l4)− τ(l1, l2, l3) = 0.
The second and the third statement in Proposition 2.8 justify the following
definition:
Definition 2.9. A triple (l1, l2, l3) ∈ L(V )(3) is maximal if Ql1,l2,l3 is posi-
tive definite. More generally an n-tuple (l1, . . . , ln) is maximal if Qli,lj ,lk is
positive definite for any ordered triple of indices i < j < k.
Let a, b ∈ L(V ) be transverse. We denote by ((a, b)) the subset of L(V )
consisting of points c such that the triple (a, c, b) is maximal:
((a, b)) = {c ∈ L(V )|(a, c, b) ∈ L(V )(3) is maximal}.
Similarly for a, b in S1 we denote by ((a, b)) the interval consisting of points
c such that (a, c, b) is positively oriented. The following lemma follows from
Proposition 2.8 together with the observation that the unipotent radical of
the stabilizer in Sp(V ) of b is isomorphic to Sym(n,F) and acts on Q(a) by
translation:
Lemma 2.10. (1) A triple (a, l, b) is maximal if and only if l = ja,b(q)
for a positive definite quadratic form q ∈ Q(a).
(2) A 4-tuple (l1, l2, l3, l4) is maximal if and only if q2 and q3 − q2 are
positive definite where l2 = jl1,l4(q2), l3 = jl1,l4(q3).
We finish this subsection by analyzing the Sp(V )-orbits in L(V )(4). Using
the objects and notations introduced in Section 2.2, we fix a Lagrangian
subspace l∞, a complex structure J and a symplectic basis B of V of the
form B = {e1, . . . , en,−Je1, . . . ,−Jen}. Moreover, when this does not seem
to cause confusion, we suppress ι : Sym(n,F)→ L(V ) and simply represent
an element in L(V )l∞ by an F-valued symmetric matrix.
Proposition 2.11. Let F be a real closed field, and let (l1, l2, l3, l4) ∈ L(V )(4)
be a maximal 4-tuple. Then there exists a diagonal matrix D = diag(d1, . . . , dn)
satisfying d1 ≥ . . . ≥ dn > 0, and an element g1 ∈ Sp(V ) such that
g1(l1, l2, l3, l4) = (−Id, 0,D, l∞).
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Moreover there exists g2 ∈ Sp(V ) such that g2(l1, l2, l3, l4) = (−Id,Λ, 0, l∞)
where Λ is diagonal with eigenvalues −1 < λi = −di/(1 + di) < 0
Proof. Since Sp(V ) is transitive on maximal triples of Lagrangians and the
triple (−Id, 0, l∞) is maximal, we can find an element g1 ∈ Sp(V ) such that
g1(l1, l2, l3, l4) = (−Id, 0, Z, l∞) for some positive definite matrix Z.
It is easy to verify that the stabilizer of the triple (−Id, 0, l∞) in Sp(2n,F)
consists of matrices that have the form
{(
A 0
0 A
) | A ∈ O(n)} with respect to
the basis B and acts by congruence. This allows to conclude: since F is real
closed, every positive definite matrix is orthogonally congruent to a diagonal
matrix d = diag(d1, . . . , dn) with d1 ≥ . . . ≥ dn (see [Kap03, Theorem 48]).
For the second assertion it is enough to take
g2 =
(
(Id +D)−1/2 −D(Id +D)−1/2
0 (Id +D)1/2
)
g1.

An important role in the rest of the paper will be played by Shilov hyper-
bolic elements of Sp(V ). We denote by | · | : K → F>0 the absolute value
|a+ ib| = √a2 + b2.
Definition 2.12. An element g ∈ Sp(V ) is Shilov hyperbolic if there exists
a g-invariant decomposition V = L+g ⊕ L−g , with L±g ∈ L(V ), such that all
eigenvalues of the restriction of g to L−g have absolute value strictly smaller
than one and all eigenvalues of the restriction of g to L+g have absolute value
strictly bigger than one. In this case we denote by Mg the restriction of g to
L+g .
Remark 2.13. When V is a real vector space, the set of Lagrangians L(V )
is the Shilov boundary of the symmetric space TV . Moreover if g ∈ Sp(V ) is
Shilov hyperbolic then there exists a Zariski open subset of L(V ), the set of
points transverse to L−g , which is contracted by g to L
+
g .
3. Representations admitting a maximal framing. The Collar
Lemma
Let Σ be an oriented surface of genus g and p punctures. As mentioned
in the introduction, we endow Σ with a complete hyperbolic metric of finite
area and identify it with Γ\H2 where H2 is the Poincaré upper half plane.
We now turn to the study of representations ρ : Γ → Sp(V ) where V is
a symplectic space over a real closed field F. We denote by S ⊆ ∂H2 any
Γ-invariant subset containing all the fixed points of hyperbolic elements in
Γ.
Definition 3.1. We say that the representation ρ : Γ → Sp(V ) admits a
maximal framing if there exists an equivariant map φ : S → L(V ) such
that, whenever x, y, z in S are positively oriented, the triple of Lagrangians
(φ(x), φ(y), φ(z)) is maximal.
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Remark 3.2. It is a fundamental result [BIW10, Theorem 8] that if F = R
then any maximal representation admits a maximal framing. In addition
one can take S = ∂H2 and φ either left or right continuous.
In this section we prove a generalization of the classical Collar Lemma of
hyperbolic geometry to the context of representations which admit a maximal
framing. In the case where F is the field of ordinary reals R this establishes a
Collar Lemma for all maximal representations and gives a quantitative form
of the fact due to Strubel [Str15] that for every hyperbolic element γ in Γ
the image ρ(γ) is Shilov hyperbolic.
Theorem 3.3 (Collar Lemma). If ρ : Γ → Sp(V ) is a representation ad-
mitting a maximal framing, then for every hyperbolic element γ, ρ(γ) is
Shilov hyperbolic. Let a, b be elements of Γ with positive intersection num-
ber and denote by |α1| ≥ . . . ≥ |αn| > 1 the eigenvalues of the restric-
tion of ρ(a) to the attractive invariant Lagrangian L+ρ(a) and analogously for
|β1| ≥ . . . ≥ |βn| > 1 and ρ(b). Then
(1) (detM
2/n
ρ(a) − 1)(detM
2/n
ρ(b) − 1) ≥ 1;
(2) |β1|2n ≥ 1|αn|2 − 1 .
We isolate a useful lemma which is used many times in the proof:
Lemma 3.4. Let M ∈ GLn(F). Denote by 0 < τn ≤ . . . ≤ τ1 the eigenvalues
of M tM and by |µn| ≤ . . . ≤ |µ1| the absolute values of the eigenvalues of
M . Then τn ≤ |µn|2.
Proof. If S = M tM , then S >> 0 and, if (·, ·) denotes the standard scalar
product, we have
τn = min
v 6=0
(Sv, v)
(v, v)
Since (Sv, v) = (tMv,tMv) we get τn ≤ (
tMv,tMv)
(v,v) for every non zero v. If
now µn belongs to F, we get the statement applying this inequality to a
corresponding eigenvector of tM . If instead µn ∈ K \ F, then there is a two
dimensional subspace E ∼= F2 in Fn which is invariant under tM and where
this latter matrix acts like
(
a b
−b a
)
, for some a, b ∈ F with a2 + b2 = |µn|2.
Then for ( xy ) ∈ E we have
(tM ( xy ) ,
tM ( xy )) = (ax+ by)
2 + (−bx+ ay)2 = (a2 + b2)(x2 + y2)
which again implies the lemma. 
Proof of Theorem 3.3. Given two hyperbolic elements a, b ∈ Γ, we denote
by ax(a) and ax(b) the axes of a and b, and by a+, b+ (resp. a−, b−) the
attractive (resp. repulsive) fixed points of a and b in ∂H2.
We can assume, without loss of generality, that a and b translate as repre-
sented by the picture and that the points (a−, b−, ab−, a+, ab+, ba+, b+, ba−)
are cyclically positively ordered (cfr. [LZ14, Lemma 2.2]).
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a− a+>
ax(a)
b−
b+
>
ax(b)
ab−
ab+
ba− ba+
Let φ : S → L(V ) be the maximal framing for ρ. Then the 6 points
(φ(b−), φ(a+), ρ(a)φ(b+), ρ(b)φ(a+), φ(b+), φ(a−))
in L(V )6 form a maximal 6-tuple. This implies that they are pairwise trans-
verse and every ordered subtriple forms a maximal triple.
We are going to perform our computations in the upper half-space model.
As in Section 2.2 fix a symplectic basis {e1, . . . , en,−Je1, . . . ,−Jen} of V ,
set l∞ = 〈e1, . . . , en〉 and parametrize the set of Lagrangians transverse to
l∞ by symmetric matrices. In view of Proposition 2.11, we may, modulo
conjugating ρ, assume that the 4-tuple (φ(a−), φ(b−), φ(a+), φ(b+)) is equal
to (−Id,−Λ2, 0, l∞) where Λ is diagonal with eigenvalues 0 < λi < 1. Since
ρ(a) fixes 0 and −Id and ρ(b) fixes −Λ2 and l∞ we have
ρ(a) =
(
tA−1 0
−tA−1 +A A
)
ρ(b) =
(
B BΛ2 − Λ2 tB−1
0 tB−1
)
for some matrices A,B. Let {α1, . . . , αn} and {β1, . . . , βn} denote the eigen-
values of A (resp. B) counted with multiplicity and ordered so that |αi| ≥
|αi+1| and similarly |βi| ≥ |βi+1|.
An easy computation gives
ρ(b)φ(a+) = ρ(b) · 0 = −Λ2 +BΛ2 tB
ρ(a)φ(b+) = ρ(a) · l∞ = (AtA− Id)−1.
We summarize this information in the following picture for the reader’s con-
venience:
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φ(a−) = −Id φ(a+) = 0>
φ(b−) = −Λ2
φ(b+) = l∞
>
φ(ab+) = (AtA− Id)−1
φ(ba+) = −Λ2 +BΛ2 tB
The maximality of the triple
(φ(a+), φ(ab+), φ(b+)) = (0, (AtA− Id)−1, l∞)
implies that the quadratic form represented by (AtA− Id)−1 is positive def-
inite and in particular all the eigenvalues of AtA are bigger than one. Thus
if we denote by τ1 ≥ . . . ≥ τn > 1 the eigenvalues of AtA, it follows from
Lemma 3.4 that 1 < τn ≤ |αn|2 and hence we get that the eigenvalues of A
satisfy 1 < |αn| ≤ . . . ≤ |α1|; in particular ρ(a) is Shilov hyperbolic.
We now exploit the maximality of the triple
(φ(a+), φ(ba+), φ(b+)) = (0, BΛ2 tB − Λ2, l∞),
which is equivalent to the fact that the quadratic form
Λ((Λ−1BΛ)t(Λ−1BΛ)− Id)Λ = BΛ2 tB − Λ2
is positive definite. Denoting by C the matrix Λ−1BΛ we get that all the
eigenvalues of CtC are bigger than 1. Let 1 < σn ≤ . . . ≤ σ1 denote the
eigenvalues of CtC. From Lemma 3.4 we get that the eigenvalues of B satisfy
as 1 < |βn| ≤ . . . ≤ |β1|. This implies that ρ(b) is Shilov hyperbolic as well.
Moreover we have
σ1 ≤ det(CtC) = det(C)2 ≤ |β1|2n.
Last we exploit the maximality of the quadruple
(φ(a+), φ(ab+), φ(ba+), φ(b+)) = (0, (AtA− Id)−1, BΛ2 tB − Λ2, l∞)
which is equivalent to the property that
(3) Λ((Λ−1BΛ)t(Λ−1BΛ)− Id)Λ− (AtA− Id)−1 >> 0.
(see Lemma 2.10 (2)).
Taking into account that 1 < σn ≤ . . . ≤ σ1, we obtain that if xn ≤ . . . ≤
x1 are the eigenvalues of
X = Λ((Λ−1BΛ)t(Λ−1BΛ)− Id)Λ = Λ(CtC − Id)Λ,
then (3) implies
(4) xi ≥ 1
τn+1−i − 1 , for all 1 ≤ i ≤ n.
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Next we claim that xi < (σi − 1). Indeed, by the minmax theorem, we
have
xk = min
dimW=n+1−k
max
v∈W
〈Λ(CtC − Id)Λv, v〉
‖v‖2 =
= min
dimW=n+1−k
max
v∈W
(〈(CtC − Id)Λv,Λv〉
‖Λv‖2
‖Λv‖2
‖v‖2
)
≤
≤ (σk − 1)max
v∈Fn
‖Λv‖2
‖v‖2 = (σk − 1)λ
2
n < σk − 1
where the last inequality takes into account that λn < 1.
Setting i = 1 in the above inequalities we obtain σ1 − 1 ≥ 1τn−1 which,
together with the inequalities previously obtained, namely that |β1|2n ≥ σ1
and τn ≤ |αn|2, shows assertion (2).
We establish now the inequality (1). Since xi < σi − 1, we get
(detB)2 =
n∏
i=1
σi >
n∏
i=1
(1 + xi)
and we deduce from (4) that
n∏
i=1
(1 + xi) ≥
n∏
i=1
τi
(τi − 1) .
Since over any real closed field F, and for any a1, . . . , an > 1 one has∏n
i=1(a
n
i − 1) ≤ (a1a2 . . . an − 1)n (cfr. Appendix 1), we deduce, choosing
ai = τ
1/n
i , (
n∏
i=1
τi
(τi − 1)
)1/n
≥ (τ1 . . . τn)
1/n
(τ1 . . . τn)1/n − 1
.
Using τ1 . . . τn = (detA)
2, this establishes the first inequality.

Remark 3.5. In the specific case of a maximal representation with val-
ues in Sp(2n,R) and which in addition belongs to the Hitchin component,
assertion (2) is a weaker version of the Collar Lemma for Hitchin represen-
tations proven by Lee and Zhang [LZ14]: their result implies, under these
hypotheses, that
β21 ≥
α2n
(α2n − 1)
.
This is Proposition 2.12 (1) in their paper.
4. Crossratios and the geometry of F-tubes
4.1. Crossratios. We now introduce a useful tool to study the geometry of
the Siegel space. Let V be a 2n dimensional vector space, over a field Λ.
Observe that if a, b are n-dimensional subspaces which are transverse (a ⋔ b),
then we have a direct sum decomposition V = a⊕ b and thus we can define
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the projection p
//b
a : V → a onto a parallel to b. Let now (l1, l2, l3, l4) be a
quadruple in Grn(V ) with the property that l1 ⋔ l2, l3 ⋔ l4.
Definition 4.1. The crossratio of (l1, l2, l3, l4) is the endomorphism of l1
defined by
R(l1, l2, l3, l4) = p
//l2
l1
◦ p//l3l4 |l1 .
The crossratio has the following equivariance property: for all g ∈ Gl(V ),
we have
R(gl1, gl2, gl3, gl4) = gR(l1, l2, l3, l4)g
−1.
It will be useful, in the following, to have an explicit expression for R
once a basis B = {e1, . . . , e2n} of V is fixed. Recall that, as in Section 2.2,
the choice of the basis B allows us to represent an element m of Grn(V )
with a 2n×n matrix M of maximal rank: the columns of the matrix M are
understood to be the coordinates, with respect to B, of a basis of m. With
these notations we have the following
Lemma 4.2. Let us assume that the columns of the matrix
(
Xi
Idn
)
form
a basis Bi of the n-dimensional vector space li. Then the expression for
R(l1, l2, l3, l4) with respect to the basis B1 of l1 is given by
R(l1, l2, l3, l4) = (X1 −X2)−1(X4 −X2)(X4 −X3)−1(X1 −X3).
Proof. The matrix representing the linear map p
//l3
l4
|l1 with respect to the
bases B1 of l1 and B4 of l4 is the unique A ∈ Gln(Λ) such that(
X1
Idn
)
=
(
X4
Idn
)
A+
(
X3
Idn
)
(Id−A).
Solving for A we obtain,
A = (X4 −X3)−1(X1 −X3).
Notice that X4−X3 is invertible since by assumption l3 and l4 are transverse.
Similarly we get that the matrix representing the restriction of the linear
map p
//l2
l1
to l4 with respect to the bases B4 of l4 and B1 of l1 is given by
B = (X1 −X2)−1(X4 −X2).
Since, by definition, the endomorphism R(l1, l2, l3, l4) is the composition of
p
//l2
l1
and p
//l3
l4
|l1 , and p//l3l4 |l1 has image contained in l4, we get that
R(l1, l2, l3, l4) = BA
which gives the desired result. 
Let us now fix a basis B of V , set, as usual, l∞ = 〈e1, . . . , en〉 and represent
with a matrix M ∈ Mn(Λ) the subspace spanned by the columns of
(
M
Id
)
.
By a similar computation we have
Lemma 4.3. Assume 0, Z, X, l∞ are pairwise transverse,
R (0, Z,X, l∞) = Z
−1X.
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It will be useful to understand how the crossratio varies with respect to
permutations of the factors. In particular we need to be able to compare
endomorphisms of different vector spaces. Given two vector spaces l1, l2
of the same dimension we say that two endomorphism R1 ∈ End(l1) and
R2 ∈ End(l2) are conjugate if there exists an isomorphism g : l1 → l2 such
that gR1g
−1 = R2. In this case we write R1 ∼= R2.
Lemma 4.4. Assume that the subspaces li are pairwise transverse, then
(1) R(l1, l2, l4, l3) = Id−R(l1, l2, l3, l4).
(2) R(l4, l1, l2, l3) ∼= (Id−R(l1, l2, l3, l4)−1)−1;
(3) R(l1, l4, l2, l3) ∼= R(l2, l3, l1, l4) ∼= (Id−R(l1, l2, l3, l4))−1.
Proof. (1) By definition we have
p
//l2
l1
◦ p//l3l4 |l1 + p
//l2
l1
◦ p//l4l3 |l1 =
= p
//l2
l1
◦ (p//l3l4 + p
//l4
l3
)|l1 =
= p
//l2
l1
◦ Id|l1 = Idl1 .
(2) Up to the Gl(V ) action we can assume that l1 = 0, l2 = Z, l3 = X
and l4 = l∞. In particular R(0, Z,X, l∞) = Z
−1X. In order to compute
R(Z,X, l∞, 0) we compute p
//l∞
0 |Z = Id and p//XZ |0 = (Id +X−1Z)−1.
(3) Similarly one gets that p
//Z
X |0 = (Id − Z−1X)−1. The second equiva-
lence follows from the fact that p
//0
l∞ |Z = Z and p
//X
Z |l∞ = (Z −X)−1. 
4.2. F-Tubes. Let (V, 〈·, ·〉) be a symplectic vector space over a real closed
field F. Recall from Section 2.2 that K denotes the quadratic extension F[i],
that σ : L(VK)→ L(VK) is induced by the complex conjugation with respect
to the real structure V of VK and that TV is the model of the Siegel space
contained in L(VK). For any pair of transverse Lagrangians (a, b) in L(V )(2),
we introduce here an algebraic subset Ya,b of the Siegel space TV that is
determined by the pair (a, b) and whose dimension is half the dimension of
TV . We call such subsets F-tubes. In the case when F = R, the subsets Ya,b
are Lagrangian submanifolds of the same rank as XR; the F-tube Ya,b can be
seen as the higher rank generalization of a geodesic of the Poincaré model
which is more suited to our purposes.
With the notation of Section 2.1 we define
Ya,b = {l ∈ TV | R(a, l, σ(l), b) = −Id}.
Notice that requiring that an endomorphism of a vector space is equal to −Id
does not depend on the choice of a basis. From the equivariance property
of the crossratio and the fact that the symplectic group commutes with the
complex conjugation σ we deduce that
(5) gYa,b = Yga,gb, for any g ∈ Sp(V ).
Our first goal is to give equations for Ya,b in the Siegel upper half-space
for some specific choice of the pair (a, b).
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Lemma 4.5. The F-tube with endpoints 0, l∞ is
Y0,l∞ = {iY | Y ∈ Sym+(n,F)}.
Proof. It follows from Lemma 4.3 that R(0, Z, σ(Z), l∞) = Z
−1Z. Clearly we
have Z−1Z = −Id if and only if Z = −Z and this concludes the proof. 
An immediate consequence of Lemma 4.5 and the equivariance property
(5) is that if F is a real closed field, the stabilizer of Ya,b is isomorphic to
GL(n,F) and it acts transitively on Ya,b.
It will also be useful to have explicit expression for the set Ya,b when a
and b are transverse to l∞. This has a particularly nice expression when
a = 〈e1 − en+1, . . . , en − e2n〉 and b = 〈e1 + en, . . . , en + e2n〉:
Lemma 4.6. If a, b ∈ L(V ) correspond to the matrices −Id and Id, then
Y−Id,Id = U(n) ∩ XF
= {X + iY ∈ XF| Y X = XY, X2 + Y 2 = Id}.
Proof. Lemma 4.2 implies:
R(−Id, Z, σ(Z), Id) = (−Id− Z)−1(Id− Z)(Id− Z)−1(−Id− Z).
Since Id+Z and (Id−Z)−1 commute, the equality R(−Id, Z, σ(Z), Id) = −Id
reads
(Id− Z)(Id + Z) = −(Id + Z)(Id− Z)
which implies
Id− Z + Z − ZZ = −Id + Z − Z + ZZ,
and hence, ZZ = Z∗Z = Id. 
As a consequence of the explicit parametrization of the sets Y0,l∞ and
Y−Id,Id we obtain
Proposition 4.7. Assume that F is a real closed field. Let (a, b, c, d) ∈
L(V )(4) be a maximal 4-tuple. The F-tubes Ya,c and Yb,d meet exactly in one
point.
Proof. Up to the symplectic group action we can assume that (a, b, c, d) =
(−Id, 0,D, l∞) for some diagonal matrix D = diag(d1, . . . dn) with di > 0
(see Proposition 2.11). Let y be a point in Y0,l∞ ∩Y−Id,D,d. Since y belongs
to Y0,l∞ we know that y has expression y = iY for some positive definite
matrix Y . From the definition of Y−Id,D we get
(−Id− iY )−1(D − iY )(D + iY )−1(−Id + iY ) = −Id.
This is equivalent to
(D − iY )(D + iY )−1 = (Id + iY )(−Id + iY )−1
which in turn, using that (Id + iY ) and (−Id + iY )−1 commute restates as
(−Id + iY )(D − iY ) = (Id + iY )(D + iY ).
This last equation reads Y 2 = D which has a unique positive solution.
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
Remark 4.8. If the ordered field F is not real closed, one can similarly get
that, if (a, b, c, d) is maximal, the F-tubes Ya,c and Yb,d meet in at most one
point and they intersect if all the eigenvalues of the crossratio R(a, b, c, d)
are squares in F.
4.3. Reflection with respect to Ya,b. In this subsection we introduce a
notion of orthogonality for F-tubes and establish that the set of F-tubes
orthogonal to a given one foliate the space TV . Our main tool will be the
characterization of Ya,b as the fixed point set of an involution σa,b which we
now define. Let a, b be transverse Lagrangians in L(V ), we consider the real
form Va,b of VK given by
Va,b = 〈v + iw|v ∈ a,w ∈ b〉,
and denote by σa,b the complex conjugation of VK fixing Va,b. The following
properties of σa,b can be checked easily:
Lemma 4.9. (1) σa,b is K-antilinear;
(2) σa,b ◦ σ = σ ◦ σa,b, in particular σa,b preserves V ;
(3) 〈σa,b(·), σa,b(·)〉K = −〈·, ·〉K;
(4) for every g in Sp(V ) we have gσa,b = σga,gbg.
As a consequence of the first fact of Lemma 4.9 we get that σa,b induces
a map on Grn(V ) that, with a slight abuse of notation, will be also denoted
by σa,b. The third fact of Lemma 4.9 implies that σa,b restricts to a map
σa,b : L(VK)→ L(VK),
which preserves the subspaces we are interested in:
Lemma 4.10. The involution σa,b preserves the subspaces TV and L(V ) of
L(VK). It commutes with the crossratio.
Proof. Since the F-linear map σa,b preserves V , the induced map on L(VK)
preserves the subspace L(V ). The fact that σa,b induces a map of TV follows
from the following computation which uses Lemma 4.9 (3): for every v,w ∈
VK
i〈σa,b(v), σa,b(w)〉K = −i〈v,w〉K
= i〈v,w〉
K
.
In particular the restriction of i〈·, σ(·)〉K to a Lagrangian l ∈ L(VK) is positive
definite if and only if its restriction to σa,b(l) is.
For any pair a, b ∈ L(V )(2) and for any 4-tuple (l1, l2, l3, l4) in the domain
of definition of R we have
σa,bR(l1, l2, l3, l4)σa,b = R(σa,b(l1), σa,b(l2), σa,b(l3), σa,b(l4)) :
this follows from the equivariance property of the crossratio and the fact that
σ2a,b = Id. 
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It is easy to check from the very definition of σ0,l∞ that for any Z ∈ XF we
have σ0,l∞(Z) = −Z. In particular Y0,l∞ = TV ∩ Fix(σ0,l∞). An immediate
corollary of the transitivity of the symplectic group action on L(V )(2) is the
following:
Corollary 4.11. For any pair (a, b) we have Ya,b = TV ∩ Fix(σa,b).
Another useful characterization of the F-tubes is the following:
Lemma 4.12. In the model XV ,
Ya,b = {J ∈ XV : a and b are orthogonal for 〈J ·, ·〉}.
Proof. In the notation of Section 2, let J ∈ XV , then σa,b(L+J ) = L+J if
and only if σa,b(L
−
J ) = L
−
J and hence, since σa,b is K-antilinear, we deduce
σa,b(J⊗IK) = −(J⊗IK)σa,b, which, by restriction to V = a⊕b, is equivalent
to σa,bJ = −Jσa,b; the latter is equivalent to J(a) = b that is a and b are
orthogonal with respect to 〈J ·, ·〉. 
The restriction of σa,b to the subset of L(V ) consisting of points that are
transverse to a and b can also be characterized in term of the crossratio:
Proposition 4.13. For each c ∈ L(V ) transverse to a and b, σa,b(c) is the
unique point satisfying
R(a, c, σa,b(c), b) = −Id.
Proof. Up to the symplectic group action we can assume that a = 0 and
b = l∞. Since c is transverse to l∞, it can be represented by a symmetric
matrix S with coefficients in F. The formula of Lemma 4.3 implies that
R(0, S, σ0,l∞(S), l∞) = S
−1σ0,l∞(S) and hence the unique point satisfying
R(0, S, σ0,l∞(S), l∞) = −Id is −S. 
When F = R, and the 4-tuple (a, b, c, d) is maximal, the two R-tubes Ya,c
and Yb,d are orthogonal as totally geodesic submanifolds of the Riemannian
manifold XR precisely when R(a, b, c, d) = 2Id. For arbitrary real closed
fields we take this property as definition of orthogonality.
Definition 4.14. Let (a, b, c, d) be maximal. Two F-tubes Ya,c and Yb,d are
orthogonal if R(a, b, c, d) = 2Id. In this case we write Ya,c⊥Yb,d.
Notice that the orthogonality relation is symmetric since R(d, a, b, c) is
conjugate to (Id − R(a, b, c, d)−1)−1 (cfr. Lemma 4.4 (2)). The follow-
ing lemma is a consequence of the property of the crossratio established
in Lemma 4.4 (1) and the characterization of the involution σa,b in term of
the crossratio given in Proposition 4.13:
Lemma 4.15. Let (a, b, c, d) be a maximal quadruple. The following are
equivalent:
(1) Ya,c⊥Yb,d;
(2) d = σa,c(b);
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(3) c = σb,d(a).
We now turn to an important geometric feature of the Siegel upper half-
space, namely that the F-tubes orthogonal to any fixed F tube foliate the
whole space. We first verify this in a special case:
Proposition 4.16. Assume that F is real closed. For any Z = X+ iY ∈ TV
there exists a unique S in L(V )l∞ such that (0, S, l∞) is maximal and Z ∈
Y−S,S. Moreover S is given by
S = Y 1/2
√
Id + (Y −1/2XY −1/2)2Y 1/2.
Z = X + iY
0 S
Proof. Given Z = X + iY we look for a positive definite matrix S with
Z ∈ Y−S,S. Denoting by a(S−1/2) the element of Sp(2n,F) represented by
the matrix
(
S−1/2 0
0 S1/2
)
, we have a(S−1/2)Y−S,S = Y−Id,Id. The condition
a(S−1/2)Z ∈ Y−Id,Id leads, in view of the equations of Lemma 4.6, to:{
(S−1/2XS−1/2)(S−1/2Y S−1/2) = (S−1/2Y S−1/2)(S−1/2XS−1/2)
(S−1/2XS−1/2)2 + (S−1/2Y S−1/2)2 = Id
From the first equation we get, observing that Y is invertible,
XS−1 = Y S−1XY −1.
Substituting this last equality in the second equation, and defining the matrix
V := Y −1/2SY −1/2, we get
V −1((Y −1/2XY −1/2)2 + Id) = V
which implies
V =
√
Id + (Y −1/2XY −1/2)2
and
S = Y 1/2
√
Id + (Y −1/2XY −1/2)2Y 1/2.
This shows the formula and implies uniqueness.

Since all F-tubes are Sp(V )-conjugate, we obtain:
Corollary 4.17. For any transverse pair (a, b) ∈ L(V )(2) and any z ∈ TV ,
there exists an unique c ∈ L(V ) such that (a, c, b) is maximal and z belongs
to Yc,σa,b(c).
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Corollary 4.17 allows us to define the orthogonal projection
prYa,b : TV ∪ ((a, b)) ∪ ((b, a))→ Ya,b
as follows
(1) if c ∈ ((a, b)) ∪ ((b, a)), then we set prYa,b(c) = Yc, σa,b(c) ∩ Ya,b
(2) if Z ∈ TV , then we set prYa,b(Z) = Yc,σa,b(c) ∩ Ya,b, where c is the
unique real Lagrangian such that Z ∈ Yc,σa,b(c).
It is easy to check that, when restricted to its set of definition in L(V ),
the orthogonal projection respects crossratios:
Lemma 4.18. Let (a, b) be a pair of transverse Lagrangians, and let x, y be
points in ((a, b)). Then we have
R(a, x, y, b) = R(a,prYa,b(x),prYa,b(y), b).
Proof. Up to the symplectic group action we can assume that a = 0, b = l∞.
In that case the result follows from the explicit formula for the crossratio
and for the orthogonal projection. 
5. Reduction modulo an order convex subring
5.1. Order convex subrings. Let F be a real closed, non Archimedean
field. We denote by O < F an order convex subring. This means that O is a
subring with the additional property that for every positive element x in F,
if there exists y in O with 0 < x < y, then x belongs to O as well. It is easy
to verify that in this case O is a local ring whose maximal ideal I is given
by
I = {x ∈ O| x−1 /∈ O}.
We will denote by FO the quotient field FO := O/I . The field FO is real
closed as well. The following examples of order convex subrings will play an
important role in the sequel:
Example 5.1. Let σ ∈ F be an infinitesimal: this means that σ is a positive
element satisfying σ < 1/n for any integer n. An example of an order convex
subring of F is given by the set of elements comparable to σ:
Oσ = {x ∈ F||x| < σ−k for some k ∈ N}
in this case the maximal ideal can also be characterized as
Iσ = {x ∈ F||x| < σk for all k ∈ N}.
Example 5.2. Let us assume that F admits an order compatible valuation
v. An example of order convex subring is given by the elements with positive
valuation
U = {x ∈ F| v(x) ≥ 0}
and the maximal ideal can be characterized as
M = {x ∈ F| v(x) > 0}.
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5.2. O-points. Let O be an order convex subring of F and let W be a finite
dimensional F-vector space equipped with an F-valued scalar product (·, ·).
Then we set
W (O) = {v ∈W | (v, v) ∈ O}
and
W (I) = {v ∈W | (v, v) ∈ I}
are O-submodules; if e1, . . . , em is any orthonormal basis of W , then one
verifies that
W (O) =∑mi=1Oei and W (I) =∑mi=1 Iei.
This implies that the quotient WO = W (O)/W (I) is a FO -vector space of
dimension m = dim(W ), that the scalar product (·, ·) descends to a well
defined scalar product (·, ·)O on WO and that, if pO : W (O)→ WO denotes
the quotient map, {pO (e1), . . . , pO(em)} is again an orthonormal basis of
WO . Notice, however, that the map pO depends on the choice of the scalar
product on W .
The subgroup
GL(W )(O) := {g ∈ GL(W )| g(W (O)) =W (O)}
preserves W (I) and we obtain this way a natural homomorphism πO :
GL(W )(O) → GL(WO ). Clearly given any orthonormal basis of W , the
group GL(W )(O) is identified with GL(m,O).
LetQ(W ) be the vectorspace of F-valued quadratic forms onW . As in Sec-
tion 2 we associate to f ∈ Q(W ) the symmetric bilinear form bf (·, ·). We fix a
basis e1, . . . , em ofW which is orthonormal for (·, ·) and let (Af )ij = bf (ei, ej)
be the associated symmetric matrix. We endow Q(W ) with the scalar prod-
uct (f, g) = tr(AfAg). Our next task is to understand the relationship
between Q(WO) and Q(W )O .
Lemma 5.3. For a quadratic form f ∈ Q(W ) the following are equivalent
(1) f ∈ Q(W )(O);
(2) f(W (O)) ⊆ O;
(3) bf (W (O),W (O)) ⊆ O, bf (W (O),W (I)) ⊆ I.
Proof. Clearly ‖f‖2 = tr(A2f ) =
∑
a2ij belongs to O if and only if aij belongs
to O for all i, j which easily implies the desired equivalences. 
Thus if f ∈ Q(W )(O), then bf induces a bilinear symmetric form bf on
WO × WO → FO which defines a quadratic form f ∈ Q(WO ). If Af is
the matrix of f with respect to the orthonormal basis {e1, . . . , em} then the
matrix Af representing f with respect to the basis {pO(e1), . . . , pO (em)} is
just the reduction modulo I of the matrix Af . With this at hand, one verifies
easily that the map
pO Q(W )(O) → Q(WO )
f 7→ f
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induces an isomorphism of FO vector spaces
Q(W )O → Q(WO ).
We end the discussion concerning quadratic forms with the following remark:
Remark 5.4. Let f ∈ Q(W ) and {e1 . . . , en} be an orthonormal basis in
which f is diagonal, that is bf (ei, ej) = λiδij . Let
mf = card{i : λi > 0},
nf = card{i : λi < 0},
zf = card{i : λi = 0}.
Then clearly mf ≤ mf , nf ≤ nf , zf ≥ zf .
There is also a reduction process for Grassmannians and it will play an
important role for the construction of framings. Thus let L ∈ Grl(W ) be an
l-dimensional subspace of W . Then L(O) = L∩W (O) and if e1, . . . , el is an
orthonormal basis of L we have L(O) = Oe1 + . . . +Oel. This implies that
the image pO (L) of L(O) in WO is an FO -vector subspace of dimension l.
In this way we obtain a map qO : Grl(W ) → Grl(WO ) which is equivariant
with respect to πO : GL(W )(O)→ GL(WO ).
Remark 5.5. The map qO does not preserve transversality: if V = F
2 with
the standard scalar product and x is a non-zero element of I the two distinct
lines F · (1, 0) and F · (1, x) of PV have the same image in PVO .
We apply now the preceding remarks to the following situation. Let
V be a F-vector space with a symplectic form 〈·, ·〉 and fix a compatible
complex structure J . We will use the associated scalar product (·, ·) :=
〈J ·, ·〉 to define the O points. If L is a Lagrangian, then JL is orthogo-
nal to L and if {e1, . . . , en} is an orthonormal basis of L, the basis B =
{e1, . . . , en,−Je1, . . . ,−Jen} is orthonormal and symplectic. With this at
hand one shows readily that J ∈ Sp(V )(O) := Sp(V )∩GL(V )(O), and that
〈·, ·〉 induces a symplectic form 〈·, ·〉O of VO compatible with pO : V (O)→ VO .
If in addition one sets JO = πO(J) then JO is a complex structure on VO
compatible with 〈·, ·〉O and with associated scalar product (·, ·)O . From the
above it follows that, if L ∈ Grn(V ) is a Lagrangian, then qO(L) ∈ Grn(VO )
is a Lagrangian as well. We have
Lemma 5.6. The map
qO : L(V )→ L(VO)
is surjective.
Proof. Let L0 be a k-dimensional totally isotropic subspace of V and let v0 ∈
V be such that 〈v, v0〉 ∈ I for all v ∈ L0. Let e1, . . . , ek be an orthonormal
basis of L0. By completing it to a symplectic basis of V it is easy to verify
that the map
V (I) → Ik
w 7→ (〈e1, w〉, . . . , 〈ek, w〉)
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is surjective. Thus we can find w0 ∈ V (I) with 〈ei, v0〉 = 〈ei, w0〉 for all
1 ≤ i ≤ k. Then v1 = v0 − w0 has the same projection in VO as v0 and is
orthogonal to L0 with respect to the symplectic form. The lemma follows
then by recurrence on the dimension. 
5.3. Affine charts on Lagrangian Grassmannians and reduction mod-
ulo I. Now we turn to a more detailed study of the map qO and certain
transversality properties. Recall from Section 2.1 that given transverse La-
grangians l1, l2 in V we have a map
jl1,l2 : Q(l1)→ L(V )l2
which to f ∈ Q(l1) associates the Lagrangian
Lf = {v + Tfv| v ∈ l1}
where Tf : l1 → l2 is defined by the equation
bf (v,w) = 〈v, Tfw〉 = 〈w, Tfv〉, v, w ∈ l1.
If l1, l2 are orthogonal for (·, ·) and {e1, . . . , en} is an orthonormal basis of
l1 then Je1, . . . , Jen is an orthonormal basis for l2 and the symmetric matrix
Af of f in this basis is given by (Af )ij = 〈ei, Tf (ej)〉 = −(Jei, Tf (ej)). Thus
it follows from Lemma 5.3 that f belongs toQ(l1)(O) if and only if the matrix
coefficients of Tf with respect to the basis {e1, . . . , en} and {Je1, . . . , Jen}
are in O, which in turn is equivalent to Tf (l1(O)) ⊆ l2(O).
Lemma 5.7. Let (l1, l2) be orthogonal Lagrangians in the symplectic vector
space V , then qO(l1) and qO(l2) are orthogonal and the diagram
Q(l1)(O) //
pO

Q(l1)
jl1,l2
∼
// L(V )l2 // L(V )
qO

Q(qO(l1))
jqO (l1),qO (l2)
∼
// L(VO)qO (l2) // L(VO )
commutes. The image under qO of a Lagrangian that does not belong to
jl1,l2(Q(l1)(O)) is not transverse to qO(l2).
Proof. Since l1 and l2 are orthogonal, we have for f ∈ Q(l1):
jl1,l2(f)(O) = {v + Tf (v)| v ∈ l1(O), Tf (v) ∈ l2(O)}.
First notice that, if f belongs to Q(l1)(O), then Tf (l1(O)) is contained in
l2(O) and thus we get
jl1,l2(f)(O) = {v + Tf (v)| v ∈ l1(O)}.
Now Tf induces a well defined map T f : qO(l1) → qO(l2) with the property
that
qO(jl1,l2(f)) = {v + T f (v)| v ∈ qO(l1)}.
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But bf (v,w) is by definition equal to 〈v, Tf (w)〉 and thus bf (v,w) is equal
to 〈v, T f (w)〉O for v,w ∈ qO(l1). This implies that jqO (l1),qO (l2)(pO (f)) is
equal to qO(jl1,l2(f)) and proves the commutativity of the diagram.
If f does not belong to Q(l1)(O), we can assume without loss of generality
that Tf (e1) is not in l2(O). Writing Tf (e1) =
∑n
i=1 µiJei, let i0 be such that
|µi0 | = max{|µi| : 1 ≤ i ≤ n}. Then µi0 does not belong to O, and hence
µ = µ−1i0 belongs to I . This implies that Tf (µe1) belongs to l2(O) and its
ei0 coordinate is equal to 1. Thus µe1 + Tf (µe1) belongs to jl1,l2(f)(O) and
0 6= pO(µe1 + Tf (µe1)) ∈ qO(jl1,l2(f)) ∩ qO(l2).

Lemma 5.8. Assume (a, b, c, d) ∈ L(V )(4) is a maximal 4-tuple such that
qO(a) is transverse to qO(b), and qO(c) is transverse to qO(d). Then for every
x1 ∈ ((b, c)) and x2 ∈ ((d, a)), the subspace qO(x1) is transverse to qO(x2).
x2
d
c
x1
b
M
a
Proof. Pick m ∈ ((qO (a), qO (b))) and M ∈ L(V ) with qO(M) = m (see
Lemma 5.6). As a consequence of Remark 5.4 and the definition of the Kashi-
wara cocycle we get that M ∈ ((a, b)). It follows then that (b, x1, c, d, x2, a)
forms a maximal 6-tuple and these 6 Lagrangians are all transverse to M .
Thus these points are in the image of jJM,M : Q(JM) → L(V )M . Denote
by fl ∈ Q(JM) the quadratic form with jJM,M (fl) = l ∈ L(V )M . We have
from the maximality property of the 6-tuple that
fb << fx1 << fc << fd << fx2 << fa
(see Lemma 2.10(2)). Applying now Lemma 5.7 to l1 = JM and l2 = M ,
we deduce from the fact that qO(a) and qO(b) are transverse to m = qO(M)
that fa, fb are in Q(JM)(O). From the inequalities above we deduce that
fx1 and fx2 are in Q(JM)(O); it follows then from the commutativity of the
diagram in Lemma 5.7 that qO(x1) and qO(x2) are transverse tom = qO(M).
Also
fqO (x2) − fqO (x1) ≥ fqO (d) − fqO (c) >> 0
where the last inequality follows from the hypothesis that qO(d) is transverse
to qO(c). Thus qO(x2) is transverse to qO(x1). 
5.4. Choosing the scale and constructing the maximal framing. Let
ρ : Γ → Sp(V ) be a representation admitting a maximal framing φ : S →
L(V ). We assume that there is a complex structure J in XV and an order
convex subring O of F such that ρ(Γ) ⊂ Sp(V )(O). We define then ρO :
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Γ → Sp(VO) as the composition ρO := πO ◦ ρ and φO : S → L(VO) as the
composition φO := qO ◦ φ. Our goal is to show
Theorem 5.9. If (S, φ) is a maximal framing for ρ : Γ → Sp(V ), then
(S, φO ) is a maximal framing for ρO : Γ→ Sp(VO ).
Remark 5.10. Since Γ is finitely generated, for any choice of a compatible
complex structure J it is possible to find an infinitesimal σ so that ρ(Γ) ⊂
Sp(V )(Oσ) where Oσ is the order convex subring described in Example 5.1.
However, as we will discuss in Section 10, the choice of σ depends on the
complex structure J (see Proposition 10.6).
In view of the definition of maximality of triples of Lagrangians and Re-
mark 5.4, in order to prove Theorem 5.9 we have to show that if x 6= y are
distinct points in S, then qO(φ(x)) and qO(φ(y)) are transverse Lagrangians.
As a first step we show
Lemma 5.11. Assume that there exist two distinct points x, y in S such that
qO(φ(x)) and qO(φ(y)) are not transverse. Then there exists a hyperbolic
element γ ∈ Γ such that qO(φ(γ+)) and qO(φ(γ−)) are not transverse.
Proof. From Lemma 5.8 it follows that for I either ((x, y)) or ((y, x)) we have
that for every t1, t2 in I, qO(φ(t1)) and qO(φ(t2)) are not transverse. Now
pick a hyperbolic element γ ∈ Γ with {γ+, γ−} ⊂ I. 
The strategy of the proof consists in showing that for every hyperbolic
element γ ∈ Γ, the Lagrangians qO(φ(γ−)) and qO(φ(γ+)) are transverse.
This will be a consequence of the properties of the eigenvalues of ρ(γ) using
the Collar Lemma.
We first observe that eigenvalues behave well with respect to reduction
modulo I :
Lemma 5.12. Let B ∈ GLm(O) be a matrix, and denote by βi ∈ K the
eigenvalues of B. Then
(1) |βi| ∈ O;
(2) if B denotes the image of B in GLm(FO), and βi are the images of
βi in KO , then the eigenvalues of B are precisely βi.
Proof. The first assertion follows from the fact that if βi is an eigenvalue of
B then there exists a vector v ∈ V (O) \V (I) such that ‖Bv‖ = |βi|‖v‖ (cfr.
Lemma 3.4). The second assertion follows from the fact that the charac-
teristic polynomial of the reduction B is the reduction of the characteristic
polynomial of B. 
Remark 5.13. Clearly, if g belongs to GL(V )(O), for each subspaceW of V
preserved by g the restriction g|W belongs to GL(W )(O) and the restriction
commutes with the reduction: πO(g)|qO (W ) = πO(g|W ). However it is worth
pointing out that the Jordan decomposition of a matrix B ∈ GLm(O) is
not necessarily defined in GLm(O) and in particular the exponents of the
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minimal polynomial of a matrix B need not to be related with the exponents
of the minimal polynomial of the reduction of B. For example, if ǫ belongs to
I , then the reduction of the not diagonalizable matrix ( 2 ǫ0 2 ) is diagonalizable
and the reduction of the diagonalizable matrix
(
1 1
0 1+ǫ
)
is not diagonalizable.
This last example shows that generalized eigenspaces relative to distinct
eigenvalues might not have transverse images in the quotient if the corre-
sponding eigenvalues coincide modulo I . We will now deduce from the Collar
Lemma that, in case of framed maximal representations, the intermediate
eigenvalues have distinct reductions:
Lemma 5.14. Let ρ : Γ→ Sp(V ) be a representation admitting a maximal
framing. Assume that ρ(Γ) ⊂ Sp(V )(O). Then for every hyperbolic element
γ ∈ Γ, we have
|λn(γ)| − 1 ∈ O \ I
where |λ1(γ)| ≥ . . . ≥ |λn(γ)| > 1 are the eigenvalues of γ of absolute value
greater than 1.
Proof. Let δ ∈ Γ be a hyperbolic element with positive intersection number
with γ and let λ1(δ) be the eigenvalue of ρ(δ) of largest modulus. If |λn(γ)| <
2, then the Collar Lemma (Theorem 3.3) implies
|λn(γ)| − 1 = |λn(γ)|
2 − 1
|λn(γ)|+ 1 ≥
1
3|λ1(δ)|2n .
Now observe that, since ρ(δ) ∈ Sp(2n,O), we have that |λ1(δ)| belongs to O
from which the claim follows. 
We have now all the necessary ingredients to prove Theorem 5.9:
Proof of Theorem 5.9. Let us assume by contradiction that there exist x, y
in S1 with qO(φ(x)) non transverse to qO(φ(y)). As a consequence of Lemma
5.11 we can find a hyperbolic element γ in Γ such that qO(φ(γ
+)) is non-
transverse to qO(φ(γ
−)).
If now |λ1(γ)| ≥ . . . ≥ |λn(γ)| > 1 are the absolute values of the eigen-
values of ρ(γ)|φ(γ+), counted with multiplicity, then it follows from Lemma
5.14 and 5.12 that the absolute values |λ1(γ)| ≥ . . . ≥ |λn(γ)| > 1 of the
eigenvalues of the restriction of ρO(γ) to qO(φ(γ
+)) are all strictly larger
than 1. Since |λ1(γ)|−1 ≤ . . . ≤ |λn(γ)|−1 < 1 are then the absolute val-
ues of the eigenvalues of the restriction of ρO(γ) to qO(φ(γ
−)), this implies
that the ρO -invariant vectorspace qO(φ(γ
+))∩ qO(φ(γ−)) must be zero since
otherwise ρO(γ) would have at least a non-zero eigenvalue which would be
an element in KO both of absolute value strictly larger and smaller than 1.
Thus qO(φ(γ
+)) ∩ qO(φ(γ−)) = 0 which is a contradiction. Hence, for every
x 6= y in S1, qO(φ(x)) is transverse to qO(φ(y)). 
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6. Fields with valuation and the projection to the building
In this section F will denote an ordered field with a compatible valuation
v : F→ R∪{∞}, meaning that we require that whenever 0 ≤ x ≤ y we have
v(y) ≤ v(x).
Example 6.1 (Cfr. Example 5.1). Let E be an ordered field, σ ∈ E be an
infinitesimal and Oσ the order convex local subring consisting of elements
comparable with σ. On Oσ we define the valuation
vσ(x) = sup{t ∈ R| |x| ≤ σt}.
Then vσ passes to the quotient Eσ := Oσ/Iσ by the maximal ideal Iσ and
defines an order compatible valuation.
We introduce on F the norm ‖x‖ := e−v(x). This defines an ultrametric
norm on F with valuation ring U := {x ∈ F| ‖x‖ ≤ 1} whose maximal
ideal is M := {x ∈ F| ‖x‖ < 1}. Observe that since the valuation is order
compatible, the norm is order compatible as well: if 0 < x < y then ‖x‖ ≤
‖y‖.
Let (V, 〈·, ·〉) be a symplectic vector space over F, J0 ∈ XV a compatible
complex structure and (·, ·)J0 the corresponding scalar product. We denote
by BV the affine building associated to Sp(V ) (see [Par00, Section 3.2] and
[KT04, Theorem 4.3]). It is well known that the set of vertices B0V of BV can
be identified with the homogeneous space Sp(V )/Sp(V )(U) where we define
as in Section 5
V (U) = {v ∈ V | (v, v) ∈ U}
and
Sp(V )(U) = {g ∈ Sp(V )|g(V (U)) = V (U)}.
The stabilizer of the complex structure J0 ∈ XV is
U(J0) = {g ∈ Sp(V )| gJ0g−1 = J0}
= {g ∈ Sp(V )| g preserves the scalar product (·, ·)J0}
and hence is contained in Sp(V )(U). As a result we can define the projection
πB : XV = Sp(V )/U(J0)→ B0V = Sp(V )/Sp(V )(U).
Remark 6.2. Parreau gave an explicit description of the building associated
to SL(2n,F) as the space of good norms on F2n of determinant one [Par00].
It is possible to verify that, considering the affine building associated to
Sp(2n,F) as a subbuilding of the affine building associated to SL(2n,F),
the map πB corresponds to the map that associates to a point J ∈ XV the
corresponding good norm ηJ(v) = ‖(v, v)J‖.
For F = R Siegel gave explicit formulas for the Riemannian distance on
XR [Sie43]. We use the crossratio R defined in Section 4.1 to define in our
context a distance like function as follows. Observe that, given X,W ∈ TV ,
the crossratio R(X,σ(W ),W, σ(X)) is always well defined: indeed, the Her-
mitian form i〈·, σ(·)〉 is positive definite on X andW and negative definite on
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σ(W ) and σ(X), in particular X and σ(W ) are transverse and so are W and
σ(X). Moreover all the eigenvalues of the crossratio R(X,σ(W ),W, σ(X))
belong to F and are between 0 and 1: indeed since F is real closed, for each
pair X,W ∈ TV we can find g ∈ Sp(V ) such that g∗X = iId, g∗W = iD for
a diagonal matrix D with positive entries, and we have
gR(X,σ(W ),W, σ(X))g−1 = R(iId,−iD, iD,−iId) = (Id−D)
2
(Id +D)2
.
We can thus define
(6) d(Z,W ) =
√√√√ n∑
i=1
(
ln
∥∥∥∥1 +√ri1−√ri
∥∥∥∥)2
where r1, . . . , rn are the eigenvalues of R(X,σ(W ),W, σ(X)).
In the case we considered above, where X = iId and W = iD, Equation
(6) specializes to:
d(iId, iD) =
√√√√ n∑
i=1
(ln ‖di‖)2
where d1, . . . , dn are the entries of D.
The function d is clearly Sp(V ) invariant since the eigenvalues of the cross-
ratio are. Denote by dB the CAT(0) distance on BV . Using the transitivity
of the symplectic group on apartments in BV and the invariance of d one
verifies:
Proposition 6.3. For any X,Y ∈ TV we have
dB(πB(X), πB(Y )) = d(X,Y ).
As a result, we get that d is a pseudodistance on TV and BV is the Haus-
dorff quotient of TV modulo this pseudodistance.
We will denote by LB(g) the translation length of an element g ∈ Sp(V )
considered as an isometry of the affine building BV .
7. On elements with fixed points
We place ourselves in the framework of Section 6 and consider a represen-
tation ρ : Γ → Sp(V ) admitting a maximal framing (S, φ). In this section
we want to analyze how elements of Γ which have zero translation length in
the building BV interact. As a crucial step in the analysis, we associate to
any such γ ∈ Γ a pair (b+γ , b−γ ) of points in BV which are fixed by ρ(γ) and
are canonically constructed from the maximal framing φ.
Recall from Section 6 that we denote by πB : TV → BV the Sp(V ) equi-
variant projection from the Siegel upper half-space to the affine building
associated to Sp(V ), and, given an element g ∈ Sp(V ), we denote by LB(g)
the translation length of g on BV . Moreover, for ease of notation, we will
denote by Yγ the F-tube Yφ(γ−),φ(γ+) and by Yγ its projection to BV :
Yγ = πB(Yγ).
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It follows from the equivariance of πB that Yγ is a subbuilding of BV asso-
ciated to a subgroup of Sp(V ) isomorphic to GLn(F). Recall from Section
4.3 that given any pair of transverse Lagrangians a, b ∈ L(V ), we defined an
orthogonal projection
prYa,b : ((a, b)) ∪ ((b, a))→ Ya,b.
We will prove
Proposition 7.1. Let γ ∈ Γ be an element which is not boundary parallel.
Assume that LB(ρ(γ)) = 0. Then both maps
F+γ : ((γ
−, γ+)) → Yγ
x 7→ πB(prYγ (φ(x)))
and
F−γ : ((γ
+, γ−)) → Yγ
x 7→ πB(prYγ (φ(x)))
are constant.
Denoting by b+γ resp. b
−
γ the constant images of the maps F
±
γ in Proposi-
tion 7.1 we have
Corollary 7.2. The points b+γ and b
−
γ are fixed by ρ(γ).
If γ ∈ Γ corresponds to a simple closed geodesic, it is possible to construct
examples of representations ρ : Γ → Sp(V ) such that the points b+γ and b−γ
are different. The second main result of the section gives sufficient conditions
for the two points to coincide:
Proposition 7.3. Assume that γ and η in Γ are hyperbolic elements with
intersecting axes and LB(ρ(γ)) = LB(ρ(η)) = 0. Then
b+γ = b
−
γ = b
+
η = b
−
η = πB
(Yφ(γ+),φ(γ−) ∩ Yφ(η+),φ(η−)) .
Corollary 7.4. Assume that LB(ρ(γ)) = 0. If the closed geodesic corre-
sponding to γ is not simple, then b+γ = b
−
γ .
Before proceeding to the proof of Proposition 7.1 and Proposition 7.3 we
observe that in certain situations one can get a uniform lower bound on the
translation lengths LB(ρ(γ)) for all hyperbolic elements γ crossing a given
hyperbolic element η. This is in fact an immediate corollary of the Collar
Lemma:
Corollary 7.5. Assume that η ∈ Γ is a hyperbolic element and let us denote
by |λ1(η)| ≥ . . . ≥ |λn(η)| > 1 the eigenvalues of η of absolute value larger
than 1. If δ = ‖|λn(η)| − 1‖ < 1, then for any element γ having positive
intersection number with η we have
LB(ρ(γ)) ≥ 1
2nδ
.
In particular if the closed geodesic represented by η is not simple, then
‖|λn(η)| − 1‖ ≥ 1.
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Proposition 7.3 also allows us to give sufficient conditions for a represen-
tation ρ to have a global fixed point. We say that a generating set X for
Γ is connected if the graph (X,E), where E consists of the pairs (s1, s2) of
elements of X whose axis intersect, is connected.
Corollary 7.6. Let X be any connected generating set for Γ. If ρ : Γ →
Sp(V ) is a representation admitting maximal framing the following are equiv-
alent:
(1) ρ has a global fixed point in BV ;
(2) LB(ρ(s)) = 0 for all s ∈ X.
Remark 7.7. There exist connected generating sets consisting of 2g sim-
ple closed curves. In particular Corollary 7.6 refines, in our setting [Par12,
Corollary 3].
Recall from Section 2.3 that we say that g ∈ Sp(V ) is Shilov hyperbolic
if there exists a g-invariant decomposition V = L+g ⊕ L−g such that all the
eigenvalues of the restriction Mg of g to L
+
g are in absolute value strictly
greater than one. It is however worth remarking that in general g does not
necessarily have a hyperbolic dynamic on L(V ). It follows from Corollary
5.14 that, as soon as ρ admits a maximal framing, for any hyperbolic element
γ ∈ Γ, its image ρ(γ) is Shilov hyperbolic.
Lemma 7.8. Let g ∈ Sp(V ) be Shilov hyperbolic, and let {λ1, . . . , λn} ⊂ F[i]
be the set of eigenvalues of Mg. Then
LB(g) = 2
√√√√ n∑
i=1
(ln ‖λi‖)2
Proof. Since g is Shilov hyperbolic it stabilizes the F-tube YL+g ,L−g , and sim-
ilarly it stabilizes the projection
YL+g ,L
−
g
= πB(YL+g ,L−g ).
This latter is a subbuilding of BV associated to GL(n,F). The desired state-
ment then follows from [Par00] 
Lemma 7.9. Let g ∈ Sp(V ) be Shilov hyperbolic. Then the following are
equivalent
(1) LB(g) = 0;
(2) ‖detMg‖ = 1;
(3) ‖detR(L+g , S, gS, L−g )‖ = 1 for every S in ((L+g , L−g )).
Proof. In view of Lemma 7.8, we have that
LB(g) = 2
√√√√ n∑
i=1
(ln ‖λi‖)2
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while
‖detMg‖ =
n∏
i=1
‖λi‖
and
detR(L+g , S, gS, L
−
g ) = (detMg)
2
The equivalence follows easily from the assumption that |λi| > 1 for all i and
the order compatibility of the norm. 
Lemma 7.10. Let us assume that the 5-tuple of Lagrangians (x1, x2, x3, x4, x5)
is maximal then
detR(x1, x2, x3, x5) ≤ detR(x1, x2, x4, x5).
Proof. We may assume that x1 = 0 and x5 = l∞, then we have 0 <<
x2 << x3 << x4. In this case a computation gives that R(x1, x2, x3, x5) is
conjugate to y1 = x
−1/2
2 x3x
−1/2
2 and R(x1, x2, x4, x5) is conjugate to y2 =
x
−1/2
2 x4x
−1/2
2 . Since each eigenvalue of y1 is positive and smaller than the
corresponding eigenvalue of y2 one obtains the desired inequality. 
Lemma 7.11. Assume that (a, x, y, b) in L(V )4 is maximal. Then
(1) ‖detR(a, x, y, b)‖ ≥ 1.
(2) d(prYa,b(x),prYa,b(y)) ≤ ln ‖detR(a, x, y, b)‖ ≤
√
n d(prYa,b(x),prYa,b(y)).
Proof. Since Sp(V ) is transitive on maximal triples we can assume that
a = 0, b = l∞ and x corresponds to the matrix +Id. Since the triple
(x, y, l∞) is maximal y corresponds to a positive definite matrix with all
eigenvalues strictly bigger than one. The first statement is immediate since
detR(a, x, y, b) = det(Y ).
Now it follows from the definition of the orthogonal projection that prYa,b(x) =
iId and prYa,b(y) = iY . If λ1, . . . , λn are the eigenvalues of Y , the explicit
formula for the distance d gives
d(iId, iY ) =
√√√√ n∑
i=1
(ln ‖λi‖)2
and we have
ln ‖detR(a, x, y, b)‖ =
n∑
i=1
ln(‖λi‖).
The second assertion in the lemma then follows from Cauchy-Schwartz and
the fact that ln ‖λi‖ ≥ 0 for every i. 
Lemma 7.12. Assume LB(ρ(γ)) = 0 then for any x, y ∈ ((γ−, γ+)) with
(γ−, x, y, γ+) positively oriented we have
‖detR(φ(γ−), φ(x), φ(y), φ(γ+))‖ = 1
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Proof. Since (γ−, x, y, γ+) is positively oriented, and γ+ is the attractive
fixed point of γ, we can pick n ≥ 1 with (x, y, γnx) positively oriented. Then
by Lemma 7.10 we have
1 ≤ det(R(φ(γ−), φ(x), φ(y), φ(γ+)))
≤ det(R(φ(γ−), φ(x), ρ(γ)nφ(x), φ(γ+)))
and the latter has norm 1 by Lemma 7.9 (3). 
Proof of Proposition 7.3. Let s, t be points in ((γ−, γ+)) and assume with-
out loss of generality that the quadruple (γ−, t, s, γ+) is positively oriented.
Then (φ(γ−), φ(t), φ(s), φ(γ+)) is a maximal quadruple, thus by Lemma 7.11
we have d(prYa,b(x),prYa,b(y)) ≤ ln ‖detR(a, x, y, b)‖. The right hand side
vanishes by Lemma 7.12, and hence we obtain, using Proposition 6.3, that
πB(prYγ (φ(x))) = πB(prYγ (φ(y))). 
Let us now assume that there are two elements γ, η in π1(Σ) whose axes
intersect. We want to show that if both ρ(γ) and ρ(η) fix a point in BV ,
then they share a fixed point. We begin with a preliminary computation:
Lemma 7.13. Let γ and η be two hyperbolic elements of Γ with inter-
secting axis. Assume LB(ρ(γ)) = LB(ρ(η)) = 0 and that the quadruple
(η−, γ−, η+, γ+) is positively oriented. Then for every x ∈ ((γ−, γ+)) all
eigenvalues of the crossratio R(φ(η−), φ(γ−), φ(x), φ(γ+)) have the form 1+f
where f ∈ F>0 satisfies ‖f‖ = 1.
η− γ− x η+ y
     
−Id 0 q p r
Proof. Pick g ∈ Sp(V ) such that g∗(φ(η−), φ(γ−), φ(γ+)) = (−Id, 0, l∞) and
set p = g∗(φ(η
+)). Now pick x ∈ ((γ−, η+)) and set q = g∗(φ(x)). Observe
that 0 << q << p.
By Lemma 7.12, since LB(ρ(γ)) = 0, we have
‖detR(φ(γ−), φ(x), φ(η+), φ(γ+))‖ = 1
which implies ‖det p‖ = ‖det q‖.
Let µ1 ≥ . . . ≥ µn > 0 and λ1 ≥ . . . ≥ λn > 0 denote the eigenvalues of
q and p respectively. Since 0 << q << p, we deduce that 0 < µi < λi and
hence ‖µi‖ ≤ ‖λi‖. This implies that ‖µi‖ = ‖λi‖ since we know that their
products are equal.
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Exploiting that LB(ρ(η)) = 0 together with Lemma 7.12 we get
‖detR(φ(η−), φ(γ−), φ(x), φ(η+))‖ = 1
which implies that ‖(det p)(det(p − q))−1 det(Id + q)‖ = 1. From this we
deduce
n∏
i=1
‖1 + µi‖ = ‖det(Id + q)‖ =
∥∥∥∥det(p− q)det p
∥∥∥∥ ≤ 1
where the last inequality follows from 0 << p − q << p. Together with
the observation that 1 + µi ≥ 1 and the ultrametric inequality this implies
‖µi‖ ≤ 1 for all i and thus ‖λi‖ = ‖µi‖ ≤ 1.
Now let y ∈ (η+, γ+) and set r = g∗(φ(y)). Then 0 << p << r. Again by
Lemma 7.12 we deduce that
‖detR(φ(γ−), φ(η+), φ(y), φ(γ+))‖ = 1
which implies ‖det p‖ = ‖det r‖.
Let ν1 ≥ . . . ≥ νn > 0 denote the eigenvalues of r. Since p << r we
deduce that 0 < λi < νi and hence ‖νi‖ ≥ ‖λi‖. This implies, as above, that
‖νi‖ = ‖λi‖. Since LB(ρ(η)) = 0, Lemma 7.12 implies that
‖detR(φ(η+), φ(y), φ(γ+), φ(η−))‖ = 1
that is ‖det(Id + r)‖ = ‖det(r − p)‖. Since 0 << r − p << r, we obtain
‖det(r − p)‖ ≤ ‖det r‖. On the other hand 0 << r << Id + r and hence
‖det(Id + r)‖ = ‖det(r)‖ or equivalently ∏ni=1 ‖1 + 1νi ‖ = 1. This together
with the information that νi > 0 and the ultrametric inequality implies
‖νi‖ ≥ 1 and thus ‖λi‖ = ‖νi‖ ≥ 1.
To conclude the proof we observe that R(φ(η−), φ(γ−), φ(x), φ(γ+)) is
conjugate to R(−Id, 0, q, l∞) = Id+ q and hence has as all eigenvalues of the
form 1 + f with f positive satisfying ‖f‖ = 1. 
Remark 7.14. Recall from Definition 4.14 that Yγ and Yη are orthogonal
if and only if R(φ(η−), φ(γ−), φ(x), φ(γ+)) = 2Id. Lemma 7.13 should be
interpreted as a weaker form of orthogonality for the projections Yγ and Yη.
Lemma 7.15. Let (a, c, b, d) ∈ L(V )4 be a maximal quadruple and assume
that all the eigenvalues of R(a, c, b, d) have the form 1+ f for some f ∈ F>0
with ‖f‖ = 1. Then the points
prYc,d(a), prYc,d(b), prYa,b(c), prYa,b(d), Ya,b ∩ Yc,d
have pairwise pseudodistance zero.
Proof. Pick g ∈ Sp(V ) such that g∗(a, c, b, d) = (−Id, 0,D, l∞) where D is di-
agonal with strictly positive entries. Then a computation gives prY0,l∞ (−Id) =
iId, prY0,l∞ (D) = iD and Y0,l∞ ∩ Y−Id,D = i
√
D.
Now since D = diag(d1, . . . , dn) the assumption on the eigenvalues implies
‖di‖ = 1 and the explicit formula for the distance gives the desired statement.

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Proof of Proposition 7.3. We may assume that (η−, γ−, η+, γ+) is positively
oriented. Applying Lemma 7.13 to x = η+ we obtain that the pseudodis-
tances of the points prYγ (φ(η
+)), prYγ (φ(η
−)), prYη(φ(γ
+)), prYη (φ(γ
−)),
Yγ ∩ Yη are all zero. This concludes the proof once one notices that (see
Proposition 7.1)
b+γ = πB(prYγ (φ(η
+)))
b−γ = πB(prYγ (φ(η
−)))
b+η = πB(prYη(φ(γ
−)))
b−η = πB(prYη(φ(γ
+))).

8. Decomposition Theorem
Let ρ : π1(Σ, x) → Sp(V ) be a representation into a symplectic group
over a real closed field F with valuation, and let πB : TV → BV denote the
projection to the building. Recall from the introduction that if Σ =
⋃
v∈V Σv
is a decomposition of the surface Σ into subsurfaces with geodesic boundary,
we consider the associated presentation of Γ as fundamental group of a graph
of groups with vertex set V and vertex groups π1(Σv). We denote by V˜ the
vertex set of the associated Bass-Serre tree T . For every v ∈ V and w ∈ V˜
lying above v, the stabilizer Γw of w in G is isomorphic to π1(Σv). In this
section we prove the result mentioned in the introduction as Theorem 1.7:
Theorem 8.1. Assume that ρ : Γ → Sp(V ) admits a maximal framing.
Then there is a decomposition Σ =
⋃
v∈V Σv of Σ into subsurfaces with
geodesic boundary such that
(1) for every γ ∈ Γ whose associated closed geodesic is not contained in
any subsurface, LB(ρ(γ)) > 0;
(2) for every v ∈ V there is the following dichotomy:
(A) for every w ∈ V˜ lying above v, and any γ ∈ Γw which is not
boundary parallel, LB(ρ(γ)) > 0,
(B) for every w ∈ V˜ lying above v, there is a point bw ∈ BV which
is fixed by Γw.
The proof of the theorem is based on the analysis of the incidence structure
of the set
Lρ = {γ ∈ Γ| γ 6= e, γ hyperbolic, LB(ρ(γ)) = 0}.
Let
PLρ = {γ ∈ Lρ| γ is primitive}/γ∼γ−1
and denote by γ ∈ PLρ the equivalence class of γ. Let
Aρ = {ax(γ)| γ ∈ Lρ}
denote the set of axis of elements in Lρ, so that there is a bijective corre-
spondence Aρ ∼= PLρ.
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On PLρ we put the graph structure γ ≡ η if γ 6= η and their axis intersect.
We denote by Gρ this graph and proceed to study its connected components.
Let C ⊂ Gρ be a connected component with vertex set V (C). We observe
that if the component consists of a single vertex γ, then the closed geodesic
associated to γ is simple. Indeed for each η in Γ, the conjugate ηγη−1 belongs
to Lρ and if ηγη−1 6= γ the corresponding axis do not intersect.
Let us assume from now on that |V (C)| ≥ 2 and let
ΓC = {γ ∈ Γ| γ stabilizes C}
and
∆C =
⋃
γ∈V (C)
{γ−, γ+}.
Then we clearly have that if γ belongs to V (C) then γ is an element of ΓC
and ∆C is a subset of the limit set Λ(ΓC) ⊂ ∂H2 of ΓC. In particular, since
∆C is ΓC-invariant, we get ∆C = Λ(ΓC).
Lemma 8.2. There is a point pC ∈ BV with b±γ = pC for all γ such that
γ ∈ V (C).
Proof. Indeed, if γ is adjacent to η we have b+γ = b
−
γ = b
+
η = b
−
η (cfr. Lemma
7.15), the lemma follows from the assumption that C is connected. 
Lemma 8.3. For every γ ∈ ΓC, ρ(γ)pC = pC
Proof. For every γ ∈ ΓC, if η gives a vertex of V (C), the same holds for
γηγ−1. Hence we get
b±η = b
±
γηγ−1 = ρ(γ)b
±
η .

Lemma 8.4. Let g be a geodesic such that ∆C ∩ ((g−, g+)) 6= ∅ and ∆C ∩
((g+, g−)) 6= ∅. Then there exists γ ∈ C with ax(γ) ∩ g 6= ∅.
Proof. Let us choose a class η ∈ C with η+ ∈ ((g−, g+)) and a class τ ∈ C with
τ− ∈ ((g+, g−)). Since C is connected there is a sequence α1 = η, α2, . . . , αn =
τ of classes in C such that, for every i, the axis ax(αi) intersects ax(αi+1).
But then clearly there is an index j such that ax(αj) intersects the geodesic
g. 
If X is a subset of H
2
= H2∪∂H2, we denote by Co(X) the closed convex
hull of X in H2. To any component C we associate the closed convex subset
YC of H
2 defined by
YC = Co(Λ(ΓC)) = Co(∆C).
We say that an element γ ∈ ΓC is a boundary component if the axis of γ is
a boundary component of YC.
Proposition 8.5. For every primitive, hyperbolic element γ ∈ ΓC which is
not a boundary component we have
γ ∈ V (C).
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Proof. Since γ stabilizes C and is not a boundary component, we have that
the intersection ∆C ∩ ((γ−, γ+)) is not empty and similarly ∆C ∩ ((γ+, γ−)) is
not empty. Thus we conclude by Lemma 8.4. 
Our next aim is to show that the image p(YC) of YC under the univer-
sal covering map p : H2 → Σ is a compact subsurface of Σ with geodesic
boundary.
Proposition 8.6. Let C ⊂ Gρ be a connected component with more than one
vertex. For every γ ∈ Γ one of the following holds:
(1) γYC = YC,
(2) γYC ∩ YC is a boundary component of YC,
(3) the intersection γYC ∩ YC is empty.
Proof. First we show that if the intersection γY˚C ∩ YC is not empty, then
γC = C and hence γYC = YC. Let x ∈ γY˚C∩YC, and assume by contradiction
that γC 6= C, which implies that γV (C) ∩ V (C) = ∅.
Claim 1. The point x does not belong to ax(η) for any η ∈ C.
Assume, instead, that x belongs to ax(η) for some element η with η ∈ C. If
the intersection ∆γC∩((η−, η+)) is empty, then ∆γC is contained in the closed
interval [[η+, η−]] and hence YγC is contained in one of the closed halfplanes
determined by ax(η). This contradicts the hypothesis that x belongs to the
interior of YγC. Thus we have that both intersections ∆γC ∩ ((η−, η+)) and
∆γC∩ ((η+, η−)) are not empty. But then, by Lemma 8.4, there is an element
ξ ∈ γC whose axis ax(ξ) intersects ax(η). This implies that either ξ = η or
the elements ξ and η are adjacent in the graph Gρ. Both contradict the fact
that γV (C) ∩ V (C) = ∅, and this proves Claim 1.
Now we can define, for every g ∈ C, Bg to be the unique closed interval in
S1 with endpoints {g−, g+} and such that x does not belong to the convex
hull Co(Bg). According to Claim 1, this is well defined.
Claim 2. For every g in C, the intersection ∆γC ∩Bg is empty.
Indeed, assume that the intersection is not empty for some g ∈ C. Since
g does not belong to γC, this implies that the intersection ∆γC ∩ B˚g is not
empty. Since x belongs to γY˚C we get that the intersection ∆γC ∩ (S1 \Bg)
is not empty, and hence, by Lemma 8.4, there is ξ ∈ γC whose axis ax(ξ)
intersects ax(g) nontrivially. This again contradicts the assumption γV (C)∩
V (C) = ∅.
Claim 3. The union
⋃
g∈CBg is connected.
Indeed, for any pair of adjacent elements γ and η in C, we have that the
intersection Bγ∩Bη is not empty. Now enumerate C by a possibly redundant
sequence γ1, γ2, . . . of consecutive adjacent vertices. Then the union
⋃∞
i=1Bγi
is connected.
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Since the union
⋃
g∈CBg is connected, it is an interval of S
1 say with
endpoints α1, α2, numbered such that
((α1, α2)) ⊂
⋃
g∈C
Bg ⊂ [[α1, α2]].
It follows then from Claim 2 that the intersection ∆γC∩((α1, α2)) is empty,
on the other hand ∆C ⊆
⋃
g∈CBg ⊂ [[α1, α2]]. This implies that YC and YγC
lie in different half planes determined by the geodesic joining α1 to α2 and
hence the intersection γY˚C ∩ YC is empty. This gives a contradiction.
Assume now that γYC is different from YC and that the intersection γYC∩YC
is not empty. Let x be a point in the intersection γYC ∩ YC, then x belongs
to the boundary of γYC and also to the boundary of YC. Let g and g
′ be the
geodesics giving respectively the connected components of ∂(γYC) and ∂(YC)
containing x.
If g ∩ g′ = {x}, then the intersection of the interiors γY˚C ∩ Y˚C is not
empty which, together with what we proved, implies that the γY˚C is equal to
Y˚Cequal and leads to a contradiction. Thus g = g
′ ⊆ ∂(γYC)∩∂YC. Since the
intersection γY˚C ∩ Y˚C is empty, we deduce that γYC and YC lie on different
sides of g and hence ∂(γYC) ∩ ∂YC = g. 
Proposition 8.7. Let C ⊂ Gρ be a component with more than one vertex.
Let ΓC be the stabilizer of C in Γ and YC ⊂ H2 be the closed convex hull of
the limit set of Γ. Then the map
ΓC\YC →֒ Γ\H2
induces an embedding with image a compact surface with geodesic boundary.
Proof. Let us enumerate the vertices {γ1, γ2, . . .} of V (C) in such a way
that, for each i, γi is adjacent to γi+1. Let x˜0 be the intersection ax(γ1) ∩
ax(γ2) and define Xn =
⋃n
i=1 ax(γi). By construction Xn is connected. Let
furthermore x0 denote the projection x0 = p(x˜0).
Let Γn < Γ be the image of the natural map π1(p(Xn), x0) → π1(Σ, x0)
induced by the inclusion p(Xn) →֒ Σ. Then Γn is the fundamental group of
the surface Σn ⊆ Σ obtained by taking an appropriate tubular neighborhood
of p(Xn) ⊆ Σ and adding to it all components of the complement which
are either simply connected or whose fundamental group is generated by a
parabolic element of Γ. Then Σn is a subsurface with smooth boundary and
of finite topological type. Since Γn < Γn+1, there exists N ≥ 1 with Γn = ΓN
for all n ≥ N .
We will finish the proof by showing that ΓC = ΓN . Since Γnx˜0 ⊂ Xn, we
have Γn < ΓC. Conversely, let us take γ ∈ ΓC, then γx˜0 = ax(γγ1γ−1) ∩
ax(γγ2γ
−1) and since ΓC preserves V (C) we have that γγ1γ−1 and γγ2γ−1
are in V (C). Thus γx˜0 ∈ Xn for n large enough which implies γ ∈ Γn. As
a conclusion we get ΓN = ΓC, which implies that ΓC\YC in Σ is isotopic to
ΣN . 
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Proof of Theorem 8.1. The set of isolated components of Gρ is a Γ invariant
subset. Since we know that each isolated component of Gρ corresponds to
a geodesic of H2 that projects to a simple closed curve, we have that the
projection of all the isolated components is a collection C of pairwise disjoint
simple closed curves which cut the surface Σ in subsurfaces {Σv}v∈V for some
index set V.
Moreover, for any component C consisting of more than one element we
have that YC = Co(
⋃
γ∈C ax(γ)) is a subsurface in H
2 which projects to a
subsurface of Σ whose boundary consists of elements of C. In particular there
exists v ∈ V with p(YC) = Σv. 
9. Quasi Isometric embeddings
Let ρ : π1(Σ, x)→ Sp(V ) be a representation admitting a maximal fram-
ing and Σ =
⋃
v∈V Σv be the corresponding decomposition given by Theorem
8.1. We assume, as usual, that Σ is equipped with a hyperbolic metric of
finite area and denote by p : H2 → Σ the canonical projection, so that
Σ = Γ\H2.
As we have seen in Section 8, the decomposition of the surface Σ comes
from a Γ-invariant decomposition
H
2 =
⋃
w∈V˜
Sw
into subsurfaces with totally geodesic boundary. The Bass-Serre tree T =
(V˜, E) can be identified with the incidence tree of the set {Sw| w ∈ V˜}.
Recall that a pair {w1, w2} forms an edge if the intersection Sw1 ∩Sw2 is not
empty. In this case the intersection corresponds to the axis of an element of
Γ that acts on the building BV with zero translation length and determines
an isolated component of the graph Gρ.
Assume now that for every subsurface Σv we are in the second case of
the dichotomy in the decomposition theorem. Then for every w ∈ V˜, the
stabilizer Γw of w in Γ has a canonical fixed point bw ∈ B0V which equals b±γ
for each γ ∈ Γw.
Theorem 9.1. The map
V˜ → B0V
w 7→ bw
is a Γ-equivariant quasiisometry.
Let η ∈ Γ be an element whose corresponding geodesic is not contained in
a subsurface. The axis ax(η) determines a sequence (wn)n∈Z of vertices in
T , namely the consecutive sequence of surfaces Swn crossed by ax(η). This
gives a geodesic path in T , which is the axis of the isometry of T induced
by η.
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Lemma 9.2. Let us assume that the axis ax(η) crosses the surface Sw. Let
γ ∈ Γw be an element which is not boundary parallel and such that ax(γ)
intersects ax(η). Then
bw = πB(prYη(φ(γ
+))) = πB(prYη(φ(γ
−))).
In particular bw belongs to Yη.
η−−T  η+ S 
γ− 0 
γ+ l∞ 
α−−Id  α+ L
Sw
Proof. Without loss of generality we assume that the 4-tuple (η−, γ−, η+, γ+)
is positively oriented, we will show that all the eigenvalues of the crossratio
R(φ(η−), φ(γ−), φ(η+), φ(γ+)) have the form 1+f for a positive f satisfying
‖f‖ = 1.
Since γ is not boundary parallel we can find α ∈ Γw such that α− belongs
to ((η−, γ−)), and α+ belongs to ((γ−, η+)). Since (α−, γ−, α+, γ+) is pos-
itively oriented, we can pick an element g ∈ Sp(V ) with g∗(α−, γ−, γ+) =
(−Id, 0, l∞). For such g we set g∗φ(η−) = −T , g∗φ(η+) = S and g∗φ(α+) =
L. With these notations we have T >> Id and S >> L >> 0, moreover the
crossratio R(φ(η−), φ(γ−), φ(η+), φ(γ+)) is conjugate to R(−T, 0, S, l∞) =
Id + T−1S.
First observe that all the eigenvalues of R(−T, 0, S, l∞) are smaller than
the corresponding eigenvalues of R(−Id, 0, S, l∞). Indeed the first matrix is
conjugate to Id + S1/2T−1S1/2 and the second equals Id + S, moreover all
the eigenvalues of T are by assumption greater than 1. Now α and γ cross
and have zero translation length since they both belong to Γw. Since η
+
belongs to ((α+, γ+)), it follows from Lemma 7.13 that all the eigenvalues of
R(φ(α−), φ(γ−), φ(η+), φ(γ+)) have the form 1+λ for a positive λ satisfying
‖λ‖ = 1. This implies that for each eigenvalue νi of Id + T−1S we have
‖νi − 1‖ ≤ 1.
On the other hand all the eigenvalues of R(−T, 0, S, l∞) are bigger than the
corresponding eigenvalues of R(−T, 0, L, l∞): indeed the first matrix is con-
jugate to Id+T−1/2ST−1/2 and the second is conjugate to Id+T−1/2LT−1/2.
This implies that, denoting by µi the eigenvalues of R(−T, 0, L, l∞) we have
that ‖νi − 1‖ ≥ ‖µi − 1‖. This is enough to conclude: we have by Lemma
4.4 that R(−T, 0, L, l∞) ∼= R(L, l∞,−T, 0) and, as a consequence of Lemma
7.13, this latter crossratio has all its eigenvalues of the form 1 + f for some
positive f of norm one.
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Now we exploit that bw is in particular equal to b
±
γ . This latter point is,
in view of of Proposition 7.1 equal to πB(prYγ (φ(η
−))). Moreover we deduce
from Lemma 7.15 that
πB(prYγ (φ(η
−))) = πB(prYη(φ(γ
−))) = πB(prYη(φ(γ
+)))
and this concludes. 
Lemma 9.3. Let a, b ∈ L(V ) be transverse subspaces and fix x1, . . . , xk ∈
((a, b)) such that (a, xi, xi+1, b) is maximal for all i. Then
k−1∑
i=1
d(prYa,b(xi),prYa,b(xi+1)) ≤
√
n d(prYa,b(x1),prYa,b(xk)).
Proof. Since for each pair of symmetric matrices S, T we have detR(0, S, T, l∞) =
detS−1 detT we deduce
detR(a, x1, xk, b) =
k−1∏
j=1
detR(a, xj , xj+1, b).
Thus we get
ln ‖detR(a, x1, xk, b)‖ =
k−1∑
j=1
ln ‖detR(a, xj , xj+1, b)‖.
From Lemma 7.11 we deduce immediately
k−1∑
i=1
d(prYa,b(xi),prYa,b(xi+1)) ≤
√
n d(prYa,b(x1),prYa,b(xk)).

Proof of Theorem 9.1. Let v,w be vertices of T and pick an element η ∈ Γ
whose associated axis in T contains the geodesic path between v and w. Let
us name v0 = v, v1, . . . , vk = w the vertices in such path.
We choose, for every i an element γi ∈ Svi whose axis ax(γi) intersects the
axis ax(η) nontrivially, and with the property that γ+i ∈ ((η−, η+)). Then we
have that, for every i, the 4-tuple
(φ(η−), φ(γ+i ), φ(γ
+
i+1), φ(η
+))
is maximal and hence by Lemma 9.2 and 9.3 we have
k−1∑
i=0
dB(bvi , bvi+1) ≤
√
ndB(bv0 , bvk).
Now, since the number of Γ-orbits on the set of edges of T is finite, there
are constants C1, C2 with
C1 ≤ dB(bl, br) ≤ C2
for every pair (l, r) of adjacent vertices. Thus we get
kC1 ≤
√
ndB(bv0 , bvk),
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which implies
dT (v0, vk) ≤
√
n
C1
dB(bv0 , bvk).
The inequality
dB(bv0 , bvk) ≤ C2k = C2dT (v0, vk)
is immediate. 
10. Ultralimits of maximal representations
In this section we apply the general theory developed so far to the field
of hyperreals and the Robinson field in order to deduce the decomposition
theorem for ultralimits of maximal representations.
10.1. Hyperreals and Robinson fields. Let ω : P(N) → {0, 1} be a
non-principal ultrafilter on the set of integers. Recall that the ultraproduct∏
ωXi of a sequence Xi, i ∈ N, of sets is the quotient of
∏
i∈NXi by the
equivalence relation (xi) ∼ (yi) if ω({i| xi = yi}) = 1. We denote by
λω :
∏
i∈NXi →
∏
ωXi the quotient map and write Xω for
∏
ωX. In
particular Rω is the field of hyperreals, and if Xi are vector spaces over R,
R-algebras, groups then
∏
ωX is a Rω-vector space, an Rω-algebra, a group
and λω is a morphism in the appropriate category. For a R-vector space V
the map
V × Rω → Vω
(v, [(li)]) 7→ [(liv)]
induces an Rω-isomorphism V ⊗R Rω 7→ Vω. For V finite dimensional at
least, we deduce from the isomorphism EndRω(V ⊗R Rω) ∼= (EndV ) ⊗R Rω
that the map ∏
i∈N End(V ) → End(Vω)
(Ti)i 7→ T
where T ([vi]) = [Ti(vi)] induces an algebra isomorphism (End(V ))ω ∼= End(Vω)
which restricts to a group isomorphism (GL(V ))ω ∼= GL(Vω). By abuse of
notation we will also denote λω :
∏
N
GL(V ) → GL(Vω) the induced map.
Given a symplectic form 〈·, ·〉 on V let 〈·, ·〉ω denote the symplectic form on
Vω obtained by extending the scalars from R to Rω. Given a sequence of
representations ρi : Γ → Sp(V ), we will denote by ρω the representation of
Γ into Sp(Vω) obtained by composing
∏
i∈N ρi with λω.
Proposition 10.1. Assume that ρi : Γ → Sp(V ) is a sequence of maximal
representations. Then ρω : Γ→ Sp(Vω) admits a maximal framing.
The proof uses the following lemma, which is a straightforward verifica-
tion:
Lemma 10.2. (1) The map
∏
N
Grk(V )→ Grk(Vω) defined by (Li)i∈N 7→∏
ω Li induces a (GL(V ))ω
∼= GL(Vω) equivariant bijection (Grk(V ))ω ∼=
Grk(Vω) and restricts to a (Sp(V ))ω ∼= Sp(Vω)-equivariant bijection
L(V )ω ∼= L(Vω);
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(2) Let fi : Wi → R be quadratic forms with signature ni ∈ Z. Assume
that the sequence dimWi is bounded and let fω :
∏
ωWi → Rω be the
quadratic form given by fω([(vi)]) = [(fi(vi))]. Then fω has signature
n where n is defined by ω({i| ni = n}) = 1.
Proof of Proposition 10.1. Since each ρi is maximal, there exists a maximal
framing φi : ∂H
2 → L(V ). Define then φω : ∂H2 → L(Vω) by composing∏
φi : ∂H
2 → ∏
N
L(V ) with the quotient map ∏
N
L(V ) → L(Vω). The
maximality of the so obtained framing follows then from Lemma 10.2 (2). 
Let now σ ∈ Rω be an infinitesimal and recall the definition of the local
ring
Oσ = {x ∈ Rω||x| < σ−k for some k ∈ N}
with maximal ideal
Iσ = {x ∈ Rω||x| < σk for all k ∈ N}
associated to it. The quotient is the Robinson field Rω,σ = Oσ/Iσ associated
to σ [Rob73, LR75].
Remark 10.3. Assuming the continuum hypothesis a deep result of Erdös,
Gillman and Henriksen [EGH55] implies that the field Rω does not depend
on the choice of the ultrafilter. And under the same hypothesis Thornton
showed that the normed field Rω,σ does not depend on the choice of the
ultrafilter ω nor on the infinitesimal σ [Tho02, Theorem 2.34].
If instead we assume the negation of the continuum hypothesis, it was
shown by Kramer, Shelah, Tent and Thomas [KSTT05, Theorem 1.8] that
there exists an uncountable set of nonprincipal ultrafilters such that the
associated Robinson fields are pairwise non isomorphic.
If (λi) is a divergent sequence of real numbers and we set σ = [(e
−λi)] ∈ Rω
we have that the field Rω,σ is the field denoted by Rω,λ in [Par12].
Now let ρω be a representation into Sp(Vω) admitting the maximal framing
(S, φω). Choose a compatible complex structure Jω and an infinitesimal σ ∈
Rω such that ρω(Γ) ⊆ Sp(Vω)(Oσ), and denote Vω the vector space V⊗RRω,σ.
According to Theorem 5.9, composing ρω with πσ : Sp(Vω)(Oσ)→ Sp(Vω,σ)
we obtain a representation which admits qσ ◦ φω : S → L(Vω,σ) as maximal
framing.
Thus we obtain in particular:
Corollary 10.4. If (ρi)i∈N : Γ→ Sp(V ) is a sequence of maximal represen-
tations where V is a real symplectic vector space, ρω : Γ→ Sp(Vω) the corre-
sponding representation over the field of hyperreals, Jω a choice of compatible
complex structure and σ an infinitesimal such that ρω(Γ) ⊂ Sp(Vω)(Oσ), then
the representation ρω,σ : Γ→ Sp(Vω,σ) admits a maximal framing defined on
∂H2.
In the compact case we obtain a converse:
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Theorem 10.5. Assume that the surface Γ\H2 is compact. Then a repre-
sentation ρ : Γ→ Sp(Vω,σ) admits a maximal framing if and only if there is
a sequence ρi : Γ→ Sp(V ) of maximal representations such that ρω,σ = ρ.
Proof. Let
Repg :=
{
(A1, B1, . . . , Ag, Bg) ∈ Sp(V )2g
∣∣∣∣∣
n∏
i=1
[Ai, Bi] = Id
}
be the R-variety of representations of Γ in Sp(V ). Then it follows from
[Tho02] that the reduction modulo Iσ induces a surjection Repg(Oσ) →
Repg(Rω,σ). Thus we can lift ρ to a representation ρω : Γ → Sp(Vω)(Oσ)
which we represent by a sequence (ρi)i∈N of representations of Γ into Sp(V ).
Let φ : Σ→ L(Vω,σ) be a maximal framing for ρ. It follows from the Collar
Lemma that for every hyperbolic element γ ∈ Γ, the image ρ(γ) is Shilov
hyperbolic. Then ρω(γ) needs also to be Shilov hyperbolic and we have
qσ(L
+
ρω(γ)
) = L+ρ(γ) because of uniqueness of attractive fixed Lagrangians.
Fix a decomposition of Σ = Γ\H2 into pairs of pants, let P ⊆ Σ de-
note any such pair of pants and let {c1, c2, c3} be standard generators of
π1(P ), in particular c1c2c3 = e. Let ξ1, ξ2, ξ3 be the attractive fixed points
in ∂H2 of c1, c2, c3. Then (ξ1, ξ2, ξ3) as well as (ξ1, c1 · ξ3, ξ2) are positively
oriented. Thus the images under φ of the two triples are maximal and hence
the triples (L+ρω(c1), L
+
ρω(c2)
, L+ρω(c3)) and (L
+
ρω(c1)
, ρω(c1)L
+
ρω(c3)
, L+ρω(c2)) are
maximal. It follows that there is a set EP ⊂ N of full ω-measure such
that for each n in EP , ρi(c1), ρi(c2), ρi(c3) are Shilov hyperbolic and both
(L+ρi(c1), L
+
ρi(c2)
, L+ρi(c3)) and (L
+
ρi(c1)
, ρi(c1)L
+
ρi(c3)
, L+ρi(c2)) are maximal. It fol-
lows then from [Str15, Theorem 5] that ρi|π1(P ) → Sp(V ) is maximal for each
n in EP . Thus if P1, . . . , P2g−2 is the pair of pants decomposition, we have
that for all i ∈ ⋂2g−2j=1 Epj , the restriction ρi|π1(Pi) is maximal. By additiv-
ity of the Toledo invariant (see [BIW10, Theorem 1]) we deduce that ρi is
maximal. Since
⋂2g−2
j=1 Epj is of full ω-measure, this concludes the proof. 
10.2. Asymptotic cones. We finish the paper deducing the statements
about ultralimits of maximal representations from the general theory of rep-
resentations admitting a maximal framing.
Proof of Theorem 1.1. Let ρk : Γ→ Sp(V ) be a sequence of maximal repre-
sentations, Jk ∈ XV a sequence of basepoints, namely a sequence of compat-
ible complex structures, and (λk)k∈N an adapted sequence of scales. If the
sequence (λk)k∈N is bounded on a set of full ω-measure, then we may assume
sup
k∈N
max
γ∈S
d(ρk(γ)Jk, Jk) <∞
and hence, if we conjugate ρk by gk ∈ Sp(V ) with gkJk = x a fixed basepoint,
it follows that the sequence πk = gkρkg
−1
k is relatively compact in the space
of representations. In this case ωXλ is just the Siegel space XR with rescaled
distance and ωρλ is an ordinary accumulation point of the sequence (πk)k∈N.
48 MAXIMAL REPRESENTATIONS AND BUILDINGS
If the sequence (λk)k∈N is unbounded, let σ := (e
−λk), which is an infini-
tesimal in Rω, and let Jω := [(Jk)] ∈ End(Vω) which is a compatible complex
structure. Then we conclude from the fact that (λk) is adapted to (ρk, Jk)
that ρω(Γ) ⊂ Sp(Vω)(Oσ).
Furthermore it follows from [Par12] that the action on the Bruhat-Tits
building of Sp(Vω,σ) coming from the representation ρω,σ : Γ → Sp(Vω,σ)
coincides with the ultralimit ωρλ : Γ → Iso(ωXλ) under the identification of
ωXλ with the Bruhat-Tits building BVω,σ . Theorem 1.1 follows then from
Corollary 10.4 and Theorem 8.1 
We now characterize the cases which lead to actions without a global
fixed point. Recall from the introduction that when S be a finite generating
set for Γ, and ρ is a maximal representation we denote by DS(ρ)(x) the
displacement function.
The functionDS(ρ) is convex and since ρ(Γ) is not contained in any proper
parabolic subgroup of Sp(V ) we have that for every C > 0, the convex set
{x|DS(ρ)(x) ≤ C} must be compact, in particular DS(ρ)(x) achieves its
minimum that we will denote by µS(ρ) = minx∈X DS(ρ)(x).
The function ρ 7→ µS(ρ) descends then to a proper function
Hommax(Γ,Sp(V ))/Sp(V )→ [0,∞)
on the character variety of maximal representations. Let now (ρk)k∈N be a
sequence of maximal representations, xk ∈ X a sequence of basepoints and
λk an adapted sequence of scales. Furthermore let yk ∈ X be such that
µS(ρk) = DS(ρk)(yk).
Proposition 10.6. The representation ωρλ on
ωXλ has no global fixed point
if and only if
lim
ω
λk
µS(ρk)
<∞ and lim
ω
d(yk, xk)
λk
<∞
in which case ωXλ =ω Xµ, the distances on the asymptotic cones are homo-
thetic and the actions ωρλ and
ωρµ coincide.
Remark 10.7. The fact that if ωρλ has no global fixed point then the limit
limω
λk
µS(ρk)
is finite can also be deduced combining [Par12, Proposition 4.4]
and [Par03, Corollary 3].
Proof of Proposition 10.6. For the if part: changing the sequence on a set
of ω-measure zero, we may assume that for some constant C > 0, we have
µS(ρk)/C ≤ λk ≤ CµS(ρk) and d(yk, xk) ≤ Cλk for all k ∈ N. This readily
implies that the asymptotic cones ωXλ and ωXµ are equal, that the induced
distances are homothetic with factor limω
λk
µS(ρk)
and that the actions ωρλ,
ωρµ coincide. Thus we have to verify that
ωρµ does not have a global fixed
point. But this follows immediately from the fact that
max
γ∈S
d(ρk(γ)x, x)
µS(ρk)
≥ 1 ∀x ∈ X .
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We next show the only if part. Let T be a finite connected generating set,
and let us denote by K the maximal length of an element of T with respect to
the generating set S. Since ωρλ does not have a global fixed point, it follows
from Corollary 7.6 that there is γ0 ∈ T with L(ωρλ(γ0)) = limω L(ρk(γ0))λk > 0.
Since
L(ρk(γ0)) ≤ d(ρk(γ0)yk, yk) ≤ KµS(ρk) ≤ KDS(ρk)(xk)
and limω
DS(ρk)(xk)
λk
< ∞, we may assume that the sequences (λk)k∈N and
(µS(ρk))k∈N are equivalent, namely that there are positive constants C1, C2
such that C1µS(ρk) ≤ λk ≤ C2µS(ρk) for all k ∈ N.
Pick now two hyperbolic elements γ, η in Γ with intersecting axes. If
φk : S
1 → L(V ) denotes the boundary map associated to ρk, we have
Yφk(γ+),φk(γ−) ∩ Yφk(η+),φk(η−) = {zk} and the sequence (zk)k∈N in ωXλ rep-
resents a point in the intersection Yλγ ∩ Yλη (see Section 7). Thus we get
limω
d(xk ,zk)
λk
< ∞. The same applies to ωXµ and hence limω d(yk ,zk)µS(ρk) < ∞.
Using the triangle inequality and taking into account that the sequences
(λk)k∈N and (µS(ρk))k∈N are equivalent, we deduce
lim
ω
d(xk, yk)
λk
<∞.

Proof of Corollary 1.3. The first inequality follows from the Collar Lemma,
while the last follows by contradiction from Proposition 10.6. 
Proof of Corollary 1.4. Applying iteratively Theorem 1.1 it is possible to
obtain a canonical decomposition of the surface in subsurfaces with geodesic
boundary with the property that all curves strictly contained in a subsurface
have the same growth rate. The set C of curves defining this decomposition is
the union of the curves given by Theorem 1.1 and all the curves contained in
subsurfaces of type (B) selected by applying Theorem 1.1 to the restrictions
of the representations to those subsurfaces. One can apply Theorem 1.1 at
most 3g−3+p times corresponding to the case when at each step precisely one
curve is added and all the complementary pieces are of type (B). Hence there
are at most 3g − 3 + p distinct growth rates among curves having nontrivial
intersection with C. There are three possibilities for the remaining curves:
either a curve is contained in a subsurface defined by the decomposition C, or
it is one of the curves in C or it corresponds to a puncture in the surface. The
claim follows since there are at most 2g− 2+ p complementary components.

11. Appendix A (by Thomas Huber)
Proposition 11.1. Let F be a real closed field. Let n be a positive integer
and assume that a1, . . . , an ≥ 1. Then we have
(a1a2 . . . an − 1)n ≥ (an1 − 1)(an2 − 1) . . . (ann − 1)
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with equality if and only if a1 = . . . = an
For F = R this follows easily from the convexity of the function e
x
ex−1 ; here
we reproduce the proof due to Thomas Huber for general real closed fields.
We start with a key lemma:
Lemma 11.2. Let n be a positive integer and let c, x ≥ 1. Then we have
(7) (cx− 1)n ≥ (cnx− 1)(x− 1)n−1
with equality if and only if n = 1 or c = 1.
Proof. We use induction. For n = 1 the inequality is in fact an equality. By
induction
(cx− 1)n+1 = (cx− 1)(cx − 1)n ≥ (cx− 1)(cnx− 1)(x − 1)n−1
(observe that all factors are non-negative) and it suffices to show that
(cx− 1)(cnx− 1) ≥ (cn+1x− 1)(x− 1)
holds. But the difference of the left and the right hand side factors as
x(c− 1)2(cn−1 + . . . + c+ 1)
and is clearly non-negative. 
Now we turn to the proof of the main result and proceed again by induc-
tion. For n = 1 there is nothing to show, hence let n ≥ 2. By symmetry we
may assume that a = a1 ≥ ai for all i ≥ 2. By the induction hypothesis the
right hand side of the inequality does not decrease when we replace a2, . . . , an
by their geometric mean b = (a2 . . . an)
1/(n−1). Therefore it suffices to show
the inequality
(abn−1 − 1)n ≥ (an − 1)(bn − 1)n−1
where a ≥ b ≥ 1. But this is a direct consequence of our lemma: just set
c = a/b ≥ 1 and x = bn ≥ 1 in 7. Equality only holds for c = 1, that is for
a = b. But this implies a1 = . . . = an by the maximal choice of a1.
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