In this paper, our boundary value problem is a Dirac system with transmission conditions at several points of discontinuity. The main purpose of this paper is to derive the sampling theorems of this boundary value problem.
Introduction
Let H(D) be a class of complex-valued functions defined on D, where D is a subset of C, which may coincide with C. We say that a sampling theorem holds for the class H The point now concerns the classes H(D), for which sampling theorems are guaranteed. In most of the known cases in sampling theory the classes of the sampled functions are integral transforms defined on a L  -space. Now, in the following, we give an example. Example . Let H(C) be the space of all bandlimited functions, i.e., functions of the form of finite Fourier transforms, 
where the sampling expansions converge absolutely on C and uniformly on both R and compact subsets of C, [], p.. This result is the well-known WSK sampling theorem [-] which has many applications in signal processing.
The above example is a special case of a generalized sampling theorem for generalized integral transforms. It is known as Kramer Let H(C) be the set of integral transforms
Then elements of H(C) admit the sampling expansions
, F ∈ H(C).
(.)
Series (.) converges uniformly wherever K(·, λ) L  (I) is bounded.
We can see that Example . above is a special case of Theorem .. There are many problems motivated by Kramer's theorem. The first concerns the situation for which we can obtain the kernel and the sampling points such that the theorem holds. The second concerns the relationship between Kramer's sampling expansions and Lagrange-type interpolation ones. Notice that the sampling series in Example . is in the form of a Lagrange-type interpolation expansion. A partial answer to the first question was given by Weiss then u(·, λ) satisfies Kramer's theorem with respect to the sequence of the eigenvalues, i.e., the sequence of the eigenvalues, {λ k } ∞ k= , will be taken as the sampling points. For the second question, it is shown in many articles that Kramer's expansions are nothing more than Lagrange-type interpolation ones when the kernels of the sampled integral transforms are solutions of certain self adjoint eigenvalue problems or are to be expressed in terms of the Green's functions of these problems; see [-] . Using the connection between Kramer's theorem and the eigenvalue problems most of the known sampling expansions can easily be obtained.
In [, ] , the authors discussed sampling theorems of regular one-dimensional continuous Dirac systems; see also [] . In the case of boundary value problems with one point of discontinuity, Tharwat et al. [] , discussed sampling theorems of Dirac systems; see also [, ] . In the present paper we derive sampling theorems associated with Dirac systems with transmission conditions at several points of discontinuity. That is, we define classes of transforms associated with these problems and derive sampling expansions for these classes. We use both solutions and the Green's matrices to define the sampled transforms. In all cases the obtained sampling expansions are written in the form of a Lagrange interpolation series. The uniform convergence of the obtained sampling expansion as well as the analytic and growth properties of the sampled transforms are given. However, sampling theories associated with Dirac systems, which have several points of discontinuity, do not exist as far as we know. An illustrative example is given in detail in the last section.
Preliminaries
In this section we introduce some of the notations and relations that will be used in the sequel; then we prove some useful lemmas and theorems. We consider the Dirac system
and the transmission conditions
where λ ∈ C; 
Let H be the Hilbert space
The inner product of H is defined by
where
. . , m, and denotes the matrix transpose, Proof Assume to the contrary that λ  is a non-real eigenvalue of problem (.)-(.). Let
be a corresponding (non-trivial) vector-valued eigenfunction. By (.), we
Integrating the above equation through [a, c  ), (c k- , c k ) (k = , , . . . , m), and (c m , b], we obtain
for k = , , . . . , m, and
Then from (.), (.), and the transmission conditions, we have, respectively,
and
Since λ  = λ  , it follows from the last three equations and (.), (.), (.) that
Then u i (x) = , i = , , and this is a contradiction. Consequently, λ  must be real. 
Proof By (.) we obtain
Integrating Now we will construct a special fundamental system of solutions of (.) for λ not being an eigenvalue. By virtue of Theorem . in [], we will define the two solutions of (.)
where 
, which is an entire function of λ ∈ C for each fixed x ∈ [a, c  ]. Similarly, employing the same method as in proof of Theorem . in [], we see that the problem
, which is an entire function of the parameter λ for
Similarly, the following problem also has a unique solution u =
By virtue of equations (.) and (.) these solutions satisfy both transmission conditions (.). These functions are entire in λ for all
It is obvious that the Wronskians
are independent of x ∈ I k and are entire functions. Taking into account (.) and (.), a short calculation gives
for each λ ∈ C.
Corollary . The zeros of the functions
Then we may introduce into the consideration the characteristic function ω(λ) as
Lemma . All eigenvalues of problem (.)-(.) are just zeros of the function ω(λ).
Proof Since the functions ϕ  (x, λ) and ϕ  (x, λ) satisfy the boundary condition (.) and the transmission conditions (.), to find the eigenvalues of the (.)-(.) we have to insert the functions ϕ  (x, λ) and ϕ  (x, λ) in the boundary condition (.) and find the roots of this equation.
In the following lemma, we show that all eigenvalues of the problem (.)-(.) are simple.
Lemma . The eigenvalues of the boundary value problem (.)-(.) form an at most countable set without finite limit points. All eigenvalues of the boundary value problem
Proof The eigenvalues are the zeros of the entire function occurring on the left-hand side,
We have shown (see Lemma .) that this function does not vanish for non-real λ. In particular, it does not vanish identically. Therefore, its zeros form an at most countable set without finite limit points.
By (.) we obtain for λ, μ ∈ C, λ = μ,
Then from (.) and the transmission conditions (.), we have
Dividing both sides of (.) by (λ -μ) and by letting μ → λ, we arrive at the relation
We show that the equation
has only simple roots. Assume the converse, i.e., equation (.) has a double root λ * , say.
Then the following two equations hold:
Equations (.) and (.) imply that
Combining (.) and (.), with λ = λ * , we obtain
It follows that ϕ  (x, λ * ) = ϕ  (x, λ * ) = , which is impossible. This proves the lemma.
Here {ϕ(·, λ n )} ∞ n=-∞ will be a sequence of vector-valued eigenfunctions of (.)-(.) corresponding to the eigenvalues {λ n } ∞ n=-∞ . Since χ(·, λ) satisfies (.) and (.), then the eigenvalues are also determined via
where τ n =  are non-zero constants, since all eigenvalues are simple. Since the eigenvalues are all real, we can take the vector-valued eigenfunctions to be real valued.
Asymptotic formulas of eigenvalues and eigenvector functions
In this section, we derive the asymptotic formulas of the eigenvalues {λ n } ∞ n=-∞ and the vector-valued eigenfunctions {ϕ(·, λ n )} ∞ n=-∞ . We shall transform equations (.), (.), (.), and (.) into the integral equations, see [] ,
where k = , , . . . , m.
For |λ| → ∞ the following estimates hold uniformly with respect to
Now we will find an asymptotic formula for the eigenvalues. Let 
which can be written as
which can be rewritten as
For large |λ| equation (.) obviously has solutions which, as is not hard to see, have the form, cf.
[], p.,
Inserting these values in (.), we find that sin δ n = O(
). Thus we obtain the following asymptotic formula for the eigenvalues:
Using equations (.), we obtain the following asymptotic formulas for the vector-valued eigenfunctions ϕ(·, λ n ), where
Green's matrix and expansion theorem
be a continuous vector-valued function. Now, we derive the Green's matrix of problem (.)-(.). Consider the inhomogeneous eigenvalue problem consisting of the differential system
and the boundary conditions (.)-(.) with λ is not an eigenvalue of problem (.)-(.). Now, we can represent the general solution of (.) in the following form:
We applied the standard method of variation of the constants to (.), thus, the functions A k (x, λ) and B k (x, λ) (k = , , . . . , m + ) satisfy the linear system of equations
Since λ is not an eigenvalue and ω(λ) = , each of the linear system in (.), (.), and (.) has a unique solution which leads to
where A k and B k , k = , , . . . , m + , are arbitrary constants, and
Substituting equations (.), (.), and (.) into (.), we obtain the solution of (.),
Then from (.), (.), and (.), we get
Equations (.) and (.) can be rewritten as follows:
respectively. Then, from (.) and (.), (.) can be written as
(.) Expanding (.) we obtain the concrete form 
Theorem .
(i) For u(·) ∈ H, u(·)  H = ∞ n=-∞ u(·), ψ n (·) H  . (  .   ) (ii) For u(·) ∈ H, u(x) = ∞ n=-∞ u(·), ψ n (·) H ψ n (x), (.) where ψ n (·) = ϕ(·,λ n ) ϕ(·,λ n ) H
is the normalized vector-valued eigenfunction of the problem (.)-(.). The series is absolutely and uniformly convergent on
[a, c  ) ∪ (c  , c  ) ∪ (c  , c  ) ∪ · · · ∪ (c m , b].
The sampling theorems
In this section we introduce two sampling theorems associated with problem (.)-(.) above. In the first one we define an integral transform whose kernel is ϕ(·, λ), while in the second one the sampled transform will be defined in terms of the Green's matrix. The first sampling theorem of this section associated with the boundary value problem (.)-(.) is the following theorem.
where ϕ(·, λ) is the solution defined in (.). Then F(λ) is an entire function of exponential type that can be reconstructed from its values at the points {λ
The series (.) converges absolutely on C and uniformly on any compact subset of C. Here ω(λ) is the entire function defined in (.).
Proof Equation (.) can be rewritten in the form
Since both f (·) and ϕ(·, λ) are in H, they have the Fourier expansions
where λ ∈ C andf (n) are the Fourier coefficientŝ
Applying Parseval's identity to (.), we obtain
To prove expansion (.) we need to show that
Indeed, let λ ∈ C and n ∈ Z be fixed. By the definition of the inner product of H, we have
From the Green's identity, see [] , p., we have
Then from the initial conditions (.) and (.), equation (.) becomes
From (.) and (.), we have
Substituting from (.), (.) into (.), we get
Letting λ → λ n in (.) and since the zeros of ω(λ) are simple, we get
Since λ ∈ C and n ∈ Z are arbitrary, (.) and (.) hold for all λ ∈ C and all n ∈ Z. Therefore from (.) and (.) we get (.). Hence (.) is proved with a pointwise convergence on C. Now we investigate the convergence of (.). First we prove that it is absolutely convergent on C. Using Cauchy-Schwarz' inequality for λ ∈ C,
Since f (·), ϕ(·, λ) ∈ H, the two series in the right-hand side of (.) converge. Thus series (.) converges absolutely on C. As for uniform convergence, let M ⊂ C be compact. Let λ ∈ M and N > . Define ν N (λ) to be
Using the same method as developed above
[], p., we can find a positive constant C M such that
uniformly on M. In view of Parseval's equality,
Thus ν N (λ) →  uniformly on M. Hence (.) converges uniformly on M. Thus F(λ) is an entire function. From the relation
and the fact that ϕ ,k (·, λ) and ϕ ,k (·, λ), k = , , . . . , m+, are entire functions of exponential type, see Lemma .. in [], we conclude that F(λ) is of exponential type.
Remark . If we replace ω(λ) by the canonical product
then expansion (.) is a Lagrange-type interpolation. Indeed, from Hadamard's factorization theorem, see [] , there is an entire function with no zeros, h(λ), such that
Thus,
and (.), (.) remain valid for the function F(λ)/h(λ). Hence
We may redefine (.) by taking the kernel
For more details as regards the argument of Remark ., see [] , p..
The next theorem is devoted to vector-type interpolation sampling expansions associated with problem (.)-(.) for vector-valued integral transforms whose kernels are defined in terms of the Green's matrix. As we see in (.), the Green's matrix
is a fixed point and ω(λ) is the function defined in (.) or it is the canonical product (.).
be the vector-valued transform 
The vector-valued series (.) converges absolutely on C and uniformly on compact subsets of C. Here (.) means
,
where both series converge absolutely on C and uniformly on compact sets of C.
Proof Let λ ∈ C such that λ = λ n for n ∈ Z. Since F(λ) is nothing but the unique solution (multiplied by ω(λ)) of the inhomogeneous Dirac system (.
and {ψ n (·)} ∞ n=-∞ is a complete orthonormal set of vector-valued eigenfunctions. Thus
Now, we calculate ϕ(·, λ n )  H using the Green's identity [], p. . Let λ, μ ∈ C be different and μ = λ n = λ; then, from (.) and (.),
where ϕ(x, λ) and χ(x, μ) are the solutions defined above. By the initial conditions (.) and (.), we have
Letting μ = λ n , for some n, and noting that χ(x, λ n ) is a real-valued eigenfunction, from (.) and (.), equation (.) becomes
Then from (.), we obtain
Taking the limit in (.) when λ → λ n ,
Substituting in (.), we get the following series, which holds if λ is not an eigenvalue:
To prove (.), it suffices to prove that F(λ n ) = a n τ n ϕ(ξ  , λ n ). Indeed, from (.) and (.), we have 
