No unmeasured confounding is often assumed in estimating treatment effects in observational data when using approaches such as propensity scores and inverse probability weighting. However, in many such studies due to the limitation of the databases, collected confounders are not exhaustive, and it is crucial to examine the extent to which the resulting estimate is sensitive to the unmeasured confounders. We consider this problem for survival and competing risks data. Due to the complexity of models for such data, we adapt the simulated potential confounders approach of Carnegie et al. (2016) , which provides a general tool for sensitivity analysis due to unmeasured confounding. More specifically, we specify one sensitivity parameter to quantify the association between an unmeasured confounder and the treatment assignment, and another set of parameters to quantify the association between the confounder and 1 arXiv:1908.01444v1 [stat.AP] 5 Aug 2019 the time-to-event outcomes. By varying the magnitudes of the sensitivity parameters, we estimate the treatment effect of interest using the stochastic EM and the EM algorithms. We demonstrate the performance of our methods on simulated data, and apply them to a comparative effectiveness study in inflammatory bowel disease (IBD).
Introduction
When estimating the effect of a treatment or exposure on an outcome of interest, the goldstandard approach is to conduct randomized control trials (RCT). In this setting, the potential outcomes are independent of treatment assignment, then the inference is straightforward.
However, in many cases, RCT is not feasible and the inference has to be drawn from observational studies. One of the major challenges in inferring causality from observational studies is that the treatment selection mechanism is unknown and we have to rely on some untestable assumptions. One widely used assumption is that there is no unobserved confounding, which means that the treatment assignment and the outcome are independent conditional on the observed pre-treatment covariates. In the potential outcome framework and under this assumption, there are several methods to adjust for the pre-treatment covariates via the propensity, including matching, stratification, outcomes regression and inverse probability weighting (IPW). [1] [2] [3] [4] [5] Instead of believing that the no-unobserved-confounding assumption is satisfied, sensitivity analysis offers an approach to assess the extent to which the inference is robust to potential unmeasured confounders. 2 Robins et al. 6 argued that sensitivity analysis should be conducted to examine how the inference varies if any untestable assumption is violated.
For example, an early sensitivity analysis was conducted in Cornfield et al., 7 who concluded that the association between cigarette smoking and lung cancer could be explained away only if there existed a hidden bias associated with cigarette smoking that was at least as strong as the association between cigarette use and lung cancer. Rosenbaum 2 contains a nice introduction describing the idea based on association between the unobserved confounder and the treatment and between the unobserved confounder and the outcome. Analytical approaches have been developed for simpler outcomes such as binary. 8 Li et al. 9 and Shen et al. 10 considered sensitivity analysis methods for inverse probability weighted (IPW) estimators using propensity scores that were gaining popularity in practice. 11 Our motivation came from studies in inflammatory bowel disease (IBD). IBD is an umbrella term for two conditions, ulcerative colitis (UC) and Crohns disease (CD), that are characterized by chronic inflammation of the gastrointestinal tract. 12 While randomized clinical trials exist, these RCTs only represent 30% of patients seen and cared for in routine practice. Furthermore, there are a growing number of treatment options, and head-to-head comparisons are entirely lacking due to difficulty in performing these RCTs and the rapid growth in treatment options. In order to compare the effectiveness between Vedolizumab and tumor necrosis factor (TNF)-antagonist therapies for UC and CD patients, data were collected between May 2014 and December 2017 from a North American based consortium registry, 13, 14 which is a multi-center collaborative research group where outcomes are pooled for consecutive UC and CD patients treated with biologics. Our primary endpoint is time to clinical remission. Although data collection was rather exhaustive and accounted for most known measurable confounders, treatment selection for IBD is known to be preference sensitive and influenced by patient and provider perceptions, experiences, and understandings of potential benefit and risk based on the data available to them, all of which are unmeasurable. We aim to assess to what extent our inference from the data is affected by potentially unmeasured confounding.
Time to clinical remission is a survival endpoint; however, patients need time to achieve this endpoint. Wide variability exists across centers, patients, and providers, for their prefer-ence to proceed with surgery while awaiting response to therapy. Therefore, surgery presents a competing risk to clinical remission, in that surgery prevents the event of achieving clinical remission. In Lukin et al. 15 and Bohm et al. 16 the authors considered propensity score methods with IPW as the primary approach to account for the observed covariates. However, it is possible that there might be confounders not captured by the observed covariates. To carry out sensitivity analysis for this type of complex outcomes, we found the simulated unobserved confounder approach 17 to be useful, since the analytical approaches seem difficult to derive.
Under the simulated unobserved confounder setting we may consider two types of sensitivity parameters, one describing the association between the unmeasured confounder and the treatment assignment and the other describing the association between the unmeasured confounder and the outcome. The interpretation of these parameters is relatively straightforward. To determine a plausible range of these sensitivity parameters, we take into consideration the maximum observed association between a measured confounder and the treatment assignment or the outcome, as well as the typical consideration of the strength of association such as the odds ratio or hazard ratio for (say) a binary predictor, as we will see later in the paper.
We organize our paper as follows. We describe our models in Section 2, including both the survival models and the competing risks models. We consider estimation in Section 3, using both the Expectation-Maximization (EM) algorithms and a stochastic EM algorithm.
In Section 4, we demonstrate the performance of our algorithms via simulations. We apply our methods to the IBD data in Section 5. Finally, we conclude with discussion in Section 6.
Models

Survival outcome
Denote T 0 a time-to-event outcome, Z a binary treatment assignment, and X a vector of covariates. Due to possible right censoring, we observe T = min(T 0 , C) and δ = I(T 0 ≤ C), where C is the censoring time random variable, and I(⋅) the indicator function. We consider U which represents the portion of unmeasured confounder(s) that is independent of X, and will simply refer to U as the unmeasured confounder for the rest of the paper. We assume U to be binary for ease of implementation, although other distributions are possible and will be discussed later. Given Z, X and U , the hazard rate of T 0 is modeled using the Cox proportional hazards (PH) regression: 18
In addition, we assume that given X and U , Z follows a generalized linear model; for illustration purposes we assume a probit link below, although logistic would be an obvious alternative:
where Φ is the standard normal cumulative distribution function (CDF). In the above (ζ z , ζ)
are sensitivity parameters, which quantify the relationships between the unobserved confounder and the treatment assignment and the outcome, respectively. Finally, we assume that U ∼ Bernoulli(π), and we set π = 0.5.
Our goal is to simulate U given the observed T , δ, Z and X. We note that if the parameters in the above are known, then
where π T,δ,Z,X,U =u is the joint likelihood of (T, δ, Z, U = u) given X for u = 0, 1, and π T,δ,Z,X = π T,δ,Z,X,U =1 + π T,δ,Z,X,U =0 . In particular,
Competing risks
In the presence of competing risks, when an event occurs it may be one of m distinct types of failures indexed by j = 1, 2, ⋯, m. Denote T 1 , ⋯, T m the potential time-to-event outcomes for the m types, and as before Z a binary treatment assignment, and X a vector of covariates. We observe T = min(T 1 , ⋯, T m , C), where C is the censoring time random
and J the type of failure if not censored. Again, we consider an unmeasured binary confounder U that is independent of X. The cause-specific hazard function 19 for the j-th failure type is λ j (t Z, X, U ) = lim ∆t→0 P(t ≤ T < t + ∆t, J = j T ≥ t, Z, X, U ) ∆t. We consider the proportional cause-specific hazards model (PCSH)
As before we also assume that given X and U , Z follows a generalized linear model (2) with a probit link. Then parallel to (4) we have
where I(δ = 1, J = j) indicates whether subject had the event j. The posterior probability of U is then obtained similar to (3) . In general, if there are m distinct types of failures, then there would be m + 1 sensitivity parameters, ζ z , ζ 1 , ⋯, ζ m .
Estimation
In order to simulation U given the observed data, we first need to estimate the unknown parameters. Conditional on the unobserved U as well as Z and X, the likelihood function of the survival outcome without competing risks is
Similarly, the likelihood function of the competing risks outcome given (Z, X, U ) is
where δ ij ∶= I(δ i = 1, J i = j) indicates whether subject i had event j.
The EM algorithm
The EM algorithm 20 is a commonly used approach to handle missing data, in this case U , in the likelihood function. Let θ denote the unknown parameters, and y i the survival outcome for subject i. The EM algorithm iterates between the E-steps and the M-steps that are described below, where in the notation the covariate x i is suppressed which is always being conditioned upon. The initial values can be set using the parameter estimates from the regression models ignoring U . We note that the sensitivity parameters, as well as π = 0.5, are known.
E-step
In the E-step we compute the conditional expectation of the log-likelihood of the complete data (y i , z i , u i ) given the observed data and the current parameter valueθ. For the survival outcome without competing risks, let
where
We note that Q 3 is in fact not used in the M-step since it does not involve unknown parameters. As described earlier, given the observed data, U follows Bernoulli (π i ) as in (3) wherẽ π i is calculated based on the current parameter valueθ. So for any function h(u i ) in (10) and (11), we have
For competing risks outcome, from (8) we see that the likelihood function is a product of m likelihoods, one for each type of event with its own type specific parameters. The corresponding Q 1 function is then a sum of Q 1j (β j , τ j , λ j0 )'s, each having the same form as Q 1 (β, τ, λ 0 ) above but with parameters β j , τ j , λ j0 and data for the event type j instead.
M-step
From (9) it is clear that in the M-step we can update (β, τ, λ 0 ) and β z separately. In order to maximize Q 1 , we note that it has the same form as the log-likelihood in a Cox regression model with known offset log E[e ζu i y i , z i ,θ], just like the Cox model with random effects. 21 For competing risks again because Q 1 is a sum of Q 1j (β j , τ j , λ j0 )'s for j = 1, ..., m, each set of parameters β j , τ j , λ j0 is updated separately using the Cox model software with offsets, the same way as a single survival outcome.
To maximize Q 2 , we have
This function can be maximized using the R function 'optim'.
Variance estimation
As in typical nonparametric maximum likelihood inference under semiparametric models, the variance-covariance matrix ofθ is estimated by the inverse of a discrete observed information matrix I(θ) following the EM algorithm, which is given by Louis' formula 22 based on missing information principle:
wherel and s denote the second and first derivatives of l with respect to θ. The components ofl and s are given in the Appendix.
The Stochastic EM algorithm
Instead of the EM algorithm described above, the stochastic EM algorithm was used in Carnegie et al. 17 , we think primarily due to its ease of implementation for practitioners as well as intuitive appeal. It is similar to a Monte Carlo EM (MCEM) but in the E-steps only a single U is drawn from the conditional distribution of U given the observed data, so that in the M-steps the parameters are updated using that single sample of U as if it were observed.
A typical MCEM would otherwise draw many samples of U in order to approximate the conditional expectations in the E-steps. The E-and M-steps are as described above for the models that we consider in this paper, for both survival and competing risks outcomes.
At the convergence of the stochastic EM algorithm, in order to obtain a more accurate estimate the E-and M-steps are repeated K times, and the final estimate of the treatment effect on the survival outcome isτ = ∑ K k=1τk K, with the corresponding standard error Nielsen et al. 23 studied the asymptotic behavior of the stochastic EM algorithm, and
showed that under certain assumptions it is root-n consistent but not fully efficient. We show in our data analysis that it can be naturally adapted to the IPW approach and obtain inferential results in sensitivity analysis.
Simulations
We conducted simulation studies to investigate the performance of the EM as well as the stochastic EM algorithms, as compared to the estimation of the treatment effect using the true confounder U with the given sensitivity parameters. For both survival and competing risks outcomes, we set sample size n = 1, 000, U ∼ Bernoulli(0.5), and two independent
. The number of EM or stochastic EM steps was set to 20 (see Figure 6 and related discussion below), and true sensitivity parameter values were used in fitting the models. The final estimates from the stochastic EM were obtained by averaging over K = 40 estimates to reduce the variability.
For each case we show the results of 200 simulation runs.
Survival outcome
To simulate survival outcomes under model (1), we set λ 0 (t) = 1, β = (0.5, −1) ′ and τ = 1. In addition, we set censoring times C ∼ Uniform(1, 2) which led to between 25∼60% censoring, depending on the combinations of the parameter values.
We run simulations over each combination of ζ z ∈ {0, 1, 2} and ζ ∈ {−2, −1, 0, 1, 2}. The results of the simulation are reported in Table 1 and Figure 1 . From Figure 1 it is clear that ignoring U led to bias in the estimated treatment effect as long as ζ ≠ 0; this bias also increases with the magnitude of ζ as well as the magnitude of ζ z . On the other hand, both the stochastic EM and the EM algorithm gave good estimates of the treatment effect compared with the estimates using the true U 's. Closer comparison of the results in Table 1 shows that the EM algorithm gave more accurate estimates than the stochastic EM algorithm, both in terms of generally less bias and smaller variances.
Competing risks outcomes
To simulate competing risks outcomes, we followed the approach designed in Beyersmann et al. 24 . We assumed that m = 2, the baseline hazard functions for type 1 and type 2 failures to be λ 10 (t) = λ 20 (t) = 1, and
We then simulated the survival times with all-causes hazard λ = λ 1 + λ 2 , and the cause J was generated from Bernoulli trials with P (J = 1 Z, X, U ) = λ 1 (λ 1 + λ 2 ). We also set censoring
Similarly as the survival model, we first ran simulations over each combination of ζ z ∈ {0, 1, 2} and ζ 1 = ζ 2 ∈ {−2, −1, 0, 1, 2}. This gave about 20∼60% censoring, depending on the combinations of the parameter values, and about equal numbers of type 1 and type 2 events. In a second scenario, we fixed ζ 1 = 1 and ζ 2 ∈ {−2, −1, 0, 1, 2} as before, which gave about 20∼40% censoring, and type 1/2 event rates between 40/20% and 30/50%, again depending on the combinations of the parameter values. The results of experiments are reported in Table 2 ( Figure 2 ) - Table 5 ( Figure 5 ). All results show that for each type of failure, the estimated treatment effect by either the stochastic EM or the EM recovered the true treatment effect quite well, while ignoring U induced a substantial bias. In particular, Table 4 and Figure 4 show that varying ζ 2 had a noticeable impact on the estimation of τ 1 ,
i.e. unobserved confounding for type 2 failure had a noticeable impact on the estimation of the treatment effect on type 1 failure.
Finally, we take a closer look at the EM and the stochastic EM algorithm in a single run in Figure 6 . It is seen that the EM sequence displays a much smoother line than the stochastic EM sequence; and even at convergence, the stochastic EM sequence has quite some fluctuation compared to the EM sequence.
5 Sensitivity analysis of the IBD data
Ulcerative colitis data
Ulcerative colitis (UC) is one type of IBD that occurs in the large intestine (colon) and the rectum, which is characterized clinically by bloody diarrhea and urgency. We are interested in comparing the effectiveness between Vedolizumab and tumor necrosis factor (TNF)-antagonist therapy for UC patients. The data was collected between May 2014 and December 2017 from the North American based consortium registry. 13 In brief, a total of 719 (453 treated with Vedolizumab, 266 with TNF-antagonist) UC patients with a median follow-up of 12 months were included. We focus on the treatment effect of vedolizumab (Z = 1) versus TNF-antagonist (Z = 0) on clinical remission, which is defined as resolution of diarrhea, rectal bleeding and urgency. In the Vedolizumab group, 187 patients had clinical remission and no one had surgery, while in the TNF-antagonist group, 100 patients had clinical remission and 3 patients had surgery. Since there were only 3 competing events of surgery, too few to fit any model, we had to simply treat surgery as independent censoring and applied our approach under the survival models (i.e. without competing risks) to approximate the treatment effect of Vedolizumab.
In Lukin et al. 15 the propensity score for each subject i, denoted PS i , was calculated using the R package 'twang' 25 based on pre-treatment variables, including age, disease extent, clinical disease severity, UC related hospitalization within the preceding 1-year, prior TNFantagonist exposure, baseline steroid dependency or refractoriness, concomitant steroid use, and concomitant immunomodulator use. Though the above potential confounders were considered, it is unknown if all confounders have been included. Hence, sensitivity analysis is necessary for this data.
To be consistent with Lukin et al. 15 , here we consider a single covariate
in our models, as this quantity is more likely to be normally distributed than PS i . We then assume that there is an unmeasured confounder U ∼ Bernoulli(0.5). To determine the range for the sensitivity parameters, we take into consideration the observed association between a measured confounder and the treatment assignment or the outcome, in this case all less than one in absolute value in terms of log odds ratio or log hazard ratio. In addition, a probit coefficient on a binary variable (U ) is likely to lie in [−2, 2] in practice as suggested in Carnegie et al. 17 . Similarly under the Cox PH model, the log hazard ratio of ±2 is very substantial for a binary variable. Therefore, we focused on ζ z ∈ [−2, 2] and ζ ∈ [−2, 2]. The EM and stochastic EM algorithms were then applied as described in Section 3. The estimates from the stochastic EM were obtained by averaging over K = 100 estimates. The sensitivity analysis results are reported in Table 6 and Figure 7 panels (a) and (b).
In the models without unmeasured confounding (ζ z = ζ = 0), the estimates wereβ z (SE) = 1.1002 (0.0926),β (SE) = -0.3250 (0.0994), andτ (SE) = 0.5756 (0.1423), where 'SE' stands for standard error. We note thatβ z would have been exactly one if, instead of 'twang', probit regression had been used to fit the propensity score model. In addition, the estimated treatment effectτ here was obtained by regression adjustment, compared to the IPW estimate of Lukin.et al. 15 (see sensitivity analysis for IPW below also). Nonetheless, the estimated treatment effects are qualitatively consistent: Vedolizumab treated patients were more likely to achieve clinical remission compared to TNF-antagonist therapy, with hazard ratio (HR) = 1.7783 based on regression adjustment. From the plots we see that in order to drive the estimated treatment effect to zero, (ζ z , ζ)
will need to be close to (1.5, 1) or (1, 1.5), for example, compared toβ z = 1.1002,β = −0.3250 in model (1) above; such a very strong association between U and the survival outcome seems unlikely. We also noted earlier that the observed association between a measured confounder and the outcome were all less than one in absolute value in terms of log hazard ratio (the largest being just under 0.6 in absolute value). Similarly the red curves in Figure 7 show that in order to drive the estimate to be non-significant at 0.05 level, (ζ z , ζ) will need to be close to (1, 0.8), for example.
Finally, as IPW with PS i was the main statistical approach used in Lukin et al. 15 to estimate the treatment effect, we also carried out sensitivity analysis for this approach. We implemented this by combining the stochastic EM with IPW as follows. At convergence of the algorithm we simulated U i and estimated the propensity score P(Z = 1 X, U ) by regressing In Bohm et al. 16 , the propensity score for each subject i, denoted PS i , was calculated using the R package 'twang' 25 based on pre-treatment variables, including prior TNF-antagonist exposure and number of prior TNF-antagonists exposed, disease extent, history of fistulizing disease, prior bowel surgery, disease phentyope, clinical disease severity, CD related hospitalization within the preceding 1-year, baseline steroid dependency or refractoriness, concomitant steroid use, or concomitant immunomodulator use. It is unclear if all confounders have been included, though. Hence, sensitivity analysis is also necessary for this data.
Crohn's disease data
To be consistent with Bohm et al. 16 , we consider a single covariate X i = Φ −1 (PS i ) in our models and assume an the unmeasured confounder U ∼ Bernoulli(0.5). The range for the sensitivity parameters is determined similarly as the UC data. We focus on ζ z ∈ [−2, 2] and 2] , and ζ 2 ∈ {−2, 0, 2}. The EM and stochastic EM algorithms were then applied as described in Section 3. The estimates from the stochastic EM were obtained by averaging over K = 100 estimates. The sensitivity analysis results are reported in Table 7 , Table 8 , Table 9 and Figure 8 panels (a) and (b).
In the models without unmeasured confounding (ζ z = ζ 1 = ζ 2 = 0), the estimate of β z as defined in model (2) Note that by our algorithms, ζ 2 affectsτ 1 only through the conditional probability of U as shown in (3) . In this data, as the number of surgery is relatively small compared to the number of clinical remission, the effect of ζ 2 onτ 1 is subtle (Table 7, Table 8 , Table 9 ). This is, of course, not necessarily true when the number of the competing risk events is comparable to the number of events of interest. Finally, as IPW with PS i was the main statistical approach used in Bohm et al. 16 to estimate the treatment effect, we also carried out sensitivity analysis for this approach by combing the stochastic EM with IPW as under the survival models. The final estimates were also obtained by averaging over K = 100 estimates. The results are reported in Table 7 , Table 8 , Table 9 and Figure 8 (c). Similar to the regression adjustment results, in order to drive the estimated treatment effect to significant, given ζ 2 = 0, (ζ z , ζ 1 ) will need to be close to (1, 1) or (-1, 1.5), which seems unlikely in practice.
Discussion
In this paper we developed approaches to perform sensitivity analysis of the estimated treatment effect with regard to unobserved confounding in observational studies with survival or competing risks outcomes. The approaches we developed are based on models for survival or competing risks outcomes, which allow simulating the unobserved confounder given the observed data. The sensitivity parameters reflect the association between the unobserved confounder and the outcomes, as well as the association between the unobserved confounder and the treatment assignments. The interpretation of these sensitivity parameters is straightforward, which leads to relative ease in choosing plausible ranges for them.
Simulation studies show that both the EM and the stochastic EM algorithm are able to recover the true treatment effect if the correct sensitivity parameter values are used. The EM algorithm is clearly optimal in theory, 23 although the stochastic EM allows easy incorporation of IPW approaches for estimating treatment effects, which are commonly used in practice and as we have illustrated in our data analysis.
For the distribution of the unobserved confounder we used binary 0, 1 with probability 0.5 each, which were recommended and used throughout the book by Rosenbaum. 2 It is also possible to incorporate normally distributed U , such as in Shen et al. 10 and Xu et al., 26 in which case the probit link in model (2) allows closed-form marginal propensity scores given X after integrating out U . The Q 1 part of the EM algorithm would be similar to that under the proportional hazards mixed-effects model (PHMM) and Monte Carlo approximation would be needed in the E-steps. 21 Carnegie et al. 17 discussed the advantages and disadvantages of using parametric versus nonparametric approaches in sensitivity analysis. Parametric approaches are typically needed in order to simulate the unobserved confounder; in survival analysis however, the outcome models are often semiparametric, allow flexibility in modeling in particular the nuisance parameters. On the other hand, nonparametric bounds might be considered under minimal assumptions in place of sensitivity analysis. 27 However, such bounds can be very difficult to derive for complex outcomes like what we consider here in the presence of right censoring, which is unlike in Shen et al. 10 where it is possible to derive these bounds for binary or continuous outcomes without censoring. Also evident in Shen et al. 10 is that parametric settings are often needed in order to aid in the interpretation of the sensitivity parameters in the corresponding nonparametric settings, and extensive simulations have to be conducted in order to determine sensible ranges for these sensitivity parameters. 26 
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APPENDIX
In the following we write out the components ofl and s for competing risks with j = 1, ..., m. For a single survival outcome without competing risks, we should simply take m = 1 and the corresponding parameters are the same as without the subscript j.
The components of s are:
for j = 1, ⋯, m. For the second derivatives,
where a ⊗2 = aa ′ for a vector a, φ is the probability density function (pdf) of the standard normal distribution, and all other off-diagonal elements are zeros. The computation of the first term in (14) is similar to the computation in the E-step for different functions h(u i ).
To calculate the second term in (14), we sample U from Bernoulli(π) for 1,000 times after convergence of the EM, and take the average of s(θ; y, z, u)s(θ; y, z, u) ′ over the sampled U 's. In all plots, the blue contours show the values of (ζ z , ζ 1 ) corresponding to the estimated treatment effectτ 1 , and the red curves correspond to where the absolute value of the t−statistic t = τ i στ 1 = 1.96. 
True 
