For a sequence {X n , n ≥ 1} of dependent square integrable random variables and a sequence {b n , n ≥ 1} of positive numbers, we establish a maximal inequality for weighted sums of dependent random variables. Applying this inequality, we obtain the almost sure convergence of 
Introduction
Throughout this paper let {X n , n ≥ 1} be a sequence of random variables defined on a probability space Ω, F, P and let {b n , n ≥ 1} be a sequence of positive numbers. We assume that there exists a sequence {ρ n , n ≥ 1} of nonnegative constants such that sup k≥1 E X k X k n ≤ ρ n , for n ≥ 1.
1.1
In this paper, we establish a maximal inequality for weighted sums of the dependent random variables satisfying 1.1 . Applying this inequality, we obtain under some suitable conditions on the sequence {ρ n } that For other results on the SLLN for a sequence of correlated random variables, see Chandra 4 , Móricz 5, 6 , and Serfling 7, 8 . In this paper, we give a sufficient condition under which 1.2 and 1.3 hold. Our results partially improve those of Hu et al. 1, 2 . The technique used in our proof is the wellknown method of subsequences. Note that the maximal inequality is used in the method of subsequences. Our maximal inequality for weighted sums of the dependent random variables satisfying 1.1 is sharper than that of Hu et al. 2 . Throughout this paper, log x denotes the natural logarithm.
Maximal inequalities for dependent random variables
To prove the maximal inequality for weighted sums of dependent random variables satisfying 1.1 , the following lemma is needed.
Lemma 2.1. Let {X n , n ≥ 1} be a sequence of square integrable random variables satisfying 1.1 . Let {b n , n ≥ 1} be a sequence of positive numbers such that n ≤ Db n ∀n ≥ 1 and some constant D > 0.
2.1
Then for all n ≥ 1, m > n, and δ > 0,
where 
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We next estimate
The log 1 k/n is estimated as follows:
2.6
Thus, we have the desired estimate for I n,m :
2.7
The following lemma is a maximal inequality for general dependent random variables.
Lemma 2.2. Let {X n , n ≥ 1} be a sequence of square integrable random variables. Then for all a ≥ 0 and n ≥ 1,
Proof. Let F a,n be the joint distribution function of X a 1 , . . . , X a n . Define a function g on {F a,n :
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Then we can easily obtain that for a ≥ 0, k ≥ 1, and m ≥ 1,
Moreover, we have that for all a ≥ 0 and n ≥ 1,
By Serfling's 9 generalization of the Rademacher-Menchoff maximal inequality for orthogonal random variables,
Thus, the result is proved.
Combining Lemmas 2.1 and 2.2 gives the following maximal inequality for weighted sums of dependent random variables satisfying 1.1 . 
2.13
where C δ 2 δ 1 max{1, δ δ e −δ }.
Almost surely convergent series and strong laws of large numbers
In this section, we will assume that {X n , n ≥ 1} is a sequence of square integrable random variables satisfying 1.1 . A sufficient condition will be given under which 1.2 and 1.3 hold. We first state and prove one of our main results. The proof is based on the well known method of subsequences. Our proof is similar to that of Hu et al. 2 . However, the maximal inequality Lemma 2.3 used in the proof is sharper than that of Hu et al. 2 .
Theorem 3.1. Let {X n , n ≥ 1} be a sequence of square integrable random variables satisfying 1.1 . Let {b n , n ≥ 1} be a sequence of positive numbers satisfying 2.1 . Suppose that the following conditions hold: 
as n → ∞ by i and ii . Here C 3 δ 2 δ 4 max{1, 3 δ 3 δ e − 3 δ }. By the Cauchy convergence criterion, there exists a random variable S such that E S n − S 2 → 0 as n → ∞. It is easy to see that S 2 n → S a.s. by the standard method. It remains to show that max 2 n <k≤2 n 1
Using Lemma 2.3, i , and ii , we get that
3.3
Then 3.2 follows by the Borel-Cantelli lemma. We can now establish the following SLLN if condition 2.1 on {b n } is replaced by the condition 0 < b n ↑ ∞. 
To prove Theorem 3.3, we need the following lemma which is due to Fazekas and Klesov 10 .
Lemma 3.4. Let {X n , n ≥ 1} be a sequence of random variables and {b n , n ≥ 1} be a nondecreasing unbounded sequence of positive numbers. Let {α n , n ≥ 1} be a sequence of nonnegative numbers. Assume that for each n ≥ 1,
Proof of Theorem 3.3. From Lemma 2.2,
Define α n log 2n/ log 2 2 A n − log 2 n − 1 / log 2 2 A n−1 for n ≥ 1, where A 0 0 and A n n i 1 EX EX i X j .
3.6
By Lemma 3.4, it is enough to show that
Clearly 3.7 holds by i . It is easy to see that 3.8 -3.10 hold, and the detailed proofs are omitted.
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The following corollary shows that condition ii of Theorem 3.3 can be simplified under the additional condition 2.1 on {b n }. Corollary 3.5. Let {X n , n ≥ 1} be a sequence of square integrable random variables satisfying 1.1 . Let {b n , n ≥ 1} be a nondecreasing unbounded sequence of positive numbers satisfying 2.1 . Suppose that the following conditions hold:
Proof. By 2.1 , we have that
for some constant C > 0. Thus the result follows by Theorem 3.3.
Remark 3.6. Condition ii of Corollary 3.5 is weaker than condition ii of Theorem 3.1. On the other hand, an additional condition is needed in Corollary 3.5 namely condition iii above .
Using the following lemma, we can omit condition iii of Theorem 3.3 if conditions 2.1 and 3.12 on {b n } are satisfied. If C 1 n ≤ b n ≤ C 2 n α for all n ≥ 1 and some constants C 1 > 0, C 2 > 0, and α > 0, then 2.1 and 3.12 hold. 
