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Abstract
“Thinking in pictures,” [1] i.e., spatial-temporal reasoning, effortless and instanta-
neous for humans, is believed to be a significant ability to perform logical induction
and a crucial factor in the intellectual history of technology development. Modern
Artificial Intelligence (AI), fueled by massive datasets, deeper models, and mighty
computation, has come to a stage where (super-)human-level performances are
observed in certain specific tasks. However, current AI’s ability in “thinking in
pictures” is still far lacking behind. In this work, we study how to improve ma-
chines’ reasoning ability on one challenging task of this kind: Raven’s Progressive
Matrices (RPM). Specifically, we borrow the very idea of “contrast effects” from
the field of psychology, cognition, and education to design and train a permutation-
invariant model. Inspired by cognitive studies, we equip our model with a simple
inference module that is jointly trained with the perception backbone. Combin-
ing all the elements, we propose the Contrastive Perceptual Inference network
(CoPINet) and empirically demonstrate that CoPINet sets the new state-of-the-art
for permutation-invariant models on two major datasets. We conclude that spatial-
temporal reasoning depends on envisaging the possibilities consistent with the
relations between objects and can be solved from pixel-level inputs.
1 Introduction
Among the broad spectrum of computer vision tasks are ones where dramatic progress has been
witnessed, especially those involving visual information retrieval [2–5]. Significant improvement
has also manifested itself in tasks associating visual and linguistic understanding [6–9]. However, it
was only until recently that the research community started to re-investigate tasks relying heavily
on the ability of “thinking in pictures” with modern AI approaches [1, 10, 11], particularly spatial-
temporal inductive reasoning [12–14]; this line of work primarily focuses on Raven’s Progressive
Matrices (RPM) [15, 16]. It is believed that RPM is closely related to real intelligence [17], diagnostic
of abstract and structural reasoning ability [18], and characterizes fluid intelligence [19–22]. In such
a test, subjects are provided with two rows of figures following certain unknown rules and asked
to pick the correct answer from the choices that would best complete the third row with a missing
entry; see Figure 1(a) for an example. As shown in early works [12, 14], despite the fact that visual
elements are relatively straightforward, there is still a notable performance gap between human and
machine visual reasoning in this challenging task.
One missing ingredient that may result in this performance gap is a proper form of contrasting
mechanism. Originated from perceptual learning [23, 24], it is well established in the field of
psychology and education [25–29] that teaching new concepts by comparing with noisy examples is
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quite effective. Smith and Gentner [30] summarize that comparing cases facilitates transfer learning
and problem-solving, as well as the ability to learn relational categories. Gentner [31] in his structure-
mapping theory points out that learners generate a structure alignment between two representation
when they compare two cases. A more recent study from Schwartz et al. [32] also shows that
contrasting cases help foster an appreciation of a deep understanding of concepts.
We argue that such a contrast effect [33], found in both humans and animals [34–38], is essential to
machines’ reasoning ability as well. With access to how the data is generated, a recent attempt [13]
finds that models demonstrate better generalizability if the choice of data and the manner in which
it is presented to the model are made “contrastive.” In this paper, we try to address a more direct
and challenging question, independent of how the data is generated: how to incorporate an explicit
contrasting mechanism during model training in order to improve machines’ reasoning ability?
Specifically, we come up with two levels of contrast in our model: a novel contrast module and
a new contrast loss. At the model level, we design a permutation-invariant contrast module that
summarizes the common features and distinguishes each candidate by projecting it onto its residual on
the common feature space. At the objective level, we leverage ideas in contrastive estimation [39–41]
and propose a variant of Noise-Contrastive Estimation (NCE) loss.
Another reason why RPM is challenging for existing machine reasoning systems could be attributed
to the demanding nature of the interplay between perception and inference. Carpenter et al. [17]
postulate that a proper understanding of one RPM instance requires not only an accurate encoding
of individual elements and their visual attributes but also the correct induction of the hidden rules.
In other words, to solve RPM, machine reasoning systems are expected to be equipped with both
perception and inference subsystems; lacking either component would only result in a sub-optimal
solution. While existing work primarily focuses on perception, we propose to bridge this gap with
a simple inference module jointly trained with the perception backbone; specifically, the inference
module reasons about which category the current problem instance falls into. Instead of training the
inference module to predict the ground-truth category, we borrow the basis learning idea from [42]
and jointly learn the inference subsystem with perception. This basis formulation could also be
regarded as a hidden variable and trained using a log probability estimate.
Furthermore, we hope to make a critical improvement to the model design such that it is truly
permutation-invariant. The invariance is mandatory, as an ideal RPM solver should not change the
representation simply because the rows or columns of answer candidates are swapped or the order
of the choices alters. This characteristic is an essential trait missed by all recent works [12, 14].
Specifically, Zhang et al. [12] stack all choices in the channel dimension and feed it into the network
in one pass. Barrett et al. [14] add additional positional tagging to their Wild Relational Network
(WReN). Both of them explicitly make models permutation-sensitive. We notice in our experiments
that removing the positional tagging in WReN decreases the performance by 28%, indicating that the
model bypasses the intrinsic complexity of RPM by remembering the positional association. Making
the model permutation-invariant also shifts the problem from classification to ranking.
Combining contrasting, perceptual inference, and permutation invariance, we propose the Contrastive
Perceptual Inference network (CoPINet). To verify its effectiveness, we conduct comprehensive
experiments on two major datasets: the RAVEN dataset [12] and the PGM dataset [14]. Empirical
studies show that our model achieves human-level performance on RAVEN and a new record on
PGM, setting new state-of-the-art for permutation-invariant models on the two datasets. Further
ablation on RAVEN and PGM reveals how each component contributes to performance improvement.
We also investigate how the model performance varies under different sizes of datasets, as a step
towards an ideal machine reasoning system capable of low-shot learning.
This paper makes four major contributions:
• We introduce two levels of contrast to improve machines’ reasoning ability in RPM. At the model
level, we design a contrast module that aggregates common features and projects each candidate
to its residual. At the objective level, we use an NCE loss variant instead of the cross-entropy to
encourage contrast effects.
• Inspired by Carpenter et al. [17], we incorporate an inference module to learn with the perception
backbone jointly. Instead of using ground-truth, we regularize it with a fixed number of bases.
• We make our model permutation-invariant in terms of swapped rows or columns and shuffled
answer candidates, shifting the previous view of RPM from classification to ranking.
• Combining ideas above, we propose CoPINet that sets new state-of-the-art on two major datasets.
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<latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit><latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit><latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit><latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit>
 
<latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit><latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit><latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit><latexit sha1_base64="yVoSNixa8mIHBZI1mjfaeFonSxI=">AAAB+XicbVDLSgMxFL1TX7W+ Rl26CRbBVZkRQZdFNy4r2Ad0hpJJM21oJhmSTKEM/RM3LhRx65+482/MtLPQ1gOBwzn3ck9OlHKmjed9O5WNza3tnepubW//4PDIPT7paJkpQttEcql6EdaUM0HbhhlOe6miOIk47UaT+8LvTqnSTIo nM0tpmOCRYDEj2Fhp4LpBgs04ivNAJkxkej5w617DWwCtE78kdSjRGrhfwVCSLKHCEI617vteasIcK8MIp/NakGmaYjLBI9q3VOCE6jBfJJ+jC6sMUSyVfcKghfp7I8eJ1rMkspNFTr3qFeJ/Xj8z8W 2YM5FmhgqyPBRnHBmJihrQkClKDJ9ZgoliNisiY6wwMbasmi3BX/3yOulcNXyv4T9e15t3ZR1VOINzuAQfbqAJD9CCNhCYwjO8wpuTOy/Ou/OxHK045c4p/IHz+QM6jZQI</latexit>
...<latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6ANZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjkVbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oy gmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwBy2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6ANZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjkVbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oy gmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwBy2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6ANZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjkVbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oy gmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwBy2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6ANZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjkVbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oy gmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwBy2+PQg==</latexit>
Contrast Module
<latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit><latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit><latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit><latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit>
(c)
<latexit sha1_base64="BnImUGcxlpqBLXqmBu/x3UJlWp0=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36C jYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrsclCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf /83ophtd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcquDBFTTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP4sVjUo=</latexit><latexit sha1_base64="BnImUGcxlpqBLXqmBu/x3UJlWp0=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36C jYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrsclCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf /83ophtd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcquDBFTTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP4sVjUo=</latexit><latexit sha1_base64="BnImUGcxlpqBLXqmBu/x3UJlWp0=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36C jYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrsclCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf /83ophtd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcquDBFTTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP4sVjUo=</latexit><latexit sha1_base64="BnImUGcxlpqBLXqmBu/x3UJlWp0=">AAAB6nicbVA9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36C jYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJUM95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrsclCuuDV3AbJOvJxUIEdzUP7qD2OWRlwhk9SYnucm6GdUo2CSz0r91PCEsgkd8Z6likbc+Nni1Bm5sMqQhLG2pZAs1N8TGY2MmUaB7Ywojs2qNxf /83ophtd+JlSSIldsuShMJcGYzP8mQ6E5Qzm1hDIt7K2EjammDG06JRuCt/ryOmnXa55b8+7rlcZNHkcRzuAcquDBFTTgDprQAgYjeIZXeHOk8+K8Ox/L1oKTz5zCHzifP4sVjUo=</latexit>
(b)
<latexit sha1_base64="A3/nS2rLohv9Q9aqPU4UtET9Omk=">AAAB6nicbV A9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36CjYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJU M95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrB5aBccWvuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZR M64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKu1zy35 t3XK42bPI4inME5VMGDK2jAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwCJkI1J</latexit><latexit sha1_base64="A3/nS2rLohv9Q9aqPU4UtET9Omk=">AAAB6nicbV A9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36CjYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJU M95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrB5aBccWvuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZR M64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKu1zy35 t3XK42bPI4inME5VMGDK2jAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwCJkI1J</latexit><latexit sha1_base64="A3/nS2rLohv9Q9aqPU4UtET9Omk=">AAAB6nicbV A9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36CjYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJU M95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrB5aBccWvuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZR M64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKu1zy35 t3XK42bPI4inME5VMGDK2jAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwCJkI1J</latexit><latexit sha1_base64="A3/nS2rLohv9Q9aqPU4UtET9Omk=">AAAB6nicbV A9SwNBEJ2LXzF+RS1tFoMQm3CXRsugjWVE8wHJEfY2e8mSvb1jd04IR36CjYUitv4iO/+Nm+QKTXww8Hhvhpl5QSKFQdf9dgobm1vbO8Xd0t7+weFR+fikbeJU M95isYx1N6CGS6F4CwVK3k00p1EgeSeY3M79zhPXRsTqEacJ9yM6UiIUjKKVHqrB5aBccWvuAmSdeDmpQI7moPzVH8YsjbhCJqkxPc9N0M+oRsEkn5X6qeEJZR M64j1LFY248bPFqTNyYZUhCWNtSyFZqL8nMhoZM40C2xlRHJtVby7+5/VSDK/9TKgkRa7YclGYSoIxmf9NhkJzhnJqCWVa2FsJG1NNGdp0SjYEb/XlddKu1zy35 t3XK42bPI4inME5VMGDK2jAHTShBQxG8Ayv8OZI58V5dz6WrQUnnzmFP3A+fwCJkI1J</latexit>
(Gumbel-)SoftMax
<latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="hP+6LrUf2d3tZaldqaQQvEKMXyw=">AAAB2XicbZDNSgMxFIXv1L86Vq1rN8EiuCozbnQpuHFZwbZCO5RM5k4bmskMyR2hDH0BF25EfC93vo3pz0JbDwQ+zknIvSculLQUBN9ebW d3b/+gfugfNfzjk9Nmo2fz0gjsilzl5jnmFpXU2CVJCp8LgzyLFfbj6f0i77+gsTLXTzQrMMr4WMtUCk7O6oyaraAdLMW2IVxDC9YaNb+GSS7KDDUJxa0dhEFBUcUNSaFw7g9LiwUXUz7GgUPNM7RRtRxzzi6dk7A0N+5oYkv394uKZ9bOstjdzDhN7Ga2MP/LBiWlt1EldVESarH6KC0Vo5wtdmaJNChIzRxwYaSblYkJN1yQa8Z3HYSbG29D77odBu3wMYA6nMMFXEEIN3AHD9CBLghI4BXevYn35n2suqp569LO4I+8zx84xI o4</latexit><latexit sha1_base64="oDr5WU0sbuSdCqxsDp4dzhlqH5E=">AAAB7nicbZBLSwMxFIXv+Ky16ujWTbAIdWGZcaNLwYVuhIr2Ae1QMmmmDc1jSDLFMvSfuHGhiD/Hnf/G9LHQ1gOBj3MS7s2JU86MDYJvb2 19Y3Nru7BT3C3t7R/4h6WGUZkmtE4UV7oVY0M5k7RumeW0lWqKRcxpMx7eTPPmiGrDlHyy45RGAvclSxjB1lld36/cZiKm/PzsUSX2Hj93/XJQDWZCqxAuoAwL1br+V6enSCaotIRjY9phkNoox9oywumk2MkMTTEZ4j5tO5RYUBPls80n6NQ5PZQo7Y60aOb+fpFjYcxYxO6mwHZglrOp+V/WzmxyFeVMppmlkswHJRlHVqFpDajHNCWWjx1gopnbFZEB1phYV1bRlRAuf3kVGhfVMKiGDwEU4BhOoAIhXMI13EEN6kBgBC/wBu 9e7r16H/O61rxFb0fwR97nDyiNkYM=</latexit><latexit sha1_base64="oDr5WU0sbuSdCqxsDp4dzhlqH5E=">AAAB7nicbZBLSwMxFIXv+Ky16ujWTbAIdWGZcaNLwYVuhIr2Ae1QMmmmDc1jSDLFMvSfuHGhiD/Hnf/G9LHQ1gOBj3MS7s2JU86MDYJvb2 19Y3Nru7BT3C3t7R/4h6WGUZkmtE4UV7oVY0M5k7RumeW0lWqKRcxpMx7eTPPmiGrDlHyy45RGAvclSxjB1lld36/cZiKm/PzsUSX2Hj93/XJQDWZCqxAuoAwL1br+V6enSCaotIRjY9phkNoox9oywumk2MkMTTEZ4j5tO5RYUBPls80n6NQ5PZQo7Y60aOb+fpFjYcxYxO6mwHZglrOp+V/WzmxyFeVMppmlkswHJRlHVqFpDajHNCWWjx1gopnbFZEB1phYV1bRlRAuf3kVGhfVMKiGDwEU4BhOoAIhXMI13EEN6kBgBC/wBu 9e7r16H/O61rxFb0fwR97nDyiNkYM=</latexit><latexit sha1_base64="pli2bt5vccMzI+QZrfHt/oQZFCc=">AAAB+XicbVDLSgNBEJyNrxhfqx69LAYhHgy7XvQY9KAXIaJ5QBLC7KQ3GTKPZWY2GJb8iRcPinj1T7z5N06SPWhiQUNR1U13Vxgzqo3vfz u5ldW19Y38ZmFre2d3z90/qGuZKAI1IplUzRBrYFRAzVDDoBkrwDxk0AiH11O/MQKlqRSPZhxDh+O+oBEl2Fip67qlm4SHwM5OH2Rk7vBT1y36ZX8Gb5kEGSmiDNWu+9XuSZJwEIYwrHUr8GPTSbEylDCYFNqJhhiTIe5Dy1KBOehOOrt84p1YpedFUtkSxpupvydSzLUe89B2cmwGetGbiv95rcREl52UijgxIMh8UZQwz0hvGoPXowqIYWNLMFHU3uqRAVaYGBtWwYYQLL68TOrn5cAvB/d+sXKVxZFHR+gYlVCALlAF3aIqqi GCRugZvaI3J3VenHfnY96ac7KZQ/QHzucPef6S4w==</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit><latexit sha1_base64="Bs6a72+UUGm/dJTlGTmwl9R9l+M=">AAAB+XicbVA9SwNBEN3zM8avU0ubxSDEwnCXRsughTZCRPMBSQh7m7lkyd7usbsXDEf+iY2FIrb+Ezv/jZvkCk18MPB4b4aZeUHMmTae9+ 2srK6tb2zmtvLbO7t7++7BYV3LRFGoUcmlagZEA2cCaoYZDs1YAYkCDo1geD31GyNQmknxaMYxdCLSFyxklBgrdV23eJNEAfDzswcZmjvy1HULXsmbAS8TPyMFlKHadb/aPUmTCIShnGjd8r3YdFKiDKMcJvl2oiEmdEj60LJUkAh0J51dPsGnVunhUCpbwuCZ+nsiJZHW4yiwnRExA73oTcX/vFZiwstOykScGBB0vihMODYST2PAPaaAGj62hFDF7K2YDogi1Niw8jYEf/HlZVIvl3yv5N+XC5WrLI4cOkYnqIh8dIEq6BZVUQ 1RNELP6BW9Oanz4rw7H/PWFSebOUJ/4Hz+AHqekuU=</latexit>
O
<latexit sha1_base64="m1zCFXeFmUx6ehG3dT0b77LjCc4=">AAAB8nicbVDLSsNAFL2pr1pfVZdugk VwVRIRdFl0484K9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9W OCY0pEdj8bVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZX TommlC0LVVsCf7yyaukfVH3vbr/cFlr3BR1lOEETuEcfLiCBtxBE1pAQcEzvMKbg86L8+58LEZLTrFzDH/gfP4AhZSRZQ==</latexit><latexit sha1_base64="m1zCFXeFmUx6ehG3dT0b77LjCc4=">AAAB8nicbVDLSsNAFL2pr1pfVZdugk VwVRIRdFl0484K9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9W OCY0pEdj8bVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZX TommlC0LVVsCf7yyaukfVH3vbr/cFlr3BR1lOEETuEcfLiCBtxBE1pAQcEzvMKbg86L8+58LEZLTrFzDH/gfP4AhZSRZQ==</latexit><latexit sha1_base64="m1zCFXeFmUx6ehG3dT0b77LjCc4=">AAAB8nicbVDLSsNAFL2pr1pfVZdugk VwVRIRdFl0484K9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9W OCY0pEdj8bVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZX TommlC0LVVsCf7yyaukfVH3vbr/cFlr3BR1lOEETuEcfLiCBtxBE1pAQcEzvMKbg86L8+58LEZLTrFzDH/gfP4AhZSRZQ==</latexit><latexit sha1_base64="m1zCFXeFmUx6ehG3dT0b77LjCc4=">AAAB8nicbVDLSsNAFL2pr1pfVZdugk VwVRIRdFl0484K9gFtKJPppB06mQkzN0IJ/Qw3LhRx69e482+ctFlo64GBwzn3MueeMBHcoOd9O6W19Y3NrfJ2ZWd3b/+genjUNirVlLWoEkp3Q2KY4JK1kKNg3UQzEoeCdcLJbe53npg2XMlHnCYsiMlI8ohTglbq9W OCY0pEdj8bVGte3ZvDXSV+QWpQoDmofvWHiqYxk0gFMabnewkGGdHIqWCzSj81LCF0QkasZ6kkMTNBNo88c8+sMnQjpe2T6M7V3xsZiY2ZxqGdzCOaZS8X//N6KUbXQcZlkiKTdPFRlAoXlZvf7w65ZhTF1BJCNbdZX TommlC0LVVsCf7yyaukfVH3vbr/cFlr3BR1lOEETuEcfLiCBtxBE1pAQcEzvMKbg86L8+58LEZLTrFzDH/gfP4AhZSRZQ==</latexit>
O [ a1
<latexit sha1_base64="fITjMuAqpcbExb+xv1PpaufxGTY=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5 GSyCq5KIoMuiG3dWsLXQhHAznbRDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphyprTjfFuVpeWV1bXqem1jc2t7x97d66gkk4S2ScIT2Q1BUc4EbWumOe2mkkIccnofjq4K//6BSsUScafHKfVjGAg WMQLaSIF94MWghwR4fjPBHslSDIEb2HWn4UyBF4lbkjoq0QrsL6+fkCymQhMOSvVcJ9V+DlIzwumk5mWKpkBGMKA9QwXEVPn5NP0EHxulj6NEmic0nqq/N3KIlRrHoZkssqp5rxD/83qZji78nIk001SQ2aEo41 gnuKgC95mkRPOxIUAkM1kxGYIEok1hNVOCO//lRdI5bbhOw709qzcvyzqq6BAdoRPkonPURNeohdqIoEf0jF7Rm/VkvVjv1sdstGKVO/voD6zPH8nXlMU=</latexit><latexit sha1_base64="fITjMuAqpcbExb+xv1PpaufxGTY=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5 GSyCq5KIoMuiG3dWsLXQhHAznbRDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphyprTjfFuVpeWV1bXqem1jc2t7x97d66gkk4S2ScIT2Q1BUc4EbWumOe2mkkIccnofjq4K//6BSsUScafHKfVjGAg WMQLaSIF94MWghwR4fjPBHslSDIEb2HWn4UyBF4lbkjoq0QrsL6+fkCymQhMOSvVcJ9V+DlIzwumk5mWKpkBGMKA9QwXEVPn5NP0EHxulj6NEmic0nqq/N3KIlRrHoZkssqp5rxD/83qZji78nIk001SQ2aEo41 gnuKgC95mkRPOxIUAkM1kxGYIEok1hNVOCO//lRdI5bbhOw709qzcvyzqq6BAdoRPkonPURNeohdqIoEf0jF7Rm/VkvVjv1sdstGKVO/voD6zPH8nXlMU=</latexit><latexit sha1_base64="fITjMuAqpcbExb+xv1PpaufxGTY=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5 GSyCq5KIoMuiG3dWsLXQhHAznbRDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphyprTjfFuVpeWV1bXqem1jc2t7x97d66gkk4S2ScIT2Q1BUc4EbWumOe2mkkIccnofjq4K//6BSsUScafHKfVjGAg WMQLaSIF94MWghwR4fjPBHslSDIEb2HWn4UyBF4lbkjoq0QrsL6+fkCymQhMOSvVcJ9V+DlIzwumk5mWKpkBGMKA9QwXEVPn5NP0EHxulj6NEmic0nqq/N3KIlRrHoZkssqp5rxD/83qZji78nIk001SQ2aEo41 gnuKgC95mkRPOxIUAkM1kxGYIEok1hNVOCO//lRdI5bbhOw709qzcvyzqq6BAdoRPkonPURNeohdqIoEf0jF7Rm/VkvVjv1sdstGKVO/voD6zPH8nXlMU=</latexit><latexit sha1_base64="fITjMuAqpcbExb+xv1PpaufxGTY=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5 GSyCq5KIoMuiG3dWsLXQhHAznbRDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphyprTjfFuVpeWV1bXqem1jc2t7x97d66gkk4S2ScIT2Q1BUc4EbWumOe2mkkIccnofjq4K//6BSsUScafHKfVjGAg WMQLaSIF94MWghwR4fjPBHslSDIEb2HWn4UyBF4lbkjoq0QrsL6+fkCymQhMOSvVcJ9V+DlIzwumk5mWKpkBGMKA9QwXEVPn5NP0EHxulj6NEmic0nqq/N3KIlRrHoZkssqp5rxD/83qZji78nIk001SQ2aEo41 gnuKgC95mkRPOxIUAkM1kxGYIEok1hNVOCO//lRdI5bbhOw709qzcvyzqq6BAdoRPkonPURNeohdqIoEf0jF7Rm/VkvVjv1sdstGKVO/voD6zPH8nXlMU=</latexit>
O [ a8
<latexit sha1_base64="r3/3kEupziF2w5NVXeZPQS+qcXk=">AAAB/XicbVDLSsNAFJ3UV62v+Ni 5GSyCq5KIYJdFN+6sYB/QhHAznbZDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphwprTjfFulldW19Y3yZmVre2d3z94/aKs4lYS2SMxj2Q1BUc4EbWmmOe0mkkIUctoJx9e533mgUrFY3OtJQv0I hoINGAFtpMA+8iLQIwI8u51ij6QJhqAe2FWn5syAl4lbkCoq0AzsL68fkzSiQhMOSvVcJ9F+BlIzwum04qWKJkDGMKQ9QwVEVPnZLP0UnxqljwexNE9oPFN/b2QQKTWJQjOZZ1WLXi7+5/VSPaj7GRNJqqkg80 ODlGMd47wK3GeSEs0nhgCRzGTFZAQSiDaFVUwJ7uKXl0n7vOY6Nffuotq4Kuooo2N0gs6Qiy5RA92gJmohgh7RM3pFb9aT9WK9Wx/z0ZJV7ByiP7A+fwDUc5TM</latexit><latexit sha1_base64="r3/3kEupziF2w5NVXeZPQS+qcXk=">AAAB/XicbVDLSsNAFJ3UV62v+Ni 5GSyCq5KIYJdFN+6sYB/QhHAznbZDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphwprTjfFulldW19Y3yZmVre2d3z94/aKs4lYS2SMxj2Q1BUc4EbWmmOe0mkkIUctoJx9e533mgUrFY3OtJQv0I hoINGAFtpMA+8iLQIwI8u51ij6QJhqAe2FWn5syAl4lbkCoq0AzsL68fkzSiQhMOSvVcJ9F+BlIzwum04qWKJkDGMKQ9QwVEVPnZLP0UnxqljwexNE9oPFN/b2QQKTWJQjOZZ1WLXi7+5/VSPaj7GRNJqqkg80 ODlGMd47wK3GeSEs0nhgCRzGTFZAQSiDaFVUwJ7uKXl0n7vOY6Nffuotq4Kuooo2N0gs6Qiy5RA92gJmohgh7RM3pFb9aT9WK9Wx/z0ZJV7ByiP7A+fwDUc5TM</latexit><latexit sha1_base64="r3/3kEupziF2w5NVXeZPQS+qcXk=">AAAB/XicbVDLSsNAFJ3UV62v+Ni 5GSyCq5KIYJdFN+6sYB/QhHAznbZDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphwprTjfFulldW19Y3yZmVre2d3z94/aKs4lYS2SMxj2Q1BUc4EbWmmOe0mkkIUctoJx9e533mgUrFY3OtJQv0I hoINGAFtpMA+8iLQIwI8u51ij6QJhqAe2FWn5syAl4lbkCoq0AzsL68fkzSiQhMOSvVcJ9F+BlIzwum04qWKJkDGMKQ9QwVEVPnZLP0UnxqljwexNE9oPFN/b2QQKTWJQjOZZ1WLXi7+5/VSPaj7GRNJqqkg80 ODlGMd47wK3GeSEs0nhgCRzGTFZAQSiDaFVUwJ7uKXl0n7vOY6Nffuotq4Kuooo2N0gs6Qiy5RA92gJmohgh7RM3pFb9aT9WK9Wx/z0ZJV7ByiP7A+fwDUc5TM</latexit><latexit sha1_base64="r3/3kEupziF2w5NVXeZPQS+qcXk=">AAAB/XicbVDLSsNAFJ3UV62v+Ni 5GSyCq5KIYJdFN+6sYB/QhHAznbZDJ5MwMxFqKP6KGxeKuPU/3Pk3TtostPXAwOGce7lnTphwprTjfFulldW19Y3yZmVre2d3z94/aKs4lYS2SMxj2Q1BUc4EbWmmOe0mkkIUctoJx9e533mgUrFY3OtJQv0I hoINGAFtpMA+8iLQIwI8u51ij6QJhqAe2FWn5syAl4lbkCoq0AzsL68fkzSiQhMOSvVcJ9F+BlIzwum04qWKJkDGMKQ9QwVEVPnZLP0UnxqljwexNE9oPFN/b2QQKTWJQjOZZ1WLXi7+5/VSPaj7GRNJqqkg80 ODlGMd47wK3GeSEs0nhgCRzGTFZAQSiDaFVUwJ7uKXl0n7vOY6Nffuotq4Kuooo2N0gs6Qiy5RA92gJmohgh7RM3pFb9aT9WK9Wx/z0ZJV7ByiP7A+fwDUc5TM</latexit>
...<latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit>
...<latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit><latexit sha1_base64="ocgiAjpDjkxJr5kPWC1BB+yVGnk=">AAAB7XicbVBNS8NAEJ34WetX1aOXYBE8lUQEPRa9eKxgP6A NZbPZtGs3u2F3Uiih/8GLB0W8+n+8+W/ctjlo64OBx3szzMwLU8ENet63s7a+sbm1Xdop7+7tHxxWjo5bRmWasiZVQulOSAwTXLImchSsk2pGklCwdji6m/ntMdOGK/mIk5QFCRlIHnNK0Eqt3jhSaPqVqlfz5nBXiV+QKhRo9CtfvUjRLGESqSDGdH0vxSAnGjk VbFruZYalhI7IgHUtlSRhJsjn107dc6tEbqy0LYnuXP09kZPEmEkS2s6E4NAsezPxP6+bYXwT5FymGTJJF4viTLio3NnrbsQ1oygmlhCqub3VpUOiCUUbUNmG4C+/vEpalzXfq/kPV9X6bRFHCU7hDC7Ah2uowz00oAkUnuAZXuHNUc6L8+58LFrXnGLmBP7A+fwB y2+PQg==</latexit>
Sampling
<latexit sha1_base64="njAQj444Og2vP6pxJWF5hHmGmMk=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhCswl0aLYM2lhHNByRH2NvsJUt2987dOSGE/AkbC0Vs/T t2/hs3yRWa+GDg8d4MM/OiVAqLvv/tra1vbG5tF3aKu3v7B4elo+OmTTLDeIMlMjHtiFouheYNFCh5OzWcqkjyVjS6mfmtJ26sSPQDjlMeKjrQIhaMopPa91S5LXrQK5X9ij8HWSVBTsqQo94rfXX7CcsU18gktbYT+CmGE2pQMMmnxW5meUrZiA54x1FNFbfhZH7vlJw7pU/ixLjSSObq74kJVdaOVeQ6FcWhXfZm4n9eJ8P4KpwInWbINV ssijNJMCGz50lfGM5Qjh2hzAh3K2FDaihDF1HRhRAsv7xKmtVK4FeCu2q5dp3HUYBTOIMLCOASanALdWgAAwnP8Apv3qP34r17H4vWNS+fOYE/8D5/ACLVkAM=</latexit><latexit sha1_base64="njAQj444Og2vP6pxJWF5hHmGmMk=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhCswl0aLYM2lhHNByRH2NvsJUt2987dOSGE/AkbC0Vs/T t2/hs3yRWa+GDg8d4MM/OiVAqLvv/tra1vbG5tF3aKu3v7B4elo+OmTTLDeIMlMjHtiFouheYNFCh5OzWcqkjyVjS6mfmtJ26sSPQDjlMeKjrQIhaMopPa91S5LXrQK5X9ij8HWSVBTsqQo94rfXX7CcsU18gktbYT+CmGE2pQMMmnxW5meUrZiA54x1FNFbfhZH7vlJw7pU/ixLjSSObq74kJVdaOVeQ6FcWhXfZm4n9eJ8P4KpwInWbINV ssijNJMCGz50lfGM5Qjh2hzAh3K2FDaihDF1HRhRAsv7xKmtVK4FeCu2q5dp3HUYBTOIMLCOASanALdWgAAwnP8Apv3qP34r17H4vWNS+fOYE/8D5/ACLVkAM=</latexit><latexit sha1_base64="njAQj444Og2vP6pxJWF5hHmGmMk=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhCswl0aLYM2lhHNByRH2NvsJUt2987dOSGE/AkbC0Vs/T t2/hs3yRWa+GDg8d4MM/OiVAqLvv/tra1vbG5tF3aKu3v7B4elo+OmTTLDeIMlMjHtiFouheYNFCh5OzWcqkjyVjS6mfmtJ26sSPQDjlMeKjrQIhaMopPa91S5LXrQK5X9ij8HWSVBTsqQo94rfXX7CcsU18gktbYT+CmGE2pQMMmnxW5meUrZiA54x1FNFbfhZH7vlJw7pU/ixLjSSObq74kJVdaOVeQ6FcWhXfZm4n9eJ8P4KpwInWbINV ssijNJMCGz50lfGM5Qjh2hzAh3K2FDaihDF1HRhRAsv7xKmtVK4FeCu2q5dp3HUYBTOIMLCOASanALdWgAAwnP8Apv3qP34r17H4vWNS+fOYE/8D5/ACLVkAM=</latexit><latexit sha1_base64="njAQj444Og2vP6pxJWF5hHmGmMk=">AAAB73icbVA9SwNBEJ3zM8avqKXNYhCswl0aLYM2lhHNByRH2NvsJUt2987dOSGE/AkbC0Vs/T t2/hs3yRWa+GDg8d4MM/OiVAqLvv/tra1vbG5tF3aKu3v7B4elo+OmTTLDeIMlMjHtiFouheYNFCh5OzWcqkjyVjS6mfmtJ26sSPQDjlMeKjrQIhaMopPa91S5LXrQK5X9ij8HWSVBTsqQo94rfXX7CcsU18gktbYT+CmGE2pQMMmnxW5meUrZiA54x1FNFbfhZH7vlJw7pU/ixLjSSObq74kJVdaOVeQ6FcWhXfZm4n9eJ8P4KpwInWbINV ssijNJMCGz50lfGM5Qjh2hzAh3K2FDaihDF1HRhRAsv7xKmtVK4FeCu2q5dp3HUYBTOIMLCOASanALdWgAAwnP8Apv3qP34r17H4vWNS+fOYE/8D5/ACLVkAM=</latexit>
ResBlock
<latexit sha1_base64="SgwkI7UTpE7pBJfpALp6ege75og=">AAAB73icbVA9TwJBEJ3DL8Qv1NLmIjGxInc0WhJsLNHIRwIXsrfMwYa93XN3z4Rc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvTDjTxvO+ncL G5tb2TnG3tLd/cHhUPj5pa5kqii0quVTdkGjkTGDLMMOxmygkccixE05u5n7nCZVmUjyYaYJBTEaCRYwSY6XuPeoGl3QyKFe8qreAu078nFQgR3NQ/uoPJU1jFIZyonXP9xITZEQZRjnOSv1UY0LohIywZ6kgMeogW9w7cy+sMnQjqWwJ4y7U3xMZibWexqHtjIkZ61VvLv7n9VITXQcZE0lqUNDloijlrpHu/Hl3yBRSw6eWEKqYvdWlY6IINTaikg3BX315nbRrVd+r+ne1Sr2Rx1GEMziHS/DhCupwC01oAQUOz/AKb86j8+K8 Ox/L1oKTz5zCHzifP+imj90=</latexit><latexit sha1_base64="SgwkI7UTpE7pBJfpALp6ege75og=">AAAB73icbVA9TwJBEJ3DL8Qv1NLmIjGxInc0WhJsLNHIRwIXsrfMwYa93XN3z4Rc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvTDjTxvO+ncL G5tb2TnG3tLd/cHhUPj5pa5kqii0quVTdkGjkTGDLMMOxmygkccixE05u5n7nCZVmUjyYaYJBTEaCRYwSY6XuPeoGl3QyKFe8qreAu078nFQgR3NQ/uoPJU1jFIZyonXP9xITZEQZRjnOSv1UY0LohIywZ6kgMeogW9w7cy+sMnQjqWwJ4y7U3xMZibWexqHtjIkZ61VvLv7n9VITXQcZE0lqUNDloijlrpHu/Hl3yBRSw6eWEKqYvdWlY6IINTaikg3BX315nbRrVd+r+ne1Sr2Rx1GEMziHS/DhCupwC01oAQUOz/AKb86j8+K8 Ox/L1oKTz5zCHzifP+imj90=</latexit><latexit sha1_base64="SgwkI7UTpE7pBJfpALp6ege75og=">AAAB73icbVA9TwJBEJ3DL8Qv1NLmIjGxInc0WhJsLNHIRwIXsrfMwYa93XN3z4Rc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvTDjTxvO+ncL G5tb2TnG3tLd/cHhUPj5pa5kqii0quVTdkGjkTGDLMMOxmygkccixE05u5n7nCZVmUjyYaYJBTEaCRYwSY6XuPeoGl3QyKFe8qreAu078nFQgR3NQ/uoPJU1jFIZyonXP9xITZEQZRjnOSv1UY0LohIywZ6kgMeogW9w7cy+sMnQjqWwJ4y7U3xMZibWexqHtjIkZ61VvLv7n9VITXQcZE0lqUNDloijlrpHu/Hl3yBRSw6eWEKqYvdWlY6IINTaikg3BX315nbRrVd+r+ne1Sr2Rx1GEMziHS/DhCupwC01oAQUOz/AKb86j8+K8 Ox/L1oKTz5zCHzifP+imj90=</latexit><latexit sha1_base64="SgwkI7UTpE7pBJfpALp6ege75og=">AAAB73icbVA9TwJBEJ3DL8Qv1NLmIjGxInc0WhJsLNHIRwIXsrfMwYa93XN3z4Rc+BM2Fhpj69+x89+4wBUKvmSSl/dmMjMvTDjTxvO+ncL G5tb2TnG3tLd/cHhUPj5pa5kqii0quVTdkGjkTGDLMMOxmygkccixE05u5n7nCZVmUjyYaYJBTEaCRYwSY6XuPeoGl3QyKFe8qreAu078nFQgR3NQ/uoPJU1jFIZyonXP9xITZEQZRjnOSv1UY0LohIywZ6kgMeogW9w7cy+sMnQjqWwJ4y7U3xMZibWexqHtjIkZ61VvLv7n9VITXQcZE0lqUNDloijlrpHu/Hl3yBRSw6eWEKqYvdWlY6IINTaikg3BX315nbRrVd+r+ne1Sr2Rx1GEMziHS/DhCupwC01oAQUOz/AKb86j8+K8 Ox/L1oKTz5zCHzifP+imj90=</latexit>
MLP<latexit sha1_base64="Tp5PUTFLYQlboMmZKYE5joNznhk=">AAAB6nicbVC7SgNBFL0bXzG+opY2g0GwCrtpTBm0sVCIaB6QLDI7uZsMmZ1dZmaFsOQTbCwUsfWL7PwbJ8kWmnhg4HDOucy9J0gE18Z1v53C 2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gZUo+ASW4Ybgd1EIY0CgZ1gfDXzO0+oNI/lg5kk6Ed0KHnIGTVWur+9aT6WK27VnYOsEi8nFchh81/9QczSCKVhgmrd89zE+BlVhjOB01I/1ZhQNqZD7FkqaYTaz+arTsmZVQYkjJV90pC5+nsio5HWkyiwyYiakV72ZuJ/Xi81Yd3PuExSg5ItPgpTQUxMZneTAVfIjJhYQpnidlfCRlRRZmw7JVuCt3zyKmnXqp5b9e5qlcZlXkcRTuAUzsGDC2jANTShBQyG8Ayv8OYI58V5dz4W0YK TzxzDHzifP9ucjX8=</latexit><latexit sha1_base64="Tp5PUTFLYQlboMmZKYE5joNznhk=">AAAB6nicbVC7SgNBFL0bXzG+opY2g0GwCrtpTBm0sVCIaB6QLDI7uZsMmZ1dZmaFsOQTbCwUsfWL7PwbJ8kWmnhg4HDOucy9J0gE18Z1v53C 2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gZUo+ASW4Ybgd1EIY0CgZ1gfDXzO0+oNI/lg5kk6Ed0KHnIGTVWur+9aT6WK27VnYOsEi8nFchh81/9QczSCKVhgmrd89zE+BlVhjOB01I/1ZhQNqZD7FkqaYTaz+arTsmZVQYkjJV90pC5+nsio5HWkyiwyYiakV72ZuJ/Xi81Yd3PuExSg5ItPgpTQUxMZneTAVfIjJhYQpnidlfCRlRRZmw7JVuCt3zyKmnXqp5b9e5qlcZlXkcRTuAUzsGDC2jANTShBQyG8Ayv8OYI58V5dz4W0YK TzxzDHzifP9ucjX8=</latexit><latexit sha1_base64="Tp5PUTFLYQlboMmZKYE5joNznhk=">AAAB6nicbVC7SgNBFL0bXzG+opY2g0GwCrtpTBm0sVCIaB6QLDI7uZsMmZ1dZmaFsOQTbCwUsfWL7PwbJ8kWmnhg4HDOucy9J0gE18Z1v53C 2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gZUo+ASW4Ybgd1EIY0CgZ1gfDXzO0+oNI/lg5kk6Ed0KHnIGTVWur+9aT6WK27VnYOsEi8nFchh81/9QczSCKVhgmrd89zE+BlVhjOB01I/1ZhQNqZD7FkqaYTaz+arTsmZVQYkjJV90pC5+nsio5HWkyiwyYiakV72ZuJ/Xi81Yd3PuExSg5ItPgpTQUxMZneTAVfIjJhYQpnidlfCRlRRZmw7JVuCt3zyKmnXqp5b9e5qlcZlXkcRTuAUzsGDC2jANTShBQyG8Ayv8OYI58V5dz4W0YK TzxzDHzifP9ucjX8=</latexit><latexit sha1_base64="Tp5PUTFLYQlboMmZKYE5joNznhk=">AAAB6nicbVC7SgNBFL0bXzG+opY2g0GwCrtpTBm0sVCIaB6QLDI7uZsMmZ1dZmaFsOQTbCwUsfWL7PwbJ8kWmnhg4HDOucy9J0gE18Z1v53C 2vrG5lZxu7Szu7d/UD48aus4VQxbLBax6gZUo+ASW4Ybgd1EIY0CgZ1gfDXzO0+oNI/lg5kk6Ed0KHnIGTVWur+9aT6WK27VnYOsEi8nFchh81/9QczSCKVhgmrd89zE+BlVhjOB01I/1ZhQNqZD7FkqaYTaz+arTsmZVQYkjJV90pC5+nsio5HWkyiwyYiakV72ZuJ/Xi81Yd3PuExSg5ItPgpTQUxMZneTAVfIjJhYQpnidlfCRlRRZmw7JVuCt3zyKmnXqp5b9e5qlcZlXkcRTuAUzsGDC2jANTShBQyG8Ayv8OYI58V5dz4W0YK TzxzDHzifP9ucjX8=</latexit>
Contrast Module
<latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit><latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit><latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit><latexit sha1_base64="Rd/43QclEV57Pg3ZMcR0OID8wGQ=">AAAB+HicbVBNS8NAEN34WetHox69LBbBU0l60WOxFy9CBfsBbSibzaZdutkNuxOhhv4SLx4U8epP8ea/cdvmoK0PBh7vzTAzL0wFN+B538 7G5tb2zm5pr7x/cHhUcY9POkZlmrI2VULpXkgME1yyNnAQrJdqRpJQsG44ac797iPThiv5ANOUBQkZSR5zSsBKQ7fSVBI0MYDvVJQJNnSrXs1bAK8TvyBVVKA1dL8GkaJZwiRQQYzp+14KQU40cCrYrDzIDEsJnZAR61sqScJMkC8On+ELq0Q4VtqWBLxQf0/kJDFmmoS2MyEwNqveXPzP62cQXwc5l2kGTNLlojgTGBSep4AjrhkFMbWEUM3trZiOiSYUbFZlG4K/+vI66dRrvlfz7+vVxk0RRwmdoXN0iXx0hRroFrVQG1GUoW f0it6cJ+fFeXc+lq0bTjFziv7A+fwBqyKTEw==</latexit>
Contrast Loss
<latexit sha1_base64="LabNVc7XvZajDKfFXE7EYLUe45Y=">AAAB9HicbVA9TwJBEJ3zE/ELtbTZSEysyB2NlkQaCwtM5COBC9lbFtiwt3vuzpEQwu+wsdAYW3+Mnf/GBa5Q8CWTvLw3k5l5USKFRd//9j Y2t7Z3dnN7+f2Dw6Pjwslpw+rUMF5nWmrTiqjlUiheR4GStxLDaRxJ3oxG1bnfHHNjhVaPOEl4GNOBEn3BKDoprGqFhlok99rabqHol/wFyDoJMlKEDLVu4avT0yyNuUImqbXtwE8wnFKDgkk+y3dSyxPKRnTA244qGnMbThdHz8ilU3qkr40rhWSh/p6Y0tjaSRy5zpji0K56c/E/r51i/yacCpWkyBVbLuqnkqAm8wRITxjOUE4cocwIdythQ2ooQ5dT3oUQrL68ThrlUuCXgodysXKbxZGDc7iAKwjgGipwBzWoA4MneIZX ePPG3ov37n0sWze8bOYM/sD7/AG0W5IJ</latexit><latexit sha1_base64="LabNVc7XvZajDKfFXE7EYLUe45Y=">AAAB9HicbVA9TwJBEJ3zE/ELtbTZSEysyB2NlkQaCwtM5COBC9lbFtiwt3vuzpEQwu+wsdAYW3+Mnf/GBa5Q8CWTvLw3k5l5USKFRd//9j Y2t7Z3dnN7+f2Dw6Pjwslpw+rUMF5nWmrTiqjlUiheR4GStxLDaRxJ3oxG1bnfHHNjhVaPOEl4GNOBEn3BKDoprGqFhlok99rabqHol/wFyDoJMlKEDLVu4avT0yyNuUImqbXtwE8wnFKDgkk+y3dSyxPKRnTA244qGnMbThdHz8ilU3qkr40rhWSh/p6Y0tjaSRy5zpji0K56c/E/r51i/yacCpWkyBVbLuqnkqAm8wRITxjOUE4cocwIdythQ2ooQ5dT3oUQrL68ThrlUuCXgodysXKbxZGDc7iAKwjgGipwBzWoA4MneIZX ePPG3ov37n0sWze8bOYM/sD7/AG0W5IJ</latexit><latexit sha1_base64="LabNVc7XvZajDKfFXE7EYLUe45Y=">AAAB9HicbVA9TwJBEJ3zE/ELtbTZSEysyB2NlkQaCwtM5COBC9lbFtiwt3vuzpEQwu+wsdAYW3+Mnf/GBa5Q8CWTvLw3k5l5USKFRd//9j Y2t7Z3dnN7+f2Dw6Pjwslpw+rUMF5nWmrTiqjlUiheR4GStxLDaRxJ3oxG1bnfHHNjhVaPOEl4GNOBEn3BKDoprGqFhlok99rabqHol/wFyDoJMlKEDLVu4avT0yyNuUImqbXtwE8wnFKDgkk+y3dSyxPKRnTA244qGnMbThdHz8ilU3qkr40rhWSh/p6Y0tjaSRy5zpji0K56c/E/r51i/yacCpWkyBVbLuqnkqAm8wRITxjOUE4cocwIdythQ2ooQ5dT3oUQrL68ThrlUuCXgodysXKbxZGDc7iAKwjgGipwBzWoA4MneIZX ePPG3ov37n0sWze8bOYM/sD7/AG0W5IJ</latexit><latexit sha1_base64="LabNVc7XvZajDKfFXE7EYLUe45Y=">AAAB9HicbVA9TwJBEJ3zE/ELtbTZSEysyB2NlkQaCwtM5COBC9lbFtiwt3vuzpEQwu+wsdAYW3+Mnf/GBa5Q8CWTvLw3k5l5USKFRd//9j Y2t7Z3dnN7+f2Dw6Pjwslpw+rUMF5nWmrTiqjlUiheR4GStxLDaRxJ3oxG1bnfHHNjhVaPOEl4GNOBEn3BKDoprGqFhlok99rabqHol/wFyDoJMlKEDLVu4avT0yyNuUImqbXtwE8wnFKDgkk+y3dSyxPKRnTA244qGnMbThdHz8ilU3qkr40rhWSh/p6Y0tjaSRy5zpji0K56c/E/r51i/yacCpWkyBVbLuqnkqAm8wRITxjOUE4cocwIdythQ2ooQ5dT3oUQrL68ThrlUuCXgodysXKbxZGDc7iAKwjgGipwBzWoA4MneIZX ePPG3ov37n0sWze8bOYM/sD7/AG0W5IJ</latexit>
Inference Branch<latexit sha1_base64="6u7gkD3HOApUTvDQfXUsBl9+EIQ=">AAAB+XicbVA9SwNBEJ2LXzF+nVr aLAbBKtyl0TLERrsI5gOSEPY2c8mSvb1jdy8QjvwTGwtFbP0ndv4bN8kVmvhg4PHeDDPzgkRwbTzv2ylsbe/s7hX3SweHR8cn7ulZS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAeTu4XfnqLSPJZPZpZgP6Ijy UPOqLHSwHUfZIgKJUNSV1Sy8cAtexVvCbJJ/JyUIUdj4H71hjFLI5SGCap11/cS08+oMpwJnJd6qcaEsgkdYddSSSPU/Wx5+ZxcWWVIwljZkoYs1d8TGY20nkWB7YyoGet1byH+53VTE972My6T1NjnVovCVBA Tk0UMZMgVMiNmllCmuL2VsDFVlBkbVsmG4K+/vEla1YrvVfzHarlWz+MowgVcwjX4cAM1uIcGNIHBFJ7hFd6czHlx3p2PVWvByWfO4Q+czx8S3ZNG</latexit><latexit sha1_base64="6u7gkD3HOApUTvDQfXUsBl9+EIQ=">AAAB+XicbVA9SwNBEJ2LXzF+nVr aLAbBKtyl0TLERrsI5gOSEPY2c8mSvb1jdy8QjvwTGwtFbP0ndv4bN8kVmvhg4PHeDDPzgkRwbTzv2ylsbe/s7hX3SweHR8cn7ulZS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAeTu4XfnqLSPJZPZpZgP6Ijy UPOqLHSwHUfZIgKJUNSV1Sy8cAtexVvCbJJ/JyUIUdj4H71hjFLI5SGCap11/cS08+oMpwJnJd6qcaEsgkdYddSSSPU/Wx5+ZxcWWVIwljZkoYs1d8TGY20nkWB7YyoGet1byH+53VTE972My6T1NjnVovCVBA Tk0UMZMgVMiNmllCmuL2VsDFVlBkbVsmG4K+/vEla1YrvVfzHarlWz+MowgVcwjX4cAM1uIcGNIHBFJ7hFd6czHlx3p2PVWvByWfO4Q+czx8S3ZNG</latexit><latexit sha1_base64="6u7gkD3HOApUTvDQfXUsBl9+EIQ=">AAAB+XicbVA9SwNBEJ2LXzF+nVr aLAbBKtyl0TLERrsI5gOSEPY2c8mSvb1jdy8QjvwTGwtFbP0ndv4bN8kVmvhg4PHeDDPzgkRwbTzv2ylsbe/s7hX3SweHR8cn7ulZS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAeTu4XfnqLSPJZPZpZgP6Ijy UPOqLHSwHUfZIgKJUNSV1Sy8cAtexVvCbJJ/JyUIUdj4H71hjFLI5SGCap11/cS08+oMpwJnJd6qcaEsgkdYddSSSPU/Wx5+ZxcWWVIwljZkoYs1d8TGY20nkWB7YyoGet1byH+53VTE972My6T1NjnVovCVBA Tk0UMZMgVMiNmllCmuL2VsDFVlBkbVsmG4K+/vEla1YrvVfzHarlWz+MowgVcwjX4cAM1uIcGNIHBFJ7hFd6czHlx3p2PVWvByWfO4Q+czx8S3ZNG</latexit><latexit sha1_base64="6u7gkD3HOApUTvDQfXUsBl9+EIQ=">AAAB+XicbVA9SwNBEJ2LXzF+nVr aLAbBKtyl0TLERrsI5gOSEPY2c8mSvb1jdy8QjvwTGwtFbP0ndv4bN8kVmvhg4PHeDDPzgkRwbTzv2ylsbe/s7hX3SweHR8cn7ulZS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAeTu4XfnqLSPJZPZpZgP6Ijy UPOqLHSwHUfZIgKJUNSV1Sy8cAtexVvCbJJ/JyUIUdj4H71hjFLI5SGCap11/cS08+oMpwJnJd6qcaEsgkdYddSSSPU/Wx5+ZxcWWVIwljZkoYs1d8TGY20nkWB7YyoGet1byH+53VTE972My6T1NjnVovCVBA Tk0UMZMgVMiNmllCmuL2VsDFVlBkbVsmG4K+/vEla1YrvVfzHarlWz+MowgVcwjX4cAM1uIcGNIHBFJ7hFd6czHlx3p2PVWvByWfO4Q+czx8S3ZNG</latexit>
Perception Branch
<latexit sha1_base64="pHXB65wgneSYmPnYH7FTX/aLD0k=">AAAB+nicbVDLTgIxFL3jE/EFunT TSExckRk2uiS4cYmJPBIgpFPuQEOnM2k7GjLyKW5caIxbv8Sdf2MHZqHgSZqcnnPv7e3xY8G1cd1vZ2Nza3tnt7BX3D84PDoulU/aOkoUwxaLRKS6PtUouMSW4UZgN1ZIQ19gx5/eZH7nAZXmkbw3sxgHIR1L HnBGjZWGpXIT7aA4u5CGopJNhqWKW3UXIOvEy0kFcjSHpa/+KGJJiNIwQbXueW5sBilVhjOB82I/0RhTNqVj7FkqaYh6kC5Wn5MLq4xIECl7pCEL9XdHSkOtZ6FvK0NqJnrVy8T/vF5igutBymWcGJRs+VCQCG IikuVARlwhM2JmCWWK210Jm1BFmbFpFW0I3uqX10m7VvXcqndXq9QbeRwFOINzuAQPrqAOt9CEFjB4hGd4hTfnyXlx3p2PZemGk/ecwh84nz8Q3JPa</latexit><latexit sha1_base64="pHXB65wgneSYmPnYH7FTX/aLD0k=">AAAB+nicbVDLTgIxFL3jE/EFunT TSExckRk2uiS4cYmJPBIgpFPuQEOnM2k7GjLyKW5caIxbv8Sdf2MHZqHgSZqcnnPv7e3xY8G1cd1vZ2Nza3tnt7BX3D84PDoulU/aOkoUwxaLRKS6PtUouMSW4UZgN1ZIQ19gx5/eZH7nAZXmkbw3sxgHIR1L HnBGjZWGpXIT7aA4u5CGopJNhqWKW3UXIOvEy0kFcjSHpa/+KGJJiNIwQbXueW5sBilVhjOB82I/0RhTNqVj7FkqaYh6kC5Wn5MLq4xIECl7pCEL9XdHSkOtZ6FvK0NqJnrVy8T/vF5igutBymWcGJRs+VCQCG IikuVARlwhM2JmCWWK210Jm1BFmbFpFW0I3uqX10m7VvXcqndXq9QbeRwFOINzuAQPrqAOt9CEFjB4hGd4hTfnyXlx3p2PZemGk/ecwh84nz8Q3JPa</latexit><latexit sha1_base64="pHXB65wgneSYmPnYH7FTX/aLD0k=">AAAB+nicbVDLTgIxFL3jE/EFunT TSExckRk2uiS4cYmJPBIgpFPuQEOnM2k7GjLyKW5caIxbv8Sdf2MHZqHgSZqcnnPv7e3xY8G1cd1vZ2Nza3tnt7BX3D84PDoulU/aOkoUwxaLRKS6PtUouMSW4UZgN1ZIQ19gx5/eZH7nAZXmkbw3sxgHIR1L HnBGjZWGpXIT7aA4u5CGopJNhqWKW3UXIOvEy0kFcjSHpa/+KGJJiNIwQbXueW5sBilVhjOB82I/0RhTNqVj7FkqaYh6kC5Wn5MLq4xIECl7pCEL9XdHSkOtZ6FvK0NqJnrVy8T/vF5igutBymWcGJRs+VCQCG IikuVARlwhM2JmCWWK210Jm1BFmbFpFW0I3uqX10m7VvXcqndXq9QbeRwFOINzuAQPrqAOt9CEFjB4hGd4hTfnyXlx3p2PZemGk/ecwh84nz8Q3JPa</latexit><latexit sha1_base64="pHXB65wgneSYmPnYH7FTX/aLD0k=">AAAB+nicbVDLTgIxFL3jE/EFunT TSExckRk2uiS4cYmJPBIgpFPuQEOnM2k7GjLyKW5caIxbv8Sdf2MHZqHgSZqcnnPv7e3xY8G1cd1vZ2Nza3tnt7BX3D84PDoulU/aOkoUwxaLRKS6PtUouMSW4UZgN1ZIQ19gx5/eZH7nAZXmkbw3sxgHIR1L HnBGjZWGpXIT7aA4u5CGopJNhqWKW3UXIOvEy0kFcjSHpa/+KGJJiNIwQbXueW5sBilVhjOB82I/0RhTNqVj7FkqaYh6kC5Wn5MLq4xIECl7pCEL9XdHSkOtZ6FvK0NqJnrVy8T/vF5igutBymWcGJRs+VCQCG IikuVARlwhM2JmCWWK210Jm1BFmbFpFW0I3uqX10m7VvXcqndXq9QbeRwFOINzuAQPrqAOt9CEFjB4hGd4hTfnyXlx3p2PZemGk/ecwh84nz8Q3JPa</latexit>
. . .<latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit><latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit><latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit><latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit>
. . .<latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit><latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit><latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit><latexit sha1_base64="PmPAlVRiI/Ad0a1xALfboBAV5Jw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GP Ri8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3R+FCs2gWnPr7hxklXgFqUGB5qD61 Q8Vy2KeIJPUmJ7npujnVKNgkk8r/czwlLIxHfKepQmNufHz+bVTcmaVkERK20qQzNXfEzmNjZnEge2MKY7MsjcT//N6GUbXfi6SNEOesMWiKJMEFZm9TkKhOUM5sYQyLeythI2opgxtQBUbgrf88ippX9Q9t+7dX9YaN0UcZTiBUzgHD66gAXf QhBYweIRneIU3RzkvzrvzsWgtOcXMMfyB8/kDtf+PNA==</latexit>
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Figure 1: (a) An example of RPM. The hidden rule(s) in this problem can be denoted as {[OR, line, type]},
where an OR operation is applied to the type attribute of all lines, following the notations in Barrett et al. [14].
It is further noted that the OR operation is applied row-wise, and there is only one choice that satisfies the
row-wise OR constraint. Hence the correct answer should be 5. (b) The proposed CoPINet architecture. Given a
RPM problem, the inference branch samples a most likely rule for each attribute based only on the context O of
the problem. Sampled rules are transformed and fed into each contrast module in the perception branch. Note
that the combination of the contrast module and the residual block can be repeated. Dashed lines indicate that
parameters are shared among the modules. (c) A sketch of the contrast module.
2 Related Work
Contrastive Learning Teaching concepts by comparing cases, or contrasting, has proven effective
in both human learning and machine learning. Gentner [31] postulates that human’s learning-by-
comparison process is a structural mapping and alignment process. A later article [43] firmly supports
this conjecture and shows finding the individual difference is easier for humans when similar items
are compared. Recently, Smith and Gentner [30] conclude that learning by comparing two contrastive
cases facilitates the distinction between two complex interrelated relational concepts. Evidence
in educational research further strengthens the importance of contrasting—quantitative structure
of empirical phenomena is less demanding to learn when contrasting cases are used [32, 44, 45].
All the literature calls for a similar treatment of contrast in machine learning. While techniques
from [46–48] are based on triplet loss using max margin to separate positive and negative samples,
negative contrastive samples and negative sampling are proposed for language modeling [40] and
word embedding [49, 50], respectively. Gutmann and Hyvärinen [39] discuss a general learning
framework called Noise-Contrastive Estimation (NCE) for estimating parameters by taking noise
samples into consideration, which Dai and Lin [41] follow to learn an effective image captioning
model. A recent work [13] leverages contrastive learning in RPM; however, it focuses on data
presentation while leaving the question of modeling and learning unanswered.
Computational Models on RPM The cognitive science community is the first to investigate RPM
with computational models. Assuming access to a perfect state representation, structure-mapping
theory [31] and the high-level perception theory of analogy [51, 52] are designed with heuristics to
solve the RPM problem at a symbolic level [17, 53–55]. Another stream of research approaches the
problem by measuring the image similarity with hand-crafted state representations [56–60]. More
recently, end-to-end data-driven methods with raw image input are proposed [12–14, 61]. Wang and
Su [61] introduce an automatic RPM generation method. Barrett et al. [14] release the first large-scale
RPM dataset and present a relational model [62] designed for it. Steenbrugge et al. [63] propose a
pretrained β-VAE to improve the generalization performance of models on RPM. Zhang et al. [12]
provide another dataset with structural annotations using stochastic image grammar [64–66]. Hill
et al. [13] take a different approach and study how data presentation affects learning.
3 Learning Perceptual Inference by Contrasting
The task of RPM can be formally defined as: given a list of observed images O = {oi}8i=1, forming
a 3× 3 matrix with a final missing element, a solver aims to find an answer a? from an unordered set
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of choices A = {ai}8i=1 to best complete the matrix. Permutation invariance is a unique property for
RPM problems: (1) According to [17], the same set of rules is applied either row-wise or column-wise.
Therefore, swapping the first two rows or columns should not affect how one solves the problem.
(2) In any multi-choice task, changing the order of answer candidates should not affect how one
solves the problem either. These properties require us to use a permutation-invariant encoder and
reformulate the problem from a typical classification problem into a ranking problem. Formally, in a
probabilistic formulation, we seek to find a model such that
p(a?|O) ≥ p(a′|O), ∀a′ ∈ A, a′ 6= a?, (1)
where the probability is invariant when rows or columns in O are swapped. This formulation also
calls for a model that produces a density estimation for each choice, regardless of its order in A.
To that end, we model the probability with a neural network equipped with a permutation-invariant
encoder for each observation-candidate pair f(O ∪ a). However, we argue such a purely perceptive
system is far from sufficient without contrasting and perceptual inference.
3.1 Contrasting
To provide the reasoning system with a mechanism of contrasting, we propose to explicitly build two
levels of contrast: model-level contrast and objective-level contrast.
3.1.1 Model-level Contrast
As the central notion of contrast is comparing cases [30, 32, 44, 45], we propose an explicit model-
level contrasting mechanism in the following form,
Contrast(FO∪a) = FO∪a − h
(∑
a′∈A
FO∪a′
)
, (2)
where F denotes features of a specific combination and h(·) summarizes the common features in all
candidate answers. In our experiments, h(·) is a composition of BatchNorm [67] and Conv.
Intuitively, this explicit contrasting computation enables a reasoning system to tell distinguishing
features for each candidate in terms of fitting and following the rules hidden among all panels in
the incomplete matrix. The philosophy behind this design is to constrain the functional form of the
model to capture both the commonality and the difference in each instance. It is expected that the
very inductive bias on comparing similarity and distinctness is baked into the entire reasoning system
such that learning in the challenging task becomes easier.
In a generalized setting, each O ∪ a could be abstracted out as an object. Then the design becomes a
general contrast module, where each object is distinguished by comparing with the common features
extracted from an object set.
We further note that the contrasting computation can be encapsulated into a single neural module
and repeated: the addition and transformation are shared and the subtraction is performed on each
individual element. See Figure 1(c) for a sketch of the contrast module. After such operations,
permutation invariance of a model will not be broken.
3.1.2 Objective-level Contrast
To further enforce the contrast effects, we propose to use an NCE variant rather than the cross-entropy
loss commonly used in previous works [12, 14]. While there are several ways to model the probability
in Equation 1, we use a Gibbs distribution in this work:
p(a|O) = 1
Z
exp(f(O ∪ a)), (3)
where Z is the partition function, and our model f(·) corresponds to the negative potential function.
Note that such a distribution has been widely adopted in image generation models [68–70].
In this case, we can take the log of both sides in Equation 1 and rearrange terms:
log p(a?|O)− log p(a′|O) = f(O ∪ a?)− f(O ∪ a′) ≥ 0, ∀a′ ∈ A, a′ 6= a?. (4)
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This formulation could potentially lead to a max margin loss. However, we notice in our preliminary
experiments that max margin is not sufficient; we realize it is inferior to make the negative potential
of the wrong choices only slightly lower. Instead, we would like to further push the difference to
infinity. To do that, we leverage the sigmoid function σ(·) and train the model, such that:
f(O ∪ a?)− f(O ∪ a′)→∞ ⇐⇒ σ(f(O ∪ a?)− f(O ∪ a′))→ 1,∀a′ ∈ A, a′ 6= a?. (5)
However, we notice that the relative difference of negative potential is still problematic. We hypoth-
esize this deficiency is due to the lack of a baseline—without such a regularization, the negative
potential of wrong choices could still be very high, resulting in difficulties in learning the negative
potential of the correct answer. To this end, we modify Equation 5 into its sufficient conditions:
f(O ∪ a?)− b(O ∪ a?)→∞ ⇐⇒ σ(f(O ∪ a?)− b(O ∪ a?))→ 1 (6)
f(O ∪ a′)− b(O ∪ a′)→ −∞ ⇐⇒ σ(f(O ∪ a′)− b(O ∪ a′))→ 0, (7)
where b(·) is a fixed baseline function and a′ ∈ A, a′ 6= a?. For implementation, b(·) could be either
a randomly initialized network or a constant. Since the two settings do not produce significantly
different results in our preliminary experiments, we set b(·) to be a constant to reduce computation.
We then optimize the network to maximize the following objective as done in [39]:
` = log(σ(f(O ∪ a?)− b(O ∪ a?))) +
∑
a′∈A,a′ 6=a?
log(1− σ(f(O ∪ a′)− b(O ∪ a′))). (8)
Connection to NCE If we treat the baseline as the negative potential of a fixed noise model of the
same Gibbs form and ignore the difference between the partition functions, Equation 6 and Equation 7
become the G function used in NCE [39]. But unlike NCE, we do not need to multiply the size ratio
in the sigmoid function [41].
3.2 Perceptual Inference
As indicated in Carpenter et al. [17], a mere perceptive model for RPM is arguably not enough.
Therefore, we propose to incorporate a simple inference subsystem into the model: the inference
branch should be responsible for inferring the hidden rules in the problem. Specifically, we assume
there are at most N attributes in each problem, each of which is subject to the governance of one of
M rules. Then hidden rules T in one problem instance can be decomposed into
p(T |O) =
N∏
i=1
p(ti|O), (9)
where ti = 1 . . .M denotes the rule type on attribute ni. For the actual form of the probability of
rules on each attribute, we propose to model it using a multinomial distribution. This assumption is
consistent with the way datasets are usually generated [12, 14, 61]: one rule is independently picked
from the rule set for each attribute. In this way, each rule could also be regarded as a basis in a rule
dictionary and jointly learned, as done in active basis [42] or word embedding [49, 71].
If we treat rules as hidden variables, the log probability in Equation 4 can be decomposed into
log p(a|O) = log
∑
T
p(a|T ,O)p(T |O) = logET ∼p(T |O)[p(a|T ,O)]. (10)
Note that writing the summation in the form of expectation affords sampling algorithms, which can
be done on each individual attribute due to the independence assumption.
In addition, if we model p(T |O) as an inference branch g(·) and sample only once from it, the model
can be modified into f(O ∪ a, Tˆ ) with Tˆ sampled from g(O). Following the same derivation above,
we now optimize the new objective:
` = log(σ(f(O ∪ a?, Tˆ )− b(O ∪ a?))) +
∑
a′∈A,a′ 6=a?
log(1− σ(f(O ∪ a′, Tˆ )− b(O ∪ a′))). (11)
To sample from a multinomial, we could either use hard sampling like Gumbel-SoftMax [72, 73] or a
soft one by taking expectation. We do not observe significant difference between the two settings.
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The expectation in Equation 10 is proposed primarily to make the computation of the exact log
probability controllable and tractable: while the full summation requiresO(MN ) passes of the model,
a Monte Carlo approximation of it could be calculated in O(1) time. We also note that if p(T |O) is
highly peaked (e.g., ground truth), the Monte Carlo estimate could be accurate as well. Despite the
fact that we only sample once from an inference branch to reduce computation, we find in practice
the Monte Carlo estimate works quite well.
3.3 Architecture
Combining contrasting, perceptual inference, and permutation invariance, we propose a new network
architecture to solve the challenging RPM problem, named Contrastive Perceptual Inference network
(CoPINet). The perception branch is composed of a common feature encoder and shared interweaving
contrast modules and residual blocks [3]. The encoder first extracts image features independently for
each panel and sum ones in the corresponding rows and columns before the final transformation into
a latent space. The inference branch consists of the same encoder and a (Gumbel-)SoftMax output
layer. The sampled results will be transformed and concatenated channel-wise into the summation in
Equation 2. In our implementation, we prepend each residual block with a contrast module; such a
combination can be repeated while keeping the network permutation-invariant. The network finally
uses an MLP to produce a negative potential for each observation and candidate pair and is trained
using Equation 11; see Figure 1(b) for a graphical illustration of the entire CoPINet architecture.
4 Experiments
4.1 Experimental Setup
We verify the effectiveness of our models on two major RPM datasets: RAVEN [12] and PGM [14].
Across all experiments, we train models on the training set, tune hyper-parameters on the validation
set, and report the final results on the test set. All of the models are implemented in PyTorch [74]
and optimized using ADAM [75]. While a good performance of WReN [14] and ResNet+DRT [12]
relies on external supervision, such as rule specifications and structural annotations, the proposed
model achieves better performance with only O, A, and a?. Models are trained on servers with
four Nvidia RTX Titans. For the WReN model, we use a public implementation that reproduces
results in [14]1. We implement our models in PyTorch [74] and optimize using ADAM [75]. During
training, we perform early-stop based on validation loss. We use the same network architecture and
hyper-parameters in both RAVEN and PGM experiments.
4.2 Results on RAVEN
There are 70, 000 problems in the RAVEN dataset [12], equally distributed in 7 figure configurations.
In each configuration, the dataset is randomly split into 6 folds for training, 2 folds for validation,
and 2 folds for testing. We compare our model with several simple baselines (LSTM [76], CNN [77],
and vanilla ResNet [3]) and two strong baselines (WReN [14] and ResNet+DRT [12]). Model
performance is measured by accuracy.
General Performance on RAVEN In this experiment, we train the models on all 42, 000 training
samples and measure how they perform on the test set. The first part of Table 1 shows the testing
accuracy of all models. We also retrieve the performance of humans and a solver with perfect
information from [12] for comparison. As shown in the table, the proposed model CoPINet achieves
the best performance among all the models we test. For the relational model WReN proposed in [14],
we run the tests on a permutation-invariant version, i.e., one without positional tagging (NoTag),
and tune the model also to minimize an auxiliary loss (Aux) [14]. While the auxiliary loss could
boost the performance of WReN as we will show later in the ablation study, we do not observe
similar effects on CoPINet. As indicated in the detailed comparisons in Table 1, WReN is biased
towards images of grid configurations and does poorly on ones demanding compositional reasoning,
i.e., ones with independent components. We further note that compared to previously proposed
models (WReN [14] and ResNet+DRT [12]), CoPINet does not require additional information such
as structural annotations and meta targets and still shows human-level performance in this task. When
1https://github.com/Fen9/WReN
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comparing the performance of CoPINet and human on specific figure configurations, we notice that
CoPINet is inferior in learning samples of grid-like compositionality but efficient in distinguishing
images consisting of multiple components, implying the efficiency of the contrasting mechanism.
Ablation Study One problem of particular interest in building CoPINet is how each component
contributes to performance improvement. To answer this question, we measure model accuracy by
gradually removing each construct in CoPINet, i.e., the perceptual inference branch, the contrast
loss, and the contrast module. In the second part of Table 1, we show the results of ablation on
CoPINet. Both the full model (CoPINet) and the one without the perceptual inference branch
(CoPINet-Contrast-CL) could achieve human-level performance, with the latter slightly inferior to the
former. If we further replace the contrast loss with the cross-entropy loss (CoPINet-Contrast-XE), we
observe a noticeable performance decrease of around 4%, verifying the effectiveness of the contrast
loss. A catastrophic performance downgrade of 66% is observed if we remove the contrast module,
leaving only the network backbone (CoPINet-Backbone-XE). This drastic performance gap shows
that the functional constraint on modeling an explicit contrasting mechanism is arguably a crucial
factor in machines’ reasoning ability as well as in humans’. The ablation study shows that all the three
proposed constructs, especially the contrast module, are critical to the performance of CoPINet. We
also study how the requirement of permutation invariance and auxiliary training affect the previously
proposed WReN. As shown in Table 1, sacrificing the permutation invariance (Tag) provides the
model a huge upgrade during auxiliary training (Aux), compared to the one without tagging (NoTag)
and auxiliary loss (NoAux). This effect becomes even more significant on the PGM dataset, as we
will show in Section 4.3.
Dataset Size and Performance Even though CoPINet surpasses human performance on RAVEN,
this competition is inherently unfair, as the human subjects in this study never experience such an
intensive training session as our model does. To make the comparison fairer and also as a step towards
a model capable of human learning efficiency, we further measure how the model performance
changes as the training set size shrinks. To this end, we train our CoPINet on subsets of the full
RAVEN training set and test it on the full test set. As shown on Table 2 and Figure 2, the model
performance varies roughly log-linearly with the training set size. One surprising observation is:
with only half of the amount of the data, we could already achieve human-level performance. On a
training set 16× smaller, CoPINet outperforms all previous models. And on a subset 64× smaller,
CoPINet already outshines WReN.
4.3 Results on PGM
We use the neutral regime of the PGM dataset for model evaluation due to its diversity and richness in
relationships, objects, and attributes. This split of the dataset has in total 1.42 million samples, with
1.2 million for training, 2, 000 for validation, and 200, 000 for testing. We train the models on the
training set, tune the hyperparameters on the validation set, and evaluate the performance on the test
Table 1: Testing accuracy of models on RAVEN. Acc denotes the mean accuracy of each model. Same as in [12],
L-R denotes the Left-Right configuration, U-D Up-Down, O-IC Out-InCenter, and O-IG Out-InGrid.
Method Acc Center 2x2Grid 3x3Grid L-R U-D O-IC O-IG
LSTM 13.07% 13.19% 14.13% 13.69% 12.84% 12.35% 12.15% 12.99%
WReN-NoTag-Aux 17.62% 17.66% 29.02% 34.67% 7.69% 7.89% 12.30% 13.94%
CNN 36.97% 33.58% 30.30% 33.53% 39.43% 41.26% 43.20% 37.54%
ResNet 53.43% 52.82% 41.86% 44.29% 58.77% 60.16% 63.19% 53.12%
ResNet+DRT 59.56% 58.08% 46.53% 50.40% 65.82% 67.11% 69.09% 60.11%
CoPINet 91.42% 95.05% 77.45% 78.85% 99.10% 99.65% 98.50% 91.35%
WReN-NoTag-NoAux 15.07% 12.30% 28.62% 29.22% 7.20% 6.55% 8.33% 13.10%
WReN-Tag-NoAux 17.94% 15.38% 29.81% 32.94% 11.06% 10.96% 11.06% 14.54%
WReN-Tag-Aux 33.97% 58.38% 38.89% 37.70% 21.58% 19.74% 38.84% 22.57%
CoPINet-Backbone-XE 20.75% 24.00% 23.25% 23.05% 15.00% 13.90% 21.25% 24.80%
CoPINet-Contrast-XE 86.16% 87.25% 71.05% 74.45% 97.25% 97.05% 93.20% 82.90%
CoPINet-Contrast-CL 90.04% 94.30% 74.00% 76.85% 99.05% 99.35% 98.00% 88.70%
Human 84.41% 95.45% 81.82% 79.55% 86.36% 81.81% 86.36% 81.81%
Solver 100% 100% 100% 100% 100% 100% 100% 100%
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Figure 2: CoPINet on RAVEN
and PGM as the training set size
shrinks.
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Table 2: Model performance under
different training set sizes on RAVEN
dataset. The full training set has
42, 000 samples.
Training set size Acc
658 44.48%
1, 316 57.69%
2, 625 65.55%
5, 250 74.53%
10, 500 80.92%
21, 000 86.43%
Table 3: Model performance under
different training set sizes on PGM
dataset. The full training set has 1.2
million samples.
Training set size Acc
293 14.73%
1, 172 15.48%
4, 688 18.39%
18, 750 22.07%
75, 000 32.39%
300, 000 43.89%
Table 4: Testing accuracy of models on PGM. Acc denotes the mean accuracy of each model.
Method CNN LSTM ResNet Wild-ResNet WReN-NoTag-Aux CoPINet
Acc 33.00% 35.80% 42.00% 48.00% 49.10% 56.37%
set. We compare our models with baselines set up in [14], i.e., LSTM, CNN, ResNet, Wild-ResNet,
and WReN. As ResNet+DRT proposed in [12] requires structural annotations not available in PGM,
we are unable to measure its performance. Again, all performance is measured by accuracy. Due to
the lack of further stratification on this training regime, we only report the final mean accuracy.
General Performance on PGM In this experiment, we train the models on all 1.2 million training
samples and report performance on the entire test set. As shown in Table 4, CoPINet achieves the best
performance among all permutation-invariant models, setting a new state-of-the-art on this dataset.
Similar to the setting in RAVEN, we make the previously proposed WReN permutation-invariant by
removing the positional tagging (NoTag) and train it with both cross-entropy loss and auxiliary loss
(Aux) [14]. The auxiliary loss could boost the performance of WReN. However, in coherence with
the study on RAVEN and a previous work [12], we notice that the auxiliary loss does not help our
CoPINet. It is worth noting that while WReN demands additional training supervision from meta
targets to reach the performance, CoPINet only requires basic annotations of ground truth indices a?
and achieves better results.
Ablation Study We perform ablation studies on both WReN and CoPINet to see how the require-
ment of permutation invariance affects WReN and how each module in CoPINet contributes to its
superior performance. The notations are the same as those used in the ablation study for RAVEN.
As shown in the first part of Table 5, adding a proper auxiliary loss does provide WReN a 10%
performance boost. However, additional supervision is required. Making the model permutation-
sensitive gives the model a significant benefit by up to a 28% accuracy increase; however, it also
indicates that WReN learns to shortcut the solutions by coding the positional association, instead
of truly understanding the differences among distinctive choices and their potential effects on the
compatibility of the entire matrix. The second part of Table 5 demonstrates how each construct
contributes to the performance improvement of CoPINet on PGM. Despite the smaller enhancement
of the contrast loss compared to that in RAVEN, the upgrade from the contrast module for PGM is still
significant, and the perceptual inference branch keeps raising the final performance. In accordance
with the ablation study on the RAVEN dataset, we show that all the proposed components contribute
to the final performance increase.
Table 5: Ablation study on PGM.
Method WReN-NoTag-NoAux WReN-NoTag-Aux WReN-Tag-NoAux WReN-Tag-Aux
Acc 39.25% 49.10% 62.45% 77.94%
Method CoPINet-Backbone-XE CoPINet-Contrast-XE CoPINet-Contrast-CL CoPINet
Acc 42.10% 51.04% 54.19% 56.37%
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Dataset Size and Performance Motivated by the idea of fairer comparison and low-shot reasoning,
we also measure how the performance of the proposed CoPINet changes as the training set size of
PGM varies. Specifically, we train CoPINet on subsets of the PGM training set and test it on the
entire test set. As shown in Table 3 and Figure 2, CoPINet performance on PGM varies roughly
log-exponentially with respect to the training set size. We further note that when trained on a 16×
smaller dataset, CoPINet already achieves results similar to CNN and LSTM.
5 Conclusion and Discussion
In this work, we aim to improve machines’ reasoning ability in “thinking in pictures” by jointly
learning perception and inference via contrasting. Specifically, we introduce the contrast module,
the contrast loss, and the joint system of perceptual inference. We also require our model to be
permutation-invariant. In a typical and challenging task of this kind, Raven’s Progressive Matri-
ces (RPM), we demonstrate that our proposed model—Contrastive Perceptual Inference network
(CoPINet)—achieves the new state-of-the-art for permutation-invariant models on two major RPM
datasets. Further ablation studies show that all the three proposed components are effective towards
improving the final results, especially the contrast module. It also shows that the permutation invari-
ance forces the model to understand the effects of different choices on the compatibility of an entire
RPM matrix, rather than remembering the positional association and shortcutting the solutions.
While it is encouraging to see the performance improvement of the proposed ideas on two big datasets,
it is the last part of the experiments, i.e., dataset size and performance, that really intrigues us. With
infinitely large datasets that cover the entirety of an arbitrarily complex problem domain, it is arguably
possible that a simple over-parameterized model could solve it. However, in reality, there is barely
any chance that one would observe all the domain, yet humans still learn quite efficiently how the
hidden rules work. We believe this is the core where the real intelligence lies: learning from only
a few samples and generalizing to the extreme. Even though CoPINet already demonstrates better
learning efficiency, it would be ideal to have models capable of few-shot learning in the task of RPM.
Without massive datasets, it would be a real challenge, and we hope the paper could call for future
research into it.
Performance, however, is definitely not the end goal in the line of research on relational and analogical
visual reasoning: other dimensions for measurements include generalization, generability, and
transferability. Is it possible for a model to be trained on a single configuration and generalize to
other settings? Can we generate the final answer based on the given context panels, in a similar way
to the top-down and bottom-up method jointly applied by humans for reasoning? Can we transfer
the relational and geometric knowledge required in the reasoning task from other tasks? Questions
like these are far from being answered. While Zhang et al. [12] show in the experiments that neural
models do possess a certain degree of generalizability, the testing accuracy is far from satisfactory. In
the meantime, there are a plethora of discriminative approaches towards solving reasoning problems
in question answering, but generative methods and combined methods are lacking. The relational and
analogical reasoning was initially introduced as a way to measure a human’s intelligence, without
training humans on the task. However, current settings uniformly reformulate it as a learning problem
rather than a transfer problem, contradictory to why the task was started. Up to now, there has been
barely any work that measures how knowledge on another task could be transferred to this one. We
believe that significant advances in these dimensions would possibly enable Artificial Intelligence (AI)
models to go beyond data fitting and acquire symbolized knowledge.
While modern computer vision techniques to solve Raven’s Progressive Matrices (RPM) are based
on neural networks, a promising ingredient is nowhere to be found: Gestalt psychology. Traces of the
perceptual grouping and figure-ground organization are gradually faded out in the most recent wave
of deep learning. However, the principles of grouping, both classical (e.g., proximity, closure, and
similarity) and new (e.g., synchrony, element, and uniform connectedness) play an essential role in
RPM, as humans arguably solve these problems by first figuring out groups and then applying the
rules. We anticipate that modern deep learning methods integrated with the tradition of conceptual and
theoretical foundations of the Gestalt approach would further improve models on abstract reasoning
tasks like RPM.
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