The rewrite-based approach to satisfiability modulo theories consists of using generic theorem-proving strategies for first-order logic with equality. If one can prove that an inference system generates finitely many clauses from the presentation T of a theory and a finite set of ground unit clauses, then any fair strategy based on that system can be used as a T -satisfiability procedure. In this paper, we introduce a set of sufficient conditions to generalize the entire framework of rewrite-based T -satisfiability procedures to rewrite-based T -decision procedures. These conditions, collectively termed subterm-inactivity, will allow us to obtain rewrite-based T -decision procedures for several theories, namely those of equality with uninterpreted functions, arrays with or without extensionality and two of its extensions, finite sets with extensionality and recursive data structures.
Introduction
The rewrite-based approach to satisfiability modulo theories introduced in [ARR03] was used in [ARR03, ABRS05] to devise decision procedures for satisfiability in several theories of data structures, including the theories of arrays and records. The idea behind this approach is to use generic theorem-proving strategies based on the superposition calculus SP on input sets consisting of the presentation of the considered theory T and ground unit clauses. Since such strategies are semi-decision procedures for first-order validity, if one can prove that they terminate for any set of ground unit clauses, then they are actually decision procedures for T -satisfiability. Another feature that makes the rewrite-based approach appealing is that the combination of several theories becomes conceptually simple: if termination is preserved, it suffices to consider the union of the presentations. Preservation of termination requires to show that the inference system is modular with respect to termination. Such a modularity result was obtained in [ABRS05] by introducing the notion of variable-inactivity: if the combined theories are variable-inactive, a strategy based on SP terminates on their combination, provided it terminates on each individual theory. As far as efficiency is concerned, contrary to the common expectation that a generic theorem-prover would be outperformed by more specialized systems such as CVC ([BDS00,SBD04]) or CVC Lite ( [BB04] ), the experimental results of [ABRS05] showed that this is not the case, and that such procedures are very efficient on several problems. The next step is to investigate how to generalize the rewrite-based approach to T -decision problems, or deciding T -satisfiability of quantifier-free formulae. Of course, a T -satisfiability procedure could be applied after reduction to disjunctive normal form, but this approach is not practical. Another method would be to investigate how to integrate rewrite-based T -satisfiability procedures with a SAT solver, as done for example in [BDS02,dMRS02,ACGM04,GHN + 04,BBC + 05] for T -satisfiability procedures based on congruence closure. Here, we choose instead to study the problem of whether rewrite-based theorem-proving strategies can be themselves T -decision procedures.
The main contributions of the paper are the following:
• We introduce the notion of subterm-inactivity and prove that if a theory T is subterm-inactive, a fair SP-based strategy is a decision procedure for the Tdecision problem.
• The conditions to be met for a theory to be subterm-inactive are easy to test, and all but one can be tested automatically. This is a significant advantage, compared to the termination proofs of [ARR03, ABRS05] where one has to analyze the inferences that can be carried out starting from the presentation T and a set of ground unit clauses. Furthermore, the only requirement we impose on the complete simplification ordering ≻ assumed by SP is that t ≻ c for every compound term t and constant c.
• We prove that every subterm-inactive theory is also variable-inactive.
• We show that several of the theories considered in [ARR03, ABRS05] , as well as two extensions of the theory of arrays, are subterm-inactive.
Due to a lack of space, most of the proofs could not be included in this paper. They can all be found in [BE06a] .
Given the presentation T of a theory, a function symbol is interpreted if it appears in an axiom of T , and it is uninterpreted otherwise. The T -satisfiability problem is the problem of deciding whether a set of ground unit clauses is satisfiable in T . The more general T -decision problem is the problem of deciding the satisfiability of any ground formula in T . Without loss of generality, we can assume that the considered ground formulae are conjunctions of clauses.
Definition 2.1 Given a signature Σ, a selection function is a function from Σ to N such that for all f ∈ Σ, Γ(f ) ∈ {1, . . . , arity(f)}. Ω Σ denotes the set of selection functions for Σ.
A selection function selects an argument in a term. For example, for a function symbol f and selection function Γ, if Γ(f ) = i, then Γ selects the subterm t i from the term f (t 1 , . . . , t n ). The name "selection function" is also used for functions that select a literal in a clause: the two definitions are compatible, since such functions can be seen as selecting an argument of a disjunction operator.
We define the notion of symbol-freeness, which prevents some function or constant symbols from appearing in a clause.
Definition 2.2 (Symbol-freeness) Given a term t, Φ(t) denotes the set of function and constant symbols appearing in t. Also, let Φ(l ⊲⊳ r) = Φ(l) ∪ Φ(r) and Φ(C) = L∈C Φ(L). Given a set of function and constant symbols Σ ′ , a term t is Σ ′ -symbol-free if Φ(t) ∩ Σ ′ consists only of constants, and t is strictly Σ ′ -symbol-free if this intersection is empty. A literal (resp. clause) is Σ ′ -symbol-free if every term appearing in it is. A clause is subsymbol-free from Σ ′ if every literal in C that contains a function symbol is strictly Σ ′ -symbol-free.
Flattening
If a term t is a constant or a variable, then the depth of t is depth(t) = 0, otherwise depth(f (t 1 , . . . , t n )) = 1 + max{depth(t i ) | i = 1, . . . , n}. The depth of the literal l ⊲⊳ r is max(depth(l), depth(r)). A positive literal is flat if depth(l) + depth(r) ≤ 1, and a negative literal is flat if its depth is 0. Definition 2.3 A literal is strictly flat if its depth is 0. For a clause C, let Maxd(C) = max{depth(t) | t is a term appearing in C}. The clause C is flat, respectively, strictly flat, if all its literals are.
We will make an intensive use of flattening. The operation of flattening consists in transforming a finite set of ground clauses S over a signature Σ, into a finite set of ground clauses S ′ over a signature Σ ′ , in such a way that:
• Σ ′ is obtained by adding a finite number of constants to Σ,
• every non-unit clause in S ′ is strictly flat,
• every unit clause in S ′ is flat,
• for all sets T , T ∪ S and T ∪ S ′ are equisatisfiable.
This flattening operation is fairly straightforward, and it is more general than the one in [ARR03] , where only unit clauses are considered. As an example, consider
where the notation l[u ′ ] means that u ′ appears as a subterm in l, σ is the most general unifier (mgu) of u and u ′ , u ′ is not a variable in Superposition and Paramodulation, and the following abbreviations hold: the set S = {f (f (a)) ≃ b ∨ f (c) ≃ d}: by introducing fresh constants c 1 , c 2 and c 3 , we obtain the equisatisfiable set
Rewrite-based inference systems
A simplification ordering ≻ is an ordering that is stable, monotonic and contains the subterm ordering: if s ≻ t, then c[s]σ ≻ c[t]σ for any context c and substitution σ, and if t is a subterm of s then s ≻ t. A complete simplification ordering, or CSO, is a simplification ordering that is total on ground terms. We write t ≺ s if s ≻ t.
More details on orderings can be found, e.g., in [DP01] . In the sequel, except stated otherwise, we will assume that for the considered CSO, if t is a compound term and c a constant, then t ≻ c. This condition is part of the T -goodness requirement for all the theories considered in [ABRS05] . We refer to this requirement simply as the goodness requirement.
The superposition calculus, or SP (see [NR01] ), is a rewrite-based inference system which is refutationally complete for first-order logic with equality. It consists of expansion rules (see Figure 1 ) and contraction rules (see Figure 2) , and is based on a CSO on terms which is extended to literals and clauses in the standard way. Given a CSO ≻, we write SP ≻ for SP equipped with ≻. A clause C is redundant with respect to SP in a set of clauses S, if S can be derived from S ∪ {C} by application of a contraction rule in SP. Since SP is the only inference system in this article, we write redundant for redundant with respect to SP. An inference is redundant in S, if either its conclusion or one of its premises is redundant in S.
An SP-strategy is given by SP together with a search plan that controls the application of the inference rules. An SP ≻ -derivation is a sequence
where each S i is a set of clauses, obtained by applying an expansion or a contraction rule to clauses in S i−1 . The limit of such a derivation is the set of persistent clauses:
A derivation S 0 ⊢ SP≻ . . . S n ⊢ SP≻ . . . is fair with respect to SP ≻ if all expansion inferences in SP ≻ with premises in S ∞ are redundant in some S j for j ≥ 0. A search plan is fair if all the derivations it controls are fair, and an SP ≻ -strategy is fair if its search plan is. A set of clauses S is saturated if every clause generated from clauses in S by an SP-inference is redundant.
A clause C is variable-inactive for ≻ (see [ABRS05] ) if no maximal literal in C is an equation t ≃ x, where x / ∈ Var(t). A set of clauses is variable-inactive for ≻ if all its clauses are variable-inactive for ≻. A presentation T is variable-inactive for ≻ if the limit S ∞ of a fair SP ≻ -derivation from S 0 = T ∪ S is variable-inactive. When no confusion is possible, we will say that a clause (resp. a set of clauses or a theory presentation) is variable-inactive, without any mention of ≻.
We conclude the preliminaries with the notion of depth-preservation. Intuitively, this notion prevents the clauses generated by the expansion inference rules from becoming arbitrarily large.
Definition 2.4 Let C, C ′ and D be clauses, and suppose D is generated from C by a unary inference: this inference is depth-preserving if Maxd(D) ≤ Maxd(C). Suppose D is generated from C and C ′ by a binary inference: this inference is depth-preserving if Maxd(D) ≤ max{Maxd(C), Maxd(C ′ )}.
Subterm-inactivity
The proofs that the superposition calculus terminates on satisfiability problems for different theories are based on an enumeration of the kinds of clauses that can be generated by the inferences (see [ARR03, ABRS05, BE06a] ). However, the number of clauses in S ∞ can be exponentially large (it can contain for example up to O(2 n 2 ) clauses in the theory of arrays, see [ABRS05] for details), and in general, such proofs consist of showing that all generated clauses belong to one of several categories: if each of these categories contains a finite number of clauses, so will S ∞ . These proofs can be quite long, and at each new inference, a new category to deal with may arise. In this section, we introduce a set of conditions guaranteeing that a fair strategy based on SP ≻ is a decision procedure for the considered theory. These conditions are easy to verify and more importantly, almost all can be verified automatically.
Informally, we will consider T -decision problems whose clauses can be divided into three disjoint sets:
• a set T g of ground clauses,
• a set T 1 of non-ground clauses representing properties that can be deduced by considering one interpreted function symbol,
• a set T 2 of non-ground clauses representing the way two interpreted function symbols may interact in T .
This pattern applies to T -decision problems in several theories of interest such as, for example, the theory of arrays.
Example 3.1 The theory of arrays A, based on the signature Σ A = {select, store}, where select has arity 2 and store has arity 3, is axiomatized as follows:
The theory of arrays with extensionality A e is defined by axioms (1) and (2), along with the following extensionality axiom:
A rewrite-based T -decision procedure for the theory A e takes as input a set T g of ground clauses, together with {(1), (2), (3)}. This set can itself be decomposed into two disjoint subsets: T 2 = {(1), (2)} which describes the way select and store interact, and T 1 = {(3)} which describes the equality property that can be deduced from the select function.
Of course, these sets can interact with each other, and it is necessary to control these interactions as much as possible in order to guarantee termination. Before giving any formal definition, we informally enumerate the requirements that should be satisfied by these sets and which conditions are imposed to satisfy them.
General properties
(i) Each clause in T 2 expresses a single property verified when combining at most two interpreted function symbols, and each clause in T 1 expresses a property that can be deduced by considering a single interpreted function symbol (closure); (ii) Any SP ≻ -inference generating a persistent clause is depth-preserving (flatness).
Binary inferences
(i) There is no binary SP ≻ -inference between a clause in T 2 and one in T 1 (interaction-freeness); (ii) A binary SP ≻ -inference between a clause in T 1 ∪ T 2 and a clause in T g generates a clause in T 1 or in T g (closure + negative disconnection); (iii) A binary SP ≻ -inference between two clauses in T 2 generates a clause which is deleted eventually (saturation); (iv) A binary SP ≻ -inference between two clauses in T 1 generates a clause in T 1 or in T g (closure).
Unary inferences
(i) A unary inference within T 2 generates a clause that is deleted eventually (saturation); (ii) A unary inference within T 1 generates a clause that is in T 1 , in T g , or is deleted eventually (variable-inactivity preservation).
In the following subsections we define formally these notions.
Restrictions on T 2
The conditions we impose on T 2 are termed collectively saturation closure. Informally, these conditions ensure that T 2 is saturated, and that every clause generated by a binary inference involving a clause in T 2 is in T 1 or in T g .
Definition 3.2 (Ordered flatness)
A clause C is ordered flat if it only contains strictly flat literals except for one, say l ⊲⊳ r. Furthermore, it must be r ≺ l, and r must contain only function symbols appearing in l.
Example 3.3 Consider the following clauses:
These two clauses are ordered flat.
Definition 3.4 (Internal closure) Let S be a set of clauses and Γ be a selection function. S is Γ-internally closed if for every clause C ∈ S and every non-strictly flat literal L = l ⊲⊳ r in C:
• If L is negative, then: icn.1: for every subterm u of l of depth 1, Var(C) ⊆ Var(u), icn.2: every positive literal in a clause of S is Φ(L)-symbol-free.
• If L is positive, then we must have r ≺ l and: By also imposing that T 2 is saturated and that every literal appearing in T 2 that contains a constant is strictly flat (formally, that every clause is subsymbol-free from Σ 0 ), we obtain the following definition of saturation closure:
• every clause in S is subsymbol-free from Σ 0 ,
• every clause in S is ordered flat,
• S is Γ-internally closed.
Restrictions on T 1
The restrictions imposed to T 1 prevent its clauses from interacting with T 2 , and control the clauses generated by inferences involving these clauses.
Definition 3.6 (Weak flatness) A clause C is weakly flat, if C only contains literals with terms of depth at most 1, and at least one non-ground literal l ⊲⊳ r which is not strictly flat. Furthermore, if C contains a literal x ⊲⊳ t, then t is of depth 0. vip-2: If C contains a negative literal l ≃ r with top(l) = top(r) = f , then C also contains a literal x ≃ t such that either t is a variable and Var(C) ⊆ {x, t}, or Var(C) = {x}. Furthermore, let q f = Γ(f ), then: a. if t is a variable, then {x, t} = {l|q f , r|q f }, b. if t is a constant, then there is a constant c (not necessarily equal to t) such that {x, c} = {l|q f , r|q f }.
A set of clauses S is Γ-variable-inactive preserving if every clause in S is.
Example 3.9 Let Σ I = {Inj}, where Inj is a predicate of arity 1, and consider the theory A I , based on the signature Σ A ∪ Σ I , which is axiomatized by axioms (1) and (2) of Example 3.1, and the following axiom denoted by (inj):
Intuitively, the predicate Inj is true for array a if and only if all the elements in a are pairwise distinct (a is injective). Consider the following clausal form, logically equivalent to Inj(a):
This clause contains a single literal that is not strictly flat, L = select(a, z) ≃ select(a, w). We have Var(C) = {z, w}, and these two variables appear in terms of depth 1 in L. Let Γ be any function in Ω Σ such that Γ(select) = 2. Since z ≃ w is also a literal in C and condition (vip.2.a) holds on C, this clause is Γ-variableinactive preserving.
Definition 3.10 (External closure) Let C be a clause, S ′ be a set of clauses, Γ ∈ Ω Σ , and for every f ∈ Σ, let q f = Γ(f )
ec.4: every negative literal in a clause of S ′ is {f }-symbol-free.
A set of clauses S is Γ-externally closed from S ′ if every clause in S is.
Example 3.11 Let Σ S = {Swap}, where Swap is a predicate that has arity 4, and consider the theory A S , based on signature Σ A ∪ Σ S and axiomatized by (1), (2) (the axioms of A, see Example 3.1) and the following axiom denoted by (swp): 
Let Γ be any function in Ω Σ such that Γ(select) = 2, and let S ′ = {(1), (2)}. It is simple to check that D satisfies conditions (ec.1) to (ec.4), and is therefore Γ-externally closed from S ′ .
Definition 3.12 (Immunity) Given two sets of clauses S and S ′ and a function Γ ∈ Ω Σ , S is Γ-immune from S ′ if and only if
• every clause in S is weakly flat,
• every clause in S is Γ-variable-inactive preserving,
• S is Γ-externally closed from S ′ .
Definition 3.13 (Interaction-freeness) Given two sets of clauses S and S ′ and a function Γ ∈ Ω Σ , S is Γ-interaction-free from S ′ if the following condition is satisfied: let f be a function symbol, let p f = Γ(f ), and suppose that
• either f occurs at the same time in a positive literal of a clause in S and in a literal of a clause in S ′ ,
• or f occurs at the same time in a positive literal of a clause in S ′ and in a literal of a clause in S.
Then for all clauses C ∈ S ∪ S ′ containing a literal L = l ⊲⊳ r, such that f appears in l or in r, the following conditions must hold:
if.1: f only appears as the top symbol of l or r, if.2: if C ∈ S, then l|p f is a constant, and if r is neither a constant nor a variable, then r|p f is a constant, if.3: if C ∈ S ′ and L is negative, then l|p f is a term of depth 1, if.4: if C ∈ S ′ and L is positive, then u = l|p f is a term of depth 1, and if r is neither a constant nor a variable, then r|p f is either a constant or a variable in Var(u).
Example 3.14 Consider S = {D}, where D is the clause of Example 3.11 and S ′ = {(1), (2)}. The only function symbol these sets have in common is select. Let Γ be any function in Ω Σ such that Γ(select) = 1. Then it is clear that D satisfies conditions (if.1) and (if.2), and that the clauses in S ′ satisfy condition (if.4). Thus, S is Γ-interaction-free from S ′ . Similarly, consider the clause C from Example 3.9, then {C} is also Γ-interaction-free from S ′ .
Restrictions on T g
We finally define the notion of flat disconnection for T g . Example 3.16 Consider the following clauses:
The clauses C and C ′ are both positively flat.
Definition 3.17 (Negative disconnection) Let C be a clause and S ′ be a set of clauses. C is negatively disconnected from S ′ if whenever C contains a negative literal l ≃ r such that depth(l) ≥ 2, every positive literal of a clause in S ′ is Φ(C)-symbol-free. A set of clauses S is negatively disconnected from S ′ if every clause in S is negatively disconnected from S ′ .
Definition 3.18 (Flat-disconnection) Given a clause C and a set of clauses S ′ , C is flat-disconnected from S ′ if and only if C is
• positively flat,
• negatively disconnected from S ′ .
A set of clauses S is flat-disconnected from S ′ if every clause in S is.
Example 3.19 Any set of flattened ground clauses is flat-disconnected from any other set of clauses S ′ . Indeed, such a set is trivially positively flat; since all its negative literals are strictly flat, there is no literal l ≃ r with depth(l) ≥ 2, and the set is also negatively disconnected from S ′ .
Subterm-inactivity
We introduce the fundamental notion of subterm-inactivity, which guarantees the termination of SP on the decision problem in the considered theory.
Definition 3.20 (Subterm-inactivity) Let T g , T 1 and T 2 be three disjoint sets of clauses. The tuple T g , T 1 , T 2 is subterm-inactive if there exist two functions Γ and Γ ′ in Ω Σ such that:
• T g only contains ground clauses and is flat-disconnected from T 1 ∪ T 2 ,
• T 1 is Γ-immune and Γ ′ -interaction-free from T 2 ,
• T 2 is Γ-saturation-closed.
A presentation of a theory T is subterm-inactive if there exists a partition T g ⊎T 1 ⊎T 2 of T such that T g , T 1 , T 2 is subterm-inactive.
Since we can flatten any set of ground clauses, we can safely add it to a subterminactive presentation:
Proposition 3.21 If T is a subterm-inactive presentation, then for every set of ground clauses S, there exists a set of ground clauses S ′ such that S ′ ∪ T is equisatisfiable to S ∪ T , and S ′ ∪ T is subterm-inactive.
We will give several examples of subterm-inactive theories in the following section. Before that, we state the main results we obtain under the subterm-inactivity hypothesis:
Theorem 3.22 Given a set of clauses T = T g ⊎ T 1 ⊎ T 2 such that T g , T 1 , T 2 is a subterm-inactive tuple:
(i) If D is a persistent clause generated by an SP-inference in T , then the inference is depth-preserving and:
• either D is ground and T g ∪ {D}, T 1 , T 2 is subterm-inactive, • or D is not ground and T g , T 1 ∪ {D}, T 2 is subterm-inactive.
(ii) A fair SP ≻ -strategy is a decision procedure for T .
(iii) T is variable-inactive.
The proof of Theorem 3.22, and especially of (i) requires considering all possible inferences that can be applied to the sets T g , T 1 and T 2 . The complete treatment of the different cases and the other proofs can all be found in [BE06a] .
Variations on the theory of arrays
In what follows, we consider the theory of arrays (see Example 3.1) and two of its extensions. It was shown in [ARR03] that a satisfiability problem in A e can be reduced to an equisatisfiable satisfiability problem in A, and that the superposition calculus provides a satisfiability procedure for A: a proof that the limit S ∞ is finite can be found in [ABRS05] . This kind of analysis requires long proofs: for A, the clauses in S ∞ can belong to any one of 14 classes of clauses. We have the following result:
Theorem 4.1 The presentation of A is subterm-inactive.
Proof. We prove that the tuple ∅, ∅, {(1), (2)} is subterm-inactive.
• The only inference that can be applied to {(1), (2)} is a superposition between
(1) and (2). This generates the clause z ≃ z ∨ select(x, z) ≃ v, which is deleted. Thus, this set is saturated.
• It is trivial to check that the clauses in {(1), (2)} are ordered flat. Since they do not contain any constants, they are also subsymbol-free from Σ 0 .
• The maximal literals in (1) and (2) are both positive and one can check that {(1), (2)} is Γ-internally closed, for any selection function Γ such that Γ(select) = 2. 2
Thus, by Theorem 3.22 (ii), we deduce that:
Corollary 4.2 Any fair SP ≻ -strategy is a decision procedure for the theory of arrays with or without extensionality.
An injectivity predicate
Next, we consider the theory A I of arrays augmented with an injectivity predicate, as defined in Example 3.9:
We assume that each occurrence of the injectivity predicate has a constant as an argument. There is no loss of generality under this assumption. We remove all occurrences of the predicate Inj in the following way. For every constant a, we consider the clause C a and its negated form C ′ a , respectively defined by: , sk 2 ) ), where sk 1 and sk 2 are fresh Skolem constants. Note that, by definition, Inj(a) is logically equivalent to ∀z, w. (z ≃ w ⊃ select(a, z) ≃ select(a, w)), and C a is the clausal form of the latter formula. Thus, C a and Inj(a) are logically equivalent; similarly, C ′ a and ¬Inj(a) are also logically equivalent. 12
We can therefore safely replace every clause of the form Inj(a) ∨ ¬p by C a ∨ ¬p, and every clause of the form ¬Inj(a) ∨ ¬p by the clausal form of C ′ a ∨ ¬p. Example 4.3 Let S = {¬Inj(a) ∨ Inj(b)}. By introducing the fresh propositional variable p a we obtain the set S ′ = {¬Inj(a) ∨ ¬p a , Inj(b) ∨ p a }, and after the aforementioned transformation we get
where z and w are implicitly universally quantified variables.
Given a set of clauses S, the reduced set of clauses thus obtained is equisatisfiable to S, and we have the following: Lemma 4.4 Let {a 1 , . . . , a n } be a set of constants, for all i ∈ {1, . . . , n} let p i be a propositional variable (or the negation of a propositional variable) and define
Proof. We show that the tuple ∅, {C 1 ∨ p 1 , . . . , C n ∨ p n }, {(1), (2)} is subterminactive. In Theorem 4.1, we showed that {(1), (2)} is Γ-saturation-closed with Γ(select) = 2. Consider any function Γ ′ ∈ Ω Σ such that Γ ′ (select) = 1, and a clause C i ∨ p i . This clause is Γ-immune from {(1), (2)}: we have shown that C i is Γ-variable-inactive preserving in Example 3.9, and it is simple to verify that C i ∨ p i is also Γ-externally closed from {(1), (2)}; the other conditions are trivial to verify. It is also Γ ′ -interaction-free from {(1), (2)}, hence the result.
Since these conditions are satisfied for every clause of the form C i ∨ p i , it is clear that ∅, {C 1 ∨ p 1 , . . . , C n ∨ p n }, {(1), (2)} is subterm-inactive and the proof is complete.
2
Thus, by Theorem 3.22 (ii), an SP ≻ -strategy together with a fair search plan can be used to test the satisfiability of A ∪ {C i ∨ p i | i = 1, . . . , n}. We therefore have the following result:
Corollary 4.5 A fair SP ≻ -strategy is a decision procedure for A I .
A Swap predicate
We now turn to the theory A S of arrays augmented with a swap predicate, as defined in Example 3.11:
Consider a ground A S -formula S. Similar to the case of the injectivity predicate, up to adding flat equalities to S, we assume that each occurrence of the swap pred-icate only has constants as arguments, and that the clauses in which this predicate appears are of the form Swap(b,
We remove all occurrences of the predicate Swap in the following way: for every tuple of constants G = b, b ′ , i, i ′ , where b and b ′ are of sort array and i and i ′ are of sort index, we consider the formula D G and its negated form D ′ G respectively defined by: 
. . , m} be a set of constants and for every k ∈ {1, . . . , m}, let p k be a propositional variable (or the negation of a propositional variable) and consider the clause
Proof. We prove that ∅, {D 1 ∨ p 1 , . . . , D m ∨ p m }, {(1), (2)} is subterm-inactive. It is simple to check that {(1), (2)} is Γ-saturation-closed with Γ(select) = 2. Consider a clause D k , it can be seen by applying Definition 3.12 that D k ∨ p k is Γ-immune from {(1), (2)} (see also Example 3.11). As shown in Example 3.14, D k is Γ ′ -interaction-free from {(1), (2)} for any Γ ′ such that Γ ′ (select) = 1, and it is simple to show that D k ∨ p k is also Γ ′ -interaction-free from {(1), (2)}. Hence, for every k, ∅, {D k ∨ p k }, {(1), (2)} is subterm-inactive. Since this is true for every k, we have the result. 2
As for Corollary 4.5, we deduce:
Theorem 4.7 A fair SP ≻ -strategy is a decision procedure for A S .
Finally, consider the theory A ′ axiomatized by (1), (2), (inj) and (swp), and let Γ and Γ ′ be selection functions such that Γ(select) = 2 and Γ ′ (select) = 1. Given the sets A = {C i ∨ p i | i = 1, . . . , n} and B = {D k ∨ p ′ k | k = 1, . . . , m}, and for the selection functions Γ and Γ ′ defined above,
• ∅, B, {(1), (2)} is subterm-inactive by Lemma 4.6.
We deduce that the tuple ∅, A∪B, {(1), (2)} is also subterm-inactive. We therefore have the following result:
Theorem 4.8 A fair SP ≻ -strategy is a decision procedure for A ′ .
A non-obvious example
The next example shows that although the conditions required for a tuple to be subterm-inactive are quite strong, some of them are tight, and allow us to point out some non-obvious results.
Example 4.9 Consider the following predicate:
that expresses the property that an array represents a constant function. It is easy to check that given two constants a and e, T = A ∪ {Const e (a)} is not subterminactive: there exists no Γ such that Const e (a) is Γ-immune from any other set (condition (ec.1) does not hold), or Γ-saturation-closed (condition (icp.1) does not hold). Actually, T is not even variable-inactive; consider the following set:
A superposition of the unit clause store(a, i, e 1 ) ≃ a ′ into the axiom z ≃ w ∨ select(store(x, z, v), w) ≃ select(x, w) yields the clause
Simplifications of this clause by select(a ′ , z) ≃ e ′ and select(a, z) ≃ e yield the clause w ≃ i ∨ e ≃ e ′ . This clause is not variable-inactive, and since it cannot be deleted, S ∞ is not variable-inactive either.
A collection of decision procedures
The approach based on subterm-inactivity allows us to re-obtain other termination results for SP on T -satisfiability problems and generalize them to T -decision problems.
Finite sets with or without extensionality
The theory of finite sets is based on the signature Σ set = {member, insert}, where member and insert both have arity 2. Intuitively, member(e, s) is true if e is an element of the s, and insert(e, s) inserts element e into the set s. The theory is defined by the following presentation, denoted by FS:
The theory of finite sets with extensionality is presented by FS e , which consists of axioms (5) and (6) along with the following extensionality axiom:
It was proved in [ARR03, Theorem 8.1] that any FS e -decision problem can be reduced to an FS-decision problem. We have the following result:
Lemma 5.1 ∅, ∅, {(5), (6)} is subterm-inactive.
Proof. All one has to do is to verify that {(5), (6)} is saturation-closed. This is the case, since the superposition of (5) into (6) generates v ≃ v ∨ member(v, x) ≃ true, and this clause can be deleted by the Deletion inference rule. Thus, {(5), (6)} is saturated, and it is simple to check that it is subsymbol-free from Σ 0 and that both clauses are ordered-flat. Let Γ be any function in Ω Σ such that Γ(member) = 1. Conditions (icp.1), (icp.2) and (icp.3) hold on axiom (5), and conditions (icp.1), (icp.2) and (icp.4) hold on axiom (6), so that {(5), (6)} is Γ-internally closed. 2
Recursive data structures
The class of recursive data structures includes the theory of integer offsets and the theory of acyclic lists. The members of this class are denoted RDS k , where k represents the number of selectors in the theory. The theory RDS k is based on the following signature:
where cons has arity k, and the sel i 's all have arity 1. The function symbols sel 1 , . . . , sel k stand for the selectors, and cons stands for the constructor. This theory is axiomatized by the following (infinite) set of axioms, denoted Ax(RDS k ):
where x and the x i 's are (implicitly) universally quantified variables and t[x] is any compound Σ sel -term where the variable x occurs. The axioms t[x] ≃ x are termed acyclicity axioms and prevent the theory from entailing equations such as sel 1 (sel 2 (x)) ≃ x. For the sake of clarity, we also define the set
Example 5.2 Consider the case where k = 2. If we write car(x) instead of sel 1 (x) and cdr(x) instead of sel 2 (x), then our axioms become:
and the theory RDS 2 is the theory of non-empty acyclic lists.
Consider the following axiom, denoted by (ext):
It was proved in [BE06b] that a T -satisfiability problem in RDS k can be reduced to a T -satisfiability problem in the theory defined by {(ext)} ∪ Ac(n), where n is computed by considering the number of constructors and selectors in the original set of ground literals (see [BE06b, Definition 3.2 and Corollary 4.9] for details). We also have the following result:
Lemma 5.3 ∅, {(ext)}, Ac(n) is subterm-inactive.
Proof. Let Γ be a function in Ω Σ such that for every f ∈ Σ sel , Γ(f ) = 1. We show that {(ext)} is Γ-immune from Ac(n). This set is trivially Γ-externally closed from Ac(n) since every positive literal in (ext) is strictly flat. Also, (ext) is weakly flat and conditions (vip.1) and (vip.2.a) hold, so that {(ext)} is Γ-variable-inactive preserving. Since {(ext)} ∪ Ac(n) only contains positive literals that are strictly flat, {(ext)} is trivially Γ-interaction free from Ac(n).
We now show that Ac(n) is saturation-closed. It is simple to check that this set is saturated and subsymbol-free from Σ 0 . Since it only contains unit clauses, all these clauses are trivially ordered-flat. The clauses in Ac(n) are all of the form t[x] ≃ x, so that condition (icn.1) holds. Since these clauses are all negative, condition (icn.2) trivially holds.
Theorem 5.4 The superposition calculus yields T -decision procedures for the following theories:
• Equality with Uninterpreted Functions (EUF).
• Arrays with or without extensionality, possibly augmented with an injectivity predicate, a swap predicate or both.
• Finite sets with or without extensionality.
• Recursive data structures.
Proof. The result is obvious for the theory of equality with uninterpreted functions, which is presented by the empty set, and was shown for the variations of the theory of arrays in the previous section. Lemmas 5.1 and 5.3 prove the result for finite sets with or without extensionality and recursive data structures, respectively. 2
Discussion
In this paper, we introduced the notion of subterm-inactive theory, that guarantees that SP yields T -decision procedures. Almost all the conditions for subterminactivity are static, which means they can be tested automatically and only once. We showed that several theories, including most of those considered in [ARR03, ABRS05] , and two extensions of the theory of arrays, satisfy these conditions, which indicates that they are not too strong. Still, some of the theories of [ABRS05] are not subterm-inactive. They are the theory of possibly empty lists, the theory of records and the theory of integer offsets modulo. We intend to investigate how to weaken the subterm-inactivity conditions to obtain a larger class of subterm-inactive theories. The subterm-inactivity condition guarantees the termination of any fair SP ≻ -strategy, but the efficiency of such an approach to T -decision problems of practical interest still has to be tested. It would be especially relevant to investigate how well such a generic approach can manage T -decision problems with a large boolean part.
Another important issue is how to combine subterm-inactive theories with Presburger arithmetic, especially for the theory of arrays. Indeed, using Presburger arithmetic on indices allows one to work on more complex properties about arrays, such as testing whether subarrays are identical.
