Abstract-Accurate QRS detection is an important first step for the analysis of heart rate variability. Algorithms based on the differentiated ECG are computationally efficient and hence ideal for real-time analysis of large datasets. Here, we analyze traditional first-derivative based squaring function (Hamilton-Tompkins) and Hilbert transform-based methods for QRS detection and their modifications with improved detection thresholds. On a standard ECG dataset, the Hamilton-Tompkins algorithm had the highest detection accuracy (99.68% sensitivity, 99.63% positive predictivity) but also the largest time error. The modified Hamilton-Tompkins algorithm as well as the Hilbert transform-based algorithms had comparable, though slightly lower, accuracy; yet these automated algorithms present an advantage for real-time applications by avoiding human intervention in threshold determination. The high accuracy of the Hilbert transform-based method compared to detection with the second derivative of the ECG is ascribable to its inherently uniform magnitude spectrum. For all algorithms, detection errors occurred mainly in beats with decreased signal slope, such as wide arrhythmic beats or attenuated beats. For best performance, a combination of the squaring function and Hilbert transform-based algorithms can be applied such that differences in detection will point to abnormalities in the signal that can be further analyzed.
I. INTRODUCTION
A UTOMATIC detection of the QRS complex is necessary for efficient extraction of beat-to-beat intervals (RR) from long electrocardiogram (ECG) recordings such as nighttime data or 24-hour Holter monitoring. Accuracy of the RR series is crucial for reliable heart rate variability (HRV) analysis, which is widely considered to provide a simple noninvasive and quantitative assessment of cardiac-autonomic function in health and in disease states [1] , [2] . Over the past decade, HRV analysis has been increasingly recognized as a useful tool for understanding autonomic regulation during sleep [3] , [4] as well as patient screening in obstructive sleep apnea syndrome (OSAS) [5] - [7] , congestive heart failure [8] - [11] and other disorders. However, ECG recordings may contain spurious episodes due to various disturbances such as noise interference, sudden changes in QRS amplitudes, or muscle and electrode artifacts etc., which are not often detected correctly [12] . Studies have shown that even a single artifact in the RR signal could impart substantial spurious variance into all commonly analyzed frequency bands including those associated with respiratory sinus arrhythmia, thus motivating the need for a reliable QRS detector with minimal detection error [13] . Though many approaches exist for QRS detection, firstderivative-based methods are often used in real-time analysis or for large datasets since they do not require extensive computations. These methods also have the advantage of not necessitating manual segmentation of data, training of the algorithms, or patient-specific modifications that are often required for other detection methods [12] . However, a previous study comparing real-time detection methods showed that avoiding a delay in the detection increases the detection error [14] , [15] . We therefore focused on first-derivative-based methods that are designed to maximize detection accuracy instead of processing speed. Finally, although the use of multiple recording leads could improve detection accuracy especially when combined with multiple adaptive components in the detection algorithm [16] , we chose to benchmark cost-effective detection algorithms that are applicable to single-lead ECG recordings.
One of the most popular single-lead first-derivative-based QRS detection methods is the Hamilton-Tompkins algorithm [17] , which is an improved variation of that originally proposed by Pan and Tompkins in 1985 [18] that uses a patient-specific threshold for QRS peak detection. The Pan-Tompkins algorithm has been found to have a higher accuracy for various beat morphologies than other traditional real-time methods developed before 1990 [19] . The Hamilton-Tompkins algorithm has been widely used in the past two decades for HRV analysis for a variety of applications such as detection of OSAS in children [6] , compression for optimal transmission and storage for ECG analysis [20] , etc. More recently, a Hilbert transform-based method was proposed by Benitez et al. [21] as an improved first-derivative-based QRS detection method by using a variable threshold that does not need to be experimentally determined. This method has since been employed in applications such as detecting sleep stages in patients with OSAS [22] and as a classifier for patients with paroxysmal atrial fibrillation [23] . Since the Hamilton-Tompkins algorithm and the Hilbert transform-based algorithm have been used for diverse applications, it is necessary to compare their performances under similar test conditions.
In this study, we analyzed the theoretical basis of the Hilbert transform-based algorithm and evaluated its advantages as compared to a detection algorithm that uses an additional differentiation stage as an odd filter. We then introduced an adaptive 0018-9294/$25.00 © 2008 IEEE threshold to the Hamilton-Tompkins algorithm similar to that used for the Hilbert transform-based algorithm in order to eliminate the need for human intervention for the determination of the patient-specific threshold. The final goal of this study was to determine the ideal algorithm for distinguishing different classes of ECG anomalies by quantitatively comparing the various QRS detection methods and delineating their failure instances.
II. QRS DETECTION ALGORITHMS
Before obtaining the first derivative of the QRS complex the ECG was bandpass filtered with a Kaiser Window filter with passband 8-20 Hz to remove baseline wander and highfrequency noise. Differentiating the ECG modifies its phase, creating zero-crossings in the location of the R-peaks. Thus a transformation is required to rectify the phase in order to create a signal with outstanding peaks in the location of the R-peaks. The algorithms described below approach the rectification stage in different ways.
A. Method I: Hilbert Transform With Automatic Threshold
Mathematically, the Hilbert transform is defined as (1) where is the input (e.g., the differentiated ECG). In the frequency domain, the signal is transformed with a filter of response (2) From (2), the input signal is equivalently processed with an all-pass filter with shift for positive frequencies and shift for negative frequencies. The Hilbert transform is the imaginary part of the analytic signal that has the input as its real part. Fig. 2(b) illustrates the Hilbert transform of a differentiated ECG segment.
Because the Hilbert transform is an odd filter, the zero-crossings of the differentiated ECG, which correspond to the R-peaks, will be represented as peaks in the output of the transform. In previous studies [21] , [24] , the effects of the Hilbert transform on the differentiated ECG have been explained in terms of its odd symmetry property and signal envelope. The Hilbert transform's all-pass characteristic prevents unnecessary signal distortion, in contrast to the second derivative method which tends to attenuate the signal at the lower frequencies (see Section II-E). Thus, the odd-phase component of the filter provides the necessary rectification of the differentiated ECG signal in order to identify the QRS peaks while the uniform magnitude of the filter ensures that necessary information of the QRS complexes is preserved. The effects of the magnitude and phase of this transform are further explained in Section III.
The structure of the algorithm is illustrated in Fig. 1(a) . The differentiation of the ECG was implemented as a center differentiation stage as used by Benitez et al. [24] (3) Though (3) represents a non-causal filter, the three-point center derivative creates a delay of only one sample.
The algorithm was implemented in MATLAB, by which constructing the analytic signal with corresponding real part , and taking the imaginary part as the Hilbert signal. The variable threshold is determined automatically based on the root mean squared (RMS) value of the data segment. The RMS value of the 1024-point segment is calculated, and if it is larger than 18% of the maximum value, the threshold is set to be 39% of the maximum value of the segment. If the maximum value is in turn larger than twice the maximum value of the previous segment, the threshold is set to 39% of the maximum value of the previous segment. If the RMS of the segment is less than 18% of its maximum value, the threshold is set to 1.6 times the RMS value. The rules for determining the threshold of segment are illustrated in (4)
Once a peak is detected, the largest amplitude within a 200-ms window (set by the refractory period of a heartbeat) in the vicinity of each identified peak is stored for further analysis. A search-back mechanism identifies the real peak in the ECG within 10 samples of the detected peak in the transform output.
B. Modified Method I: Hilbert Transform With Secondary Threshold
Modified Method I has the same structure as Method I except for the introduction of a secondary threshold. Based on the secondary threshold implemented by Hamilton and Tompkins [17] , the modified Method I has a secondary threshold of 0.9 times the current threshold and was applied to the intervening time segment (between 2 peaks detected by the primary threshold) when the current R-R interval exceeded 1.5 times the previous value. This secondary threshold is typically higher than that of the Hamilton-Tompkins algorithm (Section II-C) due to the linear scale, since the differences in slope are less marked than in Method II where the squaring function magnifies any differences in slope.
C. Method II: Squaring Function With Patient-Specific Threshold
The Hamilton-Tompkins algorithm [17] , [18] applies a squaring function to rectify the differentiated ECG. The squaring function provides further attenuation of other ECG features, leaving the QRS complexes as outstanding positive peaks in the signal regardless of their polarity in the original ECG recording. The transform can also be viewed as a measure of energy with a threshold that verifies if the output is enough to carry the energy of a QRS complex [15] . The major disadvantage of this approach is that by squaring the differentiated ECG, normal QRS peaks with small magnitude and wide arrhythmic peaks with decreased slope are reduced in the output of the transform.
The differentiation formula as implemented in the original method is (5) The five-point derivative prevents high-frequency noise amplification [25] ; in the present implementation high-frequency noise is further attenuated by the Kaiser Window filter. The differentiated signal is squared and then time-averaged by taking the mean of the previous 32 points. Peaks are found by comparing the time-averaged signal to a primary threshold, derived from the threshold coefficient and the amplitude of previous peaks. The threshold coefficients are determined in accordance with those used in Hamilton and Tompkins's study, which are specific to the MIT-BIH arrhythmia database. Application of the algorithm to other databases would require judicious selection of the ideal coefficients.
Once a peak of the time-averaged signal is detected, a searchback for the real peak in the filtered ECG is initiated from a succeeding point at half of the peak value in the time-averaged signal, with a search window of 250 ms-125 ms backward in order to account for the time shift caused by the differentiation, time-averaging, and detection scheme. After an R-peak is identified a T-wave discriminator is applied 200-360 ms later to avoid the detection of T-waves as QRS complexes. Finally, if the current RR interval is 1.5 times the previous RR interval, a secondary threshold of 0.5 times the previous threshold is set for the intervening time segment to find any missed peaks. Ideally, the threshold is set for each record on a per-patient basis though customarily (as in [17] ) a universal threshold is often used instead to minimize the total error for all records in the database, sacrificing accuracy for convenience. Fig. 1(b) illustrates the algorithm stages.
D. Modified Method II: Squaring Function With Automatic Threshold
Next, we extended the Hamilton-Tompkins algorithm to include an automatic adjustment of the primary threshold in order to obviate subjective choice of threshold coefficients. The modified algorithm employs the squaring function as the main transformation as with the Hamilton-Tompkins algorithm. However, time-averaging of the squared signal is not performed since it is not necessary, would require additional computations, and would introduce an unnecessary time shift in the transform output. Pan and Tompkins [18] introduced this step to extract additional information from the QRS complex but modified Method II aims at the detection (rather than characterization) of QRS complexes.
For ease of comparison, modified Method II uses the same differentiation formula as in the original Hamilton-Tompkins algorithm (5), however the thresholding mechanism is structured differently [ Fig. 1(a) ]. Specifically, the square-transformed signal is subjected to a moving 1024-point window and compared to a variable thresholding rule similar to that presented previously for the Hilbert transform-based algorithm [24] . In addition, the search-back stage for modified Method II includes a T-wave discriminator as in Method II. Finally, a secondary threshold is applied as necessary to detect any missed peaks as described in Method II.
E. Method III: Second Derivative of the ECG With Automatic Threshold
Method III was implemented in a structure similar to that described in Section II-A [see Fig. 1(a) ]. The first differentiation stage was a center derivative (3). The second differentiation stage was a forward derivative, which creates a one-sample delay and preserves most of the energy at the high frequencies corresponding to the QRS complex (6) The second differentiator stage presents a filter with odd phase and high-pass frequency response (7) (8) This method rectifies the signal by its odd-phase property, resulting in a large local minimum at each QRS complex. The odd-phase and high-pass filter properties of the second differentiation stage results in nonuniform filtering of the low and high frequency components of the differentiated ECG. However, since the ECG has already been low-pass filtered, additional filtering by this method will further attenuate the QRS complexes. The smaller amplitude of this transform output can be seen in Fig. 2(e) . Method III thus provides a test for determining if the previous success of the Method I as a peak detector was due to the uniform magnitude or odd-phase characteristics of the Hilbert transform (see Section II-A).
III. ALGORITHM COMPARISON
The above QRS detection algorithms were tested on 48 ECG recordings from the MIT-BIH Arrhythmia Database [26] . These 30-minute recordings were sampled at 360 Hz with 11-bit resolution over a 10 mV range. Episodes of ventricular flutter in Record 207 were excluded from the analysis. A summary of the algorithmic parameters is shown in Table I . Each algorithm was applied to the bandpass-filtered and differentiated ECG. The rules for threshold determination and application of the secondary threshold can be found in Section II. The searchback range indicates the ECG or filtered ECG segment that was searched for the true location of the R-peak.
A. Overall Performance of Algorithms
The performance of the algorithms was affected by the characteristics of the ECG such as ectopic beats, QRS polarity, and noise level. The algorithms were compared by calculating the number of false positives (FP), true positives (TP) and false negatives (FN) for each record [27] . The sensitivity (Se) and The average time error between the real and detected peaks was calculated as [9] (11)
As shown in Table II , Method III had the largest FP and FN values but smallest average time errors. Application of the secondary threshold in the modified version of Method I caused higher FP (78) but lower FN ( 182) incidents compared with the original Method I, with a net decrease ( 104) in overall false detections. Methods II and modified II had the best sensitivity and positive predictivity (Se and ). The RMS-based threshold determination used in the modification to Method II allowed comparable performance as Method II while eliminating the need for manual determination of the patient-specific threshold coefficient.
In Table III 
B. Comparison of Overall Performance of Algorithms
The Hilbert transform-based algorithm originally proposed by Benitez et al. was reported to yield a Se and as high as 99.81% and 99.83% [21] or 99.94% and 99.93% [24] on the MIT/BIH arrhythmia database. However, a recent study [23] found a Se and a of only 98.5% and 98.4%, respectively, when the Hilbert transform-based algorithm was tested on the same database. The present Hilbert transform-based algorithm (Method I) yielded a lower error rate than that of [23] but did not reach the accuracy levels reported in [21] , [24] . The discrepancies can possibly be caused by the use of different filter orders or different ways of calculating the Hilbert transform in the various studies. The use of a secondary threshold in the modified Method I allowed the detection of peaks that were slightly below threshold.
Method II produced the largest time error mainly because its search-back procedure locates the peak of the bandpass filtered ECG signal instead of the original ECG signal like the other algorithms. The non-zero phase filter in Method II shifted the peak location in the filtered ECG to the end of the original QRS complex. This time delay of Method II is a disadvantage. By contrast, modified Method II has the disadvantage of slightly lower accuracy but the advantage of not requiring an experimentally-determined threshold. Hamilton and Tompkins [17] suggested that the threshold coefficient should be in a range of 0.15 to 0.4 for best performance, yet the ideal coefficient varies with the specific ECG recording. In addition, the modification to Method II significantly decreased the average time error of Method II ( , paired -test), whereas the differences in average time error between Method I, modified Method I, modified Method II and Method III were not significant . Consequently, Method II and modified Method II offer a tradeoff between accuracy and convenience.
Method III incurred most of the same errors as Method I and in addition yielded more than double the FN. To determine if the additional errors were caused by differences in the magnitude or phase characteristics of these methods, two new transforms were created and tested. The first transform combined the magnitude of Method I and the phase of Method III whereas the second transform combined the magnitude of Method III and the phase of Method I. The first transform, an all-pass filter with odd, linear phase, had similar results to Method I. The second transform, a high-pass filter with the phase of the Hilbert transform yielded more errors than Method I but less errors than Method III. Together, these findings suggest that the high-pass filter component of Method III was the cause of the increased error rate and that an all-pass filter, such as the Hilbert transform, provided better detection. Furthermore, the exact shape of the phase component is not important so long as the odd-phase characteristic is conserved.
C. Instances of Failure
The algorithms failed at specific instances in the ECG recordings. Possible reasons for failures included the following. 
1) Detection of QRS Complexes With Decreased Slope:
The advantage of the secondary threshold (applied in modified Method I, Method II, and modified Method II) was evident in the presence of wide peaks, corresponding to arrhythmic beats. Fig. 3 shows examples of the transform outputs of the various algorithms for normal beats and ectopic beats and the corresponding thresholds for Record 208. Methods I and III failed to detect the PVCs in the plotted record fragment. The amplitude difference between the normal beats and the PVCs was largest for Method III which produced the highest FN. Examination of the relative amplitudes of the normal beats and PVCs in Method II and modified Method II shows the necessity for the secondary threshold in these methods since the PVCs are attenuated by the squaring function. The secondary threshold in the modified Method I, set at 90% of the original threshold, was sufficiently low to detect the PVCs without false detection of noise in the segment. The secondary threshold for modified Method I, Method II, modified Method II [see Fig. 3(c) , (d), and (e)] allowed for the detection of more PVCs than the other algorithms, though they did not achieve perfect detection. For ectopic beats with multiple peaks, the dominating peak was detected as the location of the QRS peak in agreement with the common beat indexing practice in Physionet. Fig. 3 also illustrates the delay introduced by the filter in Method II and modified Method II, where the peaks in the transform output are shifted and one preceding beat is delayed into the selected segment.
Low-amplitude QRS complexes were mainly found in one record. The resulting decreased slope created attenuated peaks at the transform output. The low-amplitude QRS complexes were successfully detected with a secondary threshold in a similar manner as the PVCs.
2) Detection of Other ECG Features: Accurate detection for Method I, modified Method I, and Method III was impaired by QRS complexes with reversed polarity. The phase rectification procedure for these algorithms (the Hilbert transform and differentiation) was dependent on the initial direction of the QRS complexes and thus those with reversed polarity would only be detected when the Q-or S-waves created large enough peaks in the transform output. Fig. 4 illustrates this directional dependence where the R-peaks in Methods I and modified Method I Low SNR increases the number of false positives in all the algorithms. Without the secondary threshold, Method II and modified Method II had near-perfect detection for these records since the noise was greatly attenuated by the squaring function. With the use of a secondary threshold, Method II and modified Method II had higher FPs similar to the other algorithms. Fig. 4 illustrates a noisy segment and the corresponding transform outputs, where the arrows point to false detections and the horizontal lines represent the threshold. The linear scale of Method I, modified Method I, and Method III [see Fig. 4(b) , (c), and (f)] produced several noise peaks above threshold, even though some of the peaks had already been discarded by the 200-ms refractory window. The secondary threshold is not present for this segment in the modified Method I [ Fig. 4(c) ] yet its application to the previous parts of the record resulted in a lower threshold and an additional FP in the segment. The effect of the secondary threshold is again seen in the modified Method II [ Fig. 4(e) ] where two additional FPs are found. However, since all algorithms performed similarly for these datasets, the results suggest the secondary threshold did not present a significant disadvantage to Method II and modified Method II for ECG recordings with low SNR.
Since the algorithms are all based on the first derivative of the ECG, wide beats and small QRS complexes present the major detection challenge. The secondary threshold resolves some of the discrepancies in modified Method I, Method II, and modified Method II without presenting a major disadvantage in signals with high noise content. Only two records in this study were characterized with low due to noise mistaken as beats, yet additional steps could be taken to correct these FPs. For example, an additional stage could be introduced that compares the amplitude of the detected beat with the previous detected R peaks in the ECG. In addition, recordings with the above-mentioned features not detected correctly by the present algorithms will have beat-to-beat interval plots with outstanding peaks. Such extraneous beats can be removed manually by an expert or automatically with a procedure similar to the removal of arrhythmic beats. Finally, a combination of algorithms which have different transform properties and detection attributes (such as modified Method I and modified Method II) can be performed on each record such that any discrepancies thereof can be further scrutinized for artifacts.
IV. CONCLUSION
All the algorithms presented in this study except Method III resulted in Se and above 99%. Method II, the Hamilton-Tompkins algorithm had the lowest detection error but the highest average time error. Although the variation to the Hamilton-Tompkins algorithm, modified Method II, yielded a slightly increased error rate, it obviated the need for an experimentally determined threshold coefficient. The success of the Hilbert transform-based method was ascribable in part to the odd-phase component of the filter but more importantly, to its uniform magnitude spectrum. The modification to Method I, introducing a secondary threshold, slightly improved accuracy for the Hilbert transform-based method.
For all the algorithms, the detection errors arose from a variety of factors including the existence of wide premature ventricular contractions, low-amplitude peaks, peaks with reversed polarity, and signals with low SNR. The application of an automatically adapted threshold in modified Method I, Method II, and modified Method II allows these accurate, computationally simple algorithms to be used for real-time applications and the processing of large databases. A combination of Method I or modified Method I and modified Method II can also be used as a first-pass or online detection system such that artifacts can be identified by comparison of the results from these algorithms for further analysis by an expert.
