Abstracf-By considering simultaneously the N-x (or the N-x), where N = d b / d x and the k-x planes, second order non-linear autonomous systems (not easily amendable to the existing methods) described by the differential equation ? = F ( x , k) can be studied.
Simple and general as it is, the method presented here is believed to be novel.
TSTRODITCTIOS
-4 general second-order nonlinear autonomous system is governed b>-the differential equation 
There are numerous methods to construct indix-idual phase-plane trajectories starting from a given set of initial conditions (like the methods of Lienard [7] , [SI, Ku [4] , and Pel1 [l] . But there are only a felv techniques which permit the study of the behavior of certain class of nonlinear systems corresponding to many initial conditions. For example Szego [ 5 ] suggested a procedure. lvhich needs the plotting of curves of certain equations on a transparent paper which are used later for plotting the trajectories. Brodestky's [6] method involves the division of the phase plane into regions with positive and negatix-e d x / d x and d2.+/ds?. Deekshatulu [ 7 ] made use of simple transformations to effect rapid plotting of trajectories on the entire phase plane or in any desired region. The existing isocline method necessitates plotting the curves of f 1-s. s from ( 2 ) for different constant values of , ??, from \vhich the phase trajectov may be constructed from an>-chosen initial condition, but plotting of i -x c u n e s for any given value of A ' is not alx\-a>-s possible; for example, equations like f+ cot is+ sin x=O, and f+f+.++ log x=O do not yield to the existing isocline method. In what follon-s. a new, general and simple method of plotting phase-plane trajectories for secondorder nonlinear systems governed by (1) is presented.
THE PROPOSED METHOD
Equation ( 2 ) The system represents that if the initial point is interior to the separatris, the motion is an oscillation (not a harmonic motion). The singular point is a center. 
DISCUSSIOS
The following important points may be noted: 1) a ) \\-bile the present method is generall>-applicable to any second-order nonlinear autonomous system, it is particularly useful for the following equations: 2 ) Effect of variation of nonlinear damping and/or nonlinear restoring forces on system performance can be studied easily by the propo*d method since it amounts to only interpretation of the shifts (from the origin) or of the scale change on the Sasis. For example the S-s curve for the two equations f + h ( i ) + s = O and I+f(.+)+x=O are the Same when the shifts are suitably interpreted.
3) The nonlinear functions can be given either anal>-tically or in the form of curl-es. indicates that on the phase plane that isocline curve is nearly vertical in that range of x.
4)

)
The well-known Leinard construction for plotting phase plane trajectories is clearly explained in \Yest [2] and Thaler and Pastel 131. The Leinard procedure is a step by step construction for drawing any particular trajectory corresponding to a given set of initial conditions, whereas the present method determines the entire phase portrait indicating the system behavior for all initial conditions. Further, the Leinard construction (even for drawing a n individual trajectory) is not applicable to all second-order nonlinear differential equations, ahile the present method is applicable to every secondorder autonomous system described by the differential equation
C o~c L u s r o s s A new, simple, general, rapid, and useful method is presented to determine the behavior of nonlinear second-order autonomous systems for all pertinent initial conditions, and for changes in system characteristics.
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The authors are grateful to Prof. H. h ' . Ramachandra Rao, Prof. S . Ramaseshan, Dr. C. Ramasastry, and Prof. P. Venkata Rao for their encouragement and discussions during the preparation of this paper. has been well developed, but i t is a trial-and-error procedure. It can therefore be tedious and inaccurate. In such cases, an analq.tical solution is preferable. From the analytical solution, an accurate calibrated root locus can be obtained. The analytical procedure for obtaining the root locus of (1) is described in this paper. Anal>-tical solutions of the root locus for some practical s>-stems are obtained and discussed. The gain or time constant is computed analytically. The application of this method to solve higher-order algebraic equations is discussed.
REFEREXES
AULYTICAL SOLVTIOSS
The functicn G ( s ) H ( s ) in (1) can be written in the form where K is a parameter which is proportional to the system gain. Substituting (2) Reference to (4) shows that the 1,s" has a factor y. Therefore ( 8 ) also has a factor y, revealing that the real axis, y=O, is a part of the root locus, and the corresponding gain is R = -D ( x ) / X ( x ) , which may be either positive or negative. If D(5) and X ( s ) are polynomial in s, then in view of (4), the factor inside the bracket of (8) is a function of y? and x. For many practical control systems, the equation of root locus can be solved for y 2 in terms of x; then the root locus can be obtained with ease. in Fig. l(a) .
