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Asymptotics of the eigenvalues of elliptic
systems with fast oscillating coefficients
D. Borisov
Abstract
We consider singularly perturbed second order elliptic system in the
whole space with fast oscillating coefficients. We construct the complete
asymptotic expansions for the eigenvalues converging to the isolated ones of
the homogenized system, as well as the complete asymptotic expansions for
the associated eigenfunctions.
Introduction
Many works are devoted to the studying of the asymptotic behaviour of the elliptic
operators in bounded domains (see, for instance, [1, 2] and the references therein).
The similar question for unbounded domains are studied much less. Recently
quite intensive study of the such problems has been initiated (see [3, 4, 5, 6] and
the references therein). One of the interesting question concerns the behaviour of
the spectrum of the mentioned operators in unbounded domains treated as the
operators in L2. The one-dimensional case was studied in [7, 8, 9, 10]. There
we considered the operators whose coefficients depended on slow and fast variable.
The dependence of the slow one was supposed to localized on the finite interval, i.e.,
at infinity the coefficients depended either on fast variable or were constant. We
have studied in detail the asymptotic behavior of continuous and point spectrum
and constructed the asymptotic expansions for the eigenvalues and the associated
eigenfunctions, as well as for the edges of the zones of the continuous spectrum.
In the present work we generalize partially the results of the cited papers to
the multi-dimensional case. Namely, we consider a second order elliptic system
in a multi-dimensional space with fast oscillating coefficients. The coefficients de-
pend on slow and fast variable and are periodic w.r.t. the fast one, while they
are uniformly bounded together with all their derivatives w.r.t. the slow variable.
The main result of the paper is the asymptotic expansions for the eigenvalues of
the perturbed system converging to the isolated eigenvalues of the homogenized
one. Moreover, we construct the complete asymptotic expansions for the corre-
sponding eigenfunctions. We also note that the similar elliptic system has already
been studied in [3], and the leading terms of the asymptotic expansion for the re-
solvent were constructed. It has been also shown in [3] that basic operators of the
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mathematical physics are particular cases of this elliptic system; the great number
of interesting examples has been adduced in [4, 5]. The results of our work are
applicable for all these examples; in the case of the examples in [4, 5] we also allow
the coefficients to depend on the slow variable.
1 Formulation of the problem and main results
Let Y be a Banach space. By W k2 (R
d; Y ) and W k2 (R
d; Y ), d > 1, we denote the
Sobolev space of the functions defined on Rd with values in Y possessing the finite
norms
‖u‖W k∞(Rd;Y ) := max
α∈Zd
+
|α|6k
ess sup
x∈Rd
∥∥∥∂|α|u
∂xa
∥∥∥
Y
, ‖u‖2
W k
2
(Rd;Y ) =
∑
α∈Zd
+
|α|6k
∫
Rd
∥∥∥∂|α|u
∂xa
∥∥∥2
Y
dx.
If k = 0, we will employ the notations L∞(R
d; Y ) := W 0∞(R
d; Y ), L2(R
d; Y ) :=
W 02 (R
d; Y ). We denote W(Rd; Y ) :=
∞⋂
i=1
W k∞(R
d; Y ).
In the space Rd we select a periodic lattice with the elementary cell . We will
employ the symbol Cγper() to indicate the space of -periodic functions having
finite Ho¨lder norm ‖ · ‖Cγper() := ‖ · ‖Cγ(). In R
d we introduce the Cartesian
coordinates x = (x1, . . . , xd) and ξ = (ξ1, . . . , ξd). We will often treat a -periodic
w.r.t. ξ vector-function f = f(x, ξ) as mapping points x ∈ Rd into the function f =
f(x, ·). It will allow us to speak about the belonging of f(x, ξ) toW k∞(R
d;Cγper())
and W k2 (R
d;Cγper()).
Let A = A(x, ξ) ∈ W(Rd;C1+βper ()) be a matrix-valued function of the size
m×m, m > 1, β ∈ (0, 1). We assume that it is hermitian and satisfies the uniform
in (x, ξ) ∈ R2d estimate
c1Em 6 A(x, ξ) 6 c2Em,
where Em is m × m unit matrix. By B = B(ζ) we denote the matrix-valued
function B(ζ) =
∑d
i=1Biζi, where ζ = (ζ1, . . . , ζd), and Bi are constant m × n
matrices, and m > n, rankB(ζ) = n, ζ 6= 0. Let V = V (x, ξ) ∈ W(Rd;Cβper()),
ai = ai(x, ξ) ∈ W(R
d;C1+βper ()), bi = bi(x) ∈ W(R
d) are matrix-valued functions
of the sizes n×n, and the matrix V is assumed to be hermitian. The entries of all
the matrices are supposed to be complex-valued. By ε we denote a small positive
parameter, and given function f(x, ξ) we let fε(x) := f (x, x/ε).
The perturbed operator is introduced as
Hε := B(∂)
∗AεB(∂) + aε(x, ∂) + Vε
in L2(R
d;Cn) with the domain W 22 (R
d;Cn). Here
B(∂) :=
d∑
i=1
Bi∂i, B(∂)
∗ := −
d∑
i=1
B∗i ∂i,
2
aε(x, ∂) := a
(
x,
x
ε
, ∂
)
, a(x, ξ, ζ) :=
d∑
i=1
(
ai(x, ξ)ζibi(x)− b
∗
i (x)ζia
∗
i (x, ξ)
)
,
where ∂ = (∂1, . . . , ∂d), ∂i is the derivative w.r.t. xi, the superscript
∗ indicates
hermitian conjugation. It was shown in [3] that the operator Hε is self-adjoint and
lower-semibounded uniformly in ε, and the homogenized operator was obtained.
Let us describe the latter.
Let Λ0 = Λ0(x, ξ),Λ1 = Λ1(x, ξ) be the matrices of the size n× n and n×m,
respectively, being -periodic w.r.t. ξ solutions of the equations
B(∂ξ)
∗A(x, ξ)B(∂ξ)Λ0(x, ξ)−
d∑
i=1
b∗i (x)
∂a∗i
∂ξi
(x, ξ) = 0, (x, ξ) ∈ R2d,
B(∂ξ)
∗A(x, ξ)
(
B(∂ξ)Λ1(x, ξ) + Em
)
= 0, (x, ξ) ∈ R2d,
(1.1)
and satisfying the conditions∫

Λi(x, ξ) dξ = 0, x ∈ R
d, i = 0, 1. (1.2)
Here ∂ξ =
(
∂
∂ξ1
, . . . , ∂
∂ξd
)
. It was established in [3] that the problems (1.1), (1.2)
are uniquely solvable and Λi ∈ W
1
∞(R
d;C2+βper ()). The homogenized operator H0
was determined as follows
H0 := B(∂)
∗A2B(∂) + A1(x, ∂) + A0,
A2(x) :=
1
||
∫

A(x, ξ)
(
B(∂ξ)Λ1(x, ξ) + Em
)
dξ,
A1(x, ∂) :=
1
||
B(∂)∗
∫

A(x, ξ)B(∂ξ)Λ0(x, ξ) dξ
+
 1
||
∫

(
B(∂ξ)Λ0(x, ξ)
)∗
A(x, ξ) dξ
B(∂) + 1
||
∫

a(x, ξ, ∂) dξ,
A0(x) := −
1
||
∫

(
B(∂ξ)Λ0(x, ξ)
)∗
A(x, ξ)B(∂ξ)Λ0(x, ξ) dξ +
1
||
∫

V (x, ξ) dξ,
and considered as an operator in L2(R
d;Cn) with the domain W 22 (R
d;Cn). It was
shown that this operator is self-adjoint and lower-semibounded.
Let λ0 be a N -multiple isolated eigenvalue of H0. It follows from [3, Corollary
1.2] that there exist exactly N eigenvalues λ
(i)
ε , i = 1, . . . , N , of Hε (counting mul-
tiplicity) converging to λ0 as ε → +0. The aim of the paper is to construct the
complete asymptotic expansions for these eigenvalues and the associated eigen-
functions. Before presenting our main result, we introduce additional notations.
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Let ψ
(i)
0 be the orthonormalized in L2(R
d;Cn) eigenfunctions associated with
λ0. We introduce the matrix T with the entries
Tij :=
1
||
(
K−1(Λ1B(∂x) + Λ0)ψ
(i)
0 , (Λ1B(∂x) + Λ0)ψ
(j)
0
)
L2(Rd×;Cn)
+
1
||
(
ψ
(i)
0 ,K0(Λ1B(∂x) + Λ0)ψ
(j)
0
)
L2(Rd×;Cn)
+
1
||
(
K0(Λ1B(∂x) + Λ0)ψ
(i)
0 ,ψ
(j)
0
)
L2(Rd×;Cn)
,
K−1 := B(∂ξ)
∗AB(∂x) +B(∂x)
∗AB(∂ξ) + a(x, ξ, ∂ξ),
K0 := B(∂x)
∗AB(∂x) + a(x, ξ, ∂x) + V,
where ∂x :=
(
∂
∂x1
, . . . , ∂
∂xd
)
, ∂ξ :=
(
∂
∂ξ1
, . . . , ∂
∂ξd
)
, ∂
∂xi
, ∂
∂ξi
are respectively the
partial derivatives w.r.t. xi and ξi for the functions u = u(x, ξ). In formulas given
the arguments of all the functions except ψ
(j)
0 are (x, ξ).
The matrix T being hermitian, there exists a unitary matrix S0 such that the
matrix S0TS
∗
0 is diagonal. We denote Ψ
(i)
0 :=
∑N
j=1 S
(0)
ij ψ
(j)
0 , where S
(0)
ij are the
elements of S0. The vector-functions Ψ
(i)
0 are orthonormalized in L2(R
d;Cn). By
τi, i = 1, . . . , N , we denote the eigenvalues of T .
Theorem 1.1. Let the eigenvalues of T be different. Then the eigenvalues λ
(i)
ε
satisfy the asymptotic expansions
λ(i)ε = λ0 +
∞∑
j=1
εjλ
(i)
j , (1.3)
λ
(i)
1 = τi, (1.4)
where the rest of the coefficients is determined by Lemma 3.2. The eigenfunctions
associated with λ
(i)
ε can be chosen so that in the norm of W 22 (R
d;Cn) they satisfy
the asymptotic expansions
ψ(i)ε (x) = Ψ
(i)
0 (x) +
N∑
j=1
εjΨ
(i)
j
(
x,
x
ε
)
, (1.5)
Ψ
(i)
1 (x, ξ) =
(
Λ1(x, ξ)B(∂x) + Λ0(x, ξ)
)
Ψi0(x) + φ
(i)
1 (x), (1.6)
where φ
(i)
1 are given by (3.10), (3.7), (3.13). The rest of the coefficients in (1.5)
is determined in Lemma 3.2.
We stress that the assumption τi 6= τj , i 6= j, is not essential for the constructing
of the asymptotic expansions for the eigenvalues and eigenfunctions ofHε. We have
used it just to simplify certain technical details. If this assumption does not hold,
the technique employed in the proof of Theorem 1.1 allows us to construct the
asymptotics for λ
(i)
ε and ψ
(i)
ε . We also note that this assumption is the general
case, if λ0 is multiple, and is surely to hold true, if λ0 is simple.
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2 Auxiliary statements
In the present section we prove a series of auxiliary statements.
Lemma 2.1. For any u ∈ W 22 (R
d;Cn) the uniform in ε estimate
‖u‖W 2
2
(Rd;Cn) 6 Cε
−5
(
‖Hεu‖L2(Rd;Cn) + ‖u‖L2(Rd;Cn)
)
holds true.
Proof. It is sufficient to show the estimate for the vector-functions u ∈ C∞0 (R
d)
since the latter set is dense in W 22 (R
d;Cn). Throughout the proof we indicate by
C inessential constants independent of ε.
We denote f := Hεu. Since
(f ,u)L2(Rd;Cn) =
(
AεB(∂)u, B(∂)u
)
L2(Rd;Cm)
+ 2Re
d∑
i=1
(ai,ε∂ibiu,u)L2(Rd;Cn) +
(
Vεu,u
)
L2(Rd;Cn)
,
it follows from an uniform in ε inequality
C1‖∇u‖
2
L2(Rd;Cn)
6
(
AεB(∂)u, B(∂)u
)
L2(Rd;Cm)
6 C2‖∇u‖
2
L2(Rd;Cn)
,
proven in Lemma 2.1 in [3] that
‖u‖W 1
2
(Rd;Cn) 6 C
(
‖f‖L2(Rd;Cn) + ‖u‖L2(Rd;Cn)
)
. (2.1)
By the definition of Aε and the estimate established we obtain∥∥∥∥ d∑
i,j=1
B∗iAεBj∂iju
∥∥∥∥
L2(Rd;Cn)
6 ‖f‖L2(Rd;Cn) + Cε
−1‖u‖W 1
2
(Rd;Cn)
6 Cε−1
(
‖f‖L2(Rd;Cn) + ‖u‖L2(Rd;Cn)
)
.
(2.2)
Let
∑
p
χ2p(x) = 1 be a partition of unity for R
d such that each of cut-off functions
obeys an inequality 0 6 ‖χp‖C2(suppχp) 6 C, where the constant C is independent
of p, and the support of each χp can be shifted inside a fixed bounded domain in-
dependent of p. We also assume that the number of the functions χp not vanishing
at a point x ∈ Rd is bounded uniformly in x ∈ Rd. We denote
up(x) := χp
( x
ε2
)
u(x), fp := −
d∑
i,j=1
B∗iAεBj∂ijup.
We observe that by (2.1), (2.2)∑
p
‖fp‖
2
L2(Ωp,ε)
6 Cε−9
∑
p
(
‖χpf‖
2
L2(Rd;Cn)
+ ‖up‖
2
L2(Rd;Cn)
)
= Cε−9
(
‖f‖2L2(Rd;Cn) + ‖u‖
2
L2(Rd;Cn)
)
,
(2.3)
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where Ωp,ε := suppχp
(
x
ε2
)
. The definition of χp yields that supp u ⊆ Ωp,ε, and the
linear size of Ωp,ε is of order O(ε
2).
Let x
(0)
p be a point in this support. By the smoothness, the matrix Aε satisfies
the identity
Aε(x) = Aε(x
(0)
p ) + εA˜(x, p, ε), |A˜(x, p, ε)| 6 C, x ∈ Ωp,ε,
where the constant C is independent of ε, p and x ∈ Ωp,ε. Thus,
−
d∑
i,j=1
B∗iAε(x
(0)
p )Bj∂ijup = fp + ε
d∑
i,j=1
B∗i A˜εBj∂ijup, x ∈ Ωp,ε.
The left-hand side of this equation contains a differential operator with constant
coefficients that allows us to employ the estimate (10.1) from [11, Ch. IV, §10.1,
Th. 10.1] and to obtain
d∑
i,j=1
‖∂ijup‖L2(Ωp,ε;Cn) 6 C
(
‖fp‖L2(Ωp,ε;Cn) + ε
d∑
i,j=1
‖∂ijup‖L2(Ωp,ε;Cn)
)
,
where the constant C is independent of ε and p. In view of (2.3) we conclude now
that
d∑
i,j=1
‖∂ijup‖L2(Ωp,ε;Cn) 6 C‖fp‖L2(Ωp,ε;Cn),
d∑
i,j=1
‖∂iju‖
2
L2(Rd;Cn)
=
d∑
i,j=1
∑
p
∥∥χp∂iju∥∥2L2(Ωp;Cn) 6 C∑
p
d∑
i,j=1
‖∂ijup‖
2
L2(Ωp;Cn)
+ Cε−8
∑
p
‖u‖2W 1
2
(Ωp;Cn)
6 Cε−9
(
‖f‖2L2(Rd;Cn) + ‖u‖
2
W 1
2
(Rd;Cn)
)
.
This inequality lead us to the statement of the lemma.
Lemma 2.2. Let f(x, ·) ∈ Cβper() for all x ∈ R
d. The system
B(∂ξ)
∗A(x, ξ)B(∂ξ)v(x, ξ) = f(x, ξ), ξ ∈ R
d,
has the -periodic in ξ solution v(x, ·) ∈ C2+βper () unique up to a constant (w.r.t.
ξ) vector, if and only if ∫

f(x, ξ) dξ = 0, x ∈ Rd. (2.4)
If this condition is satisfied, there exists the unique solution v satisfying (2.4), too.
If f ∈ W kp
(
Rd;Cβper()
)
, p = 2, p = ∞, then v ∈ W kp
(
Rd;C2+βper ()
)
, and the
estimate
‖v‖
W kp (R
d;C2+βper ())
6 C‖f‖
W kp (R
d;Cβper())
is valid.
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This lemma is proved completely by analogy with Lemma 2.2 in [3].
Lemma 2.3. For λ close to λ0, sufficiently small ε, and any f ∈ L2(R
d;Cn) the
representation
(Hε − λ)
−1f =
N∑
i=1
Ψ(i)ε
λ
(i)
ε − λ
(f ,Ψ(i)ε )L2(Rd;Cn) + u˜ε, (2.5)
holds true, where Ψ(i)ε are the eigenfunctions associated with λ
(i)
ε and orthonormal-
ized in L2(R
d;Cn), while the vector-function u˜ε satisfies the uniform in ε and λ
estimates
‖u˜ε‖L2(Rd;Cn) 6 C‖f‖L2(Rd;Cn), ‖u˜ε‖W 22 (Rd;Cn) 6 Cε
−5‖f‖L2(Rd;Cn). (2.6)
Proof. The representation (2.5) follows from [12, Ch. V, §3.5, Formula (3.21)],
where the vector-function u˜ε is holomorphic w.r.t. λ close to λ0 in the norm of
L2(R
d;Cn). One can make sure that
u˜ε = (Hε − λ)
−1f˜ , f˜ := f −
N∑
i=1
(f ,Ψ(i)ε )L2(Rd;Cn)Ψ
(i)
ε . (2.7)
Let δ be a sufficiently small fixed number such that σdisc(H0) ∩ {λ : |λ − λ0| 6
δ} = {λ0}. By the convergences λ
(i)
ε → λ0 for all ε small enough we hence
have dist
(
σdisc(Hε), {λ : |λ − λ0| = δ}
)
> δ/2. This inequality by [12, Ch. V,
§3.5, Formula (3.16)] and (2.7) implies the former of the estimates in (2.6) for
|λ − λ0| = δ, where the constant C is independent of ε and λ. By the maximum
modulus principle for the holomorphic functions we conclude that this estimate
is valid for |λ − λ0| < δ as well. The former estimate in (2.6) follows now from
Lemma 2.1.
3 Proof of Theorem 1.1
First we construct formally the asymptotic expansions for the eigenvalues and the
eigenfunctions. Then the justification of these asymptotics will be adduced.
We employ the two-scale method [1] in formal constructing. The asymptotics
for the eigenvalues of Hε converging to λ0 are constructed as the series (1.3), while
the asymptotics for the associated eigenfunctions are sought as the series (1.5).
The aim of the formal construction is to determine the coefficients of the series
(1.3), (1.5). The vector-functions Ψ
(i)
j = Ψ
(i)
j (x, ξ), j > 1, are sought to be -
periodic in ξ, and fast decaying as |x| → +∞. We will specify their smoothness
and behavior at infinity in more details during the constructing.
We substitute the series (1.3), (1.5) into the equation Hεψ
(i)
ε = λ
(i)
ε ψ
(i)
ε and
collect the coefficients of the same powers of ε. As a result, we arrive at the series
7
of the equations
B(∂ξ)
∗AB(∂ξ)Ψ
(i)
j+2 = −K−1Ψ
(i)
j+1−K0Ψ
(i)
j + λ0Ψ
(i)
j +
j∑
k=1
λ
(i)
k Ψ
(i)
j−k, (x, ξ) ∈ R
2d,
(3.1)
where j > −1, A = A(x, ξ), V = V (x, ξ), Ψ
(i)
j = Ψ
(i)
j (x, ξ), q > 1, Ψ
(i)
j ≡ 0, j < 0.
For j = −1 the equation (3.1) casts into
B(∂ξ)
∗AB(∂ξ)Ψ
(i)
1 = −K−1Ψ
(i)
0 , (x, ξ) ∈ R
2d.
As it follows from (1.1) and the definition of K−1, a -periodic w.r.t. ξ solution
of this equation is given by
Ψ
(i)
1 (x, ξ) = Υ
(i)
1 (x, ξ) + φ
(i)
1 (x), Υ
(i)
1 := (Λ1B(∂) + Λ0)Ψ
(0)
i , (3.2)
where φ
(i)
1 is a vector-function to be determined.
It follows from Lemma 2.2 that Λi ∈ W(R
d;C2+βper ()), and thus the coefficients
of H0 belong to W(R
d). Employing this fact and differentiating the equation
(H0 − λ0)Ψ
(i)
0 = 0, one can easily make sure that Ψ
(i)
0 ∈ W
∞
2 (R
d;Cn), where
W∞2 (R
d;Cn) :=
∞⋂
k=1
W k2 (R
d;Cn). It implies that Υ
(i)
1 ∈ W
∞
2 (R
d;C2+βper ()).
We substitute (3.2) into (3.1) for j = 0 to obtain
B(∂ξ)
∗AB(∂ξ)Ψ
(i)
2 = −K−1Υ
(i)
1 −K0Ψ
(i)
0 +λ0Ψ
(i)
0 −K−1φ
(i)
1 , (x, ξ) ∈ R
2d. (3.3)
In accordance with Lemma 2.2 the equation is uniquely solvable in the class of
-periodic w.r.t. ξ vector-functions, if the solvability condition (2.4) holds true.
In view of the identities∫

(B(∂ξ)Λ0)
∗A dξ =
d∑
i=1
∫

aibi
∂Λ1
∂ξi
dξ,
∫

(
B(∂ξ)Λ0
)∗
AB(∂ξ)Λ0 dξ = −
d∑
i=1
∫

aibi
∂Λ0
∂ξi
dξ,
(3.4)
established in [3], it is easy to check that this solvability condition leads us to the
equation (H0− λ0)Ψ
(i)
0 = 0, which holds true by the definition of Ψ
(i)
0 . Hence, the
vector-function Ψ
(i)
2 reads as follows
Ψ
(i)
2 (x, ξ) = Υ
(i)
2 (x, ξ) + (Λ1(x, ξ)B(∂) + Λ0(x, ξ))φ
(i)
1 (x) + φ
(i)
2 (x), (3.5)
where φ
(i)
2 is a vector-function to be determined, and Υ
(i)
2 are -periodic w.r.t. ξ
solutions to the equation
B(∂ξ)
∗AB(∂ξ)Υ
(i)
2 = −K−1Υ
(i)
1 −K0Ψ
(i)
0 + λ0Ψ
(i)
0 , (x, ξ) ∈ R
2d, (3.6)
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and satisfy (2.4). The equation is uniquely solvable, since the right hand side
of (3.3) and the vector-function K−1φ
(i)
1 satisfy (2.4). By Lemma 2.2, Υ
(i)
2 ∈
W∞2 (R
d;C2+βper ()).
We substitute now (3.2), (3.5) into (3.1) with j = 1,
B(∂ξ)
∗AB(∂ξ)Ψ
(i)
3 = −K−1Υ
(i)
2 −K0Υ
(i)
1 + λ0Υ
(i)
1 −K−1(Λ1B(∂x) + Λ0)φ
(i)
1
−K0φ
(i)
1 + λ0φ
(i)
1 + λ
(i)
1 Ψ
(i)
0 −K−1φ
(i)
2 , (x, ξ) ∈ R
2d.
(3.7)
We write down the solvability condition (2.4) for the equation and take into account
(3.4). It leads us to the equation for φ
(i)
1 ,
(H0 − λ0)φ
(i)
1 = λ
(i)
1 Ψ
(i)
0 −
1
||
∫

(K−1Υ
(i)
2 +K0Υ
(i)
1 ) dξ. (3.8)
The right hand side of this equation is an element of W∞2 (R
d;Cn). Since λ0 is an
isolated eigenvalue of H0, the equation is solvable in W
2
2 (R
d;Cn), if and only ifλ(i)1 Ψ(i)0 − 1||
∫

(K−1Υ
(i)
2 +K0Υ
(i)
1 ) dξ,Ψ
(k)
0

L2(Rd;Cn)
= 0, k = 1, . . . , N.
(3.9)
If these conditions hold, the solution to (3.8) is defined uniquely up to a linear
combination of Ψ
(i)
0 .
Lemma 3.1. The identities
1
||
(K−1Υ
(i)
2 +K0Υ
(i)
1 ,Ψ
(k)
0 )L2(Rd×;Cn) =
{
0, i 6= k,
τi, i = k,
hold true.
Proof. Integrating by parts and taking into account the equations (1.1), (3.6) and
the conditions (1.2), we obtain
(K−1Υ
(i)
2 ,Ψ
(k)
0 )L2(Rd×;Cn) = (Υ
(i)
2 ,K−1Ψ
(k)
0 )L2(Rd×;Cn)
= −(Υ
(i)
2 , B(∂ξ)
∗AB(∂ξ)Υ
(k)
1 )L2(Rd×;Cn) = −(B(∂ξ)
∗AB(∂ξ)Υ
(i)
2 ,Υ
(k)
1 )L2(Rd×;Cn)
= (K−1Υ
(i)
1 ,Υ
(k)
1 )L2(Rd×;Cn) + (Ψ
(i)
0 ,K0Υ
(k)
1 )L2(Rd×;Cn).
By the definition of T and Ψ
(i)
0 it proves the lemma.
In view of the definition ofΨ
(0)
i the identities (3.9) hold true, if the numbers λ
(i)
1
are chosen in accordance with (1.4). The corresponding solution of the equation
(3.8) reads as follows
φ
(i)
1 = φ˜
(i)
1 +
N∑
p=1
S
(1)
ik Ψ
(k)
0 ,
(
φ˜
(i)
1 ,Ψ
(k)
0
)
L2(Rd;Cn)
= 0, k = 1, . . . , N (3.10)
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where S
(1)
ip are numbers, and φ˜
(i)
1 ∈ W
∞
2 (R
d;Cn). The latter belonging can be
justified easily by differentiating (3.8). The solution of (3.7) is given by
Ψ
(i)
3 (x, ξ) = Φ
(i)
3 (x, ξ)+(Λ1(x, ξ)B(∂x)+Λ0(x, ξ))φ
(i)
2 (x)+
N∑
k=1
S
(1)
ik Υ
(k)
2 (x, ξ)+φ
(i)
3 (x),
(3.11)
where φ
(i)
3 is the vector-function, and Φ
(i)
3 ∈ W
∞
2 (R
d;C2+βper ()) is a solution to
B(∂ξ)
∗AB(∂ξ)Φ
(i)
3 =−K−1Υ
(i)
2 −K0Υ
(i)
1 + λ0Υ
(i)
1 −K−1(Λ1B(∂x) + Λ0)φ˜
(i)
1
−K0φ˜
(i)
1 + λ0φ˜
(i)
1 + λ
(i)
1 Ψ
(i)
0 , (x, ξ) ∈ R
2d.
Let us show how to determine S
(1)
ip and λ
(i)
2 . We substitute (3.2), (3.5), (3.10),
(3.11) into (3.1) with j = 2. The solvability condition (2.4) for this equation yields
(H0 − λ0)φ
(i)
2 =λ
(i)
1
N∑
p=1
S
(1)
ip Ψ
(p)
0 −
1
||
N∑
k=1
S
(1)
ik
∫

(K−1Υ
(k)
2 + K0Υ
(k)
1 ) dξ
+ λ
(i)
1 φ˜
(i)
1 + λ
(i)
2 Ψ
(i)
0 − g
(i)
2 , x ∈ R
d,
(3.12)
g
(i)
2 :=
1
||
∫

(
K−1Φ
(i)
3 +K0Υ
(i)
2 +K0(Λ1B(∂x) + Λ0)φ˜
(i)
1
)
dξ.
The right hand side of the obtained equation belongs to W∞2 (R
d;Cn). Now we
write the solvability condition for (3.12) and take into account Lemma 3.1 and
(1.4). It leads us to
(τ
(i)
1 − τ
(k)
1 )S
(1)
ik + λ
(i)
2 δik − (g
(i)
2 ,Ψ
(k)
0 )L2(Rd;Cn) = 0, k = 1, . . . , N,
where δik is the Kronecker delta. By the assumption τi 6= τj , i 6= j, it implies that
S
(1)
ik =
(g
(i)
2 ,Ψ
(k)
0 )L2(Rd;Cn)
τi − τk
, k 6= i, λ
(i)
2 = (g
(i)
2 ,Ψ
(i)
0 )L2(Rd;Cn). (3.13)
Without loss of generality we let S
(1)
ii = 0. The formulas (1.6) are proven.
The construction of the other terms of the series (1.3), (1.5) is carried out by
the same scheme. The results are in the following lemma which can be easily
proved by induction.
Lemma 3.2. There exist unique solutions to (3.1) and the uniquely determined
numbers λ
(i)
j , which read as follows
Ψ
(i)
j (x, ξ) =Φ
(i)
j (x, ξ) + (Λ1(x, ξ)B(∂x) + Λ0(x, ξ))φ
(i)
j−1(x)
+
N∑
k=1
S
(j−2)
ik Υ
(2)
k (x, ξ) + φ
(i)
j (x),
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φ
(i)
j (x) =φ˜
(i)
j (x) +
N∑
k=1
S
(j)
ik Ψ
(k)
0 (x),
where Φ
(i)
j ∈ W
∞
2 (R
d;C2+βper ()) are the solutions to
B(∂ξ)
∗AB(∂ξ)Φ
(i)
j =−K−1
(
Φ
(i)
j−1 + (Λ1B(∂x) + Λ0)φ˜
(i)
j−2 +
N∑
k=1
S
(j−3)
ik Υ
(k)
2
)
−K0
(
Φ
(i)
j−2 + (Λ1B(∂x) + Λ0)φ˜
(i)
j−3 +
N∑
k=1
S
(j−4)
ik Υ
(k)
2 + φ˜
(i)
j−2
)
+
j−2∑
k=0
λ
(i)
k Ψj−k−2, (x, ξ) ∈ R
2d,
and satisfy (2.4), λ
(i)
0 := λ0. The vector-functions φ˜
(i)
j ∈ W
∞
2 (R
d;Cn) are the
solutions to the equations
(H0 − λ0)φ˜
(i)
j = λ
(i)
1
N∑
k=1
S
(j)
ik Ψ
(k)
0 −
1
||
N∑
k=1
S
(j)
ik
∫

(K−1Υ
(i)
2 +K0Υ
(i)
1 ) dξ
+ λ
(i)
j Ψ
(i)
0 +
j−1∑
k=2
λ
(i)
k φ
(1)
j−k − g
(i)
j ,
g
(i)
j :=
1
||
∫

(
K−1Φ
(i)
j+1 +K0
(
Φ
(i)
j+2 + (Λ1B(∂x) + Λ0)φ˜
(i)
j−1
)
+
N∑
k=1
S
(j−2)
ik Υ
(k)
2
)
dξ,
being orthogonal to Ψ
(k)
0 , k = 1, . . . , N , in L2(R
d;Cn). The numbers S
(j)
ik and λ
(i)
j
are determined by
S
(j)
ik =
(g
(i)
j ,Ψ
(k)
0 )L2(Rd;Cn)
τi − τk
, i 6= k, S
(j)
ii = 0, λ
(i)
j = (g
(i)
j ,Ψ
(i)
0 )L2(Rd;Cn).
Thus, the coefficients of the series (1.3), (1.5) are determined that completes
the formal constructing of the asymptotics.
We denote
λ
(i)
ε,k := λ0 +
k∑
j=1
εjλ
(i)
j , ψ
(i)
ε,k(x) := Ψ
(i)
0 (x) +
k∑
j=1
εjΨ
(i)
j
(
x,
x
ε
)
.
The next lemma follows directly from Lemma 3.2 and the equations (3.1).
Lemma 3.3. The function ψ
(i)
ε,k ∈ W
∞
2 (R
d;Cn) solves the equation (Hε−λ
(i)
ε,k)ψ
(i)
ε,k =
f
(i)
ε,k, where the function f
(i)
ε,k ∈ L2(R
d;Cn) satisfies an uniform in ε estimate
‖f
(i)
ε,k‖L2(Rd;Cn) 6 Cε
k−1.
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Basing on Lemmas 2.3, 3.3 and proceeding completely in the similar way as
in the proof of Lemma 4.3 and Theorem 1.1 in [13], one can show now that the
eigenvalues λ
(i)
ε and the associated eigenfunctions satisfy the asymptotic expansions
(1.3), (1.5).
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