Synthèse de superviseurs pour des systèmes à événements discrets partiellement observés by Lamouchi, Mohamed Hichem
SYNTH~SE DE SUPERVISEURS POUR DES SYSTEMES A $V@NEMENTS 
DISCRETS PAnMELLEMENT OBSERVES 
MOHAMED HICHEM LAMOUCHI 
DEPARTEMENT DU G ~ ~ N E  ELECTRIQUE ET DE GENIE INFORMATIQUE 
$COLE POLYTECHNIQUE DE MONTRÉAL 
MBMOIRE PE&SENTE EN VUE DE L'OBTENTION 
DU DIPL~ME DE M A ~ R E  ES SCIENCES APPLIQUÉES (M3c.A.) 
(SECTION AUTOMATION ET SYSTEMES) 
J r n  2000 
@ Mohamed Hichem Lamouchi, 2000. 
The author has granted a non- 
exciusive licence dowing the 
National Li'brary of Canada to 
reproduce, loan, distribute or sel1 
copies of this thesis in microfarm, 
papr or elecîronic foxmats. 
The auîhor retains omership of the 
copyright in this thesis. Neither the 
thesis nor substantial extracts îrom it 
may be printed or o t h d s e  
reproduced without the anthor's 
permission. 
L'auteur a accordé une licence non 
exclusive permettant à la 
Bibliothèque nationaie du Canada de 
reproduire, prêter, distribuer ou 
vendre des copies de cette thése sous 
la forme de mimfichedfiim, de 
reproduction sur papier ou sur format 
électronique. 
L'auteur conserve la propriété du 
droit d'auteur qui protège cette thkse. 
Ni la Use ni des exûaits substantiels 
de ceiie-ci ne doivent etrt imprimh 
ou autrement reproduits sans son 
autorisath. 
ECOLE POLYTECHNIQUE DE MONTRÉAL 
Ce mémoire intitulé: 
SYNTH~~SE DE SUPERVISEURS POUR DES SYST~MES A EVÉNEMENTS 
DISCRETS PARTIELLEMENT OBSERVÉS 
présenté par: LAMOUCHI Mohamed Hichem 
en vue de l'obtention du diplBrne de: Maître ès science appliquk 
a été dûment accepté par le jury d'examen constitué de: 
M. MULLINS John, Ph.D., président 
M. THISTLE John G., PhJi., membre et directeur de recherche 
Mme. BERGERON Anne, Ph.D., membre 
A ma famille 
J3n premier lieu, je remaie mon directeur de recherche, Monsieur John This- 
tle, profe58eu.r agrégé au Département de génie électrique et de génie informatique, 
qui a suivi lYévoIution de ce travail avec patience et compétence. Je le remercie 
pour sa dispanibilité permanente et la pertinence de ses suggestions, et je lui suis 
reconnaissant pour son appui financier qui m'a permis de venir ii Montrbd pour 
faire ma maîtrise. Je tiens également à remercier tous les professeurs de la sec- 
tion Automation et Systèmes qui m'ont initié & l'automatique, ainsi que tous mes 
auciens professeurs & la Faculté des Sciences de Tunis qui ont contribu6 indirecte- 
ment ii la réalisation de ce tmvaii. J'aimerais aussi remercier la secrbtaire de la 
section Automation et Systèmes, Mme MarieClaude Nadeau, pour sa gentillesse et 
son sourire. Plus généralement, je veux exprimer le plaisir que j'ai eu à travailler 
au sein du laboratoire de recherche en Automatique, et je voudrais remercier tous 
mes coil&gues qui ont contribué ii créer une ambiance enrichissante et propice à 
la recherche. Finalement, je voudrais exprimer ma gratitude à ma famille pour le 
soutien et l'encouragement qu'de m'a apporté tout au long de mes études. 
Dans ce mémoire, on introduit le probléme de supervision des séquences infinies 
générées par les systémes A événements discrets partiellement observés et nous don- 
nons une procédure pour la résolution de ce probléme, dans le cas oii le procedé 
et les spécifications sont représentés par des automates finis mrr mots infinifi et le 
masque d'observation par un automate fini de Moore. L'idée principale de notre 
construction est de ramener ce probléme à celui de la supervision sous observa- 
tions complétes, pour lequel on peut appliquer des résultats qui existent déji. Ceci 
constitue une extension de travaux antérieurs puisque, d'une part, nous nous intéres- 
sons à la supervision et, aussi, parce que nous utilisons un masque d'observation plus 
ghéral. Nous montrons également dans ce mémoire que le même probléme, posé 
dans un contexte de supervision décentralisé devient non-décidable même si nous 
nous intéressons uniquement à la supervision des mots finis. 
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ABSTRACT 
In this report, we introduce an infinite-string supervisory control problem for 
partially-observed discrete e m t  systems. We aLso give a procedure for the deetive 
molution of this problem, for the case whre the plant and spdca t ion  langage are 
represented by finite w-automata (automata on infinit e strings), and the observation 
mask by a finite Moore automaton. The main idea of our procedure is the reduction 
of the problem to the case of complete observations, for which we can adapt some 
results from automata theory. This extends earlier control-theoretic results by tak- 
ing account of infinite strings and &O by introducing a more general observation 
mechanism. We also show that a naturd extension to decentralized control is und* 
cidable, even if the plant, the speciiication languags and the rnasks are represented 
by finite automata. The undecidsbility resuit carries over to the finite-string case. 
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INTRODUCTION 
La théorie des systémes B événement discrets est une théorie assez récente (elle a 
et6 introduite dans les années 80) qui a été fondée par P. J. Ramadge et W. M. Won- 
ham wB91 et enrichie par les travaux d'autres chercheuni ~wMb~GRMb~Zhosa~TWW4TW9(b~ 
Dans le cadre de cette théorie, le terme Systéme à fivénements Discrets ( s ~ D )  
désigne un système dynamique qui interagit avec son environnement externe au 
moyen d'un ensemble d'événements qui se produisent de façon asynchrone dans le 
temps, et des concepts liés à la commande d'un tel système sont étudiés d'un point de 
vue qualitatif (commandabilité, observabilité, commande décentralisée, commande 
hiérarchique, etc.). 
Depuis son apparition, cette théorie a suscité un intérêt grandissant puisqu'elle a 
pu être appliquée à des domaines très variés (ateliers de fabrications, &eaux de 
communication, etc.) où il s'agissait de rhsoudre des problémes très complexes de 
commande et de coordination. 
Dans le cadre de ce mémoire, nous nous intéréssons à la supervision sous obsewations 
partielles, qui correspond au cas où le superviseur ne dispose pas d'une information 
complète concernant la dynamique du SED qu'il supervise. En effet il a m  que le 
superviseur soit incapable de distinguer entre deux kvénements, ou même qu'il soit 
incapable de détecter l'occurrence de certains événements, parce que ces derniers 
correspondent 9, des informations qui ne sont pas prises en compte dans la fonction 
de sortie du système. Par exemple si le générateur modéüse une usine chimique, il 
2 
se peut que l'événement "la température du réservoir x a atteint un seuii critiquew 
ne soit pas observe par le superviseur, parce que l'appareil de mesure correspondant 
B ce r h v o i r  est tombe en panne ou n'existe pas. Cet exemple met en évidence les 
enjeux économiques de ce problhe, en effet un superviseur qui serait capable de 
contrôler une telle usine permettrait des économies importantes puisqu'on ne serait 
pas obligé de mettre des appareils de mesure pour tous les réservoirs. 
Le probléme d'observations partielles se pose aussi dans un contexte de supervi- 
sion répartie. Dans un tel schéma de commande, la tâche globale du procédb est 
décompoeée en sous-tues et il s'agit de concevoir un superviseur pour chaque 
sous-système. Evidemment chaque superviseur aura une vision locale du générateur 
global (il se peut même que ces superviseurs soient physiquement distants l'un de 
l'autre). 
Evoquons halement le cas de la supervision hi&archiquePhas21, qui peut lui aussi 
poser le probléme des observations partielles. Dans ce contexte il s'agit de tram- 
poser un probléme de bas niveau (qui correspond au système réel), B un niveau 
d'abstraction plus élevé; on parle dans ce cas de modéle de haut niveau et il s'agit 
de résoudre le problème B ce niveau 1s. Bien entendu, une fois qu'un superviseur 
de haut niveau a été synthbtisé, il faut en déduire un superviseur bas niveau pour 
le système réei. Ii est &ident qu'il y'a des événements de bas niveau qui ne seront 
pas (compléternent ou partieiiement) observb par le superviseur de haut niveau, 
puisqu'en faisant le passage d'un modèie d'implémentation B un modéle abstrait, il 
y a des dAtaiis bas niveau qui ne seront pas pris en compte au haut niveau. 
Vu donc l'importance du problème des observations partielles, beaucoup de travaux 
ont tenté de résoudre ce probléme. La principale difiicuité est qu'une solution o p  
timde au problème n'existe pas. Pour contourner cette difficulté, on s'est contenté 
de chercher une solution sousoptimale. La principale limitation de ces travaux est 
la structure simpliste du mécanisme d'observation et, surtout, le fait que la plupart 
d'entre eux ne s'intéressent qu'aux séquences Mes générées par un SÉD. Parmi ces 
travaux on peut citer ceux de Lin et Wonham [Lw88bl, ainsi que ceux de Cieslak, 
Desclaux, Fawaz et Varaiya [CDw881. 
Dans iLW88b1 l'dphabet est partionnA en symboles observables et symboles non- 
observables, le mécanisme d'observation est simplement la projection naturelle des 
mots finis définis sur l'alphabet global sur les mots h i s  définis sur l'alphabet des 
événements observables. Les séquences finies générées en boucle fermée sous la 
supervision d'un superviseur non-bloquant forment un langage observable, fermé 
et commandable. L'observabiiitb n' Atant pas conservée sous réunion arbitraire, il 
n'existe donc pas une solution optimale au probléme posé, qui correspond au su- 
perviseur non-bloquant le plus permissif qui permet de répondre à une spécification 
donnée. Ii faut donc se contenter de chercher une solution sousoptimale qui corte- 
spond au plus grand sous-langage normal, f m 6  et commandable de l'intersection 
entre le langage de spécification et le langage généré par le S$D. Dans iCDml, la 
structure du mécanisme d'observation a kt4 enrichie en introduisant un nouvel al- 
phabet qui correspond à ce que le superviseur peut observer, ceci pour tenir compte 
du cas où un événement peut etre observ6 partiellement. La solution du probléme 
de supervision que les auteurs ont considéré a été caractérisée comme étant un 
souslangage de l'intersection entre le langage de spécification et le langage généré 
par le SED, qui soit i n d a n t  et controllable (ce qui correspond aux propri6tés 
d'obewabilit6, de fermeture et de comnandabilité de ILWaBb1). 
L'originalité de notre travail est que, d'une part, nous nous intéressons B la supervi- 
sion sous observations partielles des séquences infinies générées par un S$D, ce qui 
constitue une généralisation des travaux de Thistle et ~ o n h a m ~ ~ * ~ * ~ ~ ~ l  qui ont 
introduit une extension de la théorie à un contexte de mots infinis. Leurs travaux 
permettent la synthése d'un superviseur ii oôservations totales qui, au moyen d'une 
famille d'entrées de c~mmande t en se basant sur ce que le SED à déjà g6néré1 limite 
les actions que le S$D peut faire à la prochaine étape de telle façon qu'ultimement 
les séquences inhies d'événements générées par le systéme en boucle fermée soient 
contenues dans les w-langages de spécifications. L'intériit d'utiliser les w-langages 
pour modéliser les S ~ D S  téside principaiement dans le fait qu'ils offrent un mo- 
déle plus riche et qu'ils permettent d'anaiyser des propri6tés de bon fonctionnement 
telle que la vivacité. Nous allons introduire un nouveau problème qui constitue 
une généralisation du problbe introduit gar Thistle et Wonham (qu'ils ont appel6 
SCP )  au cas des observations partielles et nous d o m  donner une proc4dure qui 
permet de résoudre ce problème. Notre approche de résolution se base sur l'idée 
d'effectuer des étapes d'abstractians successives qui vont permettre de ramener le 
problhe de départ B une variante du S C P ,  et il suffit dans ce cas d'adapter la 
procéàure de synthése de Thistfe et Wonham. 
D'autre part notre travail constitue une extension de ce qui a été déjà fait pour la 
supervision des mots finis sous observations partielles, parce que nous allons intro- 
duire un nouveau mécanisme d'observation qui a la particularité d18tre doté d'une 
"mémoire", dans le sens oiî l'observation d'un événement dépend de l'historique des 
événements générés avant lui. 
Dans la derniére partie de notre mémoire, nous allons nous intéresser à la supervi- 
sion répartie. Nous allons introduire un probléme classique de supervision répartie 
et nous dons  montre. que la question d'existence d'une solution à ce probléme est 
non-décidable, en s'inspirant de travaux similaires concernant les machines alter- 
nantes, à joueurs multiplai, idormation incompléte et espace bornépRml ainsi que 
la synthèse répartie des systèma~ n5actifsi71. Ce réd ta t  s'applique aussi bien B la 
supervision des mots infinifi que celle des mots finis, probléme qui a BtB déjà traité 
dans la litt&ature[CDw~*L-m91~. 
Dans le prochain chapitre nous allons faire un survol de la théorie de Rarnadge et 
Wonham et nous allons donner quelques résultats conceniant la supervisions sous 
o h t i o n s  partielles et la supervision répartie. Le chapitre 2 sera consacré à 
l'extension de la théorie au cas des mots ;nfinis; les résultats p r h t é s  sont prin- 
cipalement ceux de Thistle et Wonham. Dans le chapitre 3 nous d o n s  d m  le 
probléme auquel on s'intérèsse et donner les conditions d'existence d'une solution. 
Au chapitre 4, nous enrichissons la structure de notre SÉD pour tirer profit de toute 
l'information disponible, ce qui donne une nouvelle structure de SED, appelée SED 
contr61é. Nous allons, entre autres, montrer que la supervision d'un SÉD est équiva- 
lente ii celle du SÉD contri314 qui lui est associé. Le chapitre 5 donne notre approche 
de résolution qui permet de synthétiser un superviseur pour le SÉD contri314 et iî 
partir duquel on peut déduire un superviseur pour le SÉD de départ. Finaiement, 
dans le chapitre 6, nous donnons une extension du problème de supervision introduit 
dans le chapitre 3 au cas de la supervision répartie et nous montrons que ce nouveau 
probléme est non-dkidable. Nous terminons le mémoire avec une conclusion dans 
laquelle nous donnons des extensions possibles de nos r6sultats. 
CHAPITRE 1 
SYSTEMES A EV&NEMENTS DISCRETS : D*F~NITIONS ET 
NOTIONS DE BASE 
1.1 Introduction 
Un système B événements discrets est un système caractérisé par un ensemble 
d'états et un ensemble d'événements qui se produisent ii des instants discrets. Ces 
6vénements font passer le systéme d'un état B l'btat suivant. Ils correpondent soit B 
des actions que le procédé dechue, soit A des interactions entre le procédé et son en- 
viromement externe. Ghéraiement on représeate un tel système avec un automate 
fini sur mots finis, oh les états de l'automate correspondent aux états de l'automate 
correspondent aux états du systéme et l'alphabet B l'ensemble des Bvénements. La 
dynamique du système étant décrite par la structure de transition de l'automate. 
Les mots acceptés par cet automate représentent les @uences d'actions qui cor- 
respondent A un bon fonctionnement du systéme. Le probléme typique qu'on se 
propose de réaoudre dans le c h  de la théorie des SEDS est de trouver un super- 
viseur pour un SED donné qui, en emp&chant & chaque étape de fonctionnement 
le système d'&tuer certainai actions, fait en sorte que les mots g h é r b  par le 
système en boucle fermée soient contenus dans un langage de spkikation. En fait, 
un superviseur dans ce cas n'est autre qu'une fonction partielle qui à chaque état 
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de l'automate associe un ensemble d'actions que le procédé est autorisé B faire ii ce 
niveau, c'est pour cette raison qu'on parle de superviseur par retour d'état. 
Dans ce chapitre nous présentons la théorie des systèmes B événements discrets 
telle qu'introduite par P. J. Ramadge et W. M. Wonham. Nous commençons par 
quelques notions de base sur la théorie des automates et des langages formels qui 
serviront comme modéle logique des S ~ D S .  La théorie introduite par Ramadge et 
Wonham est présentée à la section 1.3. Le cas particulier des SEDS partiellement 
observés est présenté à la section 1.4. L'autre probléme auquel on s'intérèsse dans ce 
mémoire, qui est celui de la supervision rhpartie, est introduit dans l'avant-demiére 
section. Nous terminons le chapitre par une petite conclusion. 
1.2 La théorie des automates et des langages formels 
1.2.1 Langages finis 
Définition 1.1 Un alphabet est un ensemble fini et non uide de symboles. 
Défhition 1.2 L'ensemble de toutes les s@ences h i e s  d'éléments d'un alphabet 
C est désigné par C+. 
Soit m = alq. ..a,, n 2 1, où ui f Cl pour O < i 5 k, une telle séquence. On dit 
alors que m est un mot sur l'alphabet C; lu longueur Iml du mot m est n. 
Definition 1.3 Soit u = a~ ... a, et v = 0; ... dm deux éléments de P. La concaté- 
nation de u et v est le mot 
t 
UV = 01 ... u,u ,...dm. 
Remarque 1.1 L'élément neutre pour l'opémtion de concaténation est le mot vide 
lc: 
m.lc = 1c.m = m, Vm E C+ 
Notation 1.1 On désigne pur C* la réunion C+ U {lx) .  
Définition 1.4 Soit C un alphabet et u et v deux mots définis sur C. On dit que v 
est un facteur de u s 'il &te ui,  u2 E C* tels que 
Si ui = lc (resp. u2 = lx), alors v est un préfixe (resp. suffixe) de u. Si v # lc et 
v # u, alors v est un facteur propre de u. 
Définition 1.8 Soit C un alphabet et L un sous-ensemble de C*. Alors on dit que 
L est un langage défini sur C. 
Remarque 1.2 A partir de CJopémtion de wncaténation des mots, il est possible 
de définir une opémtion similaire pour les langages : 
LtL2 := {UV E C* : u E LL&u E L2) avec Li, LZ C C* 
Déilnition 1.6 L'étoile, L', de L X* est déf ie  par 
L ~ + I  := L%' pur tout i 2 0. 
D64inition 1.7 L'étoile propre, LS, de L Ç CS est définie pur 
1.2.2 Automates finis sur mots finis 
On modhlise le comportement d'un SBD par un langage f o d  sur un certain 
alphabet (celui des événements) et on utilise les automates 6nis en tant que représen- 
tation finie de ces langages formels sous forme de machines à états. 
Danition 1.8 Un automate fini est un quintuplet 
C eat un alphabet $ni 
X est un ensemble fini d'états 
6 : C x X + 2X est une fonction partielle de transition 
xo E X est l'état initial, et 
T c X  est un ensemble d'états terminam . 
Notation 1.2 Pour tout a E C, x E X, 6(a,x)! veut dire que 6 est définie pour 
L'élément (a, x) . 
Dêhition 1.9 Si (Va E C) (Vx E X) [IS(a, x) c)l 5 11, alors A est dit dbterministe. 
Dans ce cas, 6 devient une fonction (partielle): 
Remarque 1.3 On &end 6 : C x X 4 2X à une fonction 
Si A est déterministe, on peut écrire : 
Définition 1.10 Le langage reconnu (ou acceptb) par A est 
Remarque 1.4 L (A) est l'enuernble des mots qui mènent (por un chemin quel- 
conque) de xo 4 T. 
Remarque 1.5 Si A est déteminide, alors 
Définition 1.11 Soit A = (C, X ,  6, q, T) un automate fini. Le composant accessi- 
ble de A est 
Jk (A) = (C, x, dm, qo, Tm) 
x, = {x E X : (% E C') [x E b(m, zo)]) ; 
6, : Lu restriction de 6 d C x X, et 
T, = TnX,. 
Notom qu'on a L (A) = L (A, (A)). 
Définition 1.12 A est dit accessible si 
A est dit ceaccessible si 
(Vm E CL) [d(rn, xo)! + (3m' E C*) [&(mm', 20) fl T # 011 
DWtion 1.13 Le produit de d e m  automates fiis = (C, Xi, Ji, xoi, Ti), i=l,2, 
est l'automate fini 
et on a L (AL x Aa) = L (Ai) t l ~ 5  (Aa). 
1.3.1 Danition d'un SED 
Définition 1.14 iRWag1 Un Système a Ivénements discrets est un système dynamique 
défini par un  ensemble f ini  d'états et camctérisé par une tmjectoire dans l'espace 
d ' t u t  constante par moneaux. Les changement d'états, qui se pmduisent de façon 
asynchrone dana le temps, sont oppefds événements. Ifs sont étiquettis avec le8 sym- 
boles d'un certain alphabet (I'dtiquette n$ètant Ce phénomène physique qui a pmvo- 
qud le changement dJdtat). 
Dans le cadre de cette théorie, on considére un modéle logique de SED, c'est-&- 
dire qu'on ne modélise pas le temps et qu'on s'intérèsse uniquement à l'ordre selon 
lequel les événements ont eu lieu. On modélise donc un S$D par un ensemble de 
mots sur l'alphabet des événements, qui correspondent aux séquences d'événements 
que le procédé peut @nérer. On le représente sous forme de générateur de langages 
formels : 
oh: 
C est un alphabet (reprhntant les èvhements). 
Q est un ensemble d'états (peutdtre infini). 
6 : C x Q + Q est une fonction de transition (gh6ralement partielle). 
a E Q est l'état initial; et 
Qb C Q est l'ensemble des états buts. 
Remarque 1.6 Dans tout le cadre de ce mémoire, on s ' i n t h e  au cas où Q est 
fini. 
Comme dans le cas des automates, 6(al q)! signifie que 6(u, q) est définie et on 
étend 6 : C x Q + Q en une fonction : 
Le genérateur est donc une machine qui démarre & l'état intial et génère da 
séquences d'événements en exécutant les transitions qui sont définies par sa fonction 
de transition. Ce générateur joue le r61e du procédé A superviser (cela peut être une 
chaine de fabrication, une voiture automatisk, ... etc.). 
Définition 1.15 Le langage engendr6 par G est : 
Le langage achevb de G &: 
Les mots de L(G) correspondent à toutes les séquences possibles d'événements 
que le SED modbiisb par G peut générer, alors que ceux de La(G) représentent les 
séquences d'événements qui correspondent à des tâches complbtées (c.-à.-d. celies 
qui correspondent un bon fonctionnement du procédé). 
Détinition 1.10 Pour tout langage L C C*, désigne l'ensemble des pn$xes de 
tous les mots de L, soit: 
On l'appelle la fermeture de L. 
Dêfinition 1.17 Soient L, K C C* alors: 
1. Si L = z, alors L est dit f m R .  
2. Si L = n K, alors L est dit fermé par rapport à K. 
Remarque 1.7 L(G) est !me' par définition. 
Déhifion 1.18 On dit qu'un &D G est non bloquant si  L(G) = QG). 
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De façon informelle, cette dbfinition veut dire que tout mot engendré par G peut 
être btendu de façon B devenir un mot achevé de G. Ceci correpond à une propriété 
de non-blocage dans le sens où le systéme modéiisé par G est capable de mener B 
bien toute action qu'il commence. 
1.3.2 Le produit synchrone 
Soient LL E C; et L2 G Cà, avec E = El U C2. 
On définit les pmjections naturelles suivantes, pour i = 1,2 : 
L'effet de f i  sur un mot s est tout simplement d'effacer tous les symboles qui 
n'appartiennent pas B Ci. 
Déiinition 1.19 Le produit synchrone de L1 et L2 est défini par : 
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Lorsqu'il s'agit d'un système complexe, pour ne pas avoir B traiter un générai- 
teur dont la taille est excéssivement grande, on décompose un tel systéme en sous- 
systèmes modélisés chacun par un générateur local ayant une taille raisonnable. Ces 
soussystémes fonctionnent de manière concurentielle afin de r6aliser la tâche globale 
du système. Ainsi, le langage engendré par le générateur global n'est autre que le 
produit synchrone des diff6rents langages générés par les ghérateurs locaux. 
1.3.3 Théorie de supervision 
Pour introduire un mécanisme de commande, on suppose qu'il existe des événe- 
ments qui peuvent être empêchés par un mécanisme de contrttle externe. On est 
capable ainsi de contrbler l'évolution du système en l'empêchant d'atteindre des 
états non désirables et en lui interdisant aux moments opportuns de générer les 
événements qui lui permettraient d'atteindre ces états. 
Supposons donc que l'alphabet C (ou l'ensemble dea événements) est divis4 en deux 
parties disjointes : 
r Cc : l'ensemble des événements commandables (qui peuvent être empêchés iî 
tout moment par un supemiseur), et 
r Eu : l'ensemble des événements non commandables (par exemple une machine 
qui tombe en panne dans un atelier de fabrication, ou un client qui arrive d m  
une file d'attente,...). 
Débition 1.20 Soit G = (X, Q, 15, qo, Qb) un générateur, oi C = Eu Ù Ec. L'ensemble 
des entrées de commande est donné p ~ r  : 
La commande d'un SED conaiste ii obenm l'évolution du système, et à choisir 
8 chaque étape une entrée de commande qui permet de restreindre l'ensemble des 
événements que le générateur peut générer iZ cette étape (c.-8,-d. l'ensemble des 
actions que le procédé, modélisé par le sED, peut &tuer à cet instant) a h  que les 
séquences d'événements génbées ainsi respectent certaines conditions correpondant 
à un bon fonctionnement du systéme. Le choix d'une entrée de commande pour 
une étape donnée, est basé sur l'observation du préfixe qui a été généré jusqu18 cet 
instant. On parle dans ce cas de supeMon d'un SED. Le problème qui se pose 
donc, étant donné un procédé modélisé par un SED, est celui de synthétiser un 
superviseur qui fait en sorte que le système en boucle fermée respecte les règles de 
bon fonctionnement et qui sont fournies comme spécifications. Typiquement, on 
souhaiterait que ce superviseur soit le plus permissif possible. 
Déilnition 1.21 Un superviseur pur G est une fonction défnie comme suit : 
Notation 1.3 On dénote le système en boucle femée par V/G. 
DWtion 1.22 Le langage engendré par G sow la supervision de V ,  qu'on note 
L(V/G), est difini comme suit : 
(i) lc  E 
(ii) Vk E C,Vu E C  : 
(k E L(V/G) et a E V(s) et ka E L(G)) * (ka E L(V/G)) 
Définition 1.23 Le langage achevé pur G sous la supemiaion de V ,  Lb(V/G), est 
défii par: 
Remarque 1.8 Lb(V/G) eut l'ensemble des mots de Lb(G) qui survivent à la su- 
pewkion de V .  
Danition 1.24 On dit qu'un supemiseur V pour un S ~ D  G est complet si L(V/G) C 
dom(V) . 
Définition 1.25 Soit G un S ~ D .  On dit qu'un supenriseur V est non-bloquant pour 
G s i  et seulement si: 
L(V/G) = Lb(V/G) 
Comme nous l'avons déjii mentionné, l'objectif d'un superviseur est de faire en 
sorte que le comportement du système en boucle fermée respecte les contraintes 
imposées par les spécifications. Typiquement ces spêdicatios sont données sous 
forme de langages sur l'alphabet des événements qui représentent le comportement 
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en boucle fermée souhaité. La question qui se pose donc en dt%nbsant de telles 
spécifications, est de savoir s'il est poaible de trouver un superviseur qui soit capable 
de forcer le procédé B génémr uniquement des mots contenus dans le langage de 
spécification. En d'autres termes, étant donné un SED G dont le comportement (en 
boucle ouverte) est défini par L, est-il possible de trouver un superviseur tel que le 
comportement du systéme en boucle fmêe  soit K C L ? Pour répondre à cette 
question, on utilise la propriété de commandabilité : 
Déilnition 1.26 Soit G = (C,Q,G,qo, Qb) un générateur et soit K E C' un lm-  
gage. Le langage K est dit commandable par rapport à G si  et seulement si 
- 
KCu n L(G) K 
où Cu désigne l'ensemble des dudnements non commandables. 
De façon informelle, K est dit commandable par rapport iî G si l'appartenance à 
la fermeture de K est invariante mus la gh4ration d'événements non commandables, 
En effet, comme ces événements ne peuvent pas être ernp&h&, alors pour tout 
bout de chemin qui a été génér6 à 19int&ieur de K (c-à-d un dément de K) ,  si un 
événement non commandable est physiquement possible, alors son occurrence ne 
doit pas nous faire sortir de K. Concernant la question qui a été évoquée plus haut, 
les fondateurs de cette théorie ont prouvé les résultats suivants wwI: 
ThéOrbme 1.1 Soit G = (Cl Q, 6, qo, Qa) un générateur et soit K G La(G) un 
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ensemble non d e .  Alors il -te un superviseur V non bloquant pour G tel que 
Lb(V/G) = K si et seulement si: 
a K est cornmandoble par mpport à G, et 
K est fermd pur mpprt ù Lb(G). 
Corollaire 1.1 Soit G = (C, Q, b, qo, QI,) un gkihteur et soit K C Lb(G) un 
ensemble non vide et fermé. Alors il &te un superviseur V pour G tel que 
L(V/G) = K si et seulement si K est wmmanduble par rapport d G. 
1.3.4 Le plus grand soudangage commandable 
Lorqu'on essaye de synthetiser un superviseur pour un SED tel que le système en 
boucle fermée se comporte conformément à la spécification, on cherche typiquement 
à avoir le superviseur le plus permissif possible. Techniquement, étant donné un 
génhateur G et une spécification E La(G), ceci revient à calculer le plus grand 
sous-langage de E n Lb(G) commandable par rapport à G et fermé par rapport B 
Lb(G). Ramadge et Whonham ont montré que cette solution existe toujours. 
Débition 1.27 Soit G = (Z, Q, 6,40, Qb) un génkoteur avec C = Eu u Cc et soit 
E C C'. Définissons k closse de langages : 
C(E) = { K C E : K est commandable par mpport à G ). 
La structure de cette famille de langages est caractérisée par le résnltat suivant: 
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Proposition 1.1 (C(E), C) errt un ensemble ordanné, non vide et jenné sow réu- 
nions arbitraires. En particulier, (C(E), C) contient sa propre borne supérieun, 
notée sup C(E) . 
Définition 1.28 Soit E,  L C C'. Alors E est dit L-fermé si 
Proposition 1.2 Soit E C C' Lb(G)-fermé. Alors supC (E  n Lb(G)) est jemé 
par mpport à La (G) . 
D'aprds la proposition 1.1, il est clair que même si le langage de spécification 
lui même n'est pas commandable, il est possible de s'approcher (dans le sens de 
l'inclusion) de ce langage, en considérant le plus grand sous-langage cornmandabIe 
de ce langage. Comme il a été prouvé que cette approximation commandable est 
aussi fermée par rapport à La(G) (d'aprés Ia proposition 1.2)' on peut la considérer 
comme étant la solution optimale dans le sens ou elle correspond au superviseur le 
plus permissif possible. 
Jusqu'h maintenant, il été toujours supposé que le superviseur est capable d'observer 
tous les iivénements générb par le SED qu'il supervise. Malheureusement dans nom- 
bre de cas réels, ceci n'est pas toujours vérifié. Dans cette section nous allm faire 
un survol de ce qui a 6th dhjh fait concernant le probléme de supervision sous obser- 
vations partielles, notamment les tmaux de Lin et Wonham ILWmb], ainsi que ceux 
de Cieslak, Desclaux, Fawaz et Varaiya [mw881. 
1.4.1 Superviaion avec obse~vations partielles 
Pour rnodêiiser un S ~ D  partiellement observable on introduit un nouvel alphabet 
C, qui correspond aux hvénements qui sont observables par le superviseur. 
Déiinition 1.29 Soit V : L(G) + C un superviseur pour G, et P : C' + CO la 
pmjection naturelle qui dfloce les éuénemenb non obseruobles. Dénotons par 
P t L(G) la restriction de P à L(G). Alors V est dit un superviseur sous observa- 
tions partielles si: 
1.4.2 Langagea observables 
Afin de caractériser les langages sur C qui correspondent à un comportement en 
boucle fermée de G sous la supervision d'un superviseur avec observations partielles, 
il est utile d'introduire les ensembles suivants: 
DWtion 1.30 Soit K Ç C*, pour chaque mot ni E C', on définit: 
AK(m);[{D-":m'"} , ni'" 
0 , autrement 
L'ewenible AK(m) est l'ensemble dea éudnementa admissibles (qui sont les &!ne- 
menb qui permettent de regter duw El. Alors que l'ensemble NAKS est l'ensemble 
des &&nemerifs non admissibles (c.-6.-d. ceuz qui now font sortir de K) .  
Ii est nécessaire aussi d'introduire la dation binaire suivante: 
Mnition 1.31 Soit G un génémteur et K C C*. La relation binaire de K- 
compatibilité, notèè m p ~ ,  est défiie sur C* comme suit: (na, m') E c o m p ~  ssi 
(ii) ~ E K ~ L ~ ( G ) & ~ ' E K ~ L ~ ( G ) = + ( ~ € K ~ ~ ' E K )  
Définition 1.32 Soit P : C' + C: la projedion naturelle. Alors un Iangage K 
C* est observable pur rupport à (G, P )  , s i  
(c.-à.-d. (Vm, m' E C*) P(m) = P(m') + (m, m') E comprc) 
On a alors le résultat fondamental suivant: 
Thbr-e 1.2 Soit K C Lb(G) non uide. Alors J existe un superviseur sow  
ohewations prrrtiklies non bloquant V pour G tel que Lb(V/G) =K ssi 
( i ) K est cornrnandabie par mpport à G; 
( ii ) K est observable par mpport à (G, P);  et 
( iii ) K est fermé par mppd à Lb(G) 
Corollaire 1.2 Soit K L(G) non vide. Alors il -te un superviseur sow obser- 
vations partielles non bloquant V pour G tel que L(V/G) = K ssi 
( i ) K est cornmandable par mpport à G; 
( ii ) K est observable par mpport à (G, P) ;  et 
( i i i )  K e s t f m é .  
L'ensemble des langage observables par rapport à (G, P )  n'est pas fermé sous 
rhnion. Donc une solution optimale au probléme n'existe pas (c,-à.-d. un plus grand 
souslangage commandable, observable et fermé). Ii faut donc se contenter d'une 
solution sousoptimale qui est le plus grand sous-langage commandable, normal et 
fermé. 
1.4.3 Langages normaux 
Remarque 1.9 Soit P : C* -+ C: la pmjedion naturelle définie dans la section 
précedente. On étend P comme suit: 
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Déilnition 1.33 Soit N C M Ç C*, on dit que N est ( M ,  P)-normal si 
p-1 : 5% + 2C 
L H { m e  C * :  P ( m ) f L )  
Cette propriété. de normalité par rapport à (M, P) signifie que pour v&ifier si 
un mot 1 de M appartient à N ou non, il suffit de vérifier que la projection de 1 
appartient à P ( N ) .  
Proposition 1.3 Soit K C L(G) fermé (ou K C Lb(G) jemé par rapport à 
La(G)). Si K est (L(G), P)-normal, alors K est (G, P)  -observable. 
Notation 1.4 Soit E, M E Ce. Alors 
N(E, M )  = {K C_ E : K est (M, P )  - nomutl) 
Cet ensemble présente des propri6tés algébriques intéressantes comme le montre 
la proposition suivante: 
Proposition 1.4 N(E, M) est femd sow intersections et M i o w  arbitraires. 
On infxoduit aussi l'ensemble suivant : 
Notation 1.5 Soit E, M C*. Alors 
N(E,  M) = {K C E : K est (Ml P )  - normal} 
Proposition 1.5 Soit E 2 M .  Alors N( E,  M )  est lemad sous dunions arbitraim. 
Notation 1.6 Ddjnissons pour tout langage E X' la classe de langages 
Fb(E) := { K  Ç E : K est fermé par mpport à Lb(G)) . 
Et désignons par F~CN(E)  l'intersection 
Proposition 1.6 &cI\I(E) est fermé soirs eunions arbitraires. On a alors 
sup GCN(E, L(G)) C E 
Ceci veut dire que si on remplace la condition d'observabiitb par rapport B (G, P) 
par la condition plus &gente de (L(G), P)-nomalit&, dors il existe un superviseur 
"le moins restrictif pmible" ce qui donne lieu au langage achevé en boucle fm6e 
sup F~cN(E).  
Figure 1.1: Supervision répartie 
Une architecture de supervision répartie est caractérisée par la présence de 
plusieurs superviseurs p d a n t  chacun une vision locale du générateur (voir figure 
1.1). Ces superviseurs peuvent même être physiquement distants l'un de l'autre. 
Dans une telle configuration, la thche globale du systéme est décomp& en sous- 
thches et chaque module de supervision (c.-8.-d. chaque superviseur local) s'occupe 
du bon déroulement d'une sous-tâche. L'avantage de la supervision répartie est 
de faciliter la résolution du probléme global en le décomposant en sous-problèmes 
moins complexes, et d'éviter par la même occasion l'explosion combinatoire induite 
par la synthése monolithique. Néanmoins ceci peut poser un problhe de conflit 
et de synchronisation entre les superviseurs locaux. Un autre problérne posé par la 
supervision repartie est la question d'optimalité. 
1.5.1 Superviseur reparti 
On suppoee qu'on se donne une f m e  de sous-alphabets locuuz, non vides et pas 
nécessairement disjoints deux B deux {Ci c C, i E I). Soit Pi, i E I les projections 
naturelles asssociéea B ces sous-alphabets: 
Le comportement local du système tel que observé par le superviseur K est 
Pi (W). 
Dénotons par C, = Cc Ci Ci et Z, = C, f7 Ci respectivement les événements locaux 
commandables et non cornmandabIes par K. 
Définition 1.34 Un superviseur local correspondant à I'alphakt Ci est une fonc- 
tion : 
l$ :4 (L(G)) + Ci 
où Ci = {I' Ci : I' 3 C,) 
Remarque 1.10 L'action du superviseur local fi sur le ghdmteur global G est 
équiualente d celle du superviseur global suivant: 
D W t i o n  1.35 La conjonction de n supemgeurs lmw fi : Pi ((L(G)) -+ Ci, 
i = 1,2, ..., n, est donnh par: 
Définition 1.36 Un supetviseur est dit réparti s'il consiste en une conjonction de 
superuiseuîs iocam correspondant aux sous-olphebets locauz. 
Bien entendu ce n'est toujours pas possible d'associer B n'importe quel sous- 
langage K C L(G) un superviseur répartie V tel que L(V/G) = K. 
Notation 1.7 Pour tout O E Cc, on associe l'ensemble suivant: 
W t i o n  1.37 Un langage K est dit {P.)-obe;ervable si pour tout o E Cc et 
{ m j : j ~ I , ) Ç K , e t n i ~ K J i  
( i )  mu€ L(G) 
( f i )  Pj(m) =f i (mj ) ,  V j  f I ,  
( i i i )  m j u c  K ,  V j  E 1, 
impliquent 
Concernant l'existence d'un supervieur réparti, signalons le résuitat ~ u i v a n t [ ~ ~ ~ 1 :  
Proposition 1.7 Soit K L(G) non uide. Alors il existe un superviseur réparti 
pour G tel que L (V/G) = K mi K est fermé, commandable par rapport à G et 
(4) -observable pour i E I .  
1.6 Conclusion 
Dans ce chapitre nous avons fait un survol de la théorie des systèmes à événe- 
ments discrets telie qu'introduite par Ramadge et Wonham. Nous avons présent6 
également des extensions de cette théorie au cas des observations partielles et celui 
de la supervision répartie. Une autre extension de cette théorie est c d e  qui porte 
sur la commande des séquences infinies d'événements générées par un SÉD, laquelle 
sera présentée au chapitre suikgnt. 
CHAPITRE 2 
COMMANDE DES S~QUENCES INFINIS GÉNI&.I&S PAR LES 
SYSTEMES A ~ ~ N E : M E N T S  DI CRETS 
2.1 Introduction 
La théorie introduite par P. J. Ramadge et W. M. Wonbam ne s1int8resse qu'aux 
muences hies d'événements g e i é r b  par un SED. C'est pourquoi les spécifica- 
tions ne permettent que l'expression de propriétés de "bon fonctionnement" qui 
consiste typiquement ii s'assurer que le systéme en boucle fermée ne génère pas des 
événements indésirables. Malheureusement de telles spécifications ne permettent 
pas d'exprimer des propriétés de 1tviV8Cit6Qui consistent A s'assurer qu'ultimement 
le système en boucle fermée va générer certains 6vénements "s~uhaitablea~~. Pour 
pallier ce probléme, ainsi que pour pouvoir étudier des cas où le procédé ne s'arrête 
jamais de fonctionner (comme c'est le cas par exemple d'un réseau tél@honique), il a 
f d u  étendre la théorie afin qu'de puisse prendre en compte les mots infinis générés 
par de tels S&&. Ceci est le fruit de travaux de plmieurs chercheurs, notamment 
P. J. Ramadge b 8 g l ,  R Kumar, V. Garg, S.I. Marcus Golaszewski LG-l, 
J. G. Thistle et W. M. Wonham ~ B * ~ i 9 1 ~ T W 9 4 ~ m 9 4 b ~ T W 9 1 * 0 * 2 ~ .  Comme il s'agit 
d%tudier des séquences infiniees, un SED est modCiisé maintenant par un langage de 
mots infiniR (c'est-8-dire un dangage) sur l'alphabet des événements 
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Pour pouvoir se doter des outils nécessaires iî la résolution des nouveaux problèmes 
dus au fait qu'on ne s'intérèsse plus uniquement aux séquences finies d'événements 
générées en boucle fermée, il faut se restreindre au cas des langages u-réguiiers, c.-A.- 
d. les w-langages qui peuvent être rep@entés par un automate hi sur mots infinis 
(ou encore w-automate). Ceci permet de représenter le procédé, le superviseur, le 
système en boucle fermée ainsi que les spécifications par des w-automates. Un w- 
automate consiste essentiellement en un ensemble hi d'états et une structure de 
transitions. L'acceptation d'un mot est liée B l'ensemble des états visités infuiiment 
souvent lors de la génération du mot. Cette classe particulière d'automates a Bté 
introduite dans les années 60 par Bücbi PI pour résoudre des probl6mes liés à des 
logiques mathématiques. Depuis ces automates ont été utilisés dans plusieurs do- 
maines, notamment l'informatique et la logique Leur utilisation dans le domaine 
de l'automatique et plus précisémment dans le cadre de la théorie des SEDS a permis 
de faire le lien entre des problèmes de supervision et des problèmes classiques en in- 
formatique et en logique. En eflet, un résultat de base, que nous dons  rappeler dans 
ce chapitre et qui concerne la caractérisation du sous-ensemble de commandabilité 
par une formule de point fixe-1, constitue une solution au fameux probléme de 
Church FI (il s'agit du probléme de construction d'un u-automate tel que le langage 
w-régulier reconnu par cet automate satisfait une formule d'une certaine logique) et 
une solution également au problème du vide pour automates sur arbres Vifinis 1'1. 
Le problhe fondamental qu'il faut r&oudre consiste typiquement à synthhtiser un 
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superviseur pour un SED tel que le comportement en boucle fermée du système soit 
compris (dans le sens de l'inclusion) entre deux w-langages de spécifications. Les 
travaux de J. G Thistle et W. M. Wonham ont permis de ramener ce problème B 
celui du controle d'un w-automate de façon à ce qu'il satisfait sa propre condition 
d'acceptation (à condition que les mots générés respectent des conditions de vivac- 
ité), et ont permis également de résoudre ce probléme en utilisant encore une fois 
le calcul de point fixe. Dans la section 2 nous rappeleons des notions de base sur 
la théorie des w-langages. Les w-automates sont présent& à la section suivante. La 
quatrième section constitue un survol de l'extension de la théorie Ramadgt+Wonham 
au cadre des mots infinis, l'accent est mis notamment sur les travaux de J. G. This- 
tle et W. M. Wonham. Nous terminons avec une conclusion dans laquelle nous 
expliquons le probléme auquel nous nous int6réssons dans la premiére partie de ce 
mémoire. 
2.2 Les w-langages 
Dans cette section nous allons rappeler quelques notions de bases sur les mots 
i n f i n i ~ ~ ~ ~ l  (pour plus de detail voir m). 
Déftnition 2.1 Soit C un alphabet f iB i  Alors 
: dénote L'ensemble de toutes les séquences infinies sur C. 
Cao : dénote l'ensemble de toutes les séquences sur C Fm = CW U E*). 
Dé0nition 2.2 Soit C un alphabet fini, un w-langage est un sous ensemble de P. 
]Remarque 2.1 Comme dans le cas des mots finis, on ddfinit un produit de conaté- 
notion entre deux mots f E C* et i E XaD, qui induit un opérateur de concaténation 
entre un langage F C C* et un w-langage I C CW, qu'on appelle produit de F et I .  
Danition 2.3 Soit F un langage et I un langage ou un w-langage. On définit le 
quotient I IF  comme suit: 
I / F  = {m E C" : ( 3 f  E F ) ( f m  E I)) 
Définition 2.4 (w-fermeture d e  Kleene) Soit F C C*, la w-fermeture de Kleene, 
qu'on note P est le produit infini de F avec lui meme. 
Débition 2.5 On défi i t  la fonction suivante: 
pre : Pa 3 
L H {k E C* : (3s E IFo)(ks E L ) )  
Et pour tout L C CU, on appelle pre(L) le prhfixe de L. 
Dêfhition 2.6 Soit L un langage, Ia limite de L est 
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Remasque 2.2 La  l imite d'un langage L donne tous les mots infinis dont les pré- 
&es sont contenw dans L. 
Déilnition 2.7 La w-fermeture eat déjinie comme étant la  fonction suivante: 
qui associe à chaque w -langage L, l'ensemble de tous les mots infinis dont les pmfies 
sont contenus dans celui de 15, qu'on appelle la w-fermeture de L. 
Définition 2.8 Soit L et K deux w-langages, on dit que L est w-fermé s i  clo(L) = 
L. On di t  qu'il w - f d  par rapport B K si clo(L) fi K = L 
Remarque 2.3 Les langages qui sont w-]ennés sont des langage qui sont entière- 
ment déterminés par leurs pré@xs. 
2.3 Les automates anis sur mots Mds 
Les automates finis sur mots infinis (qu'on appde encore w-automates) ont une 
structure similaire B celle des automates finis sur mots finis, sauf que l'acceptation 
d'un mot ne dépend plus du dernier ëtat visité mais plutbt de l'ensemble des états 
visités un nombre infini de fois. Ii existe d i f fh t s  types de conditions d'acceptation 
auquelles sont associées différentes classes d'w-automates. Dans cette section nous 
dons nous concentrer sur les b i s  classes d'automates qui nous inthbent dans le 
cadre de ce travail, B savoir : 
a les automates de Büchi, 
a les automates de Rabin, et 
a les automates de Streett. 
Ces automates peuvent être d&terministes, non-déterministes ou universels. Dans 
tout ce qui va suivre nous allons considérer les w-automates comme des généra- 
teurs de langages formels plutôt que comme des machines qui lisent des séquences 
d'évévnements. 
Danition 2.9 lin w-automate est un quintuplet: 
ûù C est un dphabet fini (c'est l'alphabet des événements), X est un ensembb fini 
dt6tats, xo E X est l'&ut initial, 6 : X x C + 2X est une fonction de tmnsition 
(gortidle), et M est une condition d'acceptation. 
Déilnition 2.10 Si (Vc E C) (Vx E X) [Ib(a, x) c)l 5 11, alors A est dit deterrniniste. 
Remarque 2.4 Comme dans le chapitre précédent, on étend 6 en une fonction: 
Remarque 2.5 Comme d'habitude on utilise la notation d(m, x)! pour signaler que 
b(m, x) est définie. 
Déhition 2.11 Soit A un w-automate, et soit s E Cao. Un chemin de s dans A 
est une fonction totale ?r : pre(s) + X qui vénfe les deux conditions suivantes: 
ka E pre(s) =+  ka) E 6 (a, ~ ( k ) )  . 
Elle associe au mot s une séquence possible d'états de A qu'on visite, en génémt  
ce mot. 
Remarque 2.6 Dans certaines dférences on parle d'exécution de s par A 1p~s*88~. 
Définition 2.12 Soit A un w-automate, et soit s € Ew. O n  dit que s est généré 
par A si s admet un chemin sur A. 
Dêiinition 2.13 Soit A un w-automate, on désigne par L(A) l'ensemble des mots 
finis gént?és par A. 
Déhition 2.14 Soit s un  mot généré par un w-automate A, l'ensemble de réc- 
curence d'un chemin ?r de s dans A est l'ensemble suivant : 
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qui contient 1 'ememble des #ab qui sont visitis un nombre infini de fois en pur- 
wumnt Ie chemin ~ ( s ) .  
La premihre classe d'automates qui a été introduite est ceiie des automates de 
Büchi : 
W t i o n  2.15 Un automate de Büchi sur hlphabet Ç est un pintuplet: 
ûù C est un alphabet fini, X est un ensemble fini d'états, xo E X est l'état initial, 
6 : X x C + 2X ddfinit la structure de transition, et T C X est l'ensemble des états 
acceptant& 
Dêhition 2.16 Soit A = (C, X,xo,&,T) un automate de B a i .  On dit que A 
reconnaft le mot infini s s'il i l t e  un chemin r de a dons A qua vérifie la condition 
suivante: 
%nT#8 
En d'autres termes un automate de Büchi accepte un mot infini s'il est capabIe 
de Ie générer en visitant infiniment souvent au moins un état de T. 
DWtion 2.17 On désigne pur S(A) ilensemble des mots infiBk reeonnus pur A. 
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Dêhition 2.18 Les langage$ w-réguliers sont les langages qui sont reconnus par 
un automate de Biichi. 
Remarque 2.7 Contrairement au CUS des automates finis sur mots finis, les au- 
tomates de Bûchi déteminiates n'ont pas le m&me pouvoir d'ezpmsàon que leur8 
semblables non déterministes; ils reconnaissent plut& une sous-clame de la classe 
des langages w -réguliers. 
Une autre clsase d'automates qui nous serait utile est celle des automates de 
Rabin : 
Danition 2.19 Un automate de Rabin sur l'alphabet C est un plritatuplet: 
ûù C est un alphabet fini, X est un ensemble fini d'dtats, Q E X eet l'état initial, 
d : X x C + 2X définit la structure de trendion, et ((&,I,) : p E P )  est une 
famille de p a i m  acceptBntes5 awc pour tout p E P (l$,I,) E zX x 2*. 
W t i o n  2.20 Soit A = (E, X, B, 6, ((%,IF) : p E P}) un automate de Rabin. On 
dit  qu'un mot s f CW géneré pur A est accepté par A si  la condition suivante est 
uérifk 
3 p ~ P : & n R , # 0 & s l , ~ I ,  
avec r un chemin de s dans A 
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Déhition 2.21 On désigna par S(A) l'ensemble des motg infin& reconnus par A. 
Informellement, un automate de Rabin accepte un mot infini s'il est capable de 
le générer en visitant R, un nombre infini de fois et X \ I, un nombre h i  de fois 
pour p E P.  
Remarque 2.8 La déjinition ci-dessw ITWgdbl constitue une légère modification de 
la définition standard d'un automate de Rabin. 
La troisième classe à laquelle nous dons nous intérésser est celle des automates 
de Streett, dont la structure est semblable à celle des automates de Rabin, mais 
dont la condition d'acceptation a la forme duale de la condition d'acceptation de 
Rabi.: 
Danition 2.22 Un automate de Streett sur l'alphabet C est un  quintuplet: 
ûù C est un  alphabet fini, X est un ensemble fini d'états, xo E X est l'état initial, 
6 : X x C + 2X définit la structure de transition, et ((4, Ip) : p E P )  est une 
&mille de p h  occeptontes, avec pour tout p E P, (4, Ip) E 2X x 2 X .  
Definition 2.23 Soit A = (C, Q, qo, 6, M )  un automate de Streett. On  dit qu'un 
mot s E Cu génén! par A est acceptt? par A s i  la condition suiuante est uén'fiée: 
avec ?r un chemin de s dans A. 
Déiinition 2.24 On désigne par S(d) l'ensemble des mots infinis reconnus par A. 
Autrement dit, un automate de Streett accepte un mot infini s'il est capable de 
le gén6rer en respectant la condition suivante pour tout p E P: s'il visite X \ R, un 
nombre infini de fois alors il visite aussi Ip un nombre infini de fois. 
Mentionons finalement la classe des V-automates qui vont nous servir à modéliser 
le comportement infini d'un SED partiellement observable* 
Un V-automate (qu'on appelle aussi automate universel) est un automate d'états 
finis non déterministe, qui accepte une séquence infinie s si tous les chemins associés 
A 5 sont des chemins acceptants, c-&d qui respectent la condition d'acceptation. 
Danition 2.25 Un automate universel de Rabin sur l'alphabet C est un quintupIet: 
ûù E, X, xo E X, 6 : X x C + 2X et ((4, Ip) : p E P )  jouent le m&me d e  que 
dans la structure d'un automate de Rabin. 
Déiinition 2.26 Soit d = (C, Q, qo, 6, ((4, Ip) : p E P) )  un automate unauersel. 
011 dit qu'un mot s E P' généré par A est accepté par A si la condition suivante 
est uérijée pour tout chemin a de s dans A : 
2.4 Lea SEDS sur mots W s  
Dans cette section nous dom présenter une extension du modèle de base au cas 
des mots infinis: 
2.4.1 Modélisation du comportement idn i  d'un S ~ D  
Ces notions ont 6tB introduites par Ramadge, pour plus détails voir wmI. 
D49inition 2.27 Un SED est une paire G = (L, S) E 2E' x 2zw. On appelle L le 
comportement h i  de G, ou encore le *-comportement et S le comportement infini 
de G, ou encore le u-cornportment, oti C est l'alphabet des événements. 
Remarque 2.9 On s u p p e  que pre(L) = L, et que pre(S) C L 
Danition 2.28 On dit qu'un SED G = (L ,  S )  est non bloquant si pre(S) = L 
2.4.2 Superviseurs 
etant dom6 un S ~ D  G dont l'alphabet des 6vhements est C, alors on définit une 
famile d'entrées de commande qui va permettre de contr6ler l'évolution du sytème, 
on considére ici une g6néralisation de la notion classique de famille d'entrées de 
commande qui a 6th faite par Goiaszewski et Ramadge iGm71. 
Danition 2.29 Soit C l'alphabet des éuénements, une famile d'entrh de com- 
mande est une famille non uide de SUW-ensembles d'événements : C E 2C. 
Remarque 2.10 Tow les résultats que nous allona présenter ici (établis principale- 
ment por J. G. Thistle et W. M. ~ o n h a d ~ ~ ~ ~ ~ ~  TW9461) sont valables dans le cm où 
C est fennée sous réunion arbitmire (c.-B-d. ri, î, E C + ri U ri E C). Ceci 
ne constitue pas une perte de g&némlité, puîsqu'on poum toujours considt?m des 
superviseurs non-déterministes. 
Définition 2.30 Un supeMsew pour un s&I G = (L, S), à qui est associée une 
famille d'entrées de commande C, est une fonction partielle V : Z' --+ C. Le 
système en boucle fermée, résukant de l'action du auperuiseur V sur le SED G, est 
donné par V/G, où 
(i) L (V/G), le language synthétis4 par V ,  est défini par : 
(a) l x  E L 
(b) Pour tout k E C*, o E C 
(ii) S(V/G), le w-language synthbtisé par V ,  est donné par 
S(V/G) = lim (L(V/G)) n S(G). 
Déhition 2.31 On dit que V est un superviseur non bloquant pour G si V/G est 
un S#D non bloquant. 
Déiinition 2.32 On dit que V est un supenriseur complet pour G si et seulement 
si L (V/G) E dom(V) . 
2.4.3 Caractérisation des langages g4nérés en boucle fermée 
Voici une généralisation de la notion de commandabilité du chapitre prk4dent[GRB71: 
Definition 2.33 Soit G un Sm dont l'alphabet des événements est C, e t  C une 
famille d'entdes de commande. On dit qu'un langage K 2 Cm, vérifiant pre(K) Ç 
L(G), est *-commandable par mpport à L(G)  ssi 
Remarque 2.11 Informellement, un langage K est *-commandable si pour tout 
pd&e rn de K les extensions qui sont physiquement possibles peuvent être re- 
streintes au moyen d'une entrée de commande à celles qui permettent de rester dans 
l'ensemble des pd&es de K. 
Concernant l'existence d'un supemhw qui permet de satisfaire une spédication 
sur le comportement fini en boucle fermée citons le résultat suivant: 
Proposition 2.1 (Goksiewski-RamadgeWonharn) Soit G un SÉD et K C 
L(G) non uide, il eziste un superviseur complet e t  non-bloquant pour G ssi K est 
*-commandable par mpport à L(G) et fermê. 
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Pour caractériser maintenant l'existence d'un superviseur qui permet de satisfaire 
une spécification sur le comportement i n h i  en boucle fermée, nous aiions rappeler 
la notion de w-commandabiité introduite par Thistle et Wonham lTWBrlbl. 
Définition 2.34 Soit G un SED, on défillit alors I 'application auiuante, qu'on ap- 
pelle le préfixe de commandabilité: 
Remarque 2.12 Informellement, le pré@ de commundabilité ussocie à chaque 
sous-lungoge K de S(G) l'ensemble de tous les ses pdfizes dont les eztensions &nies 
peuvent dtre contdlées pour appartenir à K .  
pre, : 2S(G) + ~ P ~ S ( C I I  
DWtion 2.35 Soit G un S&D et K C S(G), on dit que K est w-commandable 
par mpport ù G ssi K est +-cornmandoble par rapport à L(G) et pre(K) = pre,(K). 
K - 4  
Rernarque 2.13 Ii a étéprouvé dam lTW9W que dans le usa où C est ferniée sow 
inclusion, c.-à.-d. I' E C et I' E î t  =+ r' E C, pre(K) = pr%(K) =+ K est 
t-commandable par mpport O L(G) 
# 
k E pre(K) : (3K' C K/k)  
K t # @  
K' est *-curnmandable p. r. à L(G)/k 
K' et w- jemép.r .  S(G)/k 
\ 
On a aussi le résultat suivant: 
4% 
Proposition 2.2 Soit G un S#D et soit K un sow-langage de S(G) w-enné par 
mpport à S(G). Alors on a 
K est w-commandable p.r. à G w K est *-commandable p.r. à L(G) 
Pour caractériser les w-langages qui peuvent &re des comportements infinis en 
boucle fermée, nous avons le résultat suivantlmvssbl: 
Propo~ition 2.3 Soit G un SED et K C S(G) non vule, il eziste un superoiaeur 
complet et non-bloquant pour G tel que S(V/G) = K ssi K est w-wmmandable par 
mpport à G et w -fermé par mpport à S(G). 
2.5 Supervision dei S ~ D S  sur mots infinia 
Lors~u'on s'intéresse au comportement infini des SÉDS, on est confronté au prob 
Iéme suivant (qui n'est autre qu'une généralisation du problème original de synthése 
de superviseur défini dans la section précédente). 
Probléme 2.1 (SCP) Soit G un SED, et soit A, E C S(G) deuz spécifications 
sur le langage leal en bucle fermée. Construire un superviseur V pour G complet 
et non-bloquant tel que le comportement infini en boucle fermée vérifie la condition 
suivante: 
A S(V/G) Ç E 
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Remarque 2.14 Noter qu'on ne cherche pas à calculer la straté'gie de commande 
la moins restrictive parce que, comme on va le voir plus tard, le superviseur le plw 
permissif n'eskte pas dans tous les cas. 
D'aprés la proposition 2.3, une solution au probléme existe, s'il existe un w- 
langage K w-commandable par rapport & G et w-femh par rapport à S(G), et qui 
vhriiie en plus A C K C E. 
Pour donner les conditions d'existence d'une solution au probléme, il faut définir 
les classes de w-langages suivantes : 
Définition 2.36 Étant donné un G et deux w-langages A et E vérifiant A C 
E C S(G) on dkfinit les classes suiuantes: 
CW(E) := {K C S(G) : K C E Ç S(G) et K est w-commandable p.r. G ) 
F ( A )  := {K S(G) : A c  K S(G) et K est w-fermépx S(G) ) 
Ces deux classes de langages ont des propriéth algébriques distinctes comme le 
montre la proposition suivante: 
Proposition 2.4 Pour un S ~ D  G et deux dangages A et E vérifiant A C E C 
S(G), on a : 
(i) CW(E) est fermée aow Teunion arbitmires, et on a: 
sup CW(E) = lim (sup CT* (preG(E))) fi E 
(ià) P ( A )  est fermée sous intersections arbitmires, et on a: 
inf F" ( A )  = clo(A) n S(G) 
OU C F  est la classe de langages définie, pour tout sow-langage F de L(G) par: 
C F ( F )  := { K  F : K est *-commandable p.r. a L(G) et f m é )  
Remarque 2.15 On sait que CF'(F) est fermé sous réunion arbitmire d'apds le 
chapitre p d e n t .  
L'existence d'une solution au S C P  est caractérhk par le théorbe suivantlWMbl: 
Théoreme 2.1 S C P  admet une solution ssi sup CW(E) # 0 et 
inf P' (A) Ç sup CW ( E )  
Contrairement au cas des mots finis, le superviseur le plus permissif possible qui 
permet de dpondre B des spécifications sur mots idbis n'existe pas pour n'importe 
quelies spWcaio11a. L'existence d'une telle solution optimaie est caractérisée par 
le coroiiaire suivant: 
Corollaire 2.1 Supposons que SCP admet une solution. Alors il admet une d u -  
tion optimale ssi supCW(E) € P ( A ) ,  auquel cm mpCU(E) serd l'unique solution 
optimale. 
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Pour garantir l'existence d'une solution optimale pour le problème, il faut se 
restreindre ii un classe peu intéressante de spécifications: 
Corollaire 2.2 Si E est w-fermé p.r. d S(G), alors sup CW(E) est awsi  w-fermé 
p.r. à S(G). 
Remarque 2.16 Le fait de cowiddrer une spécification E qui soit w-fermée par 
rapport ri S(G) limite l'intérét de I'utilisution des w-langages parce que de telles 
swifications sont complètement detetminée.9 par la contminte ddfinie sur pre(E). 
2.5.2 Synthése de superviseurs 
Nous présentons dans cette section une approche développée par J. G, Thistle 
et W. M. Wonharn dans P'Wsabl pour la synthèse d'un superviseur pour un SED G 
qui fait en sorte que le comportement en boucle fermée soit compris entre les deux 
langages de spécifications A et E. Le point de départ de cette procédure est la 
représentation par des automates finis du S$D G et des spécifications A et E,  on 
suppose donc que : 
G est représenté par un automate de Büchi, 
E est représenté par un automate de Rabin, et 
pre(A) est représenté par un automate hi sur mots finis (comme on va le voir 
plus tard, tout ce qui nous intérésse de A est l'ensemble de ses pr&es). 
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Avant d'essayer de résoudre le S C P  il faut v6rifier qu'il admet une solution. 
Ceci revient au calcul de in fP(A)  et de supCW(E) (d'aprés le théoreme 2.1) et 
d'après Ia proposition 2.4 ceci nécessite le calcul de preG(E). 
Nous allons supposer que L(G), S(G) et E sont représentés par la même structure 
de transition (c'est toujours possible de construire un tel automate "hybride") 
Danition 2.37 Un automate de Rabii-Büchi est un 6-tuple 
Où C est un alphabet fini, Q est un ensemble Jirii d'états, qo E Q est I'dtut ini t id,  
6 : Q x E -+ Q est une fondion de tmnsition (partielle), ((4, Ip) : p E P )  est une 
condition d'acceptation de Rabin, et R est une condition d'acceptation de Biichi. 
0 l'automate de Rabii (C, X, 6, XO, ( ( 4 ,  I') : p E P)) repdente E, 
0 l'automate de Büchi (C, X, 6, xo, R) reconnait S(G), 
l'automate sur mots finis (C, X, 6, zo, X) reconnait L(G). 
On considére le sous-ensemble d'états suivant: 
Ek # 0 est *-commandable p.r. il L(G,) 
et 
w-fermé p.r. à S(GJ 
où, pour tout x E X : Ez est le langage reconnu par (C, X, 6, x, {(I$,I,) : p E P)), 
L(Gz) est le langage reconnu par (Cl X, 6, x, X) et 
S(G,) est le langage reconnu par (C, X, 6, XO, R). 
Rewque 2.17 CA représente l'ensemble des états de A à partir desquels on 
est capable de contrôler l'automate A de façon à ce qu'il satisfasse sa condition 
d'acceptation de Rabin et qu'en m&me temps les mots infinis génMs satisfwsent la 
condition d'acceptation de Büchi. 
Dans pWMb1 les auteurs ont prouYe que pour tout k E pre(E): 
Ce qui veut dire que le probléme de calcul de prG(E) se ramène A celui du calcul de 
CA. 
Concernant maintenant le calcul de CA, il faut recourir B la technique du calcul de 
point kce. En effet, une démarche simitaire à ceiie de Lm94al permet de caractériser 
CA SOUS forme d'un point fixe d'un certain opérateur sur l'ensemble de états X 
(pour plus de détails se réferer m9']). 
2.5.2.2 Calcul de supCW(E) 
D'aprée la proposition 2.4 pour calculer sup Cu ( E )  il faut calculer sup CF (pre, (E)), 
puis calciller l'intersection de sa limite avec E. Pour le calcul de sup C F  (preG(E)), 
on peut utiliser la propasition suivante lwMbl: 
Proposition 2.5 Soit A = (C, X, 6, x*, ((4, Ip) : p E P) , R) l'automate de Rabin- 
Büchi qui représente L(G), S(G) et E. Alors l'automate sur mots f i i s  : 
m n n a f t  sup CF (preG(E)). ûù 
JA est dt$nie comme suit: 
b A :  C x X  + X 
S b ,  4 s i  x E CA et o E rA(z), 
( f l ? ~ )  - 
non définie sinon 
Avec rA est une fonction définie par: 
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Théorème 2.2 Soit A = (E, X, 6, XO, ((4' Ip) : p E P )  , R) l'automate de Rabin- 
BGchi qui représente L(G), S(G) et E .  Alors l'automate, déterministe, de Rabin 
suivant : 
reconnaft sup CW ( E )  
2.5.2.3 Test de solvabilitb du S C P  
Nous sommes capable ii ce stade de tester si l'inclusion: 
inf P (A) sup CW (E) 
est vraie ou non. 
Supposons maintenant qu'on dispose: 
0 d'un automate fini sur mots Gnis dinr = (C, X, 4x0, F) qui reconnaît pre(A) (id 
est toujours possible de construire un tel automate ii parti. d'un w-automate 
qui reconnaît A), 
d'un automate As = (C, X', 8, xb, R') (d4terministe) de Büchi qui reconnaît 
W? et 
0 d'un automate de Rabin déterministe A, = (C, X", P,S ,  ((4, Ip) : p E P))  
qui reconnaît sup Cw (E). 
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A partir de ces automates, il est p d b l e  de constniire un automate de Streett 
qui reconnait le langage inf P ( A )  \ sup CW(E): 
Une fois cet automate construit, il suffit de voir s'il reconnaît le langage vide 
pour vérifier la validité de l'inclusion. 
2.5.2.4 Synthése d'une solution 
Une fois qu'on s'est asmir6 de l'existence d'une solution, on peut utiliser la mhth- 
ode suivante, qui s'inspire de la démonstration du théorème 2.1 (voir mb!), pour 
le calcul de cette solution: 
0 étape 1 : A partir de l'automate on construit l'automate (C, Xn, B, 4, F") 
qui reconnaît pre (sup CW (E)). 
O étape 2 : On définit ensuite la fonction suivante: 
O étape 3 : On construit ensuite la fonction qi : X" + C qui vérifie la condition 
suivante : Pour tout k E pre (sup CW(E)), le superviseur 
est un superiseur complet non-bloquant pour (L(G)/k, S(G)/k) qui syn- 
thétise un sous-ensemble de E/k.  
a étape 4 : It est possible de prouver que le superviseur suivant : 
constitue une solution au S C P .  
2.6 Conclusion 
Dans ce chapitre, nous avons fait un survol d'une théorie qui slintérbse au com- 
portement infini des SEDS. Nous avons surtout présenté des éléments de solution 
qui permettent de résoudre un problème de supervision typique lorsqu'on étudie le 
comportement asymptotique d'un SÉID. Même si nous nous sommes restreints au 
cas oii le procédé ii contrdler est modélisé par un automate de Büchi, il faut sig- 
naler que des cas plus généraux ont été étudiés 1?*?1. Nous n'avons pas mentionné 
ces cas parce que, dans ce qui suit, nous allons considérer uniquement des procédés 
qui sont représentés par des automates de Büchi ayant des conditions d'acceptation 
dégénérées. Plus précisément une grande partie de notre travail consiste à étendre 
les limites du cadre formel que nous venons de voir pour englober le cas des SED 
partiellement observés. + 
CHAPITRE 3 
SUPERVISION DES S~%JUENCES INFINIES D ' ~ ~ ~ V E M E N T S  
G E ~ R E E s  PAR LES S ~ D S  PARITIELLEMENT O B S E R , S  
3.1 Introduction 
Dans ce chapitre nous allons nous intéresser à la commande des mots infinia 
dans le cas oh le superviseur est incapable d'observer tout ce que le procédk génére. 
Dans une telle situation, un masque d'observation est placé entre le superviseur 
et le procédé. Ce mécanisme d'observation reçoit, en entrée, ce que le procédé 
génère et fournit, en sortie, ce que le superviseur observe de ce qui a été généré. 
Le fonctionnement du système en boucle fermk est le suivant : le procédé évolue 
dans le temps en générant une séquence (infinie) d'événements; ii chaque instant 
le superviseur limite l'ensemble des actions que le systéme peut effectuer cette 
étape, en se basant sur ce qu'a observe du comportement passé du procéd4. On 
peut schématiser ceci avec la figure 3.1. 
Les W t a t s  qye nous allons donner dans ce chapitre, ainsi que dans le chapitre 
suivant, constituent une généralisation de ce qui a été fait conçernant la super- 
vision des séquences W e s  puisque nous allons généraha des résultats qui ne 
s'appliquaient qu'au cas des observations complètes à un cas d'observations par- 
tielles. Ces résultats constituent aussi une généralisation de ce qui a été déjB fait 
masque 1 dobsetvation 
Figure 3.1: Système en boucle fm4e dans un contexte d'observations partielles 
concernant la supervision du comportement fini des SBDS dans le sens oii nous al- 
Ions utiliser un mécanisme d'observation ayant une structure qui présente les deux 
particularités suivantes. 
D'abord on ne partitionne pas l'alphabet C des événements en deux sous-ensembles, 
événements observables et événements non observables. On débi t  plutôt un nouvel 
alphabet C, qui correspond il ce que le superviseur observe. Ce nouvel alphabet 
peut contenir des événements qui n'appartiennent pas à l'alphabet original, ils cor- 
respondent ii des dvénements réels qui sont partiellement observables; c.-A.4. que 
le superviseur peut détecter l'occurrence de ces &vénements, mais il est incapable de 
les observer compl&ement. Le fait d'avoir enrichi l'alphabet des événements réels 
avec ces symboles "artificielsff permet aussi de modéliser le cas oiî deux symboles 
donnent lieu à une même observation. D'autre part nous doterons œ mécanisme 
d'observation d'une "mémoiref' qui fera en sorte que l'observabilité d'un événement 
dépendra de ce qui a été généré auparavant. 
Comme on peut le deviner' étant donné un SBD G on ne peut pas construire pour 
n'importe quel w-langage K un superviseur à observations partielles pour G tel que 
le w-langage synthétisé en boucle fermée soit égal B K. Pour caractériser l'ensemble 
des w-langages qui correspondent à un langage généré en boucle fermée, nous allons 
généraliser des notions tels que la commandabilité et la nomalite pour le cas des 
w-langages. 
La supervision sous observations partielles présente des similarités avec la super- 
vision hiérarchique dans le sens où le mécanisme d'obervation peut Btre considéré 
comme un opérateur qui nous fait passer d'un modèle d'implêmentation (le système 
réel) A un modèle abstrait (le système tel que observé par le supeMseur), c'est pour 
cette raison que tout au long de ce mémoire nous allons parler de moddie de "haut 
niveau" et de modéle de l'bas-niveaun. 
Nous commençons à la section 3.2 par présenter le mécanisme d'observation. Nous 
donnons aussi dans cette section la d&tion d'un superviseur sous observations 
partielies et nous caractérisons les comportements fini et infini génêds en boude 
fermée. La section 3.3 est dédiée B une généralisation aux w-langages de quelques 
propriktés fondamentales. Dans l'avantdernière section nous posons le problème 
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de synthb de supervimm pou. le comportement infini des SEDS partiellement 
abseda et nous donnons un résultat qui caractérise l'existence d'une solution au 
problème. Nous clBturons le chapitre avec une conclusion daas laquelte nous ex- 
pliquons briévement notre approche de résolution. 
3.2 S ~ D S  partiellement observés 
Comme d'habitude on désigne l'alphabet des événements par Z, et on suppose 
qu'on définit sur C une famille non vide d'entrées de commande C Ç 2' qui vérifie 
les deux conditions suivantes : 
O C est fermée par rapport B la réunion: 
3.2.1 Masque d'observation 
Dans des cas réels, il amve que le procédé génère un événement que le superviseur 
ne peut pas observer. Il arrive aussi que deux événements diflérents donnent Iieu à 
une même observation. On modélise une teiie situation en introduisant un nouvel 
alphabet C, qui correspond aux événements que Ie superviseur peut observer et 
en définissant un masque d'observation A travers lequel le supefviseur observe le 
procéd&. 
Définition 3.1 Soit G un SED défini sur l'afphabt E, et soit Co l'alphabet des ob- 
servations. Un masque d'observation pour G est une fonction M ayant /a structure 
avec 
7 E C, est l'observation de l'événement Un lorsque celui-ci est généré à 
la suite de la séquence UiU2...Qn-i. 
Si 7 = un, on dit que Un est complétement observable oprés le mot 
Sinon (7 # un) on dit que Un est partiellement observable après la génémtion de 
uia2...an-l. 
Lorsque c'est fa dernière clause qui s'applique, on dit que an est inobservable aprés 
le mot oio2 ... u,,~. 
Notons que le masque d'observation tel que défini est un mécanisme A mémoire 
dans le sens où l'observation d'un événement dépend de ce qui a ét6 généré dans le 
passé- 
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Remarque 3.1 On étend M en une fonction sur l'ensemble des sous-langages de 
L(G) de la façon suivante : 
On étend awsi M en une fonction sur l'ensemble des w-languages qui sont inclus 
dans S(G) comme suit: 
Notation 3.1 Si K est un singleton {s), on écrit M(a) .  
Notre mécanisme d'observation, tel que d&, présente deux propri4tés int4rés- 
santes B avoir le fait qu'il commute avec le pr&e ainsi qu'avec la limite des lan- 
Pages : 
Proposition 3.1 Soit G un SÉD dcsfni sur l'alphabet C et M son masque d'obemtion. 
Alors on a pour tout K E L(G), M(pre(K)) = pre(M(K)). 
Dbmonstration: Soit k E M(pre(K)). Alors il eziste k' E pre(K) tel que 
M(kl) = k. 
k' E pre(K) =+ 3rd E C' tel que k'm' f K 
+ M(Kml) E M(K)  
* M ( k t ) m ~  M ( K )  
+ km E M ( K )  
+ k E pre(M(K)) 
= Mlpre(K)) C P ~ W K ) )  
D'autre part, soit 1 E pre(M(K)), alors on a 
Propcwition 3.2 Soit G un SED défini sur 1 'alphabet C et M son maaque d 'O bervation. 
Alors on a, pour tout K C L(G), l im(M(K)) = M(lim(K)). 
Démonstration: Commençons par prouver que M (Iim(K)) 5 lim ( M ( K ) )  .
En efet now avons : 
Pour montrer l'autre inclusion, soit s E lim (M(K)) .  Alors on a pre(s) Ç M(K).  
Par conséipent il &te K1 C K,  non vide, tel que M(K1) = pre(s). 
Soit t E lim(K1) C lim(K) (un tel mot enste purce que lim(K1) # 0 d'aprés le 
lemme de K6nig). Alors, on a : 
M(t) = lim ( M  (pre(t))) 
E lim(M(K1)) 
E lim (pre(s)) 
E clo(s) 
= (3) 
Par coméquent, M(t )  = s ==+ s E M (lim(K)). 
Le masque M est représenté par un automate (fini) de Moore: 
AM = (Cl X M ~  X O , ~  4 
où C est l'alphabet de transition, 
XM est l'ensemble des états, 
6~ : C x XM + XM est la fonction de transition, 
xoM est l'état initial, 
C, est l'alphabet de sortie et 
X : XM + Co la fonction de &ie. 
L'automate AM représente le masque M comme suit : 
où xi = JM (cl, xoM) et xi = SM (ci, X+I) pour 2 5 i 5 n. 
Donc, pour dkterminer l'obsemtion d'un mot fini m, il suffit de trouver le chemin 
dans l'automate AM qui respecte la structure du mot rn et de concaténer les symboles 
de sortie associés aux états de ce chemin. 
Remarque 3.2 Puisque le muaque d'obaeruation qu'on considére est un masque 
O mémoire, il faut que l'automate & Moore qui le représente vérifie la condition 
suivante 
68 
3.2.2 Supervision sous observations partielles 
Pour tenir compte du fait qu'on se place dans un contexte d'observations incom- 
plétes, nous allons modifier la définition de superviseur du chapitre précédent: 
Définition 3.2 Soit G un S ~ D  partiellement observé défini aur l'alphabet C, pour 
lequel est associé un masque d'observation M .  Soit C une famille d'entdes de 
commande dtffinie sur l'alphabet C, Un superviseur sous observations partielles pour 
(G, M) eat une fonction partielle V : C: -+ C. 
Le syst&me en boucle fmée obtenu suite à l'action de V sur G, noté V/G, est 
donné pur : 
(i) L (V/G), le language synth4tisé par V, est défini &curaivement comme 
suit : 
(ià) S (V/G) ,  le w-laquage synth6tisé par V, est donné par 
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Détinition 3.3 Soit G un SED partiellement obsemc? ddfini sur lJdphabet E auquel 
est aasocié un masque M. On dit qu'un superviseur V pour G est complet si 
On dit que V est non-bloquant si V/G est non bloquant. 
3.3 Propri&& des w-langages 
Dans cette section nous dons  donner des propriétés de w-langages qui vont per- 
mettre de caractériser la classe des w-langages qui correspondent à un comportement 
en boucle f m é e  dans un contexte d'observations partielles. 
La premiére notion que nous dons  généraliser est celle de normalité : 
Dé0nition 3.4 hant donné un Sa G pour lequel est défini un masque d'obsennrf ion 
M,  on dit qu'un w-langage K C S(G) est normal par rrrpport à M, si pre(K) vérifie: 
Débit ion 3.5 Soit G un S&D défini sur l'alphabet C partiellement obserue' i 
trauers le masque M et soit C une famille d'entrees de commande crssocide à G. 
On dit qu'un w-langage K C S(G) est commandable par retour de sortie par mp- 
port à (G, M) si : 
Intuitivement, pour qu'un dangage soit gênéré en boucle Fermée sous la supervi- 
sion d'un superviseur A observations partielles il faut, qu'il chaque étape, l'entrée de 
commande que le superviseur génère en se basant sur l'observation d'une séquence 
finie k soit compatible avec toute autre séquence qui donne lieu A la m h e  obser- 
vation; cette propriete n'est autre que la commandabilité par retour de sortie qui 
généralise B la fois la notion de commandabilité ainsi que celle d ' o b b i l i t é  du 
chapitre 1. 
3.4 Probkme de synthbe de superviseurs sous observations partieues 
Dans un contexte d'observations partielles, on s'intéresse A la résolution du prob- 
léme suivant : 
Probleme 3.1 &nt donné un Sm G défini sur l'alphabet C (qui modélise le 
procédé ù contrôler) et un w-langage E C CW tel que E C S(G) (qui représente 
la spécifieution sur le w-langage gén6ré en boucle fermg, conshiire un superviseur 
sous observations partielles V complet et non-bloquant tel que : 
Remarque 3.3 Notons encore une fois qu'on ne s'intéresse pos à la solution opti- 
male, car cette solution n'existe pos pour n'importe quel système et n'importe quelle 
spécification. 
3.4.3 Existence d'une solution 
fitant donné un w-langage K C S(G), il n'est pas certain que K peut corres- 
pondre B un fonctionnement en boucle fermée. Pour pouvoir décider de l'existence 
d'un supervieur sous observations partielles qui fait en sorte que les séquences infinies 
générées sous la supervision de V soit exactement celles contenues dans K, on utilise 
le résultat suivant: 
Proposition 3.3 Pour tout K C S(G), il existe un superviseur sous observations 
partielles complet et non-bloquant pour G pi synthétise K si et seulement si K est 
commandable par retour de sortie par rapport à (G, M )  et u-fermé par mpport ù 
S(G). 
Soit V:CO -+ C un superviseur complet et non-bloquant pour G tel que 
S (V/G) = K 
Montrons d'abord que K est w-fermé par rapport à S(G): 
clo(K) n S(G) = iim (pre(K)) n S(G) 
= iim (pre (S (VIG))) n S(G) 
= lim (L (V/G)) fl S(G) (V est non-bloquant) 
= S(V/G) 
= K 
Montrons maintenant que K est commandable par retour de sortie pur 
rapport à (G, M ) :  
Soit m E pre(K) = L (V/G), comme V est complet, V(M(m)) eziste- 
Posons Ti = V(M(m)) et montrons que Vrnl E M-l (M(m)) n pre(K), 
on a: 
ri n EL (G) (ml) = &dmt) 
Soit m1 E M-' (M(m)) n pre(K) et soit a E ri tel que d a  E L(G). 
Alors on a: 
m' E pre(K) et a E ri et m'a E L(G) 
ml E L (V/G) et M(ml) E dom(V) et a E V (M(m)) d mlg E L(G). 
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(Puisque M(mt) = M(m), ce qua implique V (M(mt)) = V (M(m))) 
=+ m'a E L (V/G) = pre(K) 
* ri n C L ( G ) ( ~ ' )  C C K ( ~ ' )  
Montrons l'autre inclwion: soit a E CK (nat) alors on a 
m'a E pre(K) + m'a E L (V/G) 
+ mt E L (V/G) et M (mt) E dom(V) 
et a E V (M(mt))  = ri et m'a E L(G) 
* a E ri n (m') 
* X K ( ~ ' )  C ri n E C ( G ) ( ~ ' )  
+ ri n C ~ ( ~ ) ( m ' )  = C K ( ~ )  
=+ K est wmmandable par retour de sortie par rapport 8 (G, M). 
*: 
K est wmmandable par retour de sortie par mpport à (G, M )  =+ Vm E 
pre(K), 3rj E C : Vmt E M-' (M(m)),  on a 
On définit ia fonction q5 : M (pre(K)) -+ C tek pue Vm € ppre(K) et 
et on conaidire le supe*eur suivant 
si k E M (pre(K)) 
non défini sinon 
notre but est de montrer que L (V/G) = pre(K), ce qui revient à montrer 
que Vl E Z8: 
1 E L (V/G) @ 1 E pre(K) 
Par dcurrence sur la longueur du mot 1: Pour 1 = lE I'@uivalence est 
vétifiéee. 
Supposons qu'elle est vraie pour tout mot 1 de longueur 5 n - 1 et mon- 
trons que ça reste mi pour tout mot 1 de longueur n: 
1 = ka  E L (V/G) 
=, k E L (V/G) et kg E L(G) et M(k)  E dom(V) et a E V ( M ( k ) )  
=+ k E pre(K) et kc f L(G) et a E 4 (M(k) )  (d'aprés l'hypothèse de 
&umce.)  
* a E CL(G) (k) n # ( W l  
* a E E p ( ~ ) ( k )  
=$ ka E pre(K) (d'aprés la commandabilite' pur retour de sortie.) 
Montrons 1 'autre implication : 
I = Ica E pre(K) =+ k E pre(K) et a f &(k) 
k E pre(K) + 3rj : VV E M-l (M(k) )  fi pre(K) on a 
a E E K ( ~ )  *u E ri et a EEL(G)(~) 
On a donc k E L(V/G) et ka E L(G) et M [ k )  E dom(V) et a E 
v (M(k)). 
Ceci implique I E L (VIG). 
D'autre part on a 
s ( v p )  = ~ini (L ( v p ) )  n S(G) 
= lim (pre (K)) n S(G) 
= do(K) n S (G) 
= K. 
Montrons que V est complet: 
M (L (VIG)) = M (pre(K)) = dom(V). 
Montrons que V est non-bloquant: 
L (V/G) = pre(K) = pre (S (VIG)) . 
3.5 Conclusion 
Dans ce chapitre nous nous sommes placés dans un contexte d'observations par- 
tielles et nom avons redéfhi la notion de superviseur pour tenir compte du manque 
dkformation qui se produit dans un tel contexte. Dans le prochain chapitre nous 
allons introduire une nouvelle classe de SBD appelée SED contr6lés dont la super- 
vision est équivalente B c d e  des §&. L'intérêt de cette opération est de ramener 
notre problème initial B un prublhe plus façiie 8 résoudre. 
CHAPITRE 4 
SUPERVISION DES S ~ D S  CONTROLES 
4.1 Introduction 
Dans le chapitre précédent nous avons introduit le problhe qu'on se propose de 
résoudre, B savoir la synthése d'un superviseur sous observations partielles pour un 
SED G tel que le w-langage gênW en boucle fermée soit contenu dans un u-langage 
de spécification. Notre approche de &solution consiste essentiellement en une série 
d'abstractions pour ramener le probléme initial A un probléme pour lequel des outils 
de résolution existent. Dans ce chapitre nous d o n s  décrire une première étape dans 
le processus de résolution qui consiste B ramener le probléme de supervision d'un 
S ~ D  G partiellement observ4 iî celui de la supervision d'un nouveau SED défini B 
partir de G et que nous appellerons SED contdé  associé B G. En effet, comme 
nous nous plaçons dans un contexte d'observations partielles, nous cherchons B ex- 
ploiter toute information que le superviseur est capable de dé.tecter. En particulier, 
nous supposons qu'il tout instant le superviseur est capable de mémoriser toutes les 
entrées de commande qu'il a générées jusque I ~ L  C'est pour avoir un mécanisme 
de supervision capable de mémoriser une telie information que nous allons enrichir 
l'alphabet des événements avec les entrées de commande qui ont 4té appliquh. On 
obtient alors le S&D contdlé Gc qui a la méme dynamique que G mais qui est défini 
sur l'alphabet enrichi. Nous allons d'abord associer à Gc un masque d'observation 
Mc qui sera l'équivalent de M pour G. Néanmoins pour simplifier les constructions 
que nous allons donner dans le chapitre suivant nous allons modifier la structure de 
Mc pour obtenir un nouveau masqne Mc. Nous allons montrer dans un premier 
temps que la supervision de (G, M) est équivalente B celle de (Gel Mc)' dans le sens 
oiî si on est capable de trouver un superviseur pour une paire, on est capable d'en 
trouver un pour l'autre paire. 
Dans la section 4.2 nous décrivons la structure d'un SED contr61é et le mécanisme 
d'observation Mc qui lui est associb. Nous allons valider le passage de (G, M) B 
(Gc, Mc) en montrant qu'à partir d'un superviseur pour (G, M) il est toujours pog 
sible de trouver un superviseur p u r  (Gc, Mc) qui génére le même langage en boucle 
fermé (A une projection près) et vice-versa. A la section 4.3 nous introduisons le 
nouveau masque Mc et noua validons le passage de (Gc, Mc) B (Gc, Mc) de la 
même façon que dans la section 4.2. 
4.2 Les SgDs contr814s 
4.2.1 SEDS contrbl& partiellement obseds 
Comme d'habitude C dénote l'alphabet des événements, et C C 2C une f w e  
non vide d'entrées de commande d&e sur E. 
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Dêfinition 4.1 Soit G un gt?nt!mtew représentt! par un automate de Büchi 
G = (C, X, J,zo, T) . 
Le SED contrôlé associé (i G est défini par : 
où 
Jc :(C x C) x X + X est définie corne  suit: 
Remarque 4.1 A ce nouvel alphabet C x C ,  on associe h famille suivante d'entnh 
de commande : 
Cc = {I'ciJ 5 i 5 n} 
et ri E C (on dit que ïci est d&e a partir de ri). 
Remarque 4.2 Comme now alhw le montrier plus tad, concevoir un superviseur 
V pour G fevtfevtent à synthétiser un superviseur Vc pour Gc. C'est pour cette mison 
80 
qu'une dtape importante vers la nhoiution du problème de synthèse de superuiseur 
sow ob~eroationri prtielfes pur un s~?D G sem de construire le S&D wntr8lé Gc 
qui lui est asaocié et de calculer un aupmheur sow observations partielles pour Gc. 
Comme on va chercher A superviser le sPD contrblé Gc, on lui associe aussi un 
mécanisme d'observation, l'alphabet des observations Btant Ca x C. 
Danition 4.2 Soit G un S ~ D  défini sur l 'alphabet C pour lequel est associé 1 'alphabet 
des obaenntions C, et soit Gc le SB mnhdld anrocik à G. Un masque d'observation 
pour Gc est une application définie comme suit: 
ûd a E Co e& le dernier symbole de M ( C T ~ O ~ . . . ~ ~ )  si un est observable aprés 
la ginérufion de CL ... a,-l. La derniére clause s'applique lorsqu'on est incapable 
de détecter f'occurence de 1 ' ~ ~ e m e n t  (a,,, r,) (on dit que (on, ï,) est inobservable 
aprés la génh t ion  de la st!guence (CL, rt) ...( ~ n - r ,  rn-1))- 
Remaique 4.3 On étend Mc à t'ensemble des sow-langages de C(Gc) et ri 1 'ensemble 
des w-langages inclus dans S(Gc) de le meme fitçon qu'on l'a fait pour M au chapitre 
prèeedent. 
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Remarque 4.4 Mc présente les memes propriétés que M, à savoir il commute avec 
le pre'jîxe ainsi qu'avec la limite des langages. 
Le masque Mc est aussi représenté par un automate de Moore: 
oii C x C est l'alphabet de transition, 
X M  est l'ensemble des états, 
cfM : (C x C )  x XM + XM est la fonction de transition, 
xoM est l'état initial, 
Co est l'alphabet de sortie et 
A : XM + Co la fonction de sortie. 
L'automate AM reprbente le masque Mc comme suit : 
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4.2.2 Lien entre la supervision de (Gc, Mc) et celle de (G, M) 
La supervison de (Gc, Mc) est équivalente A celle de (G, M) dans le sens que 
si on dispose d'un superviseur pour l'une des paires on est capable d'en trouver un 
pour l'autre. 
Dans un premier temps nous dons supposer que nous disposons d'un superviseur Vc 
pour (Gc, Mc) et nous allons montrer comment on peut en dauire un superviseur V 
pour (G, M) qui produit le même u-langage gbnér4 en boucle fermée S une projection 
près. 
Déhition 4.3 Soit Cc = {(O, r) E E x C : a E F), alors la fonction suivante 
est une projection de l'alphabet Cc sur l'alphabet C. 
Remarque 4.5 OR &end P aux hngitges comme suit : VL Ç;, 
Notation 4.1 On note P-L(m) = { k  E C$ : P(k) = mm). 
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Remarque 4.6 On dtend aussi P am w-langages comme suit : VK C CE, 
P(K) = iim (P (pre(K))) ï î  S(G) 
Proposition 4.1 Soit G un SÉD défini sur l'alphabet C et Ge le SÉD contr81é qui 
lui est associé. Soit P la prujection défiie aupamvant. Alors on a: 
DAmonstration: Le rdsultat est &*dent d'aprés la définition de Gc 
Notation 4.2 Pour tout Tc, E Cc, si Cc, est définie B partir de lJentrGe de mm- 
mande ri, alors on écrit 
P(i?cJ = ri 
Définition 4.4 Soit G un SÉD défini sur l'alphabet E et V ,  un superviseur pour le 
SBD conMid associd à G. On définit l'application suivante : 
Mv, : L(G) + (& x C)' 
I AIVC (k)(u,, ï) s i  a E r e t  O est observable k" M&) s i  a E r e t  a est inobservable non définie s i  a 4 r 
a, est le dernier symbole de M ( k a )  a i  a est obseruable 
r = P (Vc (MvJk))). 
Mk est appelée ltobsemtion contr61ée & k.  
Lemme 4.1 Sait k f L(V/G) et k' E L(Vc/Gc) td que P(lc') = k.  Alors on a 
M m  =M~ (k ) .  
Démonstration: 
Montnonri le résultat par récurrence sur la longueur du mot k ( i e .  sur 
la longueur du mot P). 
Pour k = lZ le résultat est mi, en effet 
et on a 1% = P- ' (1~) .  
Supposons la propRt!tt? m i e  pour tout mot de longueur 5 n - 1 et mon- 
trons qu'elle reste vraie pour tout mot de longueur n: 
Supposons que k et kt s9écrivent sow la forme k = lu et kt = l'(a, I',). 
Alors dew cos se présentent: 
Cas 1 : 0 est inobamable apdr 1 
Dam ce cas on a Mv,(k) = Mv,(l). D'aut~e part on a nécessairement 
Mc (kt) = Mc(lt ) . 
Et d'apds l'hypothèse de rBcumnce on a Mvc (1)  = Mc(ll). 
* Mv, ( k )  = &(O 
Cas 2 : a est obaerrrable aprés l 
MvC(k) = Mvc (la) = Mvc(l) (O,, ri) avec uo est l'observation de a et 
ri = P(rci)  = P(Vc(Mvc ( 1 ) ) ) -  
D'autwprt k' = lt(o, ri) auecll E P-l(l) etri  = P(rc j )  = P(Vc(Mc(ll))). 
D'après l'hypothèse de récurrence, on a Mv,(l) = Mc(ll) 
* Mc(kl) = M ~ ( r ) ( c a , r ~ )  = Mvt(l)(umrj) = l W + ( l ) ( ~ r i )  = 
Mvc ( k )  - 
Puisque ï', = P (rcj) = P (Vc(Mc(ll))) = P (Vc (Mv,(l))) = ri- 
Proposition 4.2 Soit G un SED défini sur l'alphabet !Cf p u r  lequel on aasocie 
un  masque d'obmmtion M, et Vc un superviseur pour (Ge, Mc) complet et non- 
bloquant, où Gc est le S#D contrôlé associé d G et Mc son masque d'obseniation 
(ddjini h partir de M ) .  Soit Mv, le masque d'observation introduit dana la définition 
précédente. Alors la jonction suivante 
définit un superviseur complet et non-bloquant pour (G, M) tel que : 
L(V /G)  = P (L (Vc lGc) )  
Dérnonstr at ion: 
Commençons pur monter que V est bien définie : 
Soi! ml,- E dom(V) telles que ml = mz, montrons que V(ml) = 
V(ma): 
avec M(kJ = M(k2)  = ml = ma (qu'on designe par m). 
POUT montrer le résultat, now allons montrer, par récurrence sur fa 
longueur du mot m, que Mvc (kl) = Mvc(b). 
Pour na = Tc, on a : 
Mvc(k1) = lc,xc 
II est clair donc que 
Supposons que la pmpriété soit umie pour tout rn de longueur 5 n - 1, 
et montrons qu'elle m t e  m i e  pour tout mot rn = al ...a, de longueur n: 
si on suppose que kL et ka s'écriuent come suit : 
al...%. Alors d'aprèa I'hypothbe de &umnce on a Vc (Mvc(k{)) = 
Soit m E L(V/G), montmris qu'il aziste m' E L(Vc/Gc) tel que P(mJ) = 
m. 
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Raisonnement par récurrence sur fa longueur du mot m. 
Pour le mot vide la pmpri6dd est m i e ;  supposons qu'elle soit vraie pour 
tout mot de longueur n - 1 et montrons qu'elle reste m i e  pour tout mot 
de longueur n: 
D'abord k E L(V/G) * 3k' E L(Vc/Gc) tel que P(k') = k (draprés 
1 'ypothèse de récurrence). 
D'autre part, M(k)  E dom(V) + Mvc (M-l  ( M ( k ) ) )  E dom(&). Puisque 
k E M'l (M(k) ) ,  on a alors Mv, ( k )  E dom(&). 
D'aprés le lemme, on a Mc(W) = Mvc(k), ce qui implique Mc(kt) E 
dom(Vc) . 
Soit ri = V ( M ( k ) ) ,  montrons que (u, ri) E Vc (Mc(kt)): 
* vc (Mc(lc')) = rG 
reste finalement à montrer que #(a, Ci) E L(Gc): 
On a k u  E L(G) * P1(k .o )  2 L(Gc). 
+ kt(ul ri) e P-l(ka) 
* k t ( q  ri) E &(Ge) 
On a donc m' = A@, ri) E L(VC/Gc) et P (ml) = m. 
Montrons l'autre inclusion : soit na un mot de L(Vc/Gc), montrons que 
P(m) E L(V/G). 
Par h m c e  sur la longueur du mot rn: 
Pour m = lx, le résuitab ed ud, puisque P(lc,) = lc E L(V/G). 
Supposow que le n5sultat soit vrBi pour fout mot de longueur 5 n - 1 et 
montrons 
qu'il reste mi pour tout mot de longueur n: 
m = k(u, ri) i) L(Vc/Gc) # k E L(Vc/Gc) et Mc (k) E dom(Vc) et 
(a, ri) f VC (MC (k)) et k(a, ri) E L(Gc) 
D'aboni k E L(VdGc) =+ k' = P(k)  E L(V/G) (d'apds I'hypothése de 
recurmce). 
D'autre port, Mc(k) E dom(Vc) + M (P(k))  E dom(V). En eaet, 
'di E MeL (M(P(k)) ) ,  on a M&') = Mv, (1) .  
Et on cr d6j6 prou& que &(k) = M d k t )  = Mv, ( l )  . 
=+ Mye (JEI) E dom(%) 
+ MV, (M-L (M(kP)) )  E dom&) 
e M ( P )  E dom(V). 
D'autre port encore, 
ce qui implique que o E ri, puisque (o, ri) E ro. 
Finalement on a, 
Montrons maintenant que S(V/G) = P (S(Vc/Gc)): 
S(V/G) = lim (L(V/G)) n S(G) 
= lim ( P  (L(Vc/Gc))) n S(G) 
= iim (P (pre (S(Vc/Gc)))) n S(G) (Vc est non-bloquant) 
= p (S(Vc/Gc)) 
Montrons que V est non-bloquant: 
Montrons maintenant que L(V/G) E pre (S(V/G)). 
Soit m E L(V/G), puXsque L(V/G) = P (L (Vc/Gc)), il eziste m' E 
L (Vc/Gc) tel que P (m') = m. 
na1 E L (Vc/Gc) = pre (S (Vc/Gc)) + 3s' E (C x C)W tel que d s l  E S (VC / GC) 
* P (rn's') E P ( S  (Vc/Gc)) = S(V/G) 
=+ P (ml) sE S(V/G) 
* ms E S(V/G) 
=+ rn E pre (S(V/G)) 
Montrons que V est complet: 
Soit m E M (L(V/G)), montrons que m E dom(V): 
m E M (L(V/G)) * 3m1 E L(V/G) tel que M(mt) = rn 
m' E L(V/G) * 3rd' E L(Vc/Gc) tel que P (ml') = na' 
m" E L(Vc /Gc) * Mc (m") E dorn(Vc) (Vc est complet) 
=+ Mvc (ml) E dom(Vc), puisque Mc (ml') = Mvc (m') 
=$ V k  E M- ' (m), on a Mvc (k) E dom(&), puisque Mvc (k )  = Mvc (ml) 
=+ m E dom(V). 
Remarque 4.7 Si on dispose d'un système tel que celui de la figure 4.1, dors on 
dé'finit le masque Mvc dont la structure est illustrée à la figure 4.2. On obtient 
finalement le système en boucle fennéë de la figure 4.3. 
Nous dons maintenant montrer qu'A partir d'un superviseur V pour (G, M ) ,  il 
est possible de construire un supeMaeur Vc pour (Gc, Mc) qui fait en sorte que le 
w-langage généré sous sa supervision suit équivalent & celui généré sous la supervi- 
sion de V .  
Figure 4.1: Système en boucle fennék Vc/Gc 
Figure 4.8: Système en boucle fennée V/G 
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Proposition 4.3 Soit V : EE + C un superviseur complet et non-bloquant pour 
(G, M). On ddfinit la jonction suivante: 
v, : (Co x C)' + Cc 
si rs &te 
m 
non d@ni sinon 
avec ra est 19ent& de commande ddfie à partir de ri = V (M (P ( ~ ~ ' ( r n ) ) ) )  . 
On a alors VC est un supervietir complet et non-bloquant pour (Gc, Mc) tel que 
Démonstration: 
Commençons par montrer que Vc est bien défini. 
Soient ml,  rnz  E (Co x C). telles pue m i  = mz = (cl, ri)...(&, rn) = m, 
montrons que &(mi) = Vc(mz). 
Soit kl E McL(mi)  et 4 E ~ ; l ( m ~ ) ,  montrons par récurrence sur la 
longueur du mot m que M (P(kL)) = M (P(k2)). 
Pour m = lcOxc, k propriété est m i e .  En end, si on suppose que 
kl et k2 s'écniient sow h forme kl = ( u ~ , ~ ~ ) . . . ( u ~ ~ , ~ ~ , ) ,  et = 
Puisque Mc(kl) = M ~ ( k 2 )  = l~o,c, on a M ( P ( k l ) )  = l ~ ,  et M(P(k2))  = 
Supposons que le résultat soit vrai pour tow les mots de longueur 5 n - 1 
et montrons qu'il reste vrai pour tous les mots de longueur n: 
Supposons que m s '&rit sow lu forme m = (a  ï' L )  ... (a,, , rn) . Supposons 
D'aprés l'hypothèse de récurrence, on a M(P(k i ) )  = M ( P ( k i ) ) .  D'autre 
Montrons maintenant que P ( L  (Vc/Gc)) = L(V/G) .  
Nous allons montrer dans un premier temps que P ( L  (Vc/Gc)) C L(V/G). 
Soit m E L (Vc / Gc), montmns par récumnce sur la longueur I du mot 
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m que P(m) E L(V/G). 
Pour l = O ,  le rd&uftat est mi. En efet, on a P ( lx ,)  = lc E L(V/G). 
Supposons que le rrbltlrt soit mi pour tout mot de longueur <_ n - 1 et 
montrons que ça reste awsi mi pour tout mot de longueur n: 
D'abord k E L (Vc/Gc) P(k) = k' E L(V/G) (d'aprés l'hypothése 
de récurrence). 
D'autre part 
Mc(k) E dom (VC) * M ( P  (MC'  MC(^)))) E dom(V) 
* M (P(k)) E dom(V) 
* M(kl) E dom(V) 
D'autre part encore 
Finalement, on a k(a, ri) E L (Gc) + k'u E L(G). 
Montrons l 'autre inclusion: 
Soit m E L('V/G), rnontmns pur récurrence sur la longueur du mot que 
E P (L (Vc/Gc)). 
Pour m = lx, le résultat est vrai, pubque m = P ( I c a )  E P ( L  (Vc/Gc)). 
Supposons que le résultat soit mi pour tout mot de longueur 5 n - 1 et 
montrons que ça reste aussi vrai pour tout mot de longueur n: 
m = ku E L(V/G) # k E L (V/G) et M ( k )  E dom (V) et 
u E V(M(k))  et ku E L(G) 
D'abord, d'après l'hypothise de récurrence on u k E L(V/G) + 3k' E 
L (Vc/Gc) telle que P (kt)  = k. 
D'autre part 
M(k)  E dom (V) M (P(kt)) f dom(V) 
M (P  (M;~ ( ~ ~ ( k l ) ) ) )  E dom(V) 
+ Mc (A?) E dom(&) 
D'autre part encore a E ri = V (M(k))  + ((a, ri) E I'c, = Vc (Mc (kt)).  
Finalement on a ka E L(G) et P ( K ( q  ri)) = ka * t'(a, Ili) E L (Gc). 
Montrons maintenant que S(V/G) = P ( S  (Vc/Gc)):  
Montrons l'autre inclusion : 
Soit s E S(V/G),  alors on a pre(s) E L(V/G). 
Posons K = { k  E L(Vc/Gc) : P(k)  E pre(s)). Alors on a, lim(K) # 
0 (d'prés le lemme de K6nig). Soit s' E lim(K), alors on a s' E 
hl (L(Vc/Gc))  et 
Montrons que Vc est complet, c.-4.-d. montrons que Mc (L (&/cc)) Ç 
dom (Vc) : 
Soit k E Mc (L (Vc/Gc)), montrons que k E dom (Vc). 
k E Mc (L (Vc/Gc)) * 3k' E L (&/cc) : Mc (kt) = k 
k' E L (VclGc) + P (k') € L(V/G) 
=S M (P(kt)) E dom(V) (V est complet) 
+ M (P (M$ (Mc (kt)))) E dom(V) 
+ M (P (MC' (k))) E dom(V) 
+ k E dom(Vc) . 
Montrons findernent que Vc est non-bloquant, c.-à.-d. montrons que 
L (VclGc) = Pre IS (Vc/GcN - 
n est éutdent que pre (S (Vc /Gc)) Ç L (Vc/Gc), il now reste à monbrer 
l'autre inclusion. 
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Soit m E L (VclGc), on o alors ml = P(m) E L(V/G) = pre (S(V/G)) 
(V est non-bloquant) 
+ 3s' = U L U ~  ...E CW tel que m'd f S(V/G) = P (S (Vc/Gc)). 
* m s  E S (V'/Gc), avec s = (aL, rL) (a2, ra)  ... et rL = V (M (ml)), 
4.3 Modbiisation des événements non observables 
Pour superviser le SÉD contrUlé Gc nous allons introduire un nouveau SÉD Go 
que nous appellerons SED o b e d ,  qui correspondera à ce qu'on observe de la dy- 
namique de Gc, et nous allons montrer qu'il est toujours possible de déàuire un 
superviseur pour Ge B parti. d'un superviseur pour Go. L'avantage de cette opéra- 
tion est qu'on dispose des outils qui nous permettent de synth4tiser un superviseur 
pour Go. 
Pour simplifier la structure de l'automate qui représente Go, il s'est avQé utile de 
modifier la structure du mécanisme d ' o h t i o n  de Ge. Dans cette section nous 
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allons introduire ce nouveau masque qui présente la particularité que, même si un 
superviseur pour Gc est incapable de détecter l'occurrence d'un événement, il est 
quand meme capable de mémoriser l'entrée de commande qu'il a appliquée et qui 
a permis l'occurrence de cet événement, ceci fera donc partie de l'information sur 
laquelle le superviseur se base pour choisir la prochaine entrée de commande. 
Dénuition 4.5 Soit G un S#D défini sur 1 'alphabet C pour lequel est associe' 1 'alphabet 
des obseruations Co et soit Gc le S ~ D  contrôld associé à G. On définit le masque 
d 'observation suiuant: 
Où a E Co est le dernier symbole de M (u1u2...un) si on est observable suite à la 
ghération de ulq+..un,~. La dernièe clause s'applique lorsqu'on n'est pas capable 
de détecter I'occurrence de l'événement (on, în )  (on dit que (un, în)  est inobservable 
après la génération de la séquence (uL, I'1)..-(un-~, rn-l)). 
Déiinition 4.6 Soit G un SÉD, Gc le SÉD contdlé associé à G et Mc le masque 
d'obseruation défini plus haut. Un superviseur sous observations partielles pour 
Gc, Mc est une fonction partielle ( - 1  
qui vérifie lu condition 
(elle eqrime le fait que le supetviseur ne peut changer d'entrée de commande que 
suite à la génémtion d'événements obseruables). 
Le système en boucle fermée Vc/Gc est ddjni de façon analogue à V/G dans le 
chapitre pdcdüent. 
Notation 4.3 On note ?r, la pmjection naturelle de l'alphabet (C, x (€1) x C sur 
l'alphabet Co x C, c.-d.-d. : 
On l'étend cruz langugm et am w-langages comme suit : 7rc(K) = { ~ ~ [ r n )  : m E K}, 
pour K C L(Gc) et .ir,(T) = lim (lr,(pre(T))), pour T C S(Gc). 
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Les deux propositions suivantes montrent que la supenrision de (Ge ,  Mc) est 
équivaiente a d e  de (CC, Mc). 
Proposition 4.4 Soit Vc : (& x C)' + C c  un superviseur complet et non- 
bloquant pour (Ge,  Mc)- On définit la fonction suivante: 
on a alors vc est un supervideur complet et non-bloquant pour (GC, Mc) tel pue 
D&nonstration: 
hfontrons pue Vc est un superviseur pour ( G ~ ,  Mc): 
Soit mi ,  m~ E (C x C)* tel que Mc(mi) = Mc(ma). Aiors 
Montrons maintenant que L ( G / G ~ )  = L(Vc/Gc), e.-à.-d. montrons 
quevm E (C x C)' 
Par récurrence sur la longueur de m. 
Pour m = lcXc le résultat est vmi. 
Supposons que ça soit umi pour tout mot de longueur < n - 1 et mon- 
trons que c'est encore m i  pour tout mot de longueur n: 
m = k ( ~ ,  ri) E L(Vc/Gc) @ k E L(Vc/Gc) et Mc(k) E dom(&) et 
(0, ri) E Vc(Mc(k)) et k(u, ri) :-) A(&) 
k E L ( ~ c / G ~ )  (d'op& l'hypothth de récurrence) 
et Dc(k) E dom(VC) puisque n. (Mc(k)) = Mc(k), 
et (O, ri) E vc (ac (k ) )  pukque 
V C ( @ C ( ~ ) )  = VC(& (k)) ,  et k ( ~ ,  ri)E L(&) 
* m E L ( V i / ~ c )  
D'autre purt, on a: 
D'autre part encore, on a: 
VC est non-bloquant. 
Finalement on a 
Proposition 4.5 Soit : ((& ü {c}) x C)' -t Cc un supeMsev complet et 
non-bloquant pour (Ge, ndc) alors la fonction suivante: 
oir k E ~ ~ ' ( r n ) ,  définit un superuiseur complet et non-bloquant pour (Ge, Mc) tel 
que 
L(Vc/Gc) = L(VC/GC) 
D6monatration: 
Tout d'abord Vc at bien défini wr pour tout kL, k2 E  MC^ (m) ,  on a 
(par définition de &). 
Montmns que L (Vc/Gc) = L ( f & / ~ = ) ,  e -à.-d. montmns que Vm E 
(Z x C)' 
m E L(Vc/Gc) o rn E L (YC/GC) 
Par récumnce sur la longueur de m. 
Pour m = lx,c le résultat est mi. 
Supposons que ça soit mi pour tout mot de longueur 5 n - 1 et mon- 
tmns que c'est encore mi pour tout mot de longueur n; 
7n = k(u, ri) E L(Vc/Gc) ¢$ k E L(Vc/Gc) et &(k) E dom(Vc) et 
(6, ri) E VC(MC(~)) et k(0, ri) E L ( G )  
o k E L ( ~ C / G ~ )  (d'apoprès i'hypothése de récurrence), 
et &(k) E dom(vC) et (o, ri) E vc(ac(k)) 
puiique Vc(Mc(k)) = Vc (Mc(k)) , et 
k(0, ri) E &(CC) 
o k(6, ri) E L (Ycl~c) 
==+ L(Vc/Gc) = L (Ycl~c). 
Ii s'en mit que S(Vc/Gc) = S (vc/~c), et que Vc est complet et non- 
bloquant. 
4.4 Conclusion 
Dans ce chapitre nous avons introduit le concept de SÉD contr614 et nous lui 
avons associb un masque d'observation qui tient compte de toute l'information 
disponible. Le système à superviser ainsi obtenu présente une structure plus riche 
en informations, dans le sens qu'elle offre plus de renseignements au superviseur qui 
devra le contrûler. Nous avons également montré que le prob1éme de supervision 
de (G~, Mc) est équivalent n notre problhe de départ. Donc nous sommes passés 
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d'un problénie intial & un autre qui lui est @uivaient et qui sera plus façiie r& 
soudre. Dans le prochain chapitre, nous allons justement donner la solution & ce 
nouveau probléme. 
S Y N T ~ S E  DE SUPERVISEURS SOUS OBSERVATIONS 
PARTIELLES 
5.1 Introduction 
Notre probléme de départ était de concevoir UII superviseur sous observations 
partielles pour un SED G, observé à travers un masque M. Or nous avons montré 
que ce problème peut se ramener à celui de la supervision du S$D contrôlé Ge a9 
soc% à G, observé à travers le masque Ge, et nous avons spécifi4 comment on peut 
déduire un supervieor pour (G, M) étant donné un superviseur pour (G~,&). 
Dans ce chapitre nous allons donner une approche qui permet de synthétiser un 
superviseur sous observations partielles pour un SÉD contrdlé qui répond à une 
certaine spécification (définie B partir de la spécification sur le superviseur pour 
(G' M))- 
Cette approche de rhlution, qui suppose qu'aussi bien la spécification que le SED 
contrôlé sont représentés par des automates finis sur mots infinis, comporte neuf 
étapes qui permettent de ramener le problème initiai à celui du contrdle d'un au- 
tomate fini et déterministe de Rabin pour la satisfaction de sa propre condition 
d'acceptation pour lequel on peut appliquer l'algorithme de synthése du chapitre 2 
(qui utilise le calcul de points fixes). Une fois obtenu un contraleur pour cet au- 
tomate, il est aisé d'en déduire un supervieur sous observations pa r t ida  pour le 
S ~ D  contr816 de départ, Cette approche sera présentée plus en détail h la section 
suivante. Ses trois Btapes principales sont expliquh dans les sections 5.4, 5.5 et 
5.6. 
5.2 Approche de r&solution 
5.2.1 Données initiales 
Nos données de départ sont : 
O Un SED G partiellement observé qui vérifie la condition 
et qui est représenté par un automate fini de Büchi, avec une con- 
dition d'acceptation triviale: 
a Une spéciîication sur le w-langage généré en boucle fermk qu'on 
suppose représentée par un automate universel de Rabin avec une 
seule paire de sou9ensembles1 et une fonction de transition totale: 
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Remarque 5.1 Ceci ne constitue pas une perte de générBlit6 car 
la classe des langages reconnus par de tels automates est @ale à la 
classe des langages w-r@uliers. 
Un masque d'observation 
représente par un automate fini de Moore: 
5.2.2 Algorithme de synt h4se 
A partir des donnkes initiales, on utilise la procédure suivante pour synthktiser 
un supervieur sous observations partielles pour G complet, non-bloquant et qui 
respecte la spécification E: 
a etape 1 : construire l'automate hi de Büchi 
qui représente le SÉD contrôlé Gc, et l'automate universel 
de Rabin 
qui représente la nouvelle spécification sur le superviseur de 
Gc (il s'agit de Ec = P-'(E) fi L (Gc)) .
a Etape 2 : faire le produit de Gc et Rc; le résultat de cette opération 
est un automate universel de Rabin qui représente à la fois 
le S$D contdi16 Gc et la spécification Ec: 
On construit @dement l'automate de Moore 
Étape 3 : construire l'automate de haut niveau qui représente la fois 
le SED observé Go et la spécification qui lui est associée, à 
savoir 
ail N est le plus grand sous-langage normal par rapport & 
Mc et inclus dans Ec. Le r4sultat de cette opération est 
l'automate universel de Rabin suivant: 
A, = ((Co u (€1)  x C, Y,, 6,' YO' (&, Io)) . 
a $tape 4 : calculer le produit entre A, et l'automate 4, qui représente 
le plus grand mwlangage c-invariant de ((C, U (€1)  x C)". 
Cette étape sera expliquée en détail à la section 5.5. A p  
pelons l'automate de Rabin dbterministe qui rbulte de cette 
opération d,,, = ((EO u (€1)  x C, Y,, 6,, yo,, (R,,i,)). 
a Etape 5 : Construire l'automate de Rabin d4terrniniate 
qui vérifie la propri6tb 
Etape 6 : calculer un superviseur fd pour qui fait en sorte que les 
mots infinis gén6rés sous sa supervision vérifient la condi- 
tion d'acceptation de Ad (Ceci constitue également un super- 
viseur sous obeervationa totales pour le SED observe représenté 
par Ad) en utilisant les resultats de Thistle et Wonham (voir 
chapitre 2). 
Etape 7 : deduire B partir de V. un superviseur Vc pour (CC, Mc). 
a Étape 8 : L partir de VC, calculer un supdaeur  VC pour (Gc, Mc) en 
utilisant la methode donnk au chapitre prêcédent . 
a fitape 9 : il partir de Vc, calculer un superviseur V pour (G, M) en 
utiüsant la méthode donnk au chapitre précédent. 
5.3 Supervision de l'automate & dont la dynamique est obeervée B 
Nous avons vu dans la section précédente qu'à l'&tape 2 on construit l'automate 
universel de Rabin Ac qui représente le SED contr616 Gc et la spécification Ec. 
Dans cette section, nous dons justi6er cette 6tape en montrant qne la supervision 
de (GC, &) qui q e c t e  la spkilication Ec est êquivalente B la supenrision de 4, 
observé B t r a m  Mc, pour la satisfaction de sa propre condition d'acceptation. 
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Deenition 5.1 Soit & un automate de Rabin universel défini sur l'alphabet C  x 
C. Un supenMeur pour & sous observations partielles ù howrs le masque Mc : 
(C x C)* -+ ((Ca ü {c)) x C)* est une application 
qui vérifie la condition suivante : 
avec Cc est la famille d'entrées de commande associée d C x C Le langage géndré 
par & sow la superuision de f est défni récursivement comme suit: 
(i) ~ E X C  L ( f  /Ac) 
(ii) Pour tout k E (E x C)*, et pour tout (a, r)  E C x C on a : 
Le w -langage généré par Ac sous la supervision de f est 1 'ensemble des éléments de 
iim ( L  ( f  /Ac)) qui respectent la condition d'acceptation de &, c.-à.-d. 
iim ( L  (f /Ac)) n s (Ac) - 
Deenition 5.2 Un supe-eur pour (4, Mc) est non-bfoquant s i  L  (f/&) = 
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pre (S (f /Ac)). On dit qu'il est wmplet si Mc (L (f /&)) C dom(f). 
Proposition 5.1 ic : ((Co U { E ) )  x C)' + Cc est un supefviseur complet et non- 
bloquant pour (GC, &), tel que S (Vc/Gc) & Ec ssi il est un superviseur complet 
et non-bloquant pour (AC, Mc) tel pue 
D'abord il est clair que 
Vc est un supeniiteur pur (GC, Mc) 
$ 
Vc est un nupervisour pour (A, Mc) 
Montmm dors que L (@/Gc) = L   AC). Pour cela nous allons 
montrer par récurrence sur la longueur du mot m que, 
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Pour Inil = O le &ultut est mi. 
Supposoris que c'est mi pour tout mot de longueur 5 n - 1 et montmns 
que GU reste mi pour tout mot de longueur n. 
ït reste o montrer maintenant que S ( Y = / G ~ )  = S (Vc/&). 
s E s (Y~/G,) w s lim (L  ( Y c / ~ c ) )  et s E EC 
* 8 E iim (L (Y./&)) et s E Ec 
* 8 . i- (L (Rd&)) 
et s vértértjïe ia condition d'acceptation de % 
0 5 (L ( W C ) )  
et s vérifie la condition d'acceptation de Ac 
w e E s ( V ~ / A ~ ) .  
5.4 Construction de l'automate de haut niveau 
Etant donne on SÉD contrdl4 Ge et un masque d'observation &y une &ape 
importante pour la résolution du problème de synthèse d'un superviseur vc pour 
(GC, Mc) est la construction d'un w-automate qui reprbente le SÉD observé G. 
correspondant à l'image de Ge telle que observée par vc. est obtenu en appliquant 
le masque d'observation Mc sur le SED contr616 Ge. 
Comme on part d'un automate qui représente à la fois Ge et Ec, la construction 
que nous allons donner produit un automate de Rabin qui représente à la fois le 
S ~ D  Go = (Mc(t(cc), &(s(G~))) et la spécification Eo = &(NI, où N est le 
plus grand w-langage indu dans Ec et normal par rapport à Mc. 
5.4.2 Algorithme 
Supposons que l'on dispose de l'automate de Rabin suivant: 
qui représente la S ~ D  o k b  contrôlb Gc et la spécification Ec. 
Supposons aussi que Mc est reprégentB par l'automate de Mwre suivant : 
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Voici la procédure pour la construction de Go: 
a étape 1 : Construire le "produit" des deux automates Ac et AM. Le 
rêsuitat de cette opération est l'automate "hybride" suivant: 
avec 
et pour tout p E P, (R;, I . )  est definie B partir de (4, I,) 
comme suit: 
q,= R ~ x X M  
Enfin A' est déhie B partir de X comme suit: 
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0 étape 2 : Calculer la composante accessible de Ac x AM; on obtient 
ainsi: 
Y, : est l'ensemble des états accessibles, 
JCMoc : la restriction de dcM à (C x C) x Y, 
Y0 = ( 5 > ~ 0 Y )  
= % f l Y , , V p ~ P e t  
1; = I; n Y, vp E P. 
A : la restriction de A' à Y, 
0 étape 3 : Appliquer le masque d ' o h t i o n  sur (4 x AM),; le r& 
sultat de cette opération est l'automate de Rabin suivant: 
avec 
y0 = KM, 
do : (E, u { E }  x C) x & + 2x est définie comme suit: 
avec 
Les deux propositions que nous dons donner montrent que le résuitat de la 
procédure cidessus eat un automate de Rabin qui représente le SED observé (Mc (L(Gc)) , l 
et le langage de spécification Eo = (N), N (tant le plus grand w-langage inclus 
dans Ec et n o r d  par rapport b Mc: 
Proposition 5.2 L 'automate & = (X, U { E )  x C, Y,, bol yo, Y,) reconnaFt le lm-  
oos. & (L(Gc)). 
Démonstration: 
Montmns d'abord pue L(Bo) C Mc (L(Gc)): 
Soit m = (61, r ~ )  ..( a, r,) E L(Bo). Alors on a d0(m, m)!, ce qui implique &((aL, ri), a)!. 
Aior5 il existe yi, 1 5 i 5 n, tel que yi E 6, ((ai, ri), yi-i) et Xt(yi) = ai. 
fl &te donc une suite d,,d,, ..., d, de symboles de C telle que : 
Ceci implique que (d, ri)...(<, rn) E L ((Gc x AM),) = L (Gc x AM) (mir chapitm 
2). Par conséquent, 
D'autre part on pose yi = (xj,xMi) POUT tout i, 1 5 a 5 n. Alors (xMOy SM,, ..., xMn) 
est un chemin dans AM qui correspond à (a:, rl)...(a;, rn) puisque ((ao, SM,,), ..., (xn , SM,)) 
est un chemin dans Gc x AM qui correspond à la même séquence, et on a : 
Ceci implique que m E Ec (L(Gc)). 
Montrons l'autre ànciusion: soit k E L(Gc), et montrons que &(k) E L(Ba). 
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Suppoaorifi que k s'écrit sous la forme k = (a1,ï~) ...(trnICn). 3 &te donc E 
Y, = Y, 1 5 i 5 n, tels que Yi E &CM ((ni, ri), ~ ~ - 1 )  
~i Jo ((At(yi) , ri) 1 ~ i -  L)
Alors le mot (At (y,), rl) (A1(y2), ra) ... (At (y,), r,) E L (LI,). Mais ce mot n'est nul 
autre que Â&(k) (par la construction de & x AM). 
Remarque 5.2 D'après la démonstrotion de la proposition précédente, il est possi- 
ble de construire une correspondance 
Inv : ((Co u (€1) x C)' + C x C 
Corollaire 5.1 L'automate de Büchi suivant: 
Proposition 5.3 L'aubomabe universel de Rabin 
mconnaft &(N), où N est le plw p n d  w-langage noma l  par mpport à Mc et 
inclus dam S (4) (c.-à.-d. Ec). 
D4monstration: lt y a une correspondance injective entre les chemins (suites 
d'&ah) de A, et ceux de & x &-en effet, ce sont les mêmes chemins. Alors, si  
s E (C x C)*, 
S E N  
e les chemina correspondant à t o w  les mots qui "ressemblent" à s sont acce- 
ptant~. 
tous les chemins dans A. pi cornpondent à Mc(s) sont acceptanb. 
On associe a G,., = (ac (L(Gc)), Mc ( ~ ( G c ) ) )  la f d e  suivante d'entrées de 
commande 
C,={flDS,ll i ln), 
avec 
Exemple 5.1 01i cowidère le SED G et ia spdcification E représentés par l'automate 
de Rabin suivant : 
Figure 5.1: Automate de Rabin représentant le SED G et lu spécification E 
C = {a,b,c,d,e) et C =  {ri, 1 si  5 7 )  
avec 
A partir de Ç x R on construit l'automate de Rabin Ac qui mprésente B la fois 
Gc et Ec : 
Ac: 
Figure 5.2: Automate de Rabin repn9entant Gc et Ec 
Lu nouvelle famille d'entrées de commande est Cc = {rci, 1 I i 7) avec 
On suppose que le masque d'observation de G est le suivont : 
ace + ac 
bde + adr  
ac(e)* + ac 
bd(e)* + ad(r)* 
A partir de M on construit nqrésenté par Z7a~tomate de Moore avivant : 
Figure 5.8: Autmnate de Moott représentant le musîpe Mc 
Si on applique f'aigorithme donné dans cette section, on obtient wmme résultat 
l'automate A, de la figure 5.5. 
i d !  
.......-. 
Figure 5.4: Automate Ifhybride" qui représente à IB fois Cc, Ec et 
Figure 5.5: Automate universel de Rabin représentant le S ~ D  observé Go et la 
spécification Eo 
Comme nous l'avons déjh mentionn4, la supervision de (&, &) est 6quivalente 
ii la supervision sous observations compl4tes de A,, (qui est elle m&me Quivalente A 
la supervision de G, sous observations cornplétes). 
Déîinition 5.3 Un superuiseur sow observations complètes pour & est une fonc- 
tion partielle : ((Co U { E ) )  x C)' -+ Co qui uérife 
Le langage génén? en boude fermée est défini comme suit : 
(i) l(&u{e)] xc E (KI&) 
Le w-langage génkré en boucle fmée est 
On dit que V, est complet si L (&/A,,) dom(Vo), et on dit qu'il est non-bloquant 
si L (V,/A,) = pre (S (VO/Ao)) * -  
Proposition 5.4 Soit Vc : ((Cou {r}) x C)' -+ Cc un superviseur sous observa- 
tions partielles pour (&, Mc) complet et non-bloquant. Alors, 
est un superviseur mua obseruations complètes pour A,,, complet et non-bloquant, 
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Dbmonstration: XZ est clair que K est un supervEseur sous observations compiètes 
pour A. En effkt, pur tout ml, ma E dom(Vc), on a: 
Montrons maintenunt pue L (Va/&) = & (L (Vc/Ac)). Pour cela nowi d l o ~  
montrer par r é c u m c e  sur Ia longueur l du mot na que: 
Pour I = O le résultat est vrai, en effet & ( l m x c )  = lpov+))xc E L(V . /A) .  
Supposons que la propn'dtd soit mie pour tout mot de longueur 5 n - 1 et montrons 
qu'elle reste aussi vmie pour tout mot de longueur n. 
D 'autre part 
Montmm que S(Vc/Ac) est normal par mpport à Mc. Pour cela il faut rnontw 
4w (Mc (WC/&))) = L(Vc/AC), puisque pre(S(VclAc)) = L(Vc/Ac). 
ûn sait ddjà que L(Vc/&) C (MC (L(vc/&))) ) il m t e  à montrer l'outre 
inclwion, en faisant un misonnement par l'absurde. 
Supposons qu'il eziste m E 2;' (Mc (L(v~/&))), tel que m $ pie (L(Vc/Ac)). 
et soit kt m le plw long pd&e de m tel que kL E L(Vc/Ac). Alors il exiate 
mt E L(V~/AC)  tel que Mc(m) = &(ntt). 
Supposons que les dew mots s'écrivent wmme suit : m = kl(a,, &)k2 et m' = 
g(ojlrj)ki avec Ikil = lk>il. On a Mc(m) = &(ml) =+ ri = I'j. Or 
D'outre part kt E L(Vç/&) + ki E dom(Vc) (Vc est wmplet) et on a 
VC (&(ki)) = VC (&(l?,)) = rcj * (ai? ri) E 'ci 
Montrons que V, est non-bloquant : 
Montrons que est complet 
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Proposition 5.5 Soit & : ((C, U (€1) x C)' + Co un superviseur sous observa- 
tions complètes pour &. Alors 
awc (rcJ = V,,(rn), eat un superviseur sous obserwtions partielles pour Ac 
complet et non-bloquant tel que 
Démonstration: 
Montrons d'abord que Vc est bien défini: 
Soient mi, ma E dom(Vc) tek que re(ml) = ?r,(m2). Alors d'après la 
définition de V,, on a K(mi) = V,(m2) =+ V- (ml )  = Vc(m2). 
Montrow que L(K/&) = ac (L(V&)). Pour cela nous allons mon- 
trer par réczrmnce sur la longueur du mot que Vm E (C x C)*, on a 
Pour lm( = O ,  le résultat est mi. Supposons que le résultat est mi pour 
tout mot de longueur 5 n - 1 et rnontmns que ça reste aussi m i  pour 
tout mot de longueur n. 
On montre comme dans la preuve de la proposition 5.4 que S(V,/AJ = 
Mc (S(V#/&)) et que V,  est complet et non-bloquant. 
Danition 5.4 Un w -langage K C ((C, U (€1) x C)W est einvariant s i  Vs E pre(K) 
de la fonne s = (al, ï l )  ... (a,, ï,) (E, rn+L), OR a: 
(0, rj) 4 pre(K), VU E Co U (€1 et Wj E C tel que rj # rn+l 
L'automate de Rabin suivant 
Avec 
Figure 5.6: Exemple d'un automate qui vérifie la c-invariance 
A l'etape 4 on fait le produit entre l'automate A. et l'automate 4. Le résultat de 
cet te opération est l'automate A, qui reconnaît le plus grud souslangage de S (A) 
qui est +invariant. fividemment, supemk est équivalent B superviser A, parce 
qu'un mperviseur pour & synthétise en boucle fermée un dangage S (KI&) qui 
est nécessairement n invariant. 
C'est pour cette raison qu'après l'étape 4, il d t  de contrôler A, pour la satisfaction 
de sa propre condition d'acceptation. 
5.6 Pseudcd&erminisation de l'automate universel 4. 
One fois l'automate & construit, nous chercherons A concevoir un superviseur 
qui contr8le cet automate pour la satisfaction de sa propre condition d'acceptation. 
D'après les travaux de Thistle et Wonhm (voir chapitre 2)' on sait qu'un outil de 
synthèse qui permet de concevoir un tel superviseur existe. Malheureusement ces 
rémitats ne s'appliquent que pour le cas oiî l'automate qui représente le SED et la 
spécification est déterministe. Une étape fondamentale donc dans notre proddure 
de résolution du probléme de supervision est la d4terminisation de l'automate de 
Rabin universel A,, pour le transformer en un automate de Rabin déterministe. La 
construction que nous donnons s'inspire de l'algorithme de déterminisation pour 
les automates finis sur mots finis, et de l'algorithme de safraPa1 pour la détermin- 
isation d'un automate de Büchi non déterministe. 
Mais le résultat de cette opération n'est pas un automate de Rabin déterministe qui 
reconnaît le même w-langage que l'automate nniversei, mais plut8t un automate de 
Rabin déterministe qui reconnaît un u-langage qui a la même projection par rapport 
à ~r, que le langage reconnu par l'automate universel. A chaque étape l'automate 
déterministe & calcule le sous ensemble des états de &, qui sont atteignables par 
toutes les séquences finies qui ressemblent au p&e qu'on vient de lire (dans le sens 
ou ils ont la même projection par rapport A TC,). 
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En lisant un mot infini s un essaye d'identifier deux mrtea de "breakpoint%, des 
verts et des rouges, qui se produisent au niveau des états de .Ad. L'etat initial est 
un breakpoint vert, le prochain breakpoint vert a lieu lorsque tous lea éièments d'un 
état de Ad, qui sont des états de 4, sont atteignables A partir dea états de A, du 
breakpoint vert précédent, que par des chemins qui passent par des 6tats de 4. 
Un breakpoint rouge a lieu dés qu'un élément d'un état de est atteignable dans 
4, à partir du breakpoint rouge pr&àent, sans passer par un état de I. Le mot 
est accepté si ss lecture par donne lieu A un nombre inhi  de breakpoints verts 
et B un nombre hi de breakpoints rouges. 
Remarque 5.3 En fait tout ce qu'on jajt en lisant un mot par est de simuler 
sa Cedure par 4. 
5.6.1 Algorithme 
Entrée : 
Un automate universel de Rabin avec une seule paire acceptaute: 
On suppose qu'on peut associer & chaque élément de Y, une couleur 
qui peut être rouge, vert ou blanc. 
Sortie : 
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Un automate de Rabin déterministe avec une seule paire acceptaute: 
Oh 
= 2Yoi x 2%) 
20 = ({Yo~), 
Jd : ((Co U {c)) x C) x Z + Z est définie comme suit : 
(i) vz = (z ' ,  z2), W, E Ci dd ((€,r,),~))! si  3 E zL tel 
que bar ( (6,  rj), y)! et on a 
avec 
= {Y E 2' : 6, ((€7 ri), y)!) 
(ii) Vz = (zl, z2) E Z et V(o, ri) E C, x C, & ((a, ri), z))! 
si  
Vg E zl, d;* ((6 I'j ) ,  31) mt non défiai 
OU 
Vy E z1 tel que 6% ((el ï j ) ,  y)! ,  on a 
z" U 3 = zL u 3 (on dit que z est maximal) 
avec 
(2' ,2') := dd ((6, rj) , Z) 
et 
331 E zL tel que 6, ((a, r,), y)!, auquel cas, on a 
En plus, nous enrichissons l'ensemble des états de ,&, en "colorant" les états de 
A, en suivant les régies suivantes (on suppose que z1 est le successeur de z pour 
(O, r )  E (Co u (€1) x C, Le. 2 = dd ((u, r), 2)): 
Les éiBments de # gardent les mêmes couleurs quti1s avaient dans z (que ça 
soit dans zL OU 2). 
Les cléments of z'' sont colorés de la façon suivante: 
(i) Si a # e, 
- D'abord mettre tous les él6ments à nblanclf. 
- Si un élément de 8 est dans 4, le mettre à wvert". 
- Si un éiément de z'l a tous ses prêdkecsem qui sont "vert", le mettre 
lui aussi ii "vert 
- Si un élément de 2' ny& pas dans Io, le mettre A nmugen. 
(ii) Si a = 
- Les tiiémnts z' \ z, gardent les mêmes couleurs qu'ils avaient dans z. 
- Les éléments de 
sont colorés en suivant la régle du cas (i). 
Comme nous l'avons déj8 expliqué, en lisant une séquence infinie s, on essaye 
d'identifier des "breakpointsl'. L'état initiai est un "breakpoint vert". Ii est aussi 
un "breakpoint rouge" si y, 6 1,. Un "breakpoint rouge" a eu lieu dès qu'un état 
de A, est coloré en "rouge1', tandis qu'un "breakpoint vertf1 a eu lieu lorsque tous 
les éléments de l'état de Ad qu'on vient d'atteindre sont colorês en vert. Lorsqu'un 
"breakpoint" a eu lieu, on dace les couleurs des états de 4.. 
Intuitivement, un état de A, est vert si tous les chemins qui mènent vers lui à 
partir du dernier "breakpoint vertn, passent nécessairement par 4. il est marqué 
rouge s'il existe un chmin qui permet de l'atteindre h partir du dernier "breakpoint 
rouge1', sans passer par I,. 
La séquence s est acceptée si l'automate déterministe passe par des "breakpoints 
verts" infiniment souvent et par des "breakpoints rouges" presque jamais (notons 
que c'est une condition de Rabin). 
Les éiéments de Rd sont les états de qui correspondent à un "breakpoint vertf1 
et ceux de Z \ Id sont ceux qui correspondent à un "breakpoint rouge1'. 
5.6.2 Validation de l'algoiit hme 
Lemme 5.1 Soit m E L(&), et poso~s z = (z', z2) = bd(m, q,) . Alors, on a 
Démonstration: 
Par Técumnce sur la longueur du mot m. 
Pour m = le dsultat est mi, en effet : bd(m, zO) = z0 = 
({y,}, 0) et on a bien atîr {y,} C U b,(k, y,) pubque {y,} = 
LEU; ' (ne (ml 
8% (lm&k,xc, Y*) c lJ &(k, Y,). 
k S 1  (ne (ml) 
Supposons que la propriétd soit vraie pour tout mot de longueur n - 1 
et montrons qu'elle reste m i e  pour tout mot de longueur n. 
Soit m = (cL, rl)(a2, r2)...(cn, r ), un mot de longueur n avec ci E 
(Cou (€1) x C, pour tout 1 5 i 5 n. Posons ml = (al, rl)(u2, r2)...(~n-l 
D'autre part, da ((an, î), z)! * 3 x E z' U 2 tel que 6, ((an, în), x)!. 
x E z1 u 2 C U &(k, y,) =+ 31;. E ~;~(n.(ml)) tel que 
k€ne-'(ne(ml)) 
x E &(km Y,). 
Proposition 5.6 Soit un automate universel de Rabin dont la condition d'acceptation 
contient une seule paire, et soit& l'automate de Rabin obtenu en appliquant l'algorithme 
démit dans h section précédente à A*.. Alors on a , 
Démonstration: 
Soit m E L (A), montrons, par & m c e  sur la longueur de m que 
pour tout y E &(m, y,), il eziste ml E L (A), tel que r,(m) = %(ml) 
Pour Iml = O le résultat est mi, en effd pur  m = l~Wi~c})xc, on os-
socie mt = lmou€c})x~. Supposons que la propriété soit vraie pour tout 
mot de longueur 5 n - 1 et montrons qu'elle reste awsi m i e  pour tout 
mot de longueur < n. 
Soit m = k(o, în) E L(&) et soit y E 6,(m, yq), alors on a k E L ( 4 )  
et * E 6, (k, Y,) tel que 6, ((a, rn) t 2)  ! et Y 6% ((0, r n )  , a).  
k E L(&) et 3 a E &,(Cc, y,) + 3kt f L(&) tel que ~ ( k )  = %(kt)  et 
x E z' U 1 avec z = &(kt, a) (dpaprés llhypothèse de r6currence). A ce 
niveau now devons foire k distinction entre deux cas: Cos 1 : o # E 
Duns ce cas on a ou bien Jd ((a, r,), z)! et dors il sufit de prendre 
7n' = kt(o, rn). 
Ou bien 6d ((a, I',), z) n'wt pas défini, alors il  te nécessairement 
Dans ce cos on a 3: E 2, ce qui implique que ( ( E ,  r,,), z) !, et il sufit 
de prendre mt = A-'(€, IIR). 
Montrons l'autre inclusion : 
Pour cela now allons montrer par récurrence que pour tout m E L(&), 
il -te ml E L ( 4 . )  tel que %(na) = ~r,(m'). 
Pour m = lpou~e)),c le 7awitat est mi puisqu'il sufit de prendre ml = 
l ( ~ u ~ r ) ) x c .  
Supposons que la propridtd soit vraie pour tout mot de longueur 5 n - 1 
et montrons qu'elle m t e  m i e  pour tout mot de longueur n. 
Supposons que rn sJkrit sous la forme m = ( 0 1 ,  i'l)(ua, ï a )  ...( an, rn) et 
posons ml = (~,,r~)(~~,r~) alors on a : 
Deuz cas sont à étudier : 
Ca8 1 :a,=€ 
POSORS z = (zl, 2) = &(mlt ZO), durs on a : 
ad ((OR) ï',,), z)! 32 E z1 u 2 tel que 6, ((a,, rn), x)!. 
Montrons maintenant que ?r, (S(&)) = n; (S'(A)): 
s E S(&) ssi 37r : pre(s) + z u n  chemin acceptant dans A. 
Posons T = { k  E L ( 4 . )  tel que 3k1 E pre(s) tel que n;(k) = re(kt)) .  
D'aprés le lemme de Konig, lim(T) # 0. Soit s' E lim(T), alors d'aprés 
la cowtruction de &, s1 est nécessairement dans S(&) et on a ~ ( 3 ' )  = 
r e  (3). 
=+ ?Tr (S(&I)) C T e  ~ ~ ~ ~ ) ) '  
UR misonnement analogue permet de montrer que ~r,  (S(AJ) 5 .rr, (S(&)). - T C  (S(&)) = (S(Aor)). 
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Proposition 5.7 Soit fd : ((Co U (€1) x C)* + Co un superviseur pour A, wm-  
plet et non-bloquant. On défiBi# 
avec m' E L (fd/Ad) tel que ~ ~ ( m ' )  = T&). 
Alors f, est un superviseur complet et non-bloquant pour 4. tel que 
Commençons par montrer que f, est une fonction: 
Soient 4,4 E L (fd/&) tel que x,(nr:) = ~ ( 4 )  = m, montrons que 
Alors, comme fa est non-bloquant, on est sur qu'il &te ol E C,U{E) tel 
que mi (01, I'a) E L( Id/&) et il &te a3 E C, U { c )  tel que 4 (na, r3) E 
L(fd/&). OP L(fd/&) C L(&) qui est E-invariant 
* r3 = ra =ri 
2 : m # l(cou{c})xc 
Soit (O, l?) le dernier symbole de m, c.-d-d. le dernier symbole obsenc 
able de rn: et 4. Dons ce cm mi et mi s'kriuent sous la forme 
Notons que .~r, (m?) = re (4) =m. 
Nous allons montrer par nkurrence sur la longueur de m que &(rn!, a) = 
6d(4',  ~ 0 ) .  
Pour (ml = 1, le nhultat est m i ,  en efet 
On suppose, sans perte de génenedité, que lk~l  5 1 kal, * ka = kil avec 
1 = (E, r ) . . . ( ~ ,  r). 
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1 2  Appelons zi = (q, zl)  = &(k, 4). Alors comme b ((q r), z)! et dd ((0, r), z)! 
on a nékssairement zl eat maximal. Appelons 22 = (z,', 4) = 6d(1, tl) 
* n f u ~ = z z i ' u z ;  
=+ Jd (((Q, r), 21) = 6d ((0, r), 22) 
* um ' t ,  4,) = 6 d ( 4 , ~ 0 ) .  
Supposons que le résultat soit vrai pour tout mot de longueur < n - 1 
et montrons que ça reste awsi mi pour tout mot de longueur n (avec 
n 2 2). 
Supposons que m s 'écrit sow la forme m = ( ( ~ 1 ,  ri) ( (~2 ,  r2)... (an, rn) 
Supposons owsi que m: et mi s 'écrivent sous la forme 4 = kl (un, 1 ,  r,- 1 )  
D'aprés l'hypothèse de récumnce, on a : 
Montrons maintenant que f, définit un superutbeur sow observations 
wmplétes pour A.. 
Ceci revient à montrer que pour tout m~,mz  E dom(!,), on a la pro- 
priétd suivante: 
Soient mi, mi! E L (fd/ .Ad)  tek que r,(mi) = ~r,(mL) et  ~ ~ ( 4 )  = 
i-rE(m). Alors on a ~r,(mi) = r 4 4 ) ,  ce qui implique que fd(mi) = 
c.-à.-d. montrons que Vm E L(fd/&), il d t e  ml E L(f,/A,J tel que 
nC(m) = rC (ml). 
Démonstmtion par rrhrrence sur Ca longueur du mot m. 
Iml = O, le nf.ultot est mi, en efet à m = i(s,u{c)),c, on associe 
mt = l(&"{c))xc- 
Supposons que le résultat soif mi pour tout mot de longueur 5 n - 1 et 
montrons que ça reste aussi mi pour tout mot de longueur 5 n. 
D'après l'hypothèse de récumnce, k E L( fa/&) + 31' E L(f,/&-) tel 
que r ,(kl)  = ?r,(k). 
Si a = é, dors il sum de prendre m' = kt. Sinon, on a k E dom(fd) 
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k1 E dom( f,). On a awsi  (un, Fa) E fd(k) =) (un, r,,) E f ,  (k'). 
D'autre part k(u,,, rn) E L(Ad) + 3k" E t(4.) et 3 y  E 6, (k", yoi) tel 
~e 8, ((an, r n ) ,  Y)!. 
Montrons alors qu'on a nécessairement k" E L( f,,/&). 
Raisonnement par l'abmrde : supposons que k" $ L(f,/&), et soit 
pl: k" le plw long préfie de P tel que p': E L( fR /&). 
Supposons que k" s'écrit sow la forme k" = p ' l (~ i ,  ri)&. 
D'autre part r,(k") = %(A?) + wL 5 kt tel que T,@{) = ~~(p',". 
=+ P': E dom(f,) et f,M) = foc(pli). 
Doncfl(ui ,r i )  4 L(fq/&) * (gi,ri) 4 foi(p':). 
Deux ccrs sont à discuter : 
~ d d  1 : Oi=e 
Supposons que kt = p',p',, et soit (ci, r j )  le premier symbole observable 
de & et posons raj = f ,  VI). 
* 4 = ( € 9  ri) (€9 ri)*-(€) ri) (uj, 
=+ kt' comspond 8 un chemin où on n'a pus la propriété dk-invariance; 
absurde. 
CU8 2 :  ci#€ 
Dans ce cas on 4 nécessoimment ?r, (k") # r,(k); absurde aussi. 
lZ est évident awsi  que k" E dom( f,) et que f ,  (k") = r,. 
Montrons l'autre inclwion : 
Now dlons montrer que pour tout m E L(j , /dJ ,  il &te na' E 
L(jd/&) tel que n,(m) = &(na1). Par récurrence sur la longueur de 
m : 
Pour rn = l(c,u{,)),c le résultat est vrai. 
Supposons que ça soit vrai pour tout mot de longueur 5 n-1 et montrons 
que c'est awsi mi pour tout mot de longueur n. 
Deux c ~ s  e présentent : 
caa 1 : O,#€ 
k E L( f , /&)  =+ 3kt E L(fd/&) tel que ~ ( k )  = ?r,(kl). 
D 'autw part fa est complet =+ k' € dom( f d )  . 
R est euident qu'on a aussi (un, rn) € fd(kl). 
Finalement kt(un, ï,) E L(A,,,) =+ 3k" E L(&) tel que &((o~,  î,) 
Jd(#', a))!. Alors il est possible de montrer, en faisant une discussion 
semblable à celle que nous avons fait pour montrer l'inclusion T, (L(fd/Ad)) C 
Montrons l'autre inclusion : 
Montrons que s' E lim(L(f,/&,J), c.-d.-d. montrons que pre(s') 
L(fwllAoi) - 
Montrons que f, est complet : 
Soit m E L(f%/&) =+ 3rd E L ( f . 1 4 )  tel que ~ ( m )  = %(ml) . 
07' m1 E L( fa/&) =, Tl%' E dOm(fd) 
+ m E dom(f,). 
Montrons que f, est non-bloquant: 
Il est duident que pre (S(f,/&)) C L(f , /&.) ,  il reste à montrer l'autre 
inclusion. 
m E L(f,/&) * 3rd E L(fd/&) tel que ~r,(m) = ?r,(m1). 
Il a t  toujours possible d'étendre ml avec t' E ((Co U ( € 1 )  x C)W tel que 
s' = mlt' E S( fd/&).  
=+ 1 est possible d'étendre rn avec t E ((Co U (€1 )  x C)'" tel que 7rc (mt) = 
rC (mlt'). 
* mt E S(fd/&) 
* m E Pre (S(fd/Ad)). 
=+ fd est non-bloquant. 
Propo~ition 5.8 Soit f* : ((Eo U { E ) )  x C)' -4 Co un supewiseur pour J& corn- 
plet et non-bloquant. La fonction suivante 
avec m' E L (fol&) tel que ?r,(mt) = n, (m) ,  
d@nit un superviseur complet et non-bloquant pour tel que 
fl est clair que fd est une fonction parce que pour tout ml ,  ma E L( fa/&) 
tel que &(nal) = r t ( m ) ,  on a nécessairement f , (ml)  = f'(m~), par 
définition meme de f,. 
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c.-à.-d. montrom que Vm E L ( fw /&) ,  il &te m' E L(fd/&) tel que 
T, (m) = n, (ml). 
Ddmonstration pur récurrence sur ha longueur du mot m. 
Iml = O ,  le résultat est mi, en efet à m = l(C.uIr))xC, on u s m i e  
m' = l ( ~ ~ u { r ) ) x c .  
Supposons que c'est unai pour tout mot de longueur 5 n - 1 et montrons 
que c'est awsi vrai pour tout mot de longueur n. 
k E L(fw/A,,J =+ 3k' E L(fd/&) tel que q ( k )  = %(kt) (d'op* 
lyhypothèse de récurrence). 
Si k" = kt, alors on prend m1 = K(a,, r,) . 
Sinon, ~ ( k )  = rc(kt) et Cb' f L(fd/.Ad) et k" E L(A& impliquent 
le plus long pdf ie  de g1 qui appartient d L(fd/&). 
Supposons que k" s'&rit sow b forme k" = (al, rl)...(um, rm) et que 
p s'écrit sow la fonne p = (01, rl) ...( di, ri). Alors P(G+L,  ri+^) 4 
L( fd/&). Alors on a deuz possibilités : 
sous-caa 1: ui+i = € 
et soit O, le premier symbole observable de p' alors on a nécessairement 
D'autre part, rt (Rn) = %(kt), &~IC k' s'écrit SOUS l u ~ o m e  kt = I(oj, ri+L) Lt,  
puisque a, 4 é, et on a évidemment q ( l )  = r&). 
* p E dom(fd) et on a fd(p) = fd(l) = ï,, . Absurde puisqu'on a dit 
dm que f d b )  = f d ( 0  # r,+,. 
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Or ?r,(kN) = ~ , ( k ' ) ,  donc on peut écrire V sous la fome I ( U ~ + ~ ,  r,,)t 
avec ~ ( 1 )  = T,(p). 
=+ fd(l)  = fd(p) = ïW. Absurde. 
Donc on amke àans les deuz cus a une absudité. 
=+ Notre supposition est fausse. 
* k" E L(fd/.Ad). 
En plus, on a kt' E dom(fd),  pme  que r,(k") = q ( k )  et k E L( f,/&). 
Ceci implique a w i  que (an, r,) E fd(km). 
Comme kn(u,, r,) E L(&), alors on a nh~a i remen t  ml = kM(a,, r,) E 
L ( f d / d &  et on a bien entendu rC(m') = ~ ~ ( r n )  
=+ Te (L(f , /&))  C Tc (L(fd/Ad)) .  
Montrons l'autre inclusion: 
Soit rn E L(fd/Ad),  montrons, par récurrence sur la longueur du mot rn, 
qu'il eziste m' E L( f,/&) tel que r , ( m )  = %(ml). 
Pour m = l(c,u{c})xc, le résultat est mi. 
Supposons que le résultat soit mi pour tout mot de longueur 5 n - 1 et 
montrons que ça w t e  aussi mi pour tout mot de longueur n. 

tout k E pre(sf), on a : 
Montrons maintenant que ~r, @&/A)) C RE (S(fd/Ad)) :
Montrons awsi que fd est complet. 
Soit m  E L(fd/&), montmm que m  E dom(fd): 
On a m  E L(Id/&) + 3m' E L(f, /A) tel que n;(m) = n,(m'). 
Or m' E L(f,/&-) + na' E dom(!,), car f, est complet. 
+ m  € dom( fd)  . 
Finalement montmns que fd est non-bloquant. 
fl est &dent que ~re(S(fd/Ad))  L(fd/Ad), P U ~ Q U ~  S(fd/Ad) C 
(L(fd/Ad)) - 
fl ~ t e  d m o n t ~  que L(fs/&) C pre (S(fd/A)). 
Soit k E L( fd/d&) =F 3it E L(f,/&,) tel que %,(kt) = rE(k) .  
or fe est non-bloquant =+ 3' E ((E, LI (€1) x C)W tel que s' = k't' E 
S ( f R / 4 ) .  
=+ 3t E ((Co U (€1) x C)W tel que k t  E S(fd/&).  
* k E pre ( S ( f d / & ) )  
* L ( f d / & )  Pre ( s ( f d / . A d ) )  
=+ L ( f d / . A d )  = Pre ( S ( f d / A d ) )  
=+ fd est non-bloquant. 
5.7 Conclusion 
Dans ce chapitre nous avons donné une approche de résolution pour le problème 
de synthése d'un superviseur complet et non-bloquant pour un S ~ D  contrôlé Gc par- 
tiellement observé à travers un masque Mc. L'idée de base de notre approche était 
de faire une série d'abstractions qui a permis de ramener le problème initial à celui 
du contrale d'un automate fini de Rabin déterminite, que nous avons désigné par 
4, pour la satisfaction de sa propre condition d'acceptation. Ce dernier probléme a 
4t4 d4jA résolu par Thistle et W d a m  (voir chapitre 2). Ii sufiit donc d'utiliser ces 
travaux pour trouver un superviseur pour Ad, et de déterminer A partir de celui-là 
une suite de superviseurs correspondant chacun B une étape d'abstraction; le dernier 
&ment de cette suite étant un superviseur vc pour (Ge, Mc). Bien entendu, ceci 
ne constitue pas une solution pour notre probléme de départ, à savoir superviser 
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(Gy M), mais il est passible de dêduire B partir de Vc, un superviseur pour (Gy M) 
complet, non-bloquant et qui respecte la spécification, en utilisant les rbultats du 
chapitre précédent. 
Malheureusement, contrairement au cas de la synthése monolithique, pour laquelle 
nous avons pu trouver un algorithme de synthése, Ie probléme devient nondécidable 
loque  nous noua int6ressons au cas de Ia supeMsior répartie. Ce résultat sur- 
prenant fera l'objet du chapitre suivant. 
CHAPITRE 6 
SYNTH&SE DE SUPERVISEURS REPARTIS 
6.1 Introduction 
Dans le chapitre 3, nous avons introduit le probléme de synthdse de superviseur 
pour superviser les séquences inhies d'événements générées par un SED partieile- 
ment O- A travers un masque M. Les résultats des chapitres 4 et 5 donnent 
une procédure qui permet de résoudre le probléme. Une extension de ce probléme 
au cas de la supervision répartie le rend non-dêcidable. 
En effet, dans ce chapitre nous dons  introduire un nouveau problème qui est celui 
de la synthése d'un superviseur réparti qui est composé de deux superviseurs l e  
Caux, et qui fait en sorte que les séquences infinies générées en boucle fermée sous 
sa supervision respectent les langages de spécification. Nous d o n s  montrer que 
dans certains cas, ce probléme peut être équivalent à celui de l'acceptation du mot 
vide par une machine de niring. Ceci nous permet de montrer que la question 
d'existence d'une solution au problème est nondécidable, parce qu'il a été déjh 
établi que l'arrêt d'un machine de Iùring sur une bande vide est nondécidable 
aussi. L'idée de transformer le problème d'arrêt d'une machine de Turing sur la 
bande vide en un probléme d'existence d'une solution au problème de synthéae d'un 
supeMseur réparti s'insp'ire des travaux de Peterson et qui ont adopte 
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une approche similaire pour montrer que le problème d'appartenance d'un mot fini 
ii la classe des langages reconnus par les machines alternantes, à joueurs multiples 
et information incompléte et dont l'e8pme est borné, est nondécidable; ainsi que 
des travaux de ~osneri?l qui a adapte l'idée de Peterson et Reif pour montrer que 
le problème de synthèse de systèmes r~~ distribués est aussi nondécidable. Le 
résultat que nous dons établir dans ce chapitre concerne la supervision des mots 
infinis, mais une légére modification de la démonstration permet de trouver un ré- 
sultat similaire pour la supervbion d a  mots W. Ces résultats sont présentés 5i la 
section suivante. A la demi& section nous discutons de leur impact. 
6.2 Supervision répartie 
Même si on se retrouve dans un contexte de mots infinis, nous allons considérer 
la même définition de conjonction de superviseurs que ceile du chapitre 1. 
Le problème auquel on s'intéresse est le suivant : 
Probleme 6.1 (Supervision Répartie des w-langages : PSRw) Soit G, un SÉD 
défini sur l'alphabet C, A et E deux w-langages qui vérifient la propriété suivante 
A C E Ç S(G). Alors étant donné deux dphabeb d'observation Ci, i = 1 , 2  et 
deux masques Mi : L(G) + Cr, concevoir deux superviseurs locaux &, à = 1'2 
compleb et non-bloquants tels que ker Mi Ç ker F, i = 1,2, la conjonction Vi h 
est non-bloquante, et 
Théorème 6.1 L'ezistence d'une solution pour le PSRW est non décidoble 
Démonstration: Soit M une machine de lùring, définie sur un alphabet T. L'idée 
de h démonstration est de définir à partir de M un SED G et des spécifications A 
et E et de montrer que la question d'existence d'un superviseur réparti pour G qui 
permet de répondre auz spécifications est équivalente a l'acceptation par M du mot 
vide. Comme nous savons que le problème d'arrêt d'une machine de Iliring sur une 
bande vide est non-décidable, nous pouvons en conclure que la question d'ezistence 
d'une solution pour ce problème de superukion particulier est non-décidable. Or 
ce dernier n'est autre qu'un cas particulier du PSRW, il s'en suit que l'ezistence de 
solution pour le PSRW est awsi non-dkidable. 
Ddfinissons un alphabet 7 sufiamment riche pour encoder des configurations de 
M. Rappelions qu'une s&uence de configurations de M est de la forme 
#Co#Cl# ...# Ca#, ... où Ci = (q, x), où q est l'état interne de M et z E PITf 
qui repditente l'état de la bande (le symbole 1 dénote la position de Iu tete de la- 
ture/Bcn'ture). Donc notre alphabet 7 doit contenir l'alphabet T ,  le synibole # et 
des symboles pour regrésenter les états internes de M. Définissons à partir de 7 
deuz alphabets disjoints 7; et 5, obtenus en ajoutant les indim i et 2 aux symboles 
de T. Posons 
B V ~ C  pi, Si 4 
Le systéme de commande auqeel nous allons aboutir va &tre constitue' d'un S@D 
G et de deux supemiaeurs l o ~ ~  qui vont essayer de géndrer chacun la séquence 
de configuration géndrée par M lorspu 'elle part avec une bande vide. Le gdnémteur 
quant à lui va essayer de vdkifier la validité des séquences générées en faisant certains 
tests implicites dans sa fonction de transition. Le symbole pi sert à indiquer au 
superviseur de donner le p d a i n  symbole dans sa séquence, alors que Si ua 
servir à lui indiquer de sauter à la prochaine séquence. La fonction de tninsition de 
G doit respecter les règles suivantes: 
Pour tout i E {1,2), on a tout symbole de ou Si est nécessairement suivi 
par un symbole de Ci. 
Tout symbole dans 7; U 5 est nécessairement suivi par un symbole de 
{Pl, SL ,  p2, Sa). 
La vérification que le S ~ D  fait sur les séquences données par les deux superviseurs 
n'est pas totale. En enet, il se contente jwte de vén'fier si certaines portions de 
chaque séquence, prises au hasani, cornpondent bien à une configuration de M.  Ii 
vérifie awsi POUT deuz configumtions SUUXSS~U~Y Cj et Cj+i qu'on O Cj F Cj+l (c'est 
à dire que Cj+' est le successeur de Ci selon la structure de M). S'il détecte une 
inc~nsistence il entre dans un &ut puits z,, à partir duquel il ne sort plw. Sinon, s'il 
détecte une configuration occeptante de M (Le. q est un état rnafpud'' alors il entre 
dans un autre état puits z, duquel il ne sort plw. Alors on pose I = R = (x,), 
A = 0 et E = S(G). 
La masques d'observations sont naturellement Mi : L(G) + Zf, i = 1,2, et les 
supeniiseurs locaux qu'il faut eonceuoir seront de la forme & : Mi(L(G)) 4 Ci, 
i = 1 , ~ .  avec ci = {ri, 1 5 j 5 Q} et les ri gui sont 80w la jonne 
Puisque chaque superviseur ne peut ni observer, ni contrSler ce qui est donné par 
l'autre s ~ p e ~ e u r ,  le seul moyen d'empêcher l'automate représentant G d'entrer 
dans l'&ut pu&~ xp est de trouver une strutégie qui permet aux deuz superviseurs 
de générer fa séquence de configurutions qui correspond à d e  générée par M en 
lisant une bande vide, et cette stmtwe permet d ' e n h r  dam l'état acceptant x,, si 
et seulement si M occepte le mot uide. 
-4 L'dente de cette sfmtégie est non-déciduble. 
l'existence d'une solution au P S P  est ad non-décidable. 
Ce rémiltat est aussi valable dans un contexte de mots bis, comme le montre le 
corollaire qui suit. 
Problème 6.2 (Supervision Wpartie des langages : PSR*) Soit G, un 
S#D défini sur l'alphabet E, A et E deuz langages qui vérifient la pmpnété suivante 
A E E C L(G). Alors, étant donné deux alphabets d'observation Et, i = 1,2 et 
deux muques Mi : L(G) -+ Zf, concevoir deux superviseurs locaux K, i = 1,2 
complets et non-bloquants tels que km Mi C ker V;., i = 1,2, la conjonction Vl 'i r\'Cra 
est non-bloquante, et 
A L (VI A b/G) E 
Corollaire 6.1 L'existence d'une solution pour le PSR' est non-décidoble. 
Dbmonstration: Une approche semblable B celle utilisde pour dimontrer le thhéme 
6.1 permet de démontmr aussi ce résultat, la seule diffémnce réside dans la condi- 
tion d'acceptation de l'automate fint sur mots finis qui repdente G. Celui-ci aum 
une structure de tmnsition identique ù celle définie précédemment, avec un seul état 
marqué qui est x,. 
6.3 Conclusion 
Dans ce chapitre nous avons montré que l'existence d'une solution ii une classe de 
problémes de supervision répartie est non-décidable. Ce résultat suggère qu'iI faut 
se restreindre à des cas particuliers pour trouver des algorithmes de synthèse qui 
nous permettraient de trouver un superviseur réparti conforme à sa spécification. 
Comme ce résuitat est aussi valable lorsque nous nous intéressons uniquement aux 
mots finis générés en boude fermée, on peut conclure que toutes les procédures de 
synthése qui ont été trouvées jusqu'8 maintenant ne peuvent que correspondre des 
cas particuliers et ne peuvent Btre étendues au cas gbéral. 
CONCLUSION 
Dans ce mémoire, nous nous sommes intéressés iî la supervision des séquences in- 
finies générées par les SEDS partiellement observés. Nous avons donné une construc- 
tion qui permet de ramener le problème de supervision sous observations partielles 
à un problème de supervision sous observations complétes, et nous avons montré 
comment à partir d'une solution à ce dernier on peut déduire une solution ii notre 
probléme de départ. Le probléme de supervision sous observations complétes a été 
résolu grâce aux travaux de Thistle et Wonham. Il a 6th démontré notamment qu'il 
n'admet pas de solution optimale qui correspond au superviseur le plus permissif 
qui permet de respecter la spécification. Ceci est aussi le cas du probléme de super- 
vision sow observations partielles, nous nous sommes contentés donc de chercher 
un superviseur quelconque qui permet de respecter la spécification sur le w-langage 
généré en boucle fermk. 
A h  de pouvoir résoudre le probléme nous avons supposé que le proc&k et la spb 
acation sont représentés par des automates h i s  sur mots S n i s  et que le masque 
d'observation est représenté par un automate fini de Moore. En plus, nous avons 
supposé que l'automate de Rabin, qui représente le SED, possède une condition 
d'acceptation triviale, ceci afin de simplifier la construction de l'automate de Rabin 
déterministe, à partir de l'automate de Rabin universeI. 
Une perspective de travaux futurs serait donc d'essayer de se débarasser de cette 
hypothése simplificatrice et de considhrer un procédé qui est représentb par un au- 
tomate de Rabin quelconque. 
L'autre probléme auquel nous nous sommes intéressés est celui de la supervision 
répartie. En effet, nous avons montré que l'dtence d'une solution i ce probléme 
est non-décidable, meme si on s'intéresse uniquement la supervision des mots fi- 
nis. Ceci suggère donc d'essayer d'enrichir la structure du SED et des maques 
d'observations, pour pouvoir peut4tre résoudre le probléme dans un contexte moins 
générai. 
BIBLIOGRAPHIE 
[CDC88] P m .  of 27th IEEE Con/. Decision and Control, Austin, TX, USA, De- 
cember 1988. 
[CDFV88] R. Cieslak, C. Desclaux, A. Fawaz, and P. Varaiya. Supervisory control of 
discrete-event processes with partial observations. IEEE h m .  Autom. 
Control, 33(3):249-260, March 1988. 
(GR871 C.H. Golaszewski and P.J. b a d g e .  Control of discrete ment processes 
with forced events. In Pmc. of 26th I88E Con/. Decision and Control, 
pages 247-251, Los Angeles, CA, USA, December 1987. 
[GRS8aJ C.H. Golaszewski and P.J. Ramadge. Mutual exclusion problems for 
discrete event systems with shared events. in Pm. of 27th IEEE Conf. 
Decision and Control pages 234-239. 
[GWb]  C.H. Golaszewski and P.J. b a d g e .  Supervisory control of discrete 
event procemes with arbitrary controls. In M.J. Denharn and A. J. Laub, 
editors, Advanced Computing Concepts and Techniques in Control Engi- 
neering, volume 47 of Cornputer and Systems Sciences, pages 459-469. 
Springer-Verlag, 1988. 
182 
(KGM911 R. Kumar, V. Garg, and S.I. Marcus. On w-controllabiîity and w- 
normality of DEDS. In Pm. of 1991 Amencan Control Conf., Boston, 
MA, USA, June 1991. 
[LW88a] F. Lin and W.M. Wonham. Decentralized control and coordination of 
discrete event systems. In Proc. of 27th IEEE Conf. Decision and C o n t d  
[*cml, pages 1125-1130. 
[LW88b] F. Lin and W.M. Wonham. On observability of àiscretaevent systems. 
Information Sciences, 44(3):173-198, 1988. 
(PR791 G.L. Peterson and J.H. Reif. Multiple-person alternation. In Proc. of 
the 1979 IEEE Symp. on the Foundations of Computer Science, 1979. 
[Rama91 P.J. Ramadge. Some tractable supervîsory control problems for discrete- 
event systems modeled by Büchi automata. IEEE %ns. Autom. Con- 
tmi, 34(1):10-19, January 1989. 
(RW891 P.J. Ramadge and W.M. Wonham, The control of discrete event systems. 
Pm. of the IEEE, 77(1):81-98, January 1989. 
[RW92] K. Rudie and W.M. Wonham. Think globally, act locdy: Decentralized 
supervisory control. IEEE %W. Autom. Contml, 37(11):1692-1708, 
November 1992. 
183 
S. S a f h  On the complexity of w-automata. In Pmc. of the 1988 IEEE 
Symp. on the Foundations of Cornputer Science, pages 319-327, 1988. 
J.G. Thistle. Contml of Infinite Behavior of Discrete Event S y s t m .  
PhD thesis, Dept. of El. Eng., Univ. of Toronto, Canada, January 1991, 
J.G. Thistle and W.M. Wonham. On the synthesis of supervisors subject 
to w-language speciiications. In Pmc. of 2 h d  ConJ on Information 
Sciences and Systems, pages 440-444, Princeton, NJ, USA, March 1988. 
J.G. Thistle and W.M. Wonham. Control of w-automata, Church's prob- 
lem, and the emptiness problem for tree w-automata. In E. Berger, 
G. JBger, H. Heine Büning, and M.M. Richter, editors, Pm. of 
5th Workshop on Cornputer Science Logic, CSL'91, volume 626 of 
LNCS, pages 367-381, Bern, Switzerland, Octo ber 1991. Springer-Vmlag, 
Berlin, Germany. 
[TW94a] J.G. Thistle and W.M. Wonham. Control of infinite behaviour of 6nite 
automata. SIAM J. Contml Optim., 32(4): , July 1994. 
[TW94b] J.G. Thistle and W.M. Wonham. Supervision of infinite behaviour of 
discreteevent systems. SIAM J. Control Optim., 32(4): , July 1994. 
[Zho92] H. Zhong. H i e m d i d  C o n h l  of Discrete-Event Systems. PhD thesis, 
Dept. of El. Eng., Univ. of Toronto, Canada, July 1992. 
