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Abstract. Shot noise is a powerful tool to probe correlations and microscopic
transport details that conductance measurements alone cannot reveal. Even in atomic-
scale Au devices that are well described by Landauer-Bu¨ttiker physics, complications
remain such as local heating and electron-phonon interactions. We report systematic
rf measurements of shot noise in individual atomic-scale gold break junctions at
multiple temperatures, with most bias voltages well above the energy of the Au optical
phonon mode. Motivated by the previous experimental evidence that electron-phonon
interactions can modify Fano factors and result in kinked features in bias dependence of
shot noise, we find that the temperature dependence of shot noise from 4.2 K to 100 K
is minimal. Enhanced Fano factors near 0.5 G0 and features beyond simply linear bias
dependence of shot noise near the 1 G0 plateau are observed. Both are believed to
have non-interacting origins and the latter likely results from slightly bias-dependent
transmittance of the dominant quantum channel.
PACS numbers: 73.23.-b, 73.50.Td, 73.63.Rt
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1. Introduction
Atomic-scale metal junctions [1] are narrow constrictions with only one or a few metal
atoms in cross-section. Such a size is comparable to the metal Fermi wavelength and
much smaller than both electron-electron and electron-phonon inelastic mean free paths,
even when the constriction itself has already reduced those mean free paths down to
the nanometer scale [2,3]. Thus electron transport through such narrow constrictions is
ballistic [1, 4] and is expected to be well described by Landauer-Bu¨ttiker physics. This
means that (i) electrons transport via distinct quantum channels which, in atomic-scale
junctions, originate from valence electronic orbitals [5], and (ii) inelastic interactions
are negligible, such that electrons remain in their own quantum channels [6]. The
conductance can be expressed as
G = G0
N∑
i
τi (1)
where G0 ≡ 2e2/h is the conductance quantum with spin degeneracy, and τi is the
transmittance of the ith channel. Each channel at most contributes 1 G0 to the total
conductance. The success of the Laudauer-Bu¨ttiker picture does not mean that inelastic
interactions can have no observable effect, however. While the constriction itself is small
enough to be considered ballistic, electron-phonon interactions can take place within the
adjacent contacts, and electrons can potentially couple to vibrational modes localized to
the constriction, slightly modifying the total conductance. Well in the tunneling regime
(τ  0.5) the electron-phonon interaction permits additional conduction processes and
enhances the differential conductance, which is the mechanism of inelastic electron
tunneling spectroscopy (IETS) [7, 8]. In more conductive single-channel junctions with
transmittance τ > 0.5 [9, 10] inelastic phonon processes instead reduce the differential
conductance, which is used to map out the optical phonon energies in point contact
spectroscopy [11,12], when universal conductance fluctuations are believed to be weak.
In both cases, vibrational modification of differential conductance is small and d2I/dV 2
is usually used to detect the tiny changes. The features in differential conductance occur
at the bias voltages eV such that electrons have enough energy to excite one vibrational
mode with a certain energy h¯ω.
Nonequilibrium current fluctuations under bias that originate from the discrete
nature of electrons, “shot noise” [13], enable access to additional information that
conductance alone does not provide. In its classical limit, as revealed by Schottky in
1918 [14], where electrons transport independently and arrive as a Poisson process, the
spectral density of shot noise obeys SI = 2e〈I〉. Here e is the charge of charge carriers
and 〈I〉 is the average bias current. Correlations alter the shot noise to be SI = 2e∗〈I〉F ,
with e∗ representing the effective charge and F defined as the Fano factor. In interacting
systems shot noise provides direct information about the effective charge [15–18]; In the
Landauer-Bu¨ttiker limit (where e∗ = e) for atomic-scale junctions at zero temperature,
the non-interacting shot noise can be fully described by transmittances of quantum
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channels [19,20],
SI = 2eV G0
N∑
i
τi(1− τi) (2)
Combining (1) and (2), the corresponding Fano factor is
F =
∑N
i τi(1− τi)∑N
i τi
(3)
At finite temperature where thermal Johnson-Nyquist noise [21,22] is nonzero, the
total current noise including both Johnson-Nyquist and shot noise contributions is
SI = G0
[
4kBT
N∑
i
τ 2i + 2eV coth
(
eV
2kBT
) N∑
i
τi(1− τi)
]
. (4)
Up to moderate biases, the non-interacting predictions of shot noise agree well
with experimental observations in break junctions or other mesoscopic systems such
as electrostatically defined 2d electron gas (2DEG) structures, and at both cryogenic
conditions and room temperature [23–28]. The detailed role of electron-phonon effects in
junctions far from equilibrium remains an open question, however. Multiple theoretical
predictions exist [29–34], each considering the coupling between electrons of single
quantum channel and a single local phonon mode. The main physical difference
between the models lies in the basic question of how to properly describe the phonon
population of that bosonic mode. Thermally equilibrated phonon populations, thermally
nonequilibrated phonon populations, and nonequilibrated phonon populations (driven
into non-thermal steady state by the electronic current) corrected by their fluctuating
dynamics are discussed. The relative importance between electron-phonon coupling
strength λ and the relaxation rate η at which the local vibrational mode loses energy to
the bulk phonons in realistic devices determines which regime is experimentally relevant.
These theories all predict a modification of the Fano factor when the bias voltage across
the junction exceeds the energy of the local vibrational mode. The exact modification
of the Fano factor depends on the model details. Depending on the model, some
complicated temperature dependence is predicted. Kumar et al. [35] observed kink-
like features in the bias dependence of shot noise in many atomic-scale Au junctions at
4.2 K. These kinks are usually observed at a voltage between 10 to 20 mV, consistent
with the known energy of the optical phonon in Au [11,36] and the measured differential
bias-dependent changes in the conductance. If the inelastic contribution to the noise is
detectable, a temperature dependent study is favored, as the phonon population plays
an important role. Such a study has not previously been performed in atomic-scale
devices.
In previous work we have examined shot noise in STM-style Au break junctions
at room temperature, where kBT readily exceeds the metal optical phonon energy
[27]. In this regime, the bias dependence of the ensemble-averaged noise is consistent
with Landauer-Bu¨ttiker expectations at biases below about 200 mV. Since weak
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electron-phonon interactions should be small, and the coupling strength λ between
electrons and the vibrational modes depends on the microscopic junction details,
ensemble averages might wash out modest modifications to the noise. Measurements of
individual electromigrated junctions at reduced temperature have shown nonlinearities
and asymmetries in the noise at 77 K. Detailed measurements over many individual
stable microscopic configurations are needed to see whether temperature strongly
affects the noise bias dependence in the moderate bias regime [37]. Here, we report
bias dependences of shot noise in e-beam lithographically patterned, suspended Au
junctions, over large bias and conductance ranges at multiple temperatures, realized by
the mechanically controlled break junction (MCBJ) technique [38, 39]. We find that
temperature does not strongly influence the noise bias dependence in these junctions
beyond what is expected from thermal broadening of the electronic distributions. These
noise measurements also allow us to confirm that the transmission and mixing of
channels during junction rupture is largely unchanged over a broad temperature range.
2. Methods
Stainless steel is chosen to be the substrate due to its flexibility, with a polyimide (PI-
2610) film coated as the insulating layer. Arrays of bowtie junctions are defined by
e-beam lithography and e-beam evaporation (Ti/Au). The narrowest part of a typical
bowtie junction is a Au bridge of ∼ 800 nm long, ∼150 nm wide and 20 nm thick, which
typically has a resistance ∼ 70 Ω at room temperature. After the lift-off, thick Au pads
and leads connecting the junctions are evaporated making use of a shadow mask with
Cr as the adhesion layer. Ar plasma treatment is needed before the second evaporation
to improve adhesion. Poor adhesion between metal pads and polyimide has previously
made wire bonding normally impossible. The combination of Ar plasma treatment,
adhesion layer material selection of Cr, and comparatively thick bonding pads together
make wire bonding reliable. Before the measurement, O2 plasma etching is used to
suspend the narrow Au bridges, leaving the other metal regions slightly undercut. The
SEM photo of a typical suspended junction is shown in figure 1(a).
Measurements are conducted in our home-built variable temperature setup, which
can be cooled down to liquid He temperature via gas flow and has a stepper motor
configured to bend the chip. The chip is immersed in cold He gas with positive pressure,
and temperature-controlled with a local heater. The Au bridges are first narrowed
down by electromigration, and then further broken by slowly bending the substrate,
using the conventional MCBJ technique. We stop at particular conductance values and
record the bias current and the excess noise simultaneously as a function of bias voltage.
Reconnections to∼ 10G0 are needed to effectively randomize the microscopic structures.
The small size of the suspended part of the device and the mechanical bending geometry
leads to greatly enhanced mechanical stability of the Au junctions when compared to
STM-style junctions. This stability is often characterized by a “reduction factor”, r, the
ratio between the lateral displacement of the electrode tips and the vertical displacement
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of the center of the bending setup [40]. In its simplest treatment, r = 6tU/L2, where
t is the substrate thickness (including the polyimide), U is the length of the suspended
region of junction, and L is the distance between the fixed support posts for the bending
scheme. For our situation, t ≈ 100µm, U ≈ 800 nm, and L ≈ 1.5 cm, leading to
r ≈ 2× 10−6.
All the measurements are conducted on fixed stable atomic configurations, avoiding
any transients associated with changes in junction geometry during a particular noise
measurement. The RF modulated excess noise measurement technique has been
described previously [23, 27, 41, 42]. We apply 1 kHz square waves switching between
zero and a finite voltage to the device and the bias-driven change in rf noise power
(integrated over a bandwidth set by filters to be from 250 to 500 MHz) is measured
via lock-in amplifier. The DC signal is used to measure the conductance. Shot noise
should dominate in the bandwidth measured. The conductive substrate and the thin
layer of polyimide turn out to be an effective capacitor and contribute to RF signal loss
in our bandwidth, which limits our measurement resolution in this work, but could be
potentially improved in the future. To calibrate the noise to obtain the appropriate
normalization, we consider measurements in the tunneling region with conductance
smaller than 0.1 G0, where the Fano factor is 1− τ and τ is the only relevant quantum
channel. The damping of the measured rf noise due to the substrate is roughly consistent
with the measured rf reflectance of the device, though detailed quantitative modeling
has proven difficult.
3. Results and discussion
At zero temperature, shot noise is linear in bias, if the Fano factor is independent of bias.
At finite temperatures, in the non-interacting limit, low bias (eV  2kBT ) excess noise
(SI(V )−SI(V = 0)) is suppressed while the higher bias excess noise still scales linearly
with the bias, as shown in figure 1(b). The excess noise remains linearly proportional to
a scaled bias X ≡ 4kBTG[(eV/2kBT )coth(eV/2kBT )−1], with the slope exactly given by
the transmittance-based Fano factor. In the presence of electron-phonon interactions,
the Fano factor is expected to exhibit a bias dependence above the electron-phonon onset
voltage, V = h¯ω/e. Theories considering the coupling between electrons and thermally
nonequilibrated vibrational modes (electron-phonon scattering rate Γe−ph  η) [32–34]
all predict that the bias dependence has components scale as V 2 or faster. Theories
considering only thermally equilibrated vibrational populations (Γe−ph  η) [30–32]
instead predict an abrupt change of F at electron-phonon interaction onset voltage and
slower V dependence. Deviations from linearity in plots of SI(V )− SI(0) vs. X can be
indicative of these inelastic processes.
Measurements are conducted with sample temperatures between 4.2 K to 100 K.
As the theories generally discuss single channel transport, and additional quantum
channels complicate even the non-interacting interpretation, we mostly focus on junction
configurations with conductances below 2 G0. Because the shot noise signal scales with
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current, the noise is most clearly resolved at bias voltages that are well in excess of
∼ 17 mV, the expected threshold for the Au optical phonon. Thus the deduced Fano
factors should already be modified by inelastic effects, if any are present. We restrict
applied biases to less than 200 mV to maintain junction stability; hence the nonlinear
increase in noise at higher biases [43] is not examined here.
We performed detailed measurements in different conductance regimes: the
tunneling regime with G < 0.1 G0, the single-atom contact regime with G ∼ 1 G0, and
the few-channel point contact regime, 1 G0 < G < 10 G0. Au junction stability does not
favor the conductance values between 0.1 G0 and much below 1 G0, though repeatedly
disconnecting and reconnecting the contacts sometimes results in configurations with
sufficient stability for data collection. The scaled bias dependence of the noise found
in most junction configurations is linear with approximately vanishing intercepts. A
typical example is shown in figure 1(c), where the environmental temperature is ∼45 K.
The exact value of the temperature matters in the scaled-bias fitting, as shown in the
inset of figure 1(c); only the correct temperature minimizes the intercept in a linear fit,
which is also the main basis of the shot noise thermometry [44]. Consistency between
the measured sample temperature (via conventional thermometry) and the temperature
parameter that linearizes (with zero intercept) noise vs. scaled bias indicates the high
data quality and the dominance of shot noise.
The lack of clear nonlinearities means that no significant effects from thermally
nonequilibrated vibrational modes are observed in most devices. Previous experiments
did suggest the local heating of phonon might be weak in Au atomic-scale junctions
[43,45]. In a small fraction of the measurements we do see small upwards nonlinearities
close to the highest applied voltages, at all temperatures. This could be a result
of unusually strong coupling with nonequilibrated vibrational modes, weak energy
relaxation associated with some particular atomic configurations, or junction instability
driven by bias. Given the challenge of interpreting these idiosyncratic configurations,
we focus on the configurations that do not show these nonlinearities.
In typical, stable junctions, the Fano factors could be extracted by the linear fitting
procedure, allowing us to generate a map of the distribution of Fano factors, shown in
figure 2(a). Close to the 1 G0 plateau, some recorded bias dependences have small
nonlinearities that result in uncertainties when determining the Fano factors, but will
not cause significant variations in the exact values. These features will be discussed in
the last section of this paper and are believed to have non-interacting origins.
In figure 2(a) red circles represent measurements at 4.2 K, while blue squares and
purple triangles are the data at 50 K and 100 K, respectively. The black curve is the
mathematically allowed smallest shot noise in non-interacting limit, reached when only
one quantum channel has transmittance not equal to 1. Atomic-scale Au junctions are
well approximated by this limit, especially when G < 1 G0. The region below the
black curve is forbidden in the Landauer-Bu¨ttiker model with spin degeneracy [46, 47].
Beyond experimental uncertainty, no measured points fall in this region. Most data
are distributed close to the forbidden region boundary and two pronounced quantum
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(a) 
(c)  
(b) 
1 µm
Figure 1. (a) An electron micrograph of a suspended bowtie junction. (b) The
calculated non-interacting excess noise at 4.2 K and 300 K, with Fano factor a constant.
The same Fano factor yields the same high bias slopes, while the elevated environmental
temperature suppresses the low bias excess noise spectral density. (c) An example of
linear scaled-bias dependence, with the red line the best linear fitting result. This
example data is of a 2.4 G0 device, taken at 45 K. In the bottom inset, if the wrong
temperature is used in the scaled bias, the linear fit will generate a larger intercept
(and the low bias data will deviate visibly from the fit). It’s clear that the minimized
intercept is acheived at ∼45 K. This panel is a self-consistency check of the validity of
the linear fitting analysis.
suppressions of Fano factors are seen, at 1 G0 and close to 2 G0. All these observations
are consistent with previous experiments that show that clean Au atomic-scale junctions
favor fully transmitted channels. Interestingly, the distribution of Fano factors does
not seem to depend significantly on temperature. Especially when G → 0, 1 G0,
the measured data at different temperatures overlap with each other very well. While
the 4.2 K data seems follow the same trace and have very small variation, a few
outliers at higher temperatures do have higher Fano factors. This likely results from
channel mixture and greater likelihood of junction contamination by adsorbates at higher
temperature.
Over the temperature range 4.2 K to 100 K, the corresponding vibrational
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Figure 2. (a) The conductances and Fano factors measured on all the devices.
The red circles represent measurements at 4.2 K, and the blue squares and purple
triangles represent data at ∼ 50 K and 100 K, respectively. The black curve is the
non-interacting “forbidden region” boundary. (b) The deduced transmittances of the
first three quantum channels from panel (a). Blue, red, green colors represent τ1, τ2
and τ3. Filled circles represent data at 4.2 K, and the open squares and triangles
represent the data at ∼ 50 K and 100 K, respectively.
occupations nB = 1/(e
βh¯ω − 1) increase from 3 × 10−21 (essentially zero) to 0.16, if
taking h¯ω = 0.17 meV. Even as small as an occupancy of 0.16 might generate an
additional noise larger or comparable to the total inelastic correction at zero temperature
limit [32,33] and should be detectable. The linear bias dependence in our measurements
already indicates little inelastic contribution to the noise. The lack of phonon population
dependence further indicates apparently weak e-ph coupling in our devices. To further
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clarify the effect of thermal phonon occupation measurements at higher temperatures
might be favored, but the stability of atomic-sized devices naturally limits practical
environmental temperatures and make such measurements challenging.
Regardless of temperature dependence, theories considering the interactions
between electrons of single quantum channel and single thermally equilibrated
vibrational mode predict that Fano factors are suppressed when the single channel
transmittance is between 1/2 ± 1/2√2 and enhanced otherwise [30, 31], even at zero
temperature. This is because electrons can always emit phonons regardless phonon
population and the only requirement is to have enough energy. Thus in the predicted
suppression region, if electron-phonon interactions cause a significant modification, we
might have a chance to see some data fall below the non-interacting forbidden region,
but this is not seen. Instead, compared with the data with G→ 0, 1 G0, the measured
Fano factors in between 1/2 ± 1/2√2 G0 are enhanced relative to the black curve.
Such a positive deviation is likely to be a result of non-interacting channel mixture,
which potentially hides any effects from electron-phonon interactions. One possible
origin of such a channel mixture is adsorbate contamination. Indeed, geometrically
Au devices do not favor conductance values between 0 and 1 G0. The reason stable
configurations in this conductance region sometimes still can be reached might be a
result of contamination, which itself could also induce channel mixture.
Assuming the noise results are well described by the Landauer-Bu¨ttiker model,
combining the conductance and Fano factor measurements we are able to calculate the
transmittances of the first three quantum channels below 2 G0, as what we show in figure
2(b). We assume the third channel is not opened below 1G0 (τ3=0), and the first channel
is always nearly fully transmitted above 1 G0 (τ1 → 1). Thus at all the conductance
values below 2 G0 we always only have two variables and independent measurements of
noise and conductance determine them completely. When 1 G0 < G < 2 G0 we have
to manually set the first channel’s transmittance τ1 to be a value slightly lower than
1 (but larger than 0.95), to force the calculated τ2 and τ3 to be real. This introduces
some uncertainty but will be qualitatively valid. This implies that the first quantum
channel is not fully opened near 1 G0 in our devices, which is consistent with previous
observations not showing perfect noise suppression [28, 48, 49]. As a self-consistency
check, τ2 and τ3 are indeed small below 1 G0 and 2 G0 respectively. Simulations in a
previous paper [49] based on molecular dynamics and the Green functions technique
match these observations. At 4 K such a simulation predicted an enhancement of the
ensemble-averaged Fano factors close to 0.5 G0, as a result of maximized τ2 contribution;
This is reproduced by the transmittance mapping extracted from the data. This good
agreement favors the channel mixing interpretation and confirms that the intrinsic
motions of Au atoms could also be a possible origin of the enhanced Fano factors between
0 and 1 G0, as well as the non-saturated quantum channel near 1 G0. On the other hand,
the same simulation suggests that the second channel’s contribution below 1 G0 will be
largely washed out at room temperature, dut to changes in configuration stability. Such
a difference is not seen experimentally up to 100 K.
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We also find that the bias dependence of shot noise close to the 1 G0 plateau is
sometimes slightly curved and seems to have reproducible deviations from linearity as
a function of bias. Two examples are shown in figure 3(a-d) and 3(e-h). Data points in
both bottom panels 3(d) and 3(h) with error bars represent the measured excess noise
spectral density as a function of bias. Top panels 3(a) and 3(e) are the simultaneously
measured I-V curves. The example shown in left column 3(a-d) is a ∼ 0.89 G0 device
with the second channel participation τ2 as small as 0.03. The measured noise clearly is
concave upward. The right column 3(e-h) represents another device at ∼ 0.94 G0 but
has a significant contribution (0.14) from τ2 and less nonlinearity with bias for both G
and SI .
At each bias, the measured I-V curves, though still pretty linear, have small
but highly reproducible (from sweep to sweep) deviations from linearity. Such small
deviations are easier to see in panels 3(b) and (f), where the difference between the
measured conductance data and the linear fittings (shown as solid straight lines in 3(a)
and (e)) are plotted as a function of bias. This indicates a weak bias dependence of
the conductance, or the transmittances {τi} of the single-atom constriction, as what
has been shown in 3(c) and (g). As a result, based on the equation (3) Fano factors
can vary as a function of bias and even the non-interacting shot noise can have more
complicated nonlinear bias dependence, which could be easily calculated. Indeed when
larger variations of conductance over bias are observed, the junctions tend to have a
more curved dependence of noise with scaled bias, as shown in 3(a-d). In junctions
whose conductance have smaller variations, like the device in 3(e-h), the scaled bias
dependence of the noise tends to be linear and featureless.
Universal conductance fluctuations (UCF) provide a mechanism to explain such
a weak bias dependence of the {τi}. Though below 0.9 V there won’t be significant
variations of the transmittances in single-atom Au constrictions [50] and the density of
states of Au in the relevant energy range are relatively featureless,disorder and quantum
interference can affect the {τi} [3].
To verify the correlation between the observed nonlinear features in shot noise
and the conductance fluctuation, we recalculate the expected shot noise, allowing the
conductance to be weakly bias dependent. The single-atom Au constriction can be well
approximated by a single quantum channel picture, and a more complete description
allows the second channel to be weakly transmitted. Thus we have G/G0 = τ1 + τ2,
with G → 1 G0, τ1  τ2. To model the slightly bias dependent conductance, we have
G=G(V)=< G > +δG(V ). The ideal procedure to extract G(V) is to densely measure
the differential conductance as a function of bias, and integrate the result from zero
to the target voltage. Our apparatus did not allow simultaneous noise and differential
conductance measurements; instead, we approximated this by taking ∆I/∆V at each
bias from the I − V curve, though this sacrifices the voltage resolution.
By plugging G(V ) into equation (4), the expected shot noise spectral density
SI = SI(τ2, X) was calculated. A least square fitting to the data generates the best-
fitted value of τ2 and the SI(τ2, X) is reduced to SI(X). The best-fitted results of
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Figure 3. Two examples of the nonlinear bias dependence near 1 G0: (a-d) ∼
0.89 G0 with the best-fitted τ2 ∼ 0.03. The conductance has a relatively strong
bias dependence. (e-h) ∼ 0.94 G0 with the best-fitted τ2 ∼ 0.14. The conductance
has weaker bias dependence. From top to bottom, (a)(e) I-V curve, (b)(f) deviation
δI ≡ I − Ilinearity vs V, (c)(g) G(V) vs V and (d)(h) the measured excess noise vs
the scaled bias respectively. In the bottom panel (d)(h) the solid curve represents
the expected shot noise after properly accounting for the bias dependence of device
conductance and choosing τ2 to be the best-fitted value. The dotted line forces τ2 to
be zero (single channel case), while the dashed curve in (d) forces τ2 = 0.1. Based on
the best-fitted value of τ2, the τ1 values associated to the total conductance are also
indicated in panel (c) and (g).
both examples are plotted as the solid curves in figure 3(d) and (h), retracing the data
reasonably well. This simple toy model calculation can be used to describe varying
degrees of nonlinearity in G(V ), and was successfully applied to all other devices not
shown here. Consistency between the independent measured G(V ) and SI(V ) when
analyzed this way strongly suggests that such a voltage dependent {τi} can explain both
data sets. A similar analysis has been performed by others (unpublished, Vardimon and
Tal et al. [51]).
It is striking that such small nonlinearities in I vs V can result in a readily apparent
effect on shot noise, though this is mathematically natural. The shot noise carried by
each individual quantum channel is proportional to τi(1 − τi). Considering a small
variation δτi, the resulting shot noise is (τi + δτi)(1− τi − δτi). As the transmittance of
the dominant channel τ1 → 1, τ1 + δτ1 is almost unchanged but δτ1 can be comparable
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to 1 − τ1 and leads to a change by a significant fraction. If τ1 → 1 is not valid, shot
noise becomes comparatively insensitive to the small δτ1 and the normal linear bias
dependence of SI is recovered, as what we have seen away from the 1 G0 plateau.
Similarly, if τ2 is non-negligible, even at the 1 G0 plateau τ1 (due to the fact that
τ1 = G/G0 − τ2) is not close to 1 and shot noise tends to be less sensitive to the
conductance fluctuations.
4. Conclusion
In summary, we examined the bias dependence of shot noise at atomic-scale Au
junctions, over a large bias, conductance, and temperature range. Even at the biases
well above the energy of the Au optical phonons and varying the temperature from
4.2 K to 100 K, no clear temperature dependence is seen. This likely indicates weak
inelastic contribution to the shot noise associated with very small electron-phonon
coupling strength λ and thermal phonon populations. Fano factors are observed to be
enhanced near 0.5 G0, which either results from contamination or the intrinsic atomic
configurations favored by Au junction formation. Near the 1 G0 plateau, the bias
dependence of shot noise shows geometry-dependent small nonlinearities, which are well
described by a simple non-interacting scenario considering weak bias dependence of
transmittances as expected from UCF.
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