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Resumen 
Se ha realizado el análisis univariable de las se-
ries de temperatura media anual de seis ciuda-
des españolas, utilizando los modelos ARIMA de 
Box-Jenkins. La serie de Badajoz fue un AR(2) y 
la de Barcelona un AR(1). Las cuatro restantes, 
Madrid, La Coruña, San Fernando (Cádiz) y Va-
lencia, resultaron ser un A RIMA (0, 1, 1 ). Para 
todas ellas, se ha obtenido la predicción para el 
año 1989. 
Palabras clave 
Análisis Univariable de Series Temporales, 
Método Box-Jenkins, Modelos Arima, Tempera-
tura Media Anual. 
Introducción 
La característica más importante de los datos 
de series temporales es la dependencia entre las 
observaciones correspondientes a sucesivos pe-
ríodos de tiempo igualmente espaciados. El aná-
lisis de esta situación se puede realizar en el do-
minio de las frecuencias, dando lugar al Análisis 
Espectral, o en el dominio del tiempo, según el 
enfoque introducido por Box y Jenkins (1976) . 
En el primero de ellos, las observaciones se 
expresan como suma de ondas sinusuidades a di-
ferentes frecuencias o períodos, mientras que el 
análisis de Box-Jenkins utiliza los modelos ARI-
M (siglas inglesas de Autorregresivos Integra-
dos de Medias Móviles), que expresan de mane-
RcvistJ rlc: :-. tctcorolog'l l , :\.)rí.E. - :\"o JC'J89 
ra sencilla la relación entre la variable estudiada 
en el período actual y los períodos anteriores. 
A lo largo de la historia, se han aplicado las 
series temporales en una gran variedad de cien-
cias, como Economía, Sociología, Hidrología, 
Ecología, etc., siendo en la primera de ellas don-
de más se han utilizado. En el caso de la Clima-
tología, y más concretamente en el estudio de las 
temperaturas, existen diversos trabajos de aplica-
ción, que utilizan, en su mayoría, el Análisis Es-
pectral, entre los que se citan Pruscha (1986), 
Madden (1977), Hancock y Yarger (1979), Ole-
sen y Mikkelsen (1983) y Persaud y Chang 
(1985). 
En este trabajo se estudia la temperatura me-
dia anual en seis ciudades: Badajoz, Barcelona, 
La Coruña, Madrid, San Fernando (Cádiz) y Va-
lencia. El objetivo es modelizar cada una de es-
tas series y predecir a corto plazo. El método que 
se va a seguir es el análisis univariable según el 
enfoque de Box y Jenkins. 
Materia l y M ét odos 
Las observaciones representan la temperatura 
media anual obtenida de la siguiente forma: pri-
mero se considera la semisuma de las tempera-
turas máxima y mínima de cada día; a continua-
ción, se calcula la media mensual de dichas tem-
peraturas diarias; por último, se obtiene la me-
dia de los doce meses. las temperaturas v i nen 
dadas en grados centígrados. 
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La fuente de los datos han sido los listados del 
Insti tuto Nacional de Meteorología. las figuras 1 
a 6 representan las series de datos originales para 
cada ci udad , junto con el núme ro de observacio-
nes disponible (N), la med1a ().! ),la desviación tí-
pica (s), el coeficiente de variación (CV) y los 
años considerados. 
T odas las series constan de más de cien años, 
excepto el caso de Valencia en que sólo se dis-
pone de 87 observaciones. Es en esta última ciu -
dad donde se observa el único dato atípico (fue -
ra del intervalo: media + tres deviaciones típi-
cas) en las series originales, en el año 1919, con 
un valor de 14,9°(. Todas las series están com-
pletas, excepto i\fadrid, donde faltan las obser-
vaciones correspondie ntes a los meses de febre-
ro de 1875 , noviembre y diciembre de 1936, e ne-
ro, febrero y ab ril de 1937 y marzo y ab ril de 
1939. Estos datos se rellenaron con la media del 
mes correspo ndiente ca lculada a partir de los 
años disponibles. A continuación, se obtuvo el 
dato anual como media de los doce meses. 
T odos los cálculos se han realizado en el or-
denador de la Sección de Proceso de Datos del 
INIA, un CDC-CYBER 180, utilizando el pro-
grama BMDP2T. 
El método que se ha utilizado para el anális is 
univariable de las series de datos elegidas ha sido 
el de Box y Jenkins. El objetivo principal de este 
método es obtener un modelo paramétrico sen-
ci llo que explique la estructura de dependencia 
lineal de las observaciones y sirva para predecir 
valores futuros . Este método es adecuado para 
series de tiempo estacionarias. Se dice que una 
serie Y,, t=1,2, .. , J. es estacionaria cuando su me-
dia y varianza son constantes en el tiempo y la 
covarianza entre las observaciones Y, e Y,_k, 
k=1 ,2, .. ,N- 1, depende sólo del valor del retardo 
k. 
Los modelos introducidos por Box y Jenkins 
pueden ser de dos tipos: modelos autorregresi-
vos (AR) y modelos de media móvil (MA). E n 
los medelos autorregresivos de orden p, AR(p), 
la observación en el tiempo t, Y, se escribe como 
Re v1sCJ. de ~(~teorologfa . .-\ . .\.LE. - no 1'> 9 
una combinación lineal de p observaciones an -
teriores: 
Y, - fl 
o bien 
donde: 
0(B) = (1 - 0 1 B- ... - 0r Br), siendo B un ope-
rador lineal de retardo tal que B' Y, = Y,_,. 
e es una serie de variables aleatorias inde-
' 
pendientes y con distribuci ón Normal de 
media cero y varianza 0'2 constante, común-
mente llamada "ruido blanco". 
).! es la media de la seris !YJ 
Por su parte, en los modelos de media móvil 
de orden q, MA(q), la observación en el tiempo 
t se expresa en función de la serie !e,j de la si-
guiente forma: 
Y, - fl = 8 1 e,_ 1 + 82 e,_2 + ... +8q e,_q + e, 
o bien 
con 
Los modelos autorregresivos y de media mó-
vi l se pueden combinar dando lugar a un mode-
lo mixto, ARMA(p,q), con la siguiente expre-
sión: 
Por otra parte , una condición necesaria y su-
ficiente para que la serie sea estacionaria es que 
las raíces del polinomio 0(B) sean todas mayores 
que uno en valor absoluto. Cuando la serie no 
es estacionaria y 0(B) tiene d raices unitarias, se 
utilizan los modelos autorregresivos integrados 
de media móvil, ARIYIA(p,d,q), cuya expresión 
es: 
sie ndo \l = 1 --; B e l operador de diferencias 
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La ventaja de los modelos ARIMA es que con 
un pequeño número de parámetros estimados a 
partir de los datos, se pueden describir una gran 
variedad de series temporales. 
El método Box-Jenkins es un procedimiento 
Iterativo de construcción del modelo en base a 
los datos, que consta de tres etapas resumidas en 
el siguiente esquema: 
IDENTIFICACION 
DEL MODELO 
+ ESTJMACJON DE 
LOS PARA;\fETROS 
1 
• ___ _ no ___ V ALIDACION O - L si • PREDICCION MODELO __ __., 
En la etapa de identificación del modelo 
se han tenido en cuenta e l gráfico de la serie ori-
ginal y las funciones de autocorrelación simple 
y parcial de la muestra (f.a.s. y f. a.p.). En dicho 
gráfico se pueden detectar datos atípicos, tenden-
cias y/ o falta de homogeneidad de varianza en 
F.A.S. 
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las observaciones. Si se detecta algún valor atí-
pico en los datos originales, es conveniente res-
tar su efecto para que no falsee la identificación 
del modelo. Si existe una tendencia definida en 
los datos, por lo que la serie no es estacionaria, 
hay que, o bien ajustar dicha tendencia median-
te un modelo de regresión, o bien diferenciar la 
serie. Si se observa falta de homogeneidad de va-
rianza, se pueden utilizar las transformaciones de 
Box-Cox (1964). 
Por otra parte, las funciones de autocorrela-
ción parcial y simple son la representación de los 
coeficientes de autocorrelación en función del 
retardo k y miden la relación lineal entre obser-
vaciones separadas k períodos, con independen-
óa o no de los valores intermedios respectiva-
mente. La forma de estas funciones sirve para 
identifica r el tipo y el orden del modelo . Así por 
eJemplo, en la figura 7 están representadas la f.a.s 
y f.a.p. de la serie de Badajoz. Como la f.a.s. de-
crece exponencialmente a la f.a .p. tiene valores 
significativos en los retardos 1 y 2, se puede pos-
turlar un modelo AR(2). 
F.A.P. 
RETARDO -.4 - .2 .O .2 .4 
1 
1 2 1 
1 
1 
3 1 1 1 
4 1 1 
5 1 1 
1 -
6 1 1 
- 1 
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Figu ra /. - Función de autocorre lac ión simple (F. i\ .S.) y función de auroco rr<ó lac ió n parcial (F.A.P.) pa ra la serie de Ba-
dajoz. Las líneas de puntos representan los limites riel inre rva o de con fia nza. 
Rc vata ,Jc .\-lc:tc.o ro logü. :\ . \1. E. - .-\ilr) 1989 
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- En la segunda etapa, los parámetros del 
modelo postulado se han estimado según el mé-
todo "backcasting" o mínimos cuadrados incon-
dicionados (Box y Jenkins, 1976, pág. 213). 
- En la etapa de validació n se estudiaron: 
1. La serie de residuos para ver si existían va-
lores atípicos y para comprobar que era ruido 
blanco. Se consideraron datos atípicos aquellos 
que estaban fuera del intervalo ± 3crc, siendo cre 
la estima de la desviación típica de los residuos, 
(Chang et al., 1988). Por otra parte, para verifi-
car que eran ruido blanco se utilizó una prueba 
de Student para ver que tenían media nula, y el 
análisis del gráfico de la serie frente al tiempo 
para comprobar la estabilidad de la varianza. La 
incorrelació n de los residuos se comprobó v ien-
do si alguno de los valores de su f.a. s. y su f.a.p. 
era significativamente distinto de cero al 95% y 
mediante el estadístico de Ljung-Box, Qn, que 
sirve para probar la incorrelación de los n pri-
meros residuos (Ljung y Box, 1978). 
Por otra parte, se realizó una prueba de nor-
malidad de la serie, calculando el estadístico chi-
cuadrado y los valores de los coeficientes de asi-
metría y kurtosis . 
2. Sobreajustes del modelo para ver que no 
existía otro del mismo tipo de orden superior que 
fuese mejor que el postulado (Peña, 198 7a, 
vo l. II, pág. 56 1 ). 
3. La estabilidad del modelo a lo largo del 
tiempo. Para ello, se estimaron los parámetros 
del mismo, considerando la primera y segunda 
mitad de la serie por separado, y se comprobó 
que no existían diferencias significativas . 
- Una vez validado e l modelo, se obtuvie-
ron las predicciones para el año 1989. 
El tratamiento que se dio a los datos atípicos 
fue el siguiente: una vez detectados en la fase de 
validación, se incluyeron en el modelo aplican-
do el análisis de intervención (Box y Tiao, 1975), 
con el fin de contrarrestar su efecto. Se trata de 
un modelo muy simple donde la variable de in -
Rcvistl d~ ~'-'lc:coro!ogi:l , A. ~I.E .. A~o :? 9 
tervención, X" es una variable binaria que vale 
cero en todos los años, excepto en el año en cues-
tión, donde vale uno. De esta forma, resulta un 
modelo del tipo: 
donde la es tima del parámetro ~ está relaciona-
da con la diferencia entre el valor del dato atí-
pico y la media de la serie (Peña, 1987b). 
Resultados y discusión 
En la tab la 1 están los resultados obtenidos 
para todas las series. En la primera columna se 
da la ciudad y el modelo ARIMA correspo ndien-
te. La segunda columna presenta e l desarrollo de 
la ecuación del modelo, con las estimas de los pa-
rámetros y su correspondiente desviación típica. 
T odas las series están centradas. En el caso de 
Badajoz, se da también el coefic iente de correla-
ció n entre los parámetros estimados. Los mode-
los de La Coruña, Madrid y San Fernando, con-
tienen un parámetro adicional "e" debido a las 
intervenciones en los datos atípicos existentes en 
los residuos del ajuste. 
En las siguientes cinco columnas están los es-
tadísticos de validación de l modelo . En primer 
lugar, el estadístico de Ljung-Box, Qn, que hay 
que comparar con una chi-cuad rado con n -p gra-
dos de libertad, siendo p el número de paráme-
tros estimados. A continuación, están la media y 
los coeficientes de asimetría y kurtosis (este úl-
timo restado de 3) de la serie de residuos, junto 
con sus desviaciones típicas. En la siguiente co-
lumna se da la raíz cuadrada del cuadrado me-
dio res idual del ajuste. Por último se dan las pre-
dicciones para e l año 1989 junto con sus desv ia-
cio nes típicas. Dichos errores son bajos dado que 
los datos de te mperaturas medias anuales tienen 
una variabilidad pequeña, como lo indica su coe-
ficiente de variación que en n ingún caso supera 
el S%. 
En el caso de Badajoz se consiguió un R(2), 
m ientras que para Barcelona, el modelo obreni -
do fue un AR(l). Para las demás Ciudades, La 
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TABLA I 
MODELOS PARA LAS S IS SERIES DE T E lPERATURA MEDIA ANUAL 
ESTADISTICOS DE VALIDACION Y PREDICCION -s PARA EL AÑO 1989 
Ciudad Val ichción [Jrcthcctñ1l 
)' Ecu:\C'Ión del mocklo 
' 
:-~ño 
i1'\0<.Ido Q,2 Q l, -
" 
¡\ ¡..: 1'), 1) 




+ 0,.1 I Y 1 _~+c1 , cnrr= 0,.\ .\ :>.S 'J.4 -(1,(101 .1 -!l.tl9 -11.> 11,54 16,5 
.-\IZI.\1:\ (2, O, O) (11,09} (0,119) (0.050?) (0,21) (0,4- } (0,5} 
B::trct:lon~ Y1= 7,'76 + 0,5:\Y1 .. 1+ c1 i 2 2 il ,(H\1 2 - 0,20 -0,32 0,58 16,.> 
,\RI:IIA (1, O, O) (0.0 ' ) (11, .)';29) (0,22) (0 ,4 5} (0,6) 
La Coruñ;:¡ { -2,0 1' t= 1877 11 27 0,04 6 0,07 0 , 1:> 0,46 14,2 ,-\RJ ;\1.·\ (0, \ , 1) Y,= c+Y,_1-0,84e1_1 ·<::, , e= 2,0 1, r= \8 () (0.0·12) (0,2.1) (0,.-¡ ( !l,"i) (0,05) o . resto 
;\ l.id r:~~ { - 1,07, t=\00 1 S 2 1 1),00 -0,09 0,0 1 0,5 14.' . -\R I \ 1.-\ (0. 1, 1) Y1= c +Y1_ 1-0,6:1c:-l +e1 • e= 1,0- . 1=1902 (0,0·18} (0,22) (0.45) ( 0,5) (0,05) o , rcsro 
S;:~,n fo..:rn :.:\ nt1o { -1,34, != 19 1 12 24 11,0411 0) 5 0 , 19 0 ,-12 18,2 . \RL\1 .-\ ' \, \ ) Y,= c+Y1_ 1- 0 .'78e1• 1+c, . e= 1,.14, :=19iJ (0,039) (0,23) (0,46) ( O." ) (0,06) o , resro 
Valencia Y1= c+ Y1_ 1-0.52c1_ 1+c, 10 22 0.031 - O,Ii 0 ,45 0,4 IR,\ 
.-\RJ:'-1.\ (0, l. 1) (0,09) (0,051) (0,26) (0. 52) ·; 0,5) 
0iOTAS: Y, es la e mper:Hura; e, es ruido bbnco; Qn es el cs;<tJi t co dt L¡un · Box; t, :\ y K son rcspecrivamenrc b r!1edi:l, í\ SJmerri:l }' k rtOS\S ck ns 
r..:siduos; s e: a raiz d ·1 cu:1drado mcd 1o de l error; los nUmeros :.::nrre p:lrén tt:SJS s.nn lo errores c~iandar de l~t s csrin"'as. 
Coruña, :Madrid, San Fernando y Valencia, el 
modelo resultante fue el mismo: un MA(1) con 
una diferencia. Se trata de modelos muy senci-
llos, casi todos ellos con un solo parámetro, de-
bido a que los datos utilizados son medidas anua-
les, Jo que enmascara el efecto estacional. 
Sería pues interesante analizar también las se-
ries mensuales de temperatura, punto que será 
objeto de un próximo trabajo para el caso de Ma-
drid. 
En ninguna de las series estudiadas se han de-
tectado ciclos de varios años, q ue impliquen un 
comportamiento periódico de las temperaturas. 
Lo que sí se ha observado es una tendencia cre-
ciente en las mismas, sobre todo a parti r de prin-
cipios de este siglo, como se aprecia en la figura 
8 en la que se han representado las medias mó-
viles de amplitud 10, centradas cada dos años, 
para las seis ciudades. Aunque las temperaturas 
siguen la pauta de variación conocida para el cl i-
ma peninsular durante los últimos 120 años, con 
ciertos intervalos fríos o cál!do , como por ejem-
RcVIHl ¿~ \( r ornlo9i~a. \ \ 1 · - - . Q 
plo entre los años 1876 y 1883, la gráf1ca evi-
dencia además una clara, aunque pequeña, ele-
vación de las temperaturas. Las causas de este 
paulatino aumento son discutibles, pero una de 
las más importantes puede ser el efecto de la ciu-
dad y el hombre sobre e l clima. Las condiciones 
climáticas en las ciudades difieren de las de su 
entorno, tanto más cuanto mayor sea el núcleo 
urbano. Entre los factores que más afectan al cli-
ma de ciudad pueden destacarse los siguientes: 
a) Emisión de calor debida a distintos tipos 
de actividad económica y cuya cuantía, en 
algunos casos, es comparable a la aporta-
da por la radiación solar incidente sobre 
el área de la ciudad. 
b) El albedo de la superficie, generalmente 
menor en las zonas urbanas que en las ru-
rales. 
e) La evaporación, que suele ser sensible-
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Figura 8. - Medias móviles de las temperaturas medias anuales de ocho ciudades españo las: S. Fernando (SF), Valenc ia 
(V AL), BadaJOZ (BAD), Barcelona (BAR), Almadén (AL~l), Navacerrada (NA V), Madrid (MAD ), La Coruña (COR) y Bar-
co de Avila (BARCO). 
Nota: Las temperaturas de Navacerrada y Barco de Avila cor.rcsponden a las o rigi nales habiéndose sumado 9° C y 4° C 
respectivamente. 
También debe menctonarse la mayor rugosi-
dad de la superficie dentro de la ciudad, y la con-
taminación atmosférica debida a emisiones sóli-
das, líquidas o gaseosas producidas por e l hom-
bre. La importancia de todos estos factores varía 
con la estación y el tipo de ciudad. 
U no de los rasgos principales del clima de ciu-
dad es la "isla de calor" , resultado de los tres 
efectos mencionados anteriormente, que se ca-
racteriza por temperaturas del aire más elevadas 
que en las á reas rurales. 
Los resultados de vanos investigadores han 
demostrado que una " isla de calor" suele tener 
una estructura compl ¡a. La temperatura de l aire 
en una gran ciudad es generalmente uno o dos 
grados centígrados superior a las de las zonas cir-
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cundantes, si bien durante la noche y bajo con-
diciones de calma y con vientos ligeros, esta d i-
ferencia puede alcanzar hasta seis u ocho grados. 
Todo parece indicar que el efecto de la "isla 
de calor" es más acusado durante la noche y, que 
el aumento de temperatura en las ciudades con 
respecto al régimen térmico de su entorno de-
pende principalmente del aporte de calor de ori-
gen antropogénico y que las variaciones en el 
contenido de aerosoles afectan poco a las tempe-
raturas. 
A modo de comparación, se han incluido tam-
bién en la ftgura 8 las gráficas de las medias mó-
viles correspondientes a tres localidades no ur-
banas: Almadén, Navacerrada y Barco de Avda, 
en el intervalo común (1941-1980). Se observa 
que en el período considerado las oscilaciones de 
la tempera tura media anual son mucho más acu-
sadas en estas tres localidades que en el resto de 
las ciudades, donde el efecto del impacto del 
hombre ejerce una mayor influencia en el régt-
men térmico. 
Comparando en dichas gráficas los años co-
munes de observación de las tres localidades, en 
las que se supone pequeño el efecto de la "isla 
de calor", con las seis estaciones restantes, pue-
de verse una oscilación extrema de temperatura 
superior a 1,5°C en las primeras, mientras que 
en las segundas es inferior a 1 °C. 
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Summary 
ARIMA mode!s jor the annua! mean temperat11Te In só: 
spanish cities 
e nivariate analys is of annual mean tempera-
cure series for six spanish ci ries has be en perfor-
med. Box-Jenkins ARIMA models have been 
used. Badajoz time series was an AR(2) while 
Barcelona was an AR(l ). T he four remaining 
ones, Madrid, La Coruña, San Fernando (Cádiz) 
and Valencia, turned out to be an ARIMA (0, 1, 
1 ). Forecasts for the year 1989 were obtained for 
all series. 
Key lvords: Uninvariate Time Series Analysis, 
Box-Jenkins Method, ARIMA Models, Annual 
Mean Temperature. 
Referencias bibliográficas 
Box, G. E. P., Cox, D. R. (1964): "An analysis of 
transformations". Jour. R oyal Statistica! Soc., B26, 
211-252. 
Box , G E. P., JE0iKINS, G . M. (1976): "Time series 
analysis". Forecasring and control. Revised Edi-
tion. Holden-Day, California. 5 75 pp 
Box, G. E. P., T!.~O, G. C. (1975): "In ervention 
analysis wirh applicarions to econom ic and envi-
ronmental problems". Jour Amer. Stat. Assoc., 70 
(march), 70-79. 
BUDYKO, M . I. (1982): "The earrh's climate: past and 
future" . Internacional Geophysics Series, vol. 29. 
Academic Press, 307 pp. 
CHAl'.'G, l. , TIAO, G. C., (HEN, C. (1988): "Estima-
tion of time series paramerers in the presence of 
outliers". T echnometrics, 30, 2, 193-204. 
GElGER, R. ( 1966): " The climate near the ground". 
Harvard University Press. Cambridge. Mass. 
Hi\NCOCK, D . J. , YARGER, D . N. (1979): "A cross-
spectral analysis of sunspots and month ly mean 
temperatures and precipitation for the contigous 
United States". jouma! oJ the Atmospheric Sciences, 36, 
746-753. 
HARRINGTO"i, J. B. (198 7): "Clima te change: a re-
view of causes". Canadian Jouma! oJ Forest Research, 
1313-1339. 
LJCNG, G. M., Box, G. E. P. (1978): "On a measure 
of lack of fit in time series models". Biometrika, 65, 
297-303. 
MADDEN, R. A. (1977): " Estimares of the autocorre-
lations and spectra seasonal mean temperatures 
over North America" . JV!onth!J W eather R eview, 105, 
9-18. 
ÜL .SEN,]. E., MIK ELSEN, S. A. (1983): "Descrip-
rion and predicrion of nigh min im n tempera re 
by mcans of staristica l modcls". Tidsskr(t for p !an-
teavl, 8', 2, 9~-11 0 . 
-48-
PEÑA, D. (1986): "Estadística. Modelos y Métodos, 
1. Funda7!lentos. Alianza Ed. Madrid. 402 pp. 
P EÑA, D. (1987a): "Estadística. Modelos y Métodos, 
2. Modelos lineales y series te71lporales. Alianza Ed. Ma-
drid. 691 pp. 
PEÑA, D. (1987b): "Measuring the importance of out-
liers in ARIMA models. New Perspectives in Theoreti-
cal and Applied Statútics. Edited by Dr. M. L. Puri et 
al. John Wiley and Sons, lnc. 
PERSA UD, N., (HANG, A. C. (1985): "Time series 
analys is of daily so lar radiation and air temperatu-
re measurements for use in computing potential 
evapotranspiration". T ransactions of the A.S.A.E. 
(USA) 28, 2, 462-470. 
PR USCHA, H. ( 1986): "A note on time series analysis 
of yea rly temperature data" .jour Royal Statistical Soc., 
A, 149, 174-185. 
