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Hyperspectral Unmixing Network Inspired by
Unfolding an Optimization Problem
Chao Zhou
Abstract—The hyperspectral image (HSI) unmixing task is
essentially an inverse problem, which is commonly solved by
optimization algorithms under a predefined (non-)linear mixture
model. Although these optimization algorithms show impressive
performance, they are very computational demanding as they
often rely on an iterative updating scheme. Recently, the rise of
neural networks has inspired lots of learning based algorithms
in unmixing literature. However, most of them lack of inter-
pretability and require a large training dataset. One natural
question then arises: can one leverage the model based algorithm
and learning based algorithm to achieve interpretable and fast
algorithm for HSI unmixing problem? In this paper, we propose
two novel network architectures, named U-ADMM-AENet and
U-ADMM-BUNet, for abundance estimation and blind unmixing
respectively, by combining the conventional optimization-model
based unmixing method and the rising learning based unmixing
method. We first consider a linear mixture model with spar-
sity constraint, then we unfold Alternating Direction Method
of Multipliers (ADMM) algorithm to construct the unmixing
network structures. We also show that the unfolded structures
can find corresponding interpretations in machine learning liter-
ature, which further demonstrates the effectiveness of proposed
methods. Benefit from the interpretation, the proposed networks
can be initialized by incorporating prior information about the
HSI data. Different from traditional unfolding networks, we
propose a new training strategy for proposed networks to better
fit in the HSI applications. Extensive experiments show that
the proposed methods can achieve much faster convergence and
competitive performance even with very small size of training
data, when compared with state-of-art algorithms.
Index Terms—Hyperspectral unmixing, unfolding network,
ADMM.
I. INTRODUCTION
HYPERSPECTRAL (HSI) unmixing problem has beendeveloped in Remote Sensing domain for quite a longer
period of time. Electro-optical remote sensing has been ex-
ploited for the acquisition of information about an object or
scene without physical contact with it. This can be achieved
by exploiting the fact that materials comprising the various
objects in a scene reflect, absorb, and emit electromagnetic
radiation in ways characteristical of their molecular compo-
sition and shape. When the radiation captured by sensors is
measured at each wavelength over a sufficiently broad spectral
band, the resulting spectral signature can be used to uniquely
characterize and identify any given materials[1].
However, due to the technical constraints and natural het-
erogeneity, the spectrum of each pixel is not the pure spectral
signature but rather a mixture of several pure spectral sig-
natures, where each represents one of the materials present
in that pixel. This fact calls for a method to quantitatively
decompose, or unmix, these mixtures. The spectral unmixing
is a procedure which decompose a mixed pixel into a set of
constituent spectra, also known as ”endmembers”, and a set
of corresponding fractions, called ”abundances”, that indicate
the proportion of each endmembers in the mixed pixel. In the
application of remote sensing, endmembers are usually known
as water, soil, metal, plants, etc.[2].
In general, HSI unmixing analysis consists of three steps[3]:
Dimension reduction; Endmember extraction; and Abundance
estimation. People mainly focus on the second and third
steps, as dimensionality reduction is a common data pre-
processing step in all signal processing problems. Endmembers
generally can be identified by their unique spectral reflectance
once detected in high spectral resolution. Extracting such
endmember signature from the HSI data, however, is very
difficult. In general, the extraction algorithms in literature are
based on two criteria: geometry and statistics. Geometry based
extraction algorithms follow the insight that the HSI data is
embed in a simplex whose vertex are those endmembers we
want to extract. Thus endmember extraction problem becomes
searching such a simplex. Representative algorithms are Vertex
Component Analysis (VCA)[4] which is based on projection,
simplex growing algorithm (SGA)[5], sequential maximum
angle convex cone (SMACC)[6] based on Maximum-volume,
and the minimum volume transform-nonnegative matrix fac-
torization (MVC-NMF)[7]. The key to the application of
statistics-based algorithms is that the statistics inferred from
the HSI data can provide information about endmembers.
Another comprehensible algorithm is dependent component
analysis method (DECA)[8], which assumes the abundance
vectors are drawn from Dirichlet distribution. DECA then
performs a generalized expectation maximization (GEM) al-
gorithm to infer the model parameters.
After extraction of endmember signatures, the last step
is spectral unmixing problem, which aim at estimating the
abundance x. The estimation problem can cast into inverse or
regression problem. If there is no constraint on the abundance,
the problem can be formulated as a standard Least Square
(LS) problem, which has a closed-form solution. However,
there are two constraints on abundance in HSI literature, which
are abundance nonnegative constraint (ANC) and abundance
sum-to-one constraint (ASC), respectively. When both ANC
and ASC are activated, the LS becomes fully constrained LS
(FCLS). Despite there are no explicit sparse constraints in
FCLS, it has been shown [9] that the solutions are indeed
sparse under certain conditions. Sparse regression has shown
its success in lots of applications, including HSI unmixing
in remote sensing domain. Unlike the previous unmixing
algorithms, sparse based methods rely on a large spectral
library where all possible pure endmember signatures are
collected in advance. And the HSI data measured by sensors
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is a linear combination of a small set of pure endmembers in
that library. The objective then becomes finding the optimal
subset of endmembers in that spectral library that can fit the
observed HSI reflectance in a linear manner. In literature,
greedy algorithms, for example Orthogonal matching pursuit
(OMP)[10], and convex relaxations, such as substituting `0-
norm with `1-norm are common methods to solve the sparsity
problems. [11], however, points out that the sparse abundance
can be exactly reconstructed by the convex relaxations, if the
columns of A are incoherent, which violates the fact that
spectral signatures are usually highly correlated. The current
sparsity research direction, which is called structured sparsity,
leverages the prior knowledge about the sparsity patterns in
real applications. Successful algorithms based on this direction
include SunSAL[12], CLSunSAL[13]. However, the perfor-
mance of these algorithms can be affected dramatically by
noise. Another problem is that the optimization model based
unmixing algorithms are usually computational demanding,
making them unsuitable for real-time unmixing scenarios.
Recent development of machine learning, especially deep
neural network (DNN), has drawn the attention of HSI image
processing society, and lots of algorithms have been inspired
to achieve quite impressing results. There are, in general,
two types of neural networks that can achieve HSI unmixing.
The first one is so-called supervised learning networks. In
this network, a set of training samples are provided to the
network. The networks take as input the HSI reflectance, then
through the computation defined in the network, it outputs an
estimate of corresponding abundance vector. By minimizing
the difference between estimated abundance and ground truth
abundance, the parameters in the network are updated. After
the training of network converges, a mapping function then
is learned, which can map each HSI reflectance into corre-
sponding abundance vector[14]. The drawbacks of this type
of method is that it requires a large set of HSI reflectance
with corresponding abundance vector as ground truth, which
is typically hard to obtain in HSI problem by measurements.
One common compromise is to use some existing unmixing
algorithms to generate such ground truth. The performance
of this type of networks depends heavily on the quality of
the training dataset. Another type of neural network is so-
called unsupervised learning networks. A typical network of
this kind is autoencoder, which composes of two sub-networks,
where the first one usually takes as input the HSI reflectance,
then outputs a low-dimensional representation known as bot-
tleneck, while the second sub-network maps back to the HSI
reflectance. This is also known as self-supervised learning or
representation learning. Lots of algorithms based on autoen-
coder have been proposed [15],[16],[17],[18]. Autoencoder
does not acquire the ground truth abundance vector, thus it is
very popular in HSI blind unmixing problems. Another useful
assumption is that the bottleneck of autoencoder has a natural
interpretation of abundance, as it resembles the idea in learning
theory, which is a high-dimensional data (HSI data) can be
represented as a low-dimensional representations (abundance)
given the basis (endmembers). In particular, when the decoder
is constructed as a single matrix multiplication, the weights in
decoder then can be interpreted as endmember signatures.
One of the most significant problems with these learning
based algorithms is that they are known as black box, which
makes neural network lack of interpretability. let alone there
is no guidance for the construction of network. The design of
a network structure therefore requires significant many times
of trials. Another disadvantages is that it is usually difficult
to make use of prior knowledge about the specific problem at
hand to the network construction.
In recent years, [19] and [20] proposes to use the idea
of unfolding to unfold an iterative shrinkage thresholding
algorithms (ISTA) to a learnable network for the compressive
sensing problem. The network is derived from a sparse coding
model, thus the final network has good interpretability. A
similar idea is exploited in [21] for HSI unmixing problem.
In this paper, we propose two novel network structures
for abundance estimation and blind unmixing respectively.
For each structure, we propose two different versions for a
different preference of model interpretability and model flexi-
bility. Specifically, we start by formulating the HSI unmixing
problem as a linear constraint sparse coding model, which
is commonly used in sparse unmixing literature. Then we
analyze the iterative updating schemes of the famous ADMM
algorithm, which has shown of great power in optimization
literature, as it requires little assumptions to guarantee the con-
vergence, and it shows fast convergence in practice. Inspired
by unfolding network, we propose novel network structures for
HSI unmixing that can leverage the benefits of interpretability
of model based algorithms and the flexibility of learning based
algorithms. The novelty of our works are following.
1) We propose two novel neural networks, for abundance
estimation and blind unmixing respectively, motivated
by ADMM algorithm and Linear mixture model. Each
network has two different versions, one of them is
built for the preference of model interpretability, while
another network is preferred to model flexibility. Nev-
ertheless, all networks have the advantages of model
based and learning based algorithms, showing a good
network interpretability, fast computation and strong
network capacity. Compared to networks unfolded from
ISTA, our network structures have much more residual
connections, which has been shown in deep learning
literature a very powerful structure for image processing.
Thus, the proposed networks can achieve faster conver-
gence and improve the performance quite a lot when the
size of training dataset is small, both of which are very
important in real-time HSI applications.
2) We discuss in details the construction of proposed
model, as well as the initialization strategies with differ-
ent level of accessibility to the prior knowledge about
endmember signatures and the optimization parameters.
We have also shown that every layer of proposed un-
folding structures can find corresponding interpretations
in machine learning literature. Different from commonly
used MSE training objective, we propose to add another
two loss terms, abundance angle distance (AAD) and
abundance information divergence (AID), which can
boost the networks to achieve faster convergence.
3) Extensive experiments demonstrate the competitive per-
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formance of proposed methods when compared to state-
of-art unmixing methods.
The rest of this paper is organized as follows. Section II
reviews some related works. In Section III, we show the
construction of proposed unmixing networks inspired from
unfolding ADMM. The initialization and training strategies
are also discussed. In Section IV, extensive experiments are
presented to demonstrate the performance of proposed meth-
ods. Finally, in Section V, conclusions of our work and future
directions are drawn.
II. RELATED WORK
In this section, we introduce some basic notions and tech-
niques that are related to our work.
A. Linear Mixture Model
One of the most popular model for hyperspectral unmixing
is Linear Mixture Model (LMM)[22]. It Assumes that the there
is a linear relationship between the fractional abundance of
endmembers present in pixel and the spectra in the reflected
radiation[2], i.e., the spectrum of a mixed pixel is a linear
combination of the endmembers spectra weighted by their
corresponding fractional abundance in that pixel. It can be
described as following:
y = Ax+ n (1)
where y ∈ RNB×1 is the reflectance vector for a specific
pixel, therefore NB is the total number of bands. Denote A =
[a1, ,aNE ] the mixing matrix, which contains the signatures of
the endmembers present in the HSI data, where am ∈ RNB×1
is the signature vector of the mth endmember, m = 1, , NE ,
thus totally NE endmembers. Let x = [x1, , xNE ]
T be the
fractional abundance vector, and n = [n1, , nNB ]
T models
additive noise in each band. Given the observed reflectance
vector y, the objective here is to estimate the appropriate
endmember signature matrix A and fractional abundance
vector x. Sometimes, the mixing matrix A is known as a
priori in the form of spectral library, thus abundance x is the
only estimation objective. Along with the estimation problem
come two physically reasonable constraints: (1) all abundances
must be nonnegative, xm ≥ 0, for m = 1, ..., NE ; and
(2) the sum of abundance for every pixel equals to one,∑NE
m=1 xm = 1. These two constraints are usually called
abundance nonnegative constraint (ANC) and abundance sum-
to-one constraint (ASC), respectively.
B. Linear Unmixing Algorithms
Linear unmixing algorithms usually try to estimate the
abundance x in the linear model (1), given observation y and
endmember signature matrix A as a priori. There are some
algorithms solve the estimation of A and x simultaneously.
For now, lets assumeA is known. Then the estimation problem
becomes a fully constraint least square (FCLS) problem:
min
x
1
2
||y −Ax||2, s.t.,x ≥ 0, and 1Tx = 1 (2)
where || · ||2 denote the `2-norm, and 1 denote the all-one
vector. Although there is no explicit sparse constraint in FCLS
problem, it has been shown that the solutions are indeed sparse
under certain constraints[9].
A sparse generalization of FCLS problem is introduced by
adding a sparse constraint explicitly to the objective, giving
rise to constraint sparse regression (CSR) problem:
min
x
1
2
||y −Ax||2 + λ||x||1, s.t.,x ≥ 0 (3)
where || · ||1 denote the `1-norm, λ ≥ 0 is a penalty
parameter that controls the sparsity of solutions. Note that
if the ASC constraint was enforced in (3), `1-norm ||x||1
would become constant in the feasible set, and FCLS prob-
lem would be equivalent to CSR problem. There are some
efficient algorithms[23],[24],[25],[13] can solve this type of
problems. Among them, SunSAL is one of the most popular
sparse unmixing algorithms, which is derived from a famous
optimization method, ADMM[26]. In ADMM, problem (3)
is solved by introducing an auxiliary variable z, which is
constrained by x = z and a dual variable d, then performing
an iterative updating scheme:
xk+1 = (A
TA+ µI)−1(ATy + µ(zk + dk)) (4)
zk+1 = max
(
soft
(
xk+1 − dk, λ
µ
)
, 0
)
(5)
dk+1 = dk − (xk+1 − zk+1) (6)
where, µ ≥ 0 is a free parameter introduced by ADMM. Usu-
ally, it is chosen as an upper bound on the largest eigenvalue of
ATA. It is clear that the update expression of xk+1 performs
a weighted least square solution. The update expression of
zk+1 consists of a maximal operation and a soft thresholding
operation[27], where the former operator comes from the ANC
constraint and the latter is derived from the `1-norm. dk+1 is
an accumulator for the difference (xk+1 − zk+1).
C. Blind unmixing Algorithms
Blind unmixing algorithms try to estimate the abundance x
and endmember signature matrix A in the linear model (1)
at the same time, given the observation y only. It is a typical
nonnegative matrix factorization (NMF) problem,
min
X,A
1
2
||Y −AX||2 + λ||X||1, s.t.,X ≥ 0,A ≥ 0, (7)
where, Y,X are the HSI data and abundance in matrix
notation. There are several solutions that can find the A,X ,
among which the multiplicative update rule[28] is one of
the popular way because of its simplicity of implementation.
Again, it is an iterative updating scheme, which performs
following update,
Xk+1 =Xk  (ATk Y ) (ATkAkXk + λ) (8)
Ak+1 = Ak  (Y XTk+1) (AkXk+1XTk+1) (9)
where  and  denote the element-wise multiplication and
element-wise division, respectively. Like most iterative algo-
rithms, this is usually computational demanding, making it
very slow to achieve convergence.
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D. Learning based unmixing algorithms
There are, in general, two types of network framework for
HSI unmixing problem. The first type of network is known as
supervised learning, of which the structure is depicted in Fig.
1. It works as following: Given input y, it learns a network
f parameterized by θ that generates the desired output x =
fθ(y).
𝑦 NN𝑓! 𝑥
Fig. 1. Framework I. Supervised learning network, which takes input y, learns
a network parameterized by θ that generates desired output x.
For example, [14] is a very early paper introducing neural
network into HSI unmixing. [14] firstly trains a traditional
autoencoder, from which, after training, the encoder is ex-
tracted out and concatenated by a random-initialized classifier.
Then this new concatenated network is trained to classify
pure endmember data from USGS library while the encoder
is fixed as an low-dimensional representation generator for
the input HSI spectral vector. [14] argues that although the
output of this network is the probability of belonging to
each pure endmember from the USGS library, the normalized
output vector can be then interpreted as abundance vector for
corresponding input spectral vector. However, there are several
drawbacks about this algorithm. first of all, it needs the USGS
spectral library to provide the pure training data for classifier.
Secondly, if the training examples per endmember class is not
sufficient, then this classifier could be overfitting very easily.
[29] uses the modern convolutional neural network (CNN) to
train the classifier given the great success of CNN exploring
contextual features of HSI.
The second type of network is so-called autoencoder, which
composes of two networks, encoder fθ and decoder gφ.
Encoder fθ generates some latent variables x = fθ(y), which
is usually in a lower-dimensional latent space than input
y, while decoder gφ reconstructs input y = gφ(x), given
the latent variables x. This type of network is illustrated in
Fig. 2. Nowadays, more and more algorithms based on the
autoencoder framework are proposed as a solver to the HSI
unmixing problem due to its unsupervised learning capability.
𝑥𝑦 Encoder𝑓! Decoder𝑔" 𝑦
Fig. 2. Framework II. Unsupervised learning networks, which learns a low-
dimensional latent space by lossy reconstructions.
Surprisingly, the math expression of neural network and the
math for linear unmixing model have a similar structure, which
leads to an assumption that if the decoder is constructed as
a single-layer linear decoder, then it serves as linear mixing
function given the latent variable interpreted as abundance.
Then the endmember signature is exactly the weights of
decoder. Another assumption is made based on the fact that
since the encoder is trying to unmix the HSI data while the
decoder is trying to mix back the HSI data, then the weights of
encoder and decoder should be tied since they behave opposite
to each other. Endmember extraction algorithms based on these
assumptions include [15], [16]. DSCN++[17] utilizes the same
idea as Inception Network[30] to obtain a more stable results
and proposes a NN-based multinomial mixture model to obtain
the corresponding abundance in an unsupervised manner.
DAEN[18] proposes to firstly use traditional VCA algorithm
to generate a set of pure endmember candidates which is
then trained with a stack of autoencoder to generate a good
initialization for the parameters in variational autoencoder. By
truncating the bottleneck that does not meet the abundance
nonnegative constraints and imposing abundance sum to one
constraint hardly, VAE is trained to estimate abundance with
the minimum simplex volume regularizer.
Recently, uDAS[31] proves that the tied weight assumption
and non-negative weight assumption on encoder are not ap-
propriate. Instead, [31] imposes a sparsity constraint on the
encoder and a marginalized denoising constraint on the neural
network to achieve better unmixing results. [32] use VAE
to learn firstly a low-dimension representation of HSI input,
then solve an alternating nonlinear least-squares problem by
iteratively updating the abundance and endmember in low-
dimension representations generated by VAE. EndNet[33]
introduces an additional layer using a projection operation
instead of inner product, and the loss function in [33] is
composed of KL divergence and sparsity penalty on the
estimates. These type of methods, however, are known as
black box, which means it lacks of interpretability for the
architecture and parameters. Another issue is that there is no
guideline for the construction of the network.
To tackle the above problem, some model driven neural net-
works have been proposed. Among them the idea of unfolding
has recently drawn the attentions. It is firstly proposed in [19],
which proposes to unfold ISTA to a learnable network that can
approximate the sparse code. Following this clue, [20] and [34]
further unfold ISTA to solve compressive sensing problems.
Recently, [21] and [35] also proposes to unfold ISTA to per-
form HSI unmixing. It replaces the fixed parameters in ISTA
with learnable parameters, resulting in an unfolded network,
which is learned by minimizing the difference between the
estimate abundance by the network and the ground truth. Note
that our work is different from them. First of all, in this
paper, we propose to unfold ADMM, which is a more stable
and faster algorithm than ISTA. It can also be shown in the
resulting architectures, where our proposed network has more
residual connections than unfolding ISTA. Secondly, based on
the interpretation of the network structure, we discuss in details
about the initialization strategies which incorporate the prior
information of the problem at hand. Another difference is that
in [21] and [35], the network is trained using mean squared
error (MSE) loss, whereas, in this paper, we propose to add
another two loss terms, as MSE is known as not a proper
dissimilarity measurement.
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III. UNMIXING NETWORK FROM UNFOLDING ADMM
The idea of unfolding starts from a conventional optimiza-
tion problem, which is usually solved by iterative updating
methods. This kind of iterative method naturally provides a
neural network structure which is composed of several layers
performing the operation defined by the iterative methods.
The network then can be trained via deep learning techniques
to estimate the outcomes of the original iterative updating
methods. Unlike computational demanding iterative methods,
a well trained network is very fast in prediction phase. Follow-
ing the clue, in this section, we start from the CSR problem
and ADMM methods, which inspires to build a new type of
neural network architectures for hyperspectral unmixing. The
unfolded network structure has a very clear interpretability,
which enables to incorporate the prior information about the
problem at hand.
A. Unfolding Each Step of ADMM as a Network Layer
By inspecting the ADMM solution in (4-6), it consists of
3 updating equations, each of which can be unfolded to a
neural network layer that performs the operation defined by
the equation. The basic idea is to design, based on these 3 type
of layers, a nonlinear feed-forward architecture with a fixed
depth and learnable parameters that can be learned to perform
hyperspectral unmixing. We now introduce these 3 different
type of layers respectively.
1) X-update Layer: Let’s first unfold the formula (4) at (k+
1)− th iteration. For the purpose of simplifying the formula,
Let’s first define some notations: W T = (ATA+ µI)−1AT
and BT = (ATA + µI)−1µ. Then, (4) can be written as
following:
xk+1 =W
Ty +BT (zk + dk) (10)
It is clear that this updating expression should accept the up-
to-date zk and dk from (k) − th iteration, as well as the
original HSI observation y. Then the new estimate xk+1 is
calculated by (10) given W and B. The idea of unfolding
is that, instead of hand-coding W and B, we use learnable
parameters W k+1 and Bk+1 to play the role of W and B at
(k+1)− th iteration. Then a computation layer, the structure
of which is depicted in Fig. 3, is defined. We name it, X-update
Layer, as it acts as the role of updating x in original ADMM.
It takes as input zk and dk as well as y. By performing the
following computation fX :
xk+1 = fX(zk,dk,y;W k+1,Bk+1)
=W Tk+1y +B
T
k+1(zk + dk)
(11)
this layer outputs the new estimate xk+1 given the learnable
parameters W k+1 and Bk+1. Note that in original unmix-
ing problem, the endmember signature matrix should satisfy
A ≥ 0 for physical meanings. In original ADMM context,
there is one constraint µ ≥ 0 too. But we do not impose
corresponding constraints onW k+1 andBk+1 for the purpose
of increasing the network’s flexibility. Another reason is that
the goal of this network is to estimate the abundance vector,
not the endmember signature matrix, so there is no need to
impose such constraint.
Interestingly, the operation defined in this layer is similar
to the well-known Dense Layer in deep learning literature,
which performs the operation: x = f(y; W˜ , b) = W˜
T
y +
b, where x and y are the output and input of dense layer,
respectively, {W˜ , b} are the learnable parameters. This can
be easily verified if we define W˜
T
= [W Tk+1 B
T
k+1], b = 0
and y˜ = [yT (zk + dk)T ]T , then the equation (11) can be
written in the form:
xk+1 = W˜
T
y˜ + b (12)
Despite of the operation similarities, the layer defined
here is different from dense layer in several perspectives.
First of all, the layer operation defined in X-update layer
is derived from unfolding an iterative updating algorithms,
totally different from the context of dense layer. Secondly, the
learnable parameters in X-update layer is interpretable through
the definition ofW andB, while the parameters in dense layer
are usually lack of interpretability. Another difference is that,
it is usually difficult to incorporate the prior information in
dense layer, which however is not the case in X-update layer.
For example, one can leverage the prior information about
endmembers through W and B.
X-update layer𝑓!(;𝑾"#$, 𝑩"#$)Z-update layer
D-update 
layer
𝑘 − 𝑡ℎ iteration
𝑧"
𝑑"
𝑦
𝑥"#$
Fig. 3. X-update Layer at (k + 1)− th iteration, which performs operation
defined by (11).
2) Z-update Layer: Similarly, we check the expression (5)
at (k+1)−th iteration. It is obvious that this formula estimate
zk+1 by performing some sort of nonlinear operations to the
up-to-date xk+1 and dk, given the parameter λµ . Following
the idea of unfolding in X-update Layer, we use instead, a
learnable parameter θk+1 to substitute for λµ at (k + 1) − th
iteration. This inspires the construction of a new type of layer,
the structure of which is shown in Fig. 4. We name it, Z-update
Layer, because it resembles the role of updating z in original
ADMM. It takes as input dk and xk+1, which is the output
of X-update layer from (k+ 1)− th iteration. By performing
the following computation fZ :
zk+1 =fZ(xk+1,dk; θk+1)
= max (soft (xk+1 − dk, θk+1) , 0)
(13)
this layer outputs the new estimate zk+1 given the learnable
parameter θk+1. Notice that in the original ADMM updating
formula, both λ and µ are nonnegative. Here we do not impose
such constraints to θk+1 as it can be automatically learned
from the data.
It worth a special attention to the computation fZ . If there
was no maximal operation, then it reduces to the famous
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Z-update layer𝑓! ; 𝜃"#$
D-update 
layer𝑘 − 𝑡ℎ
iteration
𝑥"#$
𝑑"
𝑧"#$
X-update 
layer𝑘 + 1 − 𝑡ℎ
iteration
Fig. 4. Z-update Layer at (k + 1)− th iteration, which performs operation
defined by (13).
component-wise vector shrinkage function: [soft(x,θ)]i =
sign(xi)max(|xi| − θi, 0). An illustration of this operation
is shown in Fig 5. A straightforward reasoning is that the
maximal operation just chunk the negative part of shrinkage
function to be 0, satisfying the ANC constraint. This reasoning
is also illustrated in Fig 5. A surprising observation is that this
chunked shrinkage function is very similar to ReLU, one of
the most commonly used nonlinear activation function in deep
learning field: ReLU(x) = max(x, 0). It is not hard to write
this nonlinear operation defined by (13) in the form of ReLU:
fZ(xk+1,dk; θk+1) = ReLU(xk+1 − dk − θk+1I) (14)
𝑥
𝑠𝑜𝑓𝑡(𝑥, 𝜃)
𝜃−𝜃
max 𝑠𝑜𝑓𝑡 𝑥, 𝜃 , 0
Fig. 5. Soft shrinkage function and Max+Soft shrinkage function.
Note that we start from a conventional optimization prob-
lem, arriving at a nonlinear activation function that is similar
to the one commonly used in deep learning literature. This
further justifies the idea of unfolding an optimization algorithm
to a learnable network structure. Here rises another network
design choice: whether to use scalar θk+1 or vector θk+1.
mathematically, this results in whether setting an individual
threshold for every component in xk+1 − dk or setting a
common threshold like the ADMM. To be consistent with
ADMM, we here use a scalar θk+1.
3) D-update Layer: Here left the last updating expression
(6). This updating formula, at (k+1)−th iteration, simply ac-
cumulates the difference between up-to-date xk+1 and zk+1.
Inspired by this updating formula, we design a network layer
called, D-update Layer, as it plays the role of updating d in
original ADMM. The structure of D-update layer is shown
in Fig. 6. It takes as input xk+1, zk+1, and dk, which are the
output of X-update layer at (k+1)−th iteration, Z-update layer
at (k+ 1)− th iteration, D-update layer at (k)− th iteration,
respectively. By performing the following computation fD:
dk+1 = fD(xk+1, zk+1,dk; ηk+1)
= dk − ηk+1(xk+1 − zk+1)
(15)
this layer outputs the new estimate dk+1 given the learnable
parameters ηk+1. Here we introduce ηk+1 to increase the net-
work flexibility. It acts like the step-size in iterative updating
schemes. Following the clue of X-update layer and Z-update
layer, this D-update layer must can find a counterpart in the
literature of deep learning. We will discuss this latter when
putting together the separate layers as a block.
D-update layer𝑓! ; 𝜂"#$
z-update 
layer
𝑥"#$
𝑧"#$
𝑑"#$
x-update 
layer
𝑘 + 1 − 𝑡ℎ iteration
D-update 
layer𝑘 − 𝑡ℎ iteration
𝑑"
Fig. 6. D-update Layer at (k + 1)− th iteration, which performs operation
defined by (15).
B. Iteration blocks combing all Layers
The 3 different type of layers inspired by ADMM, together
form an iteration block, the structure of which is shown in
Fig. 7. Each iteration in original ADMM now is unfolded
as a block of layers consists of X-update layer, Z-update
layer, and D-update layer. Different from ADMM, which
use hand-coded parameters {A, µ, λ}, the proposed iteration
block, at k − th iteration block, uses learnable parameters
Θk = {W k,Bk, θk, ηk}, k = 1, ..I , where I is the total
number of iteration blocks. The value of Θk can be automat-
ically determined from the HSI data. One of the benefits of
using learnable parameterization is that it can use less number
of iteration blocks than the iterations needed for ADMM.
X-update layer𝑓!(;𝑾"#$, 𝑩"#$)
𝑘 + 1 − 𝑡ℎ iteration block
𝑑"
𝑦
𝑥"#$ 𝑧"#$
𝑧"
𝑑"#$Z-update layer𝑓% ; 𝜃"#$ D-update layer𝑓& ; 𝜂"#$
Fig. 7. One iteration block composes of X-update Layer, Z-update Layer and
D-update Layer.
Another interesting observation from Fig. 7 is that there
are shortcuts and residual blocks in this ADMM inspired
block structure. Specifically, at (k + 1) − th block, the input
of X-update layer comes from zk, dk and y, which is the
output of Z-update layer and D-update layer from (k) − th
block, and the HSI data. In the meantime, the input of Z-
update layer comes from xk+1 and dk, and the input of D-
update layer comes from dk, xk+1 and zk+1. It can be seen
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from Fig. 7 that D-update layer resembles the idea of using
shortcut[36], which introduce a skip connection from the input
to the output of the block. In addition, the X-update layer and
Z-update layer also include skip connections from each other.
Together, these 3 layers form a residual block. The idea of
using shortcuts and residual block has been shown beneficial
to both network training in deep learning literature[37] and
image processing for tasks like image denoising[38], image
super-resolution[39][40]. It has been shown in [37] that, the
residual block can take advantages of hierarchical features and
significantly improves the performance for image processing
tasks. It is super interesting that we construct a network from
unfolding ADMM, which turns out to be a structure contains
both skip connections and residual block, which are powerful
techniques in deep learning literature.
C. Unmixing Networks for Abundance Estimation
In this subsection, we discuss in details the network struc-
tures for abundance estimation and corresponding initialization
and training strategies.
It is worth noting that the parameters {A, µ, λ} are fixed
for all iterations in original ADMM. In consistent with this
shared parameterisation characteristic, we introduce our first
type of unfolding ADMM based unmixing network for abun-
dance estimation, or U-ADMM-AENet-I in short. The overall
structure of U-ADMM-AENet-I is shown in Fig. 8a. Here we
only show the unfolding for three consecutive iterations. Note
that U-ADMM-AENet-I uses the shared layers across iteration
blocks. In other words, the learnable parameters are tied across
iteration blocks, Θk = Θ′ = {W ′,B′, θ′, η′},∀k ∈ [1, I]. In
this case, the there are totally (N2E + NENB + 2) learnable
parameters in U-ADMM-AENet-I, of which N2E parameters
are from matrix B′, NENB parameters are from matrix W ′,
and plus two scalars θ′, η′. It is interesting that this shared
parameterization, resembles again, the well-known Recurrent
neural network (RNN) in deep learning literature, where the
layers are also shared.
To increase the network capacity and flexibility of the struc-
ture, we introduce another type of unfolding ADMM based
unmixing network for abundance estimation, or U-ADMM-
AENet-II in short. The main difference from U-ADMM-
AENet-I is that this network structure allows the parameters
to be untied, i.e., each block k has individual parameters Θk.
This unshared network structure is illustrated in Fig. 8b. In this
case, the network reduces to a feed-forward network. And the
number of learnable parameters, Θ = {Θk}Ik=1, increases to
(N2E + NENB + 2)I , as there are totally I iteration blocks,
for which each has (N2E +NENB + 2) learnable parameters
in Θk = {W k,Bk, θk, ηk}. While U-ADMM-AENet-I has
the advantages of approaching original ADMM, U-ADMM-
AENet-II increases the flexibility and approximation capability
of the network.
After constructing the networks, we now discuss in details
the initialization strategies. Note that at the beginning of
the networks, i.e., (1) − th iteration block, we do not have
access to z0 and d0. Like commonly did in iterative updating
schemes, we initialize z0 = 0 and d0 = 0. This initialization
is reasonable, because in conventional ADMM, we usually
start the algorithm by initializing them to be zero. It is also
noticeable that in ADMM, we have introduced an auxiliary
variable z to take responsibilities for satisfying the `1-norm
and ANC constraint. Thus the output layer of our model must
be Z-update layer. In addition, as we do not impose ASC
constraint at the very beginning of the unmixing model, we
need to normalize the output of our network to satisfy ASC
constraint.
In machine learning literature, the parameters in a network
are usually randomly initialized, because the parameters do not
have any meaningful interpretations to the problem at hand.
Although this allows the network to be a general solver for
different kinds of problems, it also makes it very hard to
incorporate the prior information about specific problem. In
this paper, depending on different level of the accessibility
to prior information, we propose to use corresponding ini-
tialization strategies to give the proposed network a warm
start. Note that the strategies introduced below are applicable
to all the networks proposed in this paper. First of all, it is
noticeable that the initialization of parameters in Θk, except
for ηk, can be achieved through the definition of W k,Bk, θk,
once given {A, µ, λ}. Thus the key of initialization is to
determine the value of these parameters. Notice λ is the
sparsity penalty, it is predefined by the model. µ is a parameter
introduced by ADMM, which usually depends on the largest
eigenvalue of ATA. At this point, the initialization strategy
lies on the accessibility of A. If we have perfect access
to the prior knowledge about endmember signature matrix
A, we can immediately initialize the parameters using the
corresponding definitions. If, however, without A, we propose
to use existing algorithm to generate an estimate of the
endmembers, such as VCA. This strategy can give the network
a warm initialization, although A is just an estimation of
the ground truth value, boosting the convergence of network
training. Notice that there is no corresponding parameters in
ADMM for ηk, we just initialize it to be equal to 1, as it
represents updating step size. It is easy to verify that using
the initialization strategies introduced above, an U-ADMM-
AENet with I iteration blocks is just an unfolded version of
ADMM algorithm with I iterations. This is one of reasons
that our model can achieve fast convergence and is easy to
train. Compared to random initialization strategy which is
commonly used in deep learning literature, incorporating the
prior knowledge can boost the network training to be easier,
thus achieve faster convergence, and reduce the reliance on
large training examples.
Now let’s discuss about the training strategies. Once we
have settled down the network, commonly, in unfolding liter-
ature, people choose MSE-type of loss function to train the
network in a supervised way. In other words, we need some
training dataset D = {yi,xi}Ni=1. For each pixel i in D, we
know the HSI spectrum yi and its corresponding abundance
vector xi. This assumption is not hard to satisfy as it can
be acquired by either measurements or any existing unmixing
techniques. For example, we could utilize FCLS solutions as
an estimate of xi when its true value is unavailable. One of
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Fig. 8. Overall structure of U-ADMM-AENet from unfolding ADMM. (a) is the overall structure of U-ADMM-AENet-I, where the layers are shared across
blocks. (b) is the overall structure of U-ADMM-AENet-II, where the layers are untied across blocks.
the commonly used loss is MSE:
MSE({xi, x˜i}Ni=1) =
1
N
∑
{yi,xi}∈D
‖xi − x˜i‖22 (16)
where, x˜i is the estimate abundance vector for pixel i, which
is the output of the network given yi.
However, it is commonly recognised that MSE is not a
robust measurements for dissimilarity. Here, in this paper,
we propose to add another two dissimilarity measurements:
abundance angle distance (AAD) and abundance information
divergence (AID). AAD is a high-dimensional extension of
the geometric angle in the following form:
AAD(xi, x˜i) = cos
−1
(
xTi x˜i
‖xi‖2‖x˜i‖2
)
(17)
AID is a metric inspired by information theoretic measure. The
abundance vector itself is a set of proportional number, thus
it can be interpreted as a probability distribution. A natural
reasoning is that the dissimilarity between two probability
distributions can be measured by KL divergence:
KL(xi|x˜i) =
NE∑
m=1
(
xi,m log
(
xi,m
x˜i,m
))
(18)
where xi,m is abundance of mth endmember at pixel i. A
problem of KL divergence is that it is asymmetric. As a result,
people usually use following measure:
AID(xi, x˜i) = KL(xi|x˜i) +KL(x˜i|xi) (19)
To fit in the loss function which is measured over a set of
training examples, AAD and AID is also averaged out over
the dataset. The final loss function of our proposed model is:
LΘ = α1MSE + α2MAAD + α3MAID (20)
where, Θ is the set of all learnable parameters of the network.
α1, α2, α3 are the weights of corresponding loss term. In this
paper, we set α1 = 1.0, α2 = 1e − 7, α3 = 1e − 5. MAAD
stands for mean AAD which is the AAD averaged out over
dataset. MAID follows MAAD.
D. Unmixing Networks for blind unmixing
In this subsection, we introduce the details about the pro-
posed unmixing networks for blind unmixing.
Inspired by the above abundance estimation network, we
can add another linear layer at the end of the network, which
performs following operation,
y˜ = A˜x˜ (21)
where, A˜ is the learnable parameters in this layer. By enforc-
ing y˜ to reconstruct the original HSI data y, the parameter A˜
then could be interpreted as the endmember signature matrix
A. To ensure that A˜ is physical feasible, we need to add a
nonnegative constraint on A˜. Corresponding to the U-ADMM-
AENet-I and U-ADMM-AENet-II, we hereby introduce two
blind unmixing networks, U-ADMM-BUNet-I and U-ADMM-
BUNet-II, whose structures are shown in Fig. 9.
This type of blind unmixing network resembles the au-
toencoder structure in machine learning literature, where the
encoder projects the input into a latent code, and the decoder
projects back the latent code into input. One of the advan-
tages of this autoencoder structure is that it dose not rely
on any ground truth to train the network, thus it is totally
unsupervised. Different from the conventional autoencoder,
the proposed encoder in this paper is derived from opti-
mization algorithm ADMM. Therefore, it has much stronger
interpretability. Similar to the abundance estimation network,
here we could initialize the parameters of the network using
the same strategies given different level of prior information.
But the training strategy is different from previous one. Here
we use only MSE loss term for the reconstruction y in
this blind unmixing network. There are two reasons for not
including the other two loss terms. First of all, the goal of
blind unmixing network is to estimate the abundance x and
endmember A, not to reconstruct the HSI data y. Secondly,
a perfect reconstruction of y will usually cause overfitting, as
y is usually a noisy observation.
IV. EXPERIMENTS
In this section, extensive experiments on both synthetic data
and real hyperspectral data are present to demonstrate the
effectiveness of proposed methods. We start this section by
first introducing the performance metrics adopted in this paper.
Then we compare our proposed methods with competitors
qualitatively and quantitatively.
A. Performance metrics
In this subsection, we introduce some commonly adopted
dissimilarity measurements to evaluate the quality of esti-
mate abundance vectors and estimate endmember spectral
signatures. In short, the metrics, root mean square error
(RMSE), abundance angle distance (AAD), abundance infor-
mation divergence (AID), and spectral angle distance (SAD)
are adopted.
RMSE is perhaps the most popular dissimilarity measure-
ment. It measures the difference between true abundance
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Fig. 9. Overall structure of U-ADMM-BUNet from unfolding ADMM. (a) is the overall structure of U-ADMM-BUNet-I, where the layers are shared across
blocks. (b) is the overall structure of U-ADMM-BUNet-II, where the layers are untied across blocks.
vector xi of pixel i and its estimation x˜i using following
expression:
RMSEi =
√√√√ 1
NE
NE∑
m=1
(xi,m − x˜i,m)2 (22)
Geometric-based measurements, AAD, and information-
based measurements, AID, as introduced in the construction
of loss function, evaluate the dissimilarity between estimated
abundance vector and ground truth using expressions (17) and
(19).
SAD measures the dissimilarity between the true endmem-
ber spectral signature am and its estimate a˜m using the same
expressions as (17). The final metrics that measures the quality
of estimate abundance vectors are acquired by taking the
mean value over the whole evaluation dataset, while the final
metrics about endmember spectral signatures are averaged
over all endmembers. The smaller the metrics, the better the
performance of unmixing algorithms.
B. Abundance Estimation Comparison Using Synthetic Data
In this section, We will compare the abundance estimation
performance of proposed methods with traditional sparse un-
mixing algorithms: SunSAL[25], as well as unfolding based
learning algorithms: MNN-AE-1 and MNN-AE-2[35], using
synthetic dataset. Note that we do not involve traditional
learning based algorithms, such as pixel-based CNN[29],
because it has been verified in [35] that the performance
of MNN-AE is better than pixel-based CNN. In this paper,
we follow the synthetic HSI data generation in [41]. This
generation composes of two sub-steps: endmember generation
and abundance generation.
1) Endmember generation. In this experiments, we use
the spectral library which is a dictionary of minerals
selected from the famous USGS library denoted as
splib06[42]. It collects the spectral reflectance values in
224 channels, ranging from 0.4 nm to 2.5 nm. After
discarding some bad channels, there are 208 bands left.
We randomly select 6 endmembers from this library,
thus this endmember generation procedure outputs an
endmember matrix consists of 6 endmembers recorded
at 208 bands. The signature of these 6 endmembers are
shown in Fig. 10.
2) Abundance generation. The abundances are generated
by first extracting a2 disjoint patches from a synthetic
image of size a2 × a2. Thus each patch has size a× a.
For each patch, we randomly choose two endmembers,
with which we fill in all the pixels within this patch.
The fractions for these two endmembers are γ and
1− γ respectively. In order to generate a highly mixed
synthetic image, the abundance map is convolved with a
Gaussian filter of size (a+1)×(a+1) whose variance is
equal to 2. The ASC constraint is satisfied by re-scaling
each pixel. In the following experiments, we set a = 10
and γ = 0.8.
Fig. 10. Endmember signatures for synthetic data.
A subsequent data processing is to contaminate the clean
HSI data with additive white Gaussian noise (AWGN). The
purpose of this procedure is to verify the robustness of un-
mixing algorithms to noise. In general, the signal is corrupted
with a given signal-to-noise ratio (SNR), which is defined as
following:
SNR = 10 log10
E[yTy]
E[nTn]
(23)
where, the numerator is known as the power of signal y, while
the denominator is known as the power of noise n. Then, the
training pixels will be randomly picked from the synthetic
HSI data, while all synthetic data will be used for evaluation.
In this synthetic comparison, we assume the true endmember
signatures are available for all algorithms, and the learning
based algorithms are trained with ground truth abundance
vector. This experiment is to test the performance of various
algorithms when perfect prior knowledge is available.
1) Impact of Training Epochs: In this experiment, we
will evaluate the impact of training epochs on the unmixing
performance of unfolding based learning algorithms: the two
types of U-ADMM-AENet, and the two types of MNN-AE.
In machine learning literature, it can be used as a metric
to measure the convergence speed of a learning algorithm.
Specifically, the synthetic data are polluted with noise that
leads to SNR = 15. The training dataset of size 1000
are pixels randomly chosen from the synthetic HSI data.
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The whole synthetic data are used as evaluation dataset. The
number of iteration blocks are set as 2 both for the proposed
methods and MNN-AE. In the proposed model, we train the
network using Adam optimizer with learning rate set to 1e−4,
and batch size set to 64. For MNN-AE, we use the default
optimizer settings as introduced in the original papers [35]
[21]. All networks are trained with epochs varying from 0 to
500. The results are shown in Fig 11. Note that the AAD is
reported in degree, not in radian. It is clearly shown that the
proposed methods can achieve convergence with 100 training
epochs, while MNN-AE network usually needs 300 epochs to
achieve the optimal performance, almost 3 times the epochs
need for proposed methods. When the training epochs are large
enough, both type of networks achieve a similar performance
on abundance estimation. The fast convergence property of
proposed methods actually comes from two facts. The first
one is that we are unfolding an ADMM optimizer, which is
usually very fast in practice. Another reason is that we adopt a
weighted loss between RMSE, AAD and AID, each of which
is a dissimilarity measurement from different perspectives.
The final performances are similar because both networks
are unfolded from optimization solvers and there is no clear
dominant among them in terms of final performance. In the
following experiment, unless specific descriptions, we will set
the training epochs as 300 for a fair comparison.
2) Impact of Number of Iteration Blocks: In this experi-
ment, we will demonstrate the impact of number of iteration
blocks on the unmixing performance of unfolding based learn-
ing algorithms. In particular, we use a contaminated synthetic
data SNR = 15, of which 1000 randomly chosen pixels are
used as training dataset. All networks are trained with 300
epochs and batch size 64. The remaining training details are
the same as the one used in previous experiment. The number
of iteration blocks range from 1 to 7. The final results are
shown in Fig. 12. It is usually the case that with deeper
architectures, the network can achieve better performance
due to the increasing network capacity. It can be seen that
with deeper architectures, all networks, except for U-ADMM-
AENet-I, indeed perform better. This may be due to the fact
that the U-ADMM-AENet-I posses both the residual block
structure and recurrent network structure, which will make it
unstable to train with increasing iteration blocks. But, when the
number of iteration blocks are small, all networks can achieve
a similar performance. The benefits from constructing a deeper
network are very limited. This results further demonstrate that
with unfolded structure, the network becomes much more
interpretable, thus can achieve a reasonable performance even
with shallow structure. As it is well known in machine learning
literature, that with deeper structure, the network will become
much harder to train, this unfolded type of network can avoid
such problem. For the sake of structure simplicity and fair
comparison, in the following experiment, all the network are
set as 2 iteration blocks. Note that the U-ADMM-AENet-I can
achieve better performance with 1 iteration blocks.
3) Impact of Training Size: In this experiment, we will
evaluate the impact of the size of training dataset on the unmix-
ing performance of unfolding based learning algorithms. As
above experiments, we use a noisy synthetic data SNR = 15.
All networks are composed of 2 iteration blocks and trained
with 300 epochs and batch size 64. The remaining training
details are the same as above. The size of training dataset
changes from 256 to 4096. The final results are shown in Fig.
13. Surprisingly, When the size of training dataset are very
small, for example 256, the proposed network can achieve
almost 2-3 times better performance than MNN-AE. This may
be due to the fact that the network unfolded from ADMM
have much residual connections, which have been shown in
image processing literature that this will make network more
efficient as it forces the network to learn only the difference
between the input and the output. It is not hard to see that,
all networks benefit from more training data, and eventually
achieve a similar performance. This further demonstrates that
the proposed network is much more efficient than MNN-AE,
as it can achieve quite impressive performance even with very
small training dataset. This will make the proposed network
much more applicable in real applications as acquiring ground
truth is typically not easy.
4) Impact of Noise: In this experiment, we illustrate the
impact of noise on the unmixing performance of unfolding
based learning algorithms and traditional sparse unmixing al-
gorithms, SunSAL. All the synthetic data are used for training
and the final metrics are also evaluated on all synthetic pixels.
As before, all networks are composed of 2 iteration blocks
and trained with 300 epochs and batch size 64. The remaining
training details are the same as above. The synthetic dataset
are contaminated with different level of AWGN noise, leading
to SNR = [15, 20, 25, 30, inf ]. It can be seen from Fig. 14,
that, when SNR is low, both proposed network can achieve
better performance than MNN-AE. In particular, U-ADMM-
AENet-II reduces the error by 25 percent when SNR is 15.
Note that U-ADMM-AENet-I can achieve better performance
with 1 iteration block. It is obvious that with larger SNR,
all networks perform better and eventually achieve a similar
performance. As the traditional sparse unmixing algorithm
SunSAL is a direct application of ADMM, it acts as a baseline
in this comparison. This experiment proves that our proposed
network is more robust to noise when compared to state-of-art
algorithms.
C. Abundance Estimation Comparison Using Real Hyperspec-
tral Dataset
In this section, We compare the abundance estimation
performance of proposed methods with competitors in real
hyperspectral dataset. In short, we adopt the well-known Jasper
Ridge [43], and Urban [44],[45], dataset for HSI unmixing. In
this experiment, we assume the true endmember signatures
are available to all methods. All competitors use the default
settings introduced in the original papers. For learning based
algorithms, U-ADMM-AENet, and MNN-AE, we train them
with ground truth abundances. We do not consider the case of
imperfect prior knowledge, where the true endmember signa-
tures and abundances need be estimated via existing unmixing
algorithms. One of the reason is that, as this case would
be considered in the following blind unmixing experiments,
there is no need to take this case into consideration here.
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Fig. 11. The impact of training epochs on the performance of abundance estimation. (a) RMSE. (b) AAD in degree. (c) AID.
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Fig. 12. The impact of number of iteration blocks on the performance of abundance estimation. (a) RMSE. (b) AAD in degree. (c) AID.
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Fig. 13. The impact of size of training dataset on the performance of abundance estimation. (a) RMSE. (b) AAD in degree. (c) AID.
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Fig. 14. The impact of SNR on the performance of abundance estimation. (a) RMSE. (b) AAD in degree. (c) AID.
Another reason is that, since the abundance estimation network
is supervised, the performance of the network is bounded by
the quality of the training dataset. Therefore, comparing the
performance of supervised networks trained with imperfect
training dataset would be essentially comparing the quality of
the training dataset. For each dataset, we randomly choose
256 pixels as training dataset and all networks are trained to
achieve convergence. This is to test the performance in the
case where there are very little ground truth available. All
algorithms run five times and the average metrics are reported.
1) Jasper Ridge: Jasper Ridge is a widely used HSI data
in lots of hyperspectral literature. In this, scene, there are
totally 512 × 614 pixels, each of which is recorded at 224
channels ranging from 380 nm all the way up to 2500 nm,
with a spectral resolution of 9.46 nm. Generally, a sub-image
of 100×100 pixels, whose 80th channel image is shown in Fig.
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TABLE I
AVERAGED RMSE, AAD (IN DEGREES), AID BY DIFFERENT ALGORITHMS ON JASPER RIDGE AND URBAN. THE BEST RESULTS ARE IN BOLD.
Dataset Metrics SunSAL MNN-AE-1 MNN-AE-2 U-ADMM-AENet-I U-ADMM-AENet-II
RMSE 0.0612 0.1285 0.1262 0.0545 0.0214
Jasper Ridge AAD 7.9068 17.9929 17.4182 7.0709 2.7447
AID 0.4564 2.1823 2.1215 0.6125 0.1630
RMSE 0.1679 0.2416 0.2387 0.0886 0.0417
Urban AAD 25.1087 36.2268 35.6648 12.6038 5.6651
AID 4.5491 4.7990 4.7601 1.3534 0.3090
(a) Jasper Ridge (b) Urban
Fig. 15. HSI image at 80th channel. (a) Jasper Ridge. (b) Urban.
15a. are considered due to the complexity of original image,
Channels 1-3, 108-112, 154-166 and 220-224 are removed
due to dense water vapor and atmospheric effects, leaving
198 channels used for hyperspectral analysis. There are four
endmembers reside in this scene: Road, Soil, Water, Tree.
The final metrics are reported in table I, where the best
performance is in bold. It can be seen that the proposed U-
ADMM-AENet achieve the best performance even it is trained
with very small dataset. The abundance maps of various
algorithms on Jasper Ridge are illustrated in Fig. 16. The same
as the performance metrics, the proposed U-ADMM-AENet
show better estimation than other algorithms.
2) Urban: Urban is one of the most adopted dataset in HSI
unmixing field. It consists of (307×307) pixels, with a spatial
resolution of 2 × 2m2. The image of Urban at 80th channel
is shown in Fig. 15b. The spectral reflectance is sensed at 210
wavelengths covering from 400 nm to 2500 nm, with a spectral
resolution of 10 nm. As a common preprocessing for HSI
unmixing analysis, the channels 1-4, 76, 87, 101-111, 136-
153 and 198-210 are discarded, due to the dense water vapor
and atmospheric effects. As a result, there are 162 channels
remaining for subsequent analysis. There are three versions of
ground truth coupled with the dataset. In this paper, we use the
one contains four endmembers: Asphalt, Grass, Tree and Roof.
The final performance metrics are reported in Table I, where
the best one is in bold. Again, the proposed network have
the best estimation among the competitors. The qualitative
comparison of abundance maps are shown in Fig. 17. It can
be seen that the proposed networks show an quite impressive
estimation even it is trained with a very small dataset.
D. Blind Unmixing Comparison Using Synthetic Data
Now we evaluate the performance of proposed blind
unmixing networks, U-ADMM-BUNet, on synthetic data,
which are generated using the same procedure introduced in
abundance estimation comparison. In particular, we compare
with learning based blind unmixing algorithms, uDAS[31],
MNN-BU[35], and traditional nonnegative matrix factorization
(NMF)-based algorithms, matrix-vector nonnegative tensor
factorization (MV-NTF)[46]. All models use the default hyper-
parameter settings proposed in their original papers. In this
blind unmixing comparison, we assume not perfect prior
knowledge is available, and the parameters of U-ADMM-
BUNet are initialized using the proposed strategies. Note that
MNN-BU is proposed to be initialized with the result of L1/2
unmixing method, which we cannot find corresponding code.
Thus we initialize MNN-BU with the same strategies in this
paper, which is also more fair for comparison. Developed
from NMF-based methods, MV-NTF decomposes a third-
order tensor into the sum of several component tensors,
with each component tensor being the outer product of a
vector (endmember) and a matrix (corresponding abundances).
All the learning based unmixing algorithms, uDAS, MNN-
BU, including the proposed network U-ADMM-BUNet, are
developed from the famous autoencoder structure, in which
encoder projects the spectral reflectance of a pixel onto a
latent code, which is interpreted as corresponding abundance,
then decoder projects the abundance back onto the spectral
reflectance. By enforcing one layer of linear operation in
the decoder, the weight of decoder then is interpreted as the
endmember signature. The different structures of autoencoder
and training strategies promote different algorithms. While
uDAS is derived from traditional autoencoder perspectives,
MNN-BU and proposed U-ADMM-BUNet are both derived
from unfolding an LMM and optimization solvers. As the
proposed methods are derived from ADMM, which is a fast
algorithm with guarantee of convergence, it enjoys the benefits
from ADMM and shows totally different structure from MNN-
BU.
1) Impact of Training Epochs: In this experiment, we
will evaluate the impact of training epochs on the unmixing
performance of proposed U-ADMM-BUNet and the two types
of MNN-BU. The less epochs it takes, the faster the learning
algorithm converges. Specifically, the synthetic noisy HSI data
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(a) SunSAL (b) MNN-AE-1 (c) MNN-AE-2 (d) U-ADMM-
AENet-I
(e) U-ADMM-
AENet-II
(f) Reference
Fig. 16. Results of abundance estimation by different methods on Jasper Ridge dataset. From top to bottom: Tree, Water, Soil and Road. (a) SunSAL. (b)
MNN-AE-1. (c) MNN-AE-2. (d) U-ADMM-AENet-I. (e) U-ADMM-AENet-II. (f) Reference.
have SNR = 25, from which 1000 randomly picked pixels
compose the training dataset. The whole synthetic data will be
used as evaluation dataset. The number of iteration blocks for
all methods are set as 1. All networks are trained with epochs
varying from 0 to 1000. The results are shown in Fig 18. Note
that the SAD is reported in degrees, not in radians. Again,
the proposed methods can achieve a quite good performance
with 100 epochs, while MNN-BU need much longer epochs
to achieve convergence. The fast convergence property again
benefits from the structure of unfolding ADMM. With large
enough epochs, all networks show a similar performance,
which is reasonable as all networks are unfolded from opti-
mization solvers. It is noticeable that, U-ADMM-BUNet-II and
MNN-BU-2, both of which have a shared layer structure, are
unstable when the training epochs increase, this may be due to
the same reason which cause the unstable performance of U-
ADMM-AENet-I. For this reason, in following experiments,
we only show comparison results for those with unshared layer
structures.
2) Impact of Number of Iteration Blocks: In this experi-
ment, we will evaluate the impact of number of iteration blocks
on the unmixing performance of unfolding based learning
algorithms. As before, we use a contaminated synthetic HSI
data with SNR = 25, of which 1000 randomly chosen pixels
are used as training dataset. All networks are trained to achieve
convergence. The number of iteration blocks range from 1 to
7. The final results of SAD and RMSE are shown in Fig. 19.
It is clear that in most case, the proposed U-ADMM-BUNet-
II achieves better SAD and RMSE than MNN-BU-2, given
same number of iteration blocks. This benefits from the fact
that the network unfolded from ADMM has stronger capac-
ity than network unfolded from ISTA. Moreover, compared
with MNN-BU-2, the proposed method are relatively more
stable with varying depth. Nevertheless, Both networks show
reasonable performance when the networks are very shallow.
This further demonstrates that the performance of unfolded
networks do not rely on a deep structure. For the structure
simplicity and training speed, we set the number of iteration
blocks as 1 for proposed method in the following experiments.
3) Impact of Training Size: In this experiment, we will
evaluate the impact of training size on the unmixing perfor-
mance of unfolding based learning algorithms. The same as
before, we use a noisy synthetic HSI data with SNR = 25.
The size of training dataset changes from 256 to 4096. The
final results of SAD and RMSE are shown in Fig. 20. The
same as abundance estimation case, when the size of training
dataset is very small, the proposed U-ADMM-BUNet-II can
achieve almost twice better SAD compared with MNN-BU.
Both methods achieve similar performance when training size
is big enough. It is noticeable that when size of training dataset
increases from 256 to 512, the RMSE of U-ADMM-BUNet-
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(a) SunSAL (b) MNN-AE-1 (c) MNN-AE-2 (d) U-ADMM-
AENet-I
(e) U-ADMM-
AENet-II
(f) Reference
Fig. 17. Results of abundance estimation by different methods on Urban dataset. From top to bottom: Asphalt, Grass, Tree, and roof. (a) SunSAL. (b)
MNN-AE-1. (c) MNN-AE-2. (d) U-ADMM-AENet-I. (e) U-ADMM-AENet-II. (f) Reference.
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Fig. 18. The impact of training epochs on the performance of blind unmixing. (a) RMSE. (b) SAD in degree.
II increases. This may be the fact that RMSE depends on
individual pixels, whereas endmember extraction depends on
all training pixels.
4) Impact of Noise: In this experiment, we illustrate the
impact of noise on the unmixing performance of all unmixing
methods. For uDAS, MNN-BU-2 and proposed method, All
the synthetic data are used for training and the final metrics are
also evaluated on all synthetic pixels. For MVNTF, we use the
default settings introduced in the original paper. The synthetic
dataset are contaminated with different level of AWGN noise,
leading to SNR = [15, 20, 25, 30, inf ]. It can be seen from
Fig. 21 that, the proposed U-ADMM-BUNet-II achieves the
best SAD when compared with other methods. In terms of
RMSE, all learning based algorithms show a similar per-
formance. Commonly, the learning based algorithms, uDAS,
MNN-BU-2 and U-ADMM-BUNet-II, outperform the tradi-
tional nonnegative matrix factorization algorithms, MVNTF.
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Fig. 19. The impact of number of iteration blocks on the performance of blind unmixing. (a) RMSE. (b) SAD in degree.
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Fig. 20. The impact of size of training dataset on the performance of blind unmixing. (a) RMSE. (b) SAD in degree.
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Fig. 21. The impact of SNR on the performance of blind unmixing. (a) RMSE. (b) SAD in degree.
E. Blind Unmixing Comparison Using Real Hyperspectral
Dataset
In this subsection, We compare the proposed U-ADMM-
BUNet-II with competitors in real hyperspectral dataset. In
short, we adopt the well-known Jasper Ridge [43], and Ur-
ban [44],[45], dataset for HSI unmixing. For learning based
algorithms uDAS, MNN-BU-2 and the proposed U-ADMM-
BUNet-II, we randomly choose 1000 pixels from the HSI
data as training pixels. All pixels are used for the evaluation
of performance. All experiments are repeated five times. The
mean and standard deviation are reported.
1) Jasper Ridge: The performance of various algorithms
on Jasper Ridge dataset are shown in table II. Although the
proposed U-ADMM-BUNet-II does not outperform the others
in terms of individual endmember, it beats other in terms of
average SAD performance. Another observation is that U-
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TABLE II
MEAN AND STANDARD DEVIATION OF SAD(IN DEGREES) BY DIFFERENT ALGORITHMS ON JASPER RIDGE AND URBAN. THE BEST RESULTS ARE IN
BOLD.
Dataset Endmember uDAS MV-NTF MNN-BU-2 U-ADMM-BUNet-II
Tree 10.0032±0.8436 15.3062±4.3640 8.9695±0.4759 10.2847±0.0423
Water 7.6166±0.5672 15.1020±0.7648 4.6415±0.2825 5.1437±0.2528
Jasper Ridge Soil 6.6608±0.1950 19.0967±13.5871 9.3849±1.0763 6.8969±0.0271
Road 3.6029±0.1044 27.3426±2.7321 3.3149±0.2417 3.7676±0.0082
Mean 6.9709±0.2659 19.2119±1.9248 6.5777±0.3295 6.5232±0.0555
Asphalt 12.3003± 0.1118 13.5129± 1.0604 11.0758± 0.1021 10.4616± 0.0001
Grass 63.6797± 3.8035 19.3200± 3.9887 10.9092± 0.6905 8.1522± 0.0003
Urban Tree 7.6825± 1.2857 7.8657± 0.3075 7.6598± 0.4615 9.5990± 0.0002
Roof 14.4911± 3.0348 27.7510± 2.6030 13.2186± 1.2686 12.3660± 0.0004
Mean 24.5384± 2.0074 17.1124± 1.4393 10.7158± 0.3509 10.1447± 0.0002
ADMM-BUNet-II shows very stable performance as it has
the lowest standard deviation. Fig. 22 illustrates the unscaled
endmember signature estimation in dot line and corresponding
true value in solid line. It can be seen from Fig. 23 that
the proposed method also achieve a competitive performance
compared to state-of-art methods.
2) Urban: The mean and standard deviation of SAD in
degrees by various algorithms are shown in table II, where the
best is in bold. It is clear that the proposed U-ADMM-BUNet-
II outperforms other methods for Asphalt, Grass and Roof.
Although MNN-BU-2 has the best estimation in terms of Tree,
the proposed U-ADMM-BUNet-II achieves the best mean
SAD among the competitors. Surprisingly, uDAS does not
outperform MV-NTF in this dataset, which is mainly caused
by the wrong estimation of Grass. This can be seen from
Fig. 24, which illustrates the unscaled endmember signatures
estimation in dot line and corresponding reference in solid
line. The corresponding abudance maps are shown in Fig. 25.
V. CONCLUSION
In this paper, we propose to construct hyperspectral unmix-
ing network by unfolding a traditional optimization technique
ADMM under a predefined linear mixture model. Through
unfolding ADMM, we reformulate each iterative updating
expression by replacing the fixed parameters with learnable
parameters, which together, form a learnable neural network.
We also show that the structure of each layer in the network
unfolded from ADMM can find corresponding interpretation
in machine learning literature, which further demonstrates the
effectiveness of the proposed methods. This novel network
structure combines the advantages of model based unmixing
algorithms and learning based unmixing algorithms, provid-
ing a network with good interpretability and strong learning
capacity. Compared with traditional iterative methods, the
proposed methods can achieve fast unmixing as no iteration is
needed once the network is trained. Compared with traditional
learning methods, the proposed network structures have much
stronger interpretability. Based on this interpretability, we also
propose two novel parameter initialization strategies, which
can better incorporate the prior information to boost the
performance of the network. Compared to existing unfold-
ing based unmixing networks, the proposed network has a
completely different structure, which possess both skipping
connections and residual blocks, both of which have been
shown powerful network structure in image processing field.
In addition, to better fit in the unmixing problem, we propose
to use a weighted loss between dissimilarity measurements
from different perspectives. The novel network structure and
training strategies allows the proposed network to achieve
much faster convergence and reduce the reliance on a big
training dataset. Both are very important in real hyperspectral
application. Based on the LMM and autoencoder structure,
we also propose unmixing network for blind unmixing by
adding a linear layer at the end of proposed network structures.
Extensive experiments on both synthetic and real HSI data
have demonstrate the effectiveness of proposed methods.
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