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2Abstract. The theory of ‘zeta functions of fractal strings’ has been
initiated by the first author in the early 1990s, and developed jointly
with his collaborators during almost two decades of intensive research
in numerous articles and several monographs. In 2009, the same author
introduced a new class of zeta functions, called ‘distance zeta functions’,
which since then, has enabled us to extend the existing theory of zeta
functions of fractal strings and sprays to arbitrary bounded (fractal)
sets in Euclidean spaces of any dimension. A natural and closely re-
lated tool for the study of distance zeta functions is the class of ‘tube
zeta functions’, defined using the tube function of a fractal set. These
three classes of zeta functions, under the name of ‘fractal zeta functions’,
exhibit deep connections with Minkowski contents and upper box dimen-
sions, as well as, more generally, with the complex dimensions of fractal
sets. Further extensions include zeta functions of relative fractal drums,
the box dimension of which can assume negative values, including mi-
nus infinity. We also survey some results concerning the existence of the
meromorphic extensions of the spectral zeta functions of fractal drums,
based in an essential way on earlier results of the first author on the
spectral (or eigenvalue) asymptotics of fractal drums. It follows from
these results that the associated spectral zeta function has a (nontriv-
ial) meromorphic extension, and we use some of our results about fractal
zeta functions to show the new fact according to which the upper bound
obtained for the corresponding abscissa of meromorphic convergence is
optimal. Finally, we conclude this survey article by proposing several
open problems and directions for future research in this area.
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1. Introduction
The aim of this article is to provide a survey of some recent advances in
the theory of fractal zeta functions, based on the monograph [LapRaZˇu1]
by the authors of the present work.
In 2009, it became clear that the theory of zeta functions of fractal strings,
developed by the first author (jointly with several collaborators) beginning in
the early 1990s and described in an extensive joint monograph [Lap–vFr3]
with van Frankenhuijsen (see also the references therein), can be viewed
from a much wider perspective. This was due to the discovery (by the first
author) of the new class of zeta functions, called ‘distance zeta functions’,
associated with arbitrary bounded (fractal) sets in Euclidean spaces of any
dimension; see Definition 2.1. This discovery opens new perspectives in the
study of the complex dimensions of fractal sets. As a result, in [LapRaZˇu1–
7], the foundations for the theory of fractal zeta functions have now been
laid. Along with the corresponding (and closely related) tube zeta func-
tions, introduced in Definition 2.8 and developed as a valuable technical
tool, it exhibits very interesting connections with the Minkowski contents
and dimensions of fractal sets; see Theorem 2.9.
The notion of a distance zeta function, as well as that of a tube zeta func-
tion, can be further extended to a new class of objects, called ‘relative fractal
drums’, which includes fractal strings and bounded sets as well as standard
fractal drums as special cases; see Section 5. An unexpected novelty is that
the associated box dimensions of relative fractal drums may assume negative
values (see Proposition 5.8), and even the value minus infinity (see Corollary
5.9). This new phenomenon reflects the intuitive picture of ‘flatness’ of the
relative fractal drum under consideration.
The basic property of the distance zeta function of a fractal set is that
its abscissa of (absolute or Lebesgue) convergence is equal to the upper box
dimension of the set; see Theorem 2.3. Furthermore, assuming that this
value is a pole,1 then it is simple. Moreover, the residue of the distance
zeta function computed at the upper box dimension is closely related to the
corresponding upper and lower Minkowski contents. A similar statement
holds for the tube zeta function. (See Theorems 2.7 and 2.9.) In this way,
these new fractal zeta functions (i.e., the distance and tube zeta functions)
help build a bridge connecting the geometry of fractal sets with analytic
number theory and complex analysis.
We note that (as is stated in part (b) of Theorem 2.3 and in Corollary 2.4),
under mild additional assumptions, the abscissa of absolute convergence
of the distance zeta function coincides not only with the upper box (or
Minkowski) dimension D of the given bounded set (or, more generally, of
1Under mild hypotheses, it is always a singularity; see part (c) of Theorem 2.3.
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the relative fractal drum, see part (b) of Theorem 5.4 along with Corol-
lary 5.5), but also with the abscissa of holomorphic convergence of the zeta
function: the open half-plane {Re s > D} is both the maximal right open
half-plane on which the Lebesgue integral initially defining the distance zeta
function is convergent (and hence, absolutely convergent) and to which the
zeta function can be holomorphically extended. (See part (c) of Theorem 2.3
along with Corollary 2.5, in the case of bounded subsets of RN , and their
counterpart for general relative fractal drums, part (c) of Theorem 5.4 along
with Corollary 5.6.)
We stress that provided D (the upper box dimension) is not equal to N
(the dimension of the ambient Euclidean space RN ), that is, if D < N (since
we always have D ≤ N), all the results concerning the tube zeta functions
have exact counterparts for the distance zeta functions (either for arbitrary
bounded subsets of RN or, more generally, for relative fractal drums in RN );
see Remark 2.10 at the end of Section 2 below. In particular, the tube
and distance zeta functions can either be simultaneously meromorphically
extended to a given domain U of C (containing {Re s ≥ D}) or else cannot
be extended at all; furthermore, in the former case and if D < N , their
meromorphic extensions then have the same poles in U (i.e., they have the
same visible complex dimensions) and their respective residues at D are
very simply related.2 For example, if the given bounded set A is Minkowski
measurable, then the residue of the tube zeta function at D coincides with
the Minkowski content of A; the exact analogue of this statement also holds
for relative fractal drums. (See Remark 2.10 below along with [LapRaZˇu1]
for detailed information.) Accordingly, the fractal zeta functions introduced
in [LapRaZˇu1–7] contain essentially the same information. However, for
computational or theoretical purposes, and depending on the given situation
or example under consideration, it is more convenient to use either the
distance zeta function or the tube zeta function. Many illustrations of this
latter statement are provided throughout [LapRaZˇu1].
In Section 4, we introduce the so-called transcendentally n-quasiperiodic
sets for any integer n ≥ 2 (that is, roughly speaking, the sets possessing n
quasiperiods; see Definition 4.4), and describe their construction; see Theo-
rems 4.5 and 4.6. It is also possible to construct ∞-quasiperiodic sets, that
is, sets which possess infinitely many quasiperiods; see Theorem 5.18. The
constructions are based on carefully chosen sequences of generalized Cantor
sets with two parameters, introduced in Definition 4.1.
In Section 5, as was mentioned above, we introduce the notion of a relative
fractal drum, which significantly extends the classic notion of a fractal drum.
It provides a lot of useful additional flexibility to the (higher-dimensional)
2In the case when D = N , the statement about the poles in U is also true except for the
pole at s = N which is then a pole of the tube zeta function and a removable singularity
of the distance zeta function.
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theory of complex dimensions, and gives rise to new and interesting phe-
nomena (such as the lowering of the Minkowski dimension, to the point that
the latter relative dimension can become negative and even equal −∞, as in
Proposition 5.8 and Corollary 5.9, respectively, which is clearly impossible
in the standard theory).
In Section 6, we briefly recall some of the key results of the first author
in [Lap1] (see also [Lap2–3]) concerning the asymptotics of the eigenvalues
(or, equivalently, the frequencies) of fractal drums in RN , either for Dirichlet
Laplacians or (under suitable hypotheses) for the Neumann Laplacians, as
well as for higher order self-adjoint elliptic operators (with possibly vari-
able coefficients and mixed Dirichlet–Neumann boundary conditions). We
deduce from these results the existence (in an appropriate open right half-
plane) of a (necessarily unique) meromorphic extension of the spectral zeta
function of a given fractal drum. This result was already obtained in [Lap2–
3] but we give a slightly more precise statement of it in [LapRaZˇu1] and
Section 6 below, as well as provide an elementary proof of the passage from
the main error estimates of [Lap1] to the existence of a meromorphic ex-
tension of the spectral zeta function. We also use the results of Section 5
in an essential way (specifically, Theorem 5.18) in order to show that for
the Dirichlet (or also the Neumann) Laplacian, there exist bounded open
sets (or relative fractal drums) in RN such that the maximal half-plane of
meromorphic convergence of the spectral zeta function actually coincides
with the half-plane of (absolute) convergence of the associated fractal zeta
functions, thereby proving the sharpness (or optimality) of the inequality
Dmer(ζ
∗
Ω) ≤ D,
where D denotes the inner Minkowski dimension of ∂Ω (relative to Ω). This
result is new even in dimension one (i.e., when N = 1).
In Section 7, we provide a classification of bounded subsets of RN , based
on the results described in the rest of the paper. In particular, we briefly
discuss Minkowski degenerate, nondegenerate, and measurable (or constant)
bounded sets, respectively. We also discuss periodic and (algebraically or
transcendentally) quasiperiodic subsets of RN . A more detailed discussion
of these various categories of bounded sets can be found in [LapRaZˇu1–7].
Finally, in Section 8, we provide several open problems motivated by the
work in [LapRaZˇu1–7] (and [Lap–vFr1–3]), and connecting various aspects of
fractal geometry, geometric analysis, mathematical physics, harmonic anal-
ysis, dynamical systems, partial differential equations, spectral geometry
and analytic number theory. Many additional open problems and possible
research directions are proposed in [LapRaZˇu1, Chapter 5]. However, the
problems stated in the first half of Section 8 are original to the present
survey article. We hope that some readers will be inclined to address them.
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Let us now close this introduction by recalling some basic notation which
will be used throughout this paper. Assume that A is a given bounded
subset of RN and let r be a fixed real number. We define the upper and
lower r-dimensional Minkowski contents of A, respectively, by
M∗r(A) := lim sup
t→0+
|At|
tN−r
, Mr∗(A) := lim inf
t→0+
|At|
tN−r
,
where At denotes the Euclidean t-neighborhood of A. The upper and lower
box (or Minkowski) dimensions of A are defined, respectively, by
dimBA = inf{r ∈ R :M∗r(A) = 0}, dimBA = inf{r ∈ R :Mr∗(A) = 0}.
It is always the case that 0 ≤ dimBA ≤ dimBA ≤ N. Furthermore, if A is
such that dimBA = dimBA, then this common value is denoted by dimB A
and is called the box (or Minkowski) dimension of A. Moreover, if A is
such that, for some D ∈ [0, N ], we have 0 < MD∗ (A) ≤ M∗D(A) < ∞ (in
particular, then dimB A exists andD = dimB A), we say that A is Minkowski
nondegenerate. IfMD∗ (A) =M∗D(A), then the common value is denoted by
MD(A) and called the Minkowski content of A. Finally, assuming that A is
such thatMD(A) exists and 0 <MD(A) <∞, we say that A is Minkowski
measurable.
In closing, we note that the notion of Minkowski dimension was intro-
duced (for noninteger values) by Bouligand in [Bou] in the late 1920s (with-
out making a clear distinction between the lower and upper limits), while
the notion of Minkowski content and measurability was introduced in [Fed]
and [Sta], respectively.
2. Distance and tube zeta functions
We introduce a new class of zeta functions, defined by the first author in
2009, which extends the notion of geometric zeta functions of bounded frac-
tal strings to bounded subsets of Euclidean spaces of arbitrary dimension.
Definition 2.1 ([LapRaZˇu1]). Let δ be a fixed positive real number. Then,
the distance zeta function ζA of a given bounded subset A of R
N is defined
by
(1) ζA(s) :=
∫
Aδ
d(x,A)s−Ndx,
for all s ∈ C with Re s sufficiently large. Here, d(x,A) denotes the Euclidean
distance from x to A. Furthermore, the integral is taken in the sense of
Lebesgue (and hence, is necessarily absolutely convergent).
Remark 2.2. The dependence of the distance zeta function ζA on δ > 0 is
inessential, in the sense that we are mostly interested in the singularities
of ζA (more precisely, in the singularities of meromorphic extensions of ζA),
which are preserved when varying δ. This follows from the fact that the
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difference of two distance zeta functions of the same set A corresponding to
two different values of δ is an entire function. The same comment applies
verbatim to the tube zeta function ζ˜A to be introduced in Definition 2.8
below.
The distance zeta function represents a natural extension of the notion
of a geometric zeta function ζL of a bounded fractal string L = (lj)j≥1 (also
introduced by the first author in the early 1990s and extensively studied in
[Lap–vFr1–3] and in the relevant references therein):
(2) ζL(s) :=
∞∑
j=1
lsj ,
for every s ∈ C with Re s sufficiently large. Here, by a bounded fractal string
L we mean any nonincreasing sequence of positive real numbers (lj)j≥1 such
that l :=
∑
j≥1 lj <∞. It is easy to see that if we define the set
AL :=
{
ak :=
∑
k≥j
lj : k ≥ 1
}
,
then the distance zeta function ζAL and the geometric zeta function ζL are
connected with the following relation:
(3) ζAL(s) = f(s) ζL(s) + g(s),
for all complex numbers s such that Re s is sufficiently large, where f and g
are holomorphic on C \ {0} and f is nowhere vanishing. In particular, due
to Theorem 2.3 below, it follows that the abscissae of convergence of the
distance zeta function ζA and of the geometric zeta function ζL coincide,
and that the corresponding sets of their poles on the critical line, as well as
their multiplicities, also coincide. For more details, see [LapRaZˇu1].
Throughout this paper, given α ∈ R ∪ {±∞}, we will use the short-
hand notation {Re s > α} to stand for the open right half-plane {s ∈ C :
Re s > α}. In particular, if α = +∞ or α = −∞, this half-plane becomes
the empty set ∅ or the whole complex plane C, respectively. Similarly, if
α ∈ R, then the short-hand notation {Re s = α} stands for the vertical line
{s ∈ C : Re s = α}. If, in particular, α := dimBA (= D(ζA)), the abscissa of
convergence of ζA (see Corollary 2.4 below and the text preceding it), where
A ⊆ RN is bounded, then the vertical line is referred to as the critical line (of
ζA or, simply, of A). We will implicitly adopt an analogous terminology in
the more general case of a relative fractal drum (A,Ω) discussed in Section 5.
Then, since (by Corollary 5.5) dimB(A,Ω) = D(ζA( · ,Ω)), the vertical line
{Re s = dimB(A,Ω)} is referred to as the critical line (of ζA( · ,Ω) or, simply,
of (A,Ω)).
In the sequel, in order to avoid trivial special cases, we assume implic-
itly that all bounded subsets of RN under consideration in the statement
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of the theorems are nonempty. For example, in Theorem 2.3 and Corollar-
ies 2.4 and 2.5 below, the bounded set A ⊆ RN is implicitly assumed to be
nonempty.
The following result describes some of the basic properties of distance
zeta functions.
Theorem 2.3 ([LapRaZˇu1]). Let A be an arbitrary bounded subset of RN
and let δ > 0. Then:
(a) The distance zeta function ζA defined by (1) is holomorphic in the
half-plane {Re s > dimBA}.
(b) In part (a), the half-plane {Re s > dimBA} is optimal, from the point
of view of the convergence (and therefore, also of the absolute convergence)
of the Lebesgue integral defining ζA(s) in (1); i.e., the equality (7) in Corol-
lary 2.4 below holds. Furthermore, ζA(s) is still given by (1) for Re s >
dimBA; i.e., the inequality (8) in Corollary 2.4 below holds.
(c) If the box (or Minkowski) dimension D := dimB A exists, D < N ,
3
and MD∗ (A) > 0, then ζA(s) → +∞ as s ∈ R converges to D from the
right.4 Therefore, the two equalities in (9) of Corollary 2.5 below hold.
The proof of part (a) of Theorem 2.3 rests in part on the following inter-
esting and little-known result, by Harvey and Polking, stated implicitly on
page 42 of [HarvPo]:
(4) If γ ∈ (−∞, N − dimBA), then
∫
Aδ
d(x,A)−γdx <∞,5
where δ is any fixed positive real number. Harvey and Polking used it in their
study of removable singularities of solutions of certain partial differential
equations.
Before stating several consequences of Theorem 2.3 (namely, Corollar-
ies 2.4 and 2.5 below), we need to introduce some terminology and notation,
which will also be used in the remainder of the paper.
Given a meromorphic function (or, more generally, an arbitrary complex-
valued function) f = f(s), initially defined on some domain U ⊆ C, we
denote by Dhol(f) the unique extended real number (i.e., Dhol(f) ∈ R ∪
3Since we always have 0 ≤ dimBA ≤ N , assuming that D = dimB A < N is equivalent
to assuming that D 6= N .
4Hence, D is a singularity (which may or may not be a pole) of ζA. Naturally, if ζA
possesses a meromorphic continuation to an open neighborhood of D, then D is a pole of
ζA. Section 3 and Section 5 will provide several sufficient conditions under which ζA can
be meromorphically continued beyond the critical line Re s = D, and hence, in particular,
to an open neighborhood of D.
5Assuming that D = dimB A exists and M
D
∗ (A) > 0, then the converse implication
holds as well; see [Zˇu2, Theorem 4.1].
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{±∞}) such that {Re s > Dhol(f)} is the maximal open right half-plane (of
the form {Re s > α}, for some α ∈ R ∪ {±∞}) to which the function f
can be holomorphically extended.6 This maximal (i.e., largest) half-plane is
denoted by H(f) and called the half-plane of holomorphic convergence of f .
If, in addition, the function f = f(s) is assumed to be given by a Dirichlet-
type integral,7 of the form
(5) f(s) =
∫
E
ϕ(x)sdµ(x),
for s ∈ C with Re s sufficiently large, where µ is a suitable (positive or
complex) local (i.e., locally bounded) measure on a given (measurable) space
E, ϕ ≥ 0 µ-a.e. on E and ϕ is |µ|-essentially bounded from above, then
D(f), the abscissa of (absolute or Lebesgue) convergence of f , is the unique
extended real number (i.e., D(f) ∈ R ∪ {±∞}) such that {Re s > D(f)}
is the maximal open right half-plane (of the form {Re s > α}, for some
α ∈ R ∪ {±∞}) on which the Lebesgue integral initially defining f in (5) is
convergent (or, equivalently, is absolutely convergent), with µ replaced by
|µ|, the total variation measure of µ. (Recall that |µ| = µ if µ is positive.)
In short, D(f) is called the abscissa of convergence of f . Furthermore, the
aforementioned maximal right half-plane is denoted by Π(f) and is called
the half-plane of (absolute or Lebesgue) convergence of (the Dirichlet-type
integral) f . It is shown in [LapRaZˇu1, Section 2.1 and Appendix A] that
D(f) is well defined and (with the notation of (5) just above) we have,
equivalently:8
(6) D(f) = inf
{
α ∈ R :
∫
E
ϕ(x)αd|µ|(x) <∞
}
,
where (as above) |µ| is the total variation measure of µ.
6By using the principle of analytic continuation, it is easy to check that Dhol(f) is well
defined; see [LapRaZˇu1, Section 2.1].
7This is the case of the classic (generalized) Dirichlet series and integrals [Ser, Pos], as
well as of the geometric zeta functions of fractal strings studied in [Lap–vFr1–3] and of
all the fractal zeta functions considered in this paper and in [LapRaZˇu1–5], including the
distance and tube zeta functions (ζA and ζ˜A) and their relative counterparts (ζA( · ,Ω) and
ζ˜A( · ,Ω)) for relative fractal drums discussed in Section 5; see [LapRaZˇu1, Section 2.1].
(It is also the case, in particular, of the spectral zeta functions of fractal drums discussed
in Section 6 below.)
8Let D := dimBA, for brevity. In light of Theorem 2.3 and Corollary 2.4, for this
alternative definition of D(ζA) (or of D(ζ˜A)), with A ⊆ R
N bounded (as in the present
situation), it would suffice to restrict oneself to α ≥ 0 in the right-hand side of (6); this
follows since D(ζA) = dimBA ≥ 0 and, D(ζA) = D(ζ˜A) by Remark 2.10 below. An
analogous comment would not be correct, however, in the case of relative fractal drums
discussed in Section 5 below. Indeed, in that case (and with the notation of Section 5), we
still have D := D(ζA( · ,Ω)) = dimB(A,Ω) (and D(ζA( · ,Ω)) = D(ζ˜A( · ,Ω))), but we may
have dimB(A,Ω) ≤ 0 and even dimB(A,Ω) = −∞; see Proposition 5.8 and Corollary 5.9
below.
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The following corollary of Theorem 2.3 shows that the distance zeta func-
tion can serve as a new tool for computing the upper box dimension of fractal
sets in Euclidean spaces.9
Corollary 2.4 ([LapRaZˇu1]). If A is any bounded subset of RN , then
(7) dimBA = D(ζA).
Furthermore, in general, we have
(8) −∞ ≤ Dhol(ζA) ≤ D(ζA) = dimBA.
Corollary 2.5 ([LapRaZˇu1]). Let A be a bounded subset of RN which sat-
isfies the hypotheses of part (c) of Theorem 2.3. Then, we have
(9) dimBA = D(ζA) = Dhol(ζA).
Remark 2.6. For most examples of fractal subsets of RN considered in
[LapRaZˇu1–7], we have D(ζA) = Dhol(ζA). On the other hand, we leave
it to the interested reader to check that in the trivial example of the unit
interval I := [0, 1] ⊂ R, we have a strict inequality in Corollary 2.4; more
specifically, we have Dhol(ζI) = 0 < 1 = D(ζI) = dimB I.
10 At this point,
we do not know whether the second inequality in (8) is sharp if D < N ; in
other words, it is an open problem to find (if possible) an example satisfying
the strict inequalities Dhol(ζA) < D(ζA) < N .
For a given bounded set A, it is of interest to know the corresponding
poles of the associated distance zeta function ζA, meromorphically extended
(if possible) to a neighborhood of the critical line. Following the terminology
of [Lap–vFr3], these poles are called the complex dimensions of A. We pay
particular attention to the set of complex dimensions of A located on the
critical line {Re s = D(ζA)}, which we call the set of principal complex
dimensions of A and denote by dimPC A.
For example, it is well known that for the ternary Cantor set C(1/3) we
have that dimB C
(1/3) = log3 2 and (see [Lap–vFr3])
dimPC C
(1/3) = log3 2 +
2pii
log 3
Z.
The following result provides an interesting connection between the
residue of the distance zeta function of a fractal set and its Minkowski con-
tents.
9More information about other equivalent forms for the computation of the upper box
dimension of sets can be found in [LapRoZˇu].
10Note that one has to interpret 0σ by +∞ for σ < 0 in the integral occurring in
Equation (1), which is natural.
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Theorem 2.7 ([LapRaZˇu1]). Assume that A is a bounded subset of RN
which is nondegenerate (that is, 0 < MD∗ (A) ≤ M∗D(A) < ∞ and hence,
dimB A = D), and D < N . If ζA(s) = ζA(s,Aδ) can be extended meromor-
phically to a neighborhood of s = D, then D is necessarily a simple pole of
ζA(s,Aδ), and
(10) (N −D)MD∗ (A) ≤ res(ζA( · , Aδ),D) ≤ (N −D)M∗D(A).
Furthermore, the value of res(ζA( · , Aδ),D) does not depend on δ > 0. In
particular, if A is Minkowski measurable, then
(11) res(ζA( · , Aδ),D) = (N −D)MD(A).
The distance zeta function is closely related to the tube zeta function of a
fractal set. The latter (fractal) zeta function is defined via the tube function
t 7→ |At|, t > 0, of the fractal set A, as we now explain.
Definition 2.8 ([LapRaZˇu1]). Let A be a bounded set in RN . Then, for a
given δ > 0, the tube zeta function of A, denoted by ζ˜A, is defined by
(12) ζ˜A(s) =
∫ δ
0
ts−N−1|At|dt,
for all s ∈ C with Re s sufficiently large.
It is shown in [LapRaZˇu1–4] that the distance and tube zeta functions
associated with a fractal set A are connected as follows:11
(13) ζA(s,Aδ) = δ
s−N |Aδ|+ (N − s)ζ˜A(s,Aδ),
for any δ > 0 and for all s such that Re s > dimBA.
12 Using this result,
it is easy to reformulate Theorem 2.7 in terms of the tube zeta functions.
In particular, we conclude that the residue of the tube zeta function of a
fractal set, computed at s = D, is equal to its Minkowski content, provided
the set is Minkowski measurable. Moreover, it can be shown directly that
the condition D < N from Theorem 2.7 can be removed in this case.
Theorem 2.9 ([LapRaZˇu1]). Assume that A is a nondegenerate bounded
set in RN (so that D := dimB A exists), and there exists a meromorphic
extension of ζ˜A to a neighborhood of D. Then, D is a simple pole, and for
any positive δ, res(ζ˜A,D) is independent of δ. Furthermore, we have
(14) MD∗ (A) ≤ res(ζ˜A,D) ≤M∗D(A).
In particular, if A is Minkowski measurable, then
(15) res(ζ˜A,D) =MD(A).
11We write here ζA( · , Aδ) := ζA and ζ˜A( · , Aδ) := ζ˜A, for emphasis.
12In light of the principle of analytic continuation and Remark 2.10, one deduces that
identity (13) continues to hold whenever one (and hence, both) of the fractal zeta functions
ζA and ζ˜A is meromorphic on a given domain U ⊆ C.
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A class of fractal sets A for which we have strict inequalities in (14) (and
hence also in (10) of Theorem 2.7 above)13 is constructed in Theorem 3.7;
see (44) below.
Remark 2.10. For the purpose of part (a)–(d) of this remark, we let D :=
dimBA, where A is a bounded subset of R
N .14
(a) In light of (13), it is immediate to see that provided D < N (or,
equivalently, D 6= N since we always have D ≤ N), the distance and tube
zeta functions contain essentially the same information. More specifically,
given any domain (i.e., connected open subset) U of C, ζA and ζ˜A can either
be simultaneously meromorphically extended to U or else, neither of them
can be meromorphically extended to U . In the former case, by analytic
continuation, the functional equation (13) continues to hold throughout U .
In particular, the (unique) meromorphic extensions of ζA and ζ˜A have the
same poles in U (i.e., they have the same visible complex dimensions in U)
and (in the case of simple poles) their respective residues at ω ∈ U are
simply related as follows:
(16) res(ζA, ω) = (N − ω) res(ζ˜A, ω).
In particular, if D ∈ U , then we have
(17) res(ζA,D) = (N −D) res(ζ˜A,D).
This last relation, (17), combined with the above discussion, helps explain
how to go from Theorem 2.7 to Theorem 2.9 (and, in particular, from (11)
to (15) above). In the special case whenD = N , we have a similar conclusion
as above, except that in this case, if N ∈ U , then s = N is a simple pole
of the tube zeta function ζ˜A, whereas it is a removable singularity of the
distance zeta function ζA. More precisely, we always have
(18) ζA(N, δ) = |Aδ| − res(ζ˜A, N).
Furthermore, if dimB A = N and if A is Minkowski measurable, then by
Theorem 2.9, we have
(19) ζA(N, δ) = |Aδ| −MN (A) = |Aδ| − |A|.
(b) It follows from the above discussion (in part (a) of this remark) and
the relevant definitions previously given in this section that, still for D :=
dimBA, we have
(20) D = dimBA = D(ζA) = D(ζ˜A),
13See relation (17) of Remark 2.10.
14In part (e) of this remark, we let D := dimB(A,Ω), the relative upper Minkowski
dimension of the relative fractal drum (A,Ω), defined as in Equation (63) of Section 5
below.
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and hence, that ζA and ζ˜A have the same half-plane of (absolute) conver-
gence,
(21) {Re s > D} = Π(ζA) = Π(ζ˜A),
as well as the same critical line, {Re s = D}, with D given by (20) above.15
Furthermore, if D < N , then Dhol(ζA) = Dhol(ζ˜A), and hence, ζA and ζ˜A
also have the same half-plane of holomorphic convergence, H(ζA) = H(ζ˜A).
(c) We note that Theorem 2.3 and its corollaries, Corollaries 2.4 and 2.5,
have an exact counterpart for tube zeta functions. Namely, it suffices to re-
place ζA by ζ˜A in the statement of these results, and moreover, one does not
need the condition D < N assumed in Theorem 2.3(c) and Corollary 2.5.
Analogous comments could be made about all the relevant results discussed
in this paper (for example, Theorems 3.6 and 3.7 in Section 3 or Proposi-
tion 4.2 along with Theorems 4.5 and 4.6 in Section 4 below). It suffices to
take into account the relations between the residues of ζA and ζ˜A (as given
in (16) or, in particular, in (17) above).
(d) Many other illustrations of the direct and simple connections between
the fractal zeta functions ζA and ζ˜A, as well as of the use of these zeta func-
tions in a given situation or example, are provided throughout [LapRaZˇu1]
(as well as in [LapRaZˇu2–7]).
(e) An entirely analogous comment can be made in the more general
situation of a relative fractal drum (A,Ω) discussed in Section 5 below,
and the associated (relative) distance and tube zeta functions, ζA( · ,Ω) and
ζ˜A( · ,Ω); see [LapRaZˇu1, Chapter 4] along with [LapRaZˇu2–7].
3. Meromorphic extensions of fractal zeta functions
We begin this section by recalling some basic facts, terminology and no-
tation from [Lap–vFr3] and [LapRaZˇu1].
Following [Lap–vFr1–3] and [LapRaZˇu1–7], where the extension to higher
dimensions of the theory of complex dimensions is developed, we adopt the
following terminology and notation. Given a domain U of C to which a
fractal zeta function f = f(s) (attached to a given bounded set A ⊆ RN )
can be meromorphically extended (necessarily uniquely, according to the
principle of analytic continuation), we call the poles (of the meromorphic
continuation) of f in U the visible complex dimensions of A, or simply, the
complex dimensions (if no ambiguity may arise or else if, as is often the
case in many important examples, if U = C). Correspondingly, we denote
by P(f) or, if necessary, to avoid ambiguities, by P(f, U), the set of all
15Clearly, ζA and ζ˜A also have the same abscissae of meromorphic convergence,
Dmer(ζA) = Dmer(ζ˜A), and hence, the same half-plane of meromorphic convergence, de-
fined in exactly the same way as their counterparts for holomorphic convergence, except
for “holomorphic” replaced by “meromorphic”.
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(visible) complex dimensions (in U). In particular, if U = C, we simply
write P(f) instead of P(f,C).
In light of Remark 2.10, provided D < N , the set P(f, U) = P(f) of
(visible) complex dimensions of A is the same, whether f := ζA or f := ζ˜A,
and (in the case of simple poles) the associated residues at a given pole ω ∈ U
are related by (16) (and, in particular, by (17) in the important case where
ω := D, the upper box dimension of A).16 Therefore, it is justified to also
refer to P(f) as the set of (visible) complex dimensions of A. Furthermore,
when the domain U contains {Re s ≥ D}, then dimPC A, the set of complex
dimensions of A located on the critical line {Re s = D}, is called the set of
principal complex dimensions of A. It is clearly independent of the choice
of the domain U ⊆ C as above.17
Moreover, following [LapRaZˇu1–7], in Section 5 below, an entirely analo-
gous definition and terminology will be adopted for the (relative) fractal zeta
functions ζA( · ,Ω) and ζ˜A( · ,Ω) of relative fractal drums (A,Ω) (instead of
the more special case of bounded subsets of RN ).
Finally, following [Lap–vFr1–3], we will talk in a similar manner about
the set P(ζL) = P(ζL, U) of (visible) complex dimensions of a fractal string
L, that is, of the (visible) poles of the geometric zeta function of L. (For
the appropriate definitions and notation see [Lap–vFr3, Chapter 1].)
Remark 3.1. According to some of the results obtained in [LapRaZˇu1, Chap-
ter 2] (briefly discussed in the text surrounding Equation (3) above), and
provided D < 1 and U ⊆ {Re s > 0} (or, more generally, U ⊆ C \{0}), then
P(ζL) coincides with both P(ζA) and P(ζ˜A), where A := ∂L denotes the
boundary of the fractal string L. For the same reason, provided 0 < D < 1
(note that we always have D = dimB∂L ∈ [0, 1]), dimPC ∂L can be defined
either via ζL, ζA or ζ˜A, and independently of the resulting choice as well as
of the geometric realization of L.
In particular, recall that a fractal string L is viewed as a bounded open
subset Ω of R. Consider the sequence of lengths (lj)
∞
j=1, written in nonin-
creasing order and written according to multiplicity, of the connected com-
ponents (i.e., open intervals) of Ω. The geometric zeta function ζL of L is
then defined (for all s ∈ C with Re s sufficiently large) by
(22) ζL(s) :=
∞∑
j=1
lsj .
16More generally, in the case of multiple poles, there is a similar relation connecting
the principal parts of ζA and ζ˜A, in light of the functional equation (13).
17In light of Theorem 2.3 and Remark 2.10, and provided D < N , dimPC A is also
independent of the choice of either ζA or ζ˜A. Furthermore, since ζA and ζ˜A are holomorphic
on the open half-plane {Re s > D}, dimPC A then consists of the complex dimensions of
A with the largest possible real part, Re s = D, where D = dimBA = D(ζA) = D(ζ˜A).
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Its abscissa of convergence, D(ζL), coincides with the inner (upper)
Minkowski (or box) dimension of ∂L, the boundary of L, defined as ∂Ω
(see [Lap2–3] and [Lap–vFr3, Theorem 1.10, p. 17]):18
(23) D := D(ζL) = dimB∂L.
In particular, it is independent of the representation of L as a bounded
open subset of R and depends only on the sequence of lengths (lj)
∞
j=1 defin-
ing L. This observation, first made in [Lap2–3], has played a crucial role
in the development of the theory of complex dimensions of fractal strings
developed in [Lap–vFr1–3] (and now, of its higher-dimensional counterpart
in [LapRaZˇu1–7] as well as in [LapRoZˇu] which provides another higher-
dimensional counterpart to this theory). It also follows from the results
of [Lap2–3] (and of a well-known fact concerning generalized Dirichlet series
with positive coefficients; see, e.g., [Ser] or [Pos]) that D also coincides with
the abscissa of holomorphic convergence of ζL; so that, in light of (23), we
have
(24) D := D(ζL) = Dhol(ζL) = dimB∂L,
for any (nontrivial) fractal string L, independently of its geometric realiza-
tion as a bounded open set Ω ⊆ R and only depending on the sequence
of lengths (or, more generally, ‘scales’) L = (lj)∞j=1. (See [Lap–vFr3].) As
was recalled in Remark 3.1, the same is true for the set of (visible) complex
dimensions of L (provided U ⊆ C \ {0}) and the set of principal complex
dimensions of L.
The following comment may be helpful to the reader in placing in a proper
context several results discussed in this paper. (See, for example, Theo-
rem 2.7, Theorem 2.9, Problem 8.7, Problem 8.8 and Remark 8.9.)
Remark 3.2. The complex dimensions of a variety of fractal strings are cal-
culated in [Lap–vFr1–3]. In particular, for self-similar strings, the structure
of the complex dimensions is precisely determined in [Lap–vFr3, Chapters 2
and 3]. In the lattice case, the complex dimensions are periodically dis-
tributed along finitely many vertical lines (all with abscissa not exceed-
ing D and with the same oscillatory period), including on the vertical line
{Re s = D}, whereas in the nonlattice case, they are quasiperiodically dis-
tributed and (in contrast to the lattice case)D is the only complex dimension
with real part D (while there exists a sequence of complex dimensions tend-
ing to, but not touching, the vertical line {Re s = D}).19 In every case, D is
18Here and thereafter, we assume implicitly that L is nontrivial; that is, the sequence
(lj)
∞
j=1 is not finite (equivalently, Ω consists of infinitely many intervals) and hence, lj ց 0.
19The lattice/nonlattice dichotomy can be briefly defined as follows, for a self-similar
string L of scaling ratios 0 < r1, . . . , rq < 1. If the distinct values of the scaling ratios
are all integer powers of a same number r ∈ (0, 1), then L is said to be lattice, while it is
said to be nonlattice, otherwise. The oscillatory period of a lattice string is then given by
p := 2pi/ log(1/r), where r is the smallest such number.
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the only complex dimension with real part D and it is a simple pole of ζL.
Moreover, it is shown in [Lap–vFr3, Chapter 3] that a given nonlattice string
can be approximated by a sequence of lattice strings with larger and larger
oscillatory periods, and analogously, for the associated complex dimensions.
(Many additional results about the specific “quasiperiodic” structure of the
complex dimensions of nonlattice strings can be found in loc. cit.) Finally,
it is shown in [Lap–vFr3, Section 8.4] that a self-similar string L is always
Minkowski nondegenerate, and is Minkowski measurable if and only if D is
the only complex dimension located on the critical line {Re s = D} (and
it is simple), that is, if and only if L is a nonlattice string. In that case,
the Minkowski content of L is given by M = 21−D res(ζL,D)/D(1 −D);
compare with Theorem 2.7, Theorem 2.9 and Remark 2.10(a), in particular.
Some of these results have been extended to higher dimensions for certain
self-similar tilings and a special class of self-similar sets, in [LapPe1–2] and
later, more generally, in [LapPeWi1–2].
Remark 3.3. Fractal strings were introduced in [LaPo1–2], building on ex-
amples studied in [Lap1]. They were used in a variety of situations, in-
cluding to obtain a geometric reformulation of the Riemann hypothesis
in terms of inverse spectral problems ([LapMa1–2], revisited and extended
from various points of view in [HeLap], [Lap–vFr1–3] and, more recently, in
[HerLap1–5] and [Lap6–10]), to develop the one-dimensional theory of com-
plex dimensions [Lap–vFr1–3], to explore aspects of p-adic analysis [LapLu]
(as described in [Lap–vFr3, Section 13.2]), analysis on fractals ([Lap3–5],
[ChrIvLap], [Tep1–2], [LalLap1–2], [LapSar]) and multifractals ([LapRo],
[LapLe´Ro], [Le´Me´n], [ElLapMaRo], as described in part in [Lap–vFr3, Sec-
tion 13.3]), random fractal strings [HamLap] (as described in [Lap–vFr3,
Section 13.4]), as well as to develop a higher-dimensional theory of complex
dimensions in the important, but still very special case of ‘fractal sprays’
(as introduced in [LapPo3] and further studied in [Lap2–3], [Lap–vFr1–
3] and [LapPe2–3], [Pe], [PeWi], [LapPeWi1–2], as described, in particu-
lar, in [Lap–vFr3, Section 13.1]) and a quantized analog of fractal strings,
called ‘fractal membranes’ ([Lap6], as briefly described in [Lap–vFr3, Sec-
tion 13.5]).
We continue the main part of this section by discussing a simple but
interesting example, in which we show that the tube zeta function (and
hence also the distance zeta function, since dimB A = N − 1 < N) of the
(N−1)-dimensional sphere A in RN can be meromorphically extended to all
of C, and we calculate the corresponding complex dimensions of A (which
are all located on the real axis, as expected since A itself is not fractal).20
20In the sense of an extended version of the notion of fractality defined in [Lap1,Lap–
vFr1–3].
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Example 3.4. Let BR(0) be the ball of R
N centered at the origin with radius
R > 0, and let A := ∂BR(0) be its boundary, i.e., the (N − 1)-dimensional
sphere of radius R. Then, the tube zeta function can be explicitly computed
and one finds that
(25) ζ˜A(s) = ωN
N∑
k=0
(1− (−1)k)RN−k
(
N
k
)
δs−N+k
s− (N − k) ,
for all s ∈ C with Re s > N − 1.21 Here, ωN is the N -dimensional Lebesgue
measure (or volume) of the unit ball of RN .22 By the principle of analytic
continuation, the above expression in (25) is in fact the meromorphic ex-
tension of the tube zeta function to the whole complex plane, and we still
denote it by ζ˜A(s). It follows that dimB A exists and
(26) dimB A = D(ζ˜A) = N − 1
and moreover, the set of complex dimensions of A (i.e., the set of poles of
ζ˜A or, equivalently, of ζA), is given by (with ⌊x⌋ denoting the integer part
of x ∈ R)
(27)
P(ζ˜A) =
{
N − (2j + 1) : j = 0, 1, 2, . . . ,
⌊
N − 1
2
⌋}
=
{
N − 1, N − 3, . . . , N −
(
2
⌊
N − 1
2
⌋
+ 1
)}
.
For an odd N , the last number (on the right) in this set is equal to 0, while
for an even N , it is equal to 1. Furthermore, the residue of the tube zeta
function ζ˜A at any of its poles N − k ∈ P(ζ˜A) is equal to
(28) res(ζ˜A, N − k) = 2ωN
(
N
k
)
RN−k.
Since
(
N
k
)
=
(
N
N−k
)
, we can write this result in an even more ‘symmetric’
form:
(29) res(ζ˜A,m) = 2ωN
(
N
m
)
Rm, for all m ∈ P(ζ˜A).
Clearly, in light of (26) and (27), we have dimPC A = {N−1} and according
to (28) or (29), we have
(30) res(ζ˜A, N − 1) = 2NωNRN−1.
Moreover, in light of Remark 2.10, P(ζA) = P(ζ˜A) is still given by (27), and
the counterpart for ζA of (29) and (30) becomes, respectively,
(31) res(ζA,m) = 2(N −m)ωN
(
N
m
)
Rm,
21Here, the numbers
(
N
k
)
stand for the usual binomial coefficients.
22Hence, ωN = pi
N/2/(N/2)!, where x! := Γ(x + 1) and with Γ denoting the classic
gamma function; so that x! is is the usual factorial function when x ∈ N.
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for all m ∈ P(ζA) and
(32) res(ζA, N − 1) = 2NωNRN−1;
see (16) or (17), respectively. This concludes Example 3.4.
Since the definition of the set of complex dimensions of A requires the
existence of a nontrivial meromorphic extension of the distance zeta function
ζA to be satisfied, it is natural to study this issue in more detail.
The following theorem shows that if we perturb the classical Riemann
zeta function (see, e.g., [Tit])
(33) ζR(s) =
∞∑
j=1
j−s
by a sufficiently small sequence of real numbers (cj)j≥1, in the sense that
cj = O(j
β) as j →∞, where β < 1, then the resulting perturbed Riemann
zeta function
(34) ζR,pert(s) =
∑
j
(j + cj)
−s
possesses a (necessarily unique) meromorphic extension to {Re s > β}. We
denote by D(ζR,pert) the abscissa of convergence of ζR,pert(s).
Theorem 3.5 ([LapRaZˇu1]). Let β ∈ (−∞, 1) be fixed, and assume that
cj = O(j
β) as j → ∞. Then, for the perturbed Riemann zeta function de-
fined by (34), we have D(ζR,pert) = 1, and ζR,pert has a (necessarily unique)
meromorphic extension (at least) to the open half-plane
(35) {Re s > β}.
Furthermore, s = 1 is a pole of the meromorphic continuation in this half-
plane; it is simple, and res(ζR,pert, 1) = 1. The sets of poles of the classical
Riemann zeta function and of ζR,pert, located in {Re s > β}, coincide, which
means in the present case that s = 1 is the only pole of ζR,pert in {Re s > β}.
An analogous result can be obtained in the context of tube zeta functions
of bounded fractal sets. We deal with the case of Minkowski measurable
sets first.
Theorem 3.6 (Minkowski measurable case, [LapRaZˇu1]). Let A be a
bounded subset of RN such that there exist α > 0, M∈ (0,+∞) and D ≥ 0
satisfying
(36) |At| = tN−D (M+O(tα)) as t→ 0+.
Then, dimB A exists and dimB A = D. Furthermore, A is Minkowski mea-
surable with Minkowski content MD(A) = M. Moreover, the tube zeta
function ζ˜A has for abscissa of convergence D(ζ˜A) = dimB A = D and pos-
sesses a unique meromorphic continuation (still denoted by ζ˜A) to (at least)
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the open half-plane {Re s > D − α}. The only pole of ζ˜A in this half-plane
is s = D; it is simple, and res(ζ˜A,D) =M.
Next, we deal with a class of Minkowski nonmeasurable sets. Before
stating Theorem 3.7, let us first introduce some notation. Given a T -periodic
function G : R → R, we denote by G0 its truncation to [0, T ], while the
Fourier transform of G0 is denoted by Gˆ0:
(37)
G0(τ) =
{
G(t) if τ ∈ [0, T ]
0 if τ /∈ [0, T ],
Gˆ0(t) =
∫ ∞
−∞
e−2piitτG0(τ) dτ =
∫ T
0
e−2piitτG(τ) dτ.
Theorem 3.7 (Minkowski nonmeasurable case; [LapRaZˇu1]). Let A be a
bounded subset of RN such that there exist D ≥ 0, α > 0, and G : R →
(0,+∞) a nonconstant periodic function with period T > 0, satisfying
(38) |At| = tN−D
(
G(log t−1) +O(tα)
)
as t→ 0+.
Then G is continuous, dimB A exists and dimB A = D. Furthermore, A is
Minkowski nondegenerate with upper and lower Minkowski contents respec-
tively given by
(39) MD∗ (A) = minG, M∗D(A) = maxG.
Moreover, the tube zeta function ζ˜A has for abscissa of convergence D(ζ˜A) =
D and possesses a unique meromorphic extension (still denoted by ζ˜A) to (at
least) the half-plane {Re s > D − α}.
In addition, the set of all the poles of ζ˜A located in this half-plane is given
by23
(40) P(ζ˜A) =
{
sk = D +
2pi
T
ik : Gˆ0(
k
T
) 6= 0, k ∈ Z
}
(see (37)); they are all simple, and the residue at each sk ∈ P(ζ˜A), k ∈ Z,
is given by
(41) res(ζ˜A, sk) =
1
T
Gˆ0(
k
T
).
If sk ∈ P(ζ˜A), then s−k ∈ P(ζ˜A) (in agreement with the ‘reality principle’),
and
(42) | res(ζ˜A, sk)| ≤ 1
T
∫ T
0
G(τ) dτ ;
furthermore, limk→±∞ res(ζ˜A, sk) = 0.
23Note that the set defined by (40) coincides with the set of principal complex dimen-
sions of A, that is, with dimPC A.
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Moreover, the set of poles P(ζ˜A) (i.e., of complex dimensions of A) con-
tains s0 = D, and
(43) res(ζ˜A,D) =
1
T
∫ T
0
G(τ) dτ.
In particular, A is not Minkowski measurable and
(44) MD∗ (A) < res(ζ˜A,D) <M∗D(A).
Remark 3.8. In light of Remark 2.10 and if additionally D < N , the results
of Example 3.4, Theorem 3.6 and Theorem 3.7 have an obvious counterpart
for the distance zeta function ζA (instead of the tube zeta function ζ˜A).
The statements of the corresponding results are identical, except for the
fact that the values of the residues of ζA are expressed in the terms of
the corresponding residues of ζ˜A via the relation (16) at a simple pole ω
(and, in particular, via the relation (17) if ω = D). (We gave a specific
illustration of this observation at the end of Example 3.4.) An entirely
analogous comment can be made about the results stated and the examples
discussed in Sections 4 and 5 below. For the most part, we will not do so,
however, in order to avoid unnecessary repetitions.
Remark 3.9. A partial converse of Theorems 3.6 and 3.7 is provided in
[LapRaZˇu6–7]. More precisely, in [LapRaZˇu7] (announced in [LapRaZˇu6]),
pointwise and distributional tube formulas for general bounded subsets of
RN (N ≥ 1) that satisfy a languidity condition24 are derived in terms of
a sum over the visible complex dimensions. (See also Problem 8.8 and Re-
mark 8.9 at the end of Section 8 below for additional information.) Similarly
as in [Lap–vFr1–3] where “fractal tube formulas” are obtained in the case of
fractal strings (see, especially, [Lap–vFr3, Section 8.1]), the use of the inverse
Mellin transform applied to the tube zeta function is the main idea behind
the proofs of these results in [LapRaZˇu6–7].25 As a consequence of these
formulas and a certain Tauberian theorem due to Wiener and Pitt (which
generalizes Ikehara’s Tauberian theorem, see [Pos]), a Minkowski measur-
ability criterion is also given in [LapRaZˇu6–7]. It is expressed in terms of
nonexistence of nonreal complex dimensions on the critical line {Re s = D},
and generalizes to higher dimensions the corresponding criterion obtained for
fractal strings (i.e., for N = 1) in [Lap–vFr1–3]; see, especially, [Lap–vFr3,
Section 8.3].
24See [Lap–vFr3, Section 5.3] for the definition of this notion.
25See, especially, [Lap–vFr3, Chapters 5 and 8]; see also the case of certain classes
of fractal sprays and self-similar tilings later treated (via “tubular zeta functions”) in
[LapPe2–3] and [LapPeWi1–2] (as described in [Lap–vFr3, Section 13.1]).
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4. Transcendentally quasiperiodic sets
In this section, we define a class of quasiperiodic fractal sets. The simplest
of such sets has two incommensurable periods. Moreover, using generalized
Cantor sets, it is possible to conclude that the quotient of their periods is a
transcendental real number.
A construction of such sets is based on a class of generalized Cantor sets
with two parameters, which we now introduce.
Definition 4.1 ([LapRaZˇu1]). The generalized Cantor sets C(m,a) are de-
termined by an integer m ≥ 2 and a positive real number a such that
ma < 1. In the first step of Cantor’s construction, we start with m equidis-
tant, closed intervals in [0, 1] of length a, with m− 1 ‘holes’, each of length
(1−ma)/(m− 1). In the second step, we continue by scaling by the factor
a each of the m intervals of length a, and so on, ad infinitum. The (two-
parameter) generalized Cantor set C(m,a) is defined as the intersection of
the decreasing sequence of compact sets constructed in this way. It is easy
to check that C(m,a) is a perfect, uncountable compact subset of R; further-
more, C(m,a) is also self-similar. For m = 2, the sets C(m,a) are denoted
by C(a). The classic ternary Cantor set is obtained as C(2,1/3). In order to
avoid any possible confusion, we note that the generalized Cantor sets intro-
duced here are different from the generalized Cantor strings introduced and
studied in [Lap–vFr3, Chapter 10], as well as used in [Lap–vFr3, Chapter
11].
We collect some of the basic properties of generalized Cantor sets in the
following proposition.
Proposition 4.2 ([LapRaZˇu1]). If C(m,a) ⊂ R is the generalized Cantor set
introduced in Definition 4.1, where m is an integer, m ≥ 2, and a ∈ (0, 1/m),
then26
(45) D := dimB C
(m,a) = D(ζA) = log1/am.
Furthermore, the tube formula associated with C(m,a) is given by
(46) |C(m,a)t | = t1−DG(log
1
t
)
for t ∈ (0, 1−ma2(m−1)), where G = G(τ) is the following nonconstant periodic
function, with minimal period equal to T = log(1/a), defined by
(47) G(τ) = cD−1(ma)g(
τ−c
T ) + 2 cDmg(
τ−c
T ).
Here, c = 1−ma2(m−1) and g : R → [0,+∞) is the 1-periodic function defined by
g(x) = 1− x for every x ∈ (0, 1].
26We mention in passing that the box dimension of C(m,a) is equal to its Hausdorff
dimension. The proof of this fact in the case of the classical Cantor set can be found in
[Fal]; see also [Hut].
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Moreover,
(48)
MD∗ (C(m,a)) =
1
D
(
2D
1−D
)1−D
,
M∗D(C(m,a)) =
(
1−ma
2(m− 1)
)D−1 m(1− a)
m− 1 .
Finally, if we assume that δ ≥ 1−ma2(m−1) , then the distance zeta function of
A = C(m,a) is given by
(49) ζA(s) =
(
1−ma
2(m− 1)
)s−1 1−ma
s(1−mas) +
2δs
s
.
As a result, ζA(s) admits a meromorphic continuation to all of C, given by
the right-hand side of Equation (49). In particular, the set of poles of ζA(s)
(in C) and the residue of ζA(s) at s = D are respectively given by
(50)
P(ζA) = (D + piZ) ∪ {0} and
res(ζA,D) =
1−ma
DT
(
1−ma
2(m− 1)
)D−1
,
where p = 2pi/T is the oscillatory period (in the sense of [Lap–vFr3]). Fi-
nally, each pole in P(ζA) is simple.
The definition of quasiperiodic sets is based on the following notion of
quasiperiodic functions, which will be useful for our purposes.27
Definition 4.3 ([LapRaZˇu1]). We say that a function G = G(τ) : R → R
is transcendentally n-quasiperiodic if it is of the form G(τ) = H(τ, . . . , τ),
where H : Rn → R is a function that is nonconstant and Tk-periodic in
its k-th component, for each k = 1, . . . , n, and the periods T1, . . . , Tn are
algebraically (and hence, rationally) independent. The values of Ti are called
the quasiperiods of G. If the set of quasiperiods {T1, . . . , Tn} is rationally
independent and algebraically dependent, we say that G is algebraically n-
quasiperiodic.
Definition 4.4 ([LapRaZˇu1]). Given a bounded subset A ⊂ RN , we say that
a function G : R→ R is associated with the set A (or corresponds to A) if it
is nonnegative and A has the following tube formula:
(51) |At| = tN−D(G(log(1/t)) + o(1)) as t→ 0+,
with 0 < lim infτ→+∞G(τ) ≤ lim supτ→+∞G(τ) <∞.
In addition, we say that A is a transcendentally n-quasiperiodic set if the
corresponding function G = G(τ) is transcendentally quasiperiodic. We say
27We note that part of Definition 4.3 is based on the definition from [Vin] and is very
different from the usual definition of Bohr-type quasiperiodic functions.
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that A is algebraically n-quasiperiodic if the corresponding function G is
algebraically n-quasiperiodic. The smallest possible value of n is called the
order of quasiperiodicity of A (and of G).
The following result, which has a variety of generalizations, as will be
briefly explained below, provides a construction of transcendentally 2-quasi-
periodic fractal sets. Its proof is based on the classical Gel’fond–Schneider
theorem (as described in [Gel]) from transcendental number theory.
Theorem 4.5 ([LapRaZˇu1]). Let A1 = C
(m1,a1) ⊂ I1 and A2 = C(m2,a2) ⊂
I2 be two generalized Cantor sets, contained in two unit closed intervals I1
and I2 with disjoint interiors and such that their box dimensions coincide.
Let {p1, p2, . . . , pk} be the set of all distinct prime factors of m1 and m2,
and write
(52) m1 = p
α1
1 p
α2
2 . . . p
αk
k , m2 = p
β1
1 p
β2
2 . . . p
βk
k ,
where αi, βi ∈ N ∪ {0} for i = 1, . . . , k. If the exponent vectors
(53) (α1, α2, . . . , αk) and (β1, β2, . . . , βk),
corresponding to m1 and m2, are linearly independent over the rationals,
then the compact set A := A1 ∪A2 is transcendentally 2-quasiperiodic.
Moreover, the distance zeta function can be meromorphically extended to
the whole complex plane, and we have that D(ζA) = D. The set dimPC A of
principal complex dimensions of A is given by
(54) dimPC A = D +
(2pi
T1
Z ∪ 2pi
T2
Z
)
i.
Besides (dimPC A)∪ {0}, there are no other poles of the distance zeta func-
tion ζA.
This result can be considerably extended by using Baker’s theorem [Ba,
Theorem 2.1] from transcendental number theory. In short, we construct
transcendentally n-quasiperiodic fractal sets for any given integer n ≥ 2 (and
even for n = ∞, in the sense of Definition 5.12 below). The corresponding
extension is provided in Chapter 3 of [LapRaZˇu1]; see also Theorem 5.18
below and the discussion preceding it.
Theorem 4.6 ([LapRaZˇu1]). Let n ∈ N with n ≥ 2. Assume that Aj =
C(mj ,aj) ⊂ Ij, j = 1, . . . , n, are generalized Cantor sets (in the sense of
Definition 4.1) such that their box dimensions are equal to a fixed number
D ∈ (0, 1). Also assume that they are contained in closed unit intervals Ij
with pairwise disjoint interiors. Let Ti := log(1/ai) be the associated periods,
and Gi be the corresponding Ti-periodic functions, for i = 1, . . . , n. Let
{pj : j = 1, . . . , k} be the union of all distinct prime factors which appear
in the prime factorization of each of the integers mi, for i = 1, . . . , n; that
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is, mi = p
αi1
1 . . . p
αik
k , where αij ∈ N ∪ {0}. If the exponent vectors of the
numbers mi,
(55) ei = (αi1, . . . , αik), i = 1, . . . , n,
are linearly independent over the rationals, then the compact set
A := A1 ∪ · · · ∪An ⊆ R
is transcendentally n-quasiperiodic.
Moreover, the distance zeta function ζA can be meromorphically extended
to the whole complex plane, and D(ζA) = D. The set dimPC A of principal
complex dimensions of A is given by
(56) dimPC A = D +
( n⋃
i=1
2pi
Ti
Z
)
i.
Besides (dimPC A)∪ {0}, there are no other poles of the distance zeta func-
tion ζA.
In Section 5 (Theorem 5.18), we will even construct a set which is tran-
scendentally ∞-quasiperiodic (and hyperfractal).
5. Zeta functions of relative fractal drums
The notion of a relative fractal drum, studied in detail in Chapter 4
of [LapRaZˇu1], is a convenient and flexible tool which enables us to naturally
extend already existing notions pertaining to bounded fractal strings and
bounded fractal drums. It is noteworthy that the box dimension of a given
relative fractal drum may be negative.
We begin by giving the analog (in this more general context) of Defini-
tion 2.1 for the distance zeta function ζA of a bounded set A ⊂ RN . (The
corresponding analog of Definition 2.8 for the tube zeta function ζ˜A of a
bounded set is given in part (b) of Remark 5.3 below.)
Definition 5.1 ([LapRaZˇu1]). Let Ω be an open subset of RN , not necessar-
ily bounded, but of finite N -dimensional Lebesgue measure (or “volume”).
Furthermore, let A ⊆ RN , also possibly unbounded, such that Ω is contained
in Aδ for some δ > 0. The distance zeta function ζA( · ,Ω) of A relative to
Ω (or the relative distance zeta function) is defined by
(57) ζA(s,Ω) =
∫
Ω
d(x,A)s−Ndx,
for all s ∈ C with Re s sufficiently large. We call the ordered pair (A,Ω),
appearing in Definition 5.1, a relative fractal drum (RFD). Therefore, we
shall also use the phrase zeta functions of relative fractal drums instead of
relative zeta functions.
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Remark 5.2. We point out that if we replace the domain of integration Ω
in (57) with Aδ ∩ Ω for δ > 0, then similarly as before, the dependence
of the relative distance zeta function on the number δ is inessential. The
condition that Ω ⊆ Aδ for some δ > 0 is of technical nature and ensures
that the function x 7→ d(x,A) is bounded for x ∈ Ω. If Ω does not satisfy
this condition we can still replace it with Aδ ∩ Ω for some fixed δ > 0 and
apply the theory.28
Remark 5.3. (a) More generally, one does not need to assume that Ω has
finite volume. Instead, it suffices to assume that for some δ > 0, Aδ ∩Ω has
finite volume, and correspondingly, to define
(58) ζA(s,Ω) =
∫
Aδ∩Ω
d(x,A)s−Ndx,
for all s ∈ C such that Re s is sufficiently large. Furthermore, it is not re-
ally necessary to assume that Ω is an open subset of RN (one may simply
assume that Ω ⊆ RN is Lebesgue measurable), although the latter assump-
tion justifies the term “relative fractal drum”. We will use this refinement
of Definition 5.1 when discussing the new notion of (pointwise) local fractal
zeta function.
(b) An entirely analogous comment can be made about the relative tube
zeta function of (A,Ω), defined (under the just mentioned hypotheses in
part (a) of this remark) by
(59) ζ˜A(s,Ω) =
∫ δ
0
ts−N−1|At ∩ Ω|dt,
for all s ∈ C with Re s sufficiently large. Finally, we note that the exact
counterpart of Remark 2.10 above holds for the relative (as opposed to
“absolute”) tube and distance zeta functions ζ˜A( · ,Ω) and ζA( · ,Ω), as is
stated in part (c) of the present remark.
(c) In light of the counterpart of Remark 2.10 in the present context, we
always have that
(60) D(ζA( · ,Ω)) = D(ζ˜A( · ,Ω))
and, provided D(ζA( · ,Ω)) < N , we also have that
(61) Dhol(ζA( · ,Ω)) = Dhol(ζ˜A( · ,Ω)).
In other words, the relative distance and tube zeta functions have the same
abscissa of (absolute) convergence and, if D(ζA( · ,Ω)) < N , also the same
abscissa of holomorphic convergence (see the discussion preceding Theo-
rem 2.3 above); we refer to Theorem 5.4 along with Corollaries 5.5 and 5.6
28Since then, Ω \ Aδ and A are a positive distance apart, this replacement will not
affect the relative box dimension of (A,Ω) introduced just below.
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below for further information about these abscissae of convergence and their
relationship.
(d) In order to recover the usual definition of the (absolute) distance and
tube zeta functions (as in Definition 2.1 or Definition 2.8, respectively), it
suffices to set Ω := Aδ in formula (57) or (59), respectively.
Next, we provide some additional relative analogs of well-known defini-
tions (recalled in Section 1 above).
First, for any real number r, we define the upper r-dimensional Minkowski
content of A relative to Ω (or the upper relative Minkowski content, or the
upper Minkowski content of the relative fractal drum (A,Ω)) by
(62) M∗r(A,Ω) = lim sup
t→0+
|At ∩ Ω|
tN−r
,
and then we proceed in the usual way:
(63)
dimB(A,Ω) = inf{r ∈ R :M∗r(A,Ω) = 0}
= sup{r ∈ R :M∗r(A,Ω) = +∞}.
We call it the relative upper box dimension (or relative Minkowski dimension)
of A with respect to Ω (or else the relative upper box dimension of (A,Ω)).
Note that dimB(A,Ω) ∈ [−∞, N ], and the values can indeed be negative,
even equal to −∞; see Proposition 5.8 and Corollary 5.9. Also note that
for these definitions to make sense, it is not necessary that Ω ⊆ Aδ for some
δ > 0.
The value Mr∗(A,Ω) of the lower r-dimensional Minkowski content of
(A,Ω), is defined as in (62), except for a lower instead of an upper limit.
Analogously as in (63), we define the relative lower box (or Minkowski)
dimension of (A,Ω):
(64)
dimB(A,Ω) = inf{r ∈ R :Mr∗(A,Ω) = 0}
= sup{r ∈ R :Mr∗(A,Ω) = +∞}.
Furthermore, when dimB(A,Ω) = dimB(A,Ω), we denote by dimB(A,Ω)
this common value and then say that the relative box (or Minkowski) di-
mension dimB(A,Ω) exists. If 0 < MD∗ (A,Ω) ≤ M∗D(A,Ω) < ∞, we say
that the relative fractal drum (A,Ω) is Minkowski nondegenerate. It then
follows that dimB(A,Ω) exists and is equal to D.
Moreover, if MD∗ (A,Ω) = M∗D(A,Ω), this common value is denoted by
MD(A,Ω) and called the relative Minkowski content of (A,Ω). Finally, if
MD(A,Ω) exists and is different from 0 and ∞ (in which case dimB(A,Ω)
exists and then necessarily D = dimB(A,Ω)), we say that the relative fractal
drum (A,Ω) is Minkowski measurable. Various examples and properties of
relative box dimensions can be found in [Lap1–3], [LapPo1–3], [HeLap],
[Lap–vFr1–3], [Zˇu1], [LaPe2–3], [LapPeWi1–2] and [LapRaZˇu1–7].
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We now state the first main result for relative distance zeta functions,
which extends Theorem 2.3 to relative fractal drums. (Naturally, this result
has an exact analog for relative tube functions, without the need for the
condition D < N from part (c).)
Theorem 5.4 ([LapRaZˇu1]). Let Ω be a (nonempty) open subset of RN
of finite N -dimensional Lebesgue measure, and let A ⊂ RN .29 Then the
following properties hold:
(a) The relative distance zeta function ζA(s,Ω) is holomorphic in the half-
plane {Re s > dimB(A,Ω)}.
(b) In part (a), the half-plane {Re s > dimB(A,Ω)} is optimal, from
the point of view of the convergence (and therefore, also of the absolute
convergence) of the Lebesgue integral defining ζA(s,Ω) in (57); i.e., the equal-
ity (65) in Corollary 5.5 below holds. Furthermore, ζA(s,Ω) is still given
by (57) for Re s > dimB(A,Ω); i.e., the second inequality holds in (66) of
Corollary 5.5 below.
(c) If the relative box (or Minkowski) dimension D := dimB(A,Ω) exists,
D < N , and MD∗ (A,Ω) > 0, then ζA(s,Ω)→ +∞ as s ∈ R converges to D
from the right. Therefore, the equalities (67) in Corollary 5.6 below hold.
Much as before in Section 2, we can state the next two corollaries which
tell us, in particular, how the relative upper box dimension of (A,Ω) can be
deduced from the relative distance zeta function of (A,Ω).
Corollary 5.5 ([LapRaZˇu1]). If (A,Ω) is a relative fractal drum in RN ,
then
(65) dimB(A,Ω) = D(ζA( · ,Ω)).
Furthermore, in general, we have
(66) −∞ ≤ Dhol(ζA( · ,Ω)) ≤ D(ζA( · ,Ω)) = dimB(A,Ω).
Corollary 5.6 ([LapRaZˇu1]). Let (A,Ω) be a relative fractal drum in RN
which satisfies the hypotheses of part (c) of Theorem 5.4. Then, we have
(67) dimB(A,Ω) = D(ζA( · ,Ω)) = Dhol(ζA( · ,Ω)).
29More generally, let Ω be any (nonempty) Lebesgue measurable subset of RN such
that |Aδ1 ∩Ω| <∞, for some δ1 > 0. In that case, we have to use the alternative definition
of ζA( · ,Ω) given by (58) in part (a) of Remark 5.3.
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Remark 5.7. Recall from Remark 2.6 that we do not know whether there
exist natural (and nontrivial) fractal bounded sets (and, therefore, relative
fractal drums) for which the identity (67) in Corollary 5.6 does not hold;
that is, in light of Corollary 5.5, for which the second inequality in (66) of
Corollary 5.5 is strict:
(68) Dhol(ζA( · ,Ω)) < D(ζA( · ,Ω)) = dimB(A,Ω).
Since relative fractal drums can have negative dimensions, it would be in-
teresting to find a natural class of relative fractal drums for which the strict
inequality in (68) still holds but dimB(A,Ω) = D(ζA( · ,Ω)) (and hence
also Dhol(ζA( · ,Ω)), in light of inequality (66)) is strictly negative. Of
course, provided D := dimB(A,Ω) exists and D < N , in light of Corol-
lary 5.6 and part (c) of Theorem 5.4, they should also have the property
that MD∗ (A,Ω) = 0.
The following proposition provides a class of relative fractal drums in the
plane, the box dimension of which is strictly negative.
Proposition 5.8 ([LapRaZˇu1]). Let A = {(0, 0)} and
Ω = {(x, y) ∈ R2 : 0 < y < xα, x ∈ (0, 1)},
where α > 1. Then the relative fractal drum (A,Ω) has a negative box
dimension. More specifically, dimB A exists, the relative fractal drum (A,Ω)
is Minkowski measurable and
(69)
dimB(A,Ω) = D(ζA( · ,Ω)) = 1− α < 0,
M1−α(A,Ω) = 1
1 + α
,
and ζA( · ,Ω) can be meromorphically extended at least to {Re s > 3(1−α)}.
Furthermore, D = 1− α is a simple pole of ζA( · ,Ω).
Furthermore, it is even possible to construct nontrivial relative fractal
drums for which the corresponding box dimension is equal to −∞.
Corollary 5.9 ([LapRaZˇu1]). Let A = {(0, 0)} and
Ω′ = {(x, y) ∈ R2 : 0 < y < e−1/x, 0 < x < 1}.
Then
(70) dimB(A,Ω
′) = D(ζA( · ,Ω′) = −∞.
The relative distance zeta function has a nice scaling property, which can
be useful in the study of relative fractal sprays in Euclidean spaces; see
[LapRaZˇu1].
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Theorem 5.10 (Scaling property of relative zeta functions; [LapRaZˇu1]).
Let ζA( · ,Ω) be the relative distance zeta function. Then, for any positive
real number λ, we have D(ζλA( · , λΩ)) = D(ζA( · ,Ω)) = dimB(A,Ω) and
(71) ζλA(s, λΩ) = λ
sζA(s,Ω),
for Re s > dimB(A,Ω).
Example 5.11. (Relative Sierpin´ski carpet) Let A be the Sierpin´ski car-
pet based on the unit square Ω. Let (A,Ω) be the corresponding relative
Serpin´ski carpet, with Ω being the unit square. In this case, the relative dis-
tance zeta function of (A,Ω) has a meromorphic continuation to the entire
complex plane given by
(72) ζA(s,Ω) =
8
2ss(s− 1)(3s − 8) , for all s ∈ C.
Here, the relative box dimension of (A,Ω) coincides with its usual box
dimension, namely, log3 8 (which also coincides with the Minkowski and
Hausdorff dimensions of the standard Sierpin´ski carpet A). Moreover, the
set dimPC(A,Ω) of relative principal complex dimensions of the Sierpin´ski
carpet (A,Ω) is given by
(73) dimPC(A,Ω) = log3 8 + piZ,
where p := 2pi/ log 3 is the oscillatory period of the Sierpin´ski carpet A.
Observe that it follows immediately from (72) that the set P(ζA( · ,Ω)) of
all relative complex dimensions of the Sierpin´ski carpet A (with respect to
the unit square Ω) is given by
(74) P(ζA( · ,Ω)) = dimPC A ∪ {0, 1} = (log3 8 + piZ) ∪ {0, 1},
where {0, 1} can be viewed as the set of ‘integer dimensions’ of A (in the sense
of [LapPe2–3] and [LaPeWi1–2], see also [Lap–vFr3, Section 13.1]).30 Inter-
estingly, these are exactly the complex dimensions which one would expect
to be associated with A, according to the theory developed in [LapPe2–3]
and [LapPeWi1–2] (as described in [Lap–vFr3, Section 13.1]) via self-similar
tilings (or sprays) and associated tubular zeta functions.
In light of (72) and (73), the residue of the distance zeta function of
the relative Sierpin´ski carpet (A,Ω) computed at any principal pole sk :=
log3 8 + pik, k ∈ Z, is given by
res(ζA( · ,Ω), sk) = 2
−sk
(log 3)sk(sk − 1) .
30Furthermore, each of these relative complex dimensions is simple (i.e., is a simple
pole of ζA( · ,Ω)).
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In particular,
| res(ζA( · ,Ω), sk)| ∼ 2
−D
D log 3
k−2 as k → ±∞,
where D := log3 8. It follows, in particular, that
res(ζA( · ,Ω), sk)→ 0 as k → ±∞.
The notion of n-quasiperiodicity of relative fractal drums, introduced (for
bounded sets) in Definition 4.4 above, can be extended to the case where
n =∞. To this end, we first define∞-quasiperiodic functions, by modifying
Definition 4.3. We shall need the space R∞b of bounded sequences of real
numbers. We note that the material in the rest of this section is excerpted
from [LapRaZˇu1, Section 4.6].
Definition 5.12 ([LapRaZˇu1]). We say that a function G = G(τ) : R → R
is transcendentally ∞-quasiperiodic if it is of the form G(τ) = H(τ, τ, . . . ),
where H : R∞b → R is a function which is nonconstant and Tk-periodic in
its k-th component, for each k ∈ N, and the set of periods {Tk : k ∈ N}
is algebraically (and hence, rationally) independent.31 The values of Tk
are called the quasiperiods of G. If the set {Tk : k ∈ N} of quasiperiods
is rationally independent and algebraically dependent (i.e., there exists a
finite subset of periods which is algebraically dependent), we say that G is
algebraically ∞-quasiperiodic.
Now, we can introduce the definition of an n-quasiperiodic relative fractal
drum analogously to Definition 4.4, for n ≥ 2 or n =∞.
Definition 5.13 ([LapRaZˇu1]). A relative fractal drum (A,Ω) is said to be
transcendentally n-quasiperiodic, where n ≥ 2 or n =∞, if the correspond-
ing relative tube formula has the form
(75) |At ∩ Ω| = tN−D(G(log(1/t)) + o(1)) as t→ 0+,
where the function G : R → R is nonnegative, 0 < lim infτ→+∞G(τ) ≤
lim supτ→+∞G(τ) < ∞, and it is transcendentally n-quasiperiodic in the
sense of Definition 4.3 for n ≥ 2 and in the sense of Definition 5.12 for
n = ∞. We can analogously define algebraically n-quasiperiodic relative
fractal drums, where n ≥ 2 or n = ∞. The smallest possible value of n is
called the order of quasiperiodicity of the relative fractal drum.
31An infinite subset B of a vector space X is said to be linearly independent (over a
given field K) if any finite subset of B is linearly independent (over K). Here, according
to the context, K stands for either the field of rational numbers or the field of algebraic
numbers. Recall that the algebraic numbers are the roots of polynomial equations with
integer (or, equivalently, rational) coefficients. So that the field of algebraic numbers
(considered as a subfield of C) can be viewed as a realization of the algebraic closure of
Q, the field of rational numbers. By definition, the set of transcendental numbers ([Ba])
is the complement in R of the set of algebraic numbers.
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If A is a given bounded subset of RN , then it can be identified with
a relative fractal drum (A,Aδ), where δ is an arbitrary fixed positive real
number. That is, we let Ω := Aδ in Definition 5.1 of a relative fractal
drum; see also part (d) of Remark 5.3 above. We then say that the set A
is transcendentally algebraically ∞-quasiperiodic if the relative fractal drum
(A,Aδ) is ∞-quasiperiodic. Recall that we have already introduced the
definition of n-quasiperiodic sets for any integer n ≥ 2; see Definition 4.4.
The notion of n-quasiperiodicity, where n ≥ 2 or n = ∞, can also be
introduced for arbitrary bounded fractal strings and bounded subsets of
Euclidean spaces.
More information and results about quasiperiodic sets and drums can be
found in [LapRaZˇu1] and [LapRaZˇu2–4].
Definition 5.14 ([LapRaZˇu1]). Any bounded fractal string L = (lj)j≥1 can
be naturally identified with a relative fractal drum (AL,ΩL) in R, where
AL :=
{
ak :=
∑
j≥k
lj : k ≥ 1
}
, ΩL :=
∞⋃
k=1
(ak+1, ak),
with |ΩL| =
∑∞
j=1 lj <∞. We say that a bounded fractal string L = (lj)j≥1
is (transcendentally) algebraically n-quasiperiodic, where n ≥ 2 or n = ∞,
if the corresponding relative fractal drum (AL,ΩL) is (transcendentally)
algebraically n-quasiperiodic.
Remark 5.15. For the purpose of this paper, and following [Lap–vFr1–3], a
screen S is defined as the graph of a bounded, Lipschitz real-valued function
t 7→ S(t) (t ∈ R), with the horizontal and vertical axes interchanged: S =
{S(t) + it : t ∈ R} ⊆ C, where i := √−1. We assume that S is located to
the left of the critical line {Re s = D}. For example, S could be a vertical
line {Re s = α}, with −∞ < α ≤ D. Moreover, the window W associated
with the screen S is the closed subset of C defined by W := {s ∈ C : Re s ≥
S(Im s)}. (See [Lap–vFr3, Section 5.1] for more details.)
Definition 5.16 ([LapRaZˇu1]). Let A be a bounded subset of RN and let
D := D(ζA) = dimBA.
(i) The set A is a hyperfractal (or is hyperfractal) if there is a screen S
along which the associated tube (or equivalently, if D < N , distance) zeta
function has a natural boundary. This means that the zeta function cannot
be meromorphically extended to an open neighborhood of the associated
window W (with associated screen denoted by S), in the terminology of
Remark 5.15.32
32This definition is closely related to the notion of fractality given in [Lap–vFr3, Sec-
tions 12.1.1 and 12.1.2, including Figures 12.1–12.3]; see Remark 5.17.
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(ii) The set A is a strong hyperfractal (or is strongly hyperfractal) if the
critical line {Re s = D} is a natural boundary of the associated zeta function;
that is, if we can choose S = {Re s = D} in (i).
(iii) Finally, the set A is maximally hyperfractal if it is strongly hyper-
fractal and every point of the critical line is a nonremovable singularity of
(the meromorphic continuation of) the zeta function.33
An analogous definition can be provided (in the obvious manner) where
instead of A, we have a fractal string L = (lj)j≥1 in R or a relative fractal
drum (A,Ω) in RN .
Remark 5.17. In [Lap–vFr1–3], a geometric object is said to be “fractal”
if the associated zeta function has at least one nonreal complex dimension
(with positive real part). (See [Lap–vFr3, Sections 12.1 and 12.2]) for a
detailed discussion. In [Lap–vFr2, Lap–vFr3], in order, in particular, to
take into account some possible situations pertaining to random fractals
([HamLap]), the definition of fractality (within the context of the theory
of complex dimensions) was extended so as to allow for the case described
in part (i) of Definition 5.16 just above, namely, the existence of a natural
boundary along a screen. (See [Lap–vFr3, Subsection 13.4.3].)
We note that in [Lap–vFr3] (and the other aforementioned references),
the term “hyperfractal” was not used to refer to case (i). More important,
except for fractal strings and in very special higher-dimensional situations
(such as suitable fractal sprays), one did not have (as we now do) a general
definition of “fractal zeta function” associated with an arbitrary bounded
subset of RN , with N ≥ 1. Therefore, we can now define the “fractality” of
any bounded subset of RN (including Julia sets and the Mandelbrot set) and,
more generally, of any relative fractal drum, by the presence of a nonreal
complex dimension (with a positive real part) or by the “hyperfractality”
(in the sense of part (i) of Definition 5.16) of the geometric object. Here,
“complex dimension” is understood as a (visible) pole of the associated frac-
tal zeta function (the distance or tube zeta function of a bounded subset or
a relative fractal drum of RN , or else, as was the case in most of [Lap–vFr3],
the geometric zeta function of a fractal string).
The following theorem (from [LapRaZˇu1, Section 4.6]) shows that there
exists an effectively constructible maximally hyperfractal set. This result
can easily be extended to any dimension N ≥ 1. (See Corollary 5.19 below.)
Moreover, in light of Definition 5.16 and Remark 5.17 above, it provides a
class of (deterministic) examples that are as “fractal” as possible.
33Recall that the fractal zeta function ζA is holomorphic on {Re s > dimBA}.
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Theorem 5.18 ([LapRaZˇu1]). There exists a bounded fractal string L which
is maximally hyperfractal and ∞-quasiperiodic. In particular, the corre-
sponding bounded set AL is also maximally hyperfractal and transcendentally
∞-quasiperiodic.
The maximally hyperfractal bounded string L in Theorem 5.18 is obtained
as the disjoint union of a sequence of (suitably scaled) two-parameter gener-
alized Cantor sets C(mj ,aj), j ∈ N (viewed as fractal strings), with carefully
chosen parameters mj and aj , such that the associated set {Tj = logmj :
j ∈ N} of quasiperiods is algebraically (and hence, rationally) linearly inde-
pendent.
Corollary 5.19 ([LapRaZˇu1]). The counterpart of Theorem 5.18 holds in
any dimension N ≥ 1, both for relative fractal drums of RN and for bounded
subsets of RN .
We close this section by discussing several variants of a new notion of
pointwise (or local) fractal zeta function. However, we should point out that
the new notions discussed in Definition 5.20, Remark 5.21 and Remark 5.23,
as well as in Exercise 5.22 below, are still evolving and may not yet be
presented in their definitive form. Nevertheless, even at this preliminary
stage, they seem to be of significant interest in many situations and to lead
to the correct (or expected) results.
Definition 5.20. Consider an arbitrary (nonempty) Borel subset Ω of RN
(which is neither assumed to have finite volume nor to be open, in agreement
with part (a) of Remark 5.3). Let us fix x ∈ Ω. We are interested in
the fractal properties of Ω near x. To this end, let A := Br(x), for some
r > 0, where A is the ball of center x and radius r. Then, the (pointwise)
local distance zeta function of Ω at x, denoted by ζx( · ,Ω), is defined as
the distance zeta function ζA( · ,Ω) of the relative fractal drum (A,Ω) :=
(Br(x),Ω), in the sense of Remark 5.3 (note that Aδ = Br+δ(x)):
(76)
ζx(s,Ω) := ζA(s,Ω) = ζBr(x)(s,Ω)
=
∫
Br+δ(x)∩Ω
d(y,Br(x))
s−Ndy
=
∫
Br,r+δ(x)∩Ω
d(y,Br(x))
s−N ,
for all s ∈ C such that Re s > N , where δ > 0 is fixed in advance, and
Br,r+δ(x) := Br+δ(x) \Br(x) is the annulus centered at x with inner radius
r and outer r + δ.34 Note that if |Ω| = 0, then this definition is of no use,
since in that case, we have that ζx(s,Ω) ≡ 0.
34The last equality in Equation (76) is due to the fact that d(y,Br(x)) = 0 for all
y ∈ Br(x).
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We define similarly ζ˜x( · ,Ω), the (pointwise) local tube zeta function of
Ω, as the tube zeta function of the same relative fractal drum (A,Ω) :=
(Br(x),Ω):
(77)
ζ˜x(s,Ω) := ζ˜A(s,Aδ ∩Ω) = ζ˜Br(x)(s,Ω)
=
∫ δ
0
tN−s−1|Br+t(x) ∩ Ω|dt.
Again, in the case when |Ω| = 0, we have ζ˜x(s,Ω) ≡ 0. Therefore, the
definition of the local tube zeta function can be useful only when |Ω| > 0.
Remark 5.21. (a) In the above definition, we should really denote the lo-
cal fractal zeta functions ζx( · ,Ω) and ζ˜x( · ,Ω) by ζx,r( · ,Ω) and ζ˜x,r( · ,Ω),
respectively. However, we will use this notation here only in the case of
homogeneous sets for which the choice of r is unimportant, provided it is
chosen sufficiently small; see Exercise 5.22 for an illustration of this state-
ment. See also, however, Remark 5.23 below.
(b) More generally, one could define the local fractal zeta function of
an arbitrary relative fractal drum (A,Ω), where A ⊆ RN , Ω ⊆ RN (not
necessarily open); see Remark 5.3(a) above. To do so, it suffices to replace
Br(x) by A ∩Br(x) in Definition 5.20 above.
(c) In some cases, in Definition 5.20, it may be helpful to replace Br(x) by
A := Br(x)
c, its complement in RN . In that case, we have At = Br−t(x)
c,
for all t ∈ (0, r). (See the end of Exercise 5.22 below for an illustration of
this comment.)
(d) Another way to associate fractal zeta functions to unbounded subsets
of RN is provided in the second author’s forthcoming Ph.D. thesis [Ra],
which extends (via ‘fractal zeta functions at infinity’ and not via ‘local fractal
zeta functions’) the theory developed in [LapRaZˇu1–5].
Exercise 5.22. We leave it to the interested reader to illustrate Defini-
tion 5.20 by calculating the local distance and tube zeta functions of RN
(i.e., of Ω := RN in Definition 5.20), as well as to deduce from this computa-
tion the (local) complex dimensions of RN (i.e., the poles of either ζx( · ,RN )
or of ζ˜x( · ,RN )). As it turns out, in the present case, the local fractal zeta
functions are independent of x ∈ RN (and are the same for ζx and ζ˜x) and
hence, so are the complex dimensions. Furthermore, the complex dimensions
are also independent of r, chosen sufficiently small. One finds that the set of
(local) complex dimensions of RN , computed via the tube zeta function and
denoted by dimlocR
N since it is independent of x ∈ RN , is given as follows:
dimlocR
N = {0, 1, 2, . . . , N},
FRACTAL ZETA FUNCTIONS AND COMPLEX DIMENSIONS 35
since ζ˜x in this case coincides with the tube zeta function of theN -dimensional
ball Br(x); that is,
ζ˜x(s,R
N ) =
∫ δ
0
tN−s−1|Br+t(x) ∩ Ω|dt =
∫ δ
0
tN−s−1ωN(r + t)
N dt
= ωN
N∑
k=0
(
N
k
)
rk
∫ δ
0
ts−k−1 dt = ωN
N∑
k=0
(
N
k
)
rkδs−k
s− k .
On the other hand, interestingly, since dimB Br(x) = N , by Remark 2.10(a),
the local dimensions of RN calculated via the local distance zeta function
are given by
dim′locR
N = {0, 1, 2, . . . , N − 1},
since by (13) we have
ζx(s,R
N ) = δs−N |Br+δ(x)|+ (N − s) ζ˜x(s,RN )
= ωN
(
δs−N (r + δ)N +
N−1∑
k=0
(
N
k
)
rkδs−k(N − s)
s− k − r
Nδs−N
)
.
If one replaces Br(x) by Br(x)
c in Definition 5.20 (as is suggested in part
(c) of Remark 5.21), one obtains the same local complex dimensions. (More
details about this example are provided in [LapRaZˇu1].)
Remark 5.23. By considering inhomogeneous fractal sets Ω, whose fractal di-
mension changes from point to point, and by suitably modifying the above
definition of a local zeta function (Definition 5.20), one could potentially
develop a theory of multifractal zeta functions and their associated com-
plex dimensions under hypotheses that are much more general than those
made in earlier works on this subject; compare with [LapRo], [LapLe´Ro]
and [ElLapMaRo] (as partly described in [Lap–vFr3, Section 13.3]) and the
relevant references therein (including [Le´Me´n]). One could also adapt (in
the obvious way) the above definition (Definition 5.20) to an arbitrary set
Ω ⊆ RN equipped with a (suitable) measure η, under hypotheses that are
significantly more general than for the ‘multifractal measures’ considered in
the above references and in the classic literature on this subject. We close
this discussion by noting that it would then be important to consider radii
r which are sufficiently small, or even to use a suitable limiting or averaging
procedure in an appropriate modification of Definition 5.20.
6. Meromorphic extensions of the spectral zeta functions of
fractal drums
In this section, excerpted and adapted from [LapRaZˇu1, Section 4.3], we
will review some of the known results concerning the spectral asymptotics of
(relative) fractal drums, with emphasis on the leading asymptotic behavior
of the spectral counting function (or, equivalently, of the eigenvalues). The
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corresponding remainder estimate, obtained by the first author in [Lap1],
is expressed in terms of the upper box dimension of the boundary of the
drum. It turns out that the corresponding spectral zeta functions of these
fractal drums have a (nontrivial) meromorphic extension; see Theorem 6.6
below. This fact was already observed by the first author in [Lap2–3] by
other means, but also by using the error estimates of [Lap1].
However, we give a slightly more precise formulation of the results here
(and in [LapRaZˇu1]) and (at least in a useful special case) the proof of
Theorem 6.6 provided in [LapRaZˇu1, Section 4.3] is more elementary, in the
sense that it does not rely on Tauberian (or Abelian) theory. On the other
hand, as was alluded to just above, the proof still relies (as in [Lap2–3]) on
the key error estimates obtained in [Lap1] (and recalled in a special case in
Theorem 6.8 below).
We note that we can deduce from the above results an upper bound for the
abscissa of meromorphic convergence of the spectral zeta function; see The-
orem 6.6 below (which was already obtained in [Lap2–3]). We point out that
by using in a crucial way some of the results of [LapRaZˇu1] and [LapRaZˇu3]
(recalled in Theorem 5.18 above), we can establish the optimality of the
aforementioned upper bound; this is a new result, discussed in more details
in [LapRaZˇu1, Section 4.3].
We can now describe the main setting for this section.
For a given relative fractal drum (A,Ω) in RN ,35 we are interested in
the corresponding Dirichlet eigenvalue problem, defined on the (possibly
disconnected) open set ΩA := Ω \ A.36 In other words, we want to find all
the ordered pairs (µ, u) ∈ C×H10 (ΩA) such that u 6= 0 and
(78)
{−∆u = µu in ΩA,
u = 0 on ∂(ΩA),
in the variational sense (see, e.g., [Bre], [LioMag], [Lap1] and the relevant
references therein). Here, H10 (ΩA) := W
1,2
0 (ΩA) is the standard Sobolev
space (see, e.g., [Bre] and [GilTru]), and ∆ is the Laplace operator.
Throughout this section, we could assume equivalently that the relative
fractal drum (A,Ω) is of the form of a standard fractal drum (∂Ω0,Ω0).
Indeed, it suffices to apply the quoted results (from [Lap1], for example),
to the ordinary fractal drum (∂Ω0,Ω0), which is precisely what we will do,
implicitly.
Recall the well-known fact that the (eigenvalue) spectrum of the Dirichlet
eigenvalue problem (78) is discrete and consists of an infinite and divergent
35In particular, this means that |Ω| <∞.
36For example, if Ω is the unit square, and A is the Sierpin´ski carpet, then ΩA is the
union of a disjoint countable family of open squares.
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sequence (µk)k≥1 of positive numbers (called eigenvalues), without accumu-
lation point (except +∞) and which can be written in nondecreasing order
according to multiplicity as follows:37
0 < µ1 ≤ µ2 ≤ · · · ≤ µk ≤ . . . , lim
k→∞
µk = +∞.
Furthermore, each of the eigenvalues µk is of finite multiplicity. Moreover, if
ΩA is connected, then the first (or ‘principal’) eigenvalue µ1 is of multiplicity
one (i.e., µ1 < µ2); see [GilTru]. Because the Laplace operator is symmetric,
each of its eigenvalues has equal algebraic and geometric multiplicities. We
will say for short that the sequence of eigenvalues (µk)k≥1 corresponds to
the relative fractal drum (A,Ω).
Definition 6.1. We will define the spectrum of a relative fractal drum (A,Ω)
in RN , denoted by σ(A,Ω), as the sequence of the square roots of the eigen-
values of problem (78); that is,
(79) σ(A,Ω) := (µ
1/2
k )k≥1.
Physically, the values of µ
1/2
k , k ∈ N, are interpreted as the (normalized)38
frequencies of the relative fractal drum. The eigenvalues are scaled here with
the exponent 1/2, for technical (and physical) reasons.
Definition 6.2. The spectral zeta function ζ∗(A,Ω) of a relative fractal drum
(A,Ω) in RN is given by39
(80) ζ∗(A,Ω)(s) :=
∞∑
k=1
µ
−s/2
k ,
for s ∈ C with Re s sufficiently large.
The newly introduced definitions of the spectrum σ(A,Ω) and of the spec-
tral zeta function ζ∗(A,Ω) of a relative fractal drum is in agreement with the
definition of the spectrum of a bounded fractal string L = (lj)j≥1 given in
[Lap–vFr3, p. 2] or more generally, of a fractal drum (see, e.g., [Lap1–3]).
(See also [Lap–vFr3, Equation (1.45), p. 29] and [Lap–vFr3, Appendix B],
along with the relevant references therein, including [Gilk] and [See1].) Note
that the sequence
(81) L(A,Ω) := (µ−1/2k )k≥1,
37Here, and thereafter, in order to avoid trivialities, we assume implicitly that all of
the open sets Ω ⊂ RN involved are nonempty.
38When N = 1, see [Lap–vFr3, Footnote 1 on page 2].
39The spectral zeta function of a fractal string L = (lj)j≥1, where L is viewed as a
relative fractal drum (AL,ΩL), is given by ζ
∗
L(s) =
∑∞
k,j=1(k · l
−1
j )
−s = ζ(s)ζL(s), where
ζ = ζR is the classic Riemann zeta function [Tit] and ζL is the geometric zeta function of
L; see [Lap2–3], [LapMa1] and [Lap–vFr3, Section 1.3].
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which consists of the reciprocal frequencies in σ(A,Ω), is also a fractal string
(possibly unbounded; that is,
∑∞
k=1 µ
−1/2
k = ∞). Obviously, the spectral
zeta function of a relative fractal drum (A,Ω) is by definition equal to
the geometric zeta function of the fractal string L(A,Ω). It is clear that
D(ζ∗(A,Ω)) ≥ 0.
We stress that the usual definition of the spectrum involves the sequence of
eigenvalues (µk)k≥1 rather then the sequence of their square roots (µ
1/2
k )k≥1,
as in Equation (79). As was already mentioned, we prefer the definition of
the spectrum σ(A,Ω) given in Equation (79) and hence, the use of the
exponent −s/2 (rather than of −s) in the definition of the spectral zeta
function ζ∗(A,Ω) in Equation (80). The reason is that in this case, Proposition
6.5 and Theorem 6.6 below have a more elegant form. See [Lap2–3] and
[Lap–vFr3, p. 29 and Appendix B] and compare, for example, with [Gilk]
and [See1].
The following theorem is a partial extension of [Lap–vFr3, Theorem 2.1]
(or of the corresponding result for fractal sprays in [Lap2–3]) to the present
context.
Theorem 6.3. Let (A0,Ω0) be a base relative fractal drum in R
N , and let
L = (λj)j≥1 be a nonincreasing sequence of positive numbers tending to zero
(and repeated according to multiplicity), i.e., a (not necessarily bounded)
fractal string. Assume that (Aj ,Ωj), j ≥ 1, is a disjoint sequence of rela-
tive fractal drums, each of which is obtained by an isometry of λj(A0,Ω0) =
(λjA0, λjΩ0). Let (A,Ω) =
⋃
j≥1(Aj ,Ωj) be the corresponding relative frac-
tal spray, generated by (A0,Ω0) and L. Then, assuming that s ∈ C is such
that Re s > max{D(ζ∗(A0,Ω0)),dimBL}, we have
(82) ζ∗(A,Ω)(s) = ζ
∗
(A0,Ω0)
(s) · ζL(s); 40
hence, for all s ∈ C with Re s sufficiently large,
(83) ζ∗(A,Ω)(s) =
∞∑
k=1
(µ
(0)
k )
−s/2
∞∑
j=1
λsj ,
where (µ
(0)
k )k≥1 is the sequence of eigenvalues corresponding to the relative
fractal drum (A0,Ω0). Furthermore,
(84) D(ζ∗(A,Ω)) = max{D(ζ∗(A0,Ω0)),dimBL}.
40By the principle of analytic continuation, Equation (82) continues to hold on any
domain to which ζL and ζ
∗
(A0,Ω0)
can be meromorphically extended. (See, in particular,
Theorem 6.6 below.) A similar comment applies to Equation (85).
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In particular, if λj = λ
j for some fixed λ ∈ (0, 1), and each λj is of multi-
plicity bj, where b ∈ N, b ≥ 2, then for Re s > D(ζ∗(A0,Ω0))
(85) ζ∗(A,Ω)(s) =
bλs
1− bλs
∞∑
k=1
(µ
(0)
k )
−s/2 =
bλs
1− bλs ζ
∗
(A0,Ω0)
(s),
and
D(ζ∗(A,Ω)) = max{D(ζ∗(A0,Ω0)), log1/λ b}.
Remark 6.4. The factorization formula for the case of fractal sprays (and
of fractal strings, in particular), was first observed in [Lap2–3]. In the spe-
cial case of fractal strings, it has proved to be very useful; see, especially,
[Lap2–3, LapPo1–3, LapMa1–2, HeLap, Lap–vFr1–3, Tep1–2, LalLap1–2,
HerLap1–5]. See also, e.g., [Lap–vFr3, Sections 1.4 and 1.5] and [Lap–vFr3,
Chapters 6, 9, 10 and 11], both for the case of fractal strings and (possibly
generalized or even virtual) fractal sprays.
Let Ω0 be a (nonempty) bounded open subset of R
N , and σ(∂Ω0,Ω0) =
(µ
(0)
k )k≥1 (that is, (µ
(0)
k )k≥1 is the sequence of eigenvalues of −∆ with zero (or
Dirichlet) boundary data on ∂Ω0, counting the multiplicities of the eigenval-
ues). Then, the following classical asymptotic result holds, known as Weyl’s
law [We1–2]:41
(86) µ
(0)
k ∼
4pi2
(ωN |Ω0|)2/N
· k2/N as k →∞,
where ωN = pi
N/2/(N/2)! is the volume of the unit ball in RN .42 The main
result of this section is contained in Theorem 6.6. Its proof is based on
the asymptotic result due to the first author, stated here in Theorem 6.8,
combined with Proposition 6.5.
In 1912, in [We1–2], Hermann Weyl has obtained the asymptotic result
stated in Equation (86) for piecewise smooth boundaries. This result has
since then been extended to a variety of settings (for example, to smooth
compact Riemannian manifolds with or without boundary, various bound-
ary conditions, broader classes of elliptic operators, fractal boundaries, etc.).
See, for example, the well-known treatises by Courant and Hilbert [CouHil,
Section VI.4] and by Reed and Simon [ReeSim], along with [Ho¨3], the in-
troduction of [Lap1], [Lap2–3] and [Lap–vFr3, Section 12.5 and Appendix
B]. It has been extended by G. Me´tivier in [Me´t1–3] during the 1970s to
arbitrary bounded subsets of RN (in the present case of Dirichlet boundary
conditions). Furthermore, in this general setting (for example), sharp error
41Here, the symbol ∼ means that the ratio of the left and right sides of (86) tends to
1 as k →∞.
42For odd N , we have
(
N
2
)
! = N
2
(N
2
− 1) . . . 1
2
, since
(
N
2
)
! := Γ(N
2
+ 1), where Γ is the
classic gamma function.
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estimates, expressed in terms of the upper Minkowski (or box) dimension
of the boundary Ω0, were obtained by the first author in the early 1990s
in [Lap1]; see Theorem 6.8 below, along with the comments following it for
further extensions to other boundary conditions and higher order elliptic
operators (with possibly variable coefficients).
In the following result, we consider a class of bounded open subsets Ω0 of
RN , such that the corresponding sequence of eigenvalues (µ
(0)
k )k≥1 satisfies
an asymptotic condition involving the second term as well:
(87) µ
(0)
k =
4pi2
(ωN |Ω0|)2/N
· k2/N +O(kγ) as k →∞.
Here, we assume that γ ∈ (−∞, 2/N). It will also be convenient to write
ζ∗Ω0 = ζ
∗
(∂Ω0,Ω0)
, and more generally, ζ∗Ω0 = ζ
∗
(A0,Ω0)
, provided A0 and Ω0
are disjoint. We say for short that ζ∗Ω0 is the spectral zeta function of (the
Dirichlet Laplacian on) Ω0 ⊂ RN .
In the sequel, given a meromorphic (or, more generally, a complex-valued)
function f = f(s) (initially defined on some domain U ⊆ C), we denote
by Dmer(f) the abscissa of meromorphic convergence of f . By definition,
Dmer(f) ∈ R∪{±∞} is the unique extended real number such that {Re s >
Dmer(f)} is the maximal (i.e., largest) open right half-plane (of the form
{Re s > α}, for some α ∈ R ∪ {±∞}) to which f can be meromorphically
extended.43 Clearly, with the notation introduced earlier (in Section 2)
for Dhol(f), the abscissa of holomorphic convergence of f , we always have
Dmer(f) ≤ Dhol(f).
Proposition 6.5. Assume that Ω0 is an arbitrary bounded open subset of
RN such that the corresponding sequence of eigenvalues of −∆, with zero (or
Dirichlet) boundary data on ∂Ω0, counting the multiplicities of eigenvalues,
satisfies the asymptotic condition (87), where C is a positive constant and
γ < 2/N . Then the spectral zeta function
(88) ζ∗Ω0(s) =
∞∑
k=1
(µ
(0)
k )
−s/2
possesses a unique meromorphic extension (at least) to the open half-plane
(89)
{
Re s > N − (2− γN)}.44
In other words, Dmer(ζ
∗
Ω0
) ≤ N − (2 − γN). The only pole of ζ∗Ω0 in this
half-plane is s = N , and in particular, D(ζ∗Ω0) = N . Furthermore, it is
43By using the principle of analytic continuation, it is easy to check that this notion is
well defined.
44As we see, the meromorphic extension vertical strip, to the left of the vertical line
{Re s = N}, is of width at least 2− γN .
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simple and
(90) res(ζ∗Ω0 , N) =
NωN
(2pi)N
|Ω0|.
Theorem 6.3, combined with Proposition 6.5, generalizes [Lap–vFr3, The-
orem 1.19] to the N -dimensional case. Now, we can state the main result of
this section, which shows that the abscissa of meromorphic convergence of
ζ∗Ω0 does not exceed the upper box dimension of the boundary ∂Ω0 relative
to Ω0, called the dimension of ∂Ω0 in [Lap1].
Theorem 6.6 ([Lap2–3]). Let Ω0 be an arbitrary (nonempty) bounded open
subset of RN such that dimB(∂Ω0,Ω0) < N . Then the spectral zeta function
ζ∗Ω0 of Ω0 is holomorphic in the open half-plane {Re s > N}. Furthermore,
ζ∗Ω0 can be (uniquely) meromorphically extended from {Re s > N} to {Re s >
dimB(∂Ω0,Ω0)}. In other words,
(91) Dmer(ζ
∗
Ω0) ≤ dimB(∂Ω0,Ω0).
Moreover, s = N is the only pole of ζ∗Ω0 in the half-plane {Re s >
dimB(∂Ω0,Ω0)}; it is simple and
(92) res(ζ∗Ω0 , N) =
NωN
(2pi)N
|Ω0|.
Clearly, in light of the second part of Theorem 6.6, it then follows that
Dhol(ζ
∗
Ω0
) = N . Furthermore, since spectral zeta functions are given by stan-
dard Dirichlet series (with positive coefficients) and the Dirichlet Laplacian
has infinitely many eigenvalues, we must also have Dhol(ζ
∗
Ω0
) = D(ζ∗Ω0) and
hence, Dhol(ζ
∗
Ω0
) = D(ζ∗Ω0) = N . Therefore, the next corollary follows im-
mediately.
Corollary 6.7. Under the assumptions of Theorem 6.6, we have
(93) Dmer(ζ
∗
Ω0) < Dhol(ζ
∗
Ω0) = D(ζ
∗
Ω0) = N.
Theorem 6.6 was already obtained by the first author in [Lap2–3]. We
point out, however, that the statement of Theorem 6.6 given here is a little
bit more precise than the one in [Lap2–3]. Furthermore, by using Proposi-
tion 6.5 above and Theorem 6.8 below, and at least in a special case, a new
(more elementary) proof of Theorem 6.6 can be given, which is not based
on a Tauberian (or Abelian) argument (as in [Lap2–3]). However, this proof
still relies in an essential manner on the results of [Lap1] recalled in Theo-
rem 6.8. Alternatively, and in full generality, as is well known to the experts
in spectral geometry and spectral theory, one can use a Tauberian-type
theorem [Pos] (really, an Abelian-type argument, in the sense of [Sim], for
example) to deduce Theorem 6.6 from Theorem 6.8 below or, more directly,
from the equivalent form of Theorem 6.8 which is stated in Remark 6.9;
see, e.g., [Lap1, Appendix A], [Sim] and [Lap2–3]. Indeed, the spectral zeta
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function ζ∗Ω0 is essentially equal to the Mellin transform of the eigenvalue
(or spectral) counting function Nν .
45
We also note here that an equivalent form of Theorem 6.8 below, stated in
terms of the eigenvalue counting function, provides a partial resolution of the
modified Weyl–Berry conjecture. See [Lap1, Corollary 2.1], as well as [Lap1,
Theorems 2.1 and 2.3], along with the comments following Theorem 6.6,
for a more general statement involving positive uniformly elliptic linear dif-
ferential operators (with variable and possibly nonsmooth coefficients) and
mixed Dirichlet–Neumann boundary conditions.
Theorem 6.8 ([Lap1]). Let Ω0 be an arbitrary (nonempty) bounded open
subset of RN . As before, we let D˜ := dimB(∂Ω0,Ω0) and let (µ
(0)
k )k≥1 be the
sequence of eigenvalues of −∆, where ∆ is the Dirichlet Laplacian on Ω0.
Then the following conclusions hold:
(i) If D˜ ∈ (N − 1, N ], then for any d > D˜,
(94) µ
(0)
k =
4pi2
(ωN |Ω0|)2/N
· k2/N +O(k(2+d−N)/N ) as k →∞.
(ii) If D˜ = N − 1, then for any d > D˜,
(95) µ
(0)
k =
4pi2
(ωN |Ω0|)2/N
· k2/N +O(k(2+d−N)/N log k) as k →∞.
Furthermore, in each of the cases (i) and (ii), the choice of d = D˜ is
allowed, provided M∗D˜(∂Ω0,Ω0) <∞.
Remark 6.9. Via arguments that are standard in spectral theory and spectral
geometry, Equation (94) is shown to be equivalent to
Nν(µ) = (2pi)
−NωN |Ω0| · µN/2 +O(µd/2) as µ→ +∞,
where Nν is the eigenvalue counting function of the fractal drum. A similar
remark holds also for Equation (95); one must simply replace O(µd/2) with
O(µd/2 log µ) on the right-hand side of the above remainder estimate.
45Let (µ
(0)
k )k≥1 be the sequence of eigenvalues of−∆, where ∆ is the Dirichlet Laplacian
associated with a given bounded open subset Ω0 of R
N . We denote the eigenvalue counting
function of the fractal drum by Nν ; i.e.,
Nν(µ) := #{k ∈ N : µ
(0)
k ≤ µ}, for µ > 0,
with the multiplicities of the eigenvalues being taken into account. It is also called the
spectral counting function in the literature; see, e.g., [Lap1–5], [Lap–vFr1–3] and the rele-
vant references therein.
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Various aspects of the modified Weyl–Berry conjecture are studied in
[Berr1–2], [BroCar], [Lap1–3], [LapPo1–3], [Cae], [vBGilk], [HamLap],
[FlVa], [Ger], [GerSc], [MolVa] and [Lap–vFr1–3] among other references.
An early survey of this subject is provided in [Lap3] as well as in the in-
troduction of [Lap1], while a short, but more recent, survey of this subject
along with additional relevant references is provided in [Lap–vFr3, Subsec-
tion 12.5.1]. (See also [Lap7–8].) The eigenvalue counting function form of
the result stated in case (ii) of Theorem 6.8, that is, in the nonfractal case
where D˜ = N−1, and under the additional assumption thatM∗(N−1)(∂Ω) is
finite, was already obtained in Me´tivier’s work [Me´t3, Theorem 6.1 on page
191].46 We note that Me´tivier stated his result without the explicit use of
box (that is, Minkowski) dimension or Minkowski content. Results concern-
ing the partition function (the trace of the heat semigroup) of the Dirichlet
Laplacian have been obtained by Brossard and Carmona in [BroCar]. How-
ever, the main remainder estimate in [BroCar] is now a consequence of the
results of [Lap1] stated in Theorem 6.8, whereas the converse is not true. In-
deed, as is well known, beyond the leading term, the spectral asymptotics for
the trace of the heat semigroup do not imply the corresponding asymptotics
for the eigenvalue counting function (or, equivalently, for the eigenvalues
themselves).
Although we have only discussed the Dirichlet Laplacian −∆ thus far,
we can also discuss the Neumann Laplacian,47 or general positive uniformly
elliptic linear differential operators (with variable and possibly nonsmooth
coefficients) of the form
A =
∑
|α|≤m,|β|≤m
(−1)|α|Dα(aαβ(x)Dβ),
of order 2m, described in [Lap1, Section 2.2]. All of these extensions of
Theorem 6.8 (and of its equivalent form given in Remark 6.9) are also ob-
tained in [Lap1]; see Theorem 2.1 and its corollaries in [Lap1]. In the latter
case, the assumed asymptotic expansion of the eigenvalues of A in the corre-
sponding version of Proposition 6.5, and implied by (or, actually, equivalent
to) [Lap1, Theorem 2.1], should be replaced by
(96) µ
(0)
k = (µ
′
A(Ω0))
−2m/N · k2m/N +O(kγ), as k →∞,
46The special case of the corresponding error estimate for domains with piecewise
smooth boundaries was obtained early on by Courant (as described in [CouHil]), while
the extension to smooth, compact Riemannian manifolds (with or without boundaries) was
studied successively by Ho¨rmander [Ho¨1] (see also [Ho¨2–3]), Seeley [See2–3] and Pham The
Lai [Ph], in particular.
47Since the boundary ∂Ω0 is allowed to be fractal, the corresponding eigenvalue problem
−∆u = µu in Ω0, with ∂u/∂n = 0 on ∂Ω0 (where ∂u/∂n stands for the normal derivative
of u along ∂Ω0) should, of course, be interpreted in the variational sense (that is, with
H10 (Ω0) replaced by the Sobolev space H
1(Ω0) := W
1,2(Ω0)); see, e.g., [Bre], [LioMag]
and [Lap1], Section 4, especially, Subsection 4.2.B.
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where µ′A(Ω0) is the “Browder–G˚arding measure” of Ω0 defined, for example,
in [Ho¨3] or in [Lap1, Equation (2.18a) in Section 2.2] in terms of the (positive
definite, unbounded) quadratic form associated with A,48 γ := (2m + d −
N)/N , with d ∈ (D˜,N) arbitrary and (as before) D˜ := dimB(∂Ω0,Ω0), the
inner Minkowski dimension of Ω0 (i.e., the upper Minkowski dimension of the
relative fractal drum (∂Ω0,Ω0)). Furthermore, we may take d = D˜ provided
M∗D˜(∂Ω0,Ω0) <∞. We note that the remainder estimate (96) holds in the
above form in the ‘fractal case’ where D˜ > N − 1 (or, equivalently, where
D˜ ∈ (N − 1, N ] since we always have D˜ ∈ [N − 1, N ]).49
We have just stated, in estimate (96) and the text following it, the ana-
log (obtained in [Lap1]) of case (i) of Theorem 6.8 above. (Note that
when m = 1, estimate (96) reduces to estimate (94).) In the ‘nonfractal
case’ (or ‘least fractal case’, still following the terminology of [Lap1]) where
D˜ = N−1, the exact analog of part (ii) of Theorem 6.8 also holds. Namely,
still according to ([Lap1], Theorem 2.1 and its corollaries), the precise coun-
terpart of estimate (96) holds, with O(kγ log k) (instead of O(kγ)) and with
the same value of γ as above, exactly as in estimate (95) of case (ii) of
Theorem 6.8 (which corresponds to the case when m = 1).50
We now consider the consequences of the above error estimates for the
spectral zeta function ζ∗A,Ω0 := ζ
∗
Ω0
, defined (for s ∈ C with Re s sufficiently
48More precisely,
µ′A(Ω0) =
∫
Ω0
µ′A(x) dx,
where the “Browder–G˚arding density” µ′A(x) is given (for a.e. x ∈ Ω0) by
µ′A(x) := (2pi)
−N |{ξ ∈ RN : a′(x, ξ) < 1}|,
with a′(x, ξ) =
∑
|α|=|β|=m aαβ(x)ξ
α+β being the leading symbol of the nonnegative
quadratic form associated with A and with ξκ := ξκ11 · · · ξ
κN
N for ξ ∈ R
N and κ =
(κ1, . . . , κN ) ∈ (N ∪ {0})
N , as well as for a.e. x ∈ Ω0. Note that, as a result, µ
′
A(Ω0)
can be interpreted as a volume in phase space R2N ≃ RN ×RN (which, in the special case
where A is a Schro¨dinger-type operator, is in agreement with the usual semiclassical limit
of quantum mechanics; see, e.g., [ReeSim] and [Sim]).
49Here and in the sequel, we should replace D˜ by D, where D := dimB(∂Ω0), the upper
Minkowski dimension of the boundary ∂Ω0 in the case of Neumann (or, more generally,
mixed Dirichlet–Neumann) boundary conditions.
50With the notation introduced in Remark 6.9 for the eigenvalue counting function
Nν,A := Nν (of the operator A), estimate (96) (and its counterpart when D˜ = N − 1) can
be written equivalently as follows:
Nν,A(µ) = µ
′
A(Ω0)µ
N/2m +R(µ),
where R(µ) := O(µd/2m) in the fractal case when D˜ > N−1 andR(µ) := O(µd/2m log µ) in
the nonfractal case where D˜ = N −1. (And, analogously, with D = dimB(∂Ω0) instead of
D˜ = dimB(∂Ω0,Ω0) for Neumann or, more generally, mixed Dirichlet–Neumann boundary
conditions.)
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large) by
(97) ζ∗Ω0(s) :=
∞∑
k=1
(µ
(0)
k )
−s/2m,
via the sequence (µ
(0)
k )k≥1, of eigenvalues of A (see the precise definition of
the spectrum and the domain of the operator A given in [Lap1, Section 2.2];
see also [LioMag] or [Me´t3]).
Let us now assume that D˜ < N , in order for the analog of Weyl’s as-
ymptotic estimate to hold (in light of (96)). It then follows from the above
discussion (that is, from estimate (96) when D˜ > N − 1 or from its coun-
terpart when D˜ = N − 1) that ζ∗Ω0 is holomorphic in the open half-plane{Re s > N} and can be (uniquely) meromorphically extended to the strictly
larger open half-plane {Re s > D˜}, with a single (simple) pole in that half-
plane, located at s = N and of residue given by
(98) res
(
ζ∗Ω0 , N
)
= Nµ′A(Ω0).
(This is true for any value D˜ in [N−1, N).51) Consequently, we deduce that
the abscissa of holomorphic convergence of ζ∗Ω0 satisfies
(99) Dhol(ζ
∗
Ω0) = N,
whereas the abscissa of meromorphic convergence of ζ∗Ω0 satisfies the follow-
ing inequality (which, in the special case whenm = 1, formally looks exactly
like inequality (91)):
(100) Dmer(ζ
∗
Ω0) ≤ D˜.
In particular (since D˜ < N , by assumption), we have that Dmer(ζ
∗
Ω0
) <
Dhol(ζ
∗
Ω0
).
As is noted in [Lap2–3], all of these results rely on the analog of Theo-
rem 6.8 corresponding to uniformly elliptic differential operators A of order
2m, which is obtained in [Lap1, Theorem 2.1 and Corollary 2.2]; see [Lap2–
3].
The remainder estimates obtained in [Lap1] are the best possible, in gen-
eral, in the most important case of a fractal drum for which N > D˜ > N−1,
M∗D˜(∂Ω0,Ω0) <∞ (and hence, d := D˜), andA is the Dirichlet Laplacian;52
that is, in case (i) of Theorem 6.8, the stated error estimate (94) is sharp.
51In light of (96) or its counterpart when D˜ = N − 1, these results are established
either by combining Theorem 6.3 and a suitable analog of Proposition 6.5 or else (as was
first observed in [Lap3]) by using a Tauberian (or rather, Abelian) argument.
52An easy verification shows that for this same family of examples, the analogous
statement is true for the Neumann Laplacian, provided D˜ is replaced by D = dimB(∂Ω0)
and M∗D˜(∂Ω0,Ω0) is replaced by M
∗D(∂Ω0) (and the eigenvalue 0 is excluded from the
definition of ζ∗Ω0 in Equation (88)).
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Indeed, there exists a one-parameter family of Minkowski measurable ex-
amples for which D˜ takes all possible values in the allowed open interval
(N − 1, N) and the error estimate (94) is sharp.53 (See [Lap1, Example 5.1
and Example 5.1’].)
The aforementioned family of examples provided in [Lap1] does not con-
sist of connected open sets (but each of the examples is such that ∂Ω0 is
Minkowski measurable). One may slightly modify these examples by ap-
propriately opening small gates in each of the ‘teeth’ of the ‘fractal combs’
constructed in [Lap1], much as in [BroCar] and [FlVa]. For the resulting
(simply connected) domains, the remainder estimates (94) (with d := D˜,
because we have M∗D˜(∂Ω0,Ω0) < ∞)54 are still sharp for any value of
D˜ ∈ (N − 1, N).
Still for the Dirichlet Laplacian, the same family of examples in [Lap1,
Example 5.1 and 5.1’] (or its modification discussed just above) does not
allow us to show that the inequality (100) is sharp. Indeed, for those ex-
amples, using a result obtained in [Lap–vFr3, Theorem 6.21], one can prove
that Dmer(ζ
∗
Ω0
) = −∞ < D˜. (See [LapRaZˇu1].)
However, using in an essential manner some of the results of [LapRaZˇu1,
Sections 4.5 and 4.6] partially described in Section 5 above (especially in
Theorem 5.18 and Corollary 5.19), one can construct an example of a
bounded open set Ω0 of R
N (with N ≥ 1 arbitrary), viewed as a relative
fractal drum (∂Ω0,Ω0), and such that the inequality (91) is sharp; that is,
such that
(101) Dmer(ζ
∗
Ω0) = dimB(∂Ω0,Ω0) =: D˜
and hence, {Re s > D˜} is the largest open right half-plane to which ζ∗Ω0
can be extended. (See [LapRaZˇu1, Section 4.3] for more details.) In fact,
much as in Theorem 5.18, the boundary ∂Ω0 is both maximally hyper-
fractal and ∞-quasiperiodic. (A simple modification enables us to show
that the same is true for the Neumann Laplacian, except for D˜ replaced
by D = dimB(∂Ω0).) Here, N − 1 < D < N and Ω0 = V0 × (0, 1)N−1,
where V0 is a geometric realization of the fractal string L provided by
Theorem 5.18; see Corollary 5.19. (Recall that L = (V0, ∂V0) is ∞-
quasiperiodic and maximally hyperfractal; hence, so is (∂Ω0,Ω0).) It fol-
lows that D˜ = dimB(∂V0, V0) + N − 1 ∈ (N − 1, N) and that each point
of the critical line {Re s = D˜} is a singularity of ζ∗Ω0 , so that ζ∗Ω0 cannot
be meromorphically extended to the left of {Re s = D˜}. Therefore, in light
of inequality (91) of Theorem 6.6, we deduce that (101) holds, i.e., that
inequality (100) is actually an equality for this example. It then also follows
53Recall from [Lap1, Corollary 3.2] that (since Ω0 is open and bounded) D˜ :=
dimB(∂Ω0,Ω0) always satisfies the following inequality: N − 1 ≤ D˜ ≤ N .
54In fact, one can arrange for ∂Ω0 to remain Minkowski measurable.
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that the abscissa of meromorphic convergence of the spectral zeta function
of Ω0 as well as the abscissae of meromorphic, holomorphic and (absolute)
convergence of the fractal (i.e., distance and tube) zeta functions of the rela-
tive fractal drum (∂Ω0,Ω0) all coincide with the (relative) upper Minkowski
dimension D˜ = dimB(∂Ω0,Ω0):
55
(102) Dmer(ζ
∗
Ω0) = dimB(∂Ω0,Ω0) = D˜ = Dmer(f) = Dhol(f) = D(f),
for all f ∈ {ζ∂Ω0( · ,Ω0), ζ˜∂Ω0( · ,Ω0)}.
We leave it to the interested reader to investigate whether the above
example can be modified (in the spirit of the previous discussion concerning
the sharpness of the remainder estimates of [Lap1] recalled in part (i) of
Theorem 6.8) so as to be connected (or even, simply connected) and, more
generally, to be replaced by a one-parameter family of connected (or even,
simply connected) bounded open subsets of RN such that inequality (91) is
sharp and D˜ ranges through all of (N − 1, N) as the parameter varies.
Even more generally, we can ask an entirely similar question, but now
with inequality (91) replaced by inequality (100), now corresponding to el-
liptic operators of order 2m (m ≥ 1 arbitrary) with variable coefficients and
for Dirichlet or Neumann (or, more generally, mixed Dirichlet–Neumann
boundary) conditions. We expect the answer to be affirmative in this more
general situation as well. In particular, we expect inequality (100) to be
sharp, in general, and therefore, to find examples for which Dmer(ζ
∗
Ω0
) = D˜
(resp., = D), where D˜ = dimB(∂Ω0,Ω0) (resp., D = dimB(∂Ω0)), in the case
of Dirichlet (resp., Neumann, or more generally, mixed Dirichlet–Neumann)
boundary conditions.
In the case of Neumann, or more generally, of mixed Dirichlet–Neumann
boundary conditions, it follows from the results of [Lap1] (and [Lap2–3])
that Theorem 6.8, and hence also Theorem 6.6 still hold (along with their
more general counterparts for positive uniformly elliptic operators of order
2m) provided that Ω0 is assumed to be a bounded open set of R
N satisfying
the extension property and D˜ = dimB(∂Ω0,Ω0) (the upper, inner Minkowski
dimension of ∂Ω0) is replaced by D = dimB(∂Ω0), the upper Minkowski (or
box) dimension of ∂Ω0 in the statement of Theorem 6.8 and Theorem 6.6.
56
(See, in particular, [Lap1, Theorem 2.3 and Corollary 2.2].) Recall that, by
definition, the extension property states that every function in the Sobolev
55An entirely analogous result holds for the Neumann Laplacian (instead of the Dirich-
let Laplacian) on the same open set Ω0, and with Ω0 instead of the relative fractal drum
(∂Ω0,Ω0); in particular, as usual, D˜ = dimB(∂Ω0,Ω0) is replaced by D = dimB(∂Ω0).
(For the definition of ζ∗Ω0 , one must also exclude the eigenvalue zero.)
56It is clear from the definitions that D˜ ≤ D, and hence, it follows from footnote 53
that N−1 ≤ D˜ ≤ D ≤ N . Furthermore, there are natural examples of planar domains for
which D˜ < D; see [Lap1, Note added in proof, p. 525] and the relevant reference therein,
[Tri].
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space H1(Ω0) := W
1,2(Ω0) can be extended to a function in H
1(RN ) :=
W 1,2(RN ), and the resulting extension operator is a bounded linear operator
fromH1(Ω0) to H
1(RN ). For example, a bounded domain Ω0 in R
N satisfies
the extension property if its boundary ∂Ω0 is of class C
1; see, e.g., [Bre,
The´ore`me IX.7]. Note that, in this latter case, dimB(∂Ω0,Ω0) = N − 1.
Alternatively, the above mentioned results of [Lap1] imply that (still for
Neumann or, more generally, mixed Dirichlet–Neumann boundary condi-
tions) instead of satisfying the extension property, Ω0 can be assumed to
satisfy the so-called (C ′)-condition [Lap1, Definition 2.2] (which is satisfied,
for example, if Ω0 is locally Lipschitz, or satisfies either a ‘segment condi-
tion’, a ‘cone condition’, or else is an open set with cusp; see [Me´t3] or [Lap1,
Examples 2.1 and 2.2]), in which case we are necessarily in case (ii) of the
counterpart of Theorem 6.8, with D (:= dimB(∂Ω0,Ω0)) = N − 1.
Recall that (as is proved by Jones in [Jon] and discussed in [Lap1, Ex-
ample 4.2], see also [Maz]) in two dimensions (i.e., when N = 2), a simply
connected domain Ω0 satisfies the extension property (or is an extension
domain) if and only if it is a quasidisk (i.e., a Jordan curve which is the
quasiconformal image of the unit disk in R2). The boundary ∂Ω0 of a qua-
sidisk is called a quasicircle, and the property of being a quasicircle can be
characterized geometrically by a chord-arc condition. Furthermore, a quasi-
circle can have any dimension between 1 and 2. See [Maz] and [Pom], along
with the relevant references therein, for a detailed discussion of quasidisks,
quasicircles and extension domains. The class of quasicircles includes the
classic Koch snowflake curve and its natural generalizations, as well as the
Julia sets associated with the quadratic maps z 7→ z2 + c (z ∈ C), provided
the parameter c ∈ C is sufficiently small. (Such Julia sets are necessarily
connected because the corresponding complex parameter c belongs to the
main cardioid of the Mandelbrot set.) Therefore, the Koch snowflake domain
(and its generalizations) and the bounded domains having for boundary the
aforementioned Julia sets, are natural examples of quasidisks and hence, of
extension domains.
In higher dimensions, extension domains (i.e., domains of RN satisfying
the (Sobolev) extension property) are more difficult to characterize. How-
ever, it has been shown by Hajlasz, Koskela and Tuominen in [HajKosTu1–
2] that a bounded domain Ω0 ⊂ RN is an extension domain if and only if
it satisfies a certain functional analytic condition and the measure density
condition;57 see [HajKosTu1, Theorem 5].
57The set Ω0 ⊆ R
N is said to satisfy the measure density condition (or to be a lower
Ahlfors regular N-set) if there exists a positive constant M such that
|Ω0 ∩Br(x)| ≤Mr
N ,
for all x ∈ Ω0 and all 0 < r ≤ 1, where Br(x) denotes the open ball of center x and radius
r in RN ; see [HajKosTu1].
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Finally, we note that for Neumann boundary conditions, the above results
concerning spectral asymptotics and spectral zeta functions also extend to
higher-order uniformly elliptic self-adjoint operators (with variable coeffi-
cients); see [Lap1].
7. Classification of bounded fractal sets in Euclidean spaces
The classification of bounded subsets A of Euclidean spaces, introduced
in [LapRaZˇu1], is based on the asymptotic properties of the associated tube
functions t 7→ |At| as t → 0+. It is a result of the development of the
theory of bounded fractal strings and the associated complex dimensions
from the early 1990s, as well as of the recent advances in the theory of
fractal zeta functions and complex dimensions of bounded sets in Euclidean
spaces described in [LapRaZˇu1].
In the sequel, A is any (nonempty) bounded subset of RN , where N is an
arbitrary positive integer. We begin with the roughest classification.
(a) A is Minkowski nondegenerate (or simply nondegenerate), if there
exists D ≥ 0 such that 0 <MD∗ (A) ≤M∗D(A) <∞. In particular, we then
have D = dimB A.
(b) A is a Minkowski degenerate set (or simply degenerate) if
• either D = dimB A exists and at least one of the corresponding D-
dimensional Minkowski contents is degenerate (in other words, MD∗ (A) = 0
or M∗D(A) = +∞)
• or else dimBA < dimBA.
We now introduce a finer classification of bounded sets in RN , based on
the asymptotic behavior of their tube functions. First, we consider the case
of Minkowski nondegenerate sets A. This is equivalent to saying that the
tube function t 7→ |At| has the following form:
(103) |At| = tN−D(F (t) + o(1)) as t→ 0+,
where (for some fixed, but sufficiently small, δ > 0) the range of the function
F : (0, δ) → R is bounded away from zero and infinity; that is, 0 < inf F ≤
supF <∞. Clearly, it then follows that
lim inf
t→0+
F (t) =MD∗ (A), lim sup
t→0+
F (t) =M∗D(A).
The idea underlying this classification is to introduce function-theoretic no-
tions for bounded (or, equivalently, compact) sets.58 More precisely, various
properties of A will be expressed in terms of the properties of an associated
function F in the corresponding tube formula (103).
58Note that by replacing A by its closure A, the (lower, upper) Minkowski dimension
and content remain unchanged, along with |At|. Hence, without loss of generality, we may
assume that A is compact instead of merely being bounded.
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We shall need an auxiliary function ρ = ρ(t), defined for t > 0 small
enough, such that
(104)
ρ = ρ(t) is decreasing, positive, continuous, and limt→0+ ρ(t) = +∞.
Let A be a Minkowski nondegenerate bounded (or, equivalently, compact)
subset of RN . We say that
• A is a constant set, or a Minkowski measurable set, if there exists a finite
and positive constantM such that (103) is satisfied with F (t) ≡M. It then
follows that A is Minkowski measurable with Minkowski content M.
• A is a nonconstant set if there is no positive constant function F satis-
fying (103).
We now classify Minkowski nondegenerate sets that are not constant, i.e.,
sets that are not Minkowski measurable. Let A be a nonconstant (Minkowski
nonmeasurable) set in RN .
• A is a periodic set if (103) holds with F of the form F (t) = G(ρ(t)) for
all positive t small enough, where G is a periodic function and ρ satisfies
conditions (104). In the applications, we often have ρ(t) = log 1/t, like in the
case of the Cantor set or of the Sierpin´ski carpet. The value of the minimal
period of G is called the oscillatory period of the set A, and is denoted by
p. It is closely related to the definition of the oscillatory period of lattice
self-similar sets studied in [Lap–vFr3].
• A is a nonperiodic set if any function F (t) appearing in (103) cannot
be written in the form F (t) = G(ρ(t)) for all positive t small enough, where
G is periodic and ρ satisfies conditions (104).
Nonperiodic sets can be further classified as follows. Let A be a nonperiodic
set of RN .
• A is a transcendentally (resp., algebraically) n-quasiperiodic set, where
n ≥ 2 or n =∞, if F (t) = G(ρ(t)), where the function G = G(τ) is transcen-
dentally (resp., algebraically) n-quasiperiodic (in the sense of Definition 4.4
for n ≥ 2 and in the sense of Definition 5.12 for n = ∞) and the auxiliary
function ρ satisfies conditions (104). Several examples of such sets have been
studied in Section 4 above as well as in [LapRaZˇu1] and [LapRaZˇu2–5].
• A is a nonquasiperiodic set if it is not quasiperiodic, that is, if any func-
tion F (t) appearing in (103) cannot be written in the form F (t) = G(ρ(t)),
with G = G(τ) being quasiperiodic (see Definition 4.3) and ρ satisfying
conditions (104).
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8. Perspectives and selected open problems
In the present section, we propose to investigate several open problems
and directions for further research, either in connection with functional anal-
ysis, dynamical systems and differential (or partial differential) equations (as
in the first part of Section 8, see Problems 8.1–8.5) or in connection with
fractal geometry, complex and conformal dynamics, harmonic analysis and
spectral geometry (as in the second part of Section 8, see Problems 8.6–8.8).
The interested reader will find a much greater variety of open problems and
many other proposed directions of further research throughout [LapRaZˇu1]
and, especially, in the concluding comments chapter of [LapRaZˇu1], as well
as in [LapRaZˇu2–7]. We note, however that the open problems suggested in
the first part of the present section (namely, Problems 8.1–8.5) are original
to the present survey article.
It is natural to study the qualitative properties of solutions of various
classes of differential equations, as well as of the trajectories of dynamical
systems (both continuous and discrete) and of their corresponding limit sets,
from the point of view of the classification of the bounded subsets of Eu-
clidean spaces proposed in the preceding section (Section 7). In particular,
it is natural to investigate, in this spirit, the new qualitative properties of
the graphs of the solutions of various classes of differential equations. More
precisely, we propose the following open problems along these lines.
Problem 8.1. Is there a polynomial vector field possessing a transcendentally
n-quasiperiodic limit set for a given n ≥ 2 or for n =∞? A similar question
can be asked for discrete dynamical systems as well.
Problem 8.2. Can the limit set of a polynomial vector field in an Euclidean
space be (maximally) hyperfractal? A similar question can be asked for
discrete dynamical systems.
Problem 8.3. Prove or disprove that there is a real-valued Sobolev function,
the graph of which possesses any of the following properties:
(a) Minkowski degenerate,
(b) quasiperiodic (possibly transcendentally n-quasiperiodic with n ≥ 2
or n =∞),
(c) (maximally) hyperfractal.
Problem 8.4. Analogous questions can be asked for the singular sets of
Sobolev functions instead of their graphs. A point a ∈ RN is said to be
a singular point of a Lebesgue measurable function f : RN → C if there ex-
ist two positive constants C and γ such that |f(x)| ≥ C|x−a|−γ (Lebesgue)
almost everywhere in a neighborhood of a. The singular set of f is then
defined as the set of all of its singular points.
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Problem 8.5. Are there boundary value problems (say, linear elliptic bound-
ary value problems of the second order), which generate weak solutions
possessing any of the properties indicated in Problem 8.3 or Problem 8.4?
Many additional problems, of varying difficulty and dealing with the the-
ory of complex dimensions of fractal sets, can be found in the concluding
comments chapter of [LapRaZˇu1]. We only mention three of these open
problems here, in condensed form:
Problem 8.6. Use the fractal zeta functions (that is, the distance and tube
zeta functions) introduced in [LapRaZˇu1–5] (and discussed in the present
survey article) to determine the complex dimensions of various classes of
fractals, including deterministic and random self-similar fractals, the Devil’s
staircase (i.e., the graph of the Cantor–Lebesgue curve), the Weierstrass
nowhere differentiable curve, the Peano curve, quasidisks, random fractals,
as well as the limit sets of Fuchsian and Kleinian groups (naturally occurring
in geometric group theory and conformal dynamics), and the classic fractals
encountered in complex dynamics, especially Julia sets and the Mandelbrot
set.
Problem 8.7. (i) Determine the spectral complex dimensions (i.e., the poles
of the spectral zeta functions) of various classes of fractal drums, includ-
ing deterministic and random self-similar fractal drums (see, e.g., [Lap1–
3, Ger, GerSc] and the relevant references therein), including the Koch
snowflake drum and its natural generalizations (see, for example, [Lap1,
Lap3, LapNeReGr, LapPa, vBGilk]), the Devil’s staircase drum (defined
as the region limited by the staircase and lying above the x-axis), qua-
sidisks [Maz, Pom], connected Julia sets and the Mandelbrot set [Man].
(ii) Address the exact same problem as in part (i), except for the geo-
metric (instead of the spectral) complex dimensions, defined as the (visible)
poles of the tube (or distance if the (upper) Minkowski dimension of the
given set is strictly less than the dimension of the ambient space) zeta func-
tion of relative fractal drums associated with the above fractals.59
Problem 8.8. Obtain fractal tube formulas (in the sense of [Lap–vFr1–3,
LapPe1–3, LapPeWi1–2]), expressed in terms of the corresponding (geomet-
ric) complex dimensions (defined as the poles of the associated fractal zeta
functions, as in Problem 8.6), for the various classes of fractals considered
in Problem 8.6.60
59In the case of self-similar sets or drums, it may be helpful for the reader to refer to
Remark 3.2 above.
60See, especially, Chapters 5 and 8 as well as Section 13.1 of [Lap–vFr3] for the case
of fractal strings as well as of certain fractal sprays. For more general fractal sprays,
including self-similar tilings, see [LapPe2–3] and [LapPeWi1–2] (as described in [Lap–vFr3,
Section 13.1]).
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Remark 8.9. We refer to Remark 3.9 above for a positive resolution of Prob-
lem 8.8, recently obtained by the authors in [LapRaZˇu6–7]. Indeed, as was
briefly explained in Remark 3.9, in [LapRaZˇu7] (announced in [LapRaZˇu6])
are obtained, under suitable assumptions, “fractal tube formulas” (roughly,
expressed in terms of sums over the residues of the tube or the distance
zeta functions at each of the visible complex dimensions). These pointwise
and distributional tube formulas (with or without error terms) are valid for
arbitrary bounded subsets of RN (N ≥ 1) satisfying essentially the same
languidity conditions as for the corresponding tube formulas obtained for
fractal strings in [Lap–vFr1–3]. (See, in particular, [Lap–vFr3, Section 8.1].)
In order to fully solve Problem 8.8, however, one still has to resolve part
(ii) of Problem 8.7 just above for specific classes of fractals in order to deduce
from the general results of [LapRaZˇu6–7] concrete expressions for the fractal
tube formulas associated with those classes of fractals. For example, for
(deterministic) self-similar sets (and associated relative fractal drums), one
would expect to obtain fractal tube formulas analogous to those obtained
for self-similar strings in [Lap–vFr3, Section 8.4] and later, for a certain
class of higher-dimensional self-similar tilings, in [LaPe2–3] and, especially,
[LapPeWi1–2], as described in [Lap–vFr3, Section 13.1].61
We should note, nevertheless, that the results of [LapRaZˇu6–7] can be
applied to yield concrete fractal tube formulas for a variety of self-similar
examples, including the Cantor set (and string), the Sierpin´ski gasket and
its higher-dimensional analogs, the Sierpin´ski carpet, as well as a three-
dimensional analog of the Sierpin´ski carpet. Examples of fractals which are
not self-similar but for which the concrete (distributional) tube formulas
can be derived include “fractal nests” and (possibly unbounded) “geomet-
ric chirps”. (See [LapRaZˇu1] for these notions and [LapRaZˇu6–7], for the
corresponding tube formulas.)
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