We consider the initial-value problem of abstract wave equations with weak dissipation.
Introduction
Let H be a separable Hilbert space with norm · . Let further A be a closed and self-adjoint non-negative operator with domain D(A) ⊆ H. Note, that the domain of A becomes itself a Hilbert space if we endow it with the graph norm u 2 A = u 2 + Au 2 ∼ A u 2 . To simplify notation we set for the following Λ = √ A. We consider for a positive valued C 1 -function b = b(t) on [0, ∞) the abstract dissipative wave equation u ′′ + 2b(t)u ′ + Au = 0 u(0) = u 1 ∈ D(Λ), u ′ (0) = u 2 ∈ H (1.1) and compare its solutions to the corresponding free problem
in the abstract energy space associated to Λ under decay assumptions on the coefficient function b.
The first result is as follows. If we assume that b ∈ L 1 [0, ∞), then the solutions of (1.1) are asymptotically free in the energy norm. This means, if we set E to be the closure of (D(Λ) ⊖ Ker Λ) × H with respect to the norm (u 1 , u 2 ) E = (Λu 1 , u 2 ) H×H , (
the following theorem is valid:
Then there exists an invertible operator W + ∈ L(E) of the abstract energy space, such that for (u 1 , u 2 ) ∈ E and (v 1 , v 2 ) = W + (u 1 , u 2 ) the corresponding solutions to (1.1) and (1.2) satisfy
as t → ∞.
Remark 1. Note that the solutions to the free problem have the conservation of energy property, i.e. it holds for all t ∈ R that (v, v ′ ) E = (v 1 , v 2 ) E . Thus the statement of Theorem 1.1 implies the non-decay to zero of the energy of solutions to the perturbed problem (1.1) together with the existence of asymptotically equivalent solutions to both problems.
Remark 2. Note, that the operator W + in this theorem is the inverse of the Møller wave operator. In this point our notation differs from [3] . This inverse operator is more appropriate to describe asymptotic properties of solutions to problems with perturbed coefficients.
The aim of this article is to generalise this result to the case of so-called non-effective weak dissipation terms b = b(t) with (A1) b(t) ≥ 0 for all t ∈ [0, ∞), (A2) |b(t)| ≤ C 1 t −1 and |b ′ (t)| ≤ C 2 t −2 , including non-integrable coefficients b ∈ L 1 [0, ∞). In this case the abstract energy (u, u ′ ) E of the solution decays to zero. We will show that if 0 is not an eigenvalue of A then the solutions can be written asymptotically as product of a free solution and a time-dependent function describing the energy decay rate. To be more precise, let us formulate a theorem (which is contained in Theorem 3.1). Theorem 1.2. Assume (A1), (A2) together with lim sup t→∞ tb(t) < 1 2 and Ker A = {0}. Then to u 1 ∈ D(Λ) and u 2 ∈ H there exist corresponding data (v 1 , v 2 ) = W + (u 1 , u 2 ) ∈ E such that the corresponding solutions to (1.1) and (1.2) satisfy
as t → ∞, where the auxiliary function λ(t) is given by λ(t) = exp(
In order to obtain a relation between the solutions u and v we have to pay. This can be seen from the differences of the statements. The operator W + maps D(Λ) × H continuously to E, it is in general not bounded from E to E. Furthermore, we cannot give a uniform rate of asymptotic equivalence. The auxiliary function λ(t) describes the decay of energy. If Ker A = {0}, we get the two-sided estimate
Since the convergence rate in Theorem 1.2 is not uniform in the data, the constants in this estimate depend in a (non-linear) way on the data (u 1 , u 2 ) and do not yield a two-sided norm estimate for a corresponding solution operator.
Example 1. One typical class of coefficient functions b = b(t) for our approach is
with iterated logarithms log [1] = log, log
and corresponding iterated
The decay rate for the abstract energy becomes arbitrary small in the scale of iterated logarithms.
Recently, T.Yamazaki, [11] , [12] , considered the related problem in the case of effective weak dissipation, i.e. if tb(t) → ∞ as t → ∞ together with b(t) → 0 and suitable conditions on the first derivative. In this case, a relation to the free problem (1.2) does not occur. Instead , there arises a close relation to the abstract parabolic equation b(t)w ′ + Aw = 0. While the purpose of [11] , [12] was to demonstrate the close relation of abstract wave equations with effective dissipation and the corresponding abstract parabolic problem, our purpose is to show what happens if the influence of the dissipation becomes less strong and how the abstract parabolic type asymptotics changes to an abstract wave type asymptotics. The used methods are based on [2] . This paper is organised as follows. First we will sketch one proof of Theorem 1.1 and give some remarks on possible generalisations. Then in Section 2 we will summarise the construction of representations of solutions to (1.1) by means of a spectral resolution of the operator A and discuss its consequences for the decay rates of the energy. In Section 3 we state the main result of this paper and in Section 4 we discuss some possible applications of the abstract results in concrete settings.
The main part of this paper follows the author's treatment from [9] combined with ideas from [2] . In that paper precise L p -L q decay estimates are proven for solutions to the Cauchy problem of a wave equation with non-effective time-dependent dissipation. The approach was based on a diagonalisation scheme applied to the full symbol of the operator. Here we formulate the Cauchy problem in an abstract setting and base our representation of solutions on a spectral theorem for the operator A. Besides this, there are two essential differences to the treatment in [9] . On the one hand the derivation of dispersive estimates is based on stronger assumptions on the coefficient function (we need estimates for n + 2 derivatives of the coefficient function for dispersive estimates) and requires more steps of diagonalisation, while in the Hilbert space setting estimates for b and its first derivative are sufficient. Second difference to [9] is that we obtain the modified scattering result not only for lim sup t→∞ tb(t) < 1/2. We use a new idea to impose conditions on the data in order to obtain a similar result for lim inf t→∞ tb(t) > 1/2.
1.1 Outline of the proof of the classical scattering result 
, can be applied. Transformation back yields Theorem 1.1.
For completeness and because the idea of the proof is basic for our treatment in sections 2 and 3 we give an independent proof of Theorem 1.1.
Proof of Theorem 1.1. We use the canonic identification J : E ≃ −→ (H ⊖ Ker Λ) × H of the energy space with cl R(Λ) × H and write the Cauchy problems in system form. This yields d dt
(1.8)
We denote by E(t, s) and E 0 (t − s) the corresponding semi-groups of operators,
The free semi-group E 0 (t) is unitary (because its generator is skew); while under assumption (A1) the semi-group E(t, s) is contractive. 1 If we consider the operator 11) we obtain the abstract differential equation
with initial data Q(s, s) = I ∈ L(H × H). Using that the operator norm satisfies
we see that Q(t, s) can be represented by the abstract Peano-Baker formula
in terms of Bochner integrals. The L 1 -bound on the norm of R implies a uniform bound on Q(t, s) and that lim
exists in L(H × H) and satisfies
as t → ∞ implies invertibility of Q(∞, t) for sufficiently large t, while the propagation property Q(∞, s) = E 0 (s − t)Q(∞, t)E(t, s) extends this result to arbitrary s. Now the statement of Theorem 1.1 follows with JW + J * = lim t→∞ E 0 (−t)E(t, 0) = Q(∞, 0) together with the fact that E 0 (t) is unitary.
Remark 4. Because it was not necessary to use (A1), we can reverse the time direction in this statement and obtain the existence of a corresponding wave operator
when b ∈ L 1 (R) and construct the scattering operator
− . This operator maps incoming free waves (from t = −∞) to outgoing free waves (to t = ∞), both parameterised by corresponding Cauchy data at time t = 0, which are connected by one solution of the dissipative equation.
Remark 5. Theorem 1.1 remains true if we replace (1.1) by
where
Representation of solutions
we will not apply (1.13) directly to represent the solutions of system (1.8) (although it is still valid). Our approach is based on a transformation of the system (1.8) into a diagonal-dominated form.
To make the calculations more transparent we use the spectral resolution of the operator A (or Λ, resp.) and reduce the analytic properties of the operator to algebraic properties of a corresponding function. Following [5, Theorem VIII.4, p.260] there exists a unitary operator Ξ : H → L 2 (X, dν), (X, dν) a suitable measure space, such that the operator
where A(ξ) is a non-negative and ν-measurable function. Furthermore,
For the following the square root of A is of particular importance. We denote Λ(ξ) = A(ξ). Then equation (1.1) is equivalent to
and system (1.8) reads as
Estimates in the energy space E correspond via Ξ • J to estimates for this system in
We will solve this system following [8] and [9] . For a (later to be determined) number N > 0 we decompose the extended phase space [0, ∞) × X in two sets, the dissipative zone
and the hyperbolic zone
In the first one we reformulate (2.4) as system of Volterra integral equations and solve mainly by brute force, while in the second one we apply two steps of a diagonalisation procedure to extract the main terms of the representation of solutions and to get sharp estimates for the remainder terms.
Consideration in the dissipative zone
We will prove estimates for the fundamental solution E(t, s, ξ) to (2.4), i.e. the matrix valued solution to that system with initial condition E(s, s, ξ) = I ∈ C 2×2 . Let for this
denote an auxiliary function related to the dissipation term b(t). We distinguish different cases related to the asymptotic behaviour of λ(t).
Case (C1): µ := lim sup t→∞ tb(t) < 1/2. We denote by v(t, ξ) and w(t, ξ) the entries of one of the rows of E(t, 0, ξ). Then these functions satisfy
where η = (η 1 , η 2 ) = (1, 0) or η = (0, 1) for the first and second column, respectively.
Lemma 2.1. Assume (A1) and (A2). Then in the case (C1) the fundamental solution
for any γ such that Λ γ (ξ)λ 2 (t) 1.
Example 2. If we consider the case b(t) = µ/(1 + t) with µ ∈ [0, 1 2 ) we obtain λ(t) ∼ t µ and thus we can choose γ = 2µ in the previous statement.
Example 3. In general we can calculate the constant γ as follows: Let µ = lim sup t→∞ tb(t) and assume µ < 1 2 . Then the conditions of the above lemma are satisfied and λ 2 (t) t 2µ+ǫ for any ǫ > 0. Hence we choose γ > 2µ. Especially, if tb(t) → 0 as t → ∞ we have the above statement for any γ > 0. Furthermore, if b ∈ L 1 [0, ∞) the choice γ = 0 is possible. 3 Proof. (of Lemma 2.1) We start by estimating the first column, i.e. η = (1, 0). Plugging the second integral equation into the first one yields shows.
such that λ 2 (t)Λ γ (ξ)v(t, ξ) satisfies an Volterra integral equation with kernel k(t, θ, ξ) = −Λ 2 (ξ)λ 2 (t) t θ dτ /λ 2 (τ ) and source term h(t, ξ) = Λ γ (ξ)λ 2 (t) 1. We represent its solution by a Neumann series
From (C1) we know that t/λ 2 (t) is monotone increasing for large t. Hence we conclude the kernel estimate
which implies by standard arguments that |λ
Then, the second integral equation implies
by the definition of the zone.
For the second column we use the same idea, plugging the second integral equation into the first one yields the new source term
Case (C2): µ := lim inf t→∞ tb(t) > 1/2.
In this case we obtain the decay rate 1/t (which seems to be natural from the point of view of effective dissipation, cf. [10] and [11] ).
Lemma 2.2. Assume (A1) and (A2). Then in the case (C2) the fundamental solution
Proof. We proceed in a similar way like for Lemma 2.1. Plugging the second integral equation into the first one gives
Under condition (C2) we know that 1/λ 2 (t) ∈ L 1 (R + ) and λ 2 (t)/t is monotone increasing for large t. This implies again a kernel estimate for this Volterra integral equation
and we obtain for the first column that |Λ(ξ)(1 + t)v(t, ξ)| 1 is uniformly bounded on Z diss (N ) while for the second one |(1 + t)v(t, ξ)| 1 on Z diss (N ). The second integral equation yields corresponding bounds for w(t, ξ) from
Remark 6. There remains a gap between the cases (C1) and (C2). In [7] the special case 2b(t) = µ/(1 + t) for A = −∆ on L 2 (R n ) was studied. The above exceptional value µ = 1 is related to the occurrence of logarithmic terms in the representation of solutions.
Consideration in the hyperbolic zone
In Z hyp (N ) we apply two steps of diagonalisation to system (2.4). In a first step we use
In a second step we want to transform the second matrix without changing the structure of the first one. For this we set
18)
Then we have by construction
such that with N 1 (t, ξ) = I − N (1) (t, ξ) the operator identity
holds. If the zone constant N is chosen sufficiently large, we have that det N 1 (t, ξ) = 1 − b 2 (t)/(4Λ 2 (ξ)) ≥ c > 0 is uniformly bounded away from zero on Z hyp (N ). Then N −1 1 (t, ξ) exists and N 1 (t, ξ) and N −1 1 (t, ξ) are both uniformly bounded on Z hyp (N ). Setting R 1 (t, ξ) = −N −1 1 (t, ξ)B (1) (t, ξ) we obtain the operator identity
with remainder term R 1 (t, ξ) subject to the point-wise estimate
following directly from Assumption (A2). Note, that we did not use Assumption (A1) for the treatment of the hyperbolic zone.
We are now in a position to derive the main result of this section.
Lemma 2.3. Assume (A2). Then the fundamental solution E(t, s, ξ) of (2.4) can be represented as
• the function λ(t) = exp t 0 b(τ )dτ describes the main influence of the dissipation b = b(t),
• the matrices N 1 (t, ξ) and N −1 1 (t, ξ) are uniformly bounded on Z hyp (N ) tending on {Λ(ξ) ≥ ǫ} ⊆ X uniformly to the identity matrix I,
• the matrix E 0 (t, s, ξ) is given by E 0 (t, s, ξ) = e −iΛ(ξ)(t−s) e iΛ(ξ)(t−s) , (2.24)
• and the matrix Q 1 (t, s, ξ) is uniformly bounded and invertible on Z hyp (N ) tending on {Λ(ξ) ≥ ǫ} ⊆ X uniformly to the invertible matrix Q 1 (∞, s, ξ).
Remark 7. The free propagator can be represented as E 0 (t−s, ξ) = M −1 E 0 (t, s, ξ)M . Thus, Lemma 2.3 gives a relation between the free propagator E 0 (t − s, ξ) and E(t, s, ξ).
Remark 8. If the operator A is boundedly invertible, the function Λ(ξ) is bounded from below and hence the matrices N 1 (t, ξ) and Q 1 (t, ξ) converge uniformly on X as t → ∞. Furthermore, the dissipative zone can be skipped in this case (because it is contained in a finite time strip). Thus Lemma 2.3 describes all essential properties of the fundamental solution in this case.
Proof. (of Lemma 2.
3) The construction of the representation of solutions will be done in two steps. First, note thatẼ
is the fundamental solution to the diagonal main part,
Thus making the ansatzẼ 0 (t, s, ξ)Q 1 (t, s, ξ) for the fundamental solution to the transformed
, we obtain a system for Q 1 (t, s, ξ),
with coefficient matrix R(t, s, ξ) = E 0 (s, t, ξ)R 1 (t, ξ) E 0 (t, s, ξ). Using that E 0 (t, s, ξ) is unitary, we see that R(t, s, ξ) satisfies the same estimates as R 1 (t, ξ). This allows us to estimate in a second step the solution Q 1 (t, s, ξ) directly from the representation as Peano-Baker series
uniformly in t ≥ s and (s, ξ) ∈ Z hyp (N ). Note that the inverse matrix satisfies a similar differential equation and therefore an analogue to series (2.28).
It remains to show that Q 1 (t, s, ξ) converges uniformly on { Λ(ξ) ≥ ǫ } ⊆ X as t → ∞. This follows by the Cauchy criterion applied to the series (2.28) or by the estimate
The theorem is proven.
Combination of results
We combine the previously constructed representations of E(t, s, ξ) to get a representation for E(t, 0, ξ) and the corresponding operator E(t, 0). We will obtain J * E(t, 0)J ∈ L(E) and
by the right choice of a smaller spaceẼ ⊂ E. Again J denotes the canonic identification
If Λ(ξ) > N for all ξ ∈ X, we have to consider only the hyperbolic zone and E(t, 0, ξ) is given by Lemma 2.3, hence (2.31) holds true withẼ = E. We focus on the remaining case and consider ξ with Λ(ξ) ≤ N here. There it holds
and we obtain corresponding estimates by Lemmata 2.1 to 2.3. We distinguish some cases.
Case (C1): Using Lemma 2.1 and 2.3 we conclude
for Λ(ξ) ≤ N , t ≥ t ξ and γ with Λ γ (ξ)λ 2 (t ξ ) 1. For t ≤ t ξ the same estimate follows from Lemma 2.1.
To simplify notation we introduce [Λ(ξ)] = min(Λ(ξ), N ). If we choose γ = 1, we need for the data an estimate of the form [Λ(
Thus we obtain that the operator J * E(t, 0)J restricted to D(Λ) × H → E satisfies the bound (2.31).
Case (C2): Lemma 2.2 implies only the weaker decay rate 1/(1 + t). This can be compensated by assumptions on the data, which are valid near {Λ(ξ) = 0} ⊆ X. Using
for γ > µ − 1, µ = lim sup t→∞ tb(t), we conclude that
for all Λ(ξ) ≤ N and t ≥ t ξ . For t ≤ t ξ Lemma 2.2 implies the same bound using Λ γ (ξ)λ(t)/(1 + t) λ(t)/(1 + t) γ+1 1. Thus if we define for γ ≥ 0 the modified energy space E (γ) to be the closure of (D(Λ) ∩ R(Λ γ ) ⊖ Ker Λ) × (R(Λ γ ) ⊖ Ker Λ) with respect to the norm
the operator J * E(t, 0)J restricted to E (γ) → E satisfies the bound (2.31).
So in the case (C1) we may use E (0) for the data, while in (C2) we use E (γ) with γ = max(µ + − 1, 0), where µ + denotes any number larger than µ.
is valid under assumptions (A1), (A2) in the cases (C1) and (C2).
Remark 10. We used conditions on the data related to {Λ(ξ) = 0}. In principle there arise two different cases. On the one hand, if ν{Λ(ξ) = 0} > 0 it follows that 0 ∈ σ P (A) and 0 is an eigenvalue of A. In this case we cut out the null-space of A and R(A) is dense in the ortho-complement of Ker A.
, which is dense in the ortho-complement of {0} × Ker Λ in E.
If ν{Λ(ξ) = 0} = 0 is a null-set, R(A) is dense in H and the result of Theorem 2.4 holds on a dense subset of E (0) = D(Λ) × H.
Scattering type theorems
The main purpose of this note is to explain in which sense Theorem 2.4 is sharp. This sharpness is formulated as a generalisation of Theorem 1.1 with an additional energy decay function.
Theorem 3.1. Under the assumptions of Theorem 2.4 there exists a bounded operator
as t → ∞. Furthermore, the operator W + satisfies Ker W + = {0}.
Proof. The proof is based on an explicit representation of the (modified) inverse wave operator W + . From Lemma 2.3 we know that the limit Q 1 (∞, t ξ , ξ) = lim t→∞ Q 1 (t, t ξ , ξ) exists uniformly in {Λ(ξ) ≥ ǫ} for any ǫ > 0. Hence, if we consider E 0 (−t, ξ)E(t, 0, ξ) on {Λ(ξ) ≥ ǫ} we obtain
1 (t, ξ) → I uniformly on {Λ(ξ) ≥ ǫ}. Denoting this limit byW + (ξ) we see
Now the estimates (2.33) and (2.35) on E(t ξ , 0, ξ) imply thatW + (ξ) defines on {Λ(ξ) > 0} = X \ {Λ(ξ) = 0} a multiplication operator with estimate
for γ = max(µ + − 1, 0). This implies that the corresponding operator W + = J * W + J resticted to E (γ) → E is bounded. Furthermore, we obtain from the fact that the free propagator E 0 (t) is unitary for all t
for all (u 1 , u 2 ) with supp ξ (u 1 , u 2 ) ⊆ {Λ(ξ) > 0}. But this is a dense subset of E (γ) and by Banach-Steinhaus theorem this gives convergence for all (u 1 , u 2 ). On {Λ(ξ) > 0} the inverse wave operator W + is represented as product of invertible matrices. Since {Λ(ξ) = 0} is excluded by the definition of E (γ) , the null-space Ker W + of W + : E (γ) → E is trivial and the theorem is proven.
If we combine the previous theorem with the conservation of abstract energy for the free problem (1.2), (v, v ′ ) E = (v 1 , v 2 ) E , we immediately obtain Corollary 3.2. For all data (u 1 , u 2 ) ∈ E (γ) with γ = max{µ + − 1, 0} the abstract energy of the solution to (1.1) satisfies the two-sided estimate
for all t ≥ 0.
Note, that the definition of E (γ) (formula (2.36)) implies E (γ) ⊥ Ker A, such that corresponding eigenfunctions of A are excluded in the previous corollary. If the data belong to Ker A, the energy decays like 1/λ 2 (t).
If the operator A has a bounded inverse, i.e. Λ(ξ) ≥ c 0 > 0 uniformly on X, the dissipative zone Z diss (N ) can be shrunken to Z diss (N )∩{Λ(ξ) ≥ c 0 }, such that 1+t ≤ N c −1 0 holds uniformly. In this case, the estimate of E(t, s, ξ) in the dissipative zone can be replaced by the trivial estimate E(t, s, ξ)
1 following directly from system (2.4) using the boundedness of |b(t)| and Λ(ξ). Thus, in this case we can revert the time variable and consider the limits as t → −∞ under (A2) as well. Furthermore, E = E (γ) = D(Λ) × H for all choices of γ and Theorem 3.1 follows directly from Lemma 2.3 without relying on Banach-Steinhaus theorem. 
holds true. The constant C depends on the coefficient b(t) and c 0 .
Proof. The statement follows directly from Lemma 2.3 (for positive times and if we replace b(t) by −b(t) also for negative times) if we recall the following additional estimates (written for t ≥ 0)
The first one follows from the properties of N (1) (t, ξ), the last one restates (2.30). The operator W + is defined via the limitW + (ξ) as in the proof of Theorem 3.1, but the lower bound on A allows to skip the dissipative zone and to use t ξ = 0 instead. Then the above estimates imply for the difference
and the desired statement follows.
Remark 11. In contrast to Theorem 3.1 we can use Theorem 3.3 to obtain two-sided norm estimates for J * E(t, 0)J. It follows that |||J * E(t, 0)J||| E→E ∼ 1 λ(t) (3.8) for all t.
Applications
We will sketch several applications to the previously given abstract results. The list is not complete, but it is intended to give an overview over the different cases and types of results.
Example 4. As first example we consider A = −∆ on L 2 (R n ). Then the abstract equation (1.1) reads as wave equation with time-dependent dissipation. This case was treated in [8] and [9] by similar techniques. The abstract spaces reduce to Sobolev scale, we have D(Λ) = H 1 (R n ) and E =Ḣ 1 (R n ) × L 2 (R n ).
In this special case Ker ∆ = {0}. Thus, as special result, we obtain that for arbitrary data u 1 ∈ H 1 (R n ) and u 2 ∈ L 2 (R n ) the hyperbolic energy of the corresponding solution u = u(t, x) satisfies ∇u(t, ·) as two-sided energy estimate. The same result is true for A = −∆ the Dirichlet-or Neumann-Laplacian on L 2 (Ω) for an exterior domain Ω ⊆ R n with smooth boundary.
Example 5. As second example we consider the Klein-Gordon type equation, where A = −∆ + 1 on L 2 (R n ). Then σ(A) = [1, ∞) and A is boundedly invertible. Furthermore, D(Λ) = H 1 (R) and E = H 1 (R n ) × L 2 (R n ) and E (γ) = E for all γ ≥ 0.
In this case it is a simple consequence of the representation of Q 1 (t, s, ξ) that W + ∈ L(E) is invertible in L(E). Especially (4.1) is valid.
The same result holds true in the case of A = −∆ the Dirichlet-Laplacian on L 2 (Ω), Ω an interior domain with smooth boundary.
Example 6. Contrary to this for A = −∆ the Neumann-Laplacian on L 2 (Ω), Ω bounded domain with smooth boundary, A has the non-trivial null-space Ker A = C consisting of constant functions. In this case the two sided estimate (4.1) does not hold. Solving the corresponding ordinary differential equation we see that solutions to constant data behave like 1/λ 2 (t) or b(t)/λ 2 (t). where T (x) = (a ij (x)) in the sense of positive matrices.
Example 8. The approach is not restricted to second order operators. We can also consider for example the damped plate equation with A = ∆ 2 . In this case the abstract energy space is E =Ḣ 2 (R n ) × L 2 (R n ).
