Automated phenotyping is essential for the creation of large, highly standardized datasets from anatomical imaging data. Such datasets can support large-scale studies of complex traits or clinical studies related to precision medicine or clinical trials. We have developed a method that generates three-dimensional landmark data that meet the requirements of standard geometric morphometric analyses. The method is robust and can be implemented without high-performance computing resources. We validated the method using both direct comparison to manual landmarking on the same individuals and also analyses of the variation patterns and outlier patterns in a large dataset of automated and manual landmark data. Direct comparison of manual and automated landmarks reveals that automated landmark data are less variable, but more highly integrated and reproducible. Automated data produce covariation structure that closely resembles that of manual landmarks. We further find that while our method does produce some landmarking errors, they tend to be readily detectable and can be fixed by adjusting parameters used in the registration and control-point steps. Data generated using the method described here have been successfully used to study the genomic architecture of facial shape in two different genome-wide association studies of facial shape.
Introduction
Genetic or developmental studies of morphology increasingly require phenotypic analysis of large datasets. Traditionally, analyses of morphology have relied heavily on manual measurements, for which inter-observer error, drift in landmarking error over time and labour-intensity present major challenges (Percival et al. 2014; Hallgrimsson et al. 2015) . Three-dimensional (3D) imaging technology has progressed rapidly, but the development of tools for standardized high-throughput analysis of morphological data generated through imaging has lagged by comparison (Hallgr ımsson & Jones, 2009; Houle et al. 2010) . The rapid diversification of 3D imaging techniques, such as micromagnetic resonance imaging (MRI), optical projection tomography and structured white light imaging, has exacerbated the gap between imaging and morphometric data. Three-dimensional imaging presents procedural and throughput challenges for manual landmarking (Simon & Marroig, 2015) , and the increasing diversity of imaging modalities is a challenge for data standardization. One solution to increase both data throughput and consistency is the development of robust methods for automated landmarking of 3D image data for morphological analyses (Hutton et al. 2000) .
Though some automated 3D landmarking methods have been available for a decade and a half (Brett & Taylor, 2000) , these methods have rarely been used for large-scale studies (Hallgrimsson et al. 2015) as they are either too computationally intensive to be practical or they violate key assumptions of landmark-based geometric morphometrics, the most widely used approach to quantify variation in 2D and 3D biological shape and form (shape and size; Mitteroecker & Gunz, 2009) . Beyond precision and repeatability, two key requirements for landmark-based geometric morphometric analyses are as follows.
1 The landmarks are homologous across individuals; i.e. each landmark encodes the same feature in different individuals or specimens (Bookstein, 1991) . 2 Each landmark represents an independent observation not determined from its relations to other landmarks (Bookstein, 1991) . When this assumption is violated, dependencies among landmarks can be taken into account, but only when isolated to particular dimensions of variation (Gunz et al. 2005) .
Currently, there are few broadly applicable, fully automated tools for 3D landmarking that meet these data requirements for geometric morphometric analysis (Houle et al. 2010) . Existing tools for automated or semi-automated landmarking have been applied to 2D images of Drosophila wings (Houle et al. 2003) , 3D images of teeth of primates and humans (Boyer et al. 2011) , and 3D human facial shape using a combination of morphological and textural features (Guo et al. 2013) . A method of 3D landmarking based on facial surface data has been reported (Liang et al. 2013 ), but has not been applied to the large-scale analysis of facial shape data to our knowledge.
Here, we report the development of an efficient, fully automated method for landmarking 3D human facial meshes that meets the requirements of landmark-based geometric morphometrics, is based solely on morphology, and is sufficiently robust and rapid that it can be applied to the analysis of very large datasets. By fully automated, we mean that this method does not require the interactive definition of initial landmarks or any manual orientation of the image prior to processing. We describe and validate use of this method for quantifying morphological variation in human faces, but it is potentially applicable to image data for other anatomical structures. Our method has been successfully applied to the analysis of large datasets (N > 10 000) of human faces scans (Cole et al. 2016, in press; Shaffer et al. 2016) . Here, we describe the method in detail and present rigorous validation analyses, comparing automated vs. manual landmarks of the same face surfaces, and determining the extent to which our automated landmarking method captures biological variation comparable to that obtained through manual landmarking.
Materials and methods

Overview
We developed the automatic landmarking method described below to facilitate a large genome-wide association study of the genetic basis of facial form based on the set of facial landmarks described in Table 1 and depicted in Fig. 1 . These same landmarks have been used for the genome-wide association study of facial shape (Cole et al. 2016; Shaffer et al. 2016) . Our method involves four key elements, as follows.
1 Automatic alignment of individual faces prior to landmark identification. 2 A technique to automatically annotate homologous control points on facial surface meshes. 3 A small training set (n = 50) of facial meshes was manually landmarked and used to create a facial atlas of landmarks and a curvature map. The facial atlas represents a mean face from this sample. A sample, rather than an individual, is used to determine values for curvature thresholds. We use these to identify control points, which register each face to the atlas. 4 Given a facial mesh to be landmarked, the identified control points are used to register the template atlas to each mesh and subsequent transformation of the landmarks from the template to the subject.
The proposed method was developed and evaluated using 3D facial scans obtained using the Creaform â (Qu ebec, Canada) Megacapturor and Gemini 3D camera systems. These cameras use a structured white light method to estimate a 3D surface (Rocchini et al. 2001) . In principle, however, the method can be applied to 3D surface data from various imaging modalities such as anatomical MRI or computer tomography scans. The methods behind these steps are described in more detail below.
Adjusting position and orientation
To aid automated location of the initial set of control points, we automatically position and orient each facial surface mesh into a common reference space. This is done via the following steps.
1 Highlighting features. We estimate the mean curvature at every point of the surface mesh using the algebraic point set surfaces method (Guennebaud & Gross, 2007) . After this, two thresholds s c_min and s c_max , are applied to the curvature values of all points of the mesh so that the subsequent analysis steps can be restricted to points with high surface curvature (strong negative < s c_min or strong positive > s c_max ). Figure 2a shows the result of the thresholding with two point clouds L À and L + coloured in blue and green, respectively. We let L be
, so that L comprises all points with high surface curvature. 2 Removing outliers. The point cloud L coarsely delineates important key areas such as nose, lips, eyes and ears. However, it also includes points that are not associated with any welldefined facial feature but are mostly caused by noise. To remove these outliers, a connected component analysis is performed. More precisely, the number of connected points with a curvature value below or above the corresponding curvature thresholds is counted for each component, and components smaller than s N are excluded from L. Figure 2b shows the corrected version of L that is obtained with this technique. (within a radius of m x , m y the midpoint in x-and y-directions) are removed. The result of this processing step is a coarse segmentation of the eyes and nose, which are coloured in red in Fig. 2c . In this step, we use L À because this yields a more robust segmentation due to the typical shape of eyes. 4 Orientation about the y-axis. Let c = (c x , c y , c z ) be the centroid of the region segmented in the last step. The centroid is used to analyse the points in L + in the region between the planes y = c y À a and y = c y + a (Fig. 2d) , whereas the point with the minimum x-coordinate is defined as p and the point with the maximum x-coordinate as q. These two points are then used to perform a rotation centred at (p + q)/2 about the y-axis so that the pÀq segment is parallel to the x-axis (Fig. 2e) .
5 Final orientation. For final orientation, the third step ('segmenting eyes and nose') is repeated again to obtain a refined segmentation of the eyes and nose (Fig. 2f) . Let M 1 be the resulting point cloud of the refined segmentation. The point cloud M 1 is then used for a principal component analysis (PCA). Experiments have shown that the third is consistently almost parallel to the z-axis. Therefore, a rotation around the centroid of M 1 with axis of rotation parallel to the x-axis is performed so that the z-y slope of the third is modified to an arbitrarily defined value b = 0.175. This processing step corrects for upward or downward tilt (Fig. 2g) . 6 Final position. For final positioning, the third step (segmenting eyes and nose) is repeated again. The resulting point cloud M 2 is then used to translate the mesh by moving the centroid of M 2 to the origin (Fig. 2h ).
These steps result in the target meshes having a common position and orientation. This procedure is particular to human facial data, but similar techniques can be used to customize automated 
Placement of control points and morphing
The automated placement of homologous control points on 3D facial meshes is a critical step in the landmarking process. The control points are used to align individual facial surface meshes to a common reference space, which ultimately enables a transfer of landmarks from a facial atlas template to a specific face. We employed 17 control points required for the fine registration of the template atlas to an individual face surface mesh, illustrated in Fig. S1 . The method assumes that the scale and spatial orientation of all facial meshes are coarsely aligned as described above and depicted in Fig. 2 .
Once the control points are identified (see Appendix S1 for details), the mean face derived from the training set is morphed to each subject using the thin-plate spline (TPS) algorithm (Meinguet, 1979; Bookstein, 1989; Wahba, 1990) guided by the control points. The landmarks on the template atlas are then transferred to their respective closest points on the subject mesh through the TPS interpolant, yielding the desired automated facial annotations. After morphing, the landmarks defined on the mean face atlas template can be transferred to the subject, and their x, y, z coordinates are recorded for further statistical analysis. Note that the template atlas will impact the mean landmark placements in the sample, but the landmark values for every individual are determined by the morphing of each individual from the template back to its original configuration. Our training set of 50 individuals provides a reasonable estimate of the sample mean.
Validation
We validated the results of the method using two different approaches. In the first approach, we assumed manual landmarking to be the 'gold standard'. In this test, the automated and manual methods were both used to landmark exactly the same image for each individual based on a sample of 30 facial surface meshes. Measurement deviations were calculated relative to the mean of the two measurement trials. We also estimated measurement and among-landmarking error in 20 faces that were landmarked four times on different days, each by two different observers (total of eight trials per face).
In the second approach, to determine the extent to which the two methods capture comparable variation structure, we used partial least squares (PLS) analysis to compare covariation structure between the automated data and the manual data (using the mean of the two manual landmarking trials), using the same sample of 79 individuals used for the second experiment.
Measurement errors in automated landmarking are difficult to detect in the absence of multiple independent imaging trials, which are impractical for large studies or in clinical settings where there may not be time for completely independent trials. To determine the extent to which automated and manual landmarking generate comparable extreme errors, we used the entire dataset of automated (N = 6098) and manually landmarked (N = 300) individuals and analysed the distributions for significant outliers. All analyses were performed in R using the Geomorph (Adams et al. 2014) , Morpho (https://github.com/zarquon42b/Morpho) and BlandAltmannLeh (http://www-users.york.ac.uk/~mb55/meas/ba. htm), as well as packages for graphing (ggplot, corrplot) and 3D visualization (shapes https://cran.r-project.org/web/packages/shape/ shape.pdf). Analyses of morphological variation were performed using geometric morphometric methods, and direct comparisons of methods followed the Bland-Altman approach (Altman & Bland, 1983 ). This method quantifies the level of agreement between two methods by plotting the differences between two measures against their average. This approach is preferable to using a correlation or regression because those metrics are influenced by the variance of the sample used to assess the methods. High correlations can occur between methods when they are poorly reproducible when the validation sample has a high variance. The Bland-Altman method reveals this when it occurs. To compare overall shape variation among groups, we used a multivariate analysis of variance (MANOVA) as implemented in Geomorph (ProcD.lm; Collyer et al. 2015) .
All of the data used for validation of our method are from the genome-wide association study of facial shape in Tanzanian children (Cole et al. 2016) . These subjects were imaged by our group in Tanzania under approved ethics protocols at the University of Calgary (CHREB 21741), the University of Colorado, Denver (Multiple Institutional Review Board protocol #09-0731), and the Tanzania National Institute for Medical Research (NIMR/HQ/R8.c/Vol.1/ 107).
Results
Comparison of individuals landmarked with both manual and automated methods
The analysis of measurement error and observer error for manual landmarking revealed that error contributes significantly to variation in shape. MANOVA for shape with Individual, Observer and Trial as factors showed that variation other than that which separates individuals accounted for nearly 35% of the total shape variation (Table 2) . Simple measurement error accounted for only 1.5% of the shape variance, but added to that was significant drift in shape across measurement trials (1.6%) and a large among-observer effect (7%) despite significant attempts to standardize landmark placement. Measurement and inter-observer error for manual landmarking differ among landmarks, as shown in detail in Fig. S2 . These results demonstrated that manual landmarking, particularly by multiple observers, was associated with significant measurement error.
To validate our automated landmarking protocol, we compared 30 individuals subjected to both manual and automated landmarking from the same facial surface meshes. To compare estimates of size across methods, we used the centroid size (CS; defined as the cube root of the squared distances from each landmark to the geometric centre of each landmark configuration). As shown in Fig. 3a , CS estimates were consistent between the two methods (r = 0.97, P < 0.0001). ANOVA by individual between methods leaves only 1% of the total variance unexplained (df +29, F = 67, P < 0.0001). Bland-Altman comparison showed that the 95% confidence intervals for the CS estimates between methods are 6 mm relative to an average CS of about 240 mm (Fig. 3b) . Most individuals fall within 4 mm for both methods.
Comparison of mean shape using MANOVA and permutation of the Procrustes distances showed no significant differences in mean shape (P = 0.8 for MANOVA), and PCA plots revealed no systematic differences between the manual and automated landmarking methods (Fig. 3c) . The phenotypic variances, however, were significantly lower for automated compared with manual landmarking, while the covariances among landmarks were higher, as measured by the scaled variance of eigenvalues ( Fig. 3d ; P < 0.001). Because measurement error is likely to be normally distributed and uncorrelated among landmarks, this suggests lower error in the automated landmarking sample.
This greater variance in the manual landmarks is evident when the raw Procrustes coordinate values are plotted on the mean face (Fig. 4a) . For most landmarks, the differences between the manual and automated methods average < 1 mm, with a few landmarks showing mean differences of 1-2 mm (Fig. 4b) . The variation in error in absolute position among landmarks is significant (ANOVA, df = 841, F = 102, P < 0.0001), with Tragion and Zygion showing the largest magnitudes of measurement error. A Bland-Altman plot for the deviations from each individual mean plotted against the deviation of the estimate of each mean from the sample mean shows that for most landmarks the differences between methods are much smaller than the differences among individuals in the sample (Fig. 4c) . From these results, we conclude that the data generated by the automated and manual landmarking methods are very similar.
Comparison of variation structure between automated and manual landmarking
A key question is to what extent do automated and manual landmarking capture similar information about a sample? To address this, we subjected scans for 79 individuals to both manual and automated landmarking, and compared variation structure using PLS regression. Here, no homology was assumed between individual landmarks, but individuals must correspond across samples. We used the manual landmarks as the independent matrix and the automated landmarks as the response matrix. As shown in Fig. 5 , the results showed a high degree of correspondence in the variation structure of the two datasets. Figure 5a shows a plot of the first PLS scores, and Fig. 5b shows the correlations for the first 40 PLS scores. The PLS analysis showed that the two methods yield variance-covariance matrices that are highly correlated (P < 0.001 based on 1000 permutations). Figure 5c shows the shape transformations that correspond to the first three PLS scores. These morphs provide qualitative confirmation that the shape variation captured through the two different methods is very similar.
Analysis of outliers
To compare measurement errors between manual and automated landmarks, we analysed the facial image database compiled for our genome-wide association study of Tanzanian children (Cole et al. 2016, in press ); 6059 individuals were landmarked by the automated method and 366 by manual landmarking. The 366 individuals manually landmarked are the individuals identified as outliers in the analysis or that failed in the control-point identification stage. These individuals are not a random sample, but rather those with which the automated method had the most difficulty. The landmarking program contains no stochastic elements, and so running the same images based on the same landmarking template always produces exactly the same landmark values. We verified this simply by running the landmarking program on the same image dataset twice for a sample of 3600 individuals and obtained correlations of 1.0 for all landmark values. This does not mean, however, that the program does not make any landmarking errors. To identify outliers in the automated data, we examined the relationship between two metrics. The first metric was the shape, or Procrustes, distance of each individual from the sample mean, which captures the simple mean deviation. The second metric was the variance of the shape distance of each landmark from its sample mean per individual. This metric, the landmark placement variance, captures unusual deviations at the individual landmark level. Mean deviations tend to be positively correlated across landmarks because, if a particular landmark is misplaced, this variance should be increased relative to the mean deviation. A large deviation in a particular landmark may not produce a large deviation for that whole individual. Figure 8a shows plots of the landmark placement variance against the Procrustes distance to the mean for both automated and manual landmarking, and Fig. 6b shows histograms of the raw Procrustes distances to the mean for both automated and manual landmarking. These plots show that more extreme outliers occur in the automated dataset, and that these outliers are also characterized by large landmark placement variances. This is likely because of stepwise errors in the automated landmarking process. Such errors likely occur at the control-point stage, such that the point that most closely matches the geometric criteria for a particular point is placed in the wrong anatomical location. When such errors occur, they need not be particularly close to the anatomically homologous point, creating discontinuous or stepwise landmarking errors. In contrast, for manual landmarking, errors are much more likely to be normally distributed.
This feature of automated landmarking can be used to help identify outliers. Figure 6b ,c shows the same data as in Figure 6a ,b, but on a log10 scale. Here, the regions of the distribution that are likely to be landmarking errors can be seen through the combination of our two outlier metrics. Inspection of the automated landmarking distribution reveals discontinuities in these distributions. Selecting the lowest of these discontinuities for both distributions eliminates about 300 individuals. Visual inspection of these individuals showed that automated landmarking had indeed produced a visible landmarking error, usually with one or more landmarks placed in the wrong location. Once these scans are removed, however, the distributions for both variables become similar for automated and manual landmarking (Fig. 8c) . In this sample, the shape variance is lower for the automated sample (Fig. 8d) , as is also the case in our small initial test sample. These results show that automated landmarking can generate large measurement errors. Our results also suggest, though, that most such errors can be readily detected. The fraction of images that produce such errors will depend on the quality of the image data. Landmarking errors occurred in about 5% of the Tanzanian sample, which was obtained using two different camera systems under field conditions. All of these individuals were re-landmarked after adjusting the parameters described in steps 1-3 above. After re-landmarking all but nine fell within the outlier criteria after relandmarking, and are included in the data shown in Fig. 6d .
Discussion
Here, we present and validate a method for fully automated 3D analysis of image data. This method was developed and applied to the analysis of human faces, but the same methods can be used to create tools for automated landmarking of other anatomical structures. The shape variation obtained from automated landmarking is lower but also more highly integrated (as measured by the scaled variance of eigenvalues) compared with manual landmarks. Given that measurement error is high for manually landmarked faces, this suggests that our automated landmarking method captures biologically relevant information with lower error. Based on repeated trials, the precision of our method is very high in the sense that the same image produces the same landmark values each time. The method does, however, generate landmarking errors, and these errors are qualitatively different from those created by manual landmarking. The accuracy of automated landmarking, estimated through the Bland-Altman method, is similar to or better than those reported in studies of related methods (Subburaj et al. 2009 ). Most importantly, our landmarks capture variation that is very similar in structure to that obtained from manual landmarking, the 'gold standard'. Insofar as that structure reflects underlying biological variation, automated and manual landmarking appear to capture it to very similar degrees. Nevertheless, our validation analysis shows there are differences between the automated and manual landmarking methods that must be considered in analysis. Our initial error study of 30 facial images landmarked with both methods showed lower variances and tighter covariation for automated landmarking. This suggests lower measurement error in automated landmarking. However, analysis of the first-pass raw landmarking data for a large sample of Tanzanian children revealed that about 5% of the images resulted in errors significantly larger than those for manual landmarking. When these apparent outliers were removed from the sample, the remaining 95% of the automated landmarking sample showed the same pattern of lower variance and tighter covariation that we saw in the initial direct comparison of manual and automated landmarks. The explanation for this result is that the automated landmarking method does result in occasional landmarking errors. Unlike with manual landmarking, however, these errors tend to be not normally distributed around the landmark mean, and instead tend to be more discontinuously distributed in magnitude due to step-wise error in the initial control-point identification step.
Our method also differs from manual landmarking in the use of a template. In our case, the template was based on 50 individuals from which a mean landmark configuration was obtained. Those same 50 individuals were also used to create a mean face from which the parameters used to find the controls points were extracted. For manual landmarking, accuracy is determined by the observer's knowledge of and experience with the anatomy that guides the selection of the homologous points in different individuals. Precision may be determined by multiple factors, such as image quality, resolution and the software that is used for landmarking. For automated landmarking, accuracy is determined primarily by the template, which contains the information used to assign homology across individuals. This means that an analysis of a landmark set should be based on landmarks generated using a common template. This also means that automated landmarking may miss biological information when biological homology does not correspond to geometric correspondence. There are many examples in which the relationship between geometric correspondence and homology is complex, particularly in datasets that span multiple developmental stages (Percival et al. 2014) . For this reason, care must be taken when designing landmark sets or templates so as to maximize the biological information obtained from the quantification of morphology.
Precision and accuracy aside, the most compelling reason to pursue automated phenotyping methods such as the one we present here is the growing need to work with large datasets to solve increasingly complex biological problems. Integrating image data and genomics to unravel the genetics of morphological variation is one such topic that is important both in the context of human disease and the evolution of morphological diversity (Houle et al. 2010; Sozzani & Benfey, 2011; Hallgrimsson et al. 2015) . Manual approaches to large datasets are too labour-intensive and idiosyncratic to support large-scale phenomic approaches. Even if manual landmarking by a single observer produced data of higher quality than the automated data used here, it would have been impractical to manually landmark facial scans of nearly 10 000 individuals collected over a 5-year period. Further, many years of data collection by a human observer cannot be redone quickly if there is a need to add measurements or repeat a phenotyping task with an alternative protocol in order to compare datasets across studies. For these reasons, data quality may not be the only consideration behind the choice to use an automated rather than a manual data method of data collection.
Although we exclusively developed, tested and applied our automated landmarking method on human facial scans, it is applicable to a wide variety of 3D surface data. Future work will focus on optimizing more refined interpolation methods that can allow the method to work without the control-point localization step. For a method that does not use control points to be fully automated, more advanced pre-processing steps are necessary. That is because currently, hair, clothing and background in the image must be removed for the faces to be cropped in a homologous way, so that they can be registered using only the surface information itself. That would allow automated landmarking of 3D surface data to be applied to a wide variety of image data, such as from embryos and skeletal morphology. The method described here represents a significant step forward in automating the analysis of large datasets, which is critical for successfully integrating genomic and phenomic data to explore the biological basis of variation in complex morphological traits.
