This paper reviews the work that has been done on the planning of experiments with response functions non-linear in at least one of the parameters. Apart from older work on the design of dilution series experiments and of quantal bioassays, this field is relatively recent, the mathematical and computing aspects being more complex than for linear responses. In particular, an efficient design requires good advance estimates of the unknown parameters. Research has concentrated on (i) optimum estimation of the parameters, under an asymptotic criterion, for both sequential and non-sequential approaches, (ii) test of the adequacy of the model, discrimination between models and modelbuilding. There is need for more work on the small-sample behavior of the designs and on compromise designs that perform well under typical complicatiotns that arise in practice-missing observations, need for robustness against poor initial estimates, and need for estimates of the experimental error variance. There la no limilalion on the length of the abatract. Howover, the suggealed length ia from ISO lo MS werde.
Fisher's problem the value of 9 is usually known poorlyperhaps within limits 9,, 9» whose ratio is 100 or 1,000 to 1.
The natural first question here is: can the experiment be done sequentially? The first experiment has x =1.59/9 , where 9 is perhaps a poor first guess. The second experiment has x = 1.59/ §,, where 9. is the M.L. estimate of 9 from the first experiment, and so on, creeping up on the best 9x. To illustrate from the normal model, if n subjects are
given an amount x of S, the proportion responding is binomial
where Z(t) is the ordinate of the Standard normal curve.
For T, the formula differs only in that u T =P s -M. Thus the problem is a three-parameter one, with one parameter M to be estimated and two nuisance parameters. -18-2 2 The key ellipse in this example is the circle Ci + C« = 1» and the point (1,1) in the experimental region lies outside this circle.
The preceding results on the best set of design points are conceptually similar to Fisher's original optimum for the dilution series problem, and assume in effect good initial estimates of the 6.. With poor initial guesses, the resulting plan will not be optimal in any real sense. I have come across no work analogous to Fisher's, where we start with a wider spread than p points with the object of guaranteeing a specified value of Ix'xl starting from initial 6. assumed known initially only to lie within a certain region.
Firming the design points sequentially
As would be expected, the methods start with p points, determined by first guesses 9 ., and leading to M.L. estimates 9 . of all the parameters. Box and Hunter (1965a) From the beginning, the competition is between the secondand third-order curves, the second-order soon establishing itself as correct. where n. is the probability assigned to the best model before the (n+l)th observation is taken. The quantity X is a positive power that controls the rate of decrease of w, , the weight assigned to the discrimination criterion. Initially, if all n. s l/m, w^ is unity and all emphasis is given to good discrimination. As II. approaches 1, so does w., emphasis shifting to estimation for the most likely model.
Model building
It is more difficult to do justice to the work here, since the strategies will change as the accumulated data suggest new ideas to experimenter and statistician.
As one approach. Hunter (1962, 1965b) The analysis confirmed the model, as did careful examination of the residuals (y-f) for the 2 runs at the 5 times conducted initially.
Finally, the 8 parameters were estimated from the combined data. The second paper (Box and Hunter, 1965) As mentioned. Box and Draper (1965) In a paper delivered at these meetings, Wheeler (1972) maintains that the experimenter should seek a design that will be reasonably efficient under a variety of situations which he judges that he may face. Thus for insurance he may want to fit a model more complex than the one that he hopes is correct, he may fear some loss of observations from accidents, and may want at least a specified number of degrees of freedom for estimation 2 of o . To indicate the inefficiency of any proposed plan, relative to a plan that concentrates solely on efficiency of estimation. Wheeler uses as criterion the relative maximum variance of the predicted response over the experimental region, illustrating how the extensive results on optimum design for linear models, in particular Wynn (1970) , provide computer methods for meeting these goals.
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