Abstract. We derive effective photon modes that facilitate an intuitive and convenient picture of photon dynamics in a structured Kramers-Kronig dielectric in the limit of weak absorption. Each mode is associated with a mode field distribution that includes the effects of both material and structural dispersion, and an effective line-width that determines the temporal decay rate of the photon. These results are then applied to obtain an expression for the Beer-Lambert-Bouguer law absorption coefficient for unidirectional propagation in structured media consisting of dispersive, weakly absorptive dielectric materials.
Introduction
The quantum theory of linear macroscopic electrodynamics in dispersive and dissipative media is by now a mature field of research. Although a quantised theory of the vacuum electromagnetic field was an early result of quantum mechanics, a rigorous treatment accounting for the presence of a macroscopic medium has proven to be a more elusive goal. Although many authors have contributed to this development [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] , formal interest in this problem is often traced to the work of Jauch and Watson [15] , while a significant advance in developing a canonical approach was made by Huttner and Barnett [16] . Among the applications to date of the fully developed theory are the calculation of Casimir forces [17] and spontaneous emission rates [18] in the presence of exotic materials. The general approach taken in canonical treatments of the quantisation procedure [9, 10, 13] is to couple the vacuum electromagnetic field to a set of harmonic oscillators representing the medium, which are continuously distributed in frequency ω and position r. Diagonalisation of the uncoupled field and medium Hamiltonians introduces characteristic bosonic excitations corresponding to each: photons in the case of the field and, following the terminology introduced by Hopfield [19] , polaritons in the case of the medium. The eigenoperators of the coupled system therefore correspond to photon-polaritons, or dressed photons (DPs). In this closed system, dissipation of the electromagnetic field then manifests as a transfer of energy from the photons to the medium, with the rate of dissipation determined by the coupling strength. In the DP picture the eigenoperators are associated with spatial mode field distributions. Thus, since the DP operators vary harmonically in time, decay of the field results from dephasing of an initial superposition of DP modes.
The concept of dressed operators in the treatment of dissipative systems is well developed in quantum optics [20] . However, despite the simple dynamics of the DP operators, employing them in order to determine the macroscopic electromagnetic field evolution is not straightforward: a complicating factor is the highly over-complete, non-orthogonal nature of the DP mode field basis. This implies that a given initial field distribution generally coincides with a multitude of initial states of the system, and assumptions regarding the initial state of the medium must therefore be made in order to uniquely determine the system evolution. Furthermore, one may conceive of states where the energy of the system initially resides entirely within the medium and is subsequently transferred to the electromagnetic field as the dynamics unfold. Such initial states, though physically permissible, are of little practical interest. Since in many applications one does not have control over the microscopic state of the medium, it is desirable to identify methods that avoid physically irrelevant configurations of the system in a convenient fashion.
Considering experimental quantum photonics, the optical materials employed may generally be considered to be weakly absorptive over the bandwidth of interest. Indeed, the analysis of spontaneous nonlinear processes in integrated platforms (one of the major programs in integrated quantum photonics) is typically built upon a linear treatment of the field-medium interaction in the dispersive but non-absorptive regime [23] . Importantly, the structure of such linear theories [2, 10] is identical to that of the vacuum case [24] ; that is, the degrees of freedom of the medium need not ultimately be considered explicitly in order to construct and evolve the electromagnetic field. The causal electromagnetic response functions are enough.
In establishing a path to including absorption in these treatments of quantum photonic processes, here we identify the coherent dynamics of the DP operators which lead to electromagnetic field dissipation in weakly absorptive, structured dielectric media. In doing so we introduce the concept of effective photons as superpositions of the DP excitations which form the natural excitations of the electromagnetic field in this context. As such, the effective photon representation exhibits a clear correspondence with the modes of the non-absorptive regime, while the effects of dissipation manifest in each mode acquiring an effective line-width which leads to decay of the electromagnetic field. Our approach circumvents the need to explicitly specify the initial state of the medium in order to avoid unnatural initial states, and therefore offers a convenient method to include material absorption into treatments of quantum optical processes where it has been neglected.
As an example of its use, at the end of the paper we apply the formalism to an important case in which dissipation plays a key role-light absorption in structured materials. The ability of periodic media to enhance numerous optical phenomena [25] has initiated interest in the form of the Beer-Lambert-Bouguer (BLB) absorption law for photonic structures [26, 27] . Here we derive such a result by employing the quantum formalism outlined above and include the effects of material dispersion at all levels of the theory. It is well known that slow light through material dispersion alone cannot serve to enhance the BLB absorption coefficient, while structurally obtained slow light can lead to such an enhancement [26, 31] . However, in general structured media, the effect of the interplay of structural and material dispersion in this context is not clear. Our expression for the BLB absorption coefficient accounts for both material and structural effects and thus represents a generalisation of the classical treatments presented to date which have neglected material dispersion in the lowest order of approximation. This paper is structured as follows. In Section 2 we summarise the quantised theory of macroscopic electrodynamics in dielectric media with particular attention to the DP mode representation. We then obtain approximate results for the DP mode fields in the weakly absorptive dielectric media in Section 3 which we then exploit in Section 4 to introduce the effective photon concept. The dynamics of the effective photon operators are treated in Section 5 and applied to the Beer-Lambert-Bouguer law in Section 6. We then conclude with a discussion of the results in Section 7.
Dressed photons
Constructing the effective photon states requires considerable theoretical apparatus constructed previously by ourselves and many others. Here we review the results of the complete quantised theory for the macroscopic electromagnetic field in a structured, linear dielectric medium using the DP representation. This section therefore forms a summary of the results presented by Bhat and Sipe [10] , though here we consider an isotropic material for simplicity. However, before reviewing the existing theory we first recall the general principles of Fano theory [28] upon which the DP approach to the quantisation of macroscopic electrodynamics is based. We will thus show that virtually all of the formulae of the dressed photon description have simpler analogs in Fano theory.
Many dissipative quantum systems may be modelled as a primary system of interest coupled to a reservoir in the form of a continuum, where the reservoir often represents the much larger environment of the primary system. Such dissipative quantum systems can be addressed with a number of standard strategies [21, 20, 22] . In systems where only statistical knowledge of the state is at hand a Lindblad master equation approach is appropriate, while for pure state evolution a Weisskopf-Wigner treatment may be applied. In carrying this latter approach over to the Heisenberg picture, the Markov approximation may be employed, where appropriate, in dealing with the effect of the continuum on the bare states of the primary system to obtain evolution equations of the Langevin type. Finally, we have Fano theory [20] in which the diagonalisation of the full Hamiltonian describing both primary system and reservoir is pursued. A key attraction of this approach is that the diagonalising states thus obtained evolve harmonically in time and provide a convenient basis for describing the dynamics of the system.
Fano theory: simple model
In its simplest form Fano theory consists of determining the eigenmodes, or dressed states, of a system of harmonic oscillators in which a single discrete state is coupled to a continuum. Such a treatment may be found in standard texts on quantum optics (e.g. [20] ) in relation to dissipative systems (e.g. a single cavity mode coupled to the radiation modes of free space). Here we present the Fano treatment of this simple system to provide a familiar reference with which to compare the results presented later for macroscopic electrodynamics.
In the Heisenberg picture we therefore begin with a Hamiltonian of the form
whereĤ dis ,Ĥ con , andĤ int are the discrete state, continuum, and bilinear interaction Hamiltonians, respectively. Such a Hamiltonian may be written explicitly aŝ
where the prefactors preceding the integral in the interaction term represent a convenient scaling, † denotes a Hermitian adjoint, Λ(ω) is a real, dimensionless coupling strength, and ω 1 and ω are the frequencies of the bare discrete and continuum states, respectively. The creation and annihilation operators for these states obey the equaltime commutation relations (ETCRs)
where δ(ω) is the Dirac delta distribution. The Fano diagonalisation of the Hamiltonian (2) results inĤ
where the continuum of dressed operators satisfy the eigenvalue equation
and are given in terms of the bare operators aŝ
The coefficients α(ω),ᾱ(ω), β(ω, ω ′ ) andβ(ω, ω ′ ) are determined by inserting (7) into (6) and using the ETCRs to obtain
Inspection of (8) and (9) yields (ω + ω 1 )ᾱ(ω) = (ω − ω 1 )α(ω), while solving (10) and (11) 
where P indicates that the Cauchy principal value is to be taken upon integration and we have introduced γ(ω) = α(ω) −ᾱ(ω). The quantity z ω originates from the treatment of the singularity at ω = ω ′ in (12) using a technique introduced by Dirac [29] and is a hallmark of the Fano approach. It parametrises the resonant contribution of the continuum operators to the dressed operators and is determined by the consistency of (8)- (11) . We now multiply (8) and (9) by ω + ω 1 and ω − ω 1 , respectively, add the resulting expressions and use (12) and (13) to obtain
Defining the function Γ(ω) through its real and imaginary parts as
we may rewrite (14) in the form
The results (15)- (17) demonstrate that the relationship between z ω and the corresponding dressed state frequency ω is mediated by the causal function Γ(ω) which satisfies the standard Kramers-Kronig relations [30] ReΓ(ω) = 1
The result for z ω then follows as
which implies that z ω is real. Finally, the solution for γ(ω) is determined by imposing the ETCR
Inserting (7) into (21) and using (17) then yields
from which we obtain
where (16) and the freedom to choose the arbitrary phase implicit in (22) have been exploited. Using the expansion (7) and the ETCRs we may now construct the bare discrete state operator aŝ
where
Thus, combining (20) and (23)- (26) along withĉ ω (t) =ĉ ω (0) exp(−iωt), the dynamics of a may be established. For a system where only the discrete state is excited initially, the dissipation of energy in this mode manifests through the dephasing of the harmonically varying dressed states in (24) . To summarise, a choice of the bare discrete state frequency ω 1 and the response function Γ(ω) (which sets the coupling Λ(ω)), determines how the discrete state contributes to each member of the new dressed state continuum. For each dressed state frequency ω, the eigenvalue z ω quantifies this contribution.
Fano theory: dressed photons in macroscopic electrodynamics
We now commence a review of the results presented by Bhat and Sipe [10] which extends the Fano description to the problem of causal dissipative macroscopic electrodynamics. The Hamiltonian governing the linear interaction between the vacuum electromagnetic (photon) field and an inhomogeneous medium may be written, in analogy with (1), in the formĤ
whereĤ phot ,Ĥ med andĤ int are the photon field, medium, and bilinear interaction Hamiltonians, respectively. However, due to the addition of spatial degrees of freedom, we now have the usual set of vacuum field oscillators coupled to a continuum of medium oscillators for each spatial dimension at each field point r. Although the situation is therefore more complicated, essentially the same principles apply here as in Section 2.1. The Hamiltonian (27) may be written explicitly aŝ
where ε 0 is the permittivity and µ 0 the permeability of free space, Λ(r, ω) is again a real, dimensionless coupling strength, and the various operators satisfy the ETCRs
Here Latin indices denote Cartesian vector components, repeated indices imply a summation, δ ij is the Kronecker delta, and ǫ ilj are the components of the Levi-Civita pseudotensor. A Fano diagonalisation ofĤ yieldŝ
whereĉ † mω andĉ mω are, respectively, the creation and annihilation operators for the collective DP modes with frequency ω. The discrete mode index m arises due to the additional degrees of freedom in the system (28) , in contrast to the case (5) where only a single discrete state is involved. We note, however, that this discrete nature of the mode index m is simply a notational convenience and it may in practice represent a combination of discrete and continuous indices as the geometry of the medium dictates (e.g. in the case of a one dimensional photonic crystal structure, as considered in Section 6, we have m → (σ, k), where σ is the discrete band index and k the continuous wavevector in the direction of periodicity). The DP operators satisfy the ETCRs
and evolve in time according tô
Note that only those collective excitations which involve contributions from the transverse photon modes have been retained in (31) since these are the only objects of interest here: the remaining longitudinal modes do not involve couplings to the transverse electromagnetic field and thus do not participate in relevant optical processes.
In the dipole approximation implicit to the theory presented here, the electric displacement operatorD(r) represents the momentum conjugate to the vector potential operatorÂ(r) [32] and is therefore a convenient field variable to work with. This is especially so in extensions to nonlinear media [23] . In terms of the DP operators the electric displacement operator is constructed in analogy to (24) aŝ
where H.a represents the Hermitian adjoint of the preceding terms and the coefficients D mω (r) are the DP mode fields. As described for the single discrete state in Section 2.1, dissipation of the electromagnetic field arises due to dephasing of some initial superposition of the harmonically varying DP modes. These are obtained as solutions to equation (118) in [10] which is a direct analogue to (17) in the Fano diagonalisation process, viz.,
where c is the vacuum speed of light, and ReΓ(r, ω) + iImΓ(r, ω) = Γ(r, ω) = 1 − 1/ǫ(r, ω), with ǫ(r, ω) the relative linear permittivity from the classical theory, which actually defines the problem. That is, given ǫ(r, ω) (or Γ(r, ω)) as the sole input, the DP mode fields may then be obtained from (35) and used to constructD through (34) . As in Section 2.1, the real and imaginary parts of Γ(r, ω) are related to the coupling strength Λ(r, ω) through (cf. (15) and (16))
and therefore satisfy the Kramers-Kronig relations (cf. (18) and (19))
where ImΓ(r, ω) > 0 for ω > 0. Once the DP mode fields have been obtained using (35), the commutation relation (32) may be imposed in analogy with the derivation of (22) to obtain the normalisation condition
Due to the increased complexity of the present system with respect to that presented in Section 2.1, the determination of z mω is somewhat more involved: it has been shown [10] that the mode equation (35) may be recast as a generalised Hermitian system involving Γ(r, ω) and ω as inputs, for which z mω is the real eigenvalue. Thus, for each frequency ω the set of mode solutions indexed by m may be shown to constitute a complete set. The full set of DP mode fields across all frequencies is therefore highly over-complete. This property reflects the multitude of possible states associated with the medium degrees of freedom which, at any instant in time, can manifest the same spatial electromagnetic field distribution. We note that for solutions with z mω = 0 the result (35) recovers the familiar non-Hermitian mode equation from standard linear optics in structured, lossless dispersive media. Indeed, we shall find in Section 3 that such solutions are of central importance to the description of the electromagnetic field in weakly absorptive media.
One can also find expressions corresponding to (34) for the other electromagnetic field variables. As they are not needed for the remaining derivations, we reserve these for the Appendix. In summary, the results (31)-(35) and (40), together with (90), (91) and (92) from the Appendix constitute a complete quantised description of the macroscopic electromagnetic field in a causal dielectric medium.
Weakly absorptive media
With the Fano theory established, we now turn to the effective temporal evolution of electromagnetic states in a dissipative medium. So as to establish a correspondence with the non-absorptive regime we now search for approximate solutions for the DP mode properties in the limit of weak absorption. We consider a medium that is weakly absorptive in the sense that, over a frequency interval ∆ω centred atω, we may assume that ImΓ(r, ω) ≪ ∆ω/ω ≪ 1; this ensures that any anticipated line-shape function of width ∼ωImΓ(r,ω) will be well contained on the interval ∆ω. Furthermore, in order to pursue a perturbation approach with regard to the mode equation (35) we assume that for a particular mode index m we may consider the absorptive part of the medium response as satisfying |z mω ImΓ(r, ω)|/π ∼ ∆ω/ω, and that the frequency variation of Γ(r, ω) over the frequency interval ∆ω may likewise be considered a perturbative effect of the same order. We then introduce the formal expansions
where the superscripts denote the order of each term in the expansion with respect to the perturbative terms. Collecting lowest order terms in (35) we obtain
Comparison with (35) implies that z mω = 0 and that the spatial form of D
mω (r) is independent of ω. However, in order to be consistent with the normalisation condition (40) to lowest order we require
Now consider the generalised Hermitian eigenvalue problem
where the argumentω of the medium response is fixed independently of the eigenvaluẽ ω 2 /c 2 . This corresponds to a structured medium in the absence of material dispersion and loss, and recalling (43) we observe that D (0) mω (r) is a solution to (45) withω =ω. As such, the corrections to this lowest order solution may be calculated using standard perturbation theory. Collecting first order terms in (35) as
we may multiply this expression by [1 − ReΓ(r,ω)] and exploit the Hermitian nature of (45) to eliminate the terms involving D
(1) mω (r), leaving us with
where (43) has been used and we have assumed that the mode fields either vanish or satisfy periodic conditions at the spatial boundaries in order to remove the boundary terms that appear in the rearrangement of the integral over r on the left hand side of (47). We note that, although degeneracy in the solutions to (45) is to be expected in general, we treat the non-degenerate case here for simplicity. Where symmetry considerations fail to expedite the issue, the calculation for the degenerate case may be performed straightforwardly in the usual way [33] . Rearranging (47) then yields an expression for z (0) mω of the form
. (49) In considering weakly dissipative media we may expect the inequality 1 − ReΓ(r, ω) + ω[∂ReΓ(r, ω)/∂ω]/2 > 0 to hold over the frequency range of interest [30] which implies that ∆ m > 0. We shall find it convenient to allow the reference frequency to vary with the mode index m by settingω = ω m , and to define D m (r) as a solution of
From (43), we can assert D . (51) Furthermore, normalising D m (r) according to
allows us to write the lowest order mode field solutions as
Note that in writing (53) we have fixed the arbitrary phase implicit in (44) as was done in obtaining (23) from (22) . Concluding the perturbation treatment here, we note our key results to be the lowest order solution for D mω (r) given by (53), and that for z mω given by (48) and (51).
Effective photons
We now exploit the results of Section 3 to derive useful expressions for the electromagnetic field operators in the weak absorption regime. Inserting (53) into (34) with (48) and (49) we obtain an approximate expression for the electric displacement operator asD
where we again emphasise that the sum over m may imply the combination of a sum and integral over discrete and continuous band indices, respectively. Recalling the exact expression (34), the salient observation to be made here is the separation of the spatial variation of the mode fields from the frequency integral in (54). To this order of approximation, the departure of the DP modes from the non-absorptive solutions affects only the magnitude and phase of the mode fields while leaving their spatial form unchanged (see (53)). It is this crucial property of the weak absorption limit that, through (54), ascribes a natural superposition of DP excitations to a single field distribution, and thus reduces enormously the number of mode fields required to describe the electromagnetic field. This motivates the definition of a new class of bosons in the form of composite DPs which we term effective photons (EPs). The operators corresponding to these excitations are defined aŝ
where the scaling factor has been chosen for convenience, and we observe that ∆ m enters here as the EP line-width governing the magnitude and phase of the contributions from the various DP operators. It is this uncertainty in the EP frequency which leads to dissipation in the same spirit as in the spontaneous emission of an atom, though here the roles of matter and radiation are reversed. The EP operators, through (32) , satisfy the ETCR
We recall that by assumption the range of validity of the perturbation treatment in Section 3 ensures ∆ω ≫ ω m ImΓ(r, ω m ) and, through (49), we then have ∆ m ∼ ω m ImΓ(r, ω m ) and thus ∆ m ≪ ∆ω. This frequency range therefore includes the dominant contribution to the integral on the right hand side of (56) arising from a narrow region about ω = ω m . Extending the domain of integration to encompass the entire real frequency axis we may then obtain the approximate relation
Substituting (55) into (54) we then obtain the following expression for the electric displacement operator,
To the same lowest order we also have from (90), (91) and (92) in the Appendix
with, again,Ĥ(r) =B(r)/µ 0 . The approximate expressions (57)-(60) in the weak absorption regime are observed to be identical in form to the corresponding exact results for photons in vacuum [24] and DPs in perfectly transparent media [10, 34] . Of course, in the present context the EP operators do not diagonalise the Hamiltonian which is given instead by (31) . A consequence of this is the non-vanishing EP line-width which now follows from (51) and (52) as
It is this property of the EP operators that provides the key point of difference from the non-absorptive case.
Effective photon dynamics
For the purpose of determining the dynamics of the EP operators it is useful to establish from the definition (55) the unequal time commutation relations (UTCRs)
and
The result (62), from which the dynamics of all electromagnetic field quantities corresponding to EP states may be established, is an approximate relation obtained via the same procedure leading to (57).
To demonstrate the effects of dissipation upon the dynamics of the EP operators we consider the EP coherent states of the form [23] 
where α and φ m are complex numbers and m |φ m | 2 = 1. The expectation value of the EP annihilation operatorâ m then follows from (62) and (64) as
where â m = α|â m |α . We note that (65) is only valid for |t| 1/∆ω due to the inaccuracy of the approximations applied far from ω m in the frequency domain. In the region of validity the right hand side of (65) decays exponentially away from the time origin, with τ m = 1/(2∆ m ) playing the role of an EP lifetime for the mode m. Since we are considering a closed Hamiltonian system, the evolution of â m is bounded at all times and vanishes exponentially as t → ±∞. In a more realistic situation, asymmetric time evolution must be included artificially through a transient interaction with an external system.
We have shown that by expressing the electromagnetic field in terms of EP states we circumvent the need to specify the state of the medium explicitly in order to determine the dynamics of the electromagnetic field expectation values. A key advantage here is that the mode fields associated with the EP excitations account for the structural and material dispersion of the medium, and therefore form the natural language for describing the electromagnetic field in contexts where those properties are of importance, such as the study of dispersive photonic crystals and metamaterials.
The Beer-Lambert-Bouguer law in structured media
An application of the theory presented here is the calculation of the decay rate associated with the BLB law which describes the exponential spatial decay of the electromagnetic field intensity within a medium under constant illumination. We note that although this result could in principle be derived classically, that does not so far appear to have happened in full generality. We thus consider it an interesting example of how the more general quantum formalism can help to identify classical results.
The absorption coefficient
In order to examine propagation in space for this purpose, we consider a structured medium which is periodic in the x-direction with period L cell (e.g. a defect waveguide within a 2-D photonic crystal). In this case the mode index m takes the form (σ, k), where σ is a discrete band index while the Bloch mode wavevector k is continuous. The coherent state expectation value for the displacement field D (r) = α|D(r)|α is then written as
where we have introduced the Bloch modes
The normalisation which previously involved an integral over all space (cf. (52)) is now restricted to the unit cell according to
We perform a Taylor expansion of these mode fields about a reference wavevectork as
and define the EP field amplitude through
so that we may rewrite (66) in the form
We observe that to lowest order in k, which corresponds to weak mode dispersion and/or narrow-band signals, the EP fields represent spatial envelope functions for each Bloch mode, viz.,
We then obtain a dynamical equation for the EP fields for t > 0 from (65) and (69) as
where the mode frequency ω σk has been approximated by the corresponding Taylor polynomial in k truncated at the first order, and we have defined the Bloch mode group velocity v (g) σk = ∂ω σk /∂k|k. Working in the regime where the temporal variation of a σk (x, t) is such that the time derivative in (72) may be neglected we then obtain ∂a σk (x, t) ∂x
with solutions
where the BLB absorption coefficient γ σk follows from (61) and the normalisation of the Bloch modes (67) as
From standard electromagnetic theory we may identify the EP energy dissipated in a unit cell in an optical cycle as
while the EP energy in a unit cell is E phot = ω σk . Defining the EP mode quality factor Q σk = E phot /E diss then allows us to rewrite (75) in the form
As expected the absorption coefficient is enhanced by reducing both the group velocity and the quality factor of the EP mode. We emphasise, however, that both structural and material dispersion effects are encapsulated within both the Bloch mode group velocity v (g) σk and the EP mode quality factor Q σk . It is therefore not immediately obvious in general what is the net effect of the material dispersion.
The role of structural versus material dispersion on the absorption coefficient
Towards establishing the role of material dispersion we briefly digress to consider homogeneous media. In this case we have plane wave modes and the group velocity deviates from c purely as a result of material dispersion, viz.,
With the various material parameters being independent of r, (75) then simplifies to
where the normalisation equivalent to (67) in a homogeneous medium has been used, and v
is the phase velocity of the medium. The result (79) expresses the fact that slow light effects from material dispersion alone (as represented by the medium group velocity) do not lead to enhancement of the absorption coefficient.
Returning to structured media involving dispersive materials, we may obtain an expression for v (g) σk which highlights the contributions due to the structural dispersion and the material dispersion. The procedure is to solve the nondispersive problem and then include the dispersion through perturbation theory. We proceed by again considering the generalised Hermitian problem (45), which in the periodic geometry here takes the form 
Recall that the material dispersion has been removed by fixing the response function Γ(r, ω σk ) at the reference frequency corresponding to the reference wavenumberk. The tilded quantities thus correspond to the modes of the structured medium at some other wavenumber k in the absence of dispersion, except at the reference point itself where the exact dispersive solution D σk (r) is by construction a solution to (80) withω σk = ω σk . Now let us consider a different solution to the full dispersive problem (50) with frequency ω σk for k ≃k, and define δω = ω σk −ω σk to be the frequency difference between the dispersive and nondispersive solutions at k. On the other hand, the difference in the medium response at the two exact solution frequencies ω σk and ω σk is given to first order by δΓ(r, ω σk ) = (ω σk − ω σk )∂ReΓ(r, ω)/∂ω| ω σk . Then applying standard perturbation theory to the Hermitian problem (80) at ω σk , we may find δω to first order as δω ≃ − (ω σk − ω σk )ω 
This is arbitrarily accurate in the limit as δk = k −k → 0. Therefore we may write lim δk→0 δω δk = lim δk→0 ω σk −ω σk δk [27] . Although the result (85) was derived under the assumption of 1-D periodicity, it may be straightforwardly extended to 2-D and 3-D periodic structures with the same conclusion.
Concluding remarks
We have shown that in weakly dissipative media EP operators arise as natural superpositions of the DP operators and lead to a intuitive and convenient description of the absorptive decay of the quantised electromagnetic field. The mode fields associated with the EP excitations account for the structural and material dispersion of the medium and correspond to the results obtained in the non-absorptive regime. We have found that a quite general class of initial states may be constructed from the EP operators while dispensing with the need to consider the state of the medium explicitly, thus reducing enormously the number of degrees of freedom that must be considered in order to specify the evolution of the system uniquely. In addition, the theory presented allows a generalisation of the BLB law for structured media involving lossy, dispersive materials. Our analysis demonstrates that, for light propagation in homogeneous and periodically structured media, material dispersion has no effect upon the BLB absorption coefficient.
