For a discrete-time Markov chain with nite state space f1; : : : ; rg we consider the joint distribution of the numbers of visits in states 1; : : : ; r ? 1 during the rst N steps or before the N th visit to r.
Introduction
Consider a sequence of N independent replications of an experiment with the r 2 di erent outcomes 1; : : : ; r. Let p i (N) be the probability to get outcome i and de ne V (N ) i to be the number of trials resulting in i. The purpose of this paper is to generalize (1.1) to the case of Markov dependent trials. We study a sequence of Markov chains having the same nite state space f1; : : : ; rg, with r becoming an "almost absorbing" state.
Speci cally, let the Nth Markov chain be given by the initial distribution = ( j ) 1 j r and the transition matrix P(N) = (p i;j (N)) 1 i;j r . For i = 1; : : : ; r ? 1 we denote by V (N ) i and U (N ) i the number of visits in state i before time N and before the Nth visit in state r, respectively. We suppose that there is a matrix P = (p i;j ) 1 i;j r and constants 1 (1.5) In (1.5) (x) depends only on P, (x) on P and and (x) on P and = ( 1 ; : : : ; r?1 ): These functions are given as certain determinants and they are linear in each variable x i separately. Starting from (1.5) and the formulas for (x); (x) and (x) given below, l(x) can, at least in principle, be expanded into a power series around the origin, leading to explicit expressions for the limiting probabilities q m m m . For example, if P has (1; : : : ; 1) > as its last column and r = 1, we nd that
yielding a slight generalization of the limit theorem (1.1) for the multinomial distribution. As a second example, consider the case of a two-state Markov chain, i.e. r = 2. We obtain l(x 1 ) = 1 ?
1 (1 ? k! is the Laguerre polynomial of order m. The subject of Poisson approximation has attracted a lot of attention in recent years due to the Chen-Stein method for deriving bounds for the total variation distance between the distribution of sums of dependent indicator variables and the appropriate Poisson distribution (see e.g. Arratia, Goldstein and Gordon (1990) and the monograph by Barbour, Holst and Janson (1992) ). This technique is most useful for situations in which the summands satisfy some mixing conditions and does not seem to be applicable in our setting in which a new class of limiting multidimensional distributions arises. A related Poisson limit theorem for stationary and m-dependent indicator variables has been given by Kobus (1995) . Wang (1981) and Gani (1982) considered the asymptotic behavior of the Markov binomial distribution which arises from a two-state stationary Markov chain and was proposed by Edwards (1960) as a generalization of the binomial distribution to allow for correlation between trials. In this special case they derived the limiting distribution for V h(xjn)y n ; expand e j (x; y), as given by (2.6) Using Lemma 3 for P and for P] we see that the power series expansions of (x; 1)= (x); and (x)= (x) converge uniformly on U. Thus the same holds for f(x); f (x) and h r (xjn). Therefore, the sums of the coe cients of these series are given by f(1; : : : ; 1); f (1; : : : ; 1) and h r (1; : : : ; 1jn), respectively. Since (1; : : : ; 1) = Det(E ? P) = 0 (and (1; : : : ; 1) > 0), we have f(1; : : : ; 1) = 1, and f (1; : : : ; 1) = 1 follows in the same way.
The limit theorems
In this section we consider a sequence P(N) = (p i;j (N)) 1 r;j of transition matrices satisfying p i;j (N) ?! p i;j for i = 1; : : : ; r ? 1 and j = 1; : : : ; r Then it is easily seen that Det( E ? P (x; 1)] z(x) ) = j j 1 Det(E ? P] e (x; 1)) = j j 1 e (x); where e (x) is de ned in the same way as (x). Now let l(x) = 1 ? (x) (x) expf?j j 1 e (x)= (x)g:
As in the proof of Lemma 7 it follows that l(x) is analytic on U. We will show in the next theorem that l(x) is the uniform limit of analytic functions having a Taylor series expansion around 0 0 0 with nonnegative coe cients. Therefore the same is true for l(x). From Lemma 3 (for the case " = 0) we conclude that (x)= (x) and e (x)= (x) have Taylor series converging uniformly on U. Thus, the Taylor series of l(x) converges uniformly on U and the sum of its (nonnegative) coe cients is equal to l(1; : : : ; We conclude that l(x) is generating function of some The rth row of (N ) j (x; 1) is given by (3.11) divided by n N so that it converges uniformly to (0; : : : ; 0). Hence 
