Infinite Variance in Fermion Quantum Monte Carlo Calculations by Shi, Hao & Zhang, Shiwei
ar
X
iv
:1
51
1.
04
08
4v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
12
 N
ov
 20
15
Infinite Variance in Fermion Quantum Monte Carlo Calculations
Hao Shi and Shiwei Zhang
Department of Physics, The College of William and Mary, Williamsburg, Virginia 23187
For important classes of many-fermion problems, quantum Monte Carlo (QMC) methods allow
exact calculations of ground-state and finite-temperature properties, without the sign problem.
The list spans condensed matter, nuclear physics, and high-energy physics, including the half-filled
repulsive Hubbard model, the spin-balanced atomic Fermi gas, lattice QCD calculations at zero
density with Wilson Fermions, and is growing rapidly as a number of problems have been discovered
recently to be free of the sign problem. In these situations, QMC calculations are relied upon to
provide definitive answers. Their results are instrumental to our ability to understand and compute
properties in fundamental models important to multiple sub-areas in quantum physics. It is shown,
however, that the most commonly employed algorithms in such situations turn out to have an infinite
variance problem. A diverging variance causes the estimated Monte Carlo statistical error bar to
be incorrect, which can render the results of the calculation unreliable or meaningless. We discuss
how to identify the infinite variance problem. An approach is then proposed to solve the problem.
The solution does not require major modifications to standard algorithms, adding a “bridge link”
to the imaginary-time path-integral. The general idea is applicable to a variety of situations where
the infinite variance problem may be present. Illustrative results are presented for the ground state
of the Hubbard model at half-filling.
I. INTRODUCTION
Quantum Monte Carlo (QMC) methods refer to a large
family of modern computational approaches to compute
properties of interacting quantum-mechanical systems.
They are widely used in condensed-matter physics, nu-
clear physics, high-energy physics, and quantum chem-
istry. There are different flavors of QMC, all of which
involve the use of Monte Carlo (MC) sampling tech-
niques to evaluate some form of path-integrals represent-
ing the many-body ground-state wave function or finite-
temperature partition function or action. Because of the
size of the underlying Hilbert space in the quantum sys-
tem, the dimension of the integrals involved is often enor-
mous, making it difficult or intractable for other compu-
tational approaches. QMC methods thus play a funda-
mental role in the study of quantum models and materi-
als.
For a variety of boson systems [1, 2] and unfrustrated
spin models [3], the integrand is a positive function which
resembles the partition function in classical systems. The
calculations then behave like classical MC simulations,
albeit with added complexities and effectively in higher
dimensions. A successful QMC calculations yields the
expectation value(s) of the physical observable(s), with
an estimate of the statistical error bar(s). The MC result
is only meaningful when accompanied by a reliable error
bar, which provides a statistical measure of the range of
the possible answer with respect to the computed expec-
tation value.
For systems with fermions, the exchange symmetry
dictates that, in general, the integrand cannot be made
all positive. A sign problem [4–7] then arises. This prob-
lem fundamentally changes the (low) algebraic scaling of
the computational time with respect to system size or
inverse temperature [8], making the statistical noise in
the computed results grow exponentially. In order to
remove the exponential scaling, approximations [6, 9–11]
are generally needed which introduce a systematic bias in
the calculated results. Computations in fermion systems
are thus often drastically harder than in boson systems,
and reliable results are much more difficult to achieve.
For important classes of fermion problems, however,
the calculations can be formulated to be free of the sign
problem. Examples span multiple areas in physics, and
range from the half-filled repulsive Hubbard model for
magnetism and possible spin liquid states [12, 13] to spin-
balanced fermions with attractive interaction describing
atomic Fermi gases to Kane-Mele models [14] and spinless
fermion models [15, 16] for topological phases to zero-
density lattice QCD calculations [17–19] with Wilson
Fermions. These calculations employ the determinan-
tal QMC approach based on auxiliary-fields [20–24]. By
exploiting certain symmetries of the problems, the inte-
grand in the many-dimensional integral, despite fermion
antisymmetry, can be made non-negative in this method.
These classes of fermion problems are growing in number
and in impact, as more problems are being discovered and
more models are being proposed and studied [15, 16, 25–
27] where the sign problem can be made absent in a sim-
ilar manner. In these situations, the QMC calculation is
relied upon to provide definitive answers for our under-
standing of fundamental models or systems, much like in
boson systems, unfrustrated quantum spin models, or in
classical MC simulations.
In this paper, we show that the commonly employed
forms of the determinantal QMC approach, as applied to
such situations, have MC variances that diverge. Since
the MC statistical error is proportional to the variance,
the divergence makes it impossible to obtain a correct
estimate of the error bar, thereby rendering the MC re-
sults unreliable. The results obtained by ignoring the
problem can turn out to be reasonable, as we illustrate
below. However, the computation cannot internally de-
2termine whether this will be the case and, in a strict
mathematical sense, the result is not meaningful without
controlling the problem. The extent of the problem can
differ for different models, observables, and algorithms,
but the fundamental problem appears to be generic in
standard path-integral determinantal QMC calculations.
We illustrate the infinite variance problem, discuss its
origin, and examine ways to detect it. A method is then
proposed to solve the problem, which is straightforward
to implement within the standard algorithms. The work
here provides a robust approach for all the situations
mentioned above where standard determinantal QMC al-
gorithms are applied to sign-problem-free fermion sys-
tems. Further, the ideas can be potentially useful in
many other MC simulations (wherever the function being
sampled might contain zero values).
The remainder of this paper is organized as follows.
In Sec. II, we illustrate the infinite variance problem in
a normal determinantal QMC calculation in the Hub-
bard model. In Sec. III, we summarize the formalism of
determinantal QMC, focusing on ground-state calcula-
tions, to facilitate the ensuing analysis of the origin and
the presentation of our solution for the variance prob-
lem. In Sec. IV, we study the variance problem using a
toy problem which can be thoroughly examined analyt-
ically. Then in Sec. V, we present our solution to the
infinite variance problem. This is followed by discussions
of the general applicability of our approach and several
technical aspects, in Sec. VI. We end with summary and
conclusions in Sec. VII.
II. SYMPTOMS OF THE PROBLEM
In this section, we illustrate the infinite variance prob-
lem with calculations in the Hubbard model:
Hˆ = −t
N∑
<i,j>,σ
c†iσcjσ + U
N∑
i
ni↑ni↓. (1)
Here N is the number of lattice sites, 〈, 〉 denotes nearest
neighbor, the operator c†iσ (ciσ) creates (annihilates) a
electron of spin σ on the i-th lattice site, and U is the
interaction when two electrons of opposite spins are on
the same lattice site. We will assume that there are equal
numbers of electrons of both spins: N↑ = N↓ = N/2.
With a repulsive interaction (U > 0), there is no sign
problem on a bipartite lattice at half-filling. The rea-
son for this, as well as details of the standard determi-
nantal QMC algorithm we employ, will be discussed in
the next section. For illustrative purposes, we have se-
lected an arbitrary small system, a 2 × 4 supercell. The
characteristics of the results discussed and the underly-
ing issues are general and independent of the details of
system or the calculation. We compute the total ground-
state energy of the system in 100 independent calcula-
tions. Each calculation carries out, by Metropolis MC
sampling of the path-integral form, the imaginary-time
FIG. 1: (Color online) Distribution of the computed ground-
state energies from 100 independent determinantal QMC cal-
culations. In the left panel, each shade band indicates one
standard deviation, as computed from the 100 data points,
which are plotted vs. the (arbitrary) run index. In the right
panel, the histogram of the 100 data points are shown with
a bin size of the computed standard deviation. For compar-
ison, the theoretical Gaussian distribution from the CLT is
also shown. (A shift is applied on the horizontal axis so that
the exact result is shown at zero, the vertical red line.) The
computed mean from the 100 data is shown by the vertical
blue line, with its thickness indicating the statistical error bar.
Note the logarithmic scale on the vertical axis.
projection from an initial wave function taken to be the
ground state of the non-interacting system. The total
imaginary time of the projection in each calculation is
β = 81, with ∆τ = 0.01 (in units of t). After discard-
ing an initial equilibration phase, we perform 50 sweeps
along the path measuring the energy between 0 and 81t
with an interval of 0.9t of imaginary time.
From standard analysis procedure, one obtains the ex-
pectation value from the average of the 100 data points.
The statistical error bar is given, based on the Central
Limit Theorem (CLT), by the standard deviation divided
by
√
100− 1. Our final result is −10.199 ± 0.005. This
implies that, for example, the probability that the exact
result is within one MC error bar of the computed expec-
tation is ∼ 68.27%, the probability that it is outside of
two error bars is 4.55%, etc. The exact result is −10.197
[28], and our results look quite reasonable.
However, as seen from Fig. 1, the data exhibit sev-
eral anomalies. The distribution of the MC data is not
symmetric about the expectation value. One data point
falls outside four standard deviations from the mean, the
probability for which should be less than 0.007%. Over-
all, the χ2 between the two distributions in the right
panel of Fig. 1, namely the histogram from binned data
and the theoretical distribution according to the CLT,
3is 342.1, which indicates that it is highly unlikely that
the two are consistent. The disagreement means that al-
though our final result happens to be consistent with the
exact result, the MC estimates of the mean and statisti-
cal error bar could have been catastrophically wrong.
We have tested many different system sizes and inter-
action strengths, several different models, different forms
of HS transformations, and measuring observables other
than the energy, to confirm the above observations. The
behavior appears quite general in standard determinan-
tal QMC calculations. In the next section we discuss the
problem more formally and provide an explanation of its
origin.
III. DETERMINANTAL QMC FORMALISM
AND THE ORIGIN OF THE PROBLEM
We first briefly outline the standard determinantal
QMC method. For concreteness, we will focus on the
ground-state algorithm. The finite-temperature, grand-
canonical formalism, on which we will comment further
in Sec. VII, shares many of the same features. In most
ground-state QMC approaches, the imaginary time op-
erator exp(−βHˆ/2) is applied to an initial wave function
|ψT 〉. If |ψT 〉 is not orthogonal with the ground state |ψ0〉,
the process will converge to |ψ0〉 for sufficiently large β.
The expectation value of a ground-state observable or
correlation function Oˆ can be measured by:
〈Oˆ〉 = 〈ψT | exp(−βHˆ/2) Oˆ exp(−βHˆ/2) |ψT 〉〈ψT | exp(−βHˆ) |ψT 〉
. (2)
In the standard ground-state determinantal QMC
method, the projection operator is expressed as an in-
tegration of the one-body propagators [29] via the use of
the Trotter-Suzuki breakup and Hubbard-Stratonovich
(HS) transformation
e−∆τHˆ =
∫
p(x)Bˆ(x)dx, (3)
where ∆τ is a small time step, and β = L∆τ . The de-
tails of the functions on the right-hand side depend on the
Hamiltonian and the particular choice of the HS trans-
formation, but the form in Eq. (3), holds generally. The
variable x, which is referred to as an auxiliary-field, is
a many-dimensional vector and can be either continuous
or discrete. (In the latter case the integral in Eq. (3)
is actually a sum.) The function p(x) can be viewed
as a probability density, and the one-body propagator
has the general form: Bˆ(x) = exp(
∑
i,j bi,j(x)c
†
i cj). Any
one-body propagator of this form has the property
Bˆ(x)|φ〉 = |φ′〉 , (4)
where |φ〉 and |φ′〉 are independent-particle fermion wave
functions, i.e., Slater determinants. The orbitals in |φ′〉
are related to those in |φ〉 by a simple matrix product
using the matrix corresponding to the operator Bˆ(x).
The equation in (2) then becomes a multi-dimensional
path integral in auxiliary-field space:
〈Oˆ〉 =
∫ · ·· ∫ dx1dx2 . . . dxL p(x1) . . . p(xL) 〈ψT | Bˆ(x1) . . . Bˆ(xL/2) Oˆ Bˆ(xL/2+1) . . . Bˆ(xL) |ψT 〉∫ · · · ∫ dx1dx2 . . . dxL p(x1) . . . p(xL) 〈ψT | Bˆ(x1) Bˆ(x2) . . . Bˆ(xL) |ψT 〉 . (5)
In Eq. (5) we have inserted Oˆ in the middle of the path, as
we had done in Eq. (2). Of course a measurement can be
made anywhere along the path provided it is sufficiently
far away from either end to ensure that convergence to
the ground state has been reached by the projection from
|ψT 〉. This does not impact the discussion on the vari-
ance problem, and we will use Eq. (5) when the explicit
formula is needed, with no loss of generality.
If the initial wave function |ψT 〉 is chosen to be a
Slater determinant, the propagation by each auxiliary-
field path, i.e., each string of Bˆ operators, keeps it in the
form of a single Slater determinant. For brevity let us
introduce the following notation:
|φr(X r)〉 ≡ Bˆ(xL/2+1)Bˆ(xL/2+2) . . . Bˆ(xL)|ψT 〉 (6)
and
〈φl(X l)| ≡ 〈ψT | Bˆ(x1)Bˆ(x2) . . . Bˆ(xL/2) (7)
where the shorthand X r and X l denote the collection of
auxiliary-fields with indices from L/2+1 to L (inclusive)
and from 1 to L/2, respectively. Further, let us denote
X ≡ {X l,X r} = {x1, x2, . . . , xL}, and the product of
probability densities as P (X ) =
∏L
l=1 p(xl).
The integrand in the denominator in Eq. (5) is given
by
f(X ) = P (X ) 〈φl(X l)|φr(X r)〉 , (8)
where the inner product can be conveniently evaluated
as the determinant of the product of the matrices corre-
sponding to the ”left” and ”right” wave functions [29].
Similarly, the integrand in the numerator is given by
g(X ) = P (X ) 〈φl(X l)|Oˆ|φr(X r)〉 , (9)
4so that Eq. (5) reduces to a generic form:
〈Oˆ〉 =
∫
g(X ) dX∫
f(X ) dX
. (10)
For general fermion problems, the determinant in
Eq. (8) can be both positive and negative as a function
of X — indeed it is complex for problems with realistic
electronic interactions [30]. However, as mentioned ear-
lier, in many important classes of problems, f(X ) turns
out to be non-negative. For instance, in the repulsive
half-filled Hubbard Hamiltonian of Eq. (1), there is no
sign problem as long as we choose a |ψT 〉 which ensures
partial particle-hole symmetry. Either the charge or spin
form of the HS transformation can be used, with either
discrete or continuous auxiliary-fields [31]. This is one
example where f(X ) can be written as the square or
complex conjugation product of two determinants. More
generally, in these sign-problem-free situations f(X ) can
often be thought of as the determinant of a matrix whose
eigenvalues appear in pairs, either degenerate real values
of complex conjugates.
For any problem with f(X ) ≥ 0, it is straightfor-
ward to sample the probability density function (PDF):
f(X )/
∫
f(X ) dX by Metropolis [32] or branching ran-
dom walks [29] and use MC to evaluate Eq. (10):
〈Oˆ〉 .=
〈
g(X )
f(X )
〉
f
, (11)
where the average is with respect to the configura-
tions sampled from f(X ). The estimator g/f reduces
to 〈φl(X l)|Oˆ|φr(X r)〉/〈φl(X l)|φr(X r)〉, which is conve-
niently evaluated by the corresponding Green functions if
Oˆ is a one-body operator and by combinations of Green
functions via Wick’s theorem if Oˆ is a two-body correla-
tion function [29, 32]. This is the standard determinantal
QMC approach.
In order to measure the statistical error bar, one com-
putes the variance:
σ2
Oˆ
=
∫ g2(X)
f(X) dX∫
f(X )dX
− 〈Oˆ〉2 .=
〈(
g
f
)2〉
f
−
〈
g
f
〉2
f
, (12)
where on the right we have omitted the variable X but
the averages have the same meaning as in Eq. (11).
(In practice the configurations sampled will have auto-
correlations, and one will need to re-block the measure-
ments to obtain a reliable estimate, as is commonly done.
This is always done in our data analysis in the present
work. It does not affect the following discussions.)
The variance in Eq. (12), as given by the explicit for-
mula on the left, can diverge if g(X ) remains non-zero
when f(X ) approaches zero. More precisely, it diverges
if a non-integrable singularity exists in g2/f anywhere in
the space of the auxiliary-field paths. This can occur be-
cause f is given by the overlap between two single Slater
determinant wave functions, |φl〉 and |φr〉, which are ran-
domly evolving. The existence of paths with f(X ) = 0
TABLE I: MC results for the toy problem in Eq. 13 at α =
0. The PDF 2x is sampled on (0, 1). The MC statistical
error bars (one standard deviation) are estimated from 100
independent runs.
Sample size Computed value 〈y(0)〉 Error bar
5000 5.0064 0.0089
20000 4.9939 0.0047
80000 4.9997 0.0026
320000 5.0011 0.0014
1280000 5.0021 0.0009
is related to the occurrence of the sign problem in cal-
culations of general fermion problems in this framework.
The symmetry which prevents the sign problem from oc-
curring in the sign-problem-free cases eliminates the part
of the space where f(X ) < 0; however, this symmetry in
general does not exclude f(X ) = 0. In the example in
Sec. II, both |φl〉 and |φr〉 can be written as |φ↑〉 ⊗ |φ↓〉,
where |φ↓〉 can be made equal (or complex conjugate) to
|φ↑〉 under partial particle-hole transformation [20]. This
means that f(X ) can be written in the form of |〈φl↓|φr↓〉|2
for any path X , and thus is non-negative. It does not
mean, however, that f(X ) cannot be zero, which occurs
whenever |φl〉 and |φr〉 become orthogonal. This is in-
evitable, since they are two independent single-Slater de-
terminant wave functions controlled by separate stochas-
tic paths X l and X r, respectively.
This divergence is the origin of the symptoms seen in
the calculation in Sec. II. It causes the underlying vari-
ance of the calculation to diverge. It is important to em-
phasize that the infinite variance problem is not caused
by a path with f(X ) = 0 being encountered in an actual
calculation. In the MC calculation points with f(X ) = 0
are, of course, never sampled. The expectation value
〈g/f〉 exists, and will converge to the correct answer.
The infinite variance problem arises because paths are
sampled which come close to f(X ) = 0. Although the
computed variance, using 〈(g/f)2〉, will always have a
finite numerical value in each calculation, it will show
sporadic behaviors from simulation to simulation. The
variance is an intrinsic property of the underlying PDF
being sampled, so the problem does not depend on which
sampling algorithm is used. The more samples generated,
the more likely the divergence will manifest itself. Hence
the computed error bar, which is obtained by σ divided
by the number of effective independent samples, does not
provide a reliable estimate of the MC statistical error.
IV. ILLUSTRATION FROM A TOY MODEL
In this section we illustrate several key aspects of the
infinite variance problem by studying a toy problem. Let
us consider the following expression involving simple one-
5FIG. 2: (Color online) Normalized histograms of MC measurements for α = 0.2 (top row) and α = 0.0 (bottom row). The
calculations at each α are done with 5×106 MC samples. Each histogram is obtained by grouping a different number (”block”)
of samples together to make one entry of 〈y(α)〉. In the top row, they converge quickly to Gaussian distributions as ”block” is
increased, and reach agreement with the red (dashed) curves, which indicate the Gaussian as defined according to the CLT. In
the bottom row, in contrast, the histograms do not converge to Gaussians. A persistent discrepancy is seen between the CLT
prediction and the data. The insets, which display the unnormalized histogram values (semi-log scale), highlight the long tail
on the right.
dimensional integrals,
y(α) =
∫ 1
α (x + 2) dx∫ 1
α
x dx
, (13)
where α ∈ [0, 1) is a parameter which we will vary.
Eq. (13) can be viewed as a special case of Eq. (10),
with f(x) = x and g(x) = x+ 2.
Mimicking the QMC calculations, we will choose to
sample the PDF x/(
∫ 1
α x dx) and evaluate y(α) by MC,
i.e., the expectation of (x + 2)/x from the samples. The
exact value is y(α) = (5 + α)/(1 + α). The variance is
σ2y(α) =
∫ 1
α (x+ 2)
2/x dx∫ 1
α
x dx
− y2(α)
= − 8 lnα
1− α2 −
16
(1 + α)2
.
(14)
As α −→ 0, the expectation y(α) −→ 5 is well defined, while
the variance diverges as σ2y(α) −→ −8 ln(α).
This divergence is not straightforward to detect in the
MC calculation. The logarithmic divergence is a con-
sequence of samples landing closer to f(x) = 0 (i.e., x
being near the origin). Statistically this occurs more as
the sample size grows. On the other hand, the standard
deviation of the computed expectation value, in the ab-
sence of the divergence, will decrease as the square root
of the sample size. In the competition between the two
trends, the logarithm is slower so the latter dominates.
Table I displays the result obtained from actual MC cal-
culations at α = 0. The expectation values are obtained
from averaging 100 independent runs, each with the spec-
ified sample size, and the error bar is estimated by the
standard deviation of the 100 results divided by /
√
99.
Similar to the situation in the Hubbard model in Sec. II,
the results look reasonable at first glance. The error bar
is seen to decrease as the sample size is increased, roughly
as the square root, although the largest calculation gives
a result which is away from the correct answer by more
than two error bars.
In Fig. 2 we examine the behavior of the calculations
more closely, and compare it to that of a case with no
variance problem (α 6= 0). In each calculation a total
of M samples are drawn from the PDF. We group the
samples into blocks each with Mb samples, and compute
the MC estimate of y(α) for each block. These are en-
tries for the histogram with ”block” number Mb. Thus
the first histogram in the top row contains M entries of
(x+2)/x, each computed at an x value sampled from the
PDF f(x) ∝ x, with x ∈ (α, 1). In the next histogram,
each entry is obtained from an average 〈(x + 2)/x〉 of
Mb = 50 samples, and there areM/Mb entries. This pro-
cedure of re-blocking or re-binning is common in QMC
calculations where auto-correlation is present. (If suc-
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FIG. 3: (Color online) Comparison of finite and infinite variance calculations. The variance, statistical error on the expectation
value, and the statistical error on the computed variance are shown for α = 0.2 (top row) and α = 0 (bottom row). The
statistical errors are estimated from 30 independent MC runs. For α = 0.2, the computed variance remains consistent with
analytic results as the sample size M is varied, and the computed statistical errors on the variance and on the expectation
values decreases as 1/
√
M . For α = 0 the MC variance shows increasing fluctuations as M is increased, and does not converge.
The statistical errors do not decrease following 1/
√
M , as is especially evident in the error on the variance.
cessive MC samples are not correlated, different ways
of re-blocking will lead to statistically equal error esti-
mates.) For each re-blocking step, the variance between
the block means can be computed numerically, follow-
ing the right-hand side of Eq. (12) (with the block mean
values replacing g/f) and averaging over all the blocks.
As seen from the top row in Fig. 2, for α = 0.2 the be-
havior is consistent with what is expected from the CLT.
As Mb is increased, the histograms converge to Gaussian
distributions given by the overall mean and the standard
deviations computed from the entries. For α = 0, how-
ever, the behavior is different. The histograms do not
converge to Gaussian distributions with re-blocking. A
persistent tail is present, and the standard deviations and
the MC error estimates obtained according to the CLT
do not give a correct description of the actual data.
Figure 3 further analyzes the behaviors of the variance.
For each α, we compute the variance and the expectation
value systematically for increasing sample sizes. In other
words, a sequence of 〈y(α)〉 and σ2y(α) are obtained as
we vary the number of samples, M , used in Eqs. (11)
and (12). To estimate the statistical errors on 〈y(α)〉
and σ2y(α) for each choice of M , we carry out 30 inde-
pendent MC calculations and compute the correspond-
ing standard deviations. (Note that this applies to any
observables in any QMC calculations. An estimate of the
error bar can always be obtained by repeating the calcu-
lations with different random number seeds a number of
times and computing the standard deviation of the cor-
responding observable from them.) We see from the first
panel in the figure that, at α = 0.2, the computed vari-
ance agrees with the exact value of σ2 = 2.30087 from
Eq. (14), regardless of the sample size. The error bar on
the computed variance decreases with sample size. In-
deed the error bar is proportional to 1/
√
M as shown
in the last panel in the top row. Similarly, the statisti-
cal errors on the computed expectation value agree with
σ/
√
M , as shown in the second panel. For α = 0, the
situation is different. Though a well defined expectation
value still exists, the computed variance does not show
convergence with increasing sample size. Large fluctu-
ations are seen at large M on the computed statistical
errors of both the expectation value and, especially, the
variance. This is understandable, since larger M makes
it it more likely to have samples which land ever closer
to the origin.
The toy problem is of course rather artificial. To what
extent it captures the characteristics of determinantal
QMC is not immediately clear. Because of the non-
orthogonal and over-complete nature of |φl〉 and |φr〉,
less is known about the behavior of f(x) and how it
approaches zero than that of wave functions written in
coordinate space (which tend to vanish linearly at the
node) [33]. In Fig. 4 a similar analysis is performed on
7FIG. 4: (Color online) Detection and further analysis of the infinite variance problem in the Hubbard model calculation in
Sec. II. The top panel shows a re-blocking analysis similar to that in Fig. 2. The histograms of the computed ground-state
energy do not converge to Gaussians and do not follow the CLT. In the bottom panel, the computed variance and the statistical
error on the variance are shown vs. sample size, similar to Fig. 3. The variance does not converge to a finite value. Its error
bar grows with sample size in contrast with the expected 1/
√
M decay. (The magenta line is a linear fit.)
the Hubbard model calculations described in Sec. II. In
the top panels histograms of the computed ground-state
energy are shown from re-blocking, again with the inset
showing the long tails (which are on the left since the en-
ergy is negative here). In the bottom panels, the variance
is computed with increasing MC sample size, following a
similar procedure to that used in Fig. 3. The estimated
statistical error on the computed variance shows large
fluctuations and does not resemble a 1/
√
M behavior.
As we see there is a striking similarity between the be-
haviors of the real determinatal QMC calculations and
the toy model.
V. SOLUTION
Conceptually it is straightforward to avoid the infinite
variance problem. One should modify the PDF which
is sampled by MC so that it is non-zero in the entire
configuration space (or at least find one that only leads to
an integrable singularity in the estimator). One example
would be to shift the PDF, i.e., to sample
f ′(X ) =
f(X ) + η∫
[ f(X ) + η ] dX
, (15)
where η is a small constant. One could also modify f
to set a minimum value such as f ′(X ) ∝ max{f(X), η}.
Yet another example would be to sample
f ′(X ) ∝ f(X ) + γ|g(X)| , (16)
where γ is a constant which can be tuned to minimize
the variance of the desired expectation value or a set of
expectation values. One example is the worm algorithm
[2], which uses this form as an elegant way to expand the
sampled phase space beyond that defined by f . Under
the new PDF f ′, the observable in Eq. (10) can be esti-
mated by computing the integrals in the numerator and
denominator separately,
〈Oˆ〉 = 〈g(X )/f
′(X )〉f ′
〈f(X )/f ′(X )〉f ′ , (17)
where the averages are with respect to samples from the
new PDF f ′(X ) as indicated. These and related tricks
have been used in different contexts [34–36] where a zero
needs to be avoided in the function being sampled.
Any of the choices above would solve the toy problem
of Eq. (13). In realistic sign-problem-free QMC calcula-
tions, however, these approaches in general do not work
well. The function f(X ) in these cases tends to span
an enormous range. For example, we observe that the
unnormalized f(X ) can vary from exp(−50) to exp(50)
during a typical simulation in a lattice of moderate size.
The range grows exponentially with system size (physical
size or imaginary time/inverse temperature). This makes
8it difficult to choose a “suitable” value of η, which can
depend sensitively on the specific calculation. The choice
can be either too small (no effect on reducing the vari-
ance) or too large (inefficient sampling in a large part of
the configure space and hence large variance). A reason-
able choice for one can become ineffective for a different
calculation (different physical, or even run, parameters).
In principle the approach in Eq. (16) could work better
if a suitable g(X ) is found. For example, we tested the
case Oˆ = Hˆ in the function in Eq. (9). This was diffi-
cult to implement and it slowed down the computation
significantly. If one keeps the measurement of Hˆ at a
fixed location on the path, say, at l = L/2, one has to
re-compute large segments of the path for a two-body
expectation for every update, which is done in sweeps
across the path. If one allows the position l to vary, the
effective function in the PDF is g(X, l), for which detailed
balance is less straightforward to maintain.
Here we propose a simple solution to overcome the in-
finite variance problem which requires minimal modifi-
cations to the standard algorithm. From Eq. (8), let us
introduce an intermediate function:
̥(X ) = P (X ) 〈φl(X l)|e−∆τHˆ |φr(X r)〉 . (18)
We then define a new PDF to be used in the MC:
f ′(X ;x′) ∝ P (X ) 〈φl(X l)| p(x′)Bˆ(x′) |φr(X r)〉 , (19)
which contains an extra auxiliary-field x′. The func-
tion ̥(X ) implicitly depends on the location l where
the propagator e−∆τHˆ is inserted. The new PDF, on
the other hand, does not distinguish where x′ is inserted.
It is simply the PDF that lives in a larger auxiliary-field
space, identical to a path integral with (L+1) time slices.
Using Eq. (3), we obtain that
̥(X ) = C
∫
f ′(X ;x′) dx′ , (20)
where C is a normalization constant (which will not need
to be determined in the calculation).
We can now write the original expectation value in
Eq. (10) as
〈Oˆ〉 =
∫∫ g(X)
̥(X) f
′(X ;x′) dx′ dX∫∫ f(X)
̥(X) f
′(X ;x′) dx′ dX
. (21)
The identity is easily verified by performing the integrals
over x′, using Eq. (20). This leads to the MC estimator
〈Oˆ〉 = 〈g(X )/̥(X )〉f ′〈f(X )/̥(X )〉f ′ , (22)
where the average is with respect to the PDF f ′(X ;x′),
which is sampled in the expanded space of auxiliary-field
paths containing an additional time slice. The basic idea
of the new algorithm is thus:
1. Set up the calculation with one more time slice than
originally needed.
2. Update the entire path of (L + 1) time slices as
usual.
3. Whenever a measurement is made, the time slice
where the measurement takes place is the “extra”
time slice, which we shall refer to as the “bridge”
link. Its auxiliary-field configuration x′ should be
ignored, i.e., the corresponding B(x′) should be ex-
cluded in forming f(X ), g(X ) and ̥(X ).
The “bridge” link is thus dynamic, moving along the
path with the update sweeps. This is a crucial difference
from the approach of Eq. (16). Note that the integrals
in Eq. (21) are automatically evaluated by MC when we
perform the sampling in the expanded space of {X, x′}
and ignore x′ in step (3). Computing ̥(X ) in Eq. (22)
requires the expectation value of exp(−∆τHˆ). We do
so by expanding it in terms of ∆τ . In most calculations
this was done up to second order, which we found to
be sufficiently accurate. We discuss this point further in
Sec. VII.
The purpose of the intermediate function ̥ is to re-
move any singularities in the expectations in Eq. (22),
without having to introduce a PDF that would decrease
sampling efficiency drastically or increase the complex-
ity of the algorithm substantially. The form of the PDF
should scale properly to the thermodynamic limit, and
its performance should remain consistent as system size
and imaginary time length are varied. These are ac-
complished with the form in Eq. (18), for a broad class
of problems. It is easy to see that the function ̥(X )
removes the zeros present in f(X ). From Eqs. (20)
and (19), ̥(X ) is a linear combination (over an in-
finite/large number of auxiliary-fields x′) of terms of
the form 〈φl(X l)| Bˆ(x′)|φr(X r)〉. Each term in the in-
tegral/sum is non-negative. If the overlap between 〈φl|
and a single determinant in the sum, Bˆ(x′)|φr〉, is zero
for a particular x′, there will be different random values
of x′ which will give non-zero contributions in the sum.
For the energy, the estimator g/̥ in the numerator
in Eq. (22) has the form 〈φl|Hˆ |φr〉/〈φl|e−∆τHˆ|φr〉. It is
easy to see that, to leading order in ∆τ , this is bounded
by −1/∆τ (relative to the mean or trial energy). It is
worth emphasizing that the situation here is fundamen-
tally different from that in diffusion Monte Carlo [6] or
in phase-free AFQMC [30] where one could encounter oc-
casional walkers with large local energies. In those cases
there is no infinite variance problem, as we further discuss
in Sec. VII. To control the spurious fluctuations, one may
apply a cutoff of O(1/√∆τ ) on the local energies [37, 38]
or use an estimate of the integral of the local energy over
the time step [37]. The key distinction is that there the
problem has a well-defined limit as ∆τ → 0, while here
any artificial bounds applied on the local energy will give
back the infinite variance problem as one attempts to re-
lax or extrapolate with the bound to remove the bias it
9introduces.
In Fig. 5 we show results of the new method applied to
the example of Fig. 4. The histograms are shown for both
the numerator and the denominator in Eq. (22) for the
ground-state energy. For brevity, results are only shown
for one re-blocking size. It is seen that both approach
perfect Gaussians in agreement with the CLT results.
The MC variances and the error bars on the variances
are computed for both. The variances converge as we in-
crease the sample size, with the error bars on the variance
decreasing as 1/
√
M . In other words, all the infinite vari-
ance symptoms have been removed. The behavior of the
calculation is fundamentally different from before, and is
consistent with that of a finite, well-defined variance.
We next illustrate the problem and solution in calcula-
tions of physical quantities besides the energy. A direct
measure of magnetic order is the spin-spin correlation
function
S0 · Si = Sz0Szi +
1
2
(S+0 S
−
i + S
−
0 S
+
i ), (23)
with Szi = (ni↑ − ni↓)/2, S+i = c†i↑ci↓, and S−i = c†i↓ci↑.
The site ’0’ is an arbitrary reference site and can be av-
eraged over. The site i is varied through the supercell,
with its relative distance to site 0 denoted by r. Thus far
in the HS transformation we have employed the spin de-
composition, which is the more commonly adopted form
in the repulsive Hubbard model. Below we will use the
charge decomposition instead, which exhibits more severe
symptoms of the infinite variance problem, to highlight
the different features of the calculations with and with-
out the bridge link. The two sets of calculations will use
otherwise identical settings, to compare the computed
spin-spin correlation functions.
In Fig. 6 we first show results in a 4× 4 system, where
exact diagonalization (ED) can be carried out for com-
parison. (The QMC calculations used a finite ∆τ = 0.01
in units of t. The resulting Trotter error is negligible on
the scale of the main plots. In the insets a shift has been
applied to the ED results to account for it.) Within each
panel, three QMC calculations are shown, with the num-
ber of independent measurements contained in the final
result (denoted by the number of sweeps in each measure-
ment block, Nsweep) increasing by a factor of 10 every
time. The CLT dictates that the statistical error should
decrease by roughly 1/
√
10 between the successive runs.
In the standard algorithm (top panel), the computed er-
ror bar is seen to decrease first but to rise dramatically
in the largest run with Nsweep= 5, 000. (Note also the
significantly higher than expected number of data points
outside one error bar in the first two runs.) The new
method with bridge links eliminates the problem. The
computed correlation functions are in agreement with
exact results. The error bars decrease with increasing
Nsweep as expected. In the run with 5, 000 sweeps, the
results are about a factor of 30 more accurate than that
from the standard algorithm. This would translate into,
nominally, a factor of ∼ 1, 000 savings in computing time.
FIG. 5: (Color online) The new method applied to the prob-
lem in Fig. 4. The top row shows histograms of the expecta-
tion values in the (a) denominator and (b) numerator of the
new ground-state energy estimator, compared with the CLT
analysis. The middle row shows the respective variances, to-
gether with the computed error bars on the variances, versus
sample size. The purple dashed lines, which plot s/
√
M , in-
dicate the expected behavior of the error bars. The bottom
panel plots the size of the computed error bars on the vari-
ances vs. 1/
√
M . The red solid lines show a linear fit, whose
slopes give the values of s above, for the denominator and
numerator, respectively.
Of course the issue is much more fundamental than a
quantitative gain, since the infinite variance means that
the results from the standard algorithm cannot be as-
sured of correctness within the context of its quoted error
bars.
In Fig. 7 we show results for a larger lattice. A smaller
value of U is studied, where the antiferromagnetic order
is weaker and higher accuracy is needed to resolve the or-
der parameter (the magnetization, which can be thought
of as the square root of the magnitude of the spin correla-
tion at large distance). Once again, the results from the
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FIG. 6: (Color online) Comparison between the standard (top
panel) and new (bottom panel) methods for spin correlations
in the 4 × 4 Hubbard model with periodic boundary condi-
tions and U = 8t. Results from exact diagonalization (ED)
are shown by the red dashed lines. The insets show the devi-
ations from ED. The three separate QMC results in each set,
with increasing sample size, are displayed with small horizon-
tal shifts for clarity. In the new method the statistical error
bars decrease as expected, while with the standard algorithm
a drastic increase is seen in the largest run. Note that the
vertical scale in inset (a) is five times that in inset (b).
standard algorithm show large fluctuations. The new ap-
proach removes the infinite variance problem, manifested
for the chosen size runs as a reduction in statistical er-
ror bar by a factor of 8.0. The use of this new method
has played an integral part in allowing us to obtain accu-
rate results at half-filling for a variety of quantities, and
extrapolate reliably to the thermodynamic limit [39].
VI. DISCUSSION
The symptoms of the infinite variance problem tend to
be subtle. We have observed that the calculation often
give “reasonable” results, i.e., the computed expectation
value is often in agreement with the correct answer within
(one or two of) the estimated statistical error bar. Differ-
ent forms of HS transformations can show different levels
of severity, as we further discuss below. Even within
the same algorithm, different observables can behave dif-
ferently. Further, the same observables can exhibit er-
ratic behaviors in larger runs (more samples, smaller time
steps, longer imaginary-time lengths) which may have
been masked in smaller ones. Perhaps the most common
symptoms are occasional “spikes” among the MC mea-
surements of an observable, as illustrated earlier. The
behaviors seem consistent with a logarithm divergence
of the variance. If not controlled, the problem is likely
to manifest itself more strongly with growing comput-
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FIG. 7: (Color online) Comparison of the standard and new
algorithms: spin correlations (staggered) in a larger lattice.
Results from the two sets of calculations are shown side-by-
side, with a small horizontal shift for clarity. To aid the eye,
those from the new method are connected by a red dashed
line. The system is an 8 × 8 Hubbard model with periodic
boundary condition and U = 0.5t. The inset shows a zoom of
the segment indicated by the dotted purple rectangular box.
ing power. More importantly, the presence of an infinite
variance means that, in a strict mathematical sense, the
results of all such simulations are affected. Without de-
tailed analysis or comparisons with properly controlled
simulations, one could not detect or predict which results
may be biased or incorrect.
Different HS transformations, which result in different
forms of Bˆ in Eq. (3), can lead to different behaviors
of the determinantal QMC algorithm. For example, in
the half-filled repulsive Hubbard model, both the charge
(resulting in Bˆ(x) ∝ exp[iγx(nı↑ + nı↓)] with γ a real
constant determined by ∆τ and U) and spin (resulting
in Bˆ(x) ∝ exp[γx(nı↑ − nı↓)] ) decompositions are free of
the sign problem, as mentioned in Sec. III. Both lead to
infinite variance problems but the charge decomposition
tends to have more severe symptoms. The reason is that
it yields an imaginary form in the exponent, which causes
the orbitals in the Slater determinants, upon propagation
by Bˆ(x) (see Eq. (4)), to acquire complex phases. Al-
though the overall integrand f(X ) remains real and non-
negative for any path X , the random walks of the Slater
determinants take place in the complex plane [29, 30],
rather than on the real axis as with the spin decomposi-
tion. The “two-dimensional” nature of the random walks
then causes the density distribution of paths in the vicin-
ity of f(X ) = 0 to tend to a finite value. This is closely
related to the general case where there is no symme-
try protection and a phase problem arises, for which a
projection is necessary [29, 30]. The finite density near
f(X ) = 0 exacerbates the divergence in Eq. (12) and
makes a more severe infinite variance problem.
We comment that the infinite variance problem dis-
cussed here is absent in the constrained path Monte Carlo
[40] or the phase-free AFQMC [29, 30] methods, which
are closely related to determinantal QMC. In the former
11
approaches, an importance sampling transformation is
applied which modifies the propagator, and thereby the
PDF which is being sampled. This is analogous to how
the diffusion Monte Carlo (DMC) [6, 41] approach works
in fermion or other systems in which the ground state
wave function φ(R) contains zeros (nodes). After impor-
tance sampling, one samples a distribution ψT (R)φ(R)
which vanishes quadratically where the trial wave func-
tion ψT (R) = 0. (However some observables other than
the energy can still have infinite variance [33, 42].) The
distinction between determinantal QMC and constrained
path AFQMC is perhaps most easily seen from the dis-
cussion and illustration in Fig. 1 of Ref. [7]. When there
is no sign problem, Pl is non-negative, i.e., the region be-
low the horizontal line of Pl = 0 is positive mirroring the
region above, due to symmetry protection. In determi-
nantal QMC all paths are sampled, while in constrained
path only the paths that stay exclusively above (or be-
low) are sampled. In constrained path AFQMC, the
boundary condition and the importance sampling that
imposes it cause the sampled PDF to vanish quadrati-
cally at Pl = 0, hence removing the infinite variance. On
the other hand, the answer from constrained path can be
biased if one uses a constraint which gives the incorrect
Pl = 0. To remove the bias, one needs to modify the im-
portance function so that the value of 〈ψT |φ〉 is “lifted”
to be above zero, for example by adding a small constant
similar to Eq. (15). The solution discussed in this paper,
using 〈ψT |e−∆τHˆ|φ〉, provides a better way to do so.
To compute the intermediate function ̥(X ) in
Eq. (22), we use the propagator written in the form
e−∆τHˆ
.
= e−∆τKˆ/2e−∆τVˆ e−∆τKˆ/2. The two kinetic en-
ergy terms are first applied directly to 〈φl| and |φr〉, re-
spectively. With the resulting single determinants, the
interaction energy term, which is expanded in ∆τ (to
second order in most calculations), is computed in the
usual way using the Green functions. For the Hˆ ’s stud-
ied in the present work, the interactions are local and the
second-order terms can be computed without significant
increase in computational cost. Further improvements
would be valuable for cases with long-range interactions.
In principle, the ∆τ in the propagator in ̥ does not have
to have the same value as in the Trotter break-up in the
rest of the simulation, although a different value would
make the “bridge link” static. For example, one could
use a smaller value of ∆τ and place multiple “bridge”
links at fixed locations along the path where measure-
ments will take place. We have also tested the approach
of evaluating the expectation value by directly applying
Eq. (3), sampling the auxiliary-fields to evaluate the in-
tegral similar to the mixed estimator in constrained path
AFQMC. This can be used to complement the power ex-
pansion approach when the overlap f(X ) is very small
and a higher order expansion is needed.
We have focused on ground-state calculations in our
discussions. The ideas apply to finite-temperature deter-
minantal QMC as well. In the standard grand-canonical
algorithm [32, 43], the integrand corresponding to f(X )
takes the form det[I +
∏
l B(xl)], where B is the ma-
trix form of the one-body propagator Bˆ. The structure
of the path integrals and how f(X ) varies with imag-
inary time resemble closely [7] that of the ground-state
projection, as we have invoked in the discussion above in-
volving Pl. When symmetry protection is present, f(X )
becomes non-negative, however f(X ) = 0 is in general
not removed, since its removal would require the creation
of a finite lower bound to f(X ) for any random choice
of the path X as the path length l is increased. We have
carried out preliminary tests with the finite-temperature
grand canonical algorithm [21], and found behaviors of
the variance similar to those described in Sec. II. It is of
course straightforward to apply the analysis we have dis-
cussed to determine the presence of the infinite variance
problem in any codes. The simplest way to generalize the
new algorithm to finite-temperature grand-canonical de-
terminantal QMC would be to set the temperature and
the chemical potential by L time slices, and treat the
bridge link only as a mathematical entity, although it
will be worthwhile to study if other choices might be
more efficient, especially near a phase transition.
The infinite variance problem is not limited to sign-
problem-free calculations. In cases where the sign prob-
lem is present, one chooses to sample |f(X )| and keep
track of the sign in evaluating Eq. (10), so that the esti-
mator in Eq. (11) is replaced by
〈Oˆ〉 .=
〈
g(X )
f(X )
s(X )
〉
|f |
/〈
s(X )
〉
|f |
, (24)
where s(X ) = f(X )/|f(X )|. Because f(X ) = 0 is not
excluded in the PDF of |f |, the infinite variance problem
will arise. In practice, the problem is entangled with the
sign problem, which causes 〈s〉 to approach zero — and
thus the statistically error to grow — exponentially as β
or the system size is increased. As a result, the diverging
variance can be obscured by the large noise from the
sign problem, especially for larger β and system sizes.
However, for a fixed β and chosen system size, the average
sign 〈s〉 is finite. There is a well defined expectation value
for the estimator above, and one would expect the MC
error bar to converge as 1/
√
M with sample size. The
infinite variance problem causes a breakdown of this, in
the same manner as in a sign-problem-free case. One
example where this point is relevant is in determinantal
QMC as impurity solvers [44], where the finite-size of the
cluster and the finite-temperatures help reduce the sign
problem.
There are additional areas where the general ideas dis-
cussed in this paper can be useful. For example, in the
presence of a sign problem, released node [34] calculations
in DMC or released constraint [31, 35] calculations in
AFQMC both require removing the zeros from the “nat-
ural” importance function (|〈R|ψT 〉| or |〈ψT |φ〉|). This
is related to the issues described here, and the bridge
link approach, namely an importance function with an
extra propagator inserted, can be an effective approach
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to generate the new importance function. More gener-
ally, the infinite variance problem can arise whenever the
distribution being sampled, f , contains zeros where the
corresponding g in denominator does not vanish. The
analysis of the problem and the solution presented here
will find use in such situations which can occur in a va-
riety of MC calculations, both quantum and classical.
VII. CONCLUSION
Interacting quantum many-body systems form a cen-
tral theme in many disciplines in physics, chemistry, and
materials science. Because of their complexity and the
high dimensionality of the Hilbert space involved, Monte
Carlo methods are often an indispensable tool in the
study of such systems. A Monte Carlo calculation com-
putes an expectation value which inherently contains a
statistical uncertainty. Without a reliable estimate of
the statistical error, the expectation value would become
meaningless. A divergence in the variance of the underly-
ing many-dimensional integrals prevents the computation
of a reliable error bar, even in principle. It is therefore
vital to detect and then remedy this problem. This is the
focal point of the present work.
The determinantal QMC algorithms discussed in this
paper are among the most widely applied computational
approaches in physics. Determinantal QMC calculations
are expected and assumed to provide unbiased results
in a variety of otherwise intractable interacting fermion
systems, which span multiple sub-disciplines of physics.
These results play a crucial role in our understanding of
a variety of fundamental models and concepts. Recogniz-
ing that such calculations have an infinite variance prob-
lem and remedying it thus have wide-ranging impacts.
The solution we have proposed removes the infinite vari-
ance problem in determinantal QMC, with simple mod-
ifications to the standard algorithms. The general ideas
put forth are applicable in even broader contexts.
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