We propose a novel factorization of a non-singular matrix P , viewed as a 2×2-blocked matrix. The factorization decomposes P into a product of three matrices that are lower block-unitriangular, upper block-triangular, and lower block-unitriangular, respectively. Our goal is to make this factorization "as block-diagonal as possible" by minimizing the ranks of the off-diagonal blocks. We give lower bounds on these ranks and show that they are sharp by providing an algorithm that computes an optimal solution. The proposed decomposition can be viewed as a generalization of the well-known Block LU factorization using the Schur complement.
Introduction
Given is a non-singular matrix P ∈ GL m+n (K) over a field K. We partition P as P = P 1 P 2 P 3 P 4 , such that P 1 is m × m.
We denote the ranks of the submatrices with p i = rk P i , i = 1, 2, 3, 4.
If P 1 is non-singular, then a block Gaussian elimination uniquely decomposes P into the form:
The rank of L = P 3 P −1 1 is equal to p 3 , and C 4 is the Schur complement of P 1 . Conversely, if such a decomposition exists for P , then P 1 is non-singular. This block LU decomposition has many applications; examples include computing the inverse of P [2] , or solving linear systems [4] . Schur complement is also used in statistics, probability and numerical analysis [6, 3] .
Analogously, the following decomposition exists if and only if P 4 is non-singular:
This decomposition is unique, and the rank of R is p 3 . In this article, we release the conditions on P 4 and P 1 and propose the following decomposition for a general P ∈ GL m+n (K):
where in addition we want the three factors to be "as block-diagonal as possible", i.e., rk L + rk C 2 + rk R is minimal.
Lower bounds
The following theorem provides bounds on the ranks of such a decomposition:
Theorem 1. If a decomposition (3) exists for P ∈ GL m+n (K), it verifies:
rk L ≥ n − p 4 (5) rk R ≥ m − p 1 (6) rk R + rk L ≥ p 3
In particular, the rank of C 2 is fixed and we have:
We will prove this theorem in Section 3 and will then show that these bounds are sharp as stated in the next two theorems. As illustrated in Figure 1 , two different cases appear from inequality (8). If p 3 ≤ m + n − p 4 − p 1 , bound (7) is not restrictive, and the optimal couple (rk L, rk R) is unique, and equals (n − p 4 , m − p 1 ). In the other case, where p 3 > m + n − p 4 − p 1 , bound (7) becomes restrictive, and several optimal couples (rk L, rk R) exist. Example. As a simple example we consider the special case
, with n = m.
In this case P 3 , P 2 are necessarily non-singular and neither (1) nor (2) exists. Theorem 1 gives a lower bound of rk R+ rk L ≥ 2n, which implies that both R and L have full rank. Straightforward computation shows that for any non-singular L,
is an optimal solution. This also shows that the optimal decomposition (3) is in general not unique.
Optimal solution
The following theorem shows that the inequality (8) is sharp:
there exists a decomposition (3) that verifies:
This theorem will be proven in Section 4 when p 3 ≤ m + n − p 4 − p 1 , and in Section 5 for the case p 3 > m + n − p 4 − p 1 . In both cases, we will provide a method to build such a decomposition.
A generalization of decompositions (1) and (2). In the case where P 4 is non-singular, Theorem 2 provides a decomposition that verifies rk L = 0. In other words, this decomposition is the decomposition (2) . Similarly, if P 1 is non-singular, as p 4 + p 3 ≥ n, the decomposition obtained in Theorem 2 verifies rk R = 0, i.e., is the decomposition (1).
Flexibility
The following theorem adds flexibility to Theorem 2 and shows that a decomposition exists for any Pareto-optimal set of non-diagonal ranks verifying the bounds of Theorem 1:
then P has a decomposition (3) verifying rk L = l and rk R = r.
In the case where p 3 ≤ m + n − p 4 − p 1 , the decomposition produced by Theorem 2 has already the unique optimal couple (rk L, rk R) = (n − p 4 , m − p 1 ). In the other case, we will provide a method in Section 6 to trade a rank of R for a rank of L, until bound (6) is reached. By iterating this method over the decomposition obtained in Theorem 2, the desired decomposition can be built.
Therefore, it is possible to build decomposition (3) for any couple (rk L, rk R) that is a Pareto optimum of the given set of bounds. In other words, if f : N 2 → R is weakly increasing in both of its arguments, it is possible to find a decomposition that minimizes f (rk L, rk R). Examples include:
Equivalent formulations
The following decompositions are equivalent to decomposition (3), with similar considerations on nondiagonal ranks:
In this case, the minimization of the non-diagonal ranks is exactly the same problem as in (3). However, an additional degree of freedom appears: any non-singular n × n matrix can be chosen for either L 4 or R 4 . It is also possible to decompose P into two matrices, one with a non-singular leading principal submatrix L 1 and the other one with a non-singular lower principal submatrix R 4 :
Once again, the minimization of the ranks of L 3 and R 3 is the same problem as in (3) . The two other non-diagonal blocks verify rk L 2 + rk R 2 ≥ p 2 .
Proof. The lower non-diagonal ranks are invariant through the following steps: (3) ⇒ (9). If P has a decomposition (3), a straightforward computation shows that:
which has the form of decomposition (9). (9) ⇒ (10). If P has a decomposition (9), the multiplication of the two left factors leads to formulation (10). In fact, L 1 = C 1 and R 4 are both non-singular.
(10) ⇒ (3). If P has a decomposition (10), then using (1) on the left factor, and (2) on the right factor, and multiplying the two central matrices leads to formulation (3).
Motivations
There exists an isomorphism between GL(F 2 ), and a subgroup of permutations known as LIN-class permutations. This subgroup contains many important permutations (examples include bit-reversal, stride permutations, Hadamar reordering). The blocking of P can corresponds to a separation between two dual aspects (time and space, cache block and cache line). In this case, matrices of the form I A B represent permutations in the first aspect, while A B I represents permutation in the second aspect.
Decomposition (9) shows that it is possible to implement any LIN-class permutation using those two sorts of permutations. Moreover, as the non-diagonal blocks of these matrices represent the coupling between the two aspects, it is often desirable to lower their ranks as much as possible.
Related work
Schur complement. Several efforts have been made to adapt the definition of Schur complement in the case of general P 1 and P 4 . For instance, it is possible to define an indexed Schur complement of another non-singular principal submatrix [6] , or use pseudo-inverses [1] for matrix inversion algorithms. Decompositions. A common way to handle the case where P 1 is singular is to use a permutation matrix B that reorders the lines of P such that the new principal upper submatrix is non-singular [6] . Decomposition (1) then becomes: T would then have the correct form, but the control over the ranks of rk L and rk R would not be as fine as ours. An equivalent technique is used in [5] , where a variant of decomposition (10) is used for K = F 3 , with the first matrix being presented in an inverted form:
In this variant, L 4 and R 4 are non-singular, but the ranks consideration is identical. The method used would work for any field, but has a proven optimality only when P is a permutation matrix. Our decomposition also shares patterns with the Block Cholesky decomposition, or the Block LDL decomposition, in the sense that they involve block uni-triangular matrices. However, the requirements on P and the expectations on the decomposition are different.
Proof. (10) ⇔ (11). The equivalence between formulation (10) and (11) is immediate from:
Preliminaries
In this section, we will prove some linear algebra lemmas that we will use throughout this article.
Double complement
In this subsection, we will show that, given some dimensional conditions, it is possible to build a complement of a given subspace that does not "interfere" with another one: Lemma 1. Let C be a finite-dimensional vector space and let A, B ≤ C with dim A ≥ dim B. Then, there exists a space S ≤ C such that:
Proof. Should a complement of A + B in C be later added to S, we can assume C = A + B. Let A = P ⊕ A ∩ B, where P has basis b = {b 4 , . . . , b p } and let B = Q ⊕ A ∩ B, where Q has basis
As the left hand side is in Q, it comes that α i b ′ i = 0. It follows that for all i, α i = 0, yielding the result.
iii) w ∩ B = {0}: Same proof as above.
Then, as dim w = q = dim C − dim A, it comes that w verifies the conditions.
Note that if dim A = dim B, then S is a complement of both A and B in C.
Properties of the blocks of an invertible matrix
In this subsection, we will derive some direct consequences of the invertibility of P on the image and the nullspace of its submatrices.
Lemma 2. The following properties are immediate from the structure of P :
Proof. We prove here the equation (16). If we take x ∈ ker P 1 and y ∈ ker P 2 such that P 3 x = P 4 y, we have:
Since P is non-singular, x = y = 0, as desired.
3 Proof of Theorem 1
We begin this proof by showing that our actual problem is to find a suitable L: 
Proof.
We have:
This matrix can be uniquely decomposed in the form (2) if and only if P 4 − LP 2 is non-singular, and we have the desired value for rk R.
More explicitly, we have:
Now, if we suppose that decomposition (3) exists for P , then:
• (4) is obvious from (26).
• K n = im(P 4 − LP 2 ) ≤ im P 4 + im L. Thus, n ≤ p 4 + rk L, which yields (5).
• im(P 3 − LP 1 ) = (P 3 − LP 1 )(K n ) ≥ (P 3 − LP 1 )(ker P 1 ) = P 3 (ker P 1 ). (6) now follows from (21) and (24).
• (7) is a direct computation:
In this section, we will construct an appropriate decomposition in the case where p 3 ≤ m + n − p 4 − p 1 (Figure 1 left) . This means that, using lemma 3, we have to build a matrix L verifying:
In the next subsection, we will provide a sufficient set of conditions to get an optimal solution. In subsection 4.2, we will build this optimal solution.
Sufficient conditions
Making P 4 − LP 2 non-singular. The following lemma gives a first condition on L:
Proof. We denote with U a complement of ker P 4 in K n , i.e., K n = ker P 4 ⊕ U. This implies im
Matching the bound of rk R. The following lemma gives a second condition on L:
Proof. Let Lv ∈ P 3 P −1 1 ({v}) for all v ∈ im P 1 . If u ∈ K m , we have:
Therefore, im(P 3 − LP 1 ) = P 3 (ker P 1 ). Thus, rk P 3 − LP 1 = m − P 1 .
We can directly exploit lemmas 4 and 5 to get a sufficient set of conditions on L:
Building L
We now build a matrix L that satisfies the previous conditions, after demonstrating two lemmas. Construction lemma. The previous lemma shows that, for all v in a complement T of P 1 (ker P 3 ), L has to verify Lv ∈ P 3 P −1 1 ({v}). In this subsection, we will show that, given some suitable departure space and image, it is possible to build an isomorphism that verifies this property.
The following lemma shows that a morphism that has this property is actually an isomorphism over a complement of P 3 (ker P 1 ) in im P 3 :
Lemma 7. If b = {b 1 , . . . , b p3+p1−m } is a basis of a complement of P 1 (ker P 3 ) in im P 1 and c = {c 1 , . . . , c p3+p1−m } a set that satisfies for each i: c i ∈ P 3 P −1 1 {b i }, then the later set is a basis of a complement of P 3 (ker P 1 ) in im P 3 .
Proof. Since for each i, c i ∈ P 3 P −1 1 ({b i }), we can find a = {a 1 , . . . , a p3+p1−m } such that, for each i, c i = P 3 a i and b i = P 1 a i . As b is linear independent and b = P 1 (a), a is linear independent, and a ∩ ker P 1 = {0}. Since b ∩ P 1 (ker P 3 ) = {0} also a ∩ ker P 3 = {0}, and hence c = P 3 (a) is linear independent. It follows c ∩ P 3 (ker P 1 ) = {0}. Then, equation (21) yields the result.
Now, we can demonstrate our main construction lemma: given any complement of P 1 (ker P 3 ) in im P 1 and any complement of P 3 (ker P 1 ) in im P 3 , we can build an isomorphism that maps the first one onto the second one, and that verifies our property.
Lemma 8. Let P 1 (ker P 3 ) ⊕ T = im P 1 and
Then there exists a unique isomorphism f : T → V such that for all u ∈ T :
Proof. Let {b 1 , . . . , b p3+p1−m } be a basis of T . For each i, We will now build a matrix L that matches the conditions listed in lemma 6. As they involve two spaces that may not be in a direct sum, P 2 (ker P 4 ) and a complement of P 1 (ker P 3 ) in im P 1 , some precautions must be taken.
We first construct the image Y of L. It must be a complement of im P 4 and must contain a complement Y 1 of P 3 (ker P 1 ) in im P 3 , according to lemma 7. As p 3 ≤ m + n − p 4 − p 1 , we have dim(P 3 (ker P 1 )) ≥ dim(im P 4 ∩ im P 3 ). Therefore, we can use the lemma 1 to build a space Y 1 such that:
We then complete Y 1 to form a complement Y of im P 4 .
We now decompose K m the following way:
We define X 2 = P 2 (ker P 4 ) ∩ im P 1 . X 2 ∩ P 1 (ker P 3 ) = {0} according to equation (17). Then, we define X 3 as a complement of P 1 (ker P 3 ) ⊕ X 2 in im P 1 and X 1 as a complement of X 2 in P 2 (ker P 4 ). X 4 is defined as a complement of
Finally, we build L through the associated homomorphism, itself defined using a direct sum of homomorphisms defined on the following subspaces of K m :
• We use lemma 8 to construct an isomorphism f from T = X 2 ⊕ X 3 over Y 1 . Thus, our solution will verify the condition for all v ∈ T , Lv ∈ P 3 P −1 1 ({v}). Furthermore, as f is an isomorphism, its restriction on X 2 is itself an isomorphism over f (X 2 ).
• We complete this isomorphism with g, an isomorphism that maps X 1 over a complement Y 2 of f (X 2 ) in Y. This way, the restriction of f ⊕ g on X 1 ⊕ X 2 = P 2 (ker P 4 ) is an isomorphism over Y.
• We consider the morphism h that maps P 1 (ker P 3 ) ⊕ X 4 to {0}.
The matrix associated with the morphism f ⊕ g ⊕ h verifies all the conditions of lemma 6, and is therefore an optimal solution.
Proof of Theorem 2, case p
In this case, the third inequality in Theorem 1 is restrictive (Figure 1 right) . Using again lemma 3, we have to build a matrix L verifying:
As in the previous section, we will first provide a set of sufficient conditions for L and then build it.
Sufficient conditions
The set of conditions that we will derive in this subsection will be slightly more complex than in the previous section, as we cannot reach the intrinsic bound of rk(P 3 − LP 1 ). Particularly, we cannot use lemma 5 directly.
Lemma 9. If W is such that W ⊕ im P 4 = K n and T is such that:
Proof. Let L be a matrix that verifies the conditions above. Using lemma 4 as before, we get that rk L = n − p 4 and P 4 − LP 2 invertible. Now, with the definition of T , we can define a dimension
We can apply lemma 5 on L − L ′ and get:
Building L
We will build a matrix L that matches the conditions listed in lemma 9.
As before, we consider the image Y of L first. We will design it such that it is a complement of im P 4 , and that is contained in a complement Y ′ of P 3 (ker P 1 ) in im P 3 . Using p 3 ≥ m + n − p 4 − p 1 and lemma 1, we can get a space Y such that:
This space verifies Y ⊕ im P 4 = K n , and can be completed to a complement Y ′ of P 3 (ker P 1 ) in im P 3 . Note that we will use Y ′ only to define f ; the image of L will be Y. Now, as before, we build L through the associated homomorphism, itself defined using a direct sum of homomorphisms defined on the same subspaces of K m as in Section 4.2.
• We use lemma 8 to construct a first isomorphism f
Thus, T verifies the properties in lemma 9 and L the condition for all v ∈ T , Lv ∈ P 3 P −1 1 ({v}).
• Then, we consider a complement X
This way, the restriction of f ⊕ g on P 2 (ker P 4 ) is an isomorphism over Y.
The rest of the algorithm in similar to the previous case:
• We consider the morphism h that maps P 1 (ker P 3 ) to {0}.
• To complete the definition of L, we take a morphism h ′ that maps a complement X
The matrix associated with the morphism f ⊕ g ⊕ h ⊕ h ′ verifies all the conditions of lemma 9, and is therefore an optimal solution.
Rank exchange
The solution built in Section 5.2 verifies rk L = n − p 4 and rk P 3 − LP 1 = p 4 + p 3 − n. In this section, we will show that it is possible to construct a solution for all possible couples (rk L, rk P 3 − LP 1 ) matching the bounds in Theorem 1. Therefore, we will construct a rank 1 matrix L ′ that will trade a rank of L for a rank of Figure 2) . This method can then be applied several times, until rk(P 3 − LP 1 ) reaches its own bound, m − p 1 .
We suppose that L verifies the following conditions:
As in the previous sections, we first formulate sufficient conditions on L ′ , before building it. Figure 2 : L ′ trades a rank of L for a rank of R on the associated decomposition.
Sufficient conditions
We now define
Lemma 10. If z ∈ K m verifies z / ∈ ker(P 3 − LP 1 ) + ker P 1 and L ′ verifies:
Then L + L ′ is an optimal solution to our problem that verifies rk(
Proof.
We first prove that
Therefore, x ∈ im L ′ . As rk L ′ = 1, ∃λ ∈ K, x = λ(P 3 − LP 1 )z = λL ′ P 1 z. It comes that λL ′ P 1 z − λL ′ P 2 (P 4 − LP 2 ) −1 (P 3 − LP 1 )z = 0.
Finally, λL ′ Cz = 0, which implies, as z = 0, λ = 0, as desired.
We now prove that rk(P 3 −(L+L ′ )P 1 ) = rk(P 3 −LP 1 )−1. We have already ker(P 3 −(L+L ′ )P 1 ) ≤ ker(P 3 − LP 1 ) as L ′ P 1 ker(P 3 − LP 1 ) = {0}. We also have (P 3 − (L ′ + L)P 1 )z = 0. As z / ∈ ker(P 3 − LP 1 ) + ker P 1 , ker(P 3 − (L + L ′ )P 1 ) ≤ ker(P 3 − LP 1 ) ⊕ z . Therefore, dim ker(P 3 − (L + L ′ )P 1 ) ≥ 1 + dim ker(P 3 − LP 1 ), as desired.
Building L

′
Lemma 11. ker(P 3 − LP 1 ) ∩ ker P 1 = {0}
Proof. This is a consequence of (25): the block column P 1 P 3 − LP 1 has full rank.
Thus, we have dim(ker(P 3 − LP 1 )⊕ ker P 1 ) = 2m− p 1 − rk(P 3 − LP 1 ) < m. Decomposition (26) shows that C is non-singular, and we have dim C −1 P 1 ker(P 3 − LP 1 ) = dim P 1 ker(P 3 − LP 1 ) = dim ker(P 3 − LP 1 ) = m − rk(P 3 − LP 1 ). Using lemma 1, we can build a space Z such that:
Z ⊕ ker(P 3 − LP 1 ) ⊕ ker P 1 = K m Z ∩ C −1 P 1 ker(P 3 − LP 1 ) = {0}
We can now pick a nonzero element z ∈ Z and build a corresponding L ′ :
• If Cz ∈ P 1 ker(P 3 − LP 1 ) ⊕ P 1 z : We take a complement A of P 1 ker(P 3 − LP 1 ) ⊕ P 1 z and build L ′ such that:
We have L ′ Cz = 0. In fact, Cz can be uniquely decomposed in the form k + λP 4 z, where k ∈ P 1 ker(P 3 − LP 1 ) and λ ∈ K. As z / ∈ C −1 P 1 ker(P 3 − LP 1 ), λ = 0. Then, L ′ Cz = L ′ k + L ′ λP 4 z = 0 + λ(P 3 − LP 1 )z = 0.
• If Cz / ∈ P 1 ker(P 3 − LP 1 ) ⊕ P 1 z : The vector a = Cz − P 1 z is outside of P 1 ker(P 3 − LP 1 ) ⊕ P 1 z . Therefore, it is possible to build a complement A of P 1 ker(P 3 − LP 1 ) ⊕ P 1 z that contains a. Then, we build L ′ as before:
As in the previous case, we have L ′ Cz = L ′ a + L ′ P 1 z = 0 + (P 3 − LP 1 )z = 0.
In both cases, the matrix L ′ we built verifies the conditions of lemma 10. Therefore, L + L ′ is the desired solution.
