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Abstract
In plasma physics, the specific aspect of the interaction between highly energetic ions
and microturbulence is still an open problem and has a big impact on the plasma overall
confinement quality. In the present work we investigate an experimental discharge where fast
ions are thought to interact with the plasma and stabilize microturbulence activity, leading
to an overall improvement of the plasma confinement on the ASDEX Upgrade tokamak.
To quantify the impact of fast ions on the stabilization of Ion Temperature Gradient (ITG)
microturbulence, and making use of state of the art codes GENE and FIDO, we simulate
an experimental discharge in which high values of central ion temperature were measured.
Due to the highly electromagnetic particularity of the discharges, a second class of instability
is present, the Kinetic Ballooning Mode (KBM). Depending on the safety factor q, KBM
instability can have a great impact on the final ion heat flux levels. Nonetheless, we find
that fast ions have a pertinent impact on the reduction of ion heat flux for the discharges in
consideration, and provide a microturbulence stabilizing mechanism.
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Chapter 1
Introduction
1.1 Motivation
The increasing energy consumption has arrived to levels where the present energy sources
are not going to be able to supply the energy demand for longer than some decades. The
urgency of finding a new virtually endless source is obvious. On one hand, the issues faced
by nuclear fission are mainly due to nuclear waste. Even though they are properly managed
nowadays, they still generate discomfort for the general public. On another hand, renewable
energy is a good solution at short time, but must be used in a good balance with a constant
and abundant energy source.
In order to cope with this issues, nuclear fusion was proposed as an alternative, clean
and endless energy source. It heats a gas of light atomic nuclei to temperatures in which the
nucleus are close enough to overcome the Coulomb repulsion, creating heavier element and
releasing energy.
To maximize the effective cross section, the most effective elements used are the Deu-
terium, 21H, and the Tritium,
3
1H, as seen in figure 1.1.
The reaction is described as
2
1H+
3
1 H→42 He+10 n+17.59MeV, (1.1)
where the reaction gives origin to an alpha particle 42He and a neutron.
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Fig. 1.1 Cross section for different fusion reactions [1].
In the case of heavenly bodies like stars with the mass of the sun or less, where nuclear
fusion also takes place, it is important to notice that the main chain of fusion reaction of
such bodies is the proton-proton chain reaction. That is due to the high pressure and density
achieve in the center of such bodies. This reaction is described by the following equation,
1
1H+
1
1 H→22 He+ γ →21 H+ e++νe+0.42MeV. (1.2)
As we can see in the right hand side of equation 1.2, after the fusion reaction takes place,
the 22He decays into
2
1H, plus an electron and an electronic neutrino.
It is necessary to remember also that, due to the large mass, the gravitational pressure of
the sun is sufficient to keep the heated gas confined, and high values of kinetic energy are
achieved by the protons. In the case of earthly nuclear fusion, the most common approach is
using magnetic fields, and instead of the proton-proton reaction, a reaction with Deuterium
and Tritium is chosen due to its higher cross section and higher values of energy released, as
seen in equation 1.1.
Since the ionized heated gas is composed of different charged particles, it can be confined
with strong magnetic fields in torus shaped devices such as tokamak or a stellarator. In the
present work we are going to focus in the tokamak. The simplified scheme of this device is
given in figure 1.2.
When considering the tokamak approach, one deals with a series of issues, mainly related
to engineering capabilities to confine the plasma until it reaches ignition. Ignition is the point
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Fig. 1.2 Simplified scheme of a tokamak. Figure courtesy of Max-Planck Institute for Plasma
Physics.
where the heat from the fusion reactions is enough to maintain the reaction ongoing without
external input. After ignition, the reaction becomes self-sustaining, and no input power is
required for the plasma burn.
In order to reach ignition, the plasma must be confined for a long period of time, and
one of the main factor for the low plasma confinement time is the release of heat to the
outside of the plasma environment. Transport of particles and heat is mainly produced by
microturbulence, which is the focus of the present work. More specifically, we are going to
understand how one could improve the quality of the plasma confinement by external means.
To better understand how the stabilization of specific turbulent modes can be done, we review
relevant basic plasma physics, as well as the characteristics of the tokamak device. The final
aim of this work is to understand the impact of the presence of fast ions, generated by an
external heating system, in the transport of particle and heat on the plasma. It is important to
emphasize that fusion-born alpha particles occur naturally in an ignited plasma, as seen in
equation 1.1, making the study of the effect of fast particles important.
A plasma is a state of matter in which a the electrons from the atoms are pushed apart,
generating a gas of electrically charged particles. Transport is the mechanism in which mass,
energy and momentum are exchanged in a given system, such as a plasma. In magnetically
confined plasmas, non intuitive effects may appear due to the complexity of the interaction
of the different particles with the background field and from the field with the particles. This
topic will be further explained in chapter 3.
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1.2 Closer look on nuclear fusion
In 1932, Ernest Rutherford discovered that lithium atoms, when split by protons, could
release energy, in agreement with the mass-energy equivalence principle established by
Albert Einstein. The discovery of the neutron by James Chadwick opened a path to what is
known as the atomic era, where the nuclear energy was used as an alternative form of electric
energy and as a novel weaponry mechanism.
Nuclear energy is considered as all the energy that is provided by the break down or
fusion of nuclear particles [5]. Two approaches are known, the one involving the breakdown
of heavy atom, known as nuclear fission and another one associated with the fusion of light
nuclei, known as nuclear fusion. In the present work, we are going to focus on processes
arising from the latter approach.
Figure 1.3 shows the different nature of the binding energy for different atomic numbers.
It is seen that the energy released per nucleon in the case of fusion reactions is larger than the
energy released in the fission case.
Fig. 1.3 Binding energy for different isotopes.
From the reaction 1.1, 17.59 MeV is released as energy. The essential point of the nuclear
fusion is that Deuterium is found in sea water, in the form of heavy water, and the Tritium is
bred in the nuclear reactor itself. It makes therefore the reaction cheaper and more abundant.
In order for nuclei to fuse, they must be put close enough to overcome the electrostatic
Coulomb potential. This means a certain amount of energy must be deposited on the system
in order to achieve what is known as ignition.
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1.3 Confinement and heating
An important concept in the field of nuclear fusion is the Lawson Criteria. It defines the
condition between the plasma electron density ne, the energy confinement time τE , and the
plasma temperature for which we can have ignition. The equation represents a power balance
in thermonuclear reactors in order reach a self sustained state in which no input of energy is
required.
In the case of the Deuterium-Tritium reaction, for temperatures of the order of T = 14keV ,
the triplet product [6] is expressed by
nTτE ≥ 3 ·1021KeVs/m3. (1.3)
Here, n is the density, T is the temperature and τE is the confinement time. The Lawson
criteria is used as a guide to estimate required values of temperature to reach ignition for a
given density ne and energy confinement time τE .
Some concern must be addressed to the plasma confinement, and for how long its
plasma facing components will cope with high heat load. The motivation of the present
work is to find the best way to stabilize microinstabilities. Microinstabilities are small
scales instabilities that take place in the plasma as means to release energy from large scales
to small ones. We will have a closer look in the confinement and plasma heating method used.
1.3.1 Magnetic confinement fusion
Within the Magnetic Confinement Fusion (MCF) approach, different designs are often used.
Magnetic mirrors pursue the confinement by means of the mirror effect of magnetic fields
and the formation of magnetic bottles, structures formed when two diverging magnetic fields
are put together. The main problem with this MCF approach is the edge physics, i. e. how
the plasma can be contained in the beginning and end of the device. In order to solve this
problem, a configuration in which the circular ends of the cylinder are joined together was
proposed as a solution.
In topology theory, a Torus, schematically shown in 1.4, is a three dimensional surface
obtained by the revolving of a circle around a co-planar axis. When used to mold the shape
of the plasma where the nuclear fusion reactions are taking place, the torus shape presents
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the advantage of allowing the magnetic field to have a toroidal geometry. Following the
Poincaré–Hopf theorem of differential topology [7] and the Hairy Ball theorem of algebraic
topology and its implications in topological properties of n-dimensional folds, the torus is a
surface which possesses an Euler characteristic number equal to zero. It means we can drawn
a continuous vector field in its surface with non vanishing points. It is important to fulfill
this criteria because the magnetic field formed in this shape cannot have any vanishing point,
since it would lead the plasma material to be thrown out of the system.
Fig. 1.4 Schematic of a Torus. The blue arrow represents the toroidal direction and red the
poloidal direction.
Two main concepts are studied. The Stellarator, first proposed by Lyman Spitzer in 1950,
is a toroidal device in which the non azimuth symmetric magnetic field is twisted in order to
avoid drift losses to the containment. When toroidally confined, one of the problems that
occurs with the plasma dynamics is that, due to the change in the magnetic field intensity
inside and outside of the torus, a magnetic field gradient is generated. The plasma then tends
to drift in a direction perpendicular to the magnetic axis and the centrifugal direction, and the
reaction is terminated due to plasma losses. In the two proposed models, this issue is avoided
due to the twisting of the magnetic field lines.
A solution to the drift problem is to bend the axial magnetic field lines in a poloidal
direction, as illustrated by the red line in figure 1.4. In this way, the field lines create a flux
surface around the whole torus, and a counteraction is generated in order to avoid the drift
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losses. This approach is applied in Tokamak reactors.
Fig. 1.5 Cross section view of the ITER. Figure courtesy of iter.org.
Tokamak is the Russian acronym of the "toroidal chamber with magnetic coils". The
first prototype was proposed by Lev Artsimovich in 1956. The tokamak is today the leading
candidate design to reach the ignition and future economic feasibility in nuclear fusion. By
using magnetic coils around the torus chamber, a toroidal magnetic field is generated in
order to maintain the plasma confined. A second magnetic field, in the poloidal direction,
is generated in order to bend the magnetic field lines, avoiding the magnetic gradient drift
generated by the toroidal shape of the field. The latter field is generated by inducing a current
in the plasma itself, following the principle of the Z pinch machine.
After laser scattering measurements, and with the confirmation of the higher temperatures
and stability of the tokamak model, the tokamak fast became the most used confinement
approach around the world. The ITER, latin for "the way", as shown in figure 1.5, started
to be assembled in 2015. It is the world largest MCF device. It is expected to demonstrate
an amplification of the input power of the order of 10 by the end of 2030 [8], showing the
feasibility of nuclear fusion.
The first ITER heating mechanism is based on internal heating provided by the plasma
current. This heating, known as ohmic heating, is also one of the main causes of plasma
instability [9]. These instabilities are of Magnetohydrodynamic (MHD) nature. These MHD
modes degrade the confinement and can lead to plasma disruption. Another unstable modes
are microturbulent driven instabilities, which also degrade the confinement by facilitating
high heat release and in consequence the decrease of confinement performance. The current
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driven in the plasma increases its resistivity to values in which the Joule effect, used to heat
the particles by friction, loses its effectiveness.
Apart of the ohmic heating due to current driven, ITER also uses three external heating
mechanisms to heat the plasma. Neutral Beam Injection (NBI) is a system that injects neutral
particles in the plasma in order to heat it by direct collisions. Electron Cyclotron Resonant
Heating (ECRH) launches electromagnetic waves in the plasma in order to heat electrons by
what is known as cyclotron heating. It is based on a process in which the particle acquires
energy due to the fact that its magnetic resonant frequency is in phase with the resonance
of the electric field of the electromagnetic wave launched at the plasma. A third method of
plasma heating is Ion Cyclotron Resonant Heating (ICRH), discussed in more detail in the
next section.
1.3.2 Ion cyclotron resonant heating
The central solenoid present in the tokamak reactor produces a magnetic field that decays
inversely proportional to the distance to its main axis. It generates a magnetic field inside the
plasma with ions resonating with a characteristic ion cyclotron frequency
ωc,i =
qiB
mi
, (1.4)
where qi and mi are the charge and mass of the respective species. A more detailed
description of the cyclotron motion is given in chapter 3, where the theoretical aspects
of the present research are outlined. In this conjuncture, an electromagnetic wave with a
frequency ωc,i, or its harmonic nωc,i, tuned to ion cyclotron frequency allows us to heat a
specific species in a specific position inside the plasma torus. This scheme is described as
Ion Cyclotron Resonance Heating, .
As we can observe in the figure 1.6, the difference in the magnetic field strength at differ-
ent positions generate an anisotropy in the profile, diminishing its strength in the direction
outwards the solenoid axis. It allows for the tunning of the resonant location to heat it in
different positions. It is important to realize that, due to collision with the main heated
species, other ions present in the plasma can be heated indirectly by specific population
heated by the ICRH mechanisms.
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Fig. 1.6 Magnetic field generated by a central solenoid [2]. Here we can see how the change
in magnetic field strength allow us to change the resonance location and heat the plasma in
different positions.
The ICRH system is assembled in a way in which a generator produces high-power radio
frequency waves that are transported in a transmission line and are, then, launched into the
plasma through an antenna. The whole process is a highly complicated engineering endeav-
our, and problems with heating and wave leakage can damage the deposition performance
and, therefore, degrade the heating of the plasma.
It is important to study the properties of ICRH because of its effects on the ion species.
The electric part of the launched electromagnetic wave has two components with respect to
the direction of the background magnetic field. The perpendicular component can be divided
in left and right circularly polarized. The left polarization rotates in the direction of the ion
rotation. We observe the appearance of a net acceleration, which is mainly due to the left
polarized component. This increase in energy generates a high energy tail during the heating
process. This process is responsible for the generation of fast ions.
10 Introduction
Fast ions, although representing a small fraction of the total plasma density, are responsi-
ble for carrying up to one third of the total energy in reactors like ITER [8]. They can be born
from ICRH and also as alpha particle from fusion reactions and NBI injection, explaining the
importance of a good understanding of their properties. Fast ions have a trapped or passing
orbit. In a passing orbit, they freely travel around the torus and lose their energy due to
interaction with another species, meanwhile a trapped orbit will travel inside an specific
closed orbit, known as banana orbit. Fast ions are reported [10] [11] to have an impact on
the stabilization of microturbulence.
Reference [10] reports the stabilization of microturbulence in a discharge of JET toka-
mak, in United Kingdom. It analyses the different linear and nonlinear effects that fast
ions can have in the stabilization of microturbulence process. Reference [11] focuses on
the formation of Ion Transport Barriers in ASDEX Upgrade, Germany. In this work, the
focus is given on the dilution stabilization, which will be discussed in detail in chapter 5. In
the present work, we analyze a case beyond dilution, different of reference [11], and we
analyze a discharge from the ASDEX Upgrade tokamak, not the JET tokamak as in case [10].
As we will describe with more detail in chapter 3, the objective of the present work is
to investigate whether stabilization of microturbulences due to IRCcan be responsible for
the high values of central ion temperature for the experimental discharges described in the
chapter 2.
This thesis is divided in six parts. In the first part we have the introduction and motivation,
described in the present chapter. The second chapter exposes briefly the experimental set
up of the cases analyzed, and the fourth chapter discusses the numerical tools used. In the
third chapter we discuss the theoretical background needed for the understanding of plasma
transport and the origin of microturbulence, as well as the numerical applicability. In the fifth
chapter the results are exposed, followed by the discussion, ending with the conclusions in
the sixth chapter.
Chapter 2
The Experiment
In order to understand the effect of ICRH-driven fast particles in the stabilization of different
types of microturbulence, we analyze an experiment in which a central ICRH deposition
is employed, and a high value of central ion temperature is measured. We review the
experimental set up as reported in [3], in order to comprehend the characteristics of the fast
particles and how they affect the main ion temperature and other properties of the plasma.
2.1 Introduction
The use of ICRH waves to heat plasma is well known and it is one of the foreseen heating
systems for ITER. As the only scheme capable of provide dominant bulk ion heating, it also
facilitates control during the initial phase and assist the formation of H-mode. The H-modes
are of great importance because it ensures a larger concentration of power inside the plasma,
with a greater pressure gradient close to the edge.
In the ICRH scheme, the minority resonating species absorb the energy from the electro-
magnetic wave through ion cyclotron absorption, and then transfers this energy to the main
ions through collision. In order to obtain predominant bulk ion heating, a high energy tail
developed due to ion cyclotron damping needs to be reduced to a critical value described by
the following
Ecritic ≈ 14.8ATe
(
∑
j
n jZ2j
neA j
)2/3
. (2.1)
At Ecritic the total energy of a fast ion is equally distributed between electrons and ions.
In 2.1, n j, Z j, A j is the density, charge number and mass number of the ion species j. Te
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and ne are the electron temperature and density, and A is the fast ion mass number. At low
densities, the energy tail of fast ions tends to be larger, and we lose efficiency in the bulk
heating of the main ion.
2.2 Experimental configuration
The two discharges under consideration were carried out in a H-mode deuterium plasma
at the ASDEX Upgrade tokamak [3]. With a magnetic field of 2.8T and 3.0T, 3.5 MW of
ICRH power was applied at a frequency of 30 MHz, generating the resonance position in the
plasma core. NBI of deuterium at 4.5-6.5 MW was used as preheating. Discharge 31555 has
only NBI as power source, this is the reference discharge. Meanwhile discharge 31562 has
an off-axis ICRH deposition, and 31563 has a central ICRH deposition.
The 3He is injected from a puff injection in the mid plane. The concentration with respect
to electron concentration is below 5%. To measure the ion temperature and other parameters
such as toroidal rotation, charge exchange recombination spectroscopy (CXSR) was used.
With the use of Fourier analysis, the ions temperature was studied with respect to the ICRH
power modulation. The electron temperature was measured with the Thomson scattering
diagnostic.
2.3 Experimental results
An increase of almost 80% in central ion temperature was detected in discharge 31563 if
compared to the reference discharge 31555. The reference discharge is heated with NBI
power only. The electron temperature among the discharges was observed to increase from
2.5keV for 31555 to 3keV in discharge 31563.
Figure 2.1 shows the ion temperature profile for the discharges under consideration at
t = 3s in the discharge. With a central ICRH heating, more peaked values of central Ti is seen
for the case 31563 if compared to the off-axis discharge 31562. In both cases, a significant
increase is seen as compared to the reference discharge 31555.
The ion temperature profiles for discharge 31563 have a radial gradient of almost 50
keV/m and a normalized logarithmic ion temperature gradient R/LTi of 20. Those are large
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values for an ASDEX Upgrade discharge.
Fig. 2.1 Ion temperature in radial direction. Discharge 31555 with NBI only, 31562 ICRH
off-axis, and 31563 with central ICRH. ρpol ≈ r/a where r/a is the normalized plasma minor
radius [3].
Apart of the changes in the ion and electron temperature, an increase in plasma toroidal
rotation was also observed, as well as Magnetohydrodynamics (MHD) activity. When ICRH
is added, an increase in the toroidal rotation is observed for both central and off-axis dis-
charges, even though no net torque is applied by the ICRH antennas.
The changes in MHD activity and toroidal rotation indicate changes in the plasma trans-
port characteristics. This makes the assessment of bulk ion heating rather complicated,
since high central radiation losses due to impurity accumulation could have an impact in the
transport and therefore in the measured Ti.
The ICRH modeling with the TORIC code [12] give a bulk ion heating fraction of 56-
80% for discharge 31563 and and the PION [13] give a value of bulk ion heating fraction of
70-80% for discharge 31563. Simulations of discharge 31563 carried out with PION also
give the power transfer profiles from ICRH waves to the bulk ions. The heating profiles are
peaked around the resonance near the plasma center, with a 0.4 MW/m3 of power density for
ions.
A possible explanation for the peaked ion temperature is the fast ion stabilization of ion
temperature gradient turbulence [14] [15]. This hypothesis was suggested by reference [3].
The objective of the present work is to investigate if this suggestion holds from a transport
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analysis point of view. In order to do so, in the next chapter we are going to have a brief
introduction to relevant topics in transport theory.
Chapter 3
Transport and Gyrokinetic theory
As discussed in chapter 1, the plasma consists of ions and electrons, forming a quasi-neutral
fluid. The fact that the plasma does not allow macroscopic charge separation does not
mean that there are no electrostatic fields present. In most of the cases a property known
as self-organization, vastly present in magnetized fusion plasma, allows the appearance of
structures carrying significantly high values of electric fields [16], and therefore energy.
In the present chapter, we are going to understand how the different interactions are
linked in the plasma physics of fusion reactions in order to better understand the theoretical
framework that allows for the stabilization. More specifically, we are interested in fast
particles that interact with the plasma, and change the plasma transport properties. To better
understand how this interaction takes place, we review some aspects of the transport theory.
It is important to have in mind that up to the day of the presentation of this work, there is no
nonlinear theoretical explanation for the fast ion stabilizing effects. A detailed discussion
about the nonlinear analyses is made in chapter 4.
3.1 Dynamics in magnetized plasma
In order to understand the dynamics of plasma toroidal confinement, one must first recall
the dynamics of particles orbit under the influence of electric and magnetic fields. The orbit
theory is used to study the dynamics of charged particles under the influence of electric
and magnetic fields. The Hamiltonian mechanism is used in order to describe the dynamics
of the system in the space of the canonical coordinates and it can be used to describe the
conservation of a property known as adiabatic invariant.
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Consider the Lorentz equation for a particle with charge q under the action of a force F⃗
due to the electric and magnetic fields E⃗ and B⃗, the movement of a particle can be described
as
r(t) =
1
2
(
qE
m
)t2+ v0t+ r0, (3.1)
where r0 is the initial position and v0 is the initial velocity, with constant acceleration
qE
m . For a magnetostatic field the trajectory is found by separating the velocity of the particle
in parallel and the perpendicular direction with respect to the background magnetic field.
The movement in the direction of the magnetic field is not affected, and the perpendicular
component of the resulting velocity is
dv⊥
dt
=
q
m
(v⊥×B), (3.2)
considering Ωc =−qBm , and considering that Ωc is constant in a constant magnetic field,
known as cyclotron frequency. Integrating 3.2 we have
v⊥ =Ωc× rc, (3.3)
where r⃗c is the the particle position related to the center of the gyration point, in a plane
perpendicular to B⃗. Equation 3.3 represents the rotation of the position r⃗c. The resulting
motion of the particle is given by the superposition of the uniform motion along B⃗ and the
circular motion perpendicular to B⃗. The radius in which the particle gyro-rotates is known as
Larmor radius, defined as ρ = mv⊥qB .
By separating the components of v⃗ and E⃗ parallel and perpendicular to B⃗ in the same
direction of the magnetic field, we have
r∥(t) =
1
2
(
qE∥
m
)t2+ v∥(0)t+ r∥(0). (3.4)
The perpendicular solution is found by separating v(t) in v′(t) + vE , being vE a velocity
in the plane perpendicular to B.
The final particle motion is described as
v(t) =Ωc× rc+ E⊥×BB2 +
qE∥
m
t+ v∥(0). (3.5)
When E and B are perpendicular in a confined plasma, the second term on right hand
side of equation 3.5, generates the E×B drift drift.
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3.2 Tokamak confinement
Toroidal confinement is the configuration to which most of the manpower is devoted. Clas-
sical motion of particles in non uniform magnetic fields and the equilibrium of forces in a
toroidaly magnetized plasma are of great importance in this configuration, and are concisely
studied in this section.
3.2.1 Classical analysis
An important consideration must be done regarding the drift in slowly changing fields. In
the case of a toroidally confined plasma, the geometry of the magnetic field allow it to be
continuous in all space. A drift is generated due to changes in the magnetic field intensity
along the particle orbit.
First we need to consider the magnetic field varying with the position vector in reference
to the gyrocenter direction, rL(t). The motion of the particle is in the direction of the magnetic
field, and the position and velocity vector can be decomposed in the gyrocenter direction,
and around the field line, such as
B(x(t)) = B(x(t))+ rL(t)) = B(x(t))+(rL(t)) ·∇)B. (3.6)
By Taylor expanding the Lorentz equations, and considering the cyclotron motion, we
can derive the gyrocenter velocity in the perpendicular and parallel directions as
vgc(t) =
{
v⊥gc(t)
v∥gc(t)B
}
. (3.7)
Considering that v⊥gc(t) has a slow time dependence, we can approximate the perpendic-
ular gyrocentric velocity as
v⊥gc(t)≃ vF ≡ F⊥×BqB2 . (3.8)
Considering the drift generated by the curvature of the magnetic field, one should just
express how the perpendicular force is described in 3.8. Making a gyro average of the
perpendicular force in cylindrical coordinates, we get
⟨F⊥⟩=−2|m|( 12π
∮ ∂B
∂ r
rdθ) =−|m|(∇B)⊥. (3.9)
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The so-called grad B drift becomes
v∇B =−
|m|
q
(∇B)×B
B2
. (3.10)
Equation 3.10 has a dependence in the particle charge, which means that electrons and
ions drift in opposite directions and generate a net electric current. This drift is of great
importance for our work, since fast ions have an impact on ∇B, directly affecting the drift of
particles.
An effect of fast ions on the αMHD parameter must be pointed out here, since it has an
impact in the plasma geometry. αMHD is a magnetohydrodynamic parameter defined as
α =−q
2βR∇P
P
, (3.11)
where R is the major radius, P the plasma pressure, q the safety factor, and β the ratio
between the plasma kinetic and magnetic pressure. The safety factor measures the ratio of
the number of times a particular magnetic field line travels toroidally and poloidally. Because
the fast ions generate high values of localized pressure, they can affect αMHD in a way that it
modifies the plasma geometry, represented by the ∇B on equation 3.10.
High values of αMHD reduce the curvature of the plasma, and instabilities associated
with the ∇B, are reduced as well. This effect is associated with the formation of the Internal
Transport Barrier (ITB) [17]. The increase of αMHD reduces curvature-type microinstabili-
ties, which augment even more the pressure, amplifying the value of αMHD. This positive
feedback is desired because it increases the confinement performance and therefore the total
power yield.
3.3 Kinetic theory
In the study of gases, the kinetic theory is responsible for analyzing the particle behavior
through a statistical point of view. Macroscopic effects may be extracted from microscopic
phenomena. We assume that the particles are smaller than the whole system, and that they
follow Newton’s law of motion and undergo specific collision processes.
The kinetic theory brings the microscopic effects of particles to a macroscopic analysis
through the use of statistical tools. The averaging out of microscopic effects leads to statis-
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tic kinetic effects, and these may lead to a further particle-fluid characterization of the plasma.
3.4 Transport theory
From the Boltzmann equation
∂ f (r,v, t)
∂ t
+ v ·∇ f (r,v, t)+a ·∇v f (r,v, t) =
(
δ f (r,v, t)
δ t
)
coll
, (3.12)
one can derive a set of equations that describe how transport occurs in magnetized plasma.
The plasma macroscopic transport equations are extracted directly from the Boltzmann
equation in form of moments of the distribution function. As a result we have a set of
equations known as moments of the Boltzmann equations. This moments can be associated
with conservation equations of mass, momentum, and energy.
The transport theory is responsible for the study of transfer of quantities between and
within a set of systems or a given system. Mass, momentum, and energy are quantities fre-
quently analyzed as macroscopic variables of interest in order to describe plasma dynamics.
3.4.1 Moments of Boltzmann equation
The moments of the Boltzmann equation arise as an attempt to extract macroscopic properties
of the system by means of the distribution function and the Boltzmann equation. A way to do
so is to take the average of the distribution function in the Boltzmann equation considering the
phase space of the independent parameter of the physical variable in consideration. Suppose
that a given physical quantity, ζ (v), is proposed to be studied by the method of moments.
First, one should average it out by multiplying it by the Boltzmann equation and integrating
it in all space of velocities, then dividing the result by the particle number density.
One is able to retrieve the general transport equation,
∂
∂ t
(n⟨ζ (v)⟩)+∇ · (n⟨ζ (v)⟩)−n⟨a ·∇vζ ⟩=
(
δ
δ t
(n⟨ζ (v)⟩)
)
coll
. (3.13)
The right-hand side represents the rate in which collision modifies the quantity ζ . The
parameter ζ could be replaced by the mass or the momentum.
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It is important to stress that in the case of this thesis, collisions between fast particles and
other plasma species could lead to changes in the transport properties due to a modification
in the collision operator. This modification is included in the right hand side of equation 3.13,
and the impact on the transport is represented by the conserved quantities derived in section
3.4.2.
3.4.2 Conserved quantities
From the principle of taking moments of the Boltzmann equation described in Appendix A,
one may derive important relations that are helpful to understand how transport takes place
in the plasma. A complete derivation is also found in appendix A.
The following equation is known as the continuity equation. The term ρ represents the
mass density n ·m, and u is the linear velocity. Here, S represents the collision term
∂ρm
∂ t
+∇ · (ρmu) = S. (3.14)
By considering a collisionless scenario, dividing A.4 by the mass m, and multiplying the
whole equation by the charge of the species, one may arrive at the conservation of the electric
charge equation
∂ρq
∂ t
+∇ ·J = 0, (3.15)
where ρq = n ·q is the charge density and J = ρqu is the current density.
Those equations are important because they show that the mass and electric charge are
conserved properties in the plasma transport dynamics. The charge and mass balance must
be correct when fusion reactions take place and mass is transformed into energy.
Another important conservation is the momentum conservation
n m
Du
Dt
= n q (E +u×B)−∇ ·←→Ψ −δ , (3.16)
where
←→
Ψ is the dyadic of pressure generated by the friction arising from the random
movements wi and w j of the particles in different layers of the plasma. It represents how the
rate in change of momentum varies with the collision term δ , the internal pressure in the
plasma and the Lorentz force. That is another important restriction in the transport theory,
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since the collision between particles cannot create more momentum after the event happened.
The energy conservation is expressed as
N
2
D
←→
Ψ
Dt
+
2+N
2
←→
Ψ∇ ·u =−∇ ·Q+δ ·u− (∂W
∂ t
)coll. (3.17)
Here δ · u represents the heating due to friction processes, and (∂W∂ t )coll the energy
transferred by collisions.
3.5 Neoclassical transport
Until now, we have reviewed the classic theory and how the fast ions affect the plasma
geometry and transport in this framework, i. e. through the geometry in αMHD and the ∇B,
and through the collision operator in 3.13. Some further considerations must be done in order
to accurately describe the transport of particles and heat in tokamak devices. In this section
we further analyze the construction of the collision operators and the geometry description of
the phenomena.
3.5.1 Random walk approach
A random walk consists of a movement that in principle has no determined pattern, and
it is random by definition [18]. It is expressed as a succession of random steps. By using
this argument, we are capable of deducing some transport coefficients perpendicular to the
magnetic field B.
Considering the collision of particles in their gyromotion orbits as a random process, the
diffusion coefficient is described as D∼ ⟨(∆x)
2⟩
∆t ∼ ρ2ν , as seen in the Appendix B. Here ∆x
is the mean free path and ∆t is the time between collisions. Any step with size comparable
to ρ , the Larmor radius, is considered classical transport. Diffusivity terms are also related
to the gradient of temperature through S = D ·∇T , where T is the temperature and S is the
source. In the case that fast ions are driven through ICRH, the change in the gradient of
temperature is proportional do the diffusivity D.
In order to correct the conservation equations, consider a small parameter ε related to
the collisional time and macroscopic time scale and a Maxwellian distribution function,
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assuming Te = Ti and Ve =Vi.
The zeroth order of the conservation equations originated from the above approach can
be seen when the Fokker-Planck collision operator for conserved particles is considered. We
have for the density
∂ns
∂ t
+∇ · (nsus) = 0, (3.18)
where ns =
∫
fsd3v and us = 1ns
∫
fsvd3v, are the density and averaged velocity. For the
momentum conservation, one would get
msns
Dus
Dt
= Ziens(E +us×B)−∇ps−∇ ·Πs+Rs,s′. (3.19)
In the right hand side, we find terms corresponding to the Lorentz force, pressure, viscous
force and frictional forces, respectively. The same path could be followed in order to
demonstrate the respective equations for energy and heat flux conservation. It is interesting
to point out that, for the case of flux conservation, a parallel, crossed (diamagnetic), and
perpendicular components are described. For the ions we have
qi =−k∥ib(b ·∇)Ti+ kΛib×∇Ti− k⊥i∇⊥Ti. (3.20)
The relations for k′s are k∥s ∼ nsνsλ 2s , kΛs ∼ νsωs k∥s, and k⊥s ∼ nsνsρ2s .
These equations are still limited if compared to real cases. The parallel and perpendicular
gradient scale lengths of macroscopic quantities must be large in comparison to the collision
mean free path and gyroradius, respectively. Macroscopic quantities have, also, a moderated
rate of change when compared to collision frequency. Small scale processes may appear,
but they are averaged out from the net transport, they would have to be described by kinetic
characterization and then added to the above equations.
In Appendix C, a precise derivation of the flux is made. The resulting relation is
ΓneoΨ =−
I
q
〈
1
B2
[nq(B ·∇)φ1+(B ·∇)p1+B ·∇ ·Π]
〉
(3.21)
= nI
〈(
1
B2
− 1⟨B2⟩
)(
J∥B
σ∥
−EA∥ B
)〉
+
nI
⟨B2⟩
〈
J∥B
σ∥
−EA∥ B
〉
. (3.22)
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The first bracket represents the Pfirsch-Schlüter transport, a transport that happens within
the flux surface, due to friction parallel to the background magnetic field, and the second one,
averaged over the flux surface, is the Banana-Plateau, associated to particles with trapped
orbits. If a radial density gradient is considered, on the low field side (region where magnetic
field is less intense) more co-trapped particles than counter-trapped are found, which means
that a co-current density is formed. The banana current flows in the co-direction, in order to
break the anisotropy in the velocity distribution.
The total current within the flux surface, considering the charge continuity equation, is
J∥B =−I
d
dΨ
(pe+ pi)(1− B
2
⟨B2⟩)+
〈
J∥B
〉
B2
⟨B2⟩ . (3.23)
The first term in the right hand side is the Pfirsch-Schlüter current, resulting in a diffusive
flux ΓPF ∼ q2(Ψ)Dclassic and larger than the classical diffusion values.
Further considerations must be made in order to close the neoclassical transport descrip-
tion. A generalization of the Braginskii equations for any ratio of mean free path to gradient
lengths must be done as well as losses processes in the case of open field lines and better
accounting for effects of viscosity must be also taken into consideration.
3.5.2 Neoclassical transport
Perpendicular diffusion can be estimated with the random walk argument and is directly
related to the Banana regime, where D ∼ νρ2q2/ε3/2. Depending on the collision fre-
quency, the banana orbit may be completed or not, arriving to the point of drift off from
the flux surface, where D ∼ wbρ2q2/ε3/2, and wb is the untrapped particle bounce fre-
quency. In the highest collision frequency cases, Pfirsch-Schlüter Diffusion dominates with
D∼ νρ2q2/ε3/2, and ν >> wb.
A more detailed neoclassic description is possible when ion perpendicular heat transport
takes an important role, and it dominantly affects the whole transport. Perpendicular transport
is highly scaled with collisionality, going from banana to Pfirsch-Schlüter regime depending
on the frequency ν as seen in figure 3.1. Electrical conductivity is decreased due to trapped
particle effects and the Bootstrap current, the parallel component of viscous damping of
poloidal electron diamagnetic flow and an important neoclassical prediction. Effects on
viscous damping of poloidal flows, where passing particles carry flow and collide with
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Fig. 3.1 Diffusivity as function of collisionality regime.
stationary trapped particles, are also taken into account.
Bootstrap current is driven by density and temperature gradient. It is independent of
other current drive mechanisms and provide most of the poloidal field in advanced tokamak
scenarios.
By applying the Braginskii approach in the framework of the neoclassical transport, and
generalizing the parallel viscous stress, we can modify the viscosity, Π, in order to have a
better description of the banana-plateau regime .
The total neoclassical transport is obtained by putting together Classical, Banana-Plateau,
and Pfirsch-Schlüter transports is
Γ= ⟨nV ·∇Ψ⟩=
〈
1
B2
∇Ψ ·B×
(
nqJ⊥
σ⊥
+nq∇φ1+∇p1+∇ ·Π∥
)〉
. (3.24)
Here, the first term inside the right hand side parenthesis accounts for the classical trans-
port, and the last three terms for Pfirsch-Schlüter and Banana-Plateau transport. A more
detailed derivation is made in Appendix C.
The present model is still not capable of predicting real values of experimental heat
and particle flux, believed to be mostly driven by turbulence and micro-instabilities [19].
Perpendicular Ion heat transport in large tokamaks is responsible for more heat flux than
theoretically predicted. The amount of transport that exceed the neoclassical levels are called
Anomalous Transport. In the present work, we assume that this issue is resolved with the
support of the gyrokinetic turbulent theory.
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3.6 Turbulence and the Gyrokinetic theory
3.6.1 Bohm diffusivity
After it was observed that the neoclassical predictions and experiments differ by orders of
magnitude [19], the study of a new transport mechanism led to the establishment of the
Bohm diffusion, as determined by anomalous processes. The Bohm diffusion coefficient is
characterized by the following proportionality
D(B) ≃ KBT
eB
. (3.25)
Here, the diffusion is directly related to the magnetic field strength B, the Boltzmann
constant KB and the temperature T . It is important to keep in mind that the level of transport
is determined empirically. It matched better the experimental results and gave insights in the
directions that a turbulent theory must follow in terms of diffusivity.
3.6.2 Turbulent mechanism
Turbulence is thought to be the mechanism in which fluids dissipate energy input from
large scales to small scales, releasing it in the form of heat. The apparent random behavior
of turbulent flows does not necessarily means that it is not deterministic, and therefore, a
mathematical approach can be developed in order to comprehend the mechanism.
In magnetically confined plasmas, the role of turbulence is also understood as a means to
energy dissipation from larger to small scales. The turbulent regime is characterized by small
fluctuations in the mean plasma parameters, such as pressure, electric field and temperature.
In this case, the energy is passed from larger scales to small ones, through cascades, where
the energy can be finally released in the form of heat, as schematized in figure 3.2.
In order to describe turbulent behavior, we are going to work in the framework of the Gy-
rokinetic description. The fluctuations present in the parameters of interest can be analyzed
in more detail.
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Fig. 3.2 Dissipation pathways within turbulent framework [4].
3.6.3 Gyrokinetic approach
The gyrokinetic approach to the study of plasma dynamics allows to describe perpendicular
waves with k⊥ ≃ ρe,i, where k⊥ is the typical wave number perpendicular to B, and ρe,i is
the gyroradius, and with time scales smaller than the ion cyclotron frequency. In order to
compute the parameters of interest, one needs first to compute the distribution function.
From the Fokker-Planck equation, one must rewrite the main parameters in terms of a
perturbed expansion. The expanded equation is described as [20]
[
∂
∂ t
+ v ·∇+ q
m
(v× (B+Bp)+(E +Ep)) · ∂∂v
]
( f + fp) =C[ f + fp]. (3.26)
In order to isolate the perturbed part, indicated with an sub index "P", one could subtract
from the previous equation its average, leading to
[
∂
∂ t
+ v ·∇+ q
m
(v×B+E) · ∂
∂v
]
fp =
q
m
(v×Bp+Ep) · ∂ ( f + fp)∂v −Ξ+C−⟨C⟩average .
(3.27)
Here, it is important to notice that there is a crossed effect of the main value of the
distribution function on the perturbed part of the main parameters, represented on the right
hand side of the equation. The last term on the right hand side is an operator responsible for
the description of the averaged out interaction between the fluctuations with the particles of
the system Ξ=− qm
〈
(v×Bp+Ep) · ∂ fp∂v
〉
average
. Passing the frame of reference to the one
coinciding with the guiding center of the particle’s orbit, the dimensionality and complexity
of the problem is reduced. Since the cycloid behavior of the particle around its guiding center
is reduced to the movement of a parallel velocity, v∥, a magnetic moment described as
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µ =
mv⊥2
2B
. (3.28)
A first order guessed solution of equation 3.27 is described as the adiabatic and non
adiabatic solution of the perturbed distribution
fp,1(r) =−qφp(r)T +H(r), (3.29)
in terms of the gyrocenter position r. Considering
h(r) = H(r)− q fp,0ℑ(r)
T
, (3.30)
and
ℑp(r) =
〈
φp(r)− v ·Ap(r)
〉
average . (3.31)
The next order solution of the gyro-averaged equation is described as
∂h
∂ t
+(nˆv∥+ vd) ·∇H + vdp ·∇h−C[H] =−vdp ·∇ f0. (3.32)
Here the perturbed drift velocity is
vdp = nˆ×∇ℑp/B. (3.33)
Even when considered as a linear approach to the gyrokinetic theory, equation 3.32 has a
complex solution, which makes it hard to be analytically solved regardless of the simplicity
of the chosen geometry. High performance computing simulations are the most suitable
answer for the solutions of such problems.
3.6.4 Ballooning properties
It is interesting to notice that, turbulence in plasma is normally elongated in the direction of
the magnetic field, in the torus around the plasma bulk. Despite of that, a small perpendicular
component exists. A way to study these small perpendicular perturbations is to represent
them in a flute-like description proportional to ei(mχ−nφ), where m, and n are integer numbers,
and χ is the poloidal, and φ is the toroidal coordinates.
Since the microinstabilities modes are not localized, but in fact spread over different flux
surfaces, one could use, instead of a flux approach, a ballooning representation, and compact
the small perpendicular and elongated parallel modes. Disregarding the time dependence, and
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using a toroidal harmonic description of the perturbed fields Xp, we can have the expression
in a compact form as [21]
Xp(r,χ,φ) = xp,n(r,χ)e−in[φ−q(r)]χ . (3.34)
Considering a ballooning function depending on the poloidal angle χ .
Observe that simple modes are radially periodic, and in order to simplify the approach,
the constant parameters over the radial domain could be approximated leading to a flattened
profile. This is useful when ρ → 0, and the perturbed parameters can be expanded in a
perpendicular direction.
One can describe the non adiabatic part of the distribution h in a ballooning representation
as [22],
v∥
qR
∂θh− i(w−wD)h−C[h] =−iq f0T (w−w
′
T )φJ0(z), (3.35)
where h, and φ are perturbed functions of the Ballooning description. Since the time
derivatives are in function of the frequency, wT is proportional to w′, the diamagnetic
frequency, q is the safety factor, C is the collision operator, and wD is the magnetic drift
frequency.
3.6.5 Fluxes
To understand how turbulence arises in the gyrokinetic theory, we analyze the potential
perturbation φp, corresponding to a perturbed drift velocity described in 3.33
vdp =
nˆ×∇φp
B
, (3.36)
generating ambipolar effects. The average over a flux surface of this flow gives the
particle flux. Its dependence on the perturbed density np, and its relation to the perturbed
potential are one of the indicators of its perturbed property.
Considering that (nˆ×∇φp) · r = ikθφp, being r the unit vector in the radial direction, one
can define the particle flux as
Γ=−
〈
kθT n
qB
∣∣∣∣qφpT
∣∣∣∣2ℜ[ np/nqφp/T
]〉
. (3.37)
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Here the operator ℜ represents the density response of the plasma, and the right hand side
is averaged in a flux surface. For a heat flux, a similar operator is responsible for represent
the plasma temperature response
Q =−
〈
kθT 2n
qB
∣∣∣∣qφpT
∣∣∣∣2ℜ[ Tp/Tqφp/T
]〉
, (3.38)
also averaged out over a flux surface. Notice that the perturbed properties of these
quantities depend on the fact that the density, or temperature, perturbations are not aligned
with the perturbed potential. If one thinks about the non adiabatic electron response, the
particle flux is non existent if one does not consider impurities, and in this approximation the
adiabatic part of fp does not lead to any flux in the radial direction.
As we will to see in chapter 4, where the simulation codes are introduced, the gyrokinetic
code GENE [23] computes the flux in an analogous way. Accurate solutions of those fluxes
require enormous computational resources, hence the need of codes such as GENE running
in High Performance Computing environments.
GENE computes the heat flux, and due to the behavior of particles and heat between
flux surfaces, it computes also the zonal flow. The zonal flow is the flow of plasma within a
flux surface in the poloidal direction. It is localized in their radial extent transverse to the
magnetic surfaces and it is a self-organized phenomenon driven by drift-type modes.
Gyrokinetic codes follow the evolution of the distribution functions of all species, each of
them contributing to the collective fluctuations of the electrostatic potential and the magnetic
field. Fast particles can influence the turbulence that is carried by thermal particles. If
no intrinsically fast particle driven fluctuations are excited, this interaction can result in
turbulence reduction.

Chapter 4
Simulation codes
In order to study the impact of fast ions on microturbulence stabilization, and to explain the
peak of ion temperature in the experiments described in chapter 2, we make use of two main
codes. FIDO [24] simulates the power deposition from the antenna’s waves into the plasma,
and it uses the electromagnetic wave parameters from PION [25]. GENE [23] simulates
plasma fluctuations and therefore the transport coefficients. In the present chapter, a brief
discussion of these codes is presented.
4.1 GENE
The GENE, acronym for Gyrokinetic Electromagnetic Numerical Experiment [23], is an open
source plasma microturbulence code which can be used to efficiently compute gyroradius-
scale fluctuations and the resulting transport coefficients in magnetized fusion and astrophys-
ical plasmas. To this aim, it solves the nonlinear gyrokinetic equations on a fixed grid in
five-dimensional phase space, and time. The code can be solved in a flux-tube mode, radially
global or flux-surface global configuration. In the present work, only flux-tube simulations
are considered. Neoclassical transport equations are included in it. The GENE code is highly
parallelized, and it runs on various of the world’s powerful supercomputers architectures.
As we have seen in section 3.6.3, fast gyromotion can be analytically removed from the
Boltzmann equation, which allows to neglect the fast gyromotion and choose a larger timestep
for numerical simulations. In GENE, the computed quantities are the time-dependent distri-
bution function of electrons, the main ion, and other particle species in a five-dimensional
phase space. It also computes the Maxwell field equations. Remembering that now, due to
the gyrokinetic approach, the helical movement around the field lines is reduced to a linear
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movement of a magnetic dipole.
It is considered that in the flux-tube approximation, as seen in the left hand side of image
4.1, the neoclassical equilibrium contained in the gyrokinetic equations decouples as a non-
fluctuating part, and then both parts can be solved separately. The code considers magnetic
fluctuations perpendicular and parallel to the background field. Collisions between all species
are computed with a Landau-Boltzmann operator, which is discretized with a finite volume
scheme. For considering general magnetic configurations, GENE features interfaces to var-
ious equilibrium codes, but also analytical models, such as "Miller" and "s-alpha" can be used.
Fig. 4.1 Global GENE simulation of AUG reactor. Figure courtesy of genecode.org
The five phase space dimensions are discretized using various techniques. Spectral
methods are applied in x and y, i. e. the two coordinates perpendicular to the magnetic field,
where fast Fourier transforms are required for computing the ExB nonlinearity in direct space.
Derivatives in the parallel coordinate z and the parallel velocity v∥ use a two-dimensional
Arakawa discretization, while integrals are performed with a trapezoidal rule. Integrals in µ
are performed by a Gauss-Laguerre quadrature.
In order to solve the eigenvalue spectrum of the linear gyrokinetic operators, GENE uses
the SLEPc, which builds on the PETSc linear algebra package [26]. GENE can be simulated
in a linear and nonlinear mode. In the linear mode, the instability growth associated with one
instable mode is simulated, presented by Ky in the code. Meanwhile, in the nonlinear mode,
all instable modes are simulated, which means all Ky are computed. The flux levels are only
simulated in the nonlinear mode. In order to solve the eigenvalue problems, it repeatedly
applies matrix-vector multiplications representing the evaluation of the linearized gyrokinetic
equation. In a non HPC (High Performance Computing) environment, solving the nonlinear
time evolution of such equations would take up to a decade in one CPU. On HPC systems
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such as the ones used in the present work, a typical nonlinear simulation takes around 48
hours to finish.
Besides eigenvalues computations, GENE can also be run as an initial value solver.
Starting from an appropriate initial condition, the distribution function f is advanced with the
Vlasov equation using explicit fourth-order Runge-Kutta time-stepping. To determine the
maximum stable time-step, the eigenvalues of largest magnitude are computed with SLEPc.
Depending on the number of grid points, eigenvalue computations or initial value runs can
be faster. Nonlinear simulations can only be performed as an initial value problem.
For nonlinear simulations, the capability to run in many processors at the same time is
essential in order to have the results of the simulation within a life-time period. A typical
non-linear GENE simulation has a nx0 box size dimension equal to 256, and Lx equal to
128ρs, with ρs equals the Larmor radius over minor radius. For the phase space we have
256×128×24×32×12×2 grid points for the main parameters (x, y, z, v∥, µ and species),
totalizing 603.979.776 grid points.
GENE is parallelized on supercomputing architectures using the domain decomposition
technique. In this sense, larger arrays are distributed among available processors. For deriva-
tives and integrals, information from other processors is required, which is exchanged by the
message passing interface (MPI). Shared memory approaches like OpenMP and GPUs are
explored, but not in routine use.
4.1.1 The equations
An equation of interest solved in the GENE code is the Gyrokinetic Vlasov equation for the
different species. Taking in consideration the collision operator, as well as advective and
diffusive terms in the velocity space, we have
∂ f
∂ t
+ X˙ ·∇ f + v˙∥
∂ f
∂v∥
+ µ˙
∂ f
∂µ
=C( f ), (4.1)
where f represents the distribution function of a given species. It must be taken in
consideration that µ˙ = 0, and that the term X˙ represents the gyrocenter position and is
described as
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X˙ = v∥nˆ0+
B0
B0,∥
v⊥. (4.2)
This approach optimizes the computation of microturbulent fluctuations, while the ap-
proach used in chapter 3 is more general and descriptive, constructed to outline the different
interplays in plasma transport.
The drift velocities must also be taken care of. GENE combines them in one single
equation, creating a dependence with a generalized potential
v⊥ ≡ cB20
χ×B0+ µmΩ nˆ0×∇B0+
v2∥
Ω
(∇× nˆ)⊥. (4.3)
The Curvature and ∇B drift can be combined into the magnetic drift, where by a pressure
gradient term is consistently taken into account. Together with considering B∥ fluctuations,
this provides the most accurate description of electromagnetic effects in the local gyrokinetic
framework.
Consider the generalized potential as
χ = φ1−
v∥
c
A1+
µ
q
B1,∥, (4.4)
where the bar denotes the gyroaverage. Considering the electric field described as
E1 =−∇φ1− nˆ0c
∂
∂ t
A1,∥. (4.5)
The parallel velocity is computed as
v˙∥ =
X˙
mv∥
· (qE1−µ∇(B0+ B¯1,∥)). (4.6)
In equation 4.6, it is important to notice the dipole momentum connection with both the
initial and parallel perturbed magnetic fields.
In order to solve the problem, Ampere’s law and the Poisson equation needs to be
implemented in the gyrokinetic framework
∇2⊥φ1 =−4π∑qn1. (4.7)
In which n1 is related to the density perturbation, and
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∇2⊥A1,∥ =−
4π
c ∑ j1,∥, (4.8)
B1,∥ =−4π∑ p1,⊥B0 . (4.9)
Here the current perturbation, j1, is summed over all the species.
In a local approximation, the moments can be described in a Fourier space as
n1,k =
2πB0
m
∫
dv∥dµ
[
J0h1,k−qφ1,k F0T0
]
, (4.10)
j1,∥,k = q
2πB0
m
∫
dv∥dµv∥
[
J0h1,k−qφ1,k F0T0
]
, (4.11)
and
p1,⊥,k ≡ 2πB0m
∫
dv∥dµµB0I1h1,k. (4.12)
Considering the non adiabatic part of f1 as
h1 ≡ f1+
[
qJ0φ1+µI1B1∥
] F0
T0
. (4.13)
It is necessary to recall that h1 must be computed for each one of the species considered
in the problem. The Bessel function J0 is given by
J0 = J0(k⊥ρ), (4.14)
and we have introduced
I1 = I1(k⊥ρ) = 2
J1(k⊥ρ)
k⊥ρ
. (4.15)
4.1.2 Outputs
After the simulation is finished, GENE has a large number of output files written in the desired
directory. The main output are time trace information such as density and three-dimensional
information about the fields and moments of the distribution function.
36 Simulation codes
The normalized fluctuating quantities are spatially averaged with respect to the full
simulation volume. Considering f pc = h1−qφ F0T0 the particle distribution function, the heat
and parallel momentum fluxes are computed as
Γ=
∫
d3v f pc1 vD, (4.16)
Q =
∫
d3v(
1
2
mv2) f pc1 vD, (4.17)
and
Π=
∫
d3v(mv∥) f
pc
1 vD. (4.18)
Where vD is the generalized E×B velocity drift. The fluxes are divided into an electro-
magnetic and electrostatic radially projected components.
The field quantities are given as a function of time in three dimensions (kx, ky, z)
φ1
{
A1∥
[
B1∥
]}
. (4.19)
In this case A1∥ and B1∥ are only computed in the electromagnetic case.
For each of the computed species, the velocity space moments are given. Their average
combination yield the parallel heat current density
q1∥+1.5p0u1∥ =
1
2
∫
d3vv3∥ f
pc, (4.20)
q1⊥+ p0u1∥ =
1
2
∫
d3vv∥v2⊥ f
pc. (4.21)
Here u1∥ is defined as
u1∥ =
1
n0
∫
d3vv∥ f
pc
1 . (4.22)
Further outputs on GENE include neoclassical results, information about the velocity
space, information about instabilities growth rates γ and frequencies ω , apart of the check-
point files.
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4.2 FIDO
The Monte Carlo Finite Ion Drift Orbit code computes the time evolution of the distribution
function of resonating ions during ICRF heating in tokamak reactors [24]. Because of the
non-Maxwellian high-energy tail developed by the ion species during such process, a detailed
study of their behavior must be made. FIDO separates the different orbits for the heated
species in a 2D plane, enabling the detailed study of the contribution of each of those orbits.
FIDO calculates fast ion pressure, density and temperature profiles. These profiles are
used as input in GENE in order to represent the ICRF-heated species. The code assumes
a finite width of the orbits, and different profiles of power absorption are computed. It
also includes an RF-induced spatial diffusion due to toroidal momentum generated by the
waves. Such considerations have an impact on the computation of the density profile of the
resonating ion species.
4.2.1 Theoretical formalism
To describe the evolution of the fast ion distribution function, FIDO solves the Fokker-Planck
equation in the presence of Coulomb collisions and considering also a second operator known
as wave-particle interaction operator
∂ f
∂ t
+ z˙ · ∂ f
∂ z
=C f +Q f . (4.23)
In equation 4.23, f represents the distribution function of the resonant species in q phase-
space coordinate, C is the Coulomb collision operator and Q is the operator that describes
the interaction between particles and the electromagnetic wave.
In the Monte Carlo form, the collision between particles and the wave-particle interaction
cause diffusion of the particles in the phase-space. Together with the drift effects, taken
into account through Monte Carlo increments, FIDO describes the deterministic and the
stochastic motion through uncorrelated random numbers. In a tokamak, the undisturbed
motion of the particles is integrable, which means that the constants of motion have the same
dimensionality of the degrees of freedom of the system. In FIDO, the Hamiltonian of the
system is put in the form of three action variables, which are the constants of motion of the
system.

Chapter 5
Microturbulence stabilization
In the present chapter we analyze the results obtained with FIDO and GENE in order to
quantify the impact of fast ions on the stabilization of microturbulence in linear and nonlinear
modes. We also discuss whether the analysis could be further improved with the addition of
newer features implemented in GENE.
Our goal is to quantify the impact of fast ions stabilization using numerical tools. As we
have seen in the chapter 3, different mechanisms allow for an active reduction of transport.
These mechanisms are implemented in the numerical tools described in chapter 4. We
further discuss how this stabilization is possible from the theoretical point of view. This
work considers two ASDEX Upgrade discharges, presented in Chapter 2, although most of
the analysis focus on discharge 31563, where a higher value of central ion temperature is
measured and the stabilizing effect is found to be stronger.
5.1 FIDO analysis
FIDO calculates the distribution function of the fast ion population in tokamaks. In the
code, one inputs the electron and main ion density profiles, as well as parameters related
to the electromagnetic wave interaction with the plasma such as number of toroidal or the
fraction of the coupled power in each mode. In this thesis, the parameters used in FIDO were
extracted from the experimental ASDEX Upgrade database. For the electromagnetic wave
parameter, the PION code was used.
PION [25] calculates the time-dependent ICRH power deposition profile and the distribu-
tion function of resonating ions self-consistently using simplified models. It helps to establish
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the proper set up of electromagnetic wave parameters in FIDO, that in turn calculates the
resulting fast ion final distribution function, taking into account the finite orbit width effects
and RF- induced spatial diffusion.
5.1.1 Results
FIDO gives the power transfered from the fast ions to electrons and to the bulk ions, i. e.
the main species. In figure 5.1 we can see the profile of power deposition to the main ions.
As expected from the ICRH theory, most of the energy is deposited around the resonance
position, with a more steep deposition profile being the one for 31563, where the ICRH gives
rise to a more central deposition.
Fig. 5.1 Radial profile of power density transferred from 3He ions to bulk ions.
From FIDO, one can also extract the resonating ion pressure profile. This profile is
important because it shows how the fast ions are distributed in radius by ICRH. Figure 5.3
shows the radial profile of the fast ion pressure for discharges 31563 and 31562.
The results obtained for ICRH parameters and radial 3He ICRH absorption profile have
been compared to the ones from TORIC and PION, and are in good overall agreement. This
comparison gives an extra confidence in the use of FIDO as a tool to generate parameter used
in GENE.
The power density to the bulk ions is larger by a factor of 2 in the central plasma region for
discharge 31562. This indicates a high value of ICRH deposition close to the on-axis region
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Fig. 5.2 Radial profile of power density transferred from 3He ions to electrons.
Fig. 5.3 Pressure profile of 3He ions.
of the plasma, although the radial profile of 3He pressure and power density to electrons
show a smaller difference in the same plasma region. It is important to keep this behavior
in mind, since later we argue on how the stabilizing effect on ITG can be studied separated
from the electron dynamics.
In order to compare the transport values and ion temperature stiffness with earlier studies,
we estimated R/LTi ≈ 20 and the flux is ≈ 1.6qgBi at ρ = 0.25 for discharge 31563. This
value of ion heat flux normalized to gyro-Bohm units qgBi and R/LTi are typical of H-mode
discharges. It is important to stress that R/LTi is large, and we look for the way in which the
presence of fast ions reduce turbulence and allow for such high values.
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It is interesting to notice that although the fast ion concentration is low, around 5% at
ρ = 0.25, the increase in the central ion temperature is almost 80%. It indicates that a strong
role is played by the ICRH in the increase of ion bulk temperature through a mechanism in
which microturbulence is directly stabilized due to fast ions.
After the FIDO simulations are performed, the fast ion density, temperature and pressure
profile were extracted, and the gradient profile is generated. With these quantities, one can
generate the fast ion input parameters for GENE, and to study the impact of fast ions with
this density, temperature and pressure profiles.
5.2 GENE analysis
To study the stabilization on both discharges, a series of linear scans were performed in
GENE. The scan function of GENE was explained in the chapter 4. We first study the impact
of electromagnetic effects isolated of fast ion impact. This helps to understand how intense
is the electromagnetic effects on the plasma, and further characterize the observed specific
behaviors.
To quantify the impact of fast ions on microturbulence, we make use of the pressure
profiles generated with FIDO at the position ρ = 0.25, corresponding to r = 0.12m. In order
to simulate the fast ion content on GENE, the following parameters are used as input data.
Fast ion parameters
discharge a/LT a/Ln n T q m
31562 1.810 0.670 0.015 23.373 2 1.5
31563 2.532 2.678 0.029 16.978 2 1.5
Here a/LT stands for the gradient of the temperature, defined as a/LT = a/T (dT/dr),
a/Ln stands for the gradient of the density, defined as a/Ln = a/n(dn/dr), T stands for the
temperature and n the density. q and m represents the charge and mass, in terms of the
electron charge, and hydrogen mass. All units in GENE are normalized to the reference units.
The tokamak geometry is simulated using the ’miller’ function on GENE. It allows
to generate a set of parameters extracted from a CLISTE equilibrium [27] reconstruc-
tion of the discharge in consideration. This is done with the help of a python subroutine
of GENE called ’extract_miller_from_eqdsk’. To account for the high uncertainty in the
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safety factor q, we perform scans in this parameter. The pressure gradient in the equilibrium
is computed consistently; when fast ions are included, their pressure gradient is accounted for.
In order to study ITG microturbulence stabilisation, it is required to work in a regime that
is stable to kinetic ballooning modes (KBM). Otherwise, high transport values are obtained.
A series of spectral analyses is performed in order to study the impact of the safety factor q
on KBM modes. It is found that KBM is sensitive to q and becomes stable below q=1.5.
After the linear simulations are performed, a set of parameters are chosen to be simulated
in nonlinear mode. The statistic average of the heat flux time traces are compared to the
experimental values.
5.2.1 Linear results
Results from the linear simulations are displayed in the figures below. Figure 5.4 and 5.5
show the scaling of the instability growth rate with the safety factor.
Fig. 5.4 Spectral analysis and safety factor sensitivity scan for discharge 31562.
The scaling with q seen in spectral analysis from figures 5.4 and 5.5 show that both
discharge have high electromagnetic activity. In the electrostatic limit, one would obtain the
opposite trend [28], in which high values of safety factor q yield higher growth rates. High
electromagnetic activity is also detected in figures 5.6 and 5.7. Here we also can observe that
electromagnetic activity has a noticeable impact on the decrease of instability growth rate.
Those plots show a relation between electromagnetic activity and the safety factor. When
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Fig. 5.5 Spectral analysis and safety factor scan for discharge 31563.
Fig. 5.6 Instability growth rate for a case with (green) and without (red) electromagnetic
activity for discharge 31562.
high electromagnetic activity is taking place, the safety factor tends to degrade the instable
modes at lower values, meanwhile electromagnetic activity alone stabilizes microinstabilities.
Together, the spectral analyses displayed in these figures point to a relative reduction of
growth rate with high values of safety factor, fixed at 1.5 for our nonlinear simulations, and a
reduction also due to electromagnetic effects alone.
Figure 5.8 shows the isolated impact of fast ions in stabilization. In this case, the safety
factor was fixed at 1.5 and electromagnetic effects are taken into account. The safety factor
choice gives a margin with a low value of growth rate, and at the same time it is KBM stable.
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Fig. 5.7 Instability growth rate for a case with (green) and without (red) electromagnetic
activity for discharge 31563.
Fig. 5.8 Instability growth rate for a case with and without fast ions for discharge 31563.
5.2.2 Nonlinear results
To accurately study the stabilizing effect of fast ions, we carry out nonlinear GENE simu-
lations. In this analysis, we focus on understanding the impact of fast ions in the main ion
heat flux reduction and in the improvement of zonal shearing rate. These parameters give a
quantitative insight in the stabilization of microturbulent activity.
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Analysis of fluctuation contours and zonal flows
As a first approach, we analyze the impact of fast ions on zonal flow activity. As discussed
in section 3.6.5, the zonal flow is the flow of plasma within a flux surface in the poloidal
direction. It is localized in their radial extent transverse to the magnetic surfaces and it is a
self-organized phenomenon driven by drift-type modes. The energy is transferred to longer
wavelengths by modulational instability or turbulent inverse cascade [29].
Figure 5.9 shows the electric potential in the x and y plane. The value of the electric
potential is given in terms of GENE normalized units. Here, we used a perpendicular domain
size of 143ρsx128ρs in x and y, with a grid of (256x128x24x32x12) in (x,y,z,v∥,µ) phase
space.
With the zonal flow diagnostic tool, GENE allows to measure the time-averaged zonal
shearing rate, which is 0.74 cs/Lre f for the case without fast ion. The average zonal shearing
rate is defined as
〈
K2x φz f
〉
, where φz f is the zonal flow amplitude, and Kx is the wave number
in the x direction.
Fig. 5.9 The electric potential fluctuation levels for the case without fast ions of discharge
31563 in the x and y plane.
When analyzing the simulations including fast ions, we first observe that the contour flow
of figure 5.10 is visually more ordered than in the case without fast ions. This observation is
confirmed when the time-averaged zonal shearing rate is computed yielding a value of 0.94
cs/Lre f , an increase of almost 30 %.
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Fig. 5.10 The electric potential fluctuation levels for the fast ions case of discharge 31563 in
the x and y plane.
The increase in the time-averaged zonal shearing rate indicates that fast ions may be
playing a role in the stabilization of microturbulence by increasing the zonal flow, and
therefore tearing the microturbulence modes, thereby reducing the radially outward flux.
In the case studied here, the zonal flow level saturates at a given amplitude, and because
the fast ions can heat the deuterium directly through collisions, the instability growth rate is
lower and the zonal flows shear apart the ITG eddies more easily.
Different factors play a role in the high value of central ion temperature, as discussed in
chapter 3. In the present work, we are interested whether the fast ions have an impact on the
stabilization of microturbulence rather than the diluting the main ions and directly coupling
to the potential fluctuations, which in this case also reduces the growth rate. We are looking
for a direct form of microturbulence stabilization.
To further understand the impact of fast ions on the main ion temperature increase re-
ported in chapter 2, one needs to understand not only the instability growth rate behavior, but
also the main ion heat flux.
Heat flux analysis
Nonlinear GENE simulations allow for the simulation of the heat fluxes and for the com-
parison between them and those obtained by power balance analysis of the experiment. In
order to access the impact of fast ions in ITG microturbulence, emphasis will be given to
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the ion heat flux. Because the electron heat flux level is smaller than the ion heat flux, and
because the present work is focused on ion impact, we leave the electron analysis and the
full transport analysis for a further study.
In discharge 31563, the experimental integrated ion heat flux at the radial position
ρtor = 0.25 was deduced from the modeling of NBI with TRANSP and ICRH heating with
FIDO and PION. It was found that the experimental ion heat flux is 1.6 MW.
To compare this value with GENE nonlinear simulations, we make a statistical time-
average ion heat flux using one of GENE’s diagnostic tool. In figure 5.11 we can see the ion
flux levels for the simulation without fast ions. In this case, the statistical time-average ion
heat flux given was of about 4.5MW.
Fig. 5.11 Ion heat flux simulation for discharge 31563, the read horizontal line represents the
experimental ion heat flux. The time is expressed in terms of GENE normalized units, which
is approximately one microsecond.
The nonlinear ion heat flux simulations for the case with fast ions are seen in figure 5.12,
and they give us values lower than experimental values, of about 1.3 MW. The heat flux level
from GENE is 1.3, somewhat lower than the experiment. Nevertheless, small increases in the
driving gradients are expected to yield a better agreement. A solution for this overestimation
is presented in the next chapter.
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Fig. 5.12 The ion heat flux level for the simulation with fast ions is smaller than that in
Fig 5.11, which is an indication of the stabilization of fast ions. The time is expressed in
terms of GENE normalized units. The whole time interval corresponds to approximately one
microsecond.
5.2.3 Beyond dilution and stabilization
The exact mechanism in which the stabilization takes place is not completely understood, but
a few important conclusions can be made. One relevant point must be first considered, the
dilution effect.
Dilution is a process in which the fast ions set the background thermal temperature
to the experimental value. It reduces the ni and a/Ln according to quasineutrality, while
not considering fast ions in the dynamics. It happens only if Tf >> Ti. This effect is not
reproduced in GENE. However, high values of fast ions density are needed [11] for dilution
to take place. In our case, n f i/ne is around 5%. The low fast ion density discards, therefore,
the possibility of dilution effects.
Having discarded the dilution effect, we are in the realm of beyond dilution stabilization.
An interesting aspect of this effect is that we observe an active stabilization of microtur-
bulence. In this case, the fast ion temperature reach a value in which the drift resonance
falls into a region of the phase space where the fast ions take energy from the Ion Transport
Gradient wave, instead of driving the increase of the instability.
In steady state the temperature is determined by the relation
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S = D ·∇T. (5.1)
Here S is the source, D is proportional to the diffusivity and T is the temperature. We
observe that the gradient increases when we add ICRH source. The final gradient is very
steep so we expect also a decreased transport coefficient, i. e. diffusivity. The source is
collisional heating of the background F0 in δ f approaches, this is not solved in GENE where
the transport coefficient and effect of fast ions are computed instead.
The mode is stabilized by increasing the ion pressure gradient, at constant electron tem-
perature and density gradient. It is important to notice that in chapter 2, the relative electron
temperature and density constancy was also experimentally reported. If the relative value of
fast ion pressure is enough, a high value of local αMHD is reached, where ITG modes are
stable and no other instable modes are generated.
To summarize, the active stabilization of microturbulence due to fast ions has multiple
reasons. It affects both the plasma geometry, through curvature reduction, and augmenting
the local αMHD parameter, as seen in section 3.2.1. It also generates a higher local pressure
gradient, which is connected with stabilizing factors apart of its impact in αMHD behavior.
It affects the gradient of the temperature, just after the ICRH are turned on, and increase
the pressure. All of those changes account for the stabilization of ITG modes. We conclude
that in our case, ICRH driven fast ions do have an impact in the ITG instability growth rate
beyond dilution. They can explain the high values measured in the experiments reported in
chapter 3, and are a good candidate to trigger ITBs in further experiments.
Chapter 6
Conclusion
The objective of the present work was to analyze whether ICRH driven fast ions have an
impact on the stabilization of microturbulences in two specific ASDEX Upgrade discharges.
In order to understand the problem, we reviewed the experimental set up and established how
the fast ions could be affecting the plasma.
It was noticed that changes in the plasma transport indicate a relation between the fast
species and the plasma transport properties. A review of the plasma transport literature
was done, and important relations between the particles distribution functions and transport
properties were pointed out. To approach the problem, we used two numerical tools, FIDO
and GENE. In the description of the tools, the relations between the particles distribution
function and the transport properties were outlined.
We have shown in a linear GENE analysis that fast ions decrease the instability growth
rate of Ion Temperature Gradient (ITG) modes. We have demonstrated also that due to the
high electromagnetic nature of those experiments, microturbulence is further reduced due to
the scaling with the safety factor.
In a nonlinear analysis, we demonstrated that the presence of fast ions significantly
decreases the ion heat flux, which is an indicative of the increased central ion temperature
measured in the experiment and described in chapter 2. Different of past findings, our results
point towards a beyond dilution fast ion stabilization in which the effects are mostly noticed
in nonlinear numerical simulations, and in which the in-depth stiffness of ion heat flux and
gradient of ion temperature analysis is replaced by the safety factor and contour flux analysis.
52 Conclusion
We conclude that fast ions do have an impact on the stabilization of ITG microturbulence
for the discharges in consideration. Nonetheless, other parameters such as electromagnetic
activity also play a major role in the stabilization process.
In order to overcome the underestimation observed in the nonlinear heat flux analysis, this
work could be further improved by including a more realistic fast ion distribution function
such as a Bi-Maxwellian, which is a recent feature in GENE [30]. Besides small gradient
increases, the introduction of such modification in the fast ion distribution could bring the
ion heat flux values even closer to the experimental levels.
Another interesting improvement in the work would be related to the safety factor profile
in FIDO. Instead of generating a profile with an internal algorithm, a subroutine could be
created in order to read the experimental safety factor profile, or reconstruction profile. This
would allow us to generate a more realistic fast ions density, temperature and pressure profile,
which may lead to improved agreement with experimental results.
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Appendix A
Moments of the Boltzmann equation
A.1 Mass conservation
From the general framework exposed in chapter 3, one may derive important relations that
are helpful to understand how transport takes place within the constrains of plasma physics,
and how they related with the distribution function of the species. By firstly considering
ζ = m, where m is the mass of a given species, we have
⟨ζ ⟩= m, (A.1)
⟨ζv⟩= m⟨v⟩ ≡ m u, (A.2)
and
∇vζ = ∇v m = 0. (A.3)
Replacing these quantities in the general transport equation we have
∂ρm
∂ t
+∇ · (ρmu) = S. (A.4)
Equation A.4 is known as the continuity equation. The term ρ represents the mass density
n ·m, u is the linear velocity, and S represents the collision term.
By considering a collisionless scenario, dividing A.4 by the mass m, and multiplying the
whole equation by the charge of the specie, one may arrive at the conservation of the electric
charge equation
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∂ρq
∂ t
+∇ ·J = 0. (A.5)
Here, ρq = n ·q is the charge density and J = ρqu is the current density.
A.2 Momentum conservation
The conservation of momentum is extracted in a similar way as the mass conservation. Here,
a more throughout analysis must be done in order to consider the standard variable ζ = mv,
being v = w+u, where w is the random movement around the mean velocity, and ⟨w⟩= 0.
Considering the acceleration in terms of the force and the mass, each of the terms can be
reduced to
∂
∂ t
(n⟨ζ (v)⟩) = ∂
∂ t
(m n u), (A.6)
∇v(m n
〈
wiw j
〉
) =−∇ ·←→Ψ , (A.7)
and
n⟨F⟩=−n(r, t) q(E + v×B). (A.8)
Here,
←→
Ψ is the dyadic of pressure generated by the friction arising from the random
movements wi and w j of the particles in different layers of the plasma. After considering the
constrictions relative to the assumptions made, one will arrive at the following conservation
equation
n m
Du
Dt
= n q (E +u×B)−∇ ·←→Ψ −δ . (A.9)
This is the momentum conservation equation. It represents how the rate in change of
momentum varies with the collision term δ , the internal pressure and the Lorentz forces.
A.3 Energy conservation
Following the treatment described in section 3.4.1, the energy transport equation can be
extracted from the Boltzmann equation in a partial differential form. Here, the general
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quantity ζ is replaced by the particle kinetic energy mv
2
2 . In this case we have to consider the
velocity as a two component quantity, and treat each term separately
∂
∂ t
(n⟨ζ (v)⟩) = ∂
∂ t
(
N
←→
Ψ
2
+
m n u2
2
), (A.10)
∇ · (n⟨ζ (v)⟩) = ∇ · (Q(2+N
2
)
←→
Ψ u+
mnu2
2
u), (A.11)
and
−n⟨a ·∇vζ ⟩=−q n u ·E. (A.12)
And the collision term is
δ =−
(
∂W
∂ t
)
coll
. (A.13)
It represents the rate in which the energy is transferred among particles by collision
effects.
Here, N represents the dimensional number in which the dyadic of pressure is considered,
for isotropic cases it is considered unit. The quantity Q is the heat flux, expressed as
Q =
∫
v
mw2
2
w f d3v. (A.14)
Bringing up all the terms together and performing the necessary adjustments, we have
N
2
D
←→
Ψ
Dt
+
2+N
2
←→
Ψ∇ ·u =−∇ ·Q+δ ·u− (∂W
∂ t
)coll, (A.15)
where δ · u represents the heating due to friction processes, and (∂W∂ t )coll the energy
transferred by collision.

Appendix B
Random walk approach coefficients
Considering the random walk approach, the electron heat and particle fluxes are described as
D⊥e = D⊥ei ∼ νeiρ2e , (B.1)
and
χ⊥e = χ⊥ee+χ⊥ei ∼ (νee+νei)ρ2e . (B.2)
And for the ions we have a similar situation,
D⊥i = D⊥ei ∼ νeiρ2e , (B.3)
and
χ⊥i = χ⊥ii+χ⊥ie ∼ νiiρ2i . (B.4)
It is easy to observe that since D⊥e = D⊥i, the perpendicular transport is ambipolar, and
no charge separation is generated.
Parallel to B, in a similar way, the transport coefficients can also be determined. We
must consider here that the step size is related to the mean free path of the particle, λ = vTν ,
consequently, for the electron-electron case
χ∥ee ∼ νeeλ 2e ∼
v2Te
νe
, (B.5)
and
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D∥ee = 0. (B.6)
For the ion-ion case
χ∥ii ∼ νiiλ 2i ∼
v2Ti
νi
, (B.7)
and
D∥ii = 0. (B.8)
The electron-ion case is expressed as
χ∥ei ∼ νeiλiλe ∼
v2Ti
νi
, (B.9)
and
D∥ei ∼
v2Ti
νi
. (B.10)
We also have for electrons
D∥e = D∥ei ∼
v2Ti
νi
, (B.11)
and
χ∥e ∼ νeλ 2e . (B.12)
And for ions
D∥i = D∥ei ∼
v2Ti
νi
, (B.13)
and
χ∥i ∼ νiiλ 2i . (B.14)
Observe that, for a first order approximation where ions and electrons have the same tem-
perature, perpendicular transport is highly dominated by ion heat diffusion, but the parallel
transport is, differently, dominated by electron heat diffusion. The parallel heat transport, in
this scenario, can be up to thousands times larger than perpendicular heat transport.
Appendix C
First approximation to neoclassical flux
If we consider the balance equations, with a gradient of the temperature equals zero and
E = EA−∇φ , we are capable of determining flows characteristic to classical transport and
its coefficients for magnetized plasmas.
From the electron entropy relation, we can arrive in the following relation
mn
dV
dt
= nq(EA−∇φ +V ×B)−∇p−∇ ·Π−nq
(
J∥
σ∥
+
J⊥
σ⊥
)
. (C.1)
From the above equation, a perpendicular, parallel and cross component to the flow is
extracted. The parallel flow is determined by
mn
dV∥
dt
= nq(b ·EA−b ·∇φ)−b ·∇p−b ·∇ ·Π−nq J∥
σ∥
. (C.2)
Consider b to be equal to B|B| . The E×B and diamagnetic flows are retrieved as a first
order approximation of the perpendicular flows. For a first order perturbation approximation
of φ , the electric potential, and p, the pressure, one has
V⊥,1 =
1
B2
B×
(
∇φ0+
1
nq
∇p0
)
, (C.3)
and
J⊥,1 =∑nqV⊥,1 = 1B2 B×∇(pe+ pi). (C.4)
The equations of the perpendicular transport flows are extracted from the perpendicular
components in higher orders
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V⊥,2 =
1
nqB2
B× (mndV⊥
dt
+∇ ·Π+ nq
σ⊥
J⊥,1)+
1
B2
B× (∇φ1+ 1nq∇p1)+
1
B2
EA×B. (C.5)
Here, the sum of the second, forth and fifth terms of the right hand side give us coefficients
related to neoclassical transport, and the third is related to classical transport. The last term
is related to grid velocity. The pressure is
J⊥,2 =
1
B2
B×
(
ρm
dV⊥,i
dt
+∑
s
∇ ·Πs+∇∑
s
p1,s
)
. (C.6)
In the classical transport due to friction between diamagnetic flows the classical diffusion
is equal to Dcl∇ lnn, where Dcl = Te+Ti2Te νeρ
2
e .
From the balance equations, a peculiar set of equations with important characteristics are
extracted. Consider an axisymmetric geometry, where
B = I∇ζ +∇ζ ×∇Ψ, (C.7)
and
∇Ψ×B
B2
=−I B
B2
+R2∇ζ . (C.8)
In a tokamak geometry, consider also that the axisymmetric condition bring us the
following considerations
⟨A⟩ ≡
∮ dl
B A(l)∮ dl
B
, (C.9)
and
⟨B ·∇ f ⟩= 0. (C.10)
From the parallel momentum balance, expressed in equation C.2, we have
0 = nq(B ·EA−B ·∇φ1)−B ·∇p1−B ·∇ ·Π−nq
J∥B
σ∥
. (C.11)
The particle flux can be reduced to
ΓΨ ≡
〈
V⊥,2 ·∇Ψ
〉
. (C.12)
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Considering the description of V⊥,2 here exposed, one may arrive in the following
relations
ΓneoΨ =−
I
q
〈
1
B2
[nq(B ·∇)φ1+(B ·∇)p1+B ·∇ ·Π]
〉
(C.13)
= nI
〈(
1
B2
− 1⟨B2⟩
)(
J∥B
σ∥
−EA∥ B
)〉
+
nI
⟨B2⟩
〈
J∥B
σ∥
−EA∥ B
〉
. (C.14)
The first bracket represents the Pfirsch-Schlüter transport, within the flux surface, and the
second one, averaging the flux surface, the Banana-Plateau.
The total current within the flux surface, considering the charge continuity equation, is
found to be
J∥B =−I
d
dΨ
(pe+ pi)(1− B
2
⟨B2⟩)+
〈
J∥B
〉
B2
⟨B2⟩ . (C.15)
The first term in the right hand side is the Pfirsch-Schlüter current, resulting in a diffusive
flux ΓPF ∼ q2(Ψ)DCL and larger than the classical diffusion values.

