We introduce a calculus for transforming first-order proofs of theorems originally formulated in modal logic, into modal natural deduction proofs. With a transformation procedure based on this calculus, we are able to present a proof in the language in which the problem was originally formulated, and in a formalism giving better insight into the contents of the proof. As a target language of the proof transformation we use a linearized modal natural deduction calculus which makes the reasoning involving modal contexts explicit.
Introduction
Modal logic has been used as a means for representing knowledge in many fields of Artificial Intelligence (AI) and Computer Science, such as specification and verification of processes [17] , specification of distributed systems [10] and planning systems [19] .
An efficient strategy for automated deduction in modal logics involves the translation of modal logic formulae into first-order syntax. This approach takes advantage of the advanced search control techniques developed for first-order logic and allows the use of theorem prover implementations already available.
Ideally one would like to present the proof obtained automatically in a formalism which facilitates the understanding of the proof. This issue has been addressed for first and higherorder logic in [1] , [18] , and [16] . Additionally, in the case of first-order or propositional logic proofs of modal logic theorems, the proof should be presented in the language in which the problem was originally formulated. This question is addressed by Caferra and Demri in [3] : if a problem formulated in propositional modal logic is translated into predicate logic, and a resolution proof is obtained for the translation, is it possible to present in the source language a sequence of semantic entailments of formulae which 'corresponds' to the proof found in the target language? The authors answer the question affirmatively, presenting for some propositional modal logics such a sequence of formulae. The method used is basically to translate formulae obtained as intermediate steps of a resolution proof back into modal logic syntax. Certainly the results do not constitute a calculus; the reasoning, especially involving modal contexts, remains implicit. A crucial question to proof transformation and presentation in the context of automated deduction concerns comprehensibility: the target formalism must help give insight into the contents of the proof.
In this paper we present a method to transform proofs of problems originally formulated in modal logic, and translated into predicate logic using the methods in [20] , into modal natural deduction proofs. The method is extended to quantified modal logic with rigid symbols. As the source formalism of the proof transformation we use refutation graphs, a compact representation of resolution proofs [23] . Modal natural deduction, the target language of our proof transformation, enables the formulation of proofs in a form both natural and intuitive. We use a formalism based on a linearized version of first-order natural deduction due to Andrews [1] , extended by the incorporation of modal rules similar to those in [7] and [24] , further by an indexing mechanism for terms and assumptions, and by explicitly representing the modal context associated with a formula.
Modal natural deduction
Natural deduction, originally developed by Gentzen and Jàskowski for first-order logic in the early 1930s [8, 11] , was motivated by the desire to create a formalism that resembles informal mathematical reasoning ('der möglichst genau das wirkliche logische Schließen bei mathematischen Beweisen wiedergibt' [8] ). Modal natural deduction goes back at least to [7] , which used a type of 'nested box' formalism to handle deductions in modal logic. One objectionable feature of this formalism, as well as the formula tree formalism for modal logics (see [22] ), is the fact that the information regarding the modal context associated with a formula remains implicit. To represent a modal context explicitly in the natural deduction formalism, we introduce the concept of a world path. The length of a world path , denoted by , is the number of symbols composing the world path. The th symbol of a world path is denoted by ´ µ.
REMARKS. The concept of world path is similar to the concept of index in [12] . However, we intend world paths to denote sets of possible worlds in a Kripke model [4] . The world path Û ¼ denotes the set of all worlds in the model. If the world path stands for a certain set of worlds, the world path Ûstands for the set of all successors of the worlds in this set. The elements of Ô , on the other hand, stand for 'particular worlds', so the world path Ô denotes a set containing one successor of each element in the set denoted by . For a formal definition of the semantics of world paths see Definition 2,8.
DEFINITION 2.2
Let ¥ denote the set of world paths, AE the set of natural numbers. We define a base substitution as a mapping from ¥ ¢ AE to ¥ such that ´ µ ¼ with ¼´ µ ´ µ for all , or and ´ µ ¾ Ô , and ¼´ µ equals an arbitrary element of Î Û Ô otherwise.
µ where A is a formula and a world path. We also write for´ µ. An assumption´ ¼ µ is an instance of´ µ if ¼ is an instance of . Let be a set of assumptions and a unifier. We define ´ µ to be the set ´ ´ µµ ´ µ ¾ . A finite sequence S of proof lines is a natural deduction proof of a formula if it is a natural deduction derivation of from an empty set of assumptions and Û ¼ is the world path of its last line.
Natural deduction rules

Propositional modal logic
We now introduce some of the modal natural deduction (MND) rules. For complete sets of rules for normal modal logics see Appendix A.
All natural deduction rules needed in propositional logic carry over into the modal case, but they have to be extended by the addition of a construct to convey information about modal contexts. Examples of these rules are shown in Figure 1 . For the complete set of rules, see Appendix A.
The conditions for the application of these rules are as follows: Ass In the Assumption rule, if the world path contains any symbols from Ô , and the logic is not serial, the prefix of up to the last occurrence of a constant from Ô must occur in the derivation prior to the assumption line.
(Ass) ( I) ¼¼ contains any symbols from Ô , and the logic is not serial, the prefix of ¼¼ up to the last occurrence of a constant from Ô must occur in the derivation prior to the conclusion line.
REMARKS. The condition on the Assumption and MI rules ensures that every new constant Ô ¾ Ô in the derivation can only be introduced with the ¿-Elimination rules. Without these conditions, non-serial logics would not be covered by the calculus. Further, note that an assumption can only be discharged by the Deduction rule ( I) if the line to which the rule is applied has as its context.
In addition to propositional rules, we need introduction and elimination rules to handle modal operators. These are shown in Figure 2 .
FIGURE 2. Modal natural deduction rules involving modalities and context modification
The application of these rules is subject to the following conditions:
¾I The rules shown in Figure 3 are required for modal systems other than K, in which the accessibility relation is transitive, reflexive, symmetric, serial, and/or Euclidean. The calculus for propositional modal logic is extended to quantified modal logic with rigid symbols by the addition of quantifier elimination and introduction rules. In order to handle modal logics with varying domains, these rules need to be modified, by indexing constants with the modal context in which they are introduced and by introducing additional conditions for their application.
In a natural deduction derivation, terms may be introduced by instantiation ( I) or in an assumption (Ass). Each occurrence of a term in a formula and in a derivation line is associated with the modal context of the line in which it is introduced. Ø denotes the modal context associated with a term t. The subscript is not part of the formal syntax of terms, but rather a convenient indexing mechanism needed to ensure the correct application of the quantifier rules in an MND calculus. The rules involving quantifier elimination and introduction are shown in Figure 4 . In order for these rules to be applicable, ¼ must fit in Ä. Further, the application of these rules is subject to the following conditions: E In the Universal Instantiation rule, Ø must be free for Ü in . Thus the quantified modal logic calculus is restricted to logics with rigid symbol interpretation. Note that this restriction also applies to other calculi for quantified modal logic such as Hilbert, sequent and tableaux calculi (see for instance [6] ).
REMARK. In a first-order
Ü Ø ¼ Ü ( E) ¼ Ü Ü ¼ ( I) Ø ¼ Ü Ü ( I) Ü ¼ Ü µ ¼ ¼ ¼ ( E)
Correctness
REMARK. The semantics underlying our calculus is Kripke semantics, see for instance [9] or [6] for definitions of Kripke model. In the sequel we will be interested in certain classes of models, in particular those defined by requiring that the accessibility relation be reflexive, serial, symmetric, transitive, or Euclidean. 
, and let ½ and ¾ be access functions as shown in Figure 5 . (1) is correct.
Induction step: suppose the theorem holds for every derivation S consisting of no more than Ò lines. We show that it holds for a derivation containing Ò · ½ lines.
We consider the following cases: ¾-Elimination and Introduction, ¿-Elimination and Introduction, -Return, the Seriality rule as an example of a rule for logics other than K, the -Introduction rule as an example of a rule involving more than one premiss, and the deduction rule as an example of a rule in which an assumption is discharged. (Other cases are proven analogously.) REMARKS. In the following proofs, we let be the class of all models unless otherwise specified, and suppose that for an arbitrary C-model Å there is a choice function such that for an arbitrary world path mapping Ú in Å for all lines´ μ Ò · ½ µ in the derivation are correct with respect to Å under Ú.
We then show that there is a choice function ¼ such that for an arbitrary world path mapping Ú ¼ in Å for ¼ , line´Ò · ½ µ is correct with respect to Å under Ú ¼ , and all lines´ μ Ò · ½ µ in the derivation are correct with respect to Å ¼ under Ú ¼ . We make explicit use
In the ¾-Elimination, ¾-Introduction, ¿-Elimination, ¿-Introduction and Seriality rules, where the assumption set remains unchanged by the application of the rule, we further assume that all assumptions in the set of line´ µ from which line´Ò · ½ µ is derived are true in Å under Ú for an arbitrary model path¨for´Ú ´ µ µ, where ´ µ is the world path of line . We further assume that Ú´ ´Ò·½µ µ is defined and not empty, where ´Ò·½µ is the world path of line´Ò · ½ µ . Otherwise line´Ò · ½ µ is trivially correct. We make use of these considerations in the following proofs.
¾-Elimination ¿-Elimination
According to the remarks above, Å « ¿ for the last world « in¨. Hence according to the semantics of the diamond operator, there exists a ¬ ¾ Ï such that «Ê¬ and Å ¬ .
So we know there is at least one access function which maps « to a world in which is true. Let ¼ be a choice function such that ¼´Ô µ equals one such access function, and otherwise equal to . Let Ú ¼ be an arbitrary world path mapping in Å for ¼ . Let ¬ ¾ Ï be such that ¬ ¼´Ô µ´«µ. Note that ¬ ¾ Ú ¼´ Ôµ.
Since Ô cannot occur in , line´ µ is correct with respect to Å under Ú ¼ , and the model path¨for´Ú µ is also a model path for´Ú ¼ µ . Let¨¼ be the model path which is an extension of¨and such that ¬ is the last element of ¼ (note that there is exactly one such model path). Since Å ¬
, and since¨was arbitrary, ´ ¼ µµ, which is not true for Ú with respect to¨and therefore line´Ò · ½ µ is correct.
· ½ µ -Ê Ø´ µ According to the remarks above, we assume that Ú´ µ is defined and not empty. Note Ú´ Ôµ cannot be empty, since according to the definition of Ú, Ú´ µ would be empty as well.
Consider the case in which Ú´ Ôµ is defined. Let¨be an arbitrary model path for´Ú Ôµ, and let ¬ be its last element. Since line´ µ is correct and Å ¬ , there is an assumptioń Thus is true in Ï for every world path mapping Ú, so it follows from the definition of correctness of an MND derivation and Theorem 2.15, that the conclusion of the last line in an MND proof is valid in the class of Ä-models.
We defer the completeness proof until section 5, where we prove the completeness of the transformation calculus, which yields as a corollary the completeness of the MND calculus.
Proof transformation
In this section we present a calculus for transforming resolution proofs of problems originally formulated in modal logic, and translated into predicate logic using the functional translation method [20] , into modal natural deduction proofs. We begin with two preliminary sections; Section 3.1 briefly introduces the functional translation method used to transform modal logic formulae into first-order logic. Section 3.2 contains some basic notions on refutation graphs, a compact representation of resolution proofs which serve as the starting point of our transformation process. The transformation calculus is presented in Section 3.3.
The functional translation method for modal logic
The functional translation method for modal logic introduced by Ohlbach [20] uses the possible worlds semantics of the two modal operators ¾ and ¿ to translate modal logic formulae into first-order syntax, preserving satisfiability. Modal context information is encoded by means of so-called 'context access functions'. These functions map worlds to accessible worlds, and their composition represents a path through the possible worlds structure. A similar approach has been suggested by Auffray and Enjalbert in [2] . The target language of the translation method is order-sorted predicate logic (OSPL); the sort 'Ï Ï ' is defined for access functions. As an example, for a constant domain logic with serial accessibility relation, the formula '¾¿È ' is translated into '
and are context access functions. Note that the formula in the above translation involves quantification of function symbols. The second-order syntax can be avoided by the use of a function apply (' ') taking two arguments: a function variable and its argument, that is, ´Ôµ is written ´ Ô µ with the meaning 'apply the function to the argument Ô,' transforming in this manner the secondorder syntax into first order. Whenever the second-order syntax is used, it is considered an abbreviation.
Further, to handle non-serial logics, a special predicate AE is introduced, so that AE ´Ûµ is true if Û is an end world. So a formula '¾È ' is now translated into ' Ï Ï ' AE ´ µ È´ AE µ' meaning if the initial world ( ) is not the end world, È holds in all worlds accessible through . In order to handle non-constant domain logics, a special predicate Á Ë ÌËis introduced, so that Á Ë ÌÛ Øµ is true if the object referred to by Ø is in the domain associated with the world Û. We refer the reader to [20] for details. DEFINITION 3.1 A mapping¨ from modal logic into order-sorted predicate logic is defined recursively as follows ( Û is used to abbreviate¨ ´ Ûµµ:
REMARKS. In the translated formulae the terms ' AE Ü' are rewritten to 'Ü'.
EXAMPLE 3.2
Consider the following axioms ½ , ¾ and ¿ and theorem Ì :
The translation of the axioms and the negation of the theorem into predicate logic assuming constant domain, but not seriality of the accessibility relation yields:´¿
We note that the mapping¨ is defined in [20] to handle parametrized modal logis as well. In this case, the context access functions are defined so as to depend not only on possible worlds but also on domain elements, with the sort ' Ï Ï ' being introduced for this
The mapping¨ may be simplified for some particular cases, to account for serial accessibility relations and constant domain interpretations. Basically, in case of seriality, the predicate AE is no longer needed in the translated formula, since AE ´Ûµ is false for all worlds Û. In the case of constant domain logics, the predicate Á Ë ÌËis not necessary.
Again, we refer the reader to [20] for details.
Refutation graphs
In this section we present some basic notions concerning the representation which serves as the starting point of the transformation process described in the next section, namely refutation graphs. Refutation graphs, first used by Shostak [23] , consist of a set of nodes, each marked with a literal. These so-called literal nodes are grouped into nodes representing clauses. Resolvability between literal nodes is represented graphically by drawing links between pairs of literal occurrences.
Refutation graphs are used as a compact representation of resolution proofs, abstracting from the ordering of resolution steps. The choice of refutation graphs as a starting point of the proof transformation does not impose a restriction on the method, since any resolution proof can be transformed into a refutation graph [21] . The material in this section stems from [16] and [5] . A component of a clause graph is a maximal connected subgraph of . A deduction graph is a non-empty, ground and acyclic clause graph. A refutation graph is a deduction graph without pure literal nodes. We sometimes speak of deduction or refutation graphs even if they are not ground, but then the existence of a global substitution is required that transforms them into ground graphs without destroying the polylink conditions for any of its links. A minimal deduction (refutation) graph is one containing no proper subgraph which is itself a deduction (refutation) graph. EXAMPLE 3.6 Literal nodes are represented by boxes marked with the pertinent literal. Figure 6 shows a graph containing eight literal nodes-numbered 1 to 8-grouped into four clause nodes. There are three polylinks, namely 2, 4 , 5, 7 , and 1, 3, 6, 8 . This graph contains no pure literal nodes. It contains no trail joining a clause node to itself, so it is acyclic (if a link is entered by one of its shores, it must be exited through the opposite shore, so the link joining 1, 3, 6, 8 cannot be used to form a cycle). It is a refutation graph proving´´¿ È ¾´É Êµ ¾Éµ ¿Êµµ, where¨is the mapping from modal logic into first-order logic syntax as defined in the previous section.
¬END(id)
¬Q ( As an example, consider ´¿È ¾É ¾´É Êµµ ¿Ê and the graph shown in Figure 6 , representing the clause form of¨´ µ. The clause AE ´ µ É´ AE ¿ µ Ê´ AE ¿ µ with literals numbered 3, 4, and 5, respectively in Figure 6 , stems from the subformula ¾´É Êµ of , whose functional translation is AE ´ µ ´ É AE µ Ê´ AE µµ.
Accordingly, the relation ¡ associates the second occurrence of É in with both literals numbered 3 and 4 in the graph. It also associated the first occurence of Ê in with the literals numbered 3 and 5.
Transforming resolution proofs into MNDP Proofs
We follow the method in [16] , developed for first-order logic, and introduce the concept of a generalized natural deduction proof (GNDP) of a formula . A GNDP resembles a natural deduction proof, but contains so-called external lines, which are not justified by a rule of the MND calculus, but by an "external" proof, possibly in a different calculus.
We will show how to obtain a natural deduction proof of a formula by constructing a sequence of generalized natural deduction proofs. Each element in the sequence is constructed from its predecessor via transformation rules. They modify existing lines and possibly insert new ones, thus creating a new GNDP in the sequence. The goal of the transformation procedure is the eventual derivation of a natural deduction proof, which is accomplished by the elimination of all external lines from the GNDP. Lines justified by a rule of the calculus are called internal, those justified by a proof, external lines. A GNDP consisting solely of an external line with conclusion and no assumptions is called the trivial GNDP for .
Transformation rules
Transformation rules are classified according to the types of lines to which they apply. External rules are applied to external lines; they reduce the goal to a simpler formula. Mixed rules are applied to external lines, triggered by the presence of certain internal lines. In both cases, this may involve the addition of new assumptions to the GNDP. Internal rules are applied to internal lines, deducing new internal lines in the GNDP. These are the forward-chaining rules in the transformation calculus; they are used for reasoning in propositional logic and for dealing with modal contexts.
In this section we will present only a few modal transformation rules. For examples of first-order rules see Appendix B, for a detailed account of first-order rules, see [16] , and for a complete set of modal rules, see Appendix C.
In the transformation calculus, one needs to distinguish world paths which stem from external lines and those which are introduced by the application of internal rules. To this purpose the definition of world path and world path mapping are extended as follows: In the following, «, ¬, and are integers such that ¬ «, and denote lists of assumption formulae, capital letters , , indicate single formulae, small Greek letters are used as labels for proof lines, the justification 'Ê' stands for an arbitrary rule of the MND calculus, the justifications , ¼ , ¼¼ represent proofs, and , ¼ , Ô, Ü, and Ûrepresent world paths. For all transformation rules it must be the case that the proofs ¼ and ¼¼ can be derived from the proof or are otherwise known. In the automatic transformation procedure, the proofs ¼ , ¼¼ must be computed from .
External rules External transformation rules should be understood as follows: given a GNDP with a line matching the line on the left side of the arrow, a new GNDP is created by replacing this line by those on the right side of the arrow. Analogously, for the external rule E¿: given as goal the proof of ¿ in from the assumptions in , one may justify this line with the ¿Á rule of the MND calculus, provided one can construct a proof of from in a set containing one successor of each world in .
At the time E¿ is applied, this set remains unspecified-denoted by the variable Ü in the world path introduced by the rule. This variable must be instantiated by an element of Ô at a later point in the transformation (see rule M-Close and the example in Section 4).
Note that there is also a rule E ¿ analogous to E ¾.
Internal rules The internal rules should be understood as follows: given a GNDP with a line matching line´«µ in the rule, a new GNDP is created by adding the line marked by an arrow. REMARK. There is also an internal rule I ¿ analogous to I ¾. «µ is derived which contains the same conclusion formula as an external line´¬µ, further´«µ contains no assumptions which are not present in´¬µ, and´«µ contains a world path 'compatible' with that of´¬µ as specified below, then the external line´¬µ may be transformed into an internal line by an application of the rules M-Close and M-Close/inst. In order to ensure 'compatibility' of world paths we introduce the following concepts:
We define an extended instance of a world path inductively as follows: 
provided the rule is applied to all lines in the derivation with world paths whose´ ¼ · ½ )th simbol is .
DEFINITION 3.12
We define the transformation systems: 
Example
In this section, a GNDP sequence for the formula ´¿È ¾É ¾´É Êµµ ¿Ê is used to illustrate the proof transformation process. It shows how external rules are applied to reduce the 'goal' formula to a simpler formula, and how internal rules are used for performing reasoning in propositional logic and dealing with modal contexts. The axioms and theorem are shown below:
The translation of the axioms and the negation of the theorem into OSPL without seriality of the accessibility relation yields:´¿ The refutation graph ¼ is shown in Figure 7 . Note that clause ¾ is not present in the graph.
The contribution of the formula ¿È to the reasoning involved is solely the existence of a world. The substitution is as follows:
The relation ¡ relates the occurrence of È in to the literal node numbered 8 in Figure  7 . The first occurrence of É in is related to the literal nodes numbered 1 and 2, while the second occurrence of É to the nodes numbered 3 and 4. The first occurrence of Ê in is related to the nodes numbered 3 and 5. Finally, the last occurrence of Ê in is related to the nodes 6 and 7.
The proof transformation begins with the trivial GNDP for F: ¡ and remain unaltered as well. The external rule E¿ is applied next, resulting in the new line´ µ, which is justified by the same refutation graph ¼ . Line´ ¼µ is now internal. For each step of the proof transformation only lines relevant to the applied rule will be shown in the new GNDP; all other lines in the preceding GNDPs are assumed to be included unchanged.
No external rule can be applied to the external line 48 at this point. The refutation graph guides the next step in the proof transformation [17] . There are two literal nodes (numbered 
The graph ½ guides the application of the next rule. It is possible to derive Ê in an appropriate modal context by reasoning in propositional logic alone, so the rule I-Tau is applied, producing the following internal line:
According to the external line (48), the 'goal' is to produce a proof of Ê in a particular successor of ¼ . Since Ê has been proven in ¼ Û ½ , and there is a line with modal context ¼ Ô ½ present in the proof, the modal instantiation rule can be applied to lines´¿µ and´ µ yielding:
Now all conditions have been met so that line (48) can be transformed into an internal line.
Note that M-Close could not have been applied to lines´ µ and´ µ although their conclusions and assumption set match. A world path in an external line with an element of Î Ü requires an internal line with an element of Ô in its internal line for the rule M-Close to be applied.
Since the assumption sets and the world paths of lines (9) and (48) ½µ ½ Û¼ ¿È ¾É ¾´É Êµ
Completeness
We now turn to the completeness of the transformation rule system. The construction used for the proof is as follows: external rules are applied until all external lines in the GNDP conclude in literals. Each external line in the GNDP thus obtained is then mapped to a socalled prefixed tableau. Prefixed tableaux, due to Fitting [6] , consist of nodes which are made up of prefixed formulae; these are formulae preceded by a construct which is intended to name a modal context for the formula. By using the completeness of prefixed tableaux, and a correspondence between prefixed tableaux rules and internal and mixed transformation rules, we argue that a GNDP sequence with a modal natural deduction proof as its last element can be constructed. In order to establish a correspondence between certain sequences of GNDPs and sequences of prefixed tableaux, we modify the prefixed tableaux introduced in [6] to use world paths as prefixes instead of sequences of positive integers. We begin with some preliminary definitions. See [6] for a definition of prefixed tableaux.
The rank Ö´ µ of a formula is defined recursively as follows: if is an Atom, Ö´ µ Ö´ µ ¼ , if is , Ö´ µ ¼ , if and is not an atom, Ö´ µ ½ · Ö´ µ,
NB. The unorthodox definition of the rank of an implication is intended to make subsequent proofs easier.
DEFINITION 5.2 A prefixed formula is a pair´
µ where is a world path and a formula.
DEFINITION 5.3
Prefixed tableau rules are defined as shown in Figure 9 , where: in (8) and (9) Û ¾ Î Û , in (10) and (11) Ô ¾ Ô is new to the branch; in (12) and (13) Ø is any term free for Ü in , and in (14) and (15) is a new constant, cf. [6] . DEFINITION 5.4 We define a function mapping GNDPs and external lines in GNDPs to prefixed tableaux, such that ´ µ is mapped to a prefixed tableau Ì as follows:
1. If the conclusion of the external line is not , there is a node in Ì consisting of the negation of the conclusion of prefixed by its world path.
2. For each internal line « in which introduces an assumption (other than ) on which depends, there is a corresponding prefixed tableau node consisting of the conclusion of the internal line prefixed by its world path.
3. For each internal line ¬-with conclusion other than -which depends only on assumptions on which also depends, whose world path contains no element from Î Û , and which precedes in the GNDP, there is a corresponding prefixed tableau node as in 2.
Further we define a function from GNDPs, external lines in GNDPs and lines in GNDPs to occurrences of nodes in prefixed tableaux, such that ´ « µ is the node in ´ µ corresponding to line « in . If there is no such node, that is, the conclusion of « is , or « is neither , nor an assumption line on which depends, nor an internal line depending on an assumption on which also depends, ´ « µ is undefined. Let ¥ be the set of world paths containing no symbol from Î Û . We let Ê -the prefix accessibility relation-be a binary relation on ¥ . We shall write Ê ¼ to mean that ¼ is accessible from . Ê is said to satisfy:
the general condition iff for every ¾ ¥, Ê for every ¾ Ô Î Ü ; the symmetric condition iff for every ¾ ¥ , ÔÊ for every Ô ¾ Ô ; the reflexive condition iff for every ¾ ¥ , Ê ; the transitive condition iff for every ¾ ¥, Ê ¼ for every ¼ ¾ ¥.
The following lemma and theorem will be needed in order to establish the completeness of the transformation calculus. The proof of the following lemma is analogous to the proof of Lemma 6.1 in [6] .
Let Ë be a set of prefixed formulae such that is closed for all
The proof of the following theorem is analogous to proof of Theorem 6.2 in [6] . 
The application of the prefixed tableau rules ' ´ ½ ¾ µ', ' ´ µ' and ' ½ ¾ ' to Ì ½ yields a closed tableau Ì ¾ as follows:
Further, let ¾ be the GNDP obtained from ½ by the application of the GNDP transformation rules I , I left and I right, I followed by I left and I right:
We note: all nodes in Ì ¾ are present in ´ ¾ ½¼µ. The tableau ´ ¾ ½¼µ contains one additional node, namely ¼ ´ Àµ. We write ´ ¾ ½¼µ Ì ¾ and note that ´ ¾ ½¼µ is a closed tableau as well, and further that line (10) Figure 10 be a GNDP such that the conclusions of its external lines consist of literals only, and let be an external line in . Now, the application of the function to G and yields a prefixed tableau ´ µ. We claim that if a sequence of tableau rules is applied to ´ µ producing a closed tableau Ì , then there is a corresponding sequence of transformation rules which, applied to , yields a GNDP ¼ , such that ' ´ ¼ µ Ì ', to the effect that ´ ¼ µ is a closed tableau as well. Further we claim that there is an internal line in ¼ which can be used to close the external line We now formalize these concepts. In the following, we will sometimes refer to a prefixed tableau simply as a tableau.
DEFINITION 5.10
Let and ¼ be tableau branches. We write ¼ iff for all nodes Ò in there is a node Ò ¼ in
It follows from this definition that if Ì Ì ¼ , then Ì closes whenever Ì ¼ closes. Further the number of rule applications needed to close Ì does not exceed the number needed to close Ì ¼ .
We introduce the following notation. We write
to denote the GNDP constructed from by the application of rule Ì ½ to lines´« ½ µ ´« Ñ µ, inserting the new lines´¬ ½ µ ´¬ Ò µ as specified by the rule Ì ½ . In case of the rule I-Inst, we write I-Inst´ µ ´«µ ´¬µ to denote the GNDP constructed from by the application of this rule to the line « such that the world path in « is instantiated with to the world path in ¬.
Example: I left ´«µ ´¬µ is the GNDP constructed from by the application of the rule I left to line («) in , inserting line´¬µ. Note that lines appearing on the left side of the arrow are left unchanged in the new GNDP. A line which is modified by the rule appears on both sides of the arrow. We use the concatenation symbol AE to denote a series of multiple rule applications, in the specified sequence.
DEFINITION 5.11
Let Ì be the set of prefixed tableaux obtained by the application of the function to a GNDP and external lines in GNDPs as defined above, and let Ì Ö be the set of prefixed tableaux obtained by the application of a tableau rule to the elements of Ì . We define a prefixed tableau function to be a function Ö from Ì ¢ Ì Ö to GNDPs as follows. Let ½ be a GNDP, an external line in ½ and let Ì ½ ´ ½ µ. In this case ½ is an internal line such that M-Close can be applied directly to ½ and 3 ¾ µ.
2. ½ and ¾ are both internal lines and ½ ¾ and for all ½´ µ ¾ Ô .
In this case ½ contains lines as follows:
Ò be the assumptions introduced in the process of deriving the external liné µ, and ½ Ò their respective world paths: 
Ò µ is a GNDP sequence as required and the claim holds for a sequence of length Ò. PROOF. The proof is by induction on the rank of . Let be a choice function in Å, such that for an arbitrary world path mapping Ú in Å for , Ú´ µ is defined, and for all model paths¨for´Ú µ either is true in the last world in¨or there is an assumption´ ¼ µ ¾ which is not true with respect to¨. Hence, due to the correspondence of internal and mixed transformation rules to prefixed tableaux rules, we can construct a sequence of GNDPs from the initial GNDP by the application of internal and mixed transformation rules and M-Close, ending with a natural deduction derivation of , in the case is a literal, or the negation of a literal. Induction step: Ö´ µ ¼. As our induction hypothesis we assume that the theorem holds for formulae whose rank is smaller than r( ). We consider the following cases: (1) is a disjunction. Given the following lines in the GNDP: Furthermore, since the rank of ¾ is smaller than that of , the theorem holds for this formula according to the induction hypothesis. So the ND derivation of line´µ above, together with lines´AEµ and´ µ provides an ND derivation of .
Further if is: (2) a conjunction, (3) an implication, (4) a negation, or (5) a universal quantification. An application of the external rules E , E , E , and E respectively results in external lines with a conclusion whose rank is smaller than that of , and these cases are analogous to the one above.
Let Ú´ µ be defined, and let¨be an arbitrary model path for´Ú µ ending in ¬. Either Ü ½ is true in ¬ or there is an assumption´ ¼ µ ¾ which is not true with respect to¨.
In the case ¬ Ü ½ , then trivially ¬ Ü ½ . Otherwise ¬ Ü ½ , in which case there is an assumption in which is not true with respect to¨. Since the assumption sets of lines´AEµ and´ µ are equal, this holds for line´AEµ as well.
Note that the rank of the conclusion of the new external line´AEµ is not smaller than that of . We follow the application of E with an application of E to´AEµ, producing a GNDP with the following lines: Let Ú´ µ be defined, and let¨be an arbitrary model path for´Ú µ ending in ¬. Further, since the rank of ½ is smaller than that of , the theorem holds for this formula according to the induction hypothesis. So the ND derivation of line´¬µ above, together with line´ µ provides an ND derivation of . 
Conclusion and future work
In this paper a calculus is introduced for transforming proofs of theorems originally formulated in modal logic, into modal natural deduction proofs.
With this procedure we are able to present a proof in a native calculus of modal logic rather than simply translating first-order formulae obtained as the result of intermediate steps of the proof search into modal logic. Modal natural deduction is used as the target calculus of the proof transformation. The modal natural deduction formalism used is based on a linearized form of first-order natural deduction due to Andrews [1] . Reasoning with modalities is made possible by the introduction of world paths, a construct denoting modal contexts, by an indexing mechanism for terms and assumptions, and by the addition of modal rules.
Logics determined by the classes of reflexive, transitive, serial, symmetric, and/or Euclidean models, including S4 and S5, are handled in the corresponding first-order proofs by theory unification of the context terms. The proof of equality of two such terms can be written as an equality proof, i.e. a sequence of application of equations. The basic equations correspond to modal rules shown in Figure 2 , which are introduced by the application of transformation rules for logics other than K in Section 3.3.1. The structuring of the equality proof is analogous to the approach presented in [13, 14] .
The translation into modal natural deduction enables the presentation of a proof in the language in which the theorem was originally formulated, and in a formalism which facilitates the understanding of the proof. 
