Abstract The aim of this review is to consider how current vocabulary training methods could be optimized by considering recent scientific insights in how the brain represents conceptual knowledge. We outline the findings from several methods of vocabulary training. In each case, we consider how taking an embodied cognition perspective could impact word learning. The evidence we review suggests that vocabulary training methods can be optimized by making a congruent link between the words to learn and one's own perceptual and motoric experiences. In particular, we suggest that motoric information about the meaning of a word could be incorporated into more standard vocabulary training methods. Finally, we consider the impact an embodied cognitive perspective may have on other characteristics of word learning, such as individual differences in learning and variations in learning different types of words, for example words from different word classes and words in different contexts. Interest in vocabulary development in school-aged children has regained importance in reading instruction and reading research over the last decade (see Pearson et al. 2007) . Pearson et al. (2007) suggest that this trend is due, in part, to reports that vocabulary has not received enough focus lately (e.g., National Institute of Child Health and Human Development 2000). The aim of this review is to show how vocabulary teaching methods could be further improved by taking into account findings from recent neurocognitive research that shows that word representation and word learning are grounded in perception and action. It is often said that word learning works best when a link can be established between what the learner already knows and what they are trying to learn (e.g., Beck et al. 2002; Mezynski 1983; Nagy and Herman 1987; Stahl and Nagy 2006) . What the learner already knows is usually defined in terms of other words that the learner knows or situations that may be familiar to the learner (e.g., Beck et al. 2002) . We suggest that another, potentially more powerful, approach would be to define Bwhat the learner already knows^in terms of their previous motoric and perceptual experiences. We outline different routes for word learning in the brain and in particular focus on an embodied cognition perspective (e.g., Glenberg and Gallese 2012) that emphasizes the grounding of word meaning in motoric and perceptual experiences via the sensorimotor system in the brain.
Interest in vocabulary development in school-aged children has regained importance in reading instruction and reading research over the last decade (see Pearson et al. 2007 ). Pearson et al. (2007) suggest that this trend is due, in part, to reports that vocabulary has not received enough focus lately (e.g., National Institute of Child Health and Human Development 2000) . The aim of this review is to show how vocabulary teaching methods could be further improved by taking into account findings from recent neurocognitive research that shows that word representation and word learning are grounded in perception and action. It is often said that word learning works best when a link can be established between what the learner already knows and what they are trying to learn (e.g., Beck et al. 2002; Mezynski 1983; Nagy and Herman 1987; Stahl and Nagy 2006) . What the learner already knows is usually defined in terms of other words that the learner knows or situations that may be familiar to the learner (e.g., Beck et al. 2002) . We suggest that another, potentially more powerful, approach would be to define Bwhat the learner already knows^in terms of their previous motoric and perceptual experiences. We outline different routes for word learning in the brain and in particular focus on an embodied cognition perspective (e.g., Glenberg and Gallese 2012 ) that emphasizes the grounding of word meaning in motoric and perceptual experiences via the sensorimotor system in the brain.
Why Motoric and Perceptual Experience?
Evidence suggests that word meaning is represented in the brain in a manner that reflects realworld experience with words' referents, specifically with the motoric and perceptual experience that occurred in combination with those words (Barsalou 2008; Fischer and Zwaan 2008; Glenberg and Kaschak 2002; Glenberg and Gallese 2012; Martin 2007; Willems and Hagoort 2007; Zwaan and Taylor 2006) . Theories of cognition proposing an important role of perceptual and motor experience for grounding conceptual meaning are typically captured by the term embodied cognition. Although there is not a unified embodied theory of cognition (Glenberg 2010; Pezzulo et al. 2012; Wilson 2002) , relying on perceptual and motor experience to ground meaning is central. For example, our concept of birds is based on the collection of bodily states (perceptual and motoric) we have experienced with birds. Broadly speaking, our understanding of the word bird arises from partially re-activated (simulated) previous bodily states. This reactivation or simulation is not considered to be a conscious mental image; instead, simulation is more like a record of previous neural states (see Barsalou 1999 for a general theory; see Glenberg and Kaschak 2002; Glenberg and Gallese 2012; Taylor and Zwaan 2009 , for theories related more to language and embodied cognition). The idea that motor and perceptual experiences are the basis for word meaning and conceptual representation has important consequences for how we understand and learn language.
When it comes to concepts, there are many action concepts that have a strong motor component. For example, we use our motor experience to distinguish the difference between words like saunter and walk. Similarly, some concepts become almost impossible to describe without relying on motor information, such as backhand tennis swing. These examples point to the importance of motoric experience for understanding words. However, action does not work alone; evidence suggests a tight link between action and perception (e.g., Friston and Kiebel 2009) . Action is the means by which we induce most perceptual changes. When we perceive the world, we move our eyes, rotate our head, and move our body to induce new scenes.
Moreover, research suggests that movement is necessary to interpret the sensations that are available to us (see Clark 2013; Friston and Kiebel 2009 for a review). Essentially, the idea is that we continuously predict or model the sensory inputs from our body and the environment around us. The discrepancy or mismatch between the predicted sensory input and currently experienced information (i.e., prediction error) results in changing either the model (perception) or changing the environment (action; Friston and Kiebel 2009 , see also Glenberg and Gallese 2012 for related claims about action systems being used to derive predictions about the incoming environment). Therefore, the role of action is crucial for understanding whether changes in sensation are produced by us (we are moving and the environment is stable) or whether the changes in the sensation are produced by a changing environment (while we are stable). In other words, our bodily actions make things happen, which in turn creates meaning.
Research suggests that understanding concepts relies directly on bodily action. For example, experiments where young children interact with objects and people in naturalistic settings indicate that early category learning is constrained by action and by hand actions on objects (Yoshida and Smith 2008) . However, the process of learning new concepts appears to be specifically responsive to the link between perception and action (see Yu and Smith 2012) . For example, when infants start to independently execute manual exploration, they begin to show more advanced object segregation abilities (Needham 2000) and begin to attend more to different sensory properties of objects (Eppler 1995) . The importance of action for multimodal object representations remains important for adults (see Van Elk et al. 2014 for an extensive review of supporting evidence). The importance of action for understanding is also evidenced in research using action to aid reading comprehension in school-aged children. For example, a technique called moved by reading involves children simulating text they read by moving toys or images on a computer screen (see Glenberg 2011 for a summary). The action-based simulation leads to improved comprehension .
The idea that action improves comprehension is not a new one. The entire Montessori movement is based on the general idea that moving and thinking are highly related (e.g., Montessori 1966) , and research in cognitive neuroscience is increasingly uncovering evidence to support this relationship. For instance, the link between action and language has been demonstrated by studies suggesting that hearing action words, such as kick, activate an area of the brain that overlaps with the area activated when actually executing the denoted action (the brain's motor and premotor cortex; e.g., Hauk et al. 2004; Pulvermüller et al. 2005; Tettamanti et al. 2005 ; for extensive reviews of the link between language and action, see Gallese 2007; Glenberg and Gallese 2012; Pulvermüller 2005; Rizzolatti and Craighero 2004) .
The link between sensory perception and language is similarly robust. There are many concepts that have a strong perceptual component to them. For instance, we use our gustatory experience to distinguish concepts like sour, tart, and piquant but rely more on our tactile and visual experience to distinguish concepts like cotton, feathery, and silken. Brain-imaging research supports this idea. Increased activation in visual areas of the brain has been found when participants made a decision about visual properties of words (e.g., which things are green) and an increase in the somatosensory cortex when people had to make decisions about tactile properties of words (e.g., which things are soft; Goldberg et al. 2006) .
In sum, there is considerable evidence that motoric and perceptual experiences are the basis for learning and representing concepts. The significance of this for understanding word meaning is captured by the embodied cognition framework. The evidence we review suggests that both L1 and L2 vocabulary training methods can be optimized by explicitly linking the words to learn to one's own congruent motoric and perceptual experiences. Enhancing this link may lead to deeper understanding of word meaning and better transfer of meaning across texts.
Standard Vocabulary Training Methods
Probably, the most widely used way to teach new vocabulary is to simply provide a definition along with the target vocabulary. While this seems straightforward enough, an early metaanalysis of word learning studies suggests that definitions alone do not lead to the best learning results (Stahl and Fairbanks 1986) . Instead, the meta-analysis found that providing a sentence(s) using the word in context, along with a definition, led to the best learning. Interestingly, these early findings are easily explained by the embodied cognition framework. According to the framework, skilled reading involves creating an embodied simulation from the context (Glenberg 2011) . Therefore, providing a sentence using the target word in context should induce embodied encoding more than a definition would, which in turn should enhance vocabulary acquisition.
Another straightforward way to train vocabulary is with drill-and-practice methods. Drilland-practice techniques often involve many repetitions of the same information (typically definitions) in order to build associations. However, extra exposures to definitions via drilland-practice methods do not lead to better learning (as shown by a meta-analysis; Stahl and Fairbanks 1986 ). What appears to affect learning is the type of information students are exposed to rather than the number of exposures. In studies that control for the amount of time spent on training (i.e., using drill-and-practice methods), it has been shown that mixing a definition with the use of the word in context leads to better learning than just providing definitions (i.e., Jenkins and Dixon 1983; Stahl 1983) .
There are many ways to provide context in order to improve the link between what the learner already knows and the to-be-learned word. For example, there are many verbal association methods, such as teaching words in semantically related groups. Using semantically related groups to teach new words has been shown to be effective when the semantically related words are graphically displayed with related information (e.g., Carr and Mazur-Stewart 1988) . For example, concept wheels (Vacca and Vacca 2002) , semantic word maps (Schwartz and Raphael 1985) , and semantic feature analysis (Johnson and Pearson 1978) all use graphical displays to aid students in making a link between the word to learn and words they already know. Without discussing each of these techniques in extensive detail, an example of one will be provided to elucidate the discussion.
Semantic word mapping (Schwartz and Raphael 1985) relies on background knowledge of the student, but rather than just using words, it also creates a visual display that links related concepts with students' background knowledge (see Fig. 1 ).
In general, all of the above semantic relationship methods, as well as other methods that are aimed at enriching the type of information students are exposed to, lead to better learning outcomes than simple definitions alone (see Beck et al. 2002) . The extra information helps improve the connection between what the learner already knows and the to-be-learned word (Beck et al. 2002) . Although not typically framed in terms of motoric and perceptual experience, the example of semantic word mapping can easily be explained in terms of improving word learning via links with previous perceptual experience. Learners can link their previous visual experience of seeing shells and snails to abalone. Essentially, these methods provide a link between what the learner already knows via perceptual experience and word meaning. Although the particular example illustrated here does not obviously link to previous motoric experience, upon further examination, there is a motoric component to the semantic information. Abalone is described above as Blooking^rough and oval with small holes. However, the visual experience of roughness, Bovalness,^and having small holes is something that can easily be linked to actually picking up and feeling a shell on a beach or in an aquarium. Arguably previous experience of picking up and feeling a rough, oval shell will lead to a much richer understanding than simply viewing a rough shell. And according to the embodied cognition framework, describing the motoric and perceptual information in this way enriches the representation of the word meaning, which explains why semantic relationship methods improve word learning. Recent evidence supports this claim. Across four experiments, students had physical experience with science concepts (e.g., angular momentum; Kontra et al. in press) . They found improved performance on quiz scores when students had the physical experience related to the science concept. Furthermore, brain imaging indicated that improved performance was due to sensorimotor brain regions being active when students later reasoned about angular momentum (Kontra et al. in press ).
Imagery Vocabulary Training Methods
In a different tradition of vocabulary training methods, providing a link between what the learner already knows and the to-be-learned word is provided through the use of imagery. The use of imagery in vocabulary training is not typically described in terms of motoric and sensory experiences. However, as is argued for the traditional vocabulary training methods above, the effectiveness of imagery training can also benefit from considering previous motoric and sensory experience.
Imagery training can be accomplished through a variety of methods. One such method is the keyword method (Atkinson 1975) . The aim of the keyword method is to improve the associative link between the word-to-be-learned and the definition. Instead of focusing on rote memorizing of the definition of a word, a keyword is used to create an interactive image that can connect the word to the definition. Keyword methods are often used for learning a second language. For example, learning that the French word Bpain^means bread could be done by focusing on the fact that Bpain^sounds like Bpan^in English. The learner could then generate an image of a loaf of bread on a pan (Pressley et al. 1987) . Overall, the keyword method leads to high learning outcomes (e.g., Pressley, et al. 1987; Stahl and Nagy 2006) . The keyword method encourages connections between conscious images of previous experiences of the learner and the meaning of the word.
This type of mental imagery has been shown to lead to beneficial effects on a variety of reading and vocabulary tasks (e.g., Anderson and Kulhavy 1972; Bull and Wittrock 1973; Pressley 1976; Sadoski and Paivio 1994) . For example, Bull and Wittrock (1973) used pictures and mental imagery to teach definitions of 16 nouns that were drawn from a seventh-grade spelling list to 87 fifth graders. Specifically, students received the words with a verbal definition only, a verbal definition plus illustration, or an imagery condition in which students were given a verbal definition and asked to create their own accompanying image. In the imagery condition, the students were asked to draw their own illustration of the definitions. At the test, 1 week later, the students in the imagery group outperformed the definition only group. Although a trend was seen for the definition plus illustration group to outperform the definition only group, this effect did not reach statistical significance. More recent imagery training research has also indicated a positive impact on vocabulary acquisition in school-aged children (e.g., Cohen and Johnson 2011) . Specifically Cohen and Johnson (2011) found that children who received imagery training for words (again using mental imagery and drawing) outperformed children who only received words paired with definitions. However, no difference was seen between the imagery training and the words paired with picture conditions. Overall results suggest that mentally generating an image followed by drawing the image leads to better learning than pairing words with definitions and may also lead to better learning than being provided with an image. The difference in learning could be due to the extra engagement with the materials that children have when self-generating an image (e.g., dual coding, Cohen and Johnson 2011) . Embodied cognition theories make similar predictions in terms of effectiveness of imagery but for a somewhat different reason. According to embodied cognition theories, generating an image should be more effective than a definition due to the additional sensory and especially motor experience that would co-occur while generating the image (mental or drawn), and this process would later lead to a richer mental simulation of the meaning of the word.
Related to using imagery, the cognitive linguistics field has developed imagery methods to help teach the meaning of words that do not have one clear literal meaning. For instance, cognitive linguistics has used imagery methods for teaching metaphorical meanings, idioms, as well as other more difficult words to learn, such as prepositions or phrasal verbs (e.g., follow through with). Most of this research focuses on teaching these meanings in L2. Although the specifics of the method may vary, the common technique is to begin with having students think about the literal or basic meaning of a word. For example, to think about what mushroom means related to mushrooms on a pizza. Following this, the students are asked to make an educated guess at the meaning of the metaphorical use of the word. For example, what mushroom means in The number of grocery stores in the area has mushroomed. Although the literal meanings can be defined verbally, students are asked to represent the metaphorical meanings with either the use of imagery (Szczepaniak and Lew 2011) , enactment (Lindstromberg and Boers 2005) or pictures and drawings (Boers et al. 2009) , which have been shown to lead to better learning (e.g., Lindstromberg and Boers 2005 ; see Boers 2013 for a recent review). In sum, this group of training methods combines verbal information for a literal meaning with some type of image or enactment to help students learn a non-literal meaning.
The use of imagery for word learning has often been explained in a manner comparable to embodied cognition. The Dual Coding Theory (DCT ; Paivio 1971; 1986; Sadoski 2005 Sadoski , 2009 Sadoski and Paivio 1994 , 2001 Sadoski et al. 1991) of vocabulary development explains cognition through the interaction of two mental codes: the verbal code and the nonverbal code. The verbal code deals with language in several sensory modalities, including speech and writing. The nonverbal code, primarily via mental imagery, deals with the representation and processing of objects, events, and situations in all sensory modalities (see Sadoski 2009 ). Essentially all memory, meaning, and knowledge are a result of the representation, processing, and interaction between these two codes. Although the DCT is not intended to explicitly specify the brain processes involved in constructing meaning, the DCT can account for the majority of the findings on imagery and word learning outlined here. Furthermore, recent versions of DCT have incorporated aspects of embodied cognition theories as well (see Sadoski 2009) .
In terms of the embodied cognition perspective, these imagery techniques can be likened to simulating or re-activating prior perceptions and linking them to the word meaning. Interestingly, imagery techniques appear to promote the creation of a conscious link to prior perceptual or motoric experience, whereas simulation is not usually conscious. However, the underlying ideas of imagery and simulation are highly related. Furthermore, many theories of embodied cognition have proposed something like mental imagery to re-activate previous motoric and sensory experiences (e.g., Gallese and Lakoff 2005) . Likewise, research with adults on action words supports this proposal. Actively imagining action words activates the primary and premotor cortex in the brain (e.g., Willems et al. 2010) . The beneficial effect of providing imagery training is likely due to the link that is made to previous perceptual experiences.
If one accepts the idea that imagery training methods improve learning at least in part due to the link made between word meaning and previous perceptual experiences (see Miyashita 1995 for a short review; for recent evidence see Koziol et al. 2011; Schendan and Ganis 2012) , one might still question how much imagery training has to do with motoric experience. Although in practice many examples using imagery tend to promote connections between prior perceptual experiences and word meaning, there is no principled reason for this. These connections could just as easily be based on previous action experiences. Related to this point, an early study comparing the use of motor enactment, visual imagery, and verbal statements for remembering sentences showed that young children and adults can remember both nouns and verbs in the sentences better after motoric enactment than verbal rehearsal or visual imagery (focused on visual information about the words; Saltz and Donnenwerth-Nolan 1981) . Although this study is not about learning word meaning per se, it does show how powerful motoric information can be for memory processes. As is argued above for semantic relationship methods, examples of imagery methods that feel very perceptual in nature also tend to have a motoric component to them. Take for example learning the two words discussed previously, Bmushrooming^and Bpain.^In the mushrooming example, it is quite likely that people imagine a neighborhood with many grocery stores and that this image involves them looking around or walking around the neighborhood and imaging new grocery stores appearing (i.e., mushrooming) at least to some degree. If it is the case that linking meaning to previous perceptual and motoric experience leads to greater learning, then it should follow that asking learners to explicitly incorporate motoric and rich perceptual information into their imagery would lead to improved learning. With learning the meaning of the French word Bpain^by generating an image of a loaf of bread on a pan could involve students imagining themselves holding the pan with a loaf of bread or removing the loaf of bread from the pan. The embodied cognition account would predict that adding this motoric element to the previously mainly perceptual image would enhance learning. To date, there are no experiments that were designed to address this possibility with imagery. Clearly, this remains an empirical question that needs to be answered. However, as will be discussed shortly, pieces of evidence from research where learners are actually asked to perform meaning-related movements, such as enactment, imitation, or gestures, suggest that the link to motoric experience is a powerful learning tool. Before turning to research on the link between actually moving and word learning, there is an additional way that the link between previous experience and word meanings have been made, namely using multimedia tools.
Multimedia Vocabulary Training Methods
Multimedia tools are yet another option for enhancing the link between previous motoric and perceptual experience and word meaning. In multimedia learning materials, the presentation of written or spoken verbal information is combined with static (e.g., photos, diagrams) or dynamic (video, animation) pictorial information (Mayer 2014) . While multimedia tools often include the use of tablets or computers to present the information, books that include illustrative pictures are also multimedia. Multimedia therefore can involve more than one modality, but it need not do so. One can liken the use of visual aids, typically illustrations, to imagery, although as noted above, imagery sometimes produces better learning results than illustrations. Nonetheless, research exploring the use of verbal plus visual information, such as illustrations, suggests that the additional visual information can also promote better word learning (e.g., Smith et al. 1987) .
Because the majority of multimedia techniques for word learning involve using static illustrations along with text (either presented on paper or by a computer), this review will begin with what is known about the use of illustrations before discussing other types of multimedia materials, such as auditory materials and animations. Several studies have found evidence that pairing an illustration with text improves word learning more than text alone. For example, Smith et al. (1987) had undergraduate students learn words that were unknown to them. The words were presented to them in one of three between subject conditions: a definition, a definition plus the word used in a sentence context, or a definition, a context sentence and a picture illustrating the meaning of the word. After a 2-week delay, students' performance indicated significant improvement when they received the definition, context sentence, and picture compared to the definition alone. There was no significant difference between the definition plus context sentence and the other two conditions.
Similarly, improved word learning has been found for immediate and delayed tests when students received illustrations along with a definition and context sentence compared to definition plus context sentence alone (see Valeri-Gold 1994) . Additional support for the use of pictures in word learning comes from McGregor et al. (2007) . Using a between subjects design, they gave vocabulary lessons that included pictures and names of unfamiliar object referents. In particular, they varied the number of exposures as well as the richness of the semantic information given (pictures plus definitions). Learning was measured via a definition task and a picture-naming task. Results revealed an interaction between the number of exposures to the word and the semantic information given, namely, the higher the frequency of exposure, the greater immediate benefit for the definition task, with a delayed benefit for picture naming. Furthermore, higher frequency of exposures helped learning most (as measured by the definition task) when they were presented with definitions paired with pictures.
However, using multimedia does not necessarily lead to better word learning (e.g., Bull and Wittrock 1973) . Some evidence suggests that the spatial layout of written text and illustrations can lead to processing difficulties and high cognitive load, which may hamper learning (see Sweller et al. 2011) . That is, when written text (e.g., the word plus verbal definition or a text in which the new words are used) and illustration are presented physically separate (i.e., the picture above, beneath or next to the text), this results in split-attention (Ayres and Sweller 2014) : students have to divide their attention over the two (or more) information sources and need to mentally integrate the information from these sources. Split-attention problems are dependent on the complexity of the materials (which in turn depends partially on prior knowledge of the learner; Sweller et al. 2011 ) and the amount of visual search required to locate corresponding information across different information sources. When extensive visual search is required, learners tend to have problems integrating the information, which can lead to excessive working memory load and in turn decreased learning. Ways to resolve the detrimental effects of split-attention are cueing corresponding elements in text and picture (De Koning et al. 2009; Van Gog 2014) , physically integrating text and picture (Ayres and Sweller 2014) , or using multiple modalities, that is, presenting the text as spoken instead of written text (Low and Sweller 2014) . It should be noted that in general, split-attention problems are primarily found when the multimedia included two sources of visual information (picture and text), rather than a mixed modality presentation (spoken text and pictures). It is not just dual representations that lead to split-attention, but it appears to be related to multiple sources of visual information.
An example to illustrate how split-attention across multiple information sources hampers word learning comes from Acha (2009) who presented third and fourth grade Spanish speakers learning English as a second language with an English story that contained words to be learned. Each word was paired with several types of information: a visual text translation of the word, a picture illustrating the word, or the simultaneous presentation of text and picture. Recall of word translations was best when children had only received text translations compared to pictures or pictures and text. The authors suggest that this result is due to limited working memory capacity of the children. Indeed, people with lower working memory capacity, lower cognitive ability, or lower prior knowledge can be expected to be more sensitive to the detrimental effects of the high cognitive load caused by split-attention. Other studies have also shown that the effectiveness of simultaneous presentation of pictures with written text appears to be very sensitive to individual differences. For instance, in multimedia learning in general, it was found that in comparison with learners with low ability, learners with high verbal and visual ability appear to benefit from simultaneous presentation (Mayer and Sims 1994) . With regard to word learning with multimedia in particular, English speakers learning German as a second language who had low cognitive ability were shown to learn new words best when either verbal or picture information was presented separately rather than simultaneously (Plass et al. 2003) . Related to this, it has been demonstrated that when adults are given a choice as to how they would like the material to be presented, the presentation of words and pictures simultaneously led to greater learning than presenting only words or only pictures. Considering the research on split-attention and working memory load, we argue that multimedia can be beneficial for all learners when you present the two pieces of information in the right manner for that learner. For instance, high verbal and visual learners may benefit more from simultaneous cross-modal information when the information is either easy to integrate or cued, while low verbal learners may benefit more from sequential presentation of information, since this can lead to less cognitive load or split-attention problems (e.g., Low and Sweller 2014; Plass et al. 2003) .
Like the use of imagery techniques, the benefit of multimedia methods has been described in terms of dual coding (Sadoski 2005) . The crucial claim of DCT in relationship to multimedia training is that the more one can activate both the verbal and non-verbal code while learning a new word, the better the word will be learned. Illustrations can activate the nonverbal code and the text the verbal code, hence greater word learning. Although the DCT incorporates aspects of embodied cognition when explaining word learning, more explicit theories of embodied cognition go beyond DCT in outlining the brain processes involved (e.g., Glenberg and Gallese 2012; Willems, and Hagoort 2007) and in outlining how meaning is constructed in the brain (e.g., Barsalou 1999; Zwaan, and Taylor 2006) . In describing how meaning is constructed in the brain, these embodied theories go beyond DCT in adding the importance of motoric information as well as sensory information beyond visual information (e.g., Glenberg and Kaschak 2002; Glenberg and Gallese 2012; Pulvermüller and Fadiga 2010) . According to the embodied cognition perspective, making a congruent link between the to-be-learned words and the perceptions and actions that the learner has previous experience with will improve learning. Most vocabulary studies have investigated effects of providing verbal information along with illustrations, primarily via the visual domain. However, depending upon the type of multimedia employed, other sensory and even motoric information could be conveyed with illustrations. For example, animations can be used to illustrate motor information, auditory information, such as related sounds could be played on a computer, and even tactile or gustatory information could be used to illustrate meaning via objects related to the word to be learned.
While both still pictures and dynamic visualizations such as videos or animations may promote connections to previous perceptual experiences, dynamic visualizations may provide a richer link to both perceptual and motor experience (see Gazzola and Keysers 2009; Proverbio et al. 2009 for examples of motor activation during observation of static versus dynamic pictures). How an object looks, and what one can do with it, can become much clearer when you see it being used dynamically. For example, one's understanding of what a screwdriver is would be much richer after watching a how a screwdriver is used. Information about how heavy something is, what substance it might be made of, how you should hold it, and what action you perform with it can be demonstrated in a dynamic animation in a way that could promote connections to a range of previous perceptual experiences. One prediction that falls out of considering other sensory as well as motoric experience is that use of meaningful dynamic multimedia video may lead to greater word learning.
Dynamic Multimedia Vocabulary Training Methods
Using illustrations to aid word learning is not new, but the use of dynamic visualizations such as animations or videos for word learning is a relatively recent development. Some of the early research exploring the effectiveness of watching dynamic visualizations for learning in general was fairly disappointing.
In a review of the results of many studies comparing learning from animations compared to still pictures, Tversky et al. (2002) concluded that there was no difference between learning with animations compared to still illustrations (see also Hegarty and Kriz 2007) . The lack of a beneficial effect of dynamic visualizations has been mainly attributed to cognitive load, caused by the transience of information (Sweller et al. 2011) : if students do not attend to the right information at the right time, it may have disappeared and is no longer available for processing. Measures to counteract negative effects of transience, such as cueing (De Koning et al. 2009; Van Gog 2014) or segmentation (Spanjers et al. 2010) , can improve the effectiveness of dynamic visualizations. Furthermore, in their meta-analysis, Höffler and Leutner (2007) found that overall dynamic visualizations had a small positive effect compared to static visualizations.
With regard to word learning, early research with adults learning German as a second language that used both still pictures as well as short videos suggests that word learning is best when information about the word meaning is presented visually (via pictures or video) and verbally, rather than just verbally (Plass et al. 1998 (Plass et al. , 2003 . For example, for the German word Hubschrauber (helicopter), a 7-s video clip of a helicopter was displayed; however, they did not actually design their study to compare still pictures versus animations. Instead, the comparison of interest was nonverbal versus verbal information, especially in relationship to the individual ability in verbal and visual information as tested separately. The benefit of the visual information (still picture or animation) depended highly on individual differences of the learner (e.g., Plass et al. 2003) .
A recent study explored the effect of watching video versus listening to books on vocabulary learning (Silverman 2013) . They found no difference between using books or videos on children's learning. The verbal ability of the children did not play a role in their results. Similarly, the effect was the same regardless of whether learning was assessed with receptive or expressive tests. Though when videos were shown repeatedly, vocabulary learning improved. However, this effect was only seen when the vocabulary assessment was expressive. In contrast, Smeets and Bus (2014) explored vocabulary improvement by assigning children to one of four reading conditions: static e-books, animated e-books, interactive animated e-books, and a control condition. Children in the control condition played nonliterary related computer games. The results indicated that gains in vocabulary were greatest when children read interactive animated e-books followed by animated e-books and then static e-books as compared to the control condition.
One area where dynamic visualizations have been shown to consistently be more effective for learning is visualizations of human movement tasks (Höffler and Leutner 2007; Van Gog et al. 2009 ). It has been proposed that this is due to the activation of the mirror neuron system when processing animations that include motor actions: when observing an action, the same neural circuits are activated that would be active when one performs an action oneself (Rizzolatti and Craighero 2004) . In other words, viewing actions activates an automatic process of embodied simulation, which might reduce working memory load and lead to the beneficial effects on learning (Van Gog et al. 2009 ).
Theories of embodied cognition would suggest that the involvement of sensorimotor experience could also be marshalled to enhance learning of non-motor tasks, such as language, from dynamic visualizations. To apply the idea that observing movement by others will aid word learning, Hald et al. (2015) explored the effectiveness of dynamic visualizations on verb learning in children. In this study, Dutch primary school children (aged 7-8 years old) received one of three different animation training conditions in combination with the verbs they were asked to learn (e.g., chisel). In one condition, they watched a congruent animation whereby an avatar illustrates the specific movement(s) needed to perform that action (verb) on a particular object correctly. For example, the avatar held a chisel and performed a chiseling action on a large stone. A second condition entailed a congruent still picture whereby a screenshot of the correct animation was displayed. The third condition showed an incongruent animation whereby the same avatar made an incorrect movement in relationship to the meaning of the verb. For example, holding a chisel, the avatar moved the chisel around in circles above the stone. In all three conditions, the children heard a context sentence using the verb correctly that was presented simultaneously with the animation/still picture (e.g., Anna is chiseling a beautiful statue.).
Results suggested that the congruent animation, by nature of depicting an action dynamically, improved learning compared to the still picture. In particular, compared to children who received still pictures, the children that saw congruent animations performed better on an expressive test of understanding (Hald et al. 2015) .
A follow-up study (Hald et al. 2015) varied the information in the context sentence that was presented and found that children learned the greatest number of words when they saw a congruent animation paired with a context sentence that focused on the goal of the action (e.g., chiseling a statue) rather than the actual movement the avatar made (e.g., moving the hands/chisel up and down). The importance of focusing on the goal of an action compared to the actual kinematic movement in order to understand an action is a significant area of research in itself, beyond the scope of this review (see Ondobaka et al. 2012 ). However, the results suggest that although videos can aid word learning, it is important that the goal of the action depicted in the animation is clear.
Gesture Observation
Another area in which dynamic videos have been shown to be beneficial in word learning is when they included iconic gestures. Iconic gestures are those that have a perceptual relation to concrete entities or actions. For example, for the word bridge, an iconic gesture would be to move one's hands from left to right in an arc, like a bridge. Evidence that observing these gestures aids word learning comes from Tellier (2005) . In this study where 5-year-olds were presented with a video of a person who only pronounced the words or additionally presented them with iconic gestures congruent with the meaning of the words they had to learn, children performed better on a free recall task when they had been presented with gesture and verbal information, compared to when they learned words without gestures (Tellier 2005) . Word learning with gesture observation also seems to be effective in situations outside a lab setting. When parents of infants are trained to increase their verbal plus iconic gesture input to their infants, those infants have stronger receptive language and expressive language at 24 months than children that did not receive this input from their parents (Goodwyn et al. 2000) . However, the effect of gesture observation seems to be dependent on the type of word that has to be learned. In a recent study, in which 8-to 9-year-olds learned novel abstract (e.g., to dismiss), locomotion (e.g., to stride), and object manipulation verbs (e.g., to chisel), gesture observation did not improve learning for abstract verbs, but it did for locomotion verbs. Learning of object manipulation verbs only seemed to improve under gesture observation for children with high verbal skills (De Nooijer et al. in press) .
In sum, there seem to be two (not mutually exclusive) possible explanations for the beneficial effects of observing dynamic actions or gestures on learning: (1) the observation of actions or gestures leads to a richer mental representation of the learning material, and (2) because motor information is automatically processed, working memory load is reduced and learning is enhanced. Again, since the cognitive load imposed by a task is partially determined by the amount of prior knowledge and individual characteristics (e.g., working memory capacity, ability) of the learner, research on the effects of observing actions or gestures in dynamic visualizations of words should consider effects of or interactions with individual differences.
The research on dynamic animations suggests that your motor system appears to help you understand what you see. Because action observation activates the motor system to a lesser extent than action execution (Gazzola and Keysers 2009) , an interesting question is whether performing movements related to the meaning of the word itself while learning word meanings would also lead to greater word learning.
Use of Gesture Imitation in Vocabulary Training Methods
Along with observing action or gesture in videos or animations, much of the research on the use of gestures in videos for word learning has involved the imitation of gestures. Although there are indications that mere action observation facilitates learning, as described above, action execution has also been found to enhance memory traces as compared to receiving only verbal information (e.g., Engelkamp and Cohen 1991; Dijkstra and Kaschak 2006) . Learning might therefore improve even more when the learner's own motor system is engaged, via action imitation. This benefit of gesture imitation over observation has also been found within the word-learning domain. For example, children can remember more items from a list with concrete nouns and descriptive adjectives from a second language when imitating gestures that accompany the words than when only observing these gestures (Tellier 2008) . Furthermore, when adults are instructed to learn expressions from a second language with emblematic gestures (i.e., nonverbal acts which have a direct verbal translation and are well known within groups or cultures, Ekman and Friesen 1969) , the expressions are learned better with emblematic gestures that were imitated by the participants, than when words were learned by only repeating the sentence without seeing the gesture (Allen 1995) .
The effectiveness of gestures in word learning appears to depend on the characteristics of the learner (Rowe et al. 2013 ). Preschoolers learned artificial words for familiar objects via only the English translation of the word, or in combination with a picture congruent with the meaning of the word, or in combination with a congruent iconic gesture. Children were tested on immediate comprehension and comprehension after 1 week. Characteristics such as language ability, language background, and gender played a role in the effectiveness of these nonverbal aids. For example, girls performed significantly better than boys when learning words paired with pictures. In addition, the researchers found an interaction between the learning method, language background, and language ability, showing that these factors have an effect on whether or not nonverbal aids are useful in word learning. Using nonverbal aids in a group with high language abilities does not improve performance, while children with low verbal abilities benefit most from the use of gestures during word learning (Rowe et al. 2013) .
However, these studies applied gesture imitation during encoding, immediately after observation of the gesture. The effectiveness of gesture imitation might be dependent on the moment at which the gesture is imitated. In a recent study, 9-11-year-olds learned new verbs (i.e., abstract, locomotion, or object manipulation verbs) in their first language with either observation of a congruent gesture, observation plus imitation during encoding (i.e., directly after hearing the definition of the word that had to be learned), during retrieval (i.e., during testtaking), or at both of these times. The gestures could be considered pantomimes as all actions were depicted as realistically as possible. On both an immediate and a delayed posttest after 1 week, children's word learning benefitted from gesture imitation during retrieval, while imitation during encoding was only more beneficial than merely observing the gesture at an immediate posttest. This was, however, only true for object manipulation verbs. For locomotion and abstract verbs, gesture imitation did not improve performance more than gesture observation (De Nooijer et al. 2013 ). This study, therefore, suggests that gesture imitation in word learning might be applied during retrieval instead of during encoding the new word. It also suggests that the effectiveness of gesture imitation is dependent on the type of verb that has to be learned. These results are in line with a similar study on learning different types of verbs in combination with gesture observation and imitation. In this study, only performance on object manipulation verbs seemed to benefit from gesture imitation in 8-to 9-year-olds with high verbal skills (De Nooijer et al. in press) .
A question that arises while describing the effects of gestures during word learning is whether the gestures used during learning have to be meaningful or whether any kind of action will do? The studies discussed above have mainly investigated word learning with the use of meaningful gestures. It might, however, be the case that mere motor activation will improve learning, because of the close link between action and language that has been proposed by theories of embodied cognition (e.g., Fischer and Zwaan 2008) . According to this view, motor activation (or motor resonance) grounds the meaning of words and therefore enhances language comprehension, which could in turn improve learning. One study in which native speakers of German learned French nouns and verbs while being physically active (i.e., cycling) or passive is in line with this suggestion. Participants in the physically active group scored higher on vocabulary tests than participants in the physically passive condition, suggesting that mere motor activation can enhance word learning performance (SchmidtKassow et al. 2010 ). This suggests that any larger movements will help with learning, presumably due to motor activation. Nevertheless, when it comes to gesture, which typically involves less physical movements than cycling, the gesture movements appear to only be effective for learning if they are meaningful. For example, in a study where German native speakers learned words from an artificial language in combination with observing and imitating meaningful iconic gestures or non-meaningful gestures, only the use of meaningful gestures led to better memory performance (Macedonia, Müller, & Macedonia et al. 2011 ; see also Kelly et al. 2009 ).
These findings suggest that imitation of gestures might have a beneficial effect on learning the meaning of verbs over and above mere observation of the same gestures. However, before discussing the implications of this in more detail, we consider a related finding on action performance during learning, known as the enactment effect (see review by Engelkamp 1998; Nilsson 2000) .
Use of Enactment in Vocabulary Training Methods
We define enactment here as self-generated actions, without the presence of an example (e.g., observation of a gesture by someone else). In the 1960s, the use of enactment was already incorporated in a teaching method whereby students had to perform actions to commands that were given by the teacher. The enactment was thought to enhance understanding and memory for vocabulary items in a foreign language (Asher and Price 1967) . However, this technique never became a success because there was no empirical evidence to support its efficacy (Macedonia and von Kriegstein 2012) .
Since then, many studies have investigated the role of self-generated action on memory. These studies have typically compared recall or recognition for action phrases that were only read and action phrases that were enacted, in which memory was found to be superior for the latter (e.g., Dijkstra and Kaschak 2006; Engelkamp et al. 1994) . For example, children were taught the meaning of new word using a motor imaging procedure. In this procedure, the children were given the verbal definition of the word and were asked to pantomime the meaning of a novel abstract verb, adjective, or noun. The pantomimes were first imagined by each child independently. Following that the most common pantomime for each word meaning was used for additional practice with all children. This pantomime method was compared to a standard verbal definition approach and the Manzo's subjective approach to vocabulary (Manzo 1982) . The subjective approach involves a verbal definition with verbal examples followed by asking students in a classroom to Bthink of some personal images or experiences which you can associate or picture with it.^If the students in the class do not suggest anything, then the teacher might suggest an association. The students learned the most words when they used pantomime (Casale 1985) .
Similarly, in a longitudinal study, students learned words from an artificial language corpus while only listening to the word or by imitating a gesture performed by the experimenter. Both at a short-term interval and after 14 months, words that were enacted were remembered better (Macedonia 2003) . Lastly, memory for both concrete and abstract words is improved when adults are cued during recollection with gestures that they made for the to be remembered words earlier compared to when they were not cued with gestures or with someone else's gesture (Frick-Horbury 2002) . Nonetheless, the effect of self-generated action might not always be larger than the effect of action observation. When participants were asked to read phrases containing action verbs (e.g., to peel a potato) or were additionally required to watch a gesture (e.g., observing someone peeling a potato) or produce a mime (e.g., pretend to peel a potato themselves), a facilitative effect on memory was found for both action observation and enactment. However, scores in the condition where a gesture had to be observed were not different from scores in which a mime was produced, suggesting that self-generated action might not always lead to better recall than action observation (Feyereisen 2009 ). However, in Feyereisen (2009) , both the self-generated action and action observation conditions led to better learning that reading verbal information alone. The specific effect of enactment on learning might also be dependent on the type of word that has to be learned. When learning the meaning of abstract verbs or locomotion verbs, enactment might not improve word learning (De Nooijer et al. in press) .
Overall, the evidence from gesture observation, imitation, and enactment illustrates that building a link between previous motor experience and word meaning can play an important role in improving word learning. Out of the 17 studies reviewed that used gesture observation, imitation, or enactment, only one study found no difference in conditions where one would expect motor experience to aid learning (Feyereisen 2009; see Table 1 ). Critically, in this study, there was no difference between action observation and action imitation, but they did find a facilitative effect on memory for both action observation and action imitation compared to word reading alone. This still suggests an important role for motoric information. Similarly, one study did not find a benefit for action imitation for all words (De Nooijer et al. 2013) , and two studies showed individual differences in the effectiveness of observing gesture compared to providing verbal information on word learning (De Nooijer et al. in press; Rowe et al. 2013) . Still, no studies found that providing verbal information alone led to better word learning.
The motor experience of actually performing a meaning-related movement or gesture (i.e., imitation or enactment) appears to improve word learning. However, the effects of gesture observation and imitation may be sensitive to the type of target word (e.g., De Nooijer et al. 2013 ). Although individual differences are not always found with gesture-aided vocabulary techniques, when they are found, this could be due to the difficulty of the task or test. For example, results suggest that gestures are mostly beneficial in difficult tasks (McNeil et al. 2000) , which suggests that gesture would be less helpful when the learning task is easy. But whether a task is difficult depends on what the learner finds difficult. Another possibility is that difficulty interacts with ability of the learner. For example, in some cases, action execution (i.e., imitation and enactment) appears to mainly benefit children with high verbal skills but not children with low verbal skills (De Nooijer et al. in press ). This may be related to working memory resources needed to imitate or enact the movement. However, it is also possible that a type of cueing or segmenting of the information could put an end to this problem just like it has been shown to do with multimedia techniques (e.g., De Koning et al. 2009; Van Gog 2014; Spanjers, et al. 2010 ).
Summary of Vocabulary Techniques
In summary, there are many different techniques that are commonly used to help vocabulary development. The most important characteristics of improved vocabulary training appear to include (1) the amount of practice given to learn the words, (2) the richness of the information about the meaning of the words, (3) establishing ties between the students' own experience and knowledge and the words to be learned, and (4) the amount to which active processing was encouraged in the training (e.g., Beck, et al. 2002; Beck et al. 1987; Mezynski 1983; Nagy and Herman 1987; Stahl and Nagy 2006) . The importance of the information about the meaning of the words, the establishment of ties between previous experience and the word to learn, and the amount to which active processing was encouraged in the training can all be explained (and enhanced) with an embodied view of vocabulary learning, as evidenced by the fact that out of 44 results summarized in this review, only three sets of results are not predicted by the embodied view (see Sweller, et al. 2011; Bull and Wittrock 1973; Acha 2009 summary line in Table 1 ; also note discussion of individual differences when using gesture observation and imitation above).
Generally speaking, the results suggest that each of these three factors contributes to making a congruent link between the words to learn and one's own experiences via the sensorimotor system.
Discussion, Questions, and Future Research
The results reviewed here suggest that the opportunity for a learner to make a congruent link from to-be-learned words to their own experiences via perceptual and motoric information is a key factor in effective vocabulary development. This link can occur via sensory information (e.g., keyword method, concept wheels, semantic word mapping, and illustrations) but importantly can also occur via action experiences (e.g., dynamic action or gesture observation, enactment, gesture, action imitation).
Enriching the Perceptual and Motoric Link in Vocabulary Techniques
Although not necessarily specifically designed with sensory information in mind, the more effective methods of vocabulary instruction techniques reviewed above typically provide a link between sensory information and word meaning. For example, in the keyword method, the learner creates an interactive image that they can connect to the definition, thereby making a link to the visual sensory domain and possibly other sensory domains depending upon the exact image. To remember that pont in French means bridge, a learner could use the keyword method to link the meaning to both visual and olfactory information. For instance, if the learner thinks about the fact that pont is close to point and then creates an image where they are standing at the top point of a bridge (assuming a somewhat rounded bridge), they could imagine smelling the sea air on that bridge. A comparable argument can be made with imagery training aimed at learning metaphorical meanings (e.g., Lindstromberg and Boers 2005) . Furthermore, imagery training of action words has been shown to activate the premotor cortex (see Willems, et al. 2010) , suggesting that imagery training may connect the meaning to motor information as well as sensory information (e.g., Lotze et al. 2003) .
According to Dual Coding Theory (Sadoski 2005 (Sadoski , 2009 , techniques like this are effective because they allow learners to establish ties between the learners' own experience and the meaning via the activation of the verbal and nonverbal code. We believe this is a good start to describing what is needed to improve vocabulary training. However, we believe that this link can be enriched by more explicitly considering previous perceptual and, especially, motoric experience. Research reviewed here using movement observation, gesture observation, and imitation or enactment suggests that including motoric information might be the key (see Table 1 below for overview of findings supporting this conclusion).
Arguably, using action observation or imitation techniques in combination with more traditional (perceptual based) techniques could lead to greater vocabulary improvement. If meaning is based on the collection of bodily states (perceptions and actions) we have experienced in the past (e.g., Barsalou 1999) , it follows that if you learn a new word by connecting it with multiple bodily states (perceptual and action), you will have a richer understanding of the word.
Within this framework, there is not a straightforward prediction about the limits of this possibility for learning. For example, as reviewed above, when people read words whose meaning are more related to either a specific perceptual modality (words about green objects) or action with a specific body part (kick, lick, pick), brain activation specifically occurs in an overlapping area to what one would use to actually perceive (e.g., see a frog versus pet a cat, Goldberg et al. 2006) or act out the denoted action (e.g., kick a ball versus lick ice cream; Tettamanti et al. 2005) . It is likely that when learning a new word, information across different modalities including motoric information may well all contribute independently to development of a richer representation, while simultaneously preventing cognitive load problems that may occur when multiple pieces of information about word meaning (e.g., text and pictures) are presented in the same (usually visual) modality (e.g., Sweller et al. 2011) . However, there are likely differences in how processes from different modalities would interact in vocabulary training depending upon characteristics of the learner and the words to be learned (e.g., Homer et al. 2008) . For example, it has already been shown that people can differ in their preference for visual versus verbal learning (e.g., Mayer and Massa 2003) .
The possibility of improving vocabulary techniques by more directly linking motoric experience and additional perceptual experience brings up several issues that would need to be explored. In particular, the importance of cognitive load, individual differences among learners, and differences in learning materials (e.g., word types) needs to be considered. We briefly consider each of these issues in turn, but specific empirical research on how these factors relate to ideas from embodied cognition are lacking.
Cognitive Load and Individual Differences
One concern of implementing many of the embodied cognition techniques for word learning is the individual differences that are sometimes found. For example, the finding that word meanings paired with pictures or iconic gestures appears to mainly help children with low verbal abilities (e.g., Rowe et al. 2013 ), but at the same time imitation and enactment may only benefit children with high verbal skills (e.g., De Nooijer et al. in press). We believe that this is not a cause to dismiss these techniques outright. The individual learner characteristics are important regarding the effectiveness of the strategies. Nonetheless, the overall findings using embodied cognition techniques such as multimedia, dynamic multimedia, and gestures hold for most learners. Furthermore, when individual difference has been found, it is typically not the case that the strategies did not work. It is more that different multimedia/gesture strategies worked differently for different learners (see Table 1 for a summary). Research on cognitive load and split-attention has already started to address how to solve this problem. Additional research is needed to better understand how different learners can benefit most from embodied cognition techniques to vocabulary development.
As mentioned above, it is still an open question whether the addition of information in other modalities (e.g., adding pictorial and/or motoric information to a verbal definition) has beneficial effects on learning because this leads to a richer mental representation of the learning material or because working memory load is reduced. Note that these two explanations are not mutually exclusive and that both factors may contribute to the beneficial effects on learning. Also note that adding information may actually increase cognitive load when it is not appropriately designed (e.g., induces split-attention) and that the amount of cognitive load imposed by the learning materials also depends on individual differences among learners, such as their prior knowledge, working memory capacity, or cognitive ability.
It may be the case that adding information in other modalities is more useful for novices (e.g., McNeil et al. 2000) . Similarly, there may be differences in which combinations of perceptual information or motoric information lead to greater learning and less cognitive load than others. For example, it may be the case that adding olfactory information, action information, and visual information does not lead to greater cognitive load for some words. For example, this may be the case for words where olfactory information is important in the meaning (e.g., sea air). At the same time, the same combination of olfactory, action, and visual information may be less informative and lead to greater cognitive load for other words (e.g., computer screen). Related to this, there may be differential patterns of individual differences across the different modalities. For example, while gestures might be more useful for children with high verbal skills (e.g., De Nooijer et al. in press), other forms of action observation or other combinations of sensory information might be more useful for children with lower verbal skills.
This requires attention in future research, because at this point in time, embodied cognition theories are not explicit enough to say under what circumstances combining perceptual information (from more than one sensory modality) and motoric information would be beneficial for learning or would hamper learning. Furthermore, there has not been enough systematic vocabulary research looking specifically at multisensory and action-related word learning beyond just the visual modalities.
Effect for Different Word Types
Another interesting avenue for research is whether perceptual and motoric pieces of information are differentially effective for learning depending upon the type of words to be learned. For example, as discussed above, the effects of gesture observation, imitation, and enactment seem different for learning concrete versus abstract verbs in the first language (De Nooijer et al. 2013, in press ). There may also be differences among nouns, verbs, adjectives, and prepositions, as well as idioms and metaphors. It seems intuitive that concrete nouns and verbs will be easier to relate to sensory and motor information than other words (jump compared to justice; see also Sadoski 2005 for a related argument). However, this relationship is not as straightforward as it may seem. Several recent studies have found evidence for improved learning of abstract words in a second language with a multisensory multimedia technique (Tsou et al. 2002 (Tsou et al. , 2006 . Note though that L2 learning is very different from L1 learning in the sense that the meaning of the word is already known but needs to be coupled to a new word. Furthermore, other evidence suggests that emotion plays a critical role in learning abstract words (Kousta et al. 2011 ). This suggests that using embodied techniques specifically related to simulating emotional states would be more effective for learning abstract words (see BAdditional Question: the Role of Emotion^section below for more details of this argument). Similarly, evidence suggests that learning prepositions such as to and for can be improved by applying ideas from embodied cognition (Tyler et al. 2011 ). The same is true for learning metaphorical meanings (e.g., Boers 2013; Lindstromberg and Boers 2005) . Combining this evidence suggests that incorporating ideas from embodied cognition could improve vocabulary training for more than just concrete nouns and verbs. However, to date, this positive effect of perceptual and motoric information on word learning is not consistently found across different word types, and future research should continue to make systematic comparisons in both L1 and L2 word learning. One possibility with regard to the differences found is that it may matter what the relationship is between the type of embodied technique applied and the meaning of the word. For example, it may be that manipulation knowledge, such as Bknowinghow^to grasp and use a hammer, and functional knowledge, such as Bknowing-that^a hammer is used for hammering, are linked to perceptual and motoric information differently (see Van Elk et al. 2014 for an extensive discussion of this difference and how it might matter for learning). Rather than word class being the critical issue in effective embodied learning strategies, it is whether the type of learning strategy matches well with the type of knowledge that is being taught.
Additional Effects to Consider
In the current review, we have considered different types of word learning techniques and how embodied cognition provides a compelling explanatory framework to explain the effectiveness of these techniques as well as some speculation of how actively incorporating motor and perceptual information may even improve some word learning methods (e.g., imagery). Nonetheless, there are many other factors which are typically not considered to be embodied that can also have an impact on learning, for example transfer-appropriate processing, testing effects, or distributed practice. Transfer-appropriate processing is the idea that we can remember things best when we retrieve the information under circumstances that are identical to the original learning experience (Morris et al. 1977) . In neural terms, this has been described as a function of the amount to which the same neural processes transfer correctly from the study experience to the memory test (see Schendan and Kutas 2007) . The testing effect is the finding that the time on studying is more effective when some of this time is devoted to retrieving your knowledge (testing yourself) rather than just studying (Carrier and Pashler 1992) . Distributed practice is the use of multiple study opportunities over a space of time. Using distributed practice has been shown to lead to very robust memory advantages (see Carpenter et al. 2012 for a review).
Although none of these effects are typically described within the embodied framework, they all fit with the framework and they can be combined with the embodied vocabulary techniques discussed in this review. For example, when planning to use gesture imitation as a means of vocabulary training, the learners should have the opportunity to perform the gesture at test, thereby keeping the circumstances that they learn and recall the information as constant as possible. We earlier discussed evidence suggesting a benefit for learning science concepts when the same neural processes (perceptual motor in this case) during learning occurred during recall (Kontra et al. in press ). This is a good argument in favor of considering the environment of recall compared to the environment the information was learned, especially for these embodied techniques since the learning environment is often not just on paper, but test environments often are. Similarly, testing effects and distributed practice can be combined well with embodied techniques. For instance, if imagery is used to aid vocabulary learning, one could ask the learners to create different images for the same word over different practice sessions. Likewise, to apply testing effects, it would be better to devote some of the practice time to allow for learners to try to create images for target words when they do not have the definition in front of them. A better understanding of how effects like transfer-appropriate processing, testing effects, or distributed practice interact with embodied techniques of word learning is an interesting area for future research. At this point, we can only speculate, but it could be the case that applying some of these other findings to embodied learning techniques would greatly improve the effectiveness of the embodied techniques and possibly reduce individual differences by providing more support for the poorest learners.
Additional Question: the Role of Emotion
Before concluding, it should be noted that embodied cognition theories suggest that we understand our world by performing simulations based on previous perceptual, action, and emotional experiences. In this review, there has been no discussion of emotion. Although there is an extensive literature on the relationship between emotion and memory (see Kensinger and Schacter 2008) , emotion, and embodied cognition (see Wilson-Mendenhall et al. 2013) , only more recently is research emerging about the connection between emotion, embodied cognition, and language (see for example Glenberg et al. 2009; Havas et al. 2010) . The relationship between providing related emotional information during vocabulary training is an area where very little is known. However, there is good reason to believe that emotion may play a critical role in learning abstract words. It has been argued recently that emotion plays a critical role in the representation of abstract concepts (Kousta, et al. 2011) . In three experiments and a largescale regression analysis of previous results, the authors demonstrate that the representation of abstract and concrete words includes sensory and motor experiential information, but abstract words are more emotionally valenced than concrete words. In particular, they argue that emotion plays a critical role for grounding abstract lexical concepts and that emotion provides a bootstrapping mechanism for learning abstract lexical concepts (Kousta et al. 2011) . Although the authors discuss this possibility using evidence from infant language acquisition, the same could hold for vocabulary development in school and later in life.
Conclusion
The goal of this review was to promote discussion about how current vocabulary training methods could be optimized by considering the evidence from research on (neuro)cognitive and educational psychology on word learning. In particular, we considered how mechanisms proposed by embodied cognition theories might provide a good basis for future vocabulary training experiments and methods. The idea that word learning can be improved by creating links from the to-be-learned words to the learners' own experiences and knowledge is not a new one (e.g., Nagy and Herman 1987) . Although the evidence reviewed here suggests that vocabulary training methods could be optimized by incorporating a larger range of perceptual information, the more noteworthy innovative point is the importance of considering motoric information, as this has typically been ignored in standard vocabulary methods. To conclude, there is some evidence that learners can develop a better, deeper understanding of the meaning of words when a congruent link is made between the words to learn and ones' own motoric as well as perceptual experiences. This seems a fruitful area for future research, in which the boundary conditions of beneficial effects in terms of learner or material characteristics should also be taken into account.
