In this paper, we study the problem of video-based person re-identification. This is more challenging, and of greater practical interest, than conventional image-based person re-identification. To address this problem, we propose the use of convolutional Long Short Term Memory (LSTM) based networks to learn a video-based representation for person re-identification. To this end, we propose to jointly leverage deep Convolutional Neural Networks (CNNs) and LSTM networks. Given sequential video frames of a person, the spatial information encoded in the frames is first extracted by a set of CNNs. An encoderdecoder framework derived from LSTMs is employed to encode the resulting temporal of CNN outputs. This approach leads to a refined feature representation that is able to explicitly model the video as an ordered sequence, while preserving the spatial information. Comparative experiments demonstrate that our approach achieves the state-of-the-art performance for video-based person re-identification on iLIDS-VID and PRID 2011, the two primary public datasets for this purpose.
Feature aggregation LSTM Figure 1 : Overview of our architecture. A video sequence goes through a stack of convolutional layers to extract spatial features from each frame, which are then fed into convolutional LSTMs to capture temporal motion evolution. By doing this, the hidden states in an LSTM unit can generate the spatio-temporal representation. The output features are aggregated into a final descriptor.
Introduction
Person re-identification, which aims to recognize an individual over disjoint camera views, is a problem of critical practical importance in video surveillance. The state-of-the-art approaches [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] address the problem by matching spatial appearance features e.g., color and intensity gradient histograms, based on a pair of single-shot person images. However, single-shot appearance features are intrinsically highly variable due to the large variations in a person's appearance caused by different lighting, position, poses and views. Moreover, matching spatial appearance features extracted from different body parts is essentially a form of spatial alignment [7] , where a body part can also appear quite different during different phases of an action. Multi-shot algorithms [11, 12] improve the robustness of the process, but still use only a subset of the information available. They are also dependent on the performance of a mechanism for identifying corresponding frames in videos taken at different times, locations, and viewing angles.
In practice, video-based person re-identification provides a more natural method for person recognition in a surveillance system. Videos of pedestrians can easily be captured in a surveillance system, and inevitably contain more information about identity than do a subset of the images therein. We remark that exploring spatio-temporal information has not been studied extensively in person re-identification. Wang et al. [13] and Liu et al. [14] addressed the problem of video-based person re-identification by either selecting the most discriminative frame or manually aligning the temporal sequences, followed by low-level feature extraction. The major drawback of [13] and [14] is that they do not explicitly learn features from a video sequence. Moreover, they are working on low-level features which may not relate well to human appearance, and particularly to how appearance varies between people.
Recent advances in deep learning, especially Recurrent Neural Networks (RNNs) and Long Short-Term Memory (LSTM) models [15, 16, 17, ?, 19, 20] , provide some insights as to how to integrate temporal and spatial information. A general sequence to sequence learning framework was described by [15] where temporally concatenated LSTMs are trained, one for the input sequence and the other for the output sequence. By extending this framework, Srivastava et al. [17] propose to use multi-layer LSTMs to learn representations of video sequences.
Our Method. In this paper, we propose a novel hybrid network to learn deep spatio-temporal appearance features for video-based person re-identification. The overview of our model is shown in Fig. 1 . More specifically, given a sequence of a walking pedestrian, CNN features are first extracted from the convolutional layers at the frame-level in order to capture complex variations in appearance. These CNN features at framelevel are then fed into a convolutional LSTM encoder-decoder framework in which an encoder is designed to use locally adaptive kernels to capture motions of a person in a sequence and thus encode the input sequence into a hidden representation; then another decoder is utilized to decode a sequence out of that representation.
In this way, deep spatio-temporal appearance descriptors at frame-level are learned automatically, which are aggregated into video-level representation by using Fisher vector encoding [21] .
Contributions. The major contributions of this paper are summarized as follows.
• To the best of our knowledge, we deliver the first deep spatio-temporal video representation for person re-identification.
• We present a convolutional LSTM network [22] for video-based person re-identification and learn a deep spatio-temporal feature representation to address complex appearance and motion variations.
• We conduct extensive experiments to demonstrate the state-of-the-art performance achieved by our method for video-based person re-identification.
Related Work
In this section, we briefly review some closely related work: spatio-temporal features, multi-shot person re-identification and deep neural networks.
Spatio-temporal Feature based Methods
Spatio-temporal appearance models [23, 14, ?, 25] treat the video data as a 3D volume and extract local spatio-temporal features. They typically construct spatio-temporal volume/patch based representations by extending image descriptors such as 3D-SIFT [26] and HOG3D [27] . In [13] , HOG3D is utilized as a spatio-temporal feature representation for person re-identification due to its robustness against cluttered backgrounds and occlusions. Liu et al. [14] proposed a better representation that encodes both the spatial layout of the body parts and the temporal ordering of the action primitives of a walking pedestrian. However, these methods still construct representations from low-level descriptors including color, texture and gradients.
Multi-shot Models
Multi-shot approaches in person re-identification [7, 23, 13, 28, 25] use multiple images of a person to extract the appearance descriptors to model person appearance. For these methods, multiple images from a sequence are used to either enhance local image region/patch spatial feature descriptions [7, 23, 28] or to extract additional appearance information such as temporal change statistics [25] . There are also methods which attempt to select and match video fragments to maximize cross-view ranking [13] . These methods, however, deal with multiple images independently whereas in the video-based person re-identification problem, a video contains more information than independent images, e.g., underlying dynamics of a moving person and temporal evolution.
Deep Neural Networks
By using a hierarchy of trainable filters and feature pooling operations, CNNs are capable of automatically learning complex features for understanding image content, and achieving superior performance to handcrafted features. Encouraged by these positive results, several approaches [29, 30, 31] have been proposed to apply CNNs to person re-identification. Nonetheless, these CNN-based architectures are dealing with single-shot, and are thus not applicable to video-based person re-identification. Recently, recurrent neural networks, and particularly LSTMs [17, 16, 32, 15] have proven stable and powerful for modeling long-range dependencies. Motivated by this, we propose a method based on a convolutional LSTM network for person re-identification.
Preliminaries
As almost all people visible in surveillance video are seen walking at some point, we focus our attention on this activity, and how a walk cycle might be encoded by an LSTM. [33] . To this end, we approximate the motion energy intensity by optic flow. Specifically, for each frame I i , the flow energy e i of I i is defined as
Walking Cycle Extraction
where U is image region corresponding to the lower body of a pedestrian and v x ,v y are the optic flows in the horizontal and vertical directions. The FEP of Q, i.e., E = [e 1 , e 2 , . . . , e t ], is further smoothed by a Gaussian filter to suppress noise. By detecting local minima and maxima in E 1 and extracting a sequence of frames s = [I m−L , . . . , I m , . . . , I m+L ] around each such landmark m, we can extract segments for each walk cycle. We refer to [13] in setting L to be 10.
LSTM Networks
Given an input sequence x = [x 1 , x 2 , . . . , x T ], a standard recurrent neural network [16] computes the hidden vector sequence h = [h 1 , h 2 , . . . , h T ] and output vector sequence y = [y 1 , y 2 , . . . , y T ] by iterating over the following two equations for t = 1 to T :
where H denotes the hidden layer activation function, typically the logistic sigmoid function. The W terms and b terms denote weight matrices and bias vectors, respectively. For example, W ih is the input-hidden weight matrix, and b h is the hidden bias vector. Unlike standard RNNs, LSTM [34] uses memory cells c t to store and output information. These cells thus act as an accumulator of the state information. When a new input arrives, the extracted information is accumulated to the cell if the input gate i t is activated. Through this process, past cell information c t−1 will be forgotten if the forget gate f t is on. The output gate o t controls the emission of the memory value from the LSTM cell. Following the formulation in [16] , the hidden layer activation function H is computed as follows:
where • denotes the Hadamard product. One advantage of using the memory cells and gates to control information flow is that the gradient may be trapped in the cell, alleviating the tendency for it to dissipate quickly. The LSTM with hidden layer activation function computed by (3) is a fully-connected LSTM [17] where the input, cell output and states are all 1D vectors.
The Architecture
In this section, we propose to learn a deep spatio-temporal representation for a walking pedestrian in a video sequence. As shown in Fig.1 , we begin by extracting the frame level CNN descriptors of a walking cycle by using our fine-tuned model on a pre-trained network [35] . Our goal is to generate a video level vector representation that encodes the spatially-and-temporally aligned appearance of the pedestrian in a walking cycle. We implement this approach using the LSTM encoder-decoder framework [15] . The encoder LSTM runs through a sequence of frames to come up with a representation, which is then decoded through another LSTM to produce a target sequence. In this approach the target sequence is the same sequence as the input. This approach can be seen as a form of autoencoder [36] , but one which is able to preserve the time-dependent information encoded in each sequence. Finally, the outputs of the encoding LSTM, one for each frame, are aggregated into a video-level feature using Fisher vector coding [21] .
CNN Pre-training and Fine-tuning
In our framework, the CNN architecture is similar to the network proposed in [35] , which contains five convolutional layers and two fully-connected layers. Without sufficient training data, we are unable to train an effective deep network for video-based person re-identification. Thus, we first use the large ImageNet dataset [37] to pretrain the CNN for parameter initialization, and then apply data-specific fine-tuning to adjust the parameters [38, ?, 40] . After fine-tuning the parameters, we can compute CNN features for a given video input.
In the remainder of the paper we adopt the following notation which is specific to the above network: conv 5 refers to the activation of the last convolutional layer, and f c 6 and f c 7 denote the activation of the first and second fully-connected layers, respectively.
CNN Pre-training. Our implementation is based on the publicly available convnet code [35] , but accepts an input of size 128 × 64 × 3 pixels instead of the original 224 × 224 × 3. For all layers we use Rectified Linear Units (ReLU) as the nonlinear activation function. The network is trained using stochastic gradient decent with a momentum of 0.9 and weight decay of 0.0005. Our convolutional weight layer configuration is: 96(11 × 11), 256(5 × 5), 384(3 × 3), 384 (3 × 3), and 256 (3 × 3). In the pre-trained model, the two fully-connected layers are removed because we introduce a difference layer between conv 5 and f c 6 .
Tied Fine-tuning on Video-level Person Re-identification. To adapt the model pre-trained on the ImageNet dataset to the video-based person re-identification task, we use the training video data in the person re-identification dataset as target data to adjust the parameters. Given the input of a pair of video sequences (from two disjoint camera views) Q andQ with t frames in each sequence, our convolutional layers perform tied convolution, in which weights are shared across the two views. At the end of conv 5 , each input sequence is represented by 256 feature maps of size 14 × 6 at frame level. To address the various pose and viewpoint transforms among pedestrians, a difference layer [30, 29] computing the differences in feature values between the two sequences is adopted. Let f i and g i be the ith (1 ≤ i ≤ 256) feature map for each frame from two camera views, a difference layer computing the differences in feature maps at frame-level is defined as
where (1 ≤ x ≤ 14) and (1 ≤ y ≤ 6). Thus, we have difference feature maps at frame level
. Each F j is put through two fully-connected layer (f c 6 (4096),f c 7 (512)) to capture higher-order relationships by combining information from difference patches that are far from each other. As a result, we have a set of frame-level descriptor x j , (j = 1, . . . , t). To aggregate frame-level features into the video-level representation, cross-video average-pooling is applied to fuse these x j , (j = 1, . . . , t). Let x video be the videolevel representation, then we have x video = 1 t t j=1 x j and t is the total number of frames extracted from the walking video.
Implementation Details. Similar to [40, 41] , we conduct data augmentation for each video frame by applying simple translational transformations to each pedestrian image. For an original pedestrian image of size H × W , five images of the same size are randomly sampled around the original image center, with translations drawn from a uniform distribution in the range of [-0.05H, 0.05H] × [-0.05W, 0.05W]. The learning rates of the convolutional layers, and fully-connected layer are initialized to 0.001 and 0.01, respectively. The last softmax layer uses the softmax function to measure whether two input sequences depict the same person or not. Its output is a binary variable y defined as
Figure 2: The structure of the convolutional LSTM. X t and X t+1 have dimension a × b × M , corresponding to the frame-level CNN features of conv 5 . To encode the spatial information into the memory cell (e.g., C t ), the state of such cell in the grid is determined by the input (e.g., X t ) and the past state of its local neighbors (e.g., C t−1 and H t−1 ), as implemented by a convolutional operation.
Let y = 1 if two pedestrian video sequences (Q,Q) are matched, otherwise y = 0. x is the video-level descriptor. w 0 ,w 1 ,b 0 , and b 1 are the combination weights and bias terms to be learned.
Convolutional LSTMs for Walking Cycle
For the purpose of sequence modeling, we propose using a recurrent neural network to explicitly consider sequences of CNN activations. This is motivated by the fact that videos contain dynamic content and the variations between frames may capture additional information that would be useful in generating a more robust representation of a walking pedestrian.
To encode the spatial information in the data sequence, we present a convolutional LSTM [22, 42] in which all the inputs X 1 , . . . , X t , cell outputs C 1 , . . . , C t , hidden states H 1 , . . . , H t , and gates i t , f t , o t of the network are 3D tensors. Given the outputs of CNN features from the layer conv 5 , denoted as X = [X 1 , X 2 , . . . , X t ] where X i is of size a×b×M , a×b is the size of filtered images of conv 5 , and M is the number of convolutional filters (in our case, a = 14, b = 6 and M = 512). Specifically, for a person walking video, CNN-based feature maps at frame-level have a spatial grid of size a × b and M measurements which vary over time.
A typical LSTM model i.e., fully-connected LSTM [17] deals with spatiotemporal data by full connections in input-to-state and state-to-state transitions in which spatial information is not encoded. To explicitly encode spatial priors, a better way is to determine the future state of a certain cell in the spatial grid by the inputs and past states from its local neighborhood. Apparently, this can be achieved by implementing a convolutional operator with local receptive field for the input-to-state and state-to-state transitions [22] . We illustrate the structure of convolutional LSTM in Fig. 2 . Accordingly, the hidden states of convolutional LSTM can be computed by the following equations: (6) where * denotes the convolutional filter and • denotes the Hadamard product. In Eq. (6) the state H t with the same spatial dimensions as the inputs can be seen as the hidden representation of moving persons. In this sense, a convolutional LSTM model with a larger convolution kernel e.g., 5 × 5 is able to capture faster motions while that with a smaller kernel can capture slower motions.
Encoding and Decoding
For our pedestrian video representation learning problem, we use a structure consisting of two networks [15] : an encoder network and a decoder network. Both networks have a stack of two convolutional LSTM layers. Similar to [17, 22] , the initial states and cell outputs of the decoder network are copied from the last state of the encoding network. Intuitively, the encoder LSTM compresses the input sequence into a fixed length representation (encoded by hidden state tensor), and the decoder LSTM unfolds this representation to reconstruct the input sequence (i.e., CNN features at frame-level), which can be formulated as follows: (f encoding (X 1 , . . . , X t ) ).
Training on LSTMs. Following [22, 17] , we train the LSTM models by minimizing the cross-entropy loss using back propagation through time and RMSProp [43] with a learning rate of 10 −3 and a decay rate of 0.9. We generate each video sequence with 20 segments, which are put through the LSTM encoder-decoder framework to learn its reconstructed features (encoder LSTM) and subsequently produce a sequence the same as the input (decoder LSTM). The cross-entropy loss is defined as
where P and G denote the predicted frame from the decoder LSTM and the ground-truth frame, respectively.
Fisher Vector Encoding
The Fisher vector [21] is an image representation which has been applied successfully in person re-id [14] . In Fisher vector encoding, a Gaussian Mixture Model (GMM) with C components can be denoted as Θ = {(µ k , σ k , π k ), k = 1, 2, . . . , C} where µ k , σ k and π k are the mean, variance and prior parameters of c-th component learned from the training LSTM reconstructed descriptors in the frame level, respectively. Given X = [x 1 , . . . , x t ] of deep descriptors extracted from a video by the LSTM network 2 , the mean and covariance deviation vectors for the c-th component can be computed as:
where q ki is the posterior probability. The Fisher vector is formed by concatenating u k and v k of all the C components. Thus, the dimension of our Fisher vector is 2DC where D is the dimension of the reconstructed descriptor x i .
Comparisons with other Spatio-temporal Features
In [14] , a spatio-temporal appearance descriptor is constructed by generating a body-action model where Fisher vectors are learned and extracted from certain body parts corresponding to body-action units. However, their spatio-temporal features are learned in a two-stage manner. First, a temporally aligned sequence is generated manually, and then spatial alignment is achieved by dividing the human body into body parts in order to capture their varied appearance during different phases of an action. In contrast, our model can automatically and deeply capture spatio-temporal alignment by integrating CNN features into LSTMs. Compared with HOG3D space-time features [27] , our model captures local movements and reconstructs them more precisely, as is shown in Fig. 4 .
Experimental Results
In this section, we validate our method and compare to state-of-the-art approaches on two image sequence datasets designed for person re-identification: the iLIDS-VID dataset [13] and the PRID 2011 dataset [44] . 
Datasets
iLIDS-VID dataset. The iLIDS-VID dataset consists of 600 image sequences for 300 randomly sampled people, which was created based on two non-overlapping camera views from the i-LIDS multiple camera tracking scenario. The sequences are of varying length, ranging from 23 to 192 images, with an average of 73. This dataset is very challenging due to variations in lighting and viewpoint caused by cross-camera views, similar appearances among people, and cluttered backgrounds. (See selected examples in Fig. 3(a) .)
PRID 2011 dataset. The PRID 2011 dataset includes 400 image sequences for 200 persons from two adjacent camera views. Each sequence is between 5 and 675 frames, with an average of 100. Compared with iLIDS-VID, this dataset was captured in uncrowded outdoor scenes with rare occlusions and clean background. However, the dataset has obvious color changes and shadows in one of the views. (See selected examples in Fig.3(b) .)
Implementation Details
We implemented our architecture using the Theano framework [45, 46] . All experiments are conducted on a desktop computer with a GPU NVIDIA GTX980. To understand the behaviour of our network, we compare our architecture with the fully-connected LSTM (FC-LSTM) [17] , and then run our model with different kernel sizes. For FC-LSTM network, we reproduce the structure from [17] with two LSTM layers and 2048 hidden states in each layer. Our network has two layers, each a convolutional LSTM with 128 hidden states. We test two variants of our model with different kernel sizes on input-to-state and state-to-state transitions: 1) Ours (9 × 9, 1 × 1): the input-to-state kernel size is 9 × 9 and the state-to-state kernel size is 1 × 1, and Figure 4 : Reconstruction of an input sequence from iLIDS-VID dataset. The model is a two-layer network with 128 hidden states in each layer and 5 × 5 kernel size for input/state-to-state transition. The top row shows the input sequence and the second row shows the reconstructed frames from the model. 2) Ours (5 × 5, 5 × 5): the input-to-state and state-to-state kernels have the size of 5 × 5. All data instances from the two datasets are 20 frames long. The results of comparing with FC-LSTM on iLIDS-VID and PRID2011 datasets are reported in Table 1 . We can see that compared with FC-LSTM, the convolutional LSTM with its variants works consistently better with spatiotemporal data. The network with a larger state-to-state kernel (5 × 5) performs better than that with a small kernel (1 × 1). This is understood to be because a later hidden state will have a larger receptive field, and be related to a wider range of the input as time advances. Thus, throughout the experiments, all the input-to-state and state-to-state are of size 5 × 5. Fig. 4 shows the results of running the model by cropping the original frame into 64 × 64 pixel images. The cropped frames illustrate motions of the lower body, which is the most prominent aspect during a walking cycle. The top shows the input sequence and the bottom row shows the reconstruction. We can see that the reconstruction model captures the motion patterns well.
Comparison with Average/Max Pooling
A standard way to achieve a video-level representation where the local descriptor relies on LSTMs at framelevel is to first apply normalization on frame descriptors and then average pooling of the normalised descriptors over time to obtain the final representation. Thus, the average pooling over temporal frames is defined as
, where x i is the frame-level descriptor output from the convolutional LSTMs and N is the total number of frames. A common alternative is to apply max pooling similarly. We thus compare the performance using the two pooling methods. Results are given in Table 2 . It can be seen that Fisher vector encoding performs better than max/averaging pooling by a large margin. This is mainly because Fisher vectors use higher order statistics to model feature elements in a generative process.
Comparison with Other Representations
In this section, we compare our feature representation with four competing representations for person reidentification.
FV2D is a multi-shot approach [47] which treats the video sequence as multiple independent images and uses Fisher vectors as features.
HOG3D extracts 3D HOG features [27] from volumes of video data [13] . Specifically, after extracting a walk cycle by computing local maxima/minima of the FEP signal, video fragments are further divided into FV3D is similar to HOG3D where a local histogram of gradients is extracted from divided regular grids on the volume. However, we encode these local HOG features with Fisher vectors instead of simply concatenating them. STFV3D is a low-level feature-based Fisher vector learning and extraction method which is applied to spatially and temporally aligned video fragments [14] . STFV3D proceeds as follows: 1) temporal segments are obtained separately by extracting walk cycles [13] , and spatial alignment is implemented by detecting spatial bounding boxes corresponding to six human body parts; 2) Fisher vectors are constructed from low-level feature descriptors on those body-action parts.
Experimental results are shown in Table 3 . From the results, we can observe that our deep representation outperforms consistently over other representations. More specifically, HOG3D is inferior to Fisher vectors based features since Fisher vectors encode local descriptors in a higher order and suitable for person re-identification problem. It is not a surprise to see our features are superior to STFV3D because our convolutional LSTMs work well in reconstructing spatial-temporal patterns.
Comparison to State-of-the-art Approaches
In this section, we evaluate and compare our method with state-of-the-art video-based person re-identification approaches. To enable a fair comparison, we combine two supervised distance metric learning methods: Local Fisher Discriminant Analysis (LFDA [9] ) and KISSME [48] . PCA is first applied to reduce the dimension of our original representation, and we set the reduced dimension as 128 in the implementation. In this experiment, competitors include 1) Gait Energy Image + Rank SVM, denoted as GEI+RSVM [49] ; 2) HOG3D + Discriminative Video Ranking (DVR) [13] ; 3) Color + LFDA [9] ; 4) STFV3D+LFDA/KISSME [14] . Table 4 and Fig.5 show the results of the comparison. Distance metric learning can further improve the performance of our appearance descriptor. Notably our method combined with KISSME achieves rank-1 accuracy of 46.4% and 69.0% on iLIDS-VID and PRID2011 datasets, outperforming all benchmarking methods.
Conclusions
We have described a hybrid deep architecture to learn spatio-temporal appearance representations for videobased person re-identification. This architecture automatically performs spatial and temporal alignment using multi-layer convolutional LSTM networks. Our method outperforms state-of-the-art methods on video-based person re-identification benchmark datasets. Potential further work is to integrate Fisher vector encoding into deep networks in order to jointly learn a video-level representation.
