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要 旨
時間相関イメージセンサとそのオプティカルフロー検出を用い
た Visual SLAMの実装
坂吉 啓二
近年，自動車の運転支援システムとして車載カメラによって周囲の環境を把握する技術が
盛んに研究されている．その環境認識の技術の中には，Visual SLAM(Visual Simultane-
ous Localization and Mapping)というイメージセンサから得られた画像群に含まれる特徴
点を対応付けることによって，環境の３次元地図の作成と自己運動・自己位置を同時に推定
する技術が存在する．
しかし，車載カメラから得られる画像は自動車が高速で移動するため，画像に運動ボケ
が発生する．運動ボケした画像からは特徴点を検出することが困難になり，結果として前フ
レームと次フレームの対応点探索が困難になる．Visual SLAMは，前フレームと次フレー
ムの特徴点の対応から自己運動などを推定するため，運動ボケによる対応点探索の問題は大
きな課題である．
そこで，本研究は，時間相関イメージセンサとそのオプティカルフロー検出によって，対
応点探索の問題を回避した Visual SLAMを実装する．時間相関イメージセンサは，露光時
間中の入射光と参照信号を時間相関演算することで入射光の時間変動を観測することができ
るため，画像に発生する運動ボケによる対応点探索の問題を回避したオプティカルフローを
得られる．
時間相関イメージセンサとそのオプティカルフロー検出によって得られたオプティカルフ
ローを用いて Visual SLAMを実装した．
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今後の課題は，全変動正則化のプログラムを改善することと，動物体を含む環境の形状復
元である．
キーワード 時間相関イメージセンサ，オプティカルフロー，Visual SLAM
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Abstract
Implementation of Visual SLAM using optical ow esti-
mated by correlation image sensor
Keiji SAKAYOSHI
Recently，technology of understand the surrounding situation using vehicle
mounted camera for automotive driving support is actively reseached．There is
technolgy of simultaneously estimating 3D map and self-motion / self-position by
correspondence relation of feture points included in the image group obtained from
image sensor called Visual SLAM(Visual Simultaneous Localization and Mapping)．
However，the image obtain from vehicle mounted camera at high speed occurs the
motion blur．It becomes dicult to detect feture points from blured image，and as a
result searching for correspondence relation of feture points between the previous frame
and the next frame becomes dicult．Since Visual SLAM estimates self motions and
the like from correspondence relation of feture points between the previous frame and
the next frame，the problem of searching for correspondence relation of feture points
by motion blur is a big problem．
So in this research Visual SLAM that avoids the problem of searching for cor-
respondence relation of feture points is implemented by correlation image sensor and
its optical ow detection．Correlation image sensor can observe the time variation of
the incident light by calculate the time correlation calulation of the incident light and
the reference signal during the exposure time，therefore it can obtain optical ow that
avoids the problem of searching for correspondence relation of feture points．
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This research implements Visual SLAM that avoids the problem of searching for
correspondence relation of feture points by correlation image sensor and its optical ow
detection．
Future tasks are to improve the program of total variation and to estimate 3D map
includeing the moving object．
key words correlation image sensor，optical ow，Visual SLAM
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第 1章
はじめに
本章では，本研究の背景と目的について述べ，本論文の構成について説明する．
1.1 背景と目的
近年，自動車の運転支援システムとして車載カメラによって周囲の環境を把握する技術が
盛んに研究されている．その環境認識の技術の中には，Visual SLAMというイメージセン
サから得られた画像群に含まれる特徴点を対応付けることによって，環境の３次元地図の作
成と自己運動・自己位置を同時に推定する技術が存在する．
しかし，自動車の運転支援システムとして Visual SLAMを実装する場合，車載カメラか
ら得られる画像は自動車が高速で移動するため，画像に運動ボケが発生する．運動ボケした
画像からは特徴点を検出することが困難になり，結果として前フレームと次フレームの対応
点探索が困難になる．Visual SLAMは，前フレームと次フレームの特徴点の対応から自己
運動などを推定するため，運動ボケによる対応点探索の問題は大きな課題である．
そこで，本研究は時間相関イメージセンサとそのオプティカルフロー検出によって，対
応点探索の問題を回避したオプティカルフローを求め，そのオプティカルフローを用いた
Visual SLAMを実装することを目的とする．
1.2 論文構成
本論文の構成は以下の通りとする．
第二章では，本研究の関連知識についての説明を述べる．
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1.2 論文構成
第三章では，提案手法の手順を述べる．
第四章では，提案手法を用いて Visual SLAMを実際に行った結果を示す．
第五章では，本論文のまとめとして今後の課題について述べる．
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第 2章
関連知識
2.1 時間相関イメージセンサ
時間相関イメージセンサは，一度の撮像によって強度画像 g0(x; y)と，参照信号との相関
画像 g(x; y)を同時に得ることができるイメージセンサである [1]．時間相関イメージセンサ
の外観を図 2.1に示す．
図 2.1 時間相関イメージセンサ
時間相関イメージセンサから得られる強度画像は通常のイメージセンサと同じく，露光
時間 T 中の入射光を１フレームの時間で積分して出力するため，式 2.1となる．
g0(x; y) =
Z t T
t
f(x; y; t)dt (2.1)
時間相関イメージセンサから得られる相関画像は参照信号を同時に積分して出力するた
め，式 2.2となる．
g(x; y) =
Z t T
t
f(x; y; t)e j!tdt (2.2)
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2.2 Visual SLAM
ここで，参照信号は複素正弦波 e j!t とする．
2.2 Visual SLAM
Visual SLAMは，イメージセンサから得られた画像群に含まれる特徴点を対応付けるこ
とによって，環境の３次元地図の作成と自己運動・自己位置を同時に推定する技術である．環
境の３次元地図が得られることを利用した AR（拡張現実）技術と併用したルームコーディ
ネートアプリや，特殊なエフェクトを加えた写真を撮るアプリなど数多くのシーンで利用さ
れている．特に，運転支援システムとして自動運転を実装する際においても Visual SLAM
は重要な位置付けであり，周囲の環境のマッピングと自己運動・自己位置推定を同時に行う
ことでより高度な運転支援システムを構築できると考えられる．
2.3 運動ボケによる対応点探索の問題
イメージセンサの露光時間中にイメージセンサと撮影対象が共に静止した状態で撮像を
行った場合，画像空間上には特徴点が点状に発生する．しかし，イメージセンサの露光時間
中にイメージセンサまたは，撮影対象が運動を行っている状態で撮影した場合，画像空間上
には運動ボケが発生し，静止状態では検出できた特徴点も特徴点として検出されにくくな
る．その結果，前フレームで発見された特徴点と次フレームにおける特徴点の対応点探索が
困難になる．
2.4 オプティカルフロー検出
2.4.1 オプティカルフロー拘束式
オプティカルフローはイメージセンサに映る物体の輝度が時間に寄らず一定であるという
拘束条件を元に式 2.3で解かれる [2]．
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2.4 オプティカルフロー検出
D
Dt
f(x; y; t) =
@x
@t
@
@x
f(x; y; t) +
@y
@t
@
@y
f(x; y; t) +
@
@t
f(x; y; t)
= u
@
@x
f(x; y; t) + v
@
@y
f(x; y; t) +
@
@t
f(x; y; t) = 0 (2.3)
ここで，未知数 u，v を u = @x@t，v = @y@t と置き，式を整理するため @@xf(x; y; t) =
fx(x; y; t)， @@yf(x; y; t) = fy(x; y; t)， @@tf(x; y; t) = ft(x; y; t)とすると式 2.3は，
ufx + vfy + ft = 0 (2.4)
となる．これらの式 2.3，式 2.4はオプティカルフロー拘束式やオプティカルフロー偏微
分方程式と呼ばれる．
オプティカルフロー拘束式には未知数が u，v と２つ存在しているため，たとえ，fx，fy，
ft が観測可能であっても，解を一意に求めることができず，劣決定問題となる．一般に劣決
定問題は，観測値の数が未知数の数より多い場合最小二乗法で未知数を求めるか，正則化を
用いて解く．本研究では，時間相関イメージセンサと荷重積分法によって，各画素で成立す
るオプティカルフローを一意に求めた後，全変動正則化を行う．
2.4.2 オプティカルフロー積分方程式
オプティカルフロー積分方程式は，撮像デバイスの露光時間を陽に記述し，オプティカル
フロー偏微分方程式と同値な方程式として導かれる．すなわち，露光時間 T 内のすべての
時刻 tで偏微分方程式が成り立つとすると，
ufx + vfy + ft = 0，8t
$
Z
(ufx + vfy + ft)!(t)dt = 0，8!(t) (2.5)
であり，荷重関数 !(t)として完備な関数系を選択すれば同値である．
本研究では，荷重関数 !(t)を複素正弦波 e jn!t として設定する．ここで，! = 2=T で
あり，１フレーム時間に複素正弦波が１周期となる基本周波数である．
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2.4 オプティカルフロー検出
１フレーム複素正弦波荷重積分は式 2.6となる．
gn!(x; y) =
Z T
0
f(x; y; t)e jn!tdt (2.6)
式 2.6は，時間相関イメージセンサで参照信号を e jn!t として与えたときの複素相関画像
として出力される．
式 2.5と式 2.6から，Z
(u@xf(x; y))e
 jn!tdt = u@x
Z
f(x; y)e jn!tdt
= u@xgn! (2.7)Z
(v@yf(x; y))e
 jn!tdt = v@y
Z
f(x; y)e jn!tdt
= u@ygn! (2.8)
が得られる．また，部分積分の公式より式 2.9を得る．Z T
0
ft(x; y; t)e
 jn!tdt = [f(x; y; t)e jn!t]T0  
Z T
0
f(x; y; t)( jn!)e jn!tdt
= [f(x; y; t)]T0 + jn!
Z T
0
f(x; y; t)e jn!tdt
= [f(x; y; t)]T0 + jn!gn! (2.9)
式 2.7，式 2.8，式 2.9をまとめるとオプティカルフロー積分方程式は式 2.10となる．
(u@x + v@y)gn! + [f(x; y; t)]
T
0 + jn!gn! = 0 (2.10)
ここで未知数は，速度 u，v と実数の積分境界値 [f(x; y; t)]T0 であり，複素の方程式である
n = 0，1を連立させて積分境界値を消去すると，式 2.11となる．
(u@x + v@y)(g!   g0) + j!g! = 0 (2.11)
g0 は，時間相関イメージセンサの撮像によって得られる強度画像である．強度画像は通常
のイメージセンサと同様，露光時間中の入射光を１フレームの時間で積分し，出力される．
式 2.11を実部と虚部に分離することで，"
@xRe[g!   g0] @yRe[g!   g0]
@xIm[g!   g0] @yIm[g!   g0]
#"
u
v
#
=  
"
Re[j!g!]
Im[j!g!]
#
(2.12)
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2.4 オプティカルフロー検出
となり，H = Re[g!   g0]，K = Im[g!   g0]，h = Re[j!g!]，k = Im[j!g!]として整理
すると式 2.12は， "
@xH @yH
@xK @yK
#"
u
v
#
=  
"
h
k
#
(2.13)
となる．この式 2.13から，各画素で成立する速度 u，v を得ることができる．
式 2.13 から微小領域で u，v が一様であれば，Hx = @xH，Hy = @yH，Kx = @xK，
Ky = @yK とすると，
J =
1
2
Z


(uHx + vHyh)
2 + (uKx + vKy + k)
2d
 (2.14)
であり，
@J
@u
= Sxxu+ Sxyv + Sx = 0 (2.15)
@J
@v
= Sxyu+ Syyv + Sy = 0 (2.16)
から，
"
Sxx Sxy
Sxy Syy
#"
u
v
#
=  
"
Sx
Sy
#
(2.17)
を得る．ここで Sxx =
R


(H2x + K
2
x)d
，Syy =
R


(H2y + K
2
y)d
，Sxy =
R


(HxHy +
KxKy)d
，Sx =
R


(Hxh+Kxk)d
，Sy =
R


(Hyh+Kyk)d
と置いた [3]．
2.4.3 全変動正則化
求められた速度 u，v に Total Variationを導入する．すなわち，　
J =
Z
(jruj+ jrvj)d
+ 1
2
Z


(uHx + vHyh)
2 + (uKx + vKy + k)
2d
 (2.18)
を最小化するような u，v を求めたい．
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2.4 オプティカルフロー検出
このままでは簡単に解くことができないため，補助変数 u0，v0 を導入し，パラメタ  を
使って uと u0，v と v0 の近さを評価関数に追加すると，
J =
Z
(jruj+ jrvj)d
+ 1
2
Z


((u  u0)2 + (v   v0)2)d

+
1
2
Z


(u0Hx + v0Hyh)2 + (u0Kx + v0Ky + k)2d
 (2.19)
なる最小化問題を考えることができる．が十分小さければ，この解は式 2.18の解に十分近
いことが期待できる．
反復により u，v と u0，v0 を交互に更新しこの最小化問題を解く．
1) u，v を固定し，u0，v0 を計算する．
@J
@u0
=
1

(u  u0)( 1) + (u0Hx + v0Hy + h)Hx + (u0Kx + v0Ky + k)Kx = 0 (2.20)
@J
@v0
=
1

(v   v0)( 1) + (u0Hx + v0Hy + h)Hy + (u0Kx + v0Ky + k)Ky = 0 (2.21)
より
　
0 = u0   u+ ((H2x +K2x)u0 + (HxHy +KxKy)v0 +Hxh+Kxk) (2.22)
0 = v0   v + ((HxHy +KxKy)u0 + (H2y +K2y)v0 +Hyh+Kyk) (2.23)
から，
"
1 + (H2x +K
2
x) (HxHy +KxKy)
(HxHy +KxKy) 1 + (H
2
y +K
2
y)
#"
u0
v0
#
=
"
u  (Hxh+Kxk)
v   (Hyh+Kyk)
#
(2.24)
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2.4 オプティカルフロー検出
を得る．この行列方程式を用いて u0，v0 を求める．
2) u0，v0 を固定し，u，v を計算する
@J
@u
=
1

(u  u0) (2.25)
@J
@ux
= 
@xu
jruj，
@J
@uy
= 
@yu
jruj (2.26)
からオイラーラグランジュ方程式を求めると，
1

(u  u0)  r・p = 0 (2.27)
を得る．ここで p = rujruj と置いた．同様に v についても q = rvjrvj を用いて，
u = u0 + r・p (2.28)
v = v0 + r・q (2.29)
p，q は，文献 [4]に従って，
pn+1 =
pn + r(u0 + r・pn)
1 +  jr(u0 + r・pn)j (2.30)
qn+1 =
qn + r(v0 + r・qn)
1 +  jr(v0 + r・qn)j (2.31)
として反復法により求める [5]．
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2.5 画像と空間の関係
2.5 画像と空間の関係
画像と空間の関係を取り扱うため，ピンホールカメラモデルについて述べる．図 2.2にピ
ンホールカメラモデルを示す．
図 2.2 ピンホールカメラモデル
ここで，u，v は画像の座標，f はカメラの焦点距離，X，Y，Z は物体の 3 次元座標であ
る．また，ピンホールの点が投影中心となり，すべての光線が遠方の物体から投影中心に向
かうことになる．ここで，画像平面と光軸が交差する点を主点呼ぶ．この図では，三角形の
相似から以下の式が成り立つ [6]．
u = f
X
Z
v = f
Y
Z
(2.32)
しかし，実際は主点と撮影素子の中心には，ずれが存在するためパラメータ cx，cy を導入
する．そして，撮影素子の多くは長方形であるため 2つの異なる焦点距離 fx，fy を導入す
る．cx，cy，fx，fy は内部パラメータと呼ばれ，画像座標系は内部パラメータと同次座標を
用いて式 2.32は以下のようになる．
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2.5 画像と空間の関係
2664
u
v
1
3775 =
2664
fx 0 cx
0 fy cy
0 0 1
3775
2664
X
Y
Z
3775 (2.33)
ここで，正規化画像座標系の概念を導入する．正規化画像座標系では，画像平面が焦点か
ら単位長の場所に存在する．つまり，f = 1となり式は以下のようになる．
x =
X
Z
y =
Y
Z
(2.34)
正規化画像座標系では，カメラの特性に影響されないため，どのカメラでもビジョンの問
題を考えることができる [7]．
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第 3章
提案手法
本提案手法では，時間相関イメージセンサとそのオプティカルフロー検出から得られたオ
プティカルフローを用いて対応点探索の問題を回避した Visual SLAMを実装する．そのた
め，本手法の手順は通常の Visual SLAMにおける特徴点検出や対応点探索，追跡処理の一
部を時間相関イメージセンサとそのオプティカルフロー検出に置き換えた以下の手順になっ
ている．
Step 1 2.4章で述べた手順によってオプティカルフローを得る．
Step 2 前フレームと次フレームの対応点から基本行列を推定する．
Step 3 基本行列から自己運動を推定する．
Step 4 自己運動と対応点から３次元位置推定（形状復元）を行う．
Step 5 ３次元位置が既知の点とオプティカルフローによって PnP問題を解き，自己運動
推定を行う．
Step 6 Step4，Step5を繰り返し，マッピングを行う．
3.1 基本行列推定
基本行列は，3 × 3の行列で，カメラ外部行列の情報を含む [8]．カメラ外部行列の情報と
は，イメージセンサで異なる視点から画像を得たとき，視点 Aから視点 Bに移動した際の
並進運動と回転運動のことを指す．まず，基本行列を推定することで自己運動を推定する．
基本行列は画像上の特徴点を正規化し，同時座標で表したとき以下の式で導かれる．
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3.2 自己運動推定
~xTn2E~xn1 = 0
E = [t]× R = R[R
T t]×
[t]× ≡
2664
0  t3 t2
t3 0  t1
 t2 t1 0
3775 (3.1)
ここで，Rは 3 × 3の回転行列，tは 3 × 1の並進ベクトル，~xTn1，~xTn2 は前フレームと次
フレームの正規化画像座標系における特徴点の座標である．基本行列は画像間の対応点が 5
点以上あれば参考文献 [9]の 5点アルゴリズムを用いて推定することができる．
3.2 自己運動推定
3.1章で得た基本行列を用いて自己運動を推定する．基本行列を特異値分解することで，
E = Udiag(1，1，0)V T (3.2)
に分解できる．ただし，
R = UWV T or UWTV T (3.3)
[t]× = UTU
T (3.4)
W =
2664
0  1 0
1 0 0
0 0 1
3775 (3.5)
Z =
2664
0 1 0
 1 0 0
0 0 0
3775 (3.6)
であり，解には 4通りの不定性が存在する [8]．しかし，イメージセンサに映る物体はど
ちらの視点からでもイメージセンサの前方に存在するという前提を元にただ一つの解に絞り
込むことができる．
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3.3 3次元位置推定（形状復元）
3.3 3次元位置推定（形状復元）
オプティカルフローから得た対応点と 3.2章で得た自己運動から三角測量の原理を元に 3
次元位置推定を行う．完全に歪みが補正され，行がそろい，対応点がわかっている場合，物
体とカメラの環境は図 3.1のように表される [10]．
図 3.1 物体とカメラの環境
ここで，f は焦点距離，P は物体の 3次元位置，xl，xr は画像座標系の座標，T はイメー
ジセンサ間の距離，Ol，Or はイメージセンサの中心である．図 3.1 から三角形の相似によ
り，以下の式のように求まる．
Z =
fT
xl   xr (3.7)
X =
Z
f
xr (3.8)
Y =
Z
f
yr (3.9)
3.4 PnP問題
3次元位置が既知の点とオプティカルフローによって PnP問題を解き，自己運動推定を
行う．PnP問題とは，複数の特徴点の位置とその 3次元座標が既知であるとき，カメラの位
{ 14 {
3.4 PnP問題
置と姿勢を求める問題のことである．入力画像における特徴点の位置を同時座標で ~xと，そ
の 3次元位置を同時座標で ~X とするとき，透視投影行列 P を使って以下のように表す [11]．
~x = P ~X = A[Rjt] ~X (3.10)
ここで，Aはカメラの内部パラメータである．
見つかった特徴点の位置とカメラの回転行列と並進ベクトルを用いて求められた理想的な
特徴点の投影位置の差が小さくなるよう自己運動を求める．そのため，特徴点 i の 3 次元
座標を同時座標で ~Xi，回転行列 Rと並進ベクトル tが与えられたときの画像上の投影位置
xi，実際の画像上の特徴点の位置を xi とするとき，以下のような投影誤差を最小にする R^，
t^を求める．
E(R^，^t) = min
R^，^t
X
i2P
jxi   xij2 (3.11)
ここで，P は画像に映る特徴点の集合である．
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第 4章
実験・考察
実験環境として，時間相関イメージセンサと壁の間に箱を配置した環境を作成し，時間相
関イメージセンサを高速で移動させながら撮影を行った．
4.1 運動ボケによる対応点探索の問題
運動ボケによって対応点探索が困難になることを示すため，イメージセンサと撮影対象が
静止した状態で撮影した画像と運動ボケが発生した画像に特徴点探索を行った結果を図 4.1
に示す．
図 4.1 静止した画像の特徴点（左）と運動ボケが発生した画像の特徴点（右）
なお，特徴点検出には AKAZE特徴量を用いた．AKAZE特徴量は局所特徴量の１種で
あり，大きさ，回転，輝度，ボケの変化に頑強であるという特性を持っている [10]．
図 4.1と表 4.1から，運動ボケによって特徴点を検出し難くなり，その結果，前フレーム
で発見された特徴点と次フレームにおける特徴点の対応点探索が困難になることがわかる．
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4.2 オプティカルフロー検出
表 4.1 検出された特徴点の数
検出された特徴点の数（個）
　静止した画像　 284
運動ボケした画像　 29
4.2 オプティカルフロー検出
本手法で用いるオプティカルフロー検出が有効であることを確認するため，得られた強度
画像を図 4.2と得られたオプティカルフローを図 4.3に示す．
図 4.2 得られた強度画像
図 4.3 荷重積分法によるオプティカルフロー（左）と全変動正則化したオプティカルフロー（右）
画像に運動ボケが発生していてもオプティカルフローが検出でき，全変動正則化により
エッジを保存しながらオプティカルフローのばらつきが改善されて検出できているのがわ
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4.3 ３次元位置推定（形状復元）
かる．
4.3 ３次元位置推定（形状復元）
検出されたオプティカルフローを用いて形状復元を行った結果を図 4.4と図 4.5に示す．
図 4.4 荷重積分法によるオプティカルフローを用いた形状復元の結果
図 4.5 全変動正則化したオプティカルフローを用いた形状復元の結果
全変動正則化によって荷重積分法だけでは検出できていなかった画素の形状復元ができて
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4.4 従来法との３次元位置推定（形状復元）による比較
いる．また，全変動正則化されたオプティカルフローは値のばらつきが改善されているため，
荷重積分法のオプティカルフローを使った形状復元ではばらついていた点が，収束したよう
に形状復元されている．
4.4 従来法との３次元位置推定（形状復元）による比較
本手法による 3次元位置推定と特徴点による対応点探索を行った 3次元位置推定を比較し
た結果を図 4.6に示す．本手法の結果の方が従来法より多く 3次元位置推定が行われ、物体
の形状まで復元されているのがわかる．
図 4.6 本手法（赤）と従来法（青）の形状復元の結果比較
4.5 定量的評価
本手法が有効であることを確認するため，定量的評価を行う．図 4.7に示すような環境を
用意し，モーターテーブルの移動速度を秒速 1cm，2cm，4cmと変えながら撮影を行った．
従来法の 3次元位置推定から得た奥行きの平均値を真値として，本手法で得られた奥行きの
平均値にどの程度誤差が発生しているのかを評価した．表 4.2 に定量的評価の結果を示す．
移動速度が上がるごとに誤差が大きくなっていることがわかる．これは，荷重積分法ではオ
{ 19 {
4.6 失敗例
プティカルフローが検出できなかった領域に全変動正則化が行われた際，周辺領域から値を
穴埋めしているため，移動速度の上昇によってオプティカルフローの値が大きくなるほど全
変動正則化による誤差が大きくなったためだと考えられる．
図 4.7 撮影環境
表 4.2 定量的評価の結果
1cm/s 2cm/s 4cm/s 全体
　推定誤差　 1.92%　 3.45%　 11.19%　 5.52%
4.6 失敗例
4.6.1 オプティカルフロー検出
図 4.9に全変動正則化されたオプティカルフローの失敗例を示す．
図 4.9では，エッジが保存されず，オプティカルフローがエッジから滲み出しているのが
わかる．このような失敗例は，オプティカルフローが検出されていない場所に発生している．
{ 20 {
4.6 失敗例
図 4.8 強度画像
図 4.9 得られたオプティカルフロー（左）と全変動正則化したオプティカルフロー（右）
4.6.2 3次元位置推定（形状復元）
撮影環境は図 4.7と同様に，平面の壁に対して時間相関イメージセンサを水平方向に移動
させながら撮影した．今回は，撮影環境に移動した物体（人など）が入り込むことを想定し，
撮影中に時間相関イメージセンサと同じ方向に動く物体を入れた状態で撮影した．撮影され
た結果を図 4.10に示す．また，図 4.10によって得られたオプティカルフローに全変動正則
化を行い，3次元位置推定を行った結果を図 4.11に示す．
3次元位置推定の結果には，時間相関イメージセンサと同じ方向に動いた物体の形状復元
がされていないのがわかる．これは奥行きの計算式によって動物体が時間相関イメージセン
サの後方に推定されているため，誤推定とされて表示されていないからである．時間相関イ
メージセンサの前方に推定されている点は赤色，後方に推定された点は青色としてもプロッ
トした場合，図 4.12のようになる．
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4.6 失敗例
図 4.10 撮影結果
図 4.11 得られたオプティカルフロー（左）と 3次元位置推定の結果（右）
図 4.12 後方に推定された点を含む 3次元位置推定の結果
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第 5章
まとめ
本研究では，時間相関イメージセンサとそのオプティカルフロー検出を用いることで運動
ボケによる対応点探索の問題を回避した Visual SLAMを実装した．
今後の課題は，全変動正則化のプログラムを改善することと，動物体を含む環境の形状復
元である．オプティカルフロー検出に全変動正則化を追加することで形状復元の結果は良好
になるが，エッジが保存されずにエッジから染み出しが発生する場合がある．染み出しが発
生する箇所は，オプティカルフローが検出されていない場所であるため，プログラムを改善
することで解決できると考えられる．動物体を含む環境の形状復元は，今回の実装では撮影
される環境が完全に静止した状態を想定しているため復元することができない．オプティカ
ルフロー検出によって動物体の移動方向がわかるため，その情報を活用することで動物体を
含む環境の形状復元ができると考えられる．
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