This paper presents an application of parallel computing techniques to the solution of an important class of planning problems known as generalized networks. Three parallel primal simplex variants for solving generalized network problems are presented. Data structures used in a sequential generalized network code are briefly discussed and their extension to a parallel implementation of one of the primal simplex variants is given. Computational testing of the sequential and parallel codes, both written in Fortran, was done on the CRYS-TAL multicomputer at the University of Wisconsin, and the computational results are presented. Maximum efficiency occurred for multiperiod generalized network problems where a speedup approximately linear in the number of processors was achieved.
l. INTRODUCTION
Generalized network problems form a special class of linear programming (LP) problems. A wide variety of important planning problems can be modeled as generalized networks. GLOVER et al. [9] discuss a number of these applications.
The method most widely used in practice for solving LP problems is the primal simplex algorithm, see CHARNES and COOPER [7] and DANTZIG [8] . This algorithm proceeds from one extreme point of the feasible region to another until optimality is achieved. ~
[21] proposed a method for the solution of LP problems which does not utilize extreme points, and he notes that his algorithm lends itself to parallel computation but gives no details. (However, the results of the recent computational study [17] cast doubt on Karmarkar's claim that his algorithm will supercede the simplex algorithm.) The simplex algorithm for general LP problems does not readily yield to parallelization, although certain steps of this algorithm can benefit from vector processing. (Such steps include pricing-the calculation of reduced costs-and the so-called BTRAN and FI'RAN operations when the product form of the inverse basis matrix is used. These operations involve the calculation of dual variables and the updated entering column, respectively.) However, since much of the work incurred by the simplex algorithm involves the application of Gaussian elimination to factor the basis matrix, which is typically large and sparse, parallelization of this algorithm depends heavily on developments in this area. (Vector processing has been applied to such operations for dense matrices [11] .) Factorization for the basis matrices of generalized networks is not a problem because of their special structure as discussed in Section 2.1. The partitioning methods we describe for generalized networks can be extended to LP problems with staircase structure [15] , [16] .
Theoretical work in parallel optimization algorithms for problems with network structure, including the minimum spanning tree problem, the shortest path problem, and the traveling salesman problem, is presented by Quxr~N and DEO [29] . A parallel algorithm for a class of nonlinear multicommodity network flow problems known as traffic equilibrium problems is described by FExJoo and MEYER [14] . This algorithm uses a decomposition approach and includes computational experience on the CRYSTAL multicomputer [9] at the University of Wisconsin. Parallel computing applied to a multiple-cost-row linear programming method is proposed by PHXLLXPS and ROSEN [27] in connection with solving linear complementarity problems. Their study was done using the CRAY XMP/48. Recent mathematical programming studies which utilized vector processing include those of PLUMM.ER, LASDON and AHMED [28] and ZENIOS and MULVEY [3] .
The generalized network problem (GN) has the form nfmimaz" e cx (t.1)
where A is an m × n matrix; c, x and u are n-vectors; and b is an m-vector. The matrix A must satisfy the condition that each column contains at most two nonzero values. The upper bounds u are also known as capacities. By scaling and/or complementing a variable relative to its capacity, GN can be transformed so that each column has at least one entry which is + 1. We assume that such a transformation has been applied to GN. A representation of GN as a directed network is then obtained as follows. With each row of A we associate a node of the directed network. Each column of A is associated with an arc directed away f, om the node corresponding to the + 1 column entry (arcs corresponding to columns containing two + 1 column entries can be directed either way). (Columns with a single nonzero entry are associated
