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Abstract
In this paper, we completely classify the finite p-groups G such that Φ(G′)G3 ≤
C2p , Φ(G
′)G3 ≤ Z(G) and G/Φ(G
′)G3 is minimal non-abelian. This paper is a part
of the classification of finite p-groups with a minimal non-abelian subgroup of index
p. Together with other four papers, we solve a problem proposed by Y. Berkovich.
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1 Introduction
Groups in this paper are finite p-groups. Notation and terminology are consistent with
that in [1, 5, 6]. For a positive integer t, we use G ∈ At to denote that G is a non-abelian
p-group and the maximal index of minimal non-abelian subgroups of G is pt−1. So A1-
groups just mean the minimal non-abelian p-groups. In [3], Y. Berkovich proposed the
following
Problem 239: Classify the p-groups containing an A1-subgroup of index p.
This problem may be divided into two parts:
Part 1. Classify the finite p-groups with at least two A1-subgroups of index p;
Part 2. Classify the finite p-groups with a unique A1-subgroup of index p.
In [6] and [7], we solved Part 2 for p > 2 and p = 2 respectively. In [1] and [5],
we solved Part 1 for d(G) = 3. So, for problem 239, it remains the groups of Part 1
with d(G) = 2. For such groups, we can prove that c(G) ≤ 3, G/Φ(G′)G3 ∈ A1 and
Φ(G′)G3 ≤ C
2
p (Lemma 2.2). Hence G is a central extension of an elementary abelian
p-group by an A1-group. If G/Φ(G
′)G3 is metacyclic, then, by [4, Theorem 2.3], G is
∗This work was supported by NSFC (no. 11371232), by NSF of Shanxi Province (no. 2012011001-3
and 2013011001-1).
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metacyclic and hence G′ ∼= C2p . Furthermore, by [2, Lemma J(i)], G is an A2-group.
Hence we only need to deal with the case that G/Φ(G′)G3 is non-metacyclic. By [8],
G/Φ(G′)G3 is isomorphic to Mp(n,m, 1) := 〈a, b, c
∣∣ apn = bpm = cp = 1, [a, b] =
c, [c, a] = [c, b] = 1〉 where n > 1 for p = 2 and n ≥ m. In this case, it is independently
interesting to classify the groups satisfying the following property:
Property P. Φ(G′)G3 ≤ C
2
p , Φ(G
′)G3 ≤ Z(G) and G/Φ(G
′)G3 ∼=Mp(n,m, 1).
In this paper, we classify the groups satisfying Property P. As a direct application,
we solve Part 1 of problem 239 for d(G) = 2, and completely solve problem 239 together
with [1, 5, 6, 7].
By the way, we also look into some properties for those groups with Property P. For
the case Φ(G′)G3 = Cp, we give the minimal and the maximal index of A1-subgroups.
For the case Φ(G′)G3 = C
2
p , we pick up the groups having an A1-subgroup of index p
and A3-groups respectively. These results are useful in the classification of A3-groups
[10] .
2 Preliminaries
In this paper, p is always a prime. We use Fp to denote the finite field containing p
elements. F ∗p is the multiplicative group of Fp. (F
∗
p )
2 = {a2
∣∣ a ∈ F ∗p } is a subgroup of
F ∗p . F
2
p = (F
∗
p )
2 ∪ {0}. For a finite non-abelian p-group G, we use pImin and pImax to
denote the minimal index and the maximal index ofA1-subgroups of G respectively. For
a square matrix A, |A| denotes the determinant of A. We need the following lemmas.
Lemma 2.1. ([9, Lemma 2.2]) Suppose that G is a finite non-abelian p-group. Then
the following conditions are equivalent:
(1) G is an A1-group;
(2) d(G) = 2 and |G′| = p;
(3) d(G) = 2 and Φ(G) = Z(G).
Lemma 2.2. ([1, Theorem 2.7]) Suppose that G has at least two A1-subgroups of index
p. The the following conclusions hold:
(1) If d(G) = 3, then Φ(G) ≤ Z(G);
(2) If d(G) = 2, then c(G) ≤ 3, Φ(G′)G3 ≤ C
2
p and G/Φ(G
′)G3 ∈ A1.
Lemma 2.3. ([1, Corollary 2.4]) (1) Let M be an At-group, and A be an abelian group
of order pk. Then G =M ×A is an At+k-group.
(2) Let M be an At-group with |M
′| = p, G =M ∗A, where A is abelian with order
pk+1 and M ∩A =M ′. Then G is an At+k-group.
Lemma 2.4. ([5, Lemma 2.1]) Suppose that p is odd, {1, η} is a transversal for (F ∗p )
2
in F ∗p . Then the following matrices form a transversal for the congruence classes of
invertible matrices of order 2 over Fp:
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(1)
(
0 1
−1 0
)
, (2)
(
ν 1
−1 0
)
, (3)
(
1 0
0 ν
)
, (4)
(
1 1
−1 r
)
,
where ν = 1 or η, r = 1, 2, . . . , p− 2.
Lemma 2.5. ([1, Lemma 4.3]) The following matrices form a transversal for the con-
gruence classes of invertible matrices of order 2 over F2.
(1)
(
1 0
0 1
)
, (2)
(
0 1
1 0
)
, (3)
(
1 0
1 1
)
.
Lemma 2.6. ([5, Lemma 2.3]) Suppose that p is a prime (p = 2 is possible). For odd p,
{1, η} is a transversal for (F ∗p )
2 in F ∗p . Then the following matrices form a transversal
for the congruence classes of non-invertible matrices of order 2 over Fp:
(1)
(
0 1
0 0
)
, (2)
(
0 0
0 ν
)
, (3)
(
0 0
0 0
)
, where ν = 1 or η.
3 The case G3 ≤ Φ(G
′) ∼= Cp
Suppose that G is a finite p-group with G3 ≤ Φ(G
′) ∼= Cp and G/Φ(G
′) ∼=Mp(n,m, 1),
where n > 1 for p = 2 and n ≥ m. Let
G/Φ(G′) = 〈a¯, b¯, c¯ | a¯p
n
= b¯p
m
= c¯p = 1, [c¯, a¯] = [b¯, c¯] = 1〉.
Then, without loss of generality, we may assume that G = 〈a, b, c〉 such that [a, b] = c.
Since G3 ≤ Φ(G
′) ∼= Cp, c is of order p
2 and Φ(G′) = 〈cp〉. Since ap
n
∈ Φ(G′), we
may assume that ap
n
= cw11p. By similar reasons, we may assume that bp
m
= cw21p,
[c, a] = cw12p and [c, b] = cw22p. Then we get a 2 × 2 matrix over Fp. w(G) = (wij) is
called a characteristic matrix of G. Notice that w(G) will be changed if we change the
generators a, b. We also call a, b a set of characteristic generators of w(G).
In this paper, w(G) is always a characteristic matrix of G, and a, b is always a set
of characteristic generators of w(G).
Theorem 3.1. Let G be a finite p-group such that G3 ≤ Φ(G
′) ∼= Cp and G/Φ(G
′) ∼=
Mp(n,m, 1) where n > 1 for p = 2 and n ≥ m. Then the following conclusions hold:
(1) If m = 1, then p = 2, [c, b] = c2 and G has a unique A1-subgroup of index p;
(2) Imin = 2 for m ≥ 2.
Proof (1) If m = 1, since 1 = [a, bp] = cp[c, b](
p
2) and cp 6= 1, then p = 2 and c2 = [c, b].
Since [c, ab][c, a] = c2, we have [c, a] = c2 or [c, ab] = c2. Without loss of generality, we
may assume that [c, a] = c2. Hence [c, ab] = 1. Notice that the maximal subgroups of G
are 〈a,Φ(G)〉 = 〈c, a〉, 〈b,Φ(G)〉 = 〈c, b, a2〉 and 〈ab,Φ(G)〉 = 〈c, ab〉. Since 〈c, a〉 ∈ A1,
〈c, b, a2〉 6∈ A1 and 〈c, ab〉 is abelian, 〈c, a〉 is the unique A1-subgroup of index p.
(2) If m ≥ 2, then we claim that Imin > 1. Otherwise, we may assume that D is an
A1-subgroup of index p. It is easy to see that D
′ = Φ(G′) and d(D/Φ(G′)) = 2. Since
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Φ(G) ≤ D, d(Φ(G)/Φ(G′)) ≤ 2. On the other hand, Φ(G)/Φ(G′) = 〈a¯p, b¯p, c¯〉 is of type
(pn−1, pm−1, p), a contradiction. Hence Imin > 1.
Since |G3| ≤ p, without loss of generality, we may assume that [c, a] = 1 or [c, b] = 1.
If [c, a] = 1, then 〈ap, b〉 is an A1-subgroup of index p
2. If [c, b] = 1, then 〈a, bp〉 is an
A1-subgroup of index p
2. To sum up, Imin = 2. 
Theorem 3.2. Suppose that G is a finite p-group such that G3 ≤ Φ(G
′) ∼= Cp and
G/Φ(G′) ∼= Mp(n,m, 1) where n > 1 for p = 2 and n ≥ m. Let w(G) = (wij) be a
characteristic matrix of G. Then the following conclusions hold:
(1) If w22 = w12 = 0, then G ∈ A3;
(2) If w22 = 0 and w12 6= 0, then G ∈ Am+1;
(3) If w22 6= 0 and w12 = 0, then G ∈ An+1.
Proof We get Imax by investigating all maximal subgroups of G. Let N = 〈b, a
p, c〉
and Mi = 〈ab
i, bp, c〉. Then all maximal subgroups of G are N and Mi where 0 ≤ i ≤
p− 1. Note that m > 1 for p > 2 by Theorem 3.1 (1).
(1) In this case, [c, a] = [c, b] = 1. By calculation, Mi = 〈b
p, abi〉 ∗ 〈c〉 and N =
〈b, ap〉∗〈c〉 where 〈bp, abi〉 ∈ A1 and 〈b, a
p〉 ∈ A1. By Lemma 2.3,Mi ∈ A2 and N ∈ A2.
Hence G ∈ A3.
(2) In this case, [c, b] = 1. By Theorem 3.1 (1), m > 1. By calculation, Mi =
〈c, abi〉 ∗ 〈cbw12p〉 where 〈c, abi〉 ∈ A1. By Lemma 2.3, Mi ∈ Am. If p = 2, then
N = 〈c, b, a2〉 is abelian. If p > 2, then N = 〈b, ap〉 ∗ 〈c〉 ∈ A2. To sum up, G ∈ Am+1.
(3) In this case, [c, b] 6= 1 and [c, a] = 1. By calculation, N = 〈c, b〉 ∗ 〈ca−w22p〉
where 〈c, b〉 ∈ A1. By Lemma 2.3, N ∈ An. If p = 2, then M0 = 〈c, a, b
2〉 is abelian
and M1 = 〈c, ab〉 ∗ 〈b
2〉 ∈ Am. If p > 2, then M0 = 〈c, a, b
p〉 = 〈a, bp〉 ∗ 〈c〉 ∈ A2 and
Mi = 〈c, ab
i〉 ∗ 〈cbiw22p〉 ∈ Am for i = 1, 2, . . . , p − 1. To sum up, G ∈ An+1. 
Theorem 3.3. Suppose that G and G¯ are finite p-groups such that G3 ≤ Φ(G
′) ∼= Cp
and G/Φ(G′) ∼= Mp(n,m, 1), where p > 2 and n ≥ m ≥ 2. Let two characteristic
matrices of G and G¯ be w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯
if and only if there exists X =
(
x11 x12
x21p
n−m x22
)
, an invertible matrix over Fp, such
that (
w¯11
w¯21
)
= |X|−1
(
x11 x12p
n−m
x21 x22
)(
w11
w21
)
and (
w¯12
w¯22
)
= X
(
w12
w22
)
.
Proof Suppose that a, b and a¯, b¯ are two set of characteristic generators of w(G) and
w(G¯) respectively. Let θ be an isomorphism from G¯ onto G. We have Φ(G¯)θ = Φ(G)
and Ωm(G¯)
θ = Ωm(G) since these four groups are characteristic in G or G¯. So we may
let
a¯θ = ax11bx12φ1, b¯
θ = ax21p
n−m
bx22φ2
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where φ1 ∈ Φ(G), φ2 ∈ Φ(G) ∩ Ωm(G) and X :=
(
x11 x12
x21p
n−m x22
)
is an invertible
matrix over Fp. By calculations,
c¯θ = [a¯, b¯]θ = [a¯θ, b¯θ] ≡ [ax11bx12 , ax21p
n−m
bx22 ] ≡ c|X| (mod Φ(G′)).
Transforming c¯w¯11p = a¯p
n
by θ, we have c|X|w¯11p = ax11p
n
bx12p
n
. Hence
|X|w¯11 = (x11, x12p
n−m)
(
w11
w21
)
(3.1)
Transforming c¯w¯21p = b¯p
m
by θ, we have c|X|w¯21p = ax21p
n
bx22p
m
. Hence
|X|w¯21 = (x21, x22)
(
w11
w21
)
(3.2)
By Equation 3.1 and 3.2,(
w¯11
w¯21
)
= |X|−1
(
x11 x12p
n−m
x21 x22
)(
w11
w21
)
(3.3)
Transforming c¯w¯12p = [c¯, a¯] by θ, we have c|X|w¯12p = [c|X|, ax11bx12 ]. It follows that
cw¯12p = [c, a]x11 [c, b]x12 = cw12x11p+w22x12p. Hence
w¯12 = (x11, x12)
(
w12
w22
)
(3.4)
Transforming c¯w¯22p = [c¯, b¯] by θ, we have c|X|w¯22p = [c|X|, ax21p
n−m
bx22 ]. It follows that
cw¯22p = [c, a]x21p
n−m
[c, b]x22 = cw12x21p
n−m+1+w22x22p. Hence
w¯22 = (x21p
n−m, x22)
(
w12
w22
)
(3.5)
By Equation 3.4 and 3.5,(
w¯12
w¯22
)
=
(
x11 x12
x21p
n−m x22
)(
w12
w22
)
(3.6)
Conversely, if there exists an invertible matrix X =
(
x11 x12
x21p
n−m x22
)
over Fp
such that Equation 3.3 and 3.6, then, by using the above argument, it is easy to check
that the map θ : a¯ 7→ ax11bx12 , b¯ 7→ ax21p
n−m
bx22 is an isomorphism from G¯ onto G. 
If p = 2, m ≥ 2 and n ≥ 3, then we also have Equation 3.3 and 3.6. If p = 2,
m = 1 and n ≥ 3, then b2 ∈ Z(G). It follows that 1 = [a, b2] = c2[c, b]. Hence
[c, b] = c2. That is, w22 = 1. In this case, we may let b¯
θ = ax212
n−1
bcx23 . By calculations,
(b¯p
m
)θ = (b¯2)θ = (ax212
n−1
bcx23)2 = ax212
n
b2c2x23 [c, b]x23 = ax212
n
b2. Hence we also have
Equation 3.2. It follows that Equation 3.3 and 3.6 hold.
Therefore we have the following theorem.
5
Theorem 3.4. Suppose that G and G¯ are finite 2-groups such that G3 ≤ Φ(G
′) ∼= C2
and G/Φ(G′) ∼=M2(n,m, 1), where n ≥ 3. Let two characteristic matrices of G and G¯
be w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and only if there exists
X =
(
x11 x12
x212
n−m x22
)
, an invertible matrix over F2, such that
(
w¯11
w¯21
)
=
(
x11 x122
n−m
x21 x22
)(
w11
w21
)
and (
w¯12
w¯22
)
= X
(
w12
w22
)
.
In addition, if m = 1, then w22 = 1.
Theorem 3.5. Let G be a finite p-group such that G3 ≤ Φ(G
′) ∼= Cp and G/Φ(G
′) ∼=
Mp(n,m, 1) where n > 1 for p = 2 and n ≥ m. Then G is one of the following
non-isomorphic groups:
(A1) 〈a, b, c
∣∣ a4 = b2 = c4 = 1, [a, b] = c, [c, a] = [c, b] = c2〉;
(A2) 〈a, b, c
∣∣ a4 = b4 = 1, c2 = a2, [a, b] = c, [c, a] = [c, b] = c2〉;
(A3) 〈a, b, c
∣∣ a8 = b2 = 1, c2 = a4, [a, b] = c, [c, a] = [c, b] = c2〉;
(B1) 〈a, b, c
∣∣ a2n+1 = b2 = 1, c2 = a2n , [a, b] = c, [c, a] = 1, [c, b] = c2〉, where n ≥ 3;
(B2) 〈a, b, c
∣∣ a2n = b2 = c4 = 1, [a, b] = c, [c, a] = 1, [c, b] = c2〉, where n ≥ 3;
(B3) 〈a, b, c
∣∣ a2n = b4 = 1, c2 = b2, [a, b] = c, [c, a] = 1, [c, b] = c2〉, where n ≥ 3;
(C1) 〈a, b, c
∣∣ a8 = 1, c2 = a4 = b4, [a, b] = c, [c, a] = 1, [c, b] = 1〉;
(C2) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = a4, [a, b] = c, [c, a] = [c, b] = 1〉;
(C3) 〈a, b, c
∣∣ a8 = 1, c2 = a4 = b4, [a, b] = c, [c, a] = 1, [c, b] = c2〉;
(C4) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = a4, [a, b] = c, [c, a] = 1, [c, b] = c2〉;
(C5) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = a4, [a, b] = c, [c, a] = c2, [c, b] = 1〉;
(D1) 〈a, b, c
∣∣ apn+1 = bpn = 1, cp = apn , [a, b] = c, [c, a] = 1, [c, b] = ctp〉, where
n ≥ 3 for p = 2, n ≥ 2 and t ∈ F ∗p ;
(D2) 〈a, b, c
∣∣ apn+1 = bpn = 1, cp = apn , [a, b] = c, [c, a] = cp, [c, b] = 1〉, where n ≥ 3
for p = 2 and n ≥ 2;
(D3) 〈a, b, c
∣∣ apn+1 = bpn = 1, cp = apn , [a, b] = c, [c, a] = 1, [c, b] = 1〉, where n ≥ 3
for p = 2 and n ≥ 2;
(D4) 〈a, b, c
∣∣ apn = bpn = cp2 = 1, [a, b] = c, [c, a] = cp, [c, b] = 1〉, where n ≥ 3
for p = 2 and n ≥ 2;
(D5) 〈a, b, c
∣∣ apn = bpn = cp2 = 1, [a, b] = c, [c, a] = 1, [c, b] = 1〉, where n ≥ 3
for p = 2 and n ≥ 2;
(E1) 〈a, b, c
∣∣ apn+1 = bpm = 1, cp = apn , [a, b] = c, [c, a] = 1, [c, b] = ctp〉, where
n > m ≥ 2 and t ∈ F ∗p ;
(E2) 〈a, b, c
∣∣ apn+1 = bpm = 1, cp = apn , [a, b] = c, [c, a] = cp, [c, b] = 1〉, where
n > m ≥ 2;
6
(E3) 〈a, b, c
∣∣ apn+1 = bpm = 1, cp = apn , [a, b] = c, [c, a] = 1, [c, b] = 1〉, where
n > m ≥ 2;
(E4) 〈a, b, c
∣∣ apn = bpm+1 = 1, cp = bpm, [a, b] = c, [c, a] = 1, [c, b] = cp〉, where
n > m ≥ 2;
(E5) 〈a, b, c
∣∣ apn = bpm+1 = 1, cp = bpm , [a, b] = c, [c, a] = ctp, [c, b] = 1〉, where
n > m ≥ 2 and t ∈ F ∗p ;
(E6) 〈a, b, c
∣∣ apn = bpm+1 = 1, cp = bpm , [a, b] = c, [c, a] = 1, [c, b] = 1〉, where
n > m ≥ 2;
(E7) 〈a, b, c
∣∣ apn = bpm = cp2 = 1, [a, b] = c, [c, a] = 1, [c, b] = cp〉, where n > m ≥ 2;
(E8) 〈a, b, c
∣∣ apn = bpm = cp2 = 1, [a, b] = c, [c, a] = cp, [c, b] = 1〉, where n > m ≥ 2;
(E9) 〈a, b, c
∣∣ apn = bpm = cp2 = 1, [a, b] = c, [c, a] = 1, [c, b] = 1〉, where n > m ≥ 2.
Proof Case 1: m = 1.
If p > 2, then cp = [a, bp] = 1, a contradiction. Hence p = 2. It follows that n ≥ 2.
If n = 2, then |G| = 25. By checking the list of groups of order 25, we get the groups of
Type (A1)–(A3). In the following, we may assume that n ≥ 3. Suppose that G and G¯
are two groups described in the theorem. By Theorem 3.4, w¯22 = w22 = 1, and G¯ ∼= G
if and only if there exists X =
(
1 x12
x212
n−1 1
)
, an invertible matrix over F2, such
that (
w¯11
w¯21
)
=
(
1 0
x21 1
)(
w11
w21
)
and (
w¯12
1
)
=
(
1 x12
0 1
)(
w12
1
)
.
Let x12 = w12. Then we have w¯12 = 0. If w11 = 0, then w¯11 = 0 and w¯21 = w21. If
w11 = 1, then, letting x21 = w21, we have w¯21 = 0. To sum up, characteristic matrices
of non-isomorphic groups are:
(b1)
(
1 0
0 1
)
(b2)
(
0 0
0 1
)
(b3)
(
0 0
1 1
)
.
Hence we get the groups of Type (B1)–(B3).
Case 2: p = n = m = 2.
In this case, |G| = 26. By checking the list of groups of order 26, we get the groups
of Type (C1)–(C5).
Case 3: n ≥ 3 for p = 2 and n = m ≥ 2.
Suppose that G and G¯ are two groups described in the theorem. By Theorem 3.3
and 3.4, G ∼= G¯ if and only if there exists X =
(
x11 x12
x21 x22
)
, an invertible matrix over
Fp, such that (
w¯11
w¯21
)
= |X|−1X
(
w11
w21
)
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and (
w¯12
w¯22
)
= X
(
w12
w22
)
.
That is, (
w¯11 w¯12
w¯21 w¯22
)
= X
(
w11 w12
w21 w22
)(
|X|−1 0
0 1
)
(3.7)
If w(G) is invertible, then, letting X = diag(1, |w(G)|)(w(G))−1 , we have w(G¯) =
diag(1, |w(G)|). Hence we get the group of Type (D1) where t = |w(G)|. By Equation
3.7, |w(G¯)| = |w(G)|. Hence different t give non-isomorphic groups.
If w(G) = 0, then G is the group of Type (D5). In the following, we assume that
w(G) is of rank 1.
By suitably choosing X such that |X| = 1, that is, using some row operations,
we can simplify w(G) to be
(
w11 w12
0 0
)
where (w11, w12) 6= (0, 0). Let w(G¯) and
w(G) be such matrices. Then, by Equation 3.7, it is easy to check that G ∼= G¯ if
and only if there exists X = diag(x11, x22), an invertible matrix over Fp, such that
w(G¯) = Xw(G)diag(|X|−1, 1). By Table 3.1, we get the groups of (D2)–(D4). It is
Case X w(G¯) Group
w11 6= 0 and w12 6= 0 diag(w
−1
12
, w11)
(
1 1
0 0
)
(D2)
w11 6= 0 and w12 = 0 diag(1, w11)
(
1 0
0 0
)
(D3)
w11 = 0 and w12 6= 0 diag(w
−1
12
, w12)
(
0 1
0 0
)
(D4)
Table 3.1: Case 3 in Theorem 3.5 where w(G) is of rank 1
easy to check that different types give non-isomorphic groups.
Case 4: n > m ≥ 2.
Suppose that G and G¯ are two groups described in the theorem. By Theorem 3.3
and 3.4, G ∼= G¯ if and only if there exists X =
(
x11 x12
x21p
n−m x22
)
, an invertible matrix
over Fp, such that (
w¯11
w¯21
)
= |X|−1
(
x11 0
x21 x22
)(
w11
w21
)
(3.8)
and (
w¯12
w¯22
)
=
(
x11 x12
0 x22
)(
w12
w22
)
(3.9)
By suitably choosing x21, that is, using an elementary row operation, we can simplify(
w11
w21
)
to be one of the following three types:
(a1)
(
w11
0
)
where w11 6= 0, (b1)
(
0
w21
)
where w21 6= 0, (c1)
(
0
0
)
.
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In the following, we assume that both
(
w11
w21
)
and
(
w¯11
w¯21
)
are such matrices. By
Equation 3.8 and 3.9, it is easy to check that (i) different types give non-isomorphic
groups, and (ii) G ∼= G¯ if and only if there exists X =
(
x11 x12
0 x22
)
, an invertible
matrix over Fp, such that(
w¯11
w¯21
)
= |X|−1
(
x11 0
0 x22
)(
w11
w21
)
(3.10)
and (
w¯12
w¯22
)
=
(
x11 x12
0 x22
)(
w12
w22
)
. (3.11)
By suitably choosing x12, that is, using an elementary row operation, we can simplify(
w12
w22
)
to be one of the following three types:
(a2)
(
0
w22
)
where w22 6= 0, (b2)
(
w12
0
)
where w21 6= 0, (c2)
(
0
0
)
.
In the following, we assume that both
(
w12
w22
)
and
(
w¯12
w¯22
)
are such matrices. By
Equation 3.10 and 3.11, it is easy to check that (i) different types give non-isomorphic
groups, and (ii) G ∼= G¯ if and only if there exists X = diag(x11, x22), an invertible
matrix over Fp, such that(
w¯11
w¯21
)
= |X|−1X
(
w11
w21
)
and
(
w¯12
w¯22
)
= X
(
w12
w22
)
. (3.12)
By Equation 3.12, G ∼= G¯ if and only if there exists X = diag(x11, x22), an invertible
matrix over Fp, such that w(G¯) = Xw(G)diag(|X|
−1, 1). By Table 3.2, we get the
(
w11
w21
) (
w12
w22
)
w(G) X w(G¯) Group Remark
(a1) (a2)
(
w11 0
0 w22
)
diag(1, w11)
(
1 0
0 w11w22
)
(E1) t = w11w22
(a1) (b2)
(
w11 w12
0 0
)
diag(w−112 , w11)
(
1 1
0 0
)
(E2)
(a1) (c2)
(
w11 0
0 0
)
diag(1, w11)
(
1 0
0 0
)
(E3)
(b1) (a2)
(
0 0
w21 w22
)
diag(w21, w
−1
22 )
(
0 0
1 1
)
(E4)
(b1) (b2)
(
0 w12
w21 0
)
diag(w21, 1)
(
0 w12w21
1 0
)
(E5) t = w12w21
(b1) (c2)
(
0 0
w21 0
)
diag(w21, 1)
(
0 0
1 0
)
(E6)
(c1) (a2)
(
0 0
0 w22
)
diag(1, w−122 )
(
0 0
0 1
)
(E7)
(c1) (b2)
(
0 w12
0 0
)
diag(w−112 , 1)
(
0 1
0 0
)
(E8)
(c1) (c2)
(
0 0
0 0
) (
0 0
0 0
)
(E9)
Table 3.2: Case 4 in Theorem 3.5
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groups of Type (E1)–(E9). 
By Theorem 3.2, we have the following theorem.
Theorem 3.6. Let G be a finite p-group listed in Theorem 3.5. Then the following
conclusions hold:
(1) Imax = 2 for types (A1)–(A3), (C1)–(C5), (D3), (D5), (E3), (E6), (E9);
(2) Imax = n for types (B1)–(B3), (D1)–(D2), (D4), (E1), (E4), (E7);
(3) Imax = m for types (E2), (E5), (E8).
4 The case G3 ∼= Cp and Φ(G
′) = 1
Suppose that G is a finite p-group with G3 ∼= Cp, Φ(G
′) = 1 and G/G3 ∼=Mp(n,m, 1),
where n > 1 for p = 2 and n ≥ m. Let
G/G3 = 〈a¯, b¯, c¯ | a¯
pn = b¯p
m
= c¯p = 1, [c¯, a¯] = [b¯, c¯] = 1〉.
Then, without loss of generality, we may assume that G = 〈a, b, c〉 such that [a, b] = c.
Since Φ(G′) = 1, cp = 1. Let G3 = 〈z〉. Since a
pn ∈ G3, we may assume that a
pn = zw11 .
By similar reasons, we may assume that bp
m
= zw21 , [c, a] = zw12 and [c, b] = zw22 . Then
we get a 2 × 2 matrix over Fp. w(G) = (wij) is called a characteristic matrix of G.
Notice that w(G) will be changed if we change the generators a, b. We also call a, b a
set of characteristic generators of w(G).
Theorem 4.1. Let G be a finite p-group such that G3 ∼= Cp, Φ(G
′) = 1 and G/G3 ∼=
Mp(n,m, 1), where n > 1 for p = 2 and n ≥ m. Then the following conclusion hold:
(1) If m = 1, then Imin = 1;
(2) If m ≥ 2, then Imin = 2.
Proof (1) Since G3 = 〈[c, ab], [c, a]〉 ∼= Cp, [c, a] 6= 1 or [c, ab] 6= 1. Hence either 〈a, c〉
or 〈ab, c〉 is an A1-subgroup of index p. Thus Imin = 1.
(2) Firstly, we claim that Imin > 1. Otherwise, Imin = 1. Assume that D is an A1-
subgroup of index p. It is easy to see that D′ = G3 and d(D/G3) = 2. Since Φ(G) ≤ D,
d(Φ(G)/G3) ≤ 2. On the other hand, Φ(G)/G3 = 〈a¯
p, b¯p, c¯〉 is of type (pn−1, pm−1, p),
a contradiction.
If [c, b] = 1, then [c, a] 6= 1. In this case, 〈cbp, a〉 is an A1-subgroup of index p
2. If
[c, b] 6= 1, then, without loss of generality, we may assume that [c, a] = 1. In this case,
〈b, cap〉 is an A1-subgroup of index p
2. To sum up, Imin = 2. 
Theorem 4.2. Suppose that G is a finite p-group such that G3 ∼= Cp, Φ(G
′) = 1 and
G/G3 ∼= Mp(n,m, 1), where n > 1 for p = 2 and n ≥ m. Let w(G) = (wij) be a
characteristic matrix of G. Then the following conclusions hold:
(1) If p = 2 and m = 1, then G ∈ A3;
(2) If m > 1 for p = 2, w22 = 0 and w12 6= 0, then G ∈ Am+1;
(3) If m > 1 for p = 2, w22 6= 0 and w12 = 0, then G ∈ An+1.
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Proof We get Imax by investigating all maximal subgroups of G. Let G3 = 〈z〉,
N = 〈b, ap, c, z〉 and Mi = 〈ab
i, bp, c, z〉. Then all maximal subgroups of G are N and
Mi where 0 ≤ i ≤ p− 1.
(1) In this case, [c, b] = [a, b2] = 1. Hence [c, a] 6= 1. It follows that Mi = 〈c, ab
i〉 ∈
A1. Since 〈a
2, b〉 ∈ A1, we have N = 〈a
2, b〉 × 〈c〉 ∈ A2 by Lemma 2.3. Hence G ∈ A3.
(2) In this case, [c, b] = 1 and [c, a] 6= 1. Hence 〈c, abi〉 ∈ A1. If m = 1, then
Mi = 〈c, ab
i〉 ∈ Am. If m > 1, then Mi = 〈c, ab
i〉 ∗ 〈bp〉. By Lemma 2.3, we also
have Mi ∈ Am. If p = 2, then m > 1 and N = 〈a
2, b〉 × 〈c〉 ∈ A2. If p > 2, then
N = 〈ap, b, c, z〉 is abelian. To sum up, G ∈ Am+1.
(3) In this case, [c, a] = 1 and [c, b] 6= 1. By Lemma 2.3, N = 〈c, b〉 ∗ 〈ap〉 ∈ An.
If p = 2, then M0 = 〈a, b
2〉 × 〈c〉 ∈ A2 and M1 = 〈c, ab〉 ∗ 〈cb
2〉 ∈ Am. If p > 2, then
M0 = 〈c, a, b
p, z〉 is abelian and Mi = 〈c, ab
i〉 ∗ 〈bp〉 ∈ Am for i = 1, 2, . . . , p− 1. To sum
up, G ∈ An+1. 
Theorem 4.3. Suppose that G and G¯ are finite p-groups such that G3 ∼= Cp, Φ(G
′) = 1
and G/G3 ∼= Mp(n,m, 1), where n ≥ m ≥ 2. Let two characteristic matrices of G and
G¯ be w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and only if there
exists X =
(
x11 x12
x21p
n−m x22
)
, an invertible matrix over Fp, and λ ∈ F
∗
p , such that
(
w¯11
w¯21
)
= λ−1
(
x11 x12p
n−m
x21 x22
)(
w11
w21
)
and (
w¯12
w¯22
)
= λ−1|X|X
(
w12
w22
)
.
Proof Suppose that a, b and a¯, b¯ are two set of characteristic generators of w(G) and
w(G¯) respectively. Let θ be an isomorphism from G¯ onto G. We have Φ(G¯)θ = Φ(G)
and Ωm(G¯)
θ = Ωm(G) since these four groups are characteristic in G or G¯. So we may
let
a¯θ = ax11bx12φ1, b¯
θ = ax21p
n−m
bx22φ2
where φ1 ∈ Φ(G), φ2 ∈ Φ(G) ∩ Ωm(G) and X :=
(
x11 x12
x21p
n−m x22
)
is an invertible
matrix over Fp. By calculations,
c¯θ = [a¯, b¯]θ = [a¯θ, b¯θ] ≡ [ax11bx12 , ax21p
n−m
bx22 ] ≡ c|X| (mod G3).
Let z¯θ = zλ. Then λ 6= 0. Transforming z¯w¯11 = a¯p
n
by θ, we have zλw¯11 = ax11p
n
bx12p
n
.
Hence
λw¯11 = (x11, x12p
n−m)
(
w11
w21
)
(4.1)
Transforming z¯w¯21 = b¯p
m
by θ, we have zλw¯21 = ax21p
n
bx22p
m
. Hence
λw¯21 = (x21, x22)
(
w11
w21
)
(4.2)
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By Equation 4.1 and 4.2,(
w¯11
w¯21
)
= λ−1
(
x11 x12p
n−m
x21 x22
)(
w11
w21
)
. (4.3)
Transforming z¯w¯12 = [c¯, a¯] by θ, we have zλw¯12 = [c|X|, ax11bx12 ]. It follows that
λw¯12 = |X|(x11, x12)
(
w12
w22
)
. (4.4)
Transforming z¯w¯22 = [c¯, b¯] by θ, we have zλw¯22 = [c|X|, ax21p
n−m
bx22 ]. It follows that
λw¯22 = |X|(x21p
n−m, x22)
(
w12
w22
)
. (4.5)
By Equation 4.4 and 4.5,(
w¯12
w¯22
)
= λ−1|X|
(
x11 x12
x21p
n−m x22
)(
w12
w22
)
. (4.6)
Conversely, if there exists an invertible matrix X =
(
x11 x12
x21p
n−m x22
)
over Fp and
λ ∈ F ∗p such that Equation 4.3 and 4.6, then, by using the above argument, it is easy
to check that the map θ : a¯ 7→ ax11bx12 , b¯ 7→ ax21p
n−m
bx22 is an isomorphism from G¯
onto G. 
For odd p and m = 1, if p > 3 or n ≥ 2, then we also have Equation 4.3 and 4.6.
Hence we get the following theorem.
Theorem 4.4. Suppose that G and G¯ are finite p-groups such that G3 ∼= Cp, Φ(G
′) = 1
and G/G3 ∼= Mp(n, 1, 1), where p > 2 and n > 1 for p = 3. Let two characteristic
matrices of G and G¯ be w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯
if and only if there exists X =
(
x11 x12
x21p
n−m x22
)
, an invertible matrix over Fp, and
λ ∈ F ∗p such that (
w¯11
w¯21
)
= λ−1
(
x11 x12p
n−m
x21 x22
)(
w11
w21
)
and (
w¯12
w¯22
)
= λ−1|X|X
(
w12
w22
)
.

If p = 2 and m = 1, then 1 = [a, b2] = [c, b]. Since G3 6= 1, [c, a] 6= 1. That
is, (w12, w22) = (1, 0). In this case, we may let b¯
θ = ax212
n−1
bcx23 . If n = 2, then
(b¯2)θ = (ax212bcx23)2 = ax212
2
b2[c, a]x21 and Equation 4.2 is changed to be
w¯21 = (x21, 1)
(
w11
w21
)
+ x21. (4.2
′)
If n ≥ 3, then we also have Equation 4.3 and 4.6. Hence we get the following theorem.
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Theorem 4.5. Suppose that G and G¯ are finite 2-groups such that G3 ∼= C2, Φ(G
′) = 1
and G/G3 ∼= M2(n, 1, 1), where n ≥ 3. Let two characteristic matrices of G and G¯ be
w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and only if there exists
X =
(
1 0
x21 1
)
, a matrix over F2 such that
(
w¯11
w¯21
)
= X
(
w11
w21
)
.
Theorem 4.6. Let G be a finite p-group such that G3 ∼= Cp, Φ(G
′) = 1 and G/G3 ∼=
Mp(n,m, 1), where n > 1 for p = 2 and n ≥ m. Then G is one of the following
non-isomorphic groups:
(F) one of 3-groups of maximal class of order 34;
(G1) 〈a, b, c
∣∣ apm+1 = bpm = cp = 1, [a, b] = c, [c, a] = 1, [c, b] = aνpm〉, where
m > 1 for p ≤ 3, ν = 1 or a fixed quadratic non-residue modular p;
(G2) 〈a, b, c, d
∣∣ apm = bpm = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = 1, [d, a] =
[d, b] = 1〉, where m > 1 for p ≤ 3;
(G3) 〈a, b, c
∣∣ apm+1 = bpm = cp = 1, [a, b] = c, [c, a] = apm, [c, b] = 1〉, where
m > 1 for p ≤ 3;
(H1) 〈a, b, c, d
∣∣ a4 = b2 = c2 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = [d, a] = [d, b] =
1〉;
(H2) 〈a, b, c
∣∣ a8 = b2 = c2 = 1, [a, b] = c, [c, a] = a4, [c, b] = 1〉;
(H3) 〈a, b, c
∣∣ a8 = c2 = 1, b2 = a4, [a, b] = c, [c, a] = b2, [c, b] = 1〉;
(I1) 〈a, b, c, d
∣∣ a2n = b2 = c2 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = [d, a] = [d, b] =
1〉, where n ≥ 3;
(I2) 〈a, b, c
∣∣ a2n+1 = b2 = c2 = 1, [a, b] = c, [c, a] = a2n , [c, b] = 1〉, where n ≥ 3;
(I3) 〈a, b, c
∣∣ a2n = b4 = c2 = 1, [a, b] = c, [c, a] = b2, [c, b] = 1〉, where n ≥ 3;
(J1) 〈a, b, c
∣∣ apn+1 = bpm = cp = 1, [a, b] = c, [c, a] = 1, [c, b] = aνpn〉, where
m > 1 for p = 2 and n > m, ν = 1 or a fixed quadratic non-residue modular p;
(J2) 〈a, b, c
∣∣ apn+1 = bpm = cp = 1, [a, b] = c, [c, a] = apn , [c, b] = 1〉, where
m > 1 for p = 2 and n > m;
(J3) 〈a, b, c
∣∣ apn = bpm+1 = cp = 1, [a, b] = c, [c, a] = 1, [c, b] = bpm〉, where m > 1
for p = 2 and n > m;
(J4) 〈a, b, c
∣∣ apn = bpm+1 = cp = 1, [a, b] = c, [c, a] = bνpm, [c, b] = 1〉, where
m > 1 for p = 2 and n > m, ν = 1 or a fixed quadratic non-residue modular p;
(J5) 〈a, b, c, d
∣∣ apn = bpm = cp = dp = 1, [a, b] = c, [c, a] = 1, [c, b] = d, [d, a] =
[d, b] = 1〉, where m > 1 for p = 2 and n > m;
(J6) 〈a, b, c, d
∣∣ apn = bpm = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = 1, [d, a] =
[d, b] = 1〉, where m > 1 for p = 2 and n > m.
Proof Case 1: n = m.
If n = m = 1, then p > 2. If p = 3, then |G| = 34 and hence G is the group of type
(F). If m > 1 or p > 3, then, by Theorem 4.3 and 4.4, G ∼= G¯ if and only if there exists
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X =
(
x11 x12
x21 x22
)
, an invertible matrix over Fp, and λ ∈ F
∗
p such that(
w¯11
w¯21
)
= λ−1X
(
w11
w21
)
and (
w¯12
w¯22
)
= λ−1|X|X
(
w12
w22
)
.
That is, (
w¯11 w¯12
w¯21 w¯22
)
= λ−1X
(
w11 w12
w21 w22
)(
1 0
0 |X|
)
. (4.7)
Subcase 1.1. w(G) is invertible.
Assume that |w(G)| = νd2 where ν = 1 or a fixed quadratic non-residue modular
p. Let X = diag(1, νd)(w(G))−1 and λ = 1. Then |X| = d−1 and w(G¯) = diag(1, ν).
Hence we get the group of Type (G1). By Equation 4.7, |w(G¯)| = |w(G)|λ−2|X|2.
Hence different ν give non-isomorphic groups.
Subcase 1.2. w(G) is not invertible.
Since G3 6= 1, [c, a] 6= 1 or [c, b] 6= 1. Without loss of generality, we may assume
that [c, a] 6= 1. Furthermore, we may assume that (w12, w22) = (1, 0). Since w(G) is
not invertible, w21 = 0. If w11 = 0, then we get the group of Type (G2). If w11 6= 0,
then, letting X = diag(w−111 , w
2
11) and λ = 1, we have w¯11 = 1. Hence we get the group
of Type (G3). It is easy to check that a group of Type (G2) is not isomorphic to that
of Type (G3).
Case 2. n > m = 1 and p = 2.
Since m = 1, (w12, w22) = (1, 0). If n = 2, then |G| = 2
5. By checking the
list of groups of order 25, we get the groups of Type (H1)–(H3). If n ≥ 3, then, by
Theorem 4.5, G ∼= G¯ if and only if there exists X =
(
1 0
x21 1
)
such that
(
w¯11
w¯21
)
=
X
(
w11
w21
)
. It is easy to get the groups of Type (I1)–(I3).
Case 3. n > m where m > 1 for p = 2.
Suppose that G and G¯ are two groups described in the theorem. By Theorem 4.3
and 4.4, G ∼= G¯ if and only if there exists X =
(
x11 x12
x21p
n−m x22
)
, an invertible matrix
over Fp, and λ ∈ F
∗
p such that(
w¯11
w¯21
)
= λ−1
(
x11 0
x21 x22
)(
w11
w21
)
(4.8)
and (
w¯12
w¯22
)
= λ−1|X|
(
x11 x12
0 x22
)(
w12
w22
)
. (4.9)
By suitably choosing x21, that is, using an elementary row operation, we can simplify(
w11
w21
)
to be one of the following three types:
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(a1)
(
w11
0
)
where w11 6= 0, (b1)
(
0
w21
)
where w21 6= 0, (c1)
(
0
0
)
.
In the following, we assume that both
(
w11
w21
)
and
(
w¯11
w¯21
)
are such matrices. By
Equation 4.8 and 4.9, it is easy to check that (i) different types give non-isomorphic
groups, (ii) G ∼= G¯ if and only if there exists X =
(
x11 x12
0 x22
)
, an invertible matrix
over Fp, and λ ∈ F
∗
p such that(
w¯11
w¯21
)
= λ−1
(
x11 0
0 x22
)(
w11
w21
)
(4.10)
and (
w¯12
w¯22
)
= λ−1|X|X
(
w12
w22
)
. (4.11)
Similarly, we can simplify
(
w12
w22
)
to be one of the following two types (note that
(w12, w22) 6= (0, 0) by G3 6= 1):
(a2)
(
0
w22
)
where w22 6= 0, (b2)
(
w12
0
)
where w21 6= 0.
In the following, we assume that both
(
w12
w22
)
and
(
w¯12
w¯22
)
are such matrices. By
Equation 4.10 and 4.11, it is easy to check that (i) different types give non-isomorphic
groups, (ii) G ∼= G¯ if and only if there exists X = diag(x11, x22), an invertible matrix
over Fp, and λ ∈ F
∗
p such that(
w¯11
w¯21
)
= λ−1X
(
w11
w21
)
and
(
w¯12
w¯22
)
= λ−1|X|X
(
w12
w22
)
. (4.12)
By Equation 4.12, G ∼= G¯ if and only if there exists X = diag(x11, x22), an invertible
matrix over Fp, and λ ∈ F
∗
p such that w(G¯) = λ
−1Xw(G)diag(1, |X|). By Table 4.1,
(
w11
w21
) (
w12
w22
)
w(G) λ X Remark w(G¯) Group
(a1) (a2)
(
w11 0
0 w22
)
1 diag(w−1
11
, d−1) w22w
−1
11
= νd2
(
1 0
0 ν
)
(J1)
(a1) (b2)
(
w11 w12
0 0
)
1 diag(w−1
11
, w2
11
w
−1
12
)
(
1 1
0 0
)
(J2)
(b1) (a2)
(
0 0
w21 w22
)
1 diag(w2
21
w
−1
22
, w
−1
21
)
(
0 0
1 1
)
(J3)
(b1) (b2)
(
0 w12
w21 0
)
1 diag(d−1, w−1
21
) w12w
−1
21
= νd2
(
0 ν
1 0
)
(J4)
(c1) (a2)
(
0 0
0 w22
)
1 diag(w−1
22
, 1)
(
0 0
0 1
)
(J5)
(c1) (b2)
(
0 w12
0 0
)
1 diag(1, w−1
12
)
(
0 1
0 0
)
(J6)
Table 4.1: Case 3 in Theorem 4.6
we get the groups of Type (J1)–(J6). 
By Theorem 4.2, we have the following theorem.
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Theorem 4.7. Let G be a finite p-group listed in Theorem 4.6. Then the following
conclusions hold:
(1) Imax = 1 for the type (F);
(2) Imax = 2 for types (H1)–(H3), (I1)–(I3);
(3) Imax = m for types (G1)–(G3), (J2), (J4), (J6);
(4) Imax = n for types (J1), (J3), (J5).
5 The case G3 ∼= Cp and Φ(G
′)G3 ∼= C
2
p
Suppose that G is a finite p-group with G3 ∼= Cp, Φ(G
′)G3 ∼= C
2
p and G/Φ(G
′)G3 ∼=
Mp(n,m, 1), where n > 1 for p = 2 and n ≥ m. Let
G/Φ(G′)G3 = 〈a¯, b¯, c¯ | a¯
pn = b¯p
m
= c¯p = 1, [c¯, a¯] = [b¯, c¯] = 1〉.
Then, without loss of generality, we may assume that G = 〈a, b, c〉 where [a, b] = c. Since
Φ(G′) ∼= Cp, c is of order p
2. Since G3 ∼= Cp, CG(G
′) is maximal in G. If [c, b] 6= 1,
then, without loss of generality, we may assume that [c, a] = 1. In this case, the type
of CG(G
′)/Φ(G′)G3 is (p
n, pm−1, p). If [c, b] = 1, then the type of CG(G
′)/Φ(G′)G3 is
(pn, pm−1, p).
5.1 The type of CG(G
′)/Φ(G′)G3 is (p
n, pm−1, p)
Without loss of generality, we may assume that [a, c] = 1 and [b, c] 6= 1. Let [b, c] = x.
Then G3 = 〈x〉. Since a
pn ∈ Φ(G′)G3, we may assume that a
pn = cw11pxw12 . By a
similar reason, we may assume that bp
m
= cw21pxw22 . Let w(G) = (wij). Then we get
a 2× 2 matrix over Fp. w(G) is called a characteristic matrix of G. Notice that w(G)
will be changed if we change the generators a, b. We also call a, b a set of characteristic
generators of w(G).
Theorem 5.1. Suppose that p is an odd prime, G is a finite p-group such that G3 ∼=
Cp, Φ(G
′)G3 = C
2
p , G/Φ(G
′)G3 ∼= Mp(n,m, 1) and the type of CG(G
′)/Φ(G′)G3 is
(pn, pm−1, p) where n ≥ m ≥ 2. Let w(G) = (wij) be a characteristic matrix of G.
Then the following conclusions hold:
(1) Imin ≥ 2. That is, G does not have an A1-subgroup of index p;
(2) Imax ≥ n;
(3) Imax = 2 if and only if n = m = 2 and one of the following holds: (i) w11 =
w12 = 0 and w22 6= 0; (ii) w
2
11 − 4w12 is a quadratic non-residue modular p.
Proof We get Imax and Imin by investigating all maximal subgroups of G. Let N =
〈a, bp, c, x〉 and Mi = 〈a
ib, ap, c, x〉. Then all maximal subgroups of G are N and Mi
where 0 ≤ i ≤ p− 1.
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(1) If w12 6= 0 or w22 6= 0, then N = 〈a, b
p〉∗〈c〉 ∈ A2 by Lemma 2.3. If w12 = w22 =
0, then N = 〈a, bp〉 ∗ 〈c〉 × 〈x〉 ∈ A3 by Lemma 2.3. By calculation, M
′
i = 〈c
p, x〉 =
Φ(G′)G3 and hence Mi 6∈ A1. Thus G does not have an A1-subgroup of index p.
(2) Let D = 〈c, b〉. Then D ∈ A1 and |G : D| = p
n. Hence Imax ≥ n.
(3) If Imax = 2, then w12 6= 0 or w22 6= 0 by the proof of (1), and n = m = 2 by (2).
Let A = 〈ap, bp, c, x〉, Br = 〈a
ibcr, ap, cp, x〉 and Cst = 〈a
ibasp, catp, cp, x〉 where
0 ≤ r, s, t ≤ p − 1. Then A, Br and Cst are all maximal subgroups of Mi. Since
G ∈ A3, Mi ∈ A2. Hence A, Br and Cst are abelian or minimal non-abelian.
First of all, A is the unique abelian maximal subgroup of Mi. Since w12 6= 0
or w22 6= 0, Br = 〈a
ibcr, ap〉 ∈ A1. Since [ca
tp, aibasp] = ctpx−1 and (aibasp)p
2
=
c(iw11+w21)pxiw12+w22 and (catp)p = c(tw11+1)pxtw12 , Cst ∈ A1 if and only if the following
equation set about i and t has no solution.{
iw11 + w21 = −t(iw12 +w22) (5.1.1)
tw11 + 1 = −t
2w12 (5.1.2)
(5.1)
By (5.1), i = tw21 + t
2w22. Hence Cst ∈ A1 if and only if Equation (5.1.2) has no
solution. If w12 = 0, then w11 = 0. Hence (i) holds. If w12 6= 0, then w
2
11 − 4w12 is a
quadratic non-residue modular p. Hence (ii) holds.
Conversely, if (i) or (ii) holds and n = m = 2, then, by using the above argument,
it is easy to see Imax = 2. 
Theorem 5.2. Let G be a finite 2-group such that G3 ∼= C2, Φ(G
′)G3 = C
2
2 , G/Φ(G
′)G3 ∼=
M2(n,m, 1) and the type of CG(G
′)/Φ(G′)G3 is (2
n, 2m−1, 2) where n ≥ m ≥ 2. Let
w(G) = (wij) be a characteristic matrix of G. Then the following conclusions hold:
(1) Imin ≥ 2. That is, G does not have an A1-subgroup of index 2;
(2) Imax ≥ n;
(3) Imax = 2 if and only if n = m = 2 and one of the following holds: (i) w22 = 1
and w21 = 0; (ii) w22 = 0 and w21 = w12 = 1.
Proof We get Imax and Imin by investigating maximal subgroups of G. Let N =
〈a, b2, c, x〉 and Mi = 〈a
ib, a2, c, x〉. Then all maximal subgroups of G are N , M0 and
M1.
(1) If a2
n
= c2, then N = 〈a, b2〉 × 〈ca2
n−1
〉 ∈ A2 by Lemma 2.3. If a
2n = x,
then N = 〈a, b2〉 ∗ 〈ca2
n−1
〉 ∈ A2. If b
2m = c2, then N = 〈a, b2〉 × 〈cb2
m−1
〉 ∈ A2.
If b2
m
= x, then N = 〈a, b2〉 ∗ 〈cb2
m−1
〉 ∈ A2. If a
2n = c2ixi and b2
m
= c2jxj , then
N = 〈a2, b〉 × 〈c〉 ∈ A3 by Lemma 2.3. By calculation, M
′
i = 〈c
2, y〉 = Φ(G′)G3 and
hence Mi 6∈ A1. To sum up, G does not have an A1-subgroup of index 2.
(2) Let D = 〈c, b〉. Then D ∈ A1 and |G : D| = 2
n. Hence Imax ≥ n.
(3) If Imax = 2, then n = m = 2 by (2).
Let A = 〈a2, b2, c, x〉, Br = 〈a
ibcr, a2, c2, x〉 and Cst = 〈a
iba2s, ca2t, c2, x〉 where
r, s, t = 0, 1. Then A, Br and Cst are all maximal subgroups of Mi. Since G ∈ A3,
Mi ∈ A2. Hence A, Br and Cst are abelian or minimal non-abelian.
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First of all, A is the unique abelian maximal subgroup of Mi. Since [a
ibcr, a2] =
c2, Br ∈ A1 if and only if w12 6= 0 or w22 6= 0. Since [a
iba2s, ca2t] = c2tx and
(aiba2s)4 = c2(iw11+w21+i)xiw12+w22 and (ca2t)2 = c2(tw11+1)xtw12 , Cst ∈ A1 if and only
if the following equation set about i and t has no solution.{
iw11 +w21 + i = t(iw12 + w22) (5.2.1)
tw11 + 1 = t
2w12 = tw12 (5.2.2)
(5.2)
If Equation set (5.2) has a solution, then, by (5.2.2), t = w11+w12 = 1, and by (5.2.1),
w21 + w22 = 0. Hence Cst ∈ A1 if and only if w21 + w22 = 1 or w11 + w12 = 0. Since
w11 + w12 = 1 or w21 + w22 = 1 by the proof of (1), w21 + w22 = 1. If w22 = 1, then
w21 = 0 and (i) holds. If w22 = 0, then w21 = w12 = 1 and (ii) holds.
Conversely, if (1) or (2) holds and n = m = 2, then, by using the above argument,
it is easy see Imax = 2. 
Theorem 5.3. Suppose that G and G¯ are finite p-groups such that G3 ∼= Cp, Φ(G
′)G3 ∼=
C2p , G/Φ(G
′)G3 ∼=Mp(n,m, 1), and the type of CG(G
′)/Φ(G′)G3 is (p
n, pm−1, p) where
n ≥ 3 for p = 2 and n ≥ m ≥ 2. Let two characteristic matrices of G and G¯ be w(G) =
(wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and only if there exists an invertible
matrix X =
(
x11 0
x21 x22
)
over Fp such that w(G¯) = Xw(G)diag(x
−1
11 x
−1
22 , x
−1
11 x
−2
22 ).
Proof Suppose that a, b and a¯, b¯ are two set of characteristic generators of w(G) and
w(G¯) respectively. Let θ be an isomorphism from G¯ onto G. We have Φ(G¯)θ = Φ(G),
Ωm(G¯)
θ = Ωm(G) and (CG¯(G¯
′))θ = CG(G
′) since these six subgroups are characteristic
in G or G¯. Note that CG¯(G¯
′) = 〈a¯,Φ(G¯)〉 and CG(G
′) = 〈a,Φ(G)〉 respectively. So we
may let
a¯θ = ax11φ1, b¯
θ = ax21p
n−m
bx22φ2
where φ1 ∈ Φ(G), φ2 ∈ Φ(G) ∩ Ωm(G) and x11x22 ∈ F
∗
p . By calculation,
c¯θ = [a¯, b¯]θ = [a¯θ, b¯θ] ≡ [ax11 , ax21p
n−m
bx22 ] ≡ cx11x22 (mod G3)
and
x¯θ = [b¯, c¯]θ = [b¯θ, c¯θ] = [ax21p
n−m
bx22 , cx11x22 ] = xx11x
2
22 .
Transforming c¯w¯11px¯w¯12 = a¯p
n
by θ, we have cw¯11x11x22pxw¯12x11x
2
22 = ax11p
n
. Hence
(w¯11, w¯12)
(
x11x22 0
0 x11x
2
22
)
= (x11, 0)
(
w11 w12
w21 w22
)
. (5.3)
Transforming c¯w¯21px¯w¯22 = b¯p
m
by θ, we have cw¯21x11x22pxw¯22x11x
2
22 = ax21p
n
bx22p
m
. Hence
(w¯21, w¯22)
(
x11x22 0
0 x11x
2
22
)
= (x21, x22)
(
w11 w12
w21 w22
)
. (5.4)
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By Equation 5.3 and 5.4,(
w¯11 w¯12
w¯21 w¯22
)
=
(
x11 0
x21 x22
)(
w11 w12
w21 w22
)
diag(x−111 x
−1
22 , x
−1
11 x
−2
22 ). (5.5)
Conversely, if there exists an invertible matrix X =
(
x11 0
x21 x22
)
over Fp such
that Equation 5.5, then, by using the above argument, it is easy to check that the map
θ : a¯ 7→ ax11 , b¯ 7→ ax21p
n−m
bx22 is an isomorphism from G¯ onto G. 
Theorem 5.4. Let G be a finite p-group such that G3 ∼= Cp, Φ(G
′)G3 ∼= C
2
p , G/Φ(G
′)G3 ∼=
Mp(n,m, 1) where n ≥ m, and the type of CG(G
′)/Φ(G′)G3 is (p
n, pm−1, p). Then G
is one of the following non-isomorphic groups:
(K1) 〈a, b, c
∣∣ a8 = b4 = c4 = 1, [a, b] = c, [c, a] = 1, [c, b] = c2a4〉;
(K2) 〈a, b, c
∣∣ a8 = b8 = 1, c2 = b4, [a, b] = c, [c, a] = 1, [c, b] = a4b4〉;
(K3) 〈a, b, c, d
∣∣ a8 = b4 = d2 = 1, c2 = a4, [a, b] = c, [c, a] = 1, [c, b] = d, [d, a] =
[d, b] = 1〉;
(K4) 〈a, b, c
∣∣ a8 = b8 = 1, c2 = a4, [a, b] = c, [c, a] = 1, [c, b] = b4〉;
(K5) 〈a, b, c, d
∣∣ a8 = d2 = 1, b4 = c2 = a4, [a, b] = c, [c, a] = 1, [c, b] = d, [d, a] =
[d, b] = 1〉;
(K6) 〈a, b, c
∣∣ a8 = b8 = 1, c2 = a4, [a, b] = c, [c, a] = 1, [c, b] = a4b4〉;
(K7) 〈a, b, c
∣∣ a8 = b4 = c4 = 1, [a, b] = c, [c, a] = 1, [c, b] = a4〉;
(K8) 〈a, b, c
∣∣ a8 = b8 = 1, c2 = b4, [a, b] = c, [c, a] = 1, [c, b] = a4〉;
(K9) 〈a, b, c, d
∣∣ a4 = b4 = c4 = d2 = 1, [a, b] = c, [c, b] = d, [c, a] = [d, a] = [d, b] =
1〉;
(K10) 〈a, b, c
∣∣ a4 = b8 = c4 = 1, [a, b] = c, [c, a] = 1, [c, b] = b4〉;
(L1) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, cp = apnbspm , [c, a] = 1, [b, c] = bpm〉,
where n ≥ 3 for p = 2 and n ≥ m ≥ 2, s ∈ Fp;
(L2) 〈a, b, c
∣∣ apn+1 = bpm = cp2 = 1, [a, b] = c, [c, a] = 1, [c, b] = ctpa−tpn〉, where
n ≥ 3 for p = 2 and n ≥ m ≥ 2, t ∈ F ∗p ;
(L3) 〈a, b, c, d
∣∣ apn+1 = bpm = dp = 1, cp = apn , [a, b] = c, [c, a] = 1, [c, b] =
d, [d, a] = [d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ m ≥ 2;
(L4) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, cp = bpm, [c, a] = 1, [b, c] = aνpn〉, where
n ≥ 3 for p = 2 and n ≥ m ≥ 2, ν = 1 or a fixed quadratic non-residue
modular p;
(L5) 〈a, b, c
∣∣ apn+1 = bpm = cp2 = 1, [a, b] = c, [c, a] = 1, [b, c] = aνpn〉, where n ≥ 3
for p = 2 and n ≥ m ≥ 2, ν = 1 or a fixed quadratic non-residue modular p;
(L6) 〈a, b, c
∣∣ apn = bpm+1 = cp2 = 1, [a, b] = c, [c, a] = 1, [c, b] = cpb−pm, [bpm , a] =
1〉, where n ≥ 3 for p = 2 and n ≥ m ≥ 2;
(L7) 〈a, b, c, d
∣∣ apn = bpm+1 = dp = 1, cp = bpm [a, b] = c, [c, a] = 1, [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ m ≥ 2;
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(L8) 〈a, b, c
∣∣ apn = bpm+1 = cp2 = 1, [a, b] = c, [c, a] = 1, [b, c] = bpm〉, where n ≥ 3
for p = 2 and n ≥ m ≥ 2;
(L9) 〈a, b, c, d
∣∣ apn = bpm = cp2 = dp = 1, [a, b] = c, [c, a] = 1, [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ m ≥ 2.
Proof If m = 1, then 1 = [a, bp] = cp[c, b](
p
2). It follows that Φ(G′) ≤ G3, a contra-
diction. Hence m ≥ 2. If p = n = m = 2, then |G| = 27. By checking the list of groups
of order 27, we get the groups of Type (K1)–(K10). In the following, we may assume
that n ≥ 3 for p = 2.
Suppose that G and G¯ are two groups described in the theorem. By Theorem 5.3,
G ∼= G¯ if and only if there exists X =
(
x11 0
x21 x22
)
, an invertible matrix over Fp, such
that
w(G¯) = Xw(G)diag(x−111 x
−1
22 , x
−1
11 x
−2
22 ). (5.6)
By suitably choosing x21, that is, using an elementary row operation, we can sim-
plify w(G) to be one of the following types: (a)
(
w11 w12
0 w22
)
where w11 6= 0,
(b)
(
0 w12
w21 0
)
where w12 6= 0, and (c)
(
0 0
w21 w22
)
. In the following, we as-
sume that both w(G) and w(G¯) are such matrices. By Equation 5.6, it is easy to
check that (i) different types give non-isomorphic groups, (ii) G ∼= G¯ if and only
if there exists X = diag(x11, x22), an invertible matrix over Fp, such that w(G¯) =
Xw(G)diag(x−111 x
−1
22 , x
−1
11 x
−2
22 ). By Table 5.1, we get the groups of type (L1)–(L9). 
w(G) Cases X Remark 1 w(G¯) Group Remark 2
(a) w22 6= 0 diag(w
−1
11
w22, w11)
(
1 w−2
11
w12
0 1
)
(L1) s = −w−2
11
w12
(a) w22 = 0 diag(1, w11)
(
1 w−2
11
w12
0 0
)
(L2) if w12 6= 0
(L3) if w12 = 0
t = w2
11
w
−1
12
(b) w21 6= 0 diag(w21, z) w12 = νz
2
(
0 ν
1 0
)
(L4)
(b) w21 = 0 diag(1, z) w12 = νz
2
(
0 ν
0 0
)
(L5)
(c) w21 6= 0, w22 6= 0 diag(w21, w
−1
21
w22)
(
0 0
1 1
)
(L6)
(c) w22 = 0, w21 6= 0 diag(w21 , 1)
(
0 0
1 0
)
(L7)
(c) w21 = 0, w22 6= 0 diag(1, w22)
(
0 0
0 1
)
(L8)
(c) w21 = w22 = 0
(
0 0
0 0
)
(L9)
Table 5.1: Theorem 5.4 where n ≥ 3 for p = 2
5.2 The type of CG(G
′)/Φ(G′)G3 is (p
n−1, pm, p)
If n = m, then the type of CG(G
′)/Φ(G′)G3 is also (p
n, pm−1, p). The problem is
reduced to the case in last subsection. Hence we may assume that n > m in this
section. In this case, [a, c] 6= 1 and [b, c] = 1. Let [a, c] = y. Then G3 = 〈y〉. Since
ap
n
∈ Φ(G′)G3, we may assume that a
pn = cw11pyw12 . By a similar reason, we may
assume that bp
m
= cw21pyw22 . Let w(G) = (wij). Then we get a 2× 2 matrix over Fp.
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w(G) is called a characteristic matrix of G. Notice that w(G) will be changed if we
change the generators a, b. We also call a, b a set of characteristic generators of w(G).
Theorem 5.5. Suppose that p is an odd prime, G is a finite p-group such that G3 ∼=
Cp, Φ(G
′)G3 = C
2
p , G/Φ(G
′)G3 ∼= Mp(n,m, 1) and the type of CG(G
′)/Φ(G′)G3 is
(pn−1, pm, p) where n > m. Let w(G) = (wij) be a characteristic matrix of G. Then
the following conclusions hold:
(1) Imin ≥ 2. That is, G does not have an A1-subgroup of index p;
(2) Imax ≥ m;
(3) Imax = 2 if and only if m = 2 and one of the following conditions holds: (i)
w12 6= 0 and w11|w(G)| 6= w
2
12; (ii) w12 = 0, w11 6= 0 and w22 6= 0; (iii) w
2
21 + 4w22 is a
quadratic non-residue modular p.
Proof We get Imax and Imin by investigating maximal subgroups of G. Let N =
〈b, ap, c, y〉 and Mi = 〈ab
i, bp, c, y〉. Then all maximal subgroups of G are N and Mi
where 0 ≤ i ≤ p− 1.
(1) If w12 6= 0 or w22 6= 0, then N = 〈a
p, b〉∗〈c〉 ∈ A2 by Lemma 2.3. If w12 = w22 =
0, then N = 〈ap, b〉 ∗ 〈c〉 × 〈y〉 ∈ A3 by Lemma 2.3. By calculation, M
′
i = 〈c
p, y〉 =
Φ(G′)G3 and hence Mi 6∈ A1. To sum up, G does not have an A1-subgroup of index p.
(2) Let D = 〈c, a〉. Then D ∈ A1 and |G : D| = p
m. Hence Imax ≥ m.
(3) If Imax = 2, then w12 6= 0 or w22 6= 0 by the proof of (1), and m = 2 by
(2). Since G ∈ A3, Mi ∈ A2. Notice that Mi ∼= M0 since n ≥ 3. We only need to
investigate all maximal subgroups of M0. Let A = 〈a
p, bp, c, y〉, Br = 〈ac
r, bp, cp, y〉 and
Cst = 〈ab
sp, cbtp, cp, y〉 where 0 ≤ r, s, t ≤ p − 1. Then A, Br and Cst are all maximal
subgroups of M0.
First of all, A is the unique abelian maximal subgroup of M0. Since w12 6= 0 or
w22 6= 0, Br = 〈ac
r, bp〉 ∈ A1. Since [ab
sp, cbtp] = ctpy and (absp)p
n
= cw11pyw12 and
(cbtp)p = c(tw21+1)pytw22 , Cst ∈ A1 if and only if the following equation set about t has
no solution. {
w11 = tw12 (5.6.1)
tw21 + 1 = t
2w22 (5.6.2)
(5.7)
If w12 6= 0, then the solution of Equation (5.6.1) is t = w
−1
12 w11. In this case, Cst ∈ A1
if and only if t = w−112 w11 is not a solution of Equation (5.6.2). Hence w11|w(G)| 6= w
2
12.
(i) holds. If w12 = 0, then w22 6= 0. In this case, Equation (5.6.1) has no solution if
and only if w11 6= 0. Hence (ii) holds. Equation (5.6.2) has no solution if and only if
w221 + 4w22 is a quadratic non-residue modular p. Hence (iii) holds.
Conversely, if (i), (ii) or (iii) holds and m = 2, then, by using the above argument,
it is easy to see Imax = 2. 
Theorem 5.6. Suppose that G is a finite 2-group such that G3 ∼= C2, Φ(G
′)G3 = C
2
2 ,
G/Φ(G′)G3 ∼=M2(n,m, 1) and the type of CG(G
′)/Φ(G′)G3 is (2
n−1, 2m, 2) where n >
21
m. Let w(G) = (wij) be a characteristic matrix of G. Then the following conclusions
hold:
(1) Imin ≥ 2. That is, G does not have an A1-subgroup of index 2;
(2) Imax ≥ m;
(3) Imax = 2 if and only if m = 2 and one of the following holds: (i) w11 = 0 and
w12 = 1; (ii) w12 = 0 and w11 = w22 = 1.
Proof We get Imax and Imin by investigating maximal subgroups of G. Let N =
〈b, a2, c, y〉 and Mi = 〈ab
i, b2, c, y〉. Then all maximal subgroups of G are N , M0 and
M1.
(1) If a2
n
= c2, then N = 〈a2, b〉 × 〈ca2
n−1
〉 ∈ A2 by Lemma 2.3. If a
2n = y,
then N = 〈a2, b〉 ∗ 〈ca2
n−1
〉 ∈ A2. If b
2m = c2, then N = 〈a2, b〉 × 〈cb2
m−1
〉 ∈ A2.
If b2
m
= y, then N = 〈a2, b〉 ∗ 〈cb2
m−1
〉 ∈ A2. If a
2n = c2iyi and b2
m
= c2jyj, then
N = 〈a2, b〉 × 〈c〉 ∈ A3 by Lemma 2.3. By calculation, M
′
i = 〈c
2, y〉 = Φ(G′)G3 and
hence Mi 6∈ A1. To sum up, G does not have an A1-subgroup of index 2.
(2) Let D = 〈c, a〉. Then D ∈ A1 and |G : D| = 2
m. Hence Imax ≥ m.
(3) If Imax = 2, then m = 2 by (2). Since G ∈ A3, Mi ∈ A2. Notice that
Mi ∼= M0 since n ≥ 3. We only need to investigate all maximal subgroups of M0. Let
A = 〈a2, b2, c, y〉, Br = 〈ac
r, b2, c2, y〉 and Cst = 〈ab
2s, cb2t, c2, y〉 where r, s, t = 0, 1.
Then A, Br and Cst are all maximal subgroups of M0.
First of all, A is the unique abelian maximal subgroup of M0. Since [ac
r, b2] = c2,
Br ∈ A1 if and only if w12 6= 0 or w22 6= 0. Since [ab
2s, cb2t] = c2ty and (ab2s)2
n
=
c2w11yw12 and (cb2t)2 = ctw21+1ytw22 , Cst ∈ A1 if and only if the following equation set
about t has no solution. {
w11 = tw12 (5.7.1)
tw21 + 1 = t
2w22 (5.7.2)
(5.8)
If Equation set (5.7) has a solution, then, by (5.7.2), t = w21+w22 = 1, and by (5.7.1),
w11 = w12. Hence Cst ∈ A1 if and only if w11 + w12 = 1 or w21 + w22 = 0. Since
w11 + w12 = 1 or w21 + w22 = 1 by the proof of (1), w11 + w12 = 1. If w12 = 1, then
w11 = 0 and (i) holds. If w12 = 0, then w11 = w22 = 1 and (ii) holds.
Conversely, if (1) or (2) holds and m = 2, then, by using the above argument, it is
easy to see Imax = 2. 
Theorem 5.7. Suppose that G and G¯ are finite p-groups such that G3 ∼= Cp, Φ(G
′)G3 ∼=
C2p , G/Φ(G
′)G3 ∼=Mp(n,m, 1) and the type of CG(G
′)/Φ(G′)G3 is (p
n−1, pm, p) where
n > m ≥ 2. Let two characteristic matrices of G and G¯ be w(G) = (wij) and
w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if and only if there exists X =
(
x11 0
x21 x22
)
,
an invertible matrix over Fp, such that w(G¯) = Xw(G)diag(x
−1
11 x
−1
22 , x
−2
11 x
−1
22 ).
Proof Suppose that a, b and a¯, b¯ are two set of characteristic generators of w(G) and
w(G¯) respectively. Let θ be an isomorphism from G¯ onto G. We have Φ(G¯)θ = Φ(G),
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Ωm(G¯)
θ = Ωm(G) and (CG¯(G¯
′))θ = CG(G
′) since these six subgroups are characteristic
in G or G¯. Note that CG¯(G¯
′) = 〈a¯,Φ(G¯)〉 and CG(G
′) = 〈a,Φ(G)〉 respectively. So we
may let
a¯θ = ax11bx12φ1, b¯
θ = ax21p
n−m
bx22φ2
where φ1 ∈ Φ(G), φ2 ∈ Φ(G) ∩ Ωm(G) and x11x22 ∈ F
∗
p . By calculation, we have
c¯θ = [a¯, b¯]θ = [a¯θ, b¯θ] ≡ [ax11 , ax21p
n−m
bx22 ] ≡ cx11x22 (mod G3)
and
y¯θ = [a¯, c¯]θ = [a¯θ, c¯θ] = [ax11bx12 , cx11x22 ] = yx
2
11x22 .
Transforming c¯w¯11py¯w¯12 = a¯p
n
by θ, we have cw¯11x11x22pyw¯12x
2
11x22 = ax11p
n
. It follows
that
(w¯11, w¯12)
(
x11x22 0
0 x211x22
)
= (x11, 0)
(
w11 w12
w21 w22
)
. (5.9)
Transforming c¯w¯21py¯w¯22 = b¯p
m
by θ, we have cw¯21x11x22pyw¯22x
2
11x22 = ax21p
n
bx22p
m
. It
follows that
(w¯21, w¯22)
(
x11x22 0
0 x211x22
)
= (x21, x22)
(
w11 w12
w21 w22
)
. (5.10)
By Equation 5.9 and 5.10,(
w¯11 w¯12
w¯21 w¯22
)
=
(
x11 0
x21 x22
)(
w11 w12
w21 w22
)
diag(x−111 x
−1
22 , x
−2
11 x
−1
22 ). (5.11)
Conversely, if there exists an invertible matrix X =
(
x11 0
x21 x22
)
over Fp such that
Equation 5.11, then, by using the above argument, it is easy to check that the map
θ : a¯ 7→ ax11 , b¯ 7→ ax21p
n−m
bx22 is an isomorphism from G¯ onto G. 
Theorem 5.8. Let G be a finite p-group such that G3 ∼= Cp, Φ(G
′)G3 ∼= C
2
p , G/Φ(G
′)G3 ∼=
Mp(n,m, 1) where n > m, and the type of CG(G
′)/Φ(G′)G3 is (p
n−1, pm, p). Then G
is one of the following non-isomorphic groups:
(M1) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, cp = apnbsνpm, [a, c] = bνpm , [b, c] =
1〉, where n > m ≥ 2, ν = 1 or a fixed quadratic non-residue modular p,
s = 0, 1, . . . , p−12 ;
(M2) 〈a, b, c
∣∣ apn+1 = bpm = cp2 = 1, [a, b] = c, [c, b] = 1, [c, a] = cpa−pn , [apn , b] =
1〉, where n > m ≥ 2;
(M3) 〈a, b, c, d
∣∣ apn+1 = bpm = dp = 1, [a, b] = c, cp = apn , [c, a] = d, [c, b] =
1, [d, a] = [d, b] = 1〉, where n > m ≥ 2;
(M4) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, cp = bpm, [b, c] = 1, [a, c] = apn〉, where
n > m ≥ 2;
(M5) 〈a, b, c
∣∣ apn+1 = bpm = cp2 = 1, [a, b] = c, [b, c] = 1, [a, c] = apn〉, where
n > m ≥ 2;
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(M6) 〈a, b, c
∣∣ apn = bpm+1 = cp2 = 1, [a, b] = c, [c, b] = 1, [c, a] = ctpb−tpm, [bpm , a] =
1〉, where n > m ≥ 2 and t ∈ F ∗p ;
(M7) 〈a, b, c, d
∣∣ apn = bpm+1 = dp = 1, cp = bpm , [a, b] = c, [c, b] = 1, [c, a] =
d, [d, a] = [d, b] = 1〉, where n > m ≥ 2;
(M8) 〈a, b, c
∣∣ apn = bpm+1 = cp2 = 1, [a, b] = c, [c, b] = 1, [a, c] = bνpm〉, where
n > m ≥ 2, ν = 1 or a fixed quadratic non-residue modular p;
(M9) 〈a, b, c, d
∣∣ apn = bpm = cp2 = dp = 1, [a, b] = c, [c, b] = 1, [c, a] = d, [d, a] =
[d, b] = 1〉, where n > m ≥ 2.
Proof If m = 1, then 1 = [a, bp] = cp. It follows that Φ(G′) = 1, a contradiction.
Hence m ≥ 2. Suppose that G and G¯ are two groups described in the theorem. By
Theorem 5.7, G ∼= G¯ if and only if there exists X =
(
x11 0
x21 x22
)
, an invertible matrix
over Fp, such that
w(G¯) = Xw(G)diag(x−111 x
−1
22 , x
−2
11 x
−1
22 ). (5.12)
By suitably choosing x21, that is, using an elementary row operation, we can sim-
plify w(G) to be one of the following types: (a)
(
w11 w12
0 w22
)
where w11 6= 0,
(b)
(
0 w12
w21 0
)
where w12 6= 0, and (c)
(
0 0
w21 w22
)
. In the following, we as-
sume that both w(G) and w(G¯) are such matrices. By Equation 5.12, it is easy to
check that (i) different types give non-isomorphic groups, (ii) G ∼= G¯ if and only
if there exists X = diag(x11, x22), an invertible matrix over Fp, such that w(G¯) =
Xw(G)diag(x−111 x
−1
22 , x
−2
11 x
−1
22 ). By Table 5.2, we get the groups of Type (M1)–(M9). 
w(G) Case X w(G¯) Group Remark
(a) w22 6= 0
diag(z,w11)
where w22 = νz
2
(
1 w12w
−1
11
z−1
0 ν
)
(M1) s = −w12w
−1
11
z−1
(a) w22 = 0, w12 6= 0 diag(w
−1
11
w12, w11)
(
1 1
0 0
)
(M2)
(a) w22 = w12 = 0 diag(1, w11)
(
1 0
0 0
)
(M3)
(b) w21 6= 0 diag(w21, w
−1
21
w12)
(
0 1
1 0
)
(M4)
(b) w21 = 0 diag(1, w12)
(
0 1
0 0
)
(M5)
(c) w21 6= 0 diag(w21, 1)
(
0 0
1 w22w
−2
21
)
(M6) if w22 6= 0
(M7) if w22 = 0
t = w−1
22
w2
21
(c) w21 = 0, w22 6= 0
diag(1, z)
where w22 = νz
2
(
0 0
0 ν
)
(M8)
(c) w21 = w22 = 0
(
0 0
0 0
)
(M9)
Table 5.2: The types in Theorem 5.8
6 The case Φ(G′) ≤ G3 ∼= C
2
p
Suppose that G is a finite p-group with Φ(G′) ≤ G3 ∼= C
2
p , G3 ≤ Z(G) and G/G3
∼=
Mp(n,m, 1), where n > 1 for p = 2 and n ≥ m. Let
G/G3 = 〈a¯, b¯, c¯ | a¯
pn = b¯p
m
= c¯p = 1, [c¯, a¯] = [b¯, c¯] = 1〉.
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Then, without loss of generality, we may assume that G = 〈a, b, c〉 where [a, b] = c. Let
x = [b, c], y = [c, a]. Then G3 = 〈x, y〉. Since a
pn ∈ G3, we may assume that a
pn =
xw11yw12 . By similar reasons, we may assume that bp
m
= xw21yw22 and cp = xw31yw32 .
Let w(G) =
(
w11 w12
w21 w22
)
and v(G) =
(
w31
w32
)
. Then we get two matrices over Fp.
w(G) is called a characteristic matrix of G, and v(G) is called a characteristic vector
of G. Notice that w(G) and v(G) will be changed if we change the generators a, b. We
also call a, b a set of characteristic generators of w(G) and v(G).
Theorem 6.1. Suppose that G is a finite p-group such that Φ(G′) ≤ G3 ∼= C
2
p , G3 ≤
Z(G) and G/G3 ∼= Mp(n,m, 1). Let w(G) = (wij) be a characteristic matrix of G.
Then the following conclusions hold:
(1) If Imin = 1, then m = 1;
(2) If Imax = 2, then n ≤ 2;
(3) If p = 2 and m = 1, then Imin = 1;
(4) If p > 3 and n = m = 1, then Imin 6= 1 if and only if w11 = w22 = w12+w21 = 0;
(5) If p > 2 and n > m = 1, then Imin 6= 1 if and only if w11 = w12 = 0;
(6) If p > 3 and n = m = 1, then Imax 6= 2 if and only if (w12 +w21)
2 − 4w11w22 is
a quadratic non-residue modular p;
(7) If p > 2, m = 1 and n = 2, then Imax = 2 if and only if w22 6= 0;
(8) If p > 2, n = m = 2 and Φ(G′) = 1, then Imax = 2 if and only if (w12+w21)
2−
4w11w22 is a quadratic non-residue modular p;
(9) If p > 2, n = m = 2 and (w31, w32) = (0, 1), then Imax = 2 if and only if
w11 6= 0 and one of the following holds: (i) (w12+w21)
2 − 4w11(w22 +1) is a quadratic
non-residue modular p; (ii) w21 = w11w22 + w11 and (w12 + w21)
2 = 4w21.
Proof Let N = 〈b, ap, c, x, y〉 and Mi = 〈ab
i, bp, c, x, y〉 where 0 ≤ i ≤ p − 1. The N
and Mi are all maximal subgroups of G.
(1) Assume that H is an A1-subgroup of index p. Then d(H/H
′) = 2. Since
G/G3 ∈ A1, H/G3 is abelian and hence H
′ ≤ G3. It follows that d(H/G3) = 2. Since
Φ(G) ≤ H, d(Φ(G)/G3) ≤ 2. Since Φ(G)/G3 = 〈a¯
p, b¯p, c¯〉 is of type (pn−1, pm−1, p), we
have m = 1.
(2) Let K = 〈b, c〉. Then K ∈ A1 and |G : K| ≥ |G : KG3| = p
n. Since Imax = 2,
n ≤ 2.
(3) If m = 1 and p = 2, then 1 = [a, b2] = c2x. Hence c2 = x. In this case,
M1 = 〈ab, c〉 ∈ A1. Thus Imin = 1.
(4) If n = m = 1 and p > 3, then |G| = p5 and 1 = [a, bp] = cp. If Imin 6= 1,
then N ∈ A2 and Mi ∈ A2. Since y 6∈ 〈b, c〉, w22 = 0. By calculation, [ab
i, c] = y−1xi
and (abi)p = apbip = xw11+iw21yw12 . Hence, ∀i, w11 + iw21 = −iw12. It follows that
w11 = w12 + w21 = 0.
Conversely, if w11 = w22 = w12 +w21 = 0, then, by using above argument, N ∈ A2
and Mi ∈ A2. Hence Imin 6= 1.
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(5) If n > m = 1 and p > 2, then 1 = [a, bp] = cp. If Imin 6= 1, then Mi 6∈ A1. By
calculation, [abi, c] = y−1xi and (abi)p
n
= ap
n
= xw11yw12 . Hence, ∀i, w11 = −iw12. It
follows that w11 = w12 = 0.
Conversely, if w11 = w12 = 0, then, by using the above argument, N 6∈ A1 and
Mi 6∈ A1. Hence Imin 6= 1.
(6) If n = m = 1 and p > 3, then 1 = [a, bp] = cp. If Imax 6= 2, then N ∈ A1
and Mi ∈ A1. Since y ∈ 〈b, c〉, w22 6= 0. By calculation, [ab
i, c] = y−1xi and (abi)p =
apbip = xw11+iw21yw12+iw22 . Hence, ∀i, w11 + iw21 6= −iw12 − i
2w22. It follows that
(w12 + w21)
2 − 4w11w22 is a quadratic non-residue modular p.
Conversely, if (w12 + w21)
2 − 4w11w22 6∈ F
2
p , then, by using the above argument,
N ∈ A1 and Mi ∈ A1. Hence Imax 6= 2.
(7) If p > 2, n = 2 and m = 1, then 1 = [a, bp] = cp. By calculation, Mi ∈ A1 or
A2. If Imax = 2, then N ∈ A2. It follows that y ∈ 〈b, c〉. Hence w22 6= 0.
Conversely, if w22 6= 0, then N ∈ A2 and Mi ∈ A1 or A2. Hence Imax = 2.
(8) If n = m = 2, then, by (1), Imin ≥ 2. If Imax = 2, then N ∈ A2 and Mi ∈ A2.
Since |G : 〈b, c〉| = p2, we have w22 6= 0. By calculation, [c, ab
i] = x−iy and (abi)p
2
=
xw11+iw21yw12+iw22 . Since |G : 〈c, abi〉| = p2, Equation w11 + iw21 = −i(w12 + iw22)
about i has no solution. Hence (w12 + w21)
2 − 4w11w22 is a quadratic non-residue
modular p.
Conversely, if (w12 + w21)
2 − 4w11w22 is a quadratic non-residue modular p, then,
by the above argument, N ∈ A2 and Mi 6∈ A2. Hence Imax = 2.
(9) If n = m = 2, then, by (1), Imin ≥ 2. If Imax = 2, then N ∈ A2 and Mi ∈ A2.
Let Nj = 〈a
jb, ap, c, x, y〉. Then N0 = N and Nj = Mj−1 for j 6= 0. Since M0 ∈ A2,
|G : 〈a, c〉| = p2 and hence w11 6= 0. Let A = 〈a
p, bp, c, x〉, Br = 〈a
jbcr, ap, cp, x〉 and
Cst = 〈a
jbasp, catp, cp, x〉 where 0 ≤ r, s, t ≤ p− 1. Then A, Br and Cst are all maximal
subgroups of Nj.
First of all, A is the unique abelian maximal subgroup of Nj. Since w11 6= 0,
Br ∈ A1. Since [ca
tp, ajbasp] = x−1yt+j and (ajbasp)p
2
= xjw11+w21yjw12+w22 and
(catp)p = xtw11ytw12+1, Cst ∈ A1 if and only if the following equation set about j and t
has no solution. {
jw12 + w22 = −(j + t)(jw11 + w21) (6.1.1)
tw12 + 1 = −(j + t)tw11 (6.1.2)
(6.1)
Adding up (6.1.1) and (6.1.2), we have
w11(j + t)
2 + (w12 + w21)(j + t) + w22 + 1 = 0 (6.1.3)
If Equation (6.1.3) about j + t has no solution, then (w12 + w21)
2 − 4w11(w22 + 1)
is a quadratic non-residue modular p. Hence (i) holds.
If Equation (6.1.3) about j+t has a unique solution, then (w12+w21)
2−4w11(w22+
1) = 0. In this case, Cst ∈ A1 if and only if Equation (6.1.2) about t has no solution.
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That is,
j + t = −w−111 w12 (6.1.4)
By (6.1.3) and (6.1.4), w21 = w11(w22 + 1) and hence (ii) holds.
If Equation (6.1.3) has two solutions, then there exists a solution such that w11(j+
t) + w12 6= 0. It follows that Equation set (6.1) has a solution, and hence there exists
j, t such that Cst 6∈ A1.
Conversely, if (i) or (ii) holds, then, by using the above argument, it is easy to see
that Equation set (6.1) has no solution. Hence Cst ∈ A1 and Imax = 2. 
Theorem 6.2. Suppose that G and G¯ are finite p-groups such that Φ(G′) ≤ G3 ∼= C
2
p ,
G3 ≤ Z(G) and G/G3 ∼= Mp(n,m, 1), where p > 2, n ≥ m ≥ 2. Let two characteristic
matrices of G and G¯ be w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯
if and only if there exists Y =
(
y11 y12
y21p
n−m y22
)
, an invertible matrix over Fp, such
that w(G¯) = Y1w(G)Y
t and v(G¯) = Y v(G) , where Y1 =
(
y11 y12p
n−m
y21 y22
)
.
Proof Suppose that a, b and a¯, b¯ are two set of characteristic generators of w(G), v(G)
and w(G¯), v(G¯). Let θ be an isomorphism from G¯ onto G. We have Φ(G¯)θ = Φ(G)
and Ωm(G¯)
θ = Ωm(G) since these four subgroups are characteristic in G or G¯. So we
may let
a¯θ = ax11bx12φ1, b¯
θ = ax21p
n−m
bx22φ2
where φ1 ∈ Φ(G), φ2 ∈ Φ(G) ∩ Ωm(G) and X :=
(
x11 x12
x21p
n−m x22
)
is an invertible
matrix over Fp. By calculations, we have
c¯θ = [a¯, b¯]θ = [a¯θ, b¯θ] ≡ [ax11bx12 , ax21p
n−m
bx22 ] ≡ c|X| (mod G3),
x¯θ = [b¯, c¯]θ = [b¯θ, c¯θ] = [ax21p
n−m
bx22 , c|X|] = x|X|x22y−|X|x21p
n−m
,
and
y¯θ = [c¯, a¯]θ = [c¯θ, a¯θ] = [c|X|, ax11bx12 ] = x−|X|x12y|X|x11 .
By transforming x¯w¯11 y¯w¯12 = a¯p
n
by θ, we have
(w¯11, w¯12)
(
|X|x22 −|X|x21p
n−m
−|X|x12 |X|x11
)
= (x11, x12p
n−m)
(
w11 w12
w21 w22
)
. (6.2)
By transforming x¯w¯21 y¯w¯22 = b¯p
m
by θ, we have
(w¯21, w¯22)
(
|X|x22 −|X|x21p
n−m
−|X|x12 |X|x11
)
= (x21, x22)
(
w11 w12
w21 w22
)
. (6.3)
By Equation 6.2 and 6.3,
|X|
(
w¯11 w¯12
w¯21 w¯22
)(
x22 −x21p
n−m
−x12 x11
)
=
(
x11 x12p
n−m
x21 x22
)(
w11 w12
w21 w22
)
(6.4)
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Let
Y = |X|−1X = |X|−1
(
x11 x12
x21p
n−m x22
)
=
(
y11 y12
y21p
n−m y22
)
and
Y1 = |X|
−1
(
x11 x12p
n−m
x21 x22
)
=
(
y11 y12p
n−m
y21 y22
)
.
Right multiplying Y t, we have(
w¯11 w¯12
w¯21 w¯22
)
= Y1
(
w11 w12
w21 w22
)
Y t. (6.5)
By transforming x¯w¯31 y¯w¯32 = c¯p by θ, we have(
|X|x22 −|X|x12
−|X|x21p
n−m |X|x11
)(
w¯31
w¯32
)
=
(
|X|w31
|X|w32
)
. (6.6)
Left multiplying Y , we have (
w¯31
w¯32
)
= Y
(
w31
w32
)
. (6.7)
Conversely, if there exists an invertible matrix Y =
(
y11 y12
y21p
n−m y22
)
over Fp such
that equation 6.5 and 6.7, then, letting X = |Y |−1Y =
(
x11 x12
x21p
n−m x22
)
, by using
the above argument, it is easy to check that the map θ : a¯ 7→ ax11bx12 , b¯ 7→ ax21p
n−m
bx22
is an isomorphism from G¯ onto G. 
If p > 2 and m = 1, then cp = [a, b]p = [a, bp] = 1 and hence Φ(G′) = 1. In addition,
if p > 3 or n > 1, then we also have Equation 6.5 and Equation 6.7. Thus we get the
following theorem.
Theorem 6.3. Suppose that G and G¯ are finite p-groups such that Φ(G′) ≤ G3 ∼= C
2
p ,
G3 ≤ Z(G) and G/G3 ∼= Mp(n, 1, 1), where p > 2 and n > 1 for p = 3. Let two
characteristic matrices of G and G¯ be w(G) = (wij) and w(G¯) = (w¯ij) respectively.
Then Φ(G′) = 1, and G ∼= G¯ if and only if there exists Y =
(
y11 y12
y21p
n−m y22
)
, an
invertible matrix over Fp, such that w(G¯) = Y1w(G)Y
t, where Y1 =
(
y11 y12p
n−m
y21 y22
)
.
If p = 2, m ≥ 2 and n ≥ 3, then we also have Equation 6.5 and 6.7. If p = 2, m = 1
and n ≥ 3, then b2 ∈ Z(G). It follows that 1 = [a, b2] = c2[c, b]. Hence [c, b] = c2.
That is, v(G) =
(
1
0
)
. In this case, we may let b¯θ = ax212
n−1
bcx23 . By calculations,
we have (b¯p
m
)θ = (b¯2)θ = (ax212
n−1
bcx23)2 = ax212
n
b2c2x23 [b, c]2x23 = ax212
n
b2. Hence
we also have Equation 6.3. It follows that Equation 6.5 and 6.7 hold. Thus we get the
following theorem.
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Theorem 6.4. Suppose that G and G¯ are finite 2-groups such that Φ(G′) ≤ G3 ∼= C
2
2 ,
G3 ≤ Z(G) and G/G3 ∼= Mp(n,m, 1), where n ≥ 3 and n ≥ m. Let two characteristic
matrices of G and G¯ be w(G) = (wij) and w(G¯) = (w¯ij) respectively. Then G ∼= G¯ if
and only if there exists Y =
(
y11 y12
y212
n−m y22
)
, an invertible matrix over F2, such that
w(G¯) = Y1w(G)Y
t and v(G¯) = Y v(G), where Y1 =
(
y11 y122
n−m
y21 y22
)
. In addition, if
m = 1, then v(G) =
(
1
0
)
.
Theorem 6.5. Let G be a finite p-group such that Φ(G′) ≤ G3 ∼= C
2
p , G3 ≤ Z(G)
and G/G3 ∼= Mp(n,m, 1), where n > 1 for p = 2 and n ≥ m. Then G is one of the
following non-isomorphic groups:
(N1) 〈a, b, c
∣∣ a8 = b8 = c2 = 1, [a, b] = c, [c, a] = b4, [c, b] = a4, [a4, b] = 1〉;
(N2) 〈a, b, c
∣∣ a8 = b8 = c2 = 1, [a, b] = c, [c, a] = a4, [c, b] = b4〉;
(N3) 〈a, b, c
∣∣ a8 = b8 = c2 = 1, [a, b] = c, [c, a] = a4b4, [c, b] = a4, [a4, b] = 1〉;
(N4) 〈a, b, c, d
∣∣ a8 = b4 = c2 = d2 = 1, [a, b] = c, [c, a] = a4, [c, b] = d, [d, a] =
[d, b] = 1〉;
(N5) 〈a, b, c, d
∣∣ a4 = b8 = c2 = d2 = 1, [a, b] = c, [c, a] = b4, [c, b] = d, [d, a] =
[d, b] = 1〉;
(N6) 〈a, b, c, d, e
∣∣ a4 = b4 = c2 = d2 = e2 = 1, [a, b] = c, [c, a] = d, [c, b] = e, [d, a] =
[d, b] = [e, a] = [e, b] = 1〉;
(N7) 〈a, b, c
∣∣ a8 = b4 = c4 = 1, [a, b] = c, [c, a] = c2, [c, b] = a4〉;
(N8) 〈a, b, c
∣∣ a8 = b8 = 1, [a, b] = c, [c, a] = c2 = b4, [c, b] = a4〉;
(N9) 〈a, b, c
∣∣ a8 = c4 = 1, [a, b] = c, [c, a] = c2, [c, b] = a4 = b4〉;
(N10) 〈a, b, c
∣∣ a8 = b8 = 1, [a, b] = c, [c, a] = c2 = a4b4, [c, b] = a4〉;
(N11) 〈a, b, c
∣∣ a8 = b8 = 1, [a, b] = c, [c, a] = c2 = a4, [c, b] = b4〉;
(N12) 〈a, b, c
∣∣ a4 = b8 = c4 = 1, [a, b] = c, [c, a] = c2, [c, b] = b4〉;
(N13) 〈a, b, c
∣∣ a4 = b8 = c4 = 1, [a, b] = c, [c, a] = c2, [c, b] = c2b4, [c2, b] = [b4, a] =
1〉;
(N14) 〈a, b, c, d
∣∣ a4 = b4 = c4 = d2 = 1, [a, b] = c, [c, a] = c2, [c, b] = d, [d, a] =
[d, b] = 1〉;
(N15) 〈a, b, c, d
∣∣ a8 = b4 = d2 = 1, [a, b] = c, [c, a] = c2 = a4, [c, b] = d, [d, a] =
[d, b] = 1〉;
(N16) 〈a, b, c, d
∣∣ a8 = d2 = 1, [a, b] = c, [c, a] = c2 = a4 = b4, [c, b] = d, [d, a] =
[d, b] = 1〉;
(O1) 〈a, b, c, d, e
∣∣ a3 = b3 = c3 = d3 = e3 = 1, [a, b] = c, [c, a] = d, [c, b] = e, [d, a] =
[d, b] = [e, a] = [e, b] = 1〉;
(O2) 〈a, b, c, d
∣∣ a3 = b9 = c3 = d3 = 1, [a, b] = c, [c, a] = d, [c, b] = b3, [d, a] = [d, b] =
1〉;
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(O3) 〈a, b, c, d
∣∣ a9 = c3 = d3 = 1, b3 = a3, [a, b] = c, [c, a] = d, [c, b] = a3, [d, a] =
[d, b] = 1〉;
(O4) 〈a, b, c, d
∣∣ a9 = b3 = c3 = d3 = 1, [a, b] = c, [c, a] = d, [c, b] = a−3, [d, a] =
[d, b] = 1〉;
(O5) 〈a, b, c
∣∣ a9 = b9 = c3 = 1, [a, b] = c, [c, a] = a3, [c, b] = b3〉;
(O6) 〈a, b, c
∣∣ a9 = b9 = c3 = 1, [a, b] = c, [c, a] = b3, [c, b] = a3, [a3, b] = 1〉;
(O7) 〈a, b, c
∣∣ a9 = b9 = c3 = 1, [a, b] = c, [c, a] = b−3, [c, b] = a3, [a3, b] = 1〉;
(P1) 〈a, b, c
∣∣ apn+1 = bpn+1 = cp = 1, [a, b] = c, [c, a] = apn , [c, b] = bpn〉, where
p > 2 and n ≥ 2 for p = 3;
(P2) 〈a, b, c
∣∣ apn+1 = bpn+1 = cp = 1, [a, b] = c, [c, a] = apnbνpn , [c, b] = bpn〉, where
p > 2, n ≥ 2 for p = 3, ν = 1 or a fixed quadratic non-residue modular p;
(P3) 〈a, b, c
∣∣ apn+1 = bpn+1 = cp = 1, [a, b] = c, [c, a] = bνpn , [c, b] = a−pn , [apn , b] =
1〉, where p > 2, n ≥ 2 for p = 3, ν = 1 or a fixed quadratic non-residue
modular p;
(P4) 〈a, b, c
∣∣ apn+1 = bpn+1 = cp = 1, [a, b] = c, [c, a]1+r = apnbpn , [c, b]1+r =
a−rp
n
bp
n
, [ap
n
, b] = 1〉, where p > 2, n ≥ 2 for p = 3, r = 1, 2, . . . , p− 2;
(P5) 〈a, b, c
∣∣ a2n+1 = b2n+1 = c2 = 1, [a, b] = c, [c, a] = b2n , [c, b] = a2n , [a2n , b] = 1〉,
where n ≥ 3;
(P6) 〈a, b, c
∣∣ a2n+1 = b2n+1 = c2 = 1, [a, b] = c, [c, a] = a2n , [c, b] = b2n〉, where
n ≥ 3;
(P7) 〈a, b, c
∣∣ a2n+1 = b2n+1 = c2 = 1, [a, b] = c, [c, a] = a2nb2n , [c, b] = a2n , [a2n , b] =
1〉, where n ≥ 3;
(P8) 〈a, b, c, d
∣∣ apn+1 = bpn = cp = dp = 1, [a, b] = c, [c, a] = apn , [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ 2 for p = 3;
(P9) 〈a, b, c, d
∣∣ apn = bpn+1 = cp = dp = 1, [a, b] = c, [c, a] = bνpn , [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ 2 for p = 3, ν = 1 or a fixed
quadratic non-residue modular p;
(P10) 〈a, b, c, d, e
∣∣ apn = bpn = cp = dp = ep = 1, [a, b] = c, [c, a] = d, [c, b] =
e, [d, a] = [d, b] = [e, a] = [e, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ 2 for
p = 3;
(Q1) 〈a, b, c
∣∣ apn+1 = bpn+1 = 1, [a, b] = c, [c, a] = cp = bspn , [c, b] = a−νpncνtpn〉,
where n ≥ 3 for p = 2 and n ≥ 2, ν = 1 or a fixed quadratic non-residue
modular p, s ∈ F ∗p , t = 0, 1, . . . ,
p−1
2 ;
(Q2) 〈a, b, c
∣∣ apn+1 = bpn = cp2 = 1, [a, b] = c, [c, a] = cp, [c, b] = a−νpnctνp〉, where
n ≥ 3 for p = 2 and n ≥ 2, ν = 1 or a fixed quadratic non-residue modular
p, t = 0, 1, . . . , p−12 ;
(Q3) 〈a, b, c
∣∣ apn+1 = bpn+1 = 1, [a, b] = c, [c, a] = cp = apn , [c, b] = aspnbpn〉, where
n ≥ 3 for p = 2 and n ≥ 2, s ∈ Fp;
(Q4) 〈a, b, c
∣∣ apn+1 = bpn+1 = 1, [a, b] = c, [c, a] = cp = apn , [c, b] = bspn〉, where
n ≥ 3 for p = 2 and n ≥ 2, s = 2, 3, . . . , p− 1;
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(Q5) 〈a, b, c, d
∣∣ apn+1 = bpn = dp = 1, [a, b] = c, [c, a] = cp = apn , [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ 2;
(Q6) 〈a, b, c
∣∣ apn = bpn+1 = cp2 = 1, [a, b] = c, [c, a] = cp, [c, b] = bpn〉, where n ≥ 3
for p = 2 and n ≥ 2;
(Q7) 〈a, b, c, d
∣∣ apn = bpn+1 = dp = 1, [a, b] = c, [c, a] = cp = bspn , [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ 2, s ∈ F ∗p ;
(Q8) 〈a, b, c, d
∣∣ apn = bpn = cp2 = dp = 1, [a, b] = c, [c, a] = cp, [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 for p = 2 and n ≥ 2;
(R1) 〈a, b, c, d
∣∣ a4 = b2 = c4 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] = [d, b] =
1〉;
(R2) 〈a, b, c
∣∣ a4 = b4 = c4 = 1, [a, b] = c, [c, a] = b2, [c, b] = c2〉;
(R3) 〈a, b, c
∣∣ a8 = b2 = c4 = 1, [a, b] = c, [c, a] = a4, [c, b] = c2〉;
(R4) 〈a, b, c
∣∣ a8 = c4 = 1, b2 = a4, [a, b] = c, [c, a] = a4, [c, b] = c2〉;
(R5) 〈a, b, c
∣∣ a8 = b2 = c4 = 1, [a, b] = c, [c, a] = a4c2, [c, b] = c2, [c2, a] = 1〉;
(R6) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = a4b2, [a, b] = c, [c, a] = b2, [c, b] = c2〉;
(R7) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = b2, [a, b] = c, [c, a] = a4b2, [c, b] = c2〉;
(S1) 〈a, b, c
∣∣ apn+1 = bpm+1 = cp = 1, [a, b] = c, [c, a] = apn , [c, b] = bspm〉, where
n ≥ 3 and m ≥ 2 for p = 2 and n > m, s ∈ F ∗p ;
(S2) 〈a, b, c
∣∣ apn+1 = bpm+1 = cp = 1, [a, b] = c, [c, a] = bν1pm, [c, b] = a−ν2pn , [a, bpm ] =
1〉, where n ≥ 3 and m ≥ 2 for p = 2 and n > m, ν1, ν2 = 1 or a fixed
quadratic non-residue modular p;
(S3) 〈a, b, c, d
∣∣ apn+1 = bpm = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = a−νpn , [d, a] =
[d, b] = 1〉, where n ≥ 3 and m ≥ 2 for p = 2 and n > m, ν = 1 or a fixed
quadratic non-residue modular p;
(S4) 〈a, b, c, d
∣∣ apn = bpm+1 = cp = dp = 1, [a, b] = c, [c, a] = bνpm , [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 and m ≥ 2 for p = 2 and n > m, ν = 1 or a fixed
quadratic non-residue modular p;
(S5) 〈a, b, c, d
∣∣ apn = bpm+1 = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = bpm, [d, a] =
[d, b] = 1〉, where n ≥ 3 and m ≥ 2 for p = 2 and n > m;
(S6) 〈a, b, c, d
∣∣ apn+1 = bpm = cp = dp = 1, [a, b] = c, [c, a] = apn , [c, b] = d, [d, a] =
[d, b] = 1〉, where n ≥ 3 and m ≥ 2 for p = 2 and n > m;
(S7) 〈a, b, c, d, e
∣∣ apn = bpm = cp = dp = ep = 1, [a, b] = c, [c, a] = d, [c, b] = e,
[d, a] = [d, b] = [e, a] = [e, b] = 1〉, where n ≥ 3 and m ≥ 2 for p = 2 and
n > m;
(T1) 〈a, b, c
∣∣ a2n+1 = b4 = 1, c2 = b2, [a, b] = c, [c, a] = a2n , [c, b] = c2〉, where n ≥ 3;
(T2) 〈a, b, c
∣∣ a2n+1 = b4 = 1, c2 = a2n , [a, b] = c, [c, a] = b2, [c, b] = c2〉, where n ≥ 3;
(T3) 〈a, b, c, d
∣∣ a2n+1 = b2 = d2 = 1, c2 = a2n , [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] =
[d, b] = 1〉, where n ≥ 3;
(T4) 〈a, b, c
∣∣ a2n = b4 = c4 = 1, [a, b] = c, [c, a] = b2, [c, b] = c2〉, where n ≥ 3;
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(T5) 〈a, b, c, d
∣∣ a2n = b4 = d2 = 1, c2 = b2, [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] =
[d, b] = 1〉, where n ≥ 3;
(T6) 〈a, b, c
∣∣ a2n+1 = b2 = c4 = 1, [a, b] = c, [c, a] = a2n , [c, b] = c2〉, where n ≥ 3;
(T7) 〈a, b, c, d
∣∣ a2n = b2 = c4 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] =
[d, b] = 1〉, where n ≥ 3;
(U1) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, [c, a] = apn , [c, b] = c−p = bspm〉, where
n > m ≥ 2, s ∈ F ∗p ;
(U2) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, [c, a] = bνpm , [c, b] = c−p = aspn〉, where
n > m ≥ 2, s ∈ F ∗p , ν = 1 or a fixed quadratic non-residue modular p;
(U3) 〈a, b, c, d
∣∣ apn+1 = bpm = dp = 1, [a, b] = c, [c, b] = c−p = aspn , [c, a] =
d, [d, a] = [d, b] = 1〉, where n > m ≥ 2, s ∈ F ∗p , ν = 1 or a fixed quadratic
non-residue modular p;
(U4) 〈a, b, c
∣∣ apn = bpm+1 = cp2 = 1, [a, b] = c, [c, a] = bνpm , [c, b] = c−p〉, where
n > m ≥ 2, ν = 1 or a fixed quadratic non-residue modular p;
(U5) 〈a, b, c, d
∣∣ apn = bpm+1 = dp = 1, [a, b] = c, [c, a] = d, [c, b] = c−p = bpm , [d, a] =
[d, b] = 1〉, where n > m ≥ 2;
(U6) 〈a, b, c
∣∣ apn+1 = bpm = cp2 = 1, [a, b] = c, [c, a] = apn , [c, b] = c−p〉, where
n > m ≥ 2;
(U7) 〈a, b, c, d
∣∣ apn = bpm = cp2 = dp = 1, [a, b] = c, [c, a] = d, [c, b] = c−p, [d, a] =
[d, b] = 1〉, where n > m ≥ 2;
(V1) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, [c, a] = cp = bspm, [c, b] = a−νpncνtp〉,
where n > m ≥ 2, ν = 1 or a fixed quadratic non-residue modular p, s ∈ F ∗p ,
t = 0, 1, . . . , p−12 ;
(V2) 〈a, b, c
∣∣ apn+1 = bpm = cp2 = 1, [a, b] = c, [c, a] = cp, [c, b] = a−νpnctνp〉,
where n > m ≥ 2, ν = 1 or a fixed quadratic non-residue modular p, t =
0, 1, . . . , p−12 ;
(V3) 〈a, b, c
∣∣ apn+1 = bpm+1 = 1, [a, b] = c, [c, a] = cp = apn , [c, b] = bspm〉, where
n > m ≥ 2, s = F ∗p ;
(V4) 〈a, b, c, d
∣∣ apn+1 = bpm = dp = 1, [a, b] = c, [c, a] = cp = apn , [c, b] = d, [d, a] =
[d, b] = 1〉, where n > m ≥ 2;
(V5) 〈a, b, c
∣∣ apn = bpm+1 = cp2 = 1, [a, b] = c, [c, a] = cp, [c, b] = bpmcsp, [cp, b] = 1〉,
where n > m ≥ 2, s ∈ Fp;
(V6) 〈a, b, c, d
∣∣ apn = bpm+1 = dp = 1, [a, b] = c, [c, a] = cp = bspm, [c, b] = d, [d, a] =
[d, b] = 1〉, where n > m ≥ 2, s ∈ F ∗p ;
(V7) 〈a, b, c, d
∣∣ apn = bpm = cp2 = dp = 1, [a, b] = c, [c, a] = cp, [c, b] = d, [d, a] =
[d, b] = 1〉, where n > m ≥ 2.
Proof Case 1. n = m.
In this case, m ≥ 2 for p = 2. If p = n = m = 2, then |G| = 27. By checking the list
of groups of order 27, we get the groups of Type (N1)–(N16). If p = 3 and n = m = 1,
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then |G| = 35. By checking the list of groups of order 35, we get the groups of Type
(O1)–(O7). In the following, we may assume that n > 1 for p = 3 and n > 2 for p = 2.
Subcase 1.1 Φ(G′) = 1.
In this subcase, v(G) = (0, 0)t. Suppose that G and G¯ are two groups described
in the theorem. By Theorem 6.2 and 6.4, G ∼= G¯ if and only if there exists Y =(
y11 y12
y21 y22
)
, an invertible matrix over Fp, such that w(G¯) = Y w(G)Y
t. That is,
w(G¯) and w(G) are mutually congruent. By Lemma 2.4, 2.5 and 2.6, we get the groups
of Type (P1)–(P10).
Subcase 1.2. Φ(G′) 6= 1.
If n = m = 1 and p > 3, then [a, bp] = [a, b]p = 1 and hence Φ(G′) = 1. Thus, in
this subcase, we have n ≥ 2. Since v(G) =
(
w31
w32
)
6=
(
0
0
)
, there exist w41, w42 such
that
(
w41 w31
w42 w32
)
is invertible. Let Y =
(
w41 w31
w42 w32
)−1
. Then Y v(G) =
(
0
1
)
.
In the following, we assume that G and G¯ be two groups described in the theorem with
v(G) = v(G¯) =
(
0
1
)
. By Theorem 6.2 and 6.4, G ∼= G¯ if and only if there exists
Y =
(
y11 0
y21 1
)
, an invertible matrix over Fp, such that w(G¯) = Y w(G)Y
t.
By suitably choosing y21, we can simplify w(G) to be one of the following types: (a)(
w11 w12
0 w22
)
where w11 6= 0, (b)
(
0 w12
−w12 w22
)
where w12 6= 0, (c)
(
0 w12
w21 0
)
where w12 6= 0 and w21 6= −w12, (d)
(
0 0
w21 0
)
where w21 6= 0 and (e)
(
0 0
0 w22
)
.
In the following, we assume that both w(G) and w(G¯) are such matrices. It is easy
to check that (i) different types give non-isomorphic groups, (ii) G ∼= G¯ if and only if
there exists y11 ∈ F
∗
p such that w(G¯) = Y w(G)Y
t where Y = diag(y11, 1). By Table
w(G) y11 Remak 1 w(G¯) Group Remark 2
(a) z−1 w11 = νz
2
(
ν w12z
−1
0 w22
)
(Q1) if w22 6= 0
(Q2) if w22 = 0
s = (w22)
−1
t = w12z
−1
(b) w−1
12
(
0 1
−1 w22
)
(Q3)
(c) w−1
12
(
0 1
w21w
−1
12
0
)
(Q4) if w21 6= 0
(Q5) if w21 = 0
s = −(w21)
−1w12
(d) −w−1
21
(
0 0
−1 0
)
(Q6)
(e)
(
0 0
0 w22
)
(Q7) if w22 6= 0
(Q8) if w22 = 0
s = w−1
22
Table 6.1: Subcase 1.2 in Theorem 6.5
6.1, we get the groups of Type (Q1)–(Q8).
Case 2. n > m.
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If p = n = 2 and m = 1, then |G| = 26. By checking the list of groups of order 26,
we get the groups of Type (R1)–(R7). In the following, we may assume that n ≥ 3 for
p = 2.
Subcase 2.1. Φ(G′) = 1.
By Theorem 6.4, m ≥ 2 for p = 2. Suppose that G and G¯ are two groups described
in the theorem. By Theorem 6.2, 6.3 and 6.4, G ∼= G¯ if and only if there exists
Y =
(
y11 y12
y21p
n−m y22
)
, an invertible matrix over Fp, such that w(G¯) = Y1w(G)Y
t,
where Y1 =
(
y11 0
y21 y22
)
.
By suitably choosing y21 and y12, that is, using an elementary operation and an
elementary column operation, we can simplify w(G) to be such a matrix, in which
every column and every row have at most one non-zero entry. In the following, we
assume that both w(G) = (wij) and w(G¯) = (w¯ij) are such matrices. It is easy to
check that (i) for all possible subscripts i, j, w¯ij 6= 0 if and only if wij 6= 0; (ii) G ∼= G¯
if and only if there exists Y = diag(y11, y22), an invertible matrix over Fp, such that
w(G¯) = Y w(G)Y .
If w(G) =
(
0 w12
w21 0
)
where w12w21 6= 0, then, letting Y = diag(w
−1
12 , 1), we
have w(G¯) = Y w(G)Y =
(
0 1
w21w
−1
12 0
)
. Hence we get the groups of Type (S1)
where s = −w−121 w12. It is easy to see that different s give non-isomorphic groups.
If w(G) =
(
w11 0
0 w22
)
where w11w22 6= 0, then, letting Y = diag(y11, y22), we
have w(G¯) = Y w(G)Y =
(
w11y
2
11 0
0 w22y
2
22
)
. Hence we can simplify w(G) to be(
ν1 0
0 ν2
)
where ν1, ν2 = 1 or a fixed quadratic non-residue modular p. Thus we get
the groups of Type (S2). It is easy to see that different ν1 or ν2 give non-isomorphic
groups.
If w(G) is invertible, then w(G) is one of the above types. If w(G) is of rank 1, then
w(G) is one of the following types:
(a)
(
w11 0
0 0
)
, (b)
(
0 0
0 w22
)
, (c)
(
0 0
w21 0
)
, (d)
(
0 w12
0 0
)
.
By similar arguments as above, we get the groups of Type (S3)–(S6) respectively. If
w(G) = 0, then G is the group of Type (S7).
Subcase 2.2. Φ(G′) 6= 1.
Subcase 2.2.1. m = 1.
If p > 2, then cp = [a, b]p = [a, bp] = 1 and hence Φ(G′) = 1, a contradiction.
Thus p = 2. By Theorem 6.4, v(G) = (1, 0)t and G ∼= G¯ if and only if there exists
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Y =
(
1 y12
y212
n−1 1
)
, an invertible matrix over Fp, such that w(G¯) = Y1w(G)Y
t,
where Y1 =
(
1 0
y21 1
)
. By suitably choosing y21 and y12, that is, using an elementary
operation and an elementary column operation, we can simplify w(G) to be such a
matrix, in which every column and every row have at most one non-zero entry. Then
we may assume that w(G) is one of the following matrices:
(a)
(
0 1
1 0
)
, (b)
(
1 0
0 1
)
, (c)
(
1 0
0 0
)
, (d)
(
0 0
0 1
)
, (e)
(
0 0
1 0
)
,
(f)
(
0 1
0 0
)
, (g)
(
0 0
0 0
)
.
It is easy to check that different types give non-isomorphic groups. Hence we get the
groups of Type (T1)–(T7).
Subcase 2.2.2. m ≥ 2.
If w32 6= 0, then, letting Y =
(
w32 −w31
0 w−132
)
, we have Y v(G) =
(
0
1
)
. If w32 = 0,
then w31 6= 0. Let Y =
(
w−131 0
0 1
)
. Then Y v(G) =
(
1
0
)
. By Theorem 6.2 and 6.4,
groups with v(G) =
(
1
0
)
and
(
0
1
)
respectively are mutually non-isomorphic.
Subcase 2.2.2.1. v(G) =
(
1
0
)
.
By calculation,
(
y11 y12
0 y22
)(
1
0
)
=
(
1
0
)
if and only if y11 = 1. Suppose that
G and G¯ are two groups described in the theorem with v(G) =
(
1
0
)
. By Theorem
6.2 and 6.4, G ∼= G¯ if and only if there exists Y =
(
1 y12
0 y22
)
and Y1 =
(
1 0
y21 y22
)
where y22 6= 0 such that w(G¯) = Y1w(G)Y
t.
By suitably choosing y21 and y12, that is, using an elementary operation and an
column operation, we can simplify w(G) to be such a matrix, in which every column
and every row have at most one non-zero entry. In the following, we assume that both
w(G) = (wij) and w(G¯) = (w¯ij) are such matrices. It is easy to check that (i) for all
possible subscripts i, j, w¯ij 6= 0 if and only if wij 6= 0; (ii) G ∼= G¯ if and only if there
exists Y = diag(1, y22), an invertible matrix over Fp, such that w(G¯) = Y w(G)Y .
If w(G) =
(
0 w12
w21 0
)
where w12w21 6= 0, then, letting Y = diag(1, w
−1
12 ), we
have w(G¯) = Y w(G)Y =
(
0 1
w21w
−1
12 0
)
. Hence we get the groups of Type (U1)
where s = −w−121 w12. It is easy to see that different s give non-isomorphic groups.
If w(G) =
(
w11 0
0 w22
)
where w11w22 6= 0, then, letting Y = diag(1, y22), we have
w(G¯) = Y w(G)Y =
(
w11 0
0 w22y
2
22
)
. Hence we can simplify w(G) to be
(
w11 0
0 ν
)
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where ν = 1 or a fixed quadratic non-residue modular p. Thus we get the groups of
Type (U2) where s = −w−111 . It is easy to see that different s or ν give non-isomorphic
groups.
If w(G) is invertible, then w(G) is one of the above types. If w(G) is of rank 1, then
w(G) is one of the following types:
(a)
(
w11 0
0 0
)
, (b)
(
0 0
0 w22
)
, (c)
(
0 0
w21 0
)
, (d)
(
0 w12
0 0
)
.
By similar arguments as above, we get the groups of Type (U3)–(U6) respectively. If
w(G) = 0, then G is the group of Type (U7).
Subcase 2.2.2.2. v(G) =
(
0
1
)
.
By calculation,
(
y11 y12
0 y22
)(
0
1
)
=
(
0
1
)
if and only if y12 = 0 and y22 = 1.
Suppose that G and G¯ are two groups described in the theorem with v(G) =
(
0
1
)
.
By Theorem 6.2 and 6.4, G ∼= G¯ if and only if there exist Y =
(
y11 0
0 1
)
and
Y1 =
(
y11 0
y21 1
)
where y11 6= 0 such that w(G¯) = Y1w(G)Y .
By suitably choosing y21, that is, using an elementary operation, we can sim-
plify w(G) to be one of the following types: (a)
(
w11 w12
0 w22
)
where w11 6= 0, (b)(
0 w12
w21 0
)
where w12 6= 0, (c)
(
0 0
w21 w22
)
where w21 6= 0, (d)
(
0 0
0 w22
)
. In
the following, we assume that both w(G) = (wij) and w(G¯) = (w¯ij) are such matri-
ces. It is easy to check that (i) different types give non-isomorphic groups; (ii) G ∼= G¯
if and only if there exists Y = diag(y11, 1), an invertible matrix over Fp, such that
w(G¯) = Y w(G)Y . By Table 6.2, we get the groups of Type (V1)–(V7). 
w(G) y11 Remak 1 w(G¯) Group Remark 2
(a) z−1 w11 = νz
2
(
ν w12z
−1
0 w22
)
(V1) if w22 6= 0
(V2) if w22 = 0
s = (w22)
−1
t = w12z
−1
(b) w−1
12
(
0 1
w21w
−1
12
0
)
(V3) if w21 6= 0
(V4) if w21 = 0
s = −(w21)
−1w12
(c) −w−1
21
(
0 0
−1 w22
)
(V5) s = −w22
(e)
(
0 0
0 w22
)
(V6) if w22 6= 0
(V7) if w22 = 0
s = w−1
22
Table 6.2: Subcase 2.2.2.1 in Theorem 6.5
7 The application of the classification
Before applying the above results, we want to ensure that the classification is accurate.
A useful check is to compare determination of the groups whose order is as small as
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possible. Determination may be the database of Magma or GAP or a group-list given
in a paper. For example, if p = 2, then the smallest order of G is 26 − 29 respectively.
Fortunately, Magma and GAP provide group lists for 2-groups of order less than 210.
We checked the database of Magma, and no error was found.
Groups the minimal possible order Groups the minimal possible order
(B1)–(B3) 26 (M1)–(M9) p8
(D1)–(D5) 28, p6 (p > 2) (P1)–(P10) 29, 37, p5 (p > 3)
(E1)–(E9) p7 (Q1)–(Q8) 29, p7 (p > 2)
(G1)–(G3) 26, 36, p4 (p > 3) (S1)–(S7) 28, p6 (p > 2)
(I1)–(I3) 26 (T1)–(T7) 27
(J1)–(J6) 27, p5 (p > 2) (U1)–(U8) p8
(L1)–(L9) 28, p7 (p > 2) (V1)–(V7) p8
Table 7.1: the minimal possible order of groups obtained in this paper
Theorem 7.1. Suppose that G is not metacyclic, d(G) = 2 and G has at least two
A1-subgroups of index p. Then G is one of following non-isomorphic groups:
(I) Φ(G′)G3 ∼= Cp
(1) one of 3-groups of maximal class of order 34;
(2) 〈a, b, c
∣∣ ap2 = bp = cp = 1, [a, b] = c, [c, a] = 1, [c, b] = aνp〉, where p > 3,
ν = 1 or a fixed quadratic non-residue modular p;
(3) 〈a, b, c, d
∣∣ ap = bp = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = 1, [d, a] = [d, b] =
1〉, where p > 3;
(4) 〈a, b, c
∣∣ ap2 = bp = cp = 1, [a, b] = c, [c, a] = ap, [c, b] = 1〉, where p > 3;
(5) 〈a, b, c, d
∣∣ a4 = b2 = c2 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = [d, a] = [d, b] =
1〉;
(6) 〈a, b, c
∣∣ a8 = b2 = c2 = 1, [a, b] = c, [c, a] = a4, [c, b] = 1〉;
(7) 〈a, b, c
∣∣ a8 = c2 = 1, b2 = a4, [a, b] = c, [c, a] = b2, [c, b] = 1〉;
(8) 〈a, b, c, d
∣∣ a2n = b2 = c2 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = [d, a] = [d, b] =
1〉, where n ≥ 3;
(9) 〈a, b, c
∣∣ a2n+1 = b2 = c2 = 1, [a, b] = c, [c, a] = a2n , [c, b] = 1〉, where n ≥ 3;
(10) 〈a, b, c
∣∣ a2n = b4 = c2 = 1, [a, b] = c, [c, a] = b2, [c, b] = 1〉, where n ≥ 3;
(11) 〈a, b, c
∣∣ apn+1 = bp = cp = 1, [a, b] = c, [c, a] = 1, [c, b] = aνpn〉, where p > 2
and n > 1, ν = 1 or a fixed quadratic non-residue modular p;
(12) 〈a, b, c
∣∣ apn+1 = bp = cp = 1, [a, b] = c, [c, a] = apn , [c, b] = 1〉, where p > 2
and n > 1;
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(13) 〈a, b, c
∣∣ apn = bp2 = cp = 1, [a, b] = c, [c, a] = 1, [c, b] = bp〉, where p > 2 and
n > 1;
(14) 〈a, b, c
∣∣ apn = bp2 = cp = 1, [a, b] = c, [c, a] = bνp, [c, b] = 1〉, where p > 2 and
n > 1, ν = 1 or a fixed quadratic non-residue modular p;
(15) 〈a, b, c, d
∣∣ apn = bp = cp = dp = 1, [a, b] = c, [c, a] = 1, [c, b] = d, [d, a] =
[d, b] = 1〉, where p > 2 and n > 1;
(16) 〈a, b, c, d
∣∣ apn = bp = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = 1, [d, a] =
[d, b] = 1〉, where p > 2 and n > 1.
(II) Φ(G′)G3 ∼= C
2
p
(17) 〈a, b, c, d, e
∣∣ a3 = b3 = c3 = d3 = e3 = 1, [a, b] = c, [c, a] = d, [c, b] =
e, [d, a] = [d, b] = [e, a] = [e, b] = 1〉;
(18) 〈a, b, c, d
∣∣ a9 = c3 = d3 = 1, b3 = a3, [a, b] = c, [c, a] = d, [c, b] = a3, [d, a] =
[d, b] = 1〉;
(19) 〈a, b, c, d
∣∣ a9 = b3 = c3 = d3 = 1, [a, b] = c, [c, a] = d, [c, b] = a−3, [d, a] =
[d, b] = 1〉;
(20) 〈a, b, c
∣∣ a9 = b9 = c3 = 1, [a, b] = c, [c, a] = a3, [c, b] = b3〉;
(21) 〈a, b, c
∣∣ a9 = b9 = c3 = 1, [a, b] = c, [c, a] = b3, [c, b] = a3, [a3, b] = 1〉;
(22) 〈a, b, c
∣∣ a9 = b9 = c3 = 1, [a, b] = c, [c, a] = b−3, [c, b] = a3, [a3, b] = 1〉;
(23) 〈a, b, c
∣∣ ap2 = bp2 = cp = 1, [a, b] = c, [c, a] = apbνp, [c, b] = bp〉, where p > 3,
ν = 1 or a fixed quadratic non-residue modular p;
(24) 〈a, b, c
∣∣ ap2 = bp2 = cp = 1, [a, b] = c, [c, a] = bνp, [c, b] = a−p〉, where p > 3,
ν = 1 or a fixed quadratic non-residue modular p;
(25) 〈a, b, c
∣∣ ap2 = bp2 = cp = 1, [a, b] = c, [c, a]1+r = apbp, [c, b]1+r = a−rpbp〉,
where p > 3, r = 1, 2, . . . , p − 2;
(26) 〈a, b, c, d
∣∣ ap2 = bp = cp = dp = 1, [a, b] = c, [c, a] = ap, [c, b] = d, [d, a] =
[d, b] = 1〉, where p > 3;
(27) 〈a, b, c, d
∣∣ ap = bp2 = cp = dp = 1, [a, b] = c, [c, a] = bνp, [c, b] = d, [d, a] =
[d, b] = 1〉, where p > 3, ν = 1 or a fixed quadratic non-residue modular p;
(28) 〈a, b, c, d
∣∣ a4 = b2 = c4 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] =
[d, b] = 1〉;
(29) 〈a, b, c
∣∣ a4 = b4 = c4 = 1, [a, b] = c, [c, a] = b2, [c, b] = c2〉;
(30) 〈a, b, c
∣∣ a8 = b2 = c4 = 1, [a, b] = c, [c, a] = a4, [c, b] = c2〉;
(31) 〈a, b, c
∣∣ a8 = c4 = 1, b2 = a4, [a, b] = c, [c, a] = a4, [c, b] = c2〉;
(32) 〈a, b, c
∣∣ a8 = b2 = c4 = 1, [a, b] = c, [c, a] = a4c2, [c, b] = c2, [c2, a] = 1〉;
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(33) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = a4b2, [a, b] = c, [c, a] = b2, [c, b] = c2〉;
(34) 〈a, b, c
∣∣ a8 = b4 = 1, c2 = b2, [a, b] = c, [c, a] = a4b2, [c, b] = c2〉;
(35) 〈a, b, c
∣∣ apn+1 = bp2 = cp = 1, [a, b] = c, [c, a] = apn , [c, b] = bsp〉, where p > 2
and n > 1, s ∈ F ∗p ;
(36) 〈a, b, c
∣∣ apn+1 = bp2 = cp = 1, [a, b] = c, [c, a] = bν1p, [c, b] = a−ν2pn〉, where
p > 2 and n > 1, ν1, ν2 = 1 or a fixed quadratic non-residue modular p;
(37) 〈a, b, c, d
∣∣ apn+1 = bp = cp = dp = 1, [a, b] = c, [c, a] = d, [c, b] = a−νpn , [d, a] =
[d, b] = 1〉, where p > 2 and n > 1, ν = 1 or a fixed quadratic non-residue
modular p;
(38) 〈a, b, c, d
∣∣ apn+1 = bp = cp = dp = 1, [a, b] = c, [c, a] = apn , [c, b] = d, [d, a] =
[d, b] = 1〉, where p > 2 and n > 1;
(39) 〈a, b, c
∣∣ a2n+1 = b4 = 1, c2 = b2, [a, b] = c, [c, a] = a2n , [c, b] = c2〉, where
n ≥ 3;
(40) 〈a, b, c
∣∣ a2n+1 = b4 = 1, c2 = a2n , [a, b] = c, [c, a] = b2, [c, b] = c2〉, where
n ≥ 3;
(41) 〈a, b, c, d
∣∣ a2n+1 = b2 = d2 = 1, c2 = a2n , [a, b] = c, [c, a] = d, [c, b] =
c2, [d, a] = [d, b] = 1〉, where n ≥ 3;
(42) 〈a, b, c
∣∣ a2n = b4 = c4 = 1, [a, b] = c, [c, a] = b2, [c, b] = c2〉, where n ≥ 3;
(43) 〈a, b, c, d
∣∣ a2n = b4 = d2 = 1, c2 = b2, [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] =
[d, b] = 1〉, where n ≥ 3;
(44) 〈a, b, c
∣∣ a2n+1 = b2 = c4 = 1, [a, b] = c, [c, a] = a2n , [c, b] = c2〉, where n ≥ 3;
(45) 〈a, b, c, d
∣∣ a2n = b2 = c4 = d2 = 1, [a, b] = c, [c, a] = d, [c, b] = c2, [d, a] =
[d, b] = 1〉, where n ≥ 3;
Proof By Lemma 2.2 (2), we have Φ(G′)G3 ≤ Z(G), Φ(G
′)G3 ≤ C
2
p andG/Φ(G
′)G3 ∈
A1. Since G is not metacyclic, G/Φ(G
′)G3 ∼= Mp(n,m, 1) where n > 1 for p = 2 and
n ≥ m.
Case 1. Φ(G′)G3 ∼= Cp.
If G3 ≤ Φ(G
′), then, by Theorem 3.1, G has either 0 or 1 A1-subgroup of index p.
Hence Φ(G′) = 1 and G3 ∼= Cp. By Theorem 4.1, m = 1. By Theorem 4.6, we get the
groups (1)–(16).
Case 2. Φ(G′)G3 ∼= C
2
p .
If G3 ∼= Cp, then, by Theorem 5.1 and 5.5, G has no A1-subgroup of index p. Hence
Φ(G′) ≤ G3 ∼= C
2
p . By Theorem 6.1 and 6.5, we get the groups (17)–(44). 
39
(1) (F) (13) (J3) where m = 1 (25) (P4) where n = 1 (37) (S3) where m = 1
(2) (G1) where m = 1 (14) (J4) where m = 1 (26) (P8) where n = 1 (38) (S6) where m = 1
(3) (G2) where m = 1 (15) (J5) where m = 1 (27) (P9) where n = 1 (39) (T1)
(4) (G3) where m = 1 (16) (J6) where m = 1 (28) (R1) (40) (T2)
(5) (H1) (17) (O1) (29) (R2) (41) (T3)
(6) (H2) (18) (O3) (30) (R3) (42) (T4)
(7) (H3) (19) (O4) (31) (R4) (43) (T5)
(8) (I1) (20) (O5) (32) (R5) (44) (T6)
(9) (I2) (21) (O6) (33) (R6) (45) (T7)
(10) (I3) (22) (O7) (34) (R7)
(11) (J1) where m = 1 (23) (P2) where n = 1 (35) (S1) where m = 1
(12) (J2) where m = 1 (24) (P3) where n = 1 (36) (S2) where m = 1
Table 7.2: Correspondence for Theorem 7.1
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