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To understand how a neural circuit processes information we need to know its essential structure: how all the neurons in the circuit are connected. Hence the current interest in determining connectomes -the complete connectivity maps that provide a basis for thinking about the dynamics of the circuit. All systems-level neural computations have their structural basis in patterns of connectivity among neurons, and mapping these patterns can inspire or falsify theoretical models of how neural circuits govern behavior. The Drosophila larva has emerged as a powerful model for exploring neural structure-function relationships, offering anatomical simplicity, genetic accessibility, and a rich behavioral repertoire, including chemotaxis, phototaxis, and sensory learning and memory [1] . In a recent study, Larderet et al. [2] reconstructed the complete wiring diagram of the larval visual system, providing new insights into its functional organization.
Since the 1970s, neurobiologists have used transmission electron microscopy (TEM) to describe synaptic structure and neural circuit organization, notably to reconstruct the synaptic wiring diagram of the roundworm Caenorhabditis elegans [3] , and a portion of the visual system of adult Drosophila [4] . More recently, connectomics datasets have also motivated functional dissection of specific computations, such as visual direction selectivity [5, 6] . In the same vein, the connectomes of the Drosophila larval antennal lobe and mushroom body have generated hypotheses about olfactory computation and associative memory formation [7, 8] . These and other studies have made connectomics a central part of the modern neuroscience canon, guiding analysis of circuit function.
Larderet et al. [2] used TEM to map the larval optic neuropil (LON), the first-order visual center of a Drosophila larva [2] . The reconstruction reveals the morphology of every LON neuron and all of the chemical synapses among them. The data show that visual information is segregated into two parallel pathways at the earliest stage, where two populations of photoreceptors expressing different opsins, Rh5 or Rh6, synapse predominantly onto distinct subpopulations of neurons in the LON (Figure 1 ). Rh5-expressing photoreceptors synapse onto visual projection neurons that send processes to the central brain, whereas Rh6-expressing photoreceptors synapse onto second-order neurons, termed visual local interneurons. The two pathways then converge where visual local interneurons synapse onto visual projection neurons.
The interneurons that are known to mediate the larval circadian cycle are shown, uniquely, to combine direct inputs from both photoreceptor types in approximately equal proportion, supporting behavioral evidence that either photoreceptor type is sufficient to entrain the larval circadian clock [9] . Larderet et al. [2] also describe LON outputs to central brain regions that are known to form, store, and retrieve associative memories by integrating input from multiple sensory systems. Lastly, a comparison of the left and right LON shows that circuit architecture is consistent on both sides of the animal, despite bilateral variation in neuron number.
Larderet et al. [2] came up with a number of systems-level hypotheses relating LON architecture to previous physiological and behavioral data.
Drosophila larvae use vision to navigate, for entrainment of their circadian clock, and to form associative memories [10, 11] . The circuitry of the LON transforms the visual world into a time-varying signal that represents only a few basic image statistics, including intensity, contrast polarity, and temporal structure. The authors identified a simple network motif that may compute the first and second derivatives of light intensity, image statistics that could enable efficient navigation along light gradients. A similar motif is found in the antennal lobe of adult Drosophila, where projection interneurons encode the first and second derivatives of odor concentration [12] . Specialized ON and OFF channels for processing luminance increments and decrements, respectively, are predicted to emerge as early as the second-order neurons of the LON, and may facilitate visual navigation. An analogous pair of ON and OFF pathways underpin motion detection in adult Drosophila [13] , as well as chemotaxis and thermotaxis in C. elegans [14, 15] .
Intriguingly, most LON projection neurons also target the mushroom body, an area devoted to forming and retrieving associations between perceptual and reinforcing (either attractive or aversive) stimuli [8, 16] . Several LON projection neurons make synapses onto mushroom body Kenyon cells, cells that are known to integrate olfactory, gustatory, and thermal stimuli in both larval and adult brains. Moreover, within the central brain, the LON projection neurons present both presynaptic and postsynaptic sites, suggesting that visual output is modulated by other sensory systems, as is the case with olfaction [7] .
Lastly, a small set of aminergic neurons projecting from the central brain synapse with the second-order neurons of the LON. Because these second-order neurons are thought to mediate ON and OFF responses, central brain feedback may modulate sensitivity to light increments and decrements. Analogous aminergic feedback from the central brain has been seen across multiple sensory modalities, including olfaction and vision, suggesting a widespread circuit function [17, 18] . Biogenic amines act as neuromodulators in many invertebrate species; the LON connectome argues that these signals play a specific role in tuning peripheral sensory processing.
The finding that LON circuit architecture is robust to variation in neuron number raises the question of how a developmental program can nevertheless achieve stereotyped circuit structure. On the one hand, Larderet et al. [2] observed that the side of the larvae that had more photoreceptors also had more downstream neurons, a correlation which may suggest that the specification of downstream neurons in the larvae may be scaled by signals from photoreceptors, as in the adult [19] . On the other hand, the relationship between structural variation and neural function is a deep issue that has attracted considerable attention as connectomics data have become more abundant. Wiring variation can be systematic or unsystematic, functionally relevant or irrelevant, and can result from compensation and plasticity, or developmental noise. For example, in the adult Drosophila antennal lobe, synaptic connections vary between olfactory receptor neurons and projection neurons, and a compensatory mechanism normalizes responses to sensory input by matching the size of the projection neuron dendrite to the number of olfactory receptor neuron input synapses [20] . On the other hand, synaptic variation due to developmental imprecision limits the stimulus-parsing performance of the projection neurons, possibly degrading perceptual acuity.
Structural and functional studies represent two complementary approaches to understanding neural information processing, and connectomes provide an unprecedented level of anatomical detail for studying how synaptic wiring affects network performance. In the short term, research should test the functional predictions derived from the LON connectome. In the long term, reconstructing the entire Drosophila larval CNS, in parallel with functional studies, will shed light on the mechanistic basis of biological complexity by revealing the organizing principles of neural network motifs, and their arrangement into larger and more versatile functional modules. Black arrows denote excitatory connections, red arrows denote inhibitory connections, gray arrows denote aminergic inputs. Black circles represent sites of predicted computations. Circuit elements that control the circadian clock are omitted for simplicity.
A new randomized, double-blind controlled study has found that playing a video game modeled from sensory foraging behavior can improve the aging brain's ability to hear complex signals hidden in background noise.
Untreated hearing loss can significantly impact an individual's ability to communicate with others and decrease quality of life [1] . While enormous technological advances in recent years have made hearing aids smaller and smarter, hearing aid use and satisfaction lag behind these design improvements. In fact, a recent report [2] estimates that nearly 23 million American adults above the age of 50 have hearing loss but do not use hearing aids. Even with today's stateof-the-art technology, the amplified signal produced by hearing aids may sound odd or distorted, and therefore foreign to wearers. This, unfortunately, has caused many to neglect the routine use of hearing aids, and this untreated hearing loss can lead to a deprivation of sound stimulation that will, in time, weaken auditory centers of the brain. With the passing of the Overthe-Counter Hearing Aid Act of 2017 by the U.S. House of Representatives, in the USA at least, hearing aids may soon become more affordable and accessible, and with it, the need to offer hearing rehabilitative services to hearing aid users may become more apparent. In this issue of Current Biology, Whitton et al. [3] outline a new, inventive, videogame approach to hearing rehabilitation that has promise as a therapeutic option for hearing aid users. Audiologists recommend auditory training as a supplemental therapy to hearing aids to help re-train the brain to process and interpret the signal that the hearing aid, or another prosthetic hearing device like a cochlear implant, provides. Auditory training, however, can be used by anyone who wishes to refine their auditory skills, not just individuals with hearing loss. Similar to physical therapy following an injury, auditory training typically involves exercises that target an area of weakness. These exercises draw the listener's focus to sonic details, like a subtle change in pitch or rhythm. Other exercises might target higher-level skills, such as working memory or lexical knowledge, to compensate for missing acoustic details that might occur with a bad cell-phone connection or high levels of background noise. In most current training programs, the training is structured as a type of call and response: a sound stimulus is presented, the trainee responds. This is followed by a short pause, and then the same succession of steps repeats for a new item in the training set.
Whitton et al. [3] take an unorthodox approach to auditory training for hearing aid users that shares many features with playing a musical instrument, arguably one of the oldest, naturalistic forms of auditory training. The documented benefits of music training extend from improved quality of life, including stress reduction [4] , to enhanced processing of complex auditory signals, such as speech in noisy backgrounds [5, 6] . The training program developed by Whitton et al. [3] works through a closed-loop design that is implemented as a video game on a touch-screen tablet computer. In this video game, sound is modified in realtime, in response to micro movements of the player's finger as it slides across the touch screen, similar to how a violinist places and then subtly refines her finger on the string to adjust the pitch of the instrument. The game involves foraging for a hidden puzzle piece, the location and shape of which are cued by a faint sound that is blanketed by the chatter of many people talking simultaneously. Think of the video game as an advanced version of
