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ABSTRACT
This paper describes an algorithm for numerical compu-
tation of the power spectral density (PSD) of channel noise
in nanoscale MOSFETs. Noise generation phenomena in-
side the channel are modeled as random processes, repre-
sented by distributed sources that are added to the equations
describing charge transport in the channel. The resulting set
of differential equations is then solved using a frequency-
domain simulation algorithm, yielding the total noise PSD at
the device terminals. Comparisons between simulated and
measured values of the noise PSD can then be used to test
the validity of noise models for nanoscale MOSFETs. Simu-
lation results obtained on a MOSFET under various DC bias
conditions are presented.
Keywords: Device modeling; simulation; noise.
1 INTRODUCTION
Noisegenerationinsemiconductordeviceshasbeenstud-
ied for over ﬁfty years. The best known model of channel
noise in MOSFETs is due to van der Ziel [1]. While this
model is sufﬁciently accurate for long-channel devices, dis-
crepancies withexperimental data in submicron devices were
already observed more than ﬁfteen years ago [2]. In fact, the
van der Ziel model underestimates the thermal noise gener-
ated in short-channel devices; the origin of this excess noise
has been the object of intense investigation for several years.
Someresearchershavetriedtoobtainmoreaccuratemod-
els by resorting to approaches based on the so-called imped-
ance ﬁeld method [3], which leads to modeling the channel
as a linear, one-dimensional transmission line in which noise
generation phenomena are represented by Langevin sources
distributed throughout the length of the channel [4],[5]. Be-
cause the line parameters vary along the channel, better ac-
curacy can be obtained by dividing the channel into multi-
ple segments, where each segment is modeled as a uniform
transmission line [6].
Based on the results of simulations performed using the
approaches described above, it has been suggested that the
excess noise can be explained in terms of nonlocal effects
on the carrier velocity that are captured only by higher-order
transport models, such as the hydrodynamic model [6],[7].
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Other researchers, however, have offered different expla-
nations of the same phenomenon, based on effects such as
carrier velocity saturation and carrier heating. In short chan-
nel devices, carrier velocity saturates near the drain end of
thechannelduetothepresenceofhighlateralelectricalﬁelds
[8], [9]. This affects the local value of the channel conduc-
tance, which is normally expressed as: G = µ(x)q, where
µ(x)isthe carrier mobilityand q isthe inversion layer charge
density. Sincethevaluesofthelocalnoisesourcesthatmodel
thermal noise in the channel depend on G, variations in car-
rier mobility along the channel must be accounted for. More-
over, the assumption that thermal equilibrium exists in the
channel is no longer necessarily valid in the presence of high
electric ﬁelds [9]. In order to account for the deviation of
carrier density from its equilibrium value, a ﬁeld-dependent
equivalent temperature is introduced. Since the exact rela-
tionship between the equivalent temperature and the electric
ﬁeld cannot be obtained analytically, empirical formulae ex-
pressingalinear[9]orquadratic[10],[11]dependence onthe
electric ﬁeld are used instead. Several models explaining the
excess channel noise as due to carrier velocity saturation and
carrier heating have been published in the literature [9]–[12].
This paper describes an algorithm to compute the noise
PSD at the drain and source terminals of a MOSFET from
frequency-domain simulations of the ordinary or partial dif-
ferential equations used to model the device’s behavior (e.g.
the drift-diffusion equations). Speciﬁcally, noise generation
inside the device is modeled as a stationary random pro-
cess, and a relationship between the PSD of the noise sources
and that of the resulting noise voltages or currents at the de-
vice terminals is obtained by linearizing the charge transport
equation around the bias point of the device. This makes it
possible to simulate a variety of models for noise generation
phenomena inside MOSFETS and to compare the simulation
results with experimental measurements to verify the valid-
ity of those models. A detailed description of the algorithm is
given in the next section, and simulation results are presented
in Sec. 3.
2 NOISE SPECTRAL ANALYSIS
The cross-section of a MOSFET device is shown in
Fig.1. For the purpose ofnoise analysis, avery simplemodel
for the channel charge will be used, as described by the equa-
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Figure 1: MOSFET cross-section
tion:
Q(x)=−Cox[V (x)+Vt]
where Q is the charge in the channel, V the local voltage in
the channel with respect to the gate, Cox the gate oxide ca-
pacitance, and Vt the MOSFET threshold voltage. Based on
thismodel, thevoltageandcurrentinthedevicechannelmust
satisfy the following pair of partial differential equations:
∂V
∂x
=
I
µCox(V + Vt)
∂I
∂x
= −Cox
∂
∂t
(V + Vt)
(1)
Noisegenerationmechanismsinsidethechannelcanbemod-
eled by the introduction of noise sources in the above equa-
tions:
∂V
∂x
=
I
µCox(V + Vt)
+ vn(x,t)
∂I
∂x
= −Cox
∂
∂t
(V + Vt)+in(x,t)
where vn(x,t) and in(x,t) model noise generation phenom-
ena inside the channel.
The noise sources cause perturbations v and i in the chan-
nel voltage and current, respectively. Assuming that those
perturbations are small, they can be computed by linearizing
the equations above around the DC solution:
∂v
∂x
= −
I
µCox(V + Vt)2v +
1
µCox(V + Vt)
i
+ vn(x,t) (2)
∂i
∂x
= −Cox
∂v
∂t
+ in(x,t)
This set of differential equations can be rewritten in matrix
and vector notation as:
∂f
∂x
= G(x)f − C
∂f
∂t
+ u(x,t) (3)
where: f =[vi]T and
G(x)=
1
µCox
⎡
⎣
I
[V (x)+Vt]2
−1
[V (x)+Vt]
00
⎤
⎦
C =
 
00
Cox 0
 
u(x,t)=
 
vn(x,t)
in(x,t)
 
Equation (3) can be discretized with respect to x by se-
lecting points x0 =0<x 1 < ... < x N = L and using
an appropriate numerical integration algorithm, such as the
trapezoidal method:
fn+1 = fn +
hn
2
 
Gn+1fn+1 − C
dfn+1
dt
+ un+1(t)+Gnfn − C
dfn
dt
+ un(t)
 
(4)
where hn = xn+1 − xn and for the sake of brevity the fol-
lowing notation has been used:
fn = f(xn,t)
Gn = G(xn)
un(t)=u(xn,t)
Equation (4) can be rewritten as:
hn
2
C
dfn
dt
+
hn
2
C
dfn+1
dt
=( I +
hn
2
Gn)fn
− (I −
hn
2
Gn+1)fn+1 +
hn
2
[un+1(t)+un(t)]
This system of differential equations can be written in matrix
form as:
C
dF
dt
+ GF = U(t) (5)
where:
F =
⎡
⎢
⎣
f0
. . .
fN
⎤
⎥
⎦, U(t)=
⎡
⎢ ⎢ ⎢ ⎢
⎣
h0
2
[u0(t)+u1(t)]
. . .
hN−1
2
[uN−1(t)+uN(t)]
⎤
⎥ ⎥ ⎥ ⎥
⎦
and block matrices C and G are shown in Fig. 2.
It will be assumed that U(t) is a realization of a zero-
mean stationary stochastic process. Let RU(t1,t 2) be its au-
tocorrelation function:
RU(t1,t 2)=E
 
U(t1)UT(t2)
 
Since the process is stationary, RU(t1,t 2) depends only on
τ = t1 − t2: RU(t1,t 2)=RU(t1 − t2)=RU(τ), and the
process’s PSD is given by the Fourier transform of RU(τ)
[13]:
SU(jω)=
  +∞
−∞
RU(τ)e−jωτ dτ
The autocorrelation function of F(t) can be computed by
multiplying (5) by its transposed and taking the expected
value of both sides of the resulting equation:
E
 
[C ˙ F(t1)+GF(t1)][C ˙ F(t2)+GF(t2)]T
 
= E
 
U(t1)UT(t2)
 
(6)
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⎡
⎢
⎢ ⎢
⎣
h0C/2 h0C/2
h1C/2 h1C/2
...
hNC/2 hNC/2
⎤
⎥
⎥ ⎥
⎦
G =
⎡
⎢
⎢ ⎢
⎣
−I − h0G0/2 I − h0G1/2
−I − h1G1/2 I − h1G2/2
...
−I − hNGN−1/2 I + hNGN/2
⎤
⎥
⎥ ⎥
⎦
Figure 2: Block matrices C and G
It can be shown [13] that:
E
 
˙ F(t1)FT(t2)
 
=
∂RF
∂t1
E
 
F(t1) ˙ FT(t2)
 
=
∂RF
∂t2
E
 
˙ F(t1) ˙ FT(t2)
 
=
∂2RF
∂t1∂t2
Therefore (6) can be rewritten as:
C
∂2RF
∂t1∂t2
CT + C
∂RF
∂t1
GT
+ G
∂RF
∂t2
CT + GRFGT = RU(t1,t 2) (7)
Since F(t) is also a realization of a stationary pro-
cess, its autocorrelation function depends only on t1 − t2:
RF(t1,t 2)=RF(t1 − t2)=RF(τ). Consequently:
∂RF
∂t1
= R 
F(τ)
∂RF
∂t2
= −R 
F(τ)
∂2RF
∂t1∂t2
= −R  
F(τ)
Thus taking the Fourier transform of (7) yields:
ω2CSF(jω)CT + jωCSF(jω)GT
− jωGSF(jω)CT + GSF(jω)GT = SU(jω)
or equivalently:
H(jω)SF(jω)H∗(jω)=SU(jω) (8)
where SF(jω) is the PSD of F, H(jω)=jωC + G and H∗
denotes the adjoint (conjugate transposed) of H.
This equation can be solved by performing an LU de-
composition of H: H(jω)=L(jω)U(jω). In principle, it is
possible to solve for SF(jω) directly:
SF(jω)
= U−1(jω)L−1(jω)SU(jω)[L∗(jω)]−1[U∗(jω)]−1
Numerical round-off error introduced in the computation
of SU(jω), however, could yield a solution that is not a
positive-deﬁnite self-adjoint matrix, a non-physical result.
For this reason it is preferable to compute SF(jω) in fac-
tored form through a Cholesky decomposition of SU(jω):
SU(jω)=LU(jω)L∗
U(jω)
WF(jω)=U−1(jω)L−1(jω)LU(jω)
SF(jω)=WF(jω)W∗
F(jω)
This ensures that the resulting SF(jω) is a positive-deﬁnite
self-adjoint matrix.
3 NUMERICAL RESULTS
The algorithm described in the previous section was used
to compute the noise PSD at the source and drain terminals
of a MOSFET under various bias conditions. It was assumed
that the noise sources represented by in(x,t) and vn(x,t) in
(2) where white, uniformly distributed in the device chan-
nel, and uncorrelated. Under these assumptions, SU(jω) is
block-diagonal and independent of ω. Figures 3 and 4 show
the simulated noise PSD at the drain (solid line) and source
(dashed line) ends of the MOSFET for two different values
of Vds.
This approach can be applied to more complex and accu-
rate models of carrier transport and noise generation mecha-
nisms inside the channel. For example, (1) can be replaced
by the drift-diffusion equations:
ε∇2V = −q(ND − NA + p − n)
1
q
∇·Jn =
∂n
∂t
− (G − R)
1
q
∇·Jp = −
∂p
∂t
+( G − R)
Jn = −qµnn∇V + qDn∇n
Jp = −qµpp∇V − qDp∇p
If a one-dimensional model of the device is used, only one
spatial variable is retained, and this set of partial differen-
tial equations can be discretized following the approach de-
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Figure 3: Noise power spectral density, Vds =0 .2V
scribed in Section 2. For better accuracy, two- or three-
dimensional device geometries can be used, in which case
more complex discretization schemes become necessary.
Similarly, noise generation phenomena inside the device
can be modeled more accurately. For example, experimental
data and theoretical analysis indicate that the noise sources
inside the device are not uncorrelated [14]. Correlation
among noise sources can be accounted for by introducing
off-diagonal terms in SU(jω). Regardless of the complexity
of the geometry of the device and of the models, computa-
tion the noise PSD at the device terminals can be performed
following the approach described earlier. Comparisons of
simulation results with experimental data, can provide in-
formation useful in developing noise models for nanoscale
MOSFET devices.
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