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Abstract 
A flexible semi-filterless architecture for metro DWDM networks with ring- or horseshoe topologies is presented. ROADM 
nodes are based on wavelength blockers. Coherent transmission enables filterless channel selection. Critical parameters are 
determined and a 4-span, 160-km horseshoe with 100Gbit/s DP-QPSK and 200Gbit/s DP-16QAM is demonstrated.  
1. Introduction 
With the introduction of 5G in the near future, new challenges 
will be imposed on optical networks in terms of cost-
effectiveness, energy efficiency, latency, agility and 
programmability. The EU H2020 5G-PPP project METRO-
HAUL [1] aims at developing the metro-interface between 5G 
access and multi-Tbit/s elastic core networks, including the 
optical layer as well as compute nodes with the required 
software defined networking (SDN) and network function 
virtualization (NFV). Metro networks typically show non-
meshed ring- or horseshoe (open ring) topologies, with link 
distances depending on the geo-type, e.g. urban or rural. A 
typical metro horseshoe topology is shown in Fig. 1. Metro 
core edge nodes (MCEN) are connected to the core network, 
while access metro edge nodes (AMEN) are connected in a 
line to form the horseshoe itself. The AMENs include edge 
data centres (DC) to enable time critical computations close to 
the end-user, while less latency-sensitive and larger storage 
requiring functions can be placed in regional or core DC. 
While filterless network architectures for core networks with 
coherent transponders have been proposed already some years 
ago [2-3], data traffic and flexibility requirements expected 
from new edge computing nodes now justify the use of 
coherent technology also in the metro area. Thus, cost-
effective filterless nodes only based on splitters have attracted 
attention recently [4]. Besides the pure splitter-based drop and 
waste architecture, also semi-filterless solutions have been 
proposed [5-6], either using filters in some nodes to enable 
wavelength re-use or to include low-cost filters into the drop-
path of the node. This enhances the dynamic range of the 
received power, which needs to stay between a total allowed 
maximum for the coherent receiver (Coh Rx) and a minimum 
power per channel for a certain target performance. In this 
paper, we focus on the semi-filterless approach using 
wavelength blockers (WB) inside the nodes. While WB-based 
reconfigurable optical ring nodes architectures are not new [7], 
they have recently regained attention in conjunction with 
coherent transponder technology. The WB devices considered 
here are based on liquid-crystal-on-silicon (LCoS) technology, 
similar to [8]. The LCoS chip is divided into four sections, 
where two enable independent wavelength blocking for two 
directions and the other two are connected to photo diodes for 
channel-wise power measurements by a sweeping filter and 
subsequent power equalization. We show the implications and 
advantages of this semi-filterless network and demonstrate it 
in a 90-channel, 4-span, 160-km horseshoe network with DP-
QPSK and DP-16QAM, i.e. 100 Gbit/s and 200 Gbit/s 
channels, respectively.  
 
Fig. 1. Metro horseshoe topology. (CDC: central data centre, 
RDC: regional data centre, EDC: edge data centre, MCEN: 
metro core edge node, AMEN: access metro edge node). 
2. Filterless and semi-filterless networks 
2.1. Structure of the network 
Fig. 2 shows the structure of the network. At the MCEN 
terminal node, N channels (e.g. 96 50-GHz spaced channels in 
the C-band) are coupled together with couplers, showing 
~ 20 dB loss. The coupler is followed by an Erbium doped 
fibre amplifier (EDFA) as booster and the first fibre span. 
After the span, an additional EDFA is used as a pre-amplifier 
for the dropped channels and as a booster for the continuing 
channels. A further EDFA could be added for very long spans 
but is not necessary for most urban metro distances. A fraction 
Rdrop = 20% of the signal power is coupled out at the drop 
stage, while 80 % continues to the wavelength blocker. This is 
the splitting ratio for the devices used in the experiments and 
should be optimized according to the requirements of the 
considered network. The 20 % output is followed by a 1xK 
splitter, to drop K channels which are detected by K coherent 
receivers. These channels are blocked in the express path by 
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the WB. In addition to the blocking functionality, the power of 
each remaining channel is measured and equalized. This 
enables the use of cheaper EDFAs without flattening filters, 
like in [9]. The K free wavelength slots can be filled with new 
channels, which are combined by a Kx1 coupler and inserted 
into the spectrum by another 20/80 coupler. The resulting 
signal is transmitted over the next span. At the end of the 
horseshoe, i. e. at the second MCEN node, the remaining 
channels are split and fed to coherent receivers.  
2.2. Design parameters and implications 
The limitations in the drop path are determined by the dynamic 
range of the coherent receivers, i.e. the range from a minimum 
power Pmin,Rx per channel (at low optical signal-to-noise ratio, 
OSNR) that is required to detect an error-free signal to a 
maximum power Pmax,Rx accepted by a receiver (Rx), which 
results from the total power of all channels. Since the output 
power Pamp of cost-effective conventional EDFAs is limited 
(typically to ~ 20 dBm), the drop ratio has to be 
Rdrop < (Pmax,Rx·K)/(Pamp) and Rdrop > (Pmin,Rx·K·N)/Pamp in an 
N channel system. This assumes that for each K a dedicated 
1xK splitter is used, and no additional attenuation is present. 
Assuming Pamp= 20 dBm, a 96-channel system, where 8 
channels should be dropped, and a dynamic range between 
PRx,max = +3 dBm and PRx,min = -23 dBm for the Rx, the ratio 
should be 3.8 %<Rdrop<16 %. For the add ratio, Radd, holds that 
the input power of each added channel needs to be equal to the 
channels passing through the wavelength blocker, i.e. 
𝑃𝑇𝑥
𝐾
∙ 𝑅𝑎𝑑𝑑 =
𝑃𝑎𝑚𝑝(1−𝑅𝑑𝑟𝑜𝑝)
𝑎𝑊𝐵∙𝑁
(1 − 𝑅𝑎𝑑𝑑), and therefore 
𝑅𝑎𝑑𝑑 =
𝑃𝑎𝑚𝑝(1−𝑅𝑑𝑟𝑜𝑝)
𝑃𝑇𝑥
𝑘
𝑎𝑊𝐵𝑁+𝑃𝑎𝑚𝑝(1−𝑅𝑑𝑟𝑜𝑝)
 .   (1) 
Here, PTx is the output power of the transmitter (Tx), which 
can be in ideal case be adjusted in a range of some dB and aWB 
is the insertion loss of the WB. For the example above, and PTx 
= 3 dBm, aWB =12 (8 dB raw loss of WB +4 dB for 
compensation of +-2 dB of channel power variations), the 
minimum drop ratio leads to an add ratio of Radd = 20 % and 
the maximum drop ratio leads to an add ratio of 17.9 %. In this 
case the loss of the node with minimum add ratio would be 
either 13.2 dB (Rdrop = 3,8 %) or 13.7 dB (Rdrop=16 %). A 
higher add ratio would increase the loss. For a fibre loss of 
0.25 dB/km and a variable gain of the EDFA of up to 30 dB, 
the maximum span length would be 65.2 km (Rdrop=16 %), 
which lies well in the span range of a metro network. 
Another important parameter in the system is the OSNR. In 
some state-of-the-art coherent transponders, additional optical 
amplifiers are integrated at the Tx. Besides increasing PTx,max, 
they also add broadband noise to the signal if they do not use 
a tuneable amplified spontaneous emission (ASE) filter after 
the amplifier. If, e.g. the OSNR of the Tx is 40 dB, after 
coupling 96 channels with the same Tx, the OSNR is then 
reduced to 20.2 dB. The OSNR reduction along the 
transmission line can be calculated from the power levels and 
the noise figure of the EDFAs (see, e.g. [10], chapter 4.2.3), 
i.e. the OSNR after the Mth span would be 
 
𝑂𝑆𝑁𝑅𝑀,𝐸𝐷𝐹𝐴 =
𝑂𝑆𝑁𝑅𝑇𝑋,𝑁𝑃𝑖𝑛,𝐸𝐷𝐹𝐴
𝑃𝑖𝑛,𝐸𝐷𝐹𝐴+𝑀ℎ𝑓𝑐𝐵𝑟𝑒𝑓𝐹𝑁𝑂𝑆𝑁𝑅𝑇𝑋,𝑁
 . (2) 
Here, OSNRTx,N is the OSNR per channel after coupling 
together N channels, Pin,EDFA the input power to the EDFA after 
the span, h Planck’s constant, fC the frequency of the signal 
carrier and Bref, the reference bandwidth in Hz for measuring 
the OSNR, per definition 0.1 nm in wavelength, which 
corresponds to ~ 12.5 GHz. Fn is the noise figure of the EDFA. 
If in each node unfiltered channels are added, additional noise 
overlaps the noise from the transmission. If K channels are 
added, the OSNRadd,K for each channel would be the OSNR of 
the transmitter itself divided by the numbers of added 
channels. E.g. if the OSNR of the Tx is 40 dB, after coupling 
together 8 channels, this would be reduced to 31 dB. The 
OSNR after adding channels can be calculated by  
 
𝑂𝑆𝑁𝑅𝐴𝑑𝑑 =
𝑂𝑆𝑁𝑅𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑂𝑆𝑁𝑅𝑎𝑑𝑑,𝐾
𝑂𝑆𝑁𝑅𝑡ℎ𝑟𝑜𝑢𝑔ℎ+𝑂𝑆𝑁𝑅𝑎𝑑𝑑,𝐾
 ,        (3) 
 
With OSNRthrough are the channels which are passing through 
the node. Now, combining this, the OSNR after the Mth node 
with K channels added in each node would be 
 
𝑂𝑆𝑁𝑅𝑀,𝐸+𝐴 =
𝑃𝑖𝑛,𝐸𝐷𝐹𝐴
𝑀ℎ𝑓𝑐𝐵𝑟𝑒𝑓𝐹𝑁+𝑃𝑖𝑛,𝐸𝐷𝐹𝐴(
𝑀
𝑂𝑆𝑁𝑅𝑎𝑑𝑑,𝐾
+
1
𝑂𝑆𝑁𝑅𝑇𝑋,𝑁
)
 .    (4) 
 
Since the strongest OSNR degradation occurs at the MCEN, 
one might think of using a multiplexer filter there and only 
have a filterless coupling in the AMENs.  
All the calculations and assumptions here were made for fixed 
power and gain values with variations. In further 
investigations, gain ripples and power variations of up to 3 dB 
should be taken into account. 
3. Experimental evaluation 
The experimental setup corresponded to the structure shown in 
Fig. 2. Two commercially available coherent transponders, 
capable to terminate 200 Gbit/s DP-16QAM or 100 Gbit/s 
DP-QPSK signals were used as channels under test (CUTs). 
Forward error correction was included, leading to a symbol 
rate of ~ 34 GBaud. The pre-FEC BER was calculated from 
the corrected errors. Although the FEC for the transponders 
here was higher than 2e-2, we considered 2e-2 as a FEC limit, 
since this commonly used for soft-decision FEC. The 88 
interferer channels (loaders) were shaped out of an ASE noise 
source, using two EDFAs and a subsequent Finisar 
waveshaper as in [4]. The spectrum ranged from 191.55 THz 
to 196 THz, and the CUTs are put at the 5th and the 85th channel 
slot (191.75 THz and 195.8 THz respectively) to determine 
differences due to EDFA noise tilt. All transmit channels were 
added at the MCEN terminal node on the left. Between the 
spans, couplers and WBs with Rdrop = 20 % and Radd = 20 %, 
as shown in Fig. 2, were inserted. The WBs had a loss of 
12 dB. According to Eq. (1), in this setup, Radd=20 % would be 
optimum if 9 channels are added and PTX,max= 3 dBm. The 
investigated topology consisted of 4×40 km standard single-
mode fiber spans (SSMF). The 40-km spans had a loss of 
10 dB each. Fig. 3 shows the spectrum of all channels after the 
first span and after the forth span. It can be seen that, although 
the power is equalized for all spans, the EDFA noise shows a 
tilt, leading to a tilted OSNR as well. Longer wavelengths (and 
thus smaller frequencies, e.g. channel 5) have a higher OSNR 
than shorter wavelengths (e.g. channel 85).  
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Fig. 2. Structure of the semi-filterless network concept with wavelength blockers. Up to N channels can be transmitted, at each 
Add/Drop stage K channels are dropped and added (QAM Tx: quadrature amplitude modulation transmitter, Coh Rx: coherent 
receiver). 
 
 
Fig. 3 Spectrum of the 90 channels after 1 span and after 4 
spans of 40 km.  
 
Since in this setup Radd and Rdrop are fixed, the experiment 
focussed on the influence of transmit OSNR. The OSNR 
OSNRTX,N after combining all channels was varied. If a pure 
filterless coupling is used, the OSNR of one channel would be 
19.5 dB higher than this value (90 channels ~ 19.5 dB). The 
OSNR and the bit error ratio (BER) for each CUT were 
determined at each drop stage and after the last EDFA. The 
loss from the drop coupler to the Rx was 13 dB, which is 
equivalent to dropping up to 20 channels. The total input 
power to the Rx was 2.5 dBm, i.e. -17 dBm per channel.  
 
Fig. 4 OSNR vs. distance for different Tx OSNRs. 
 
Fig. 4 shows the evolution of the OSNR over the 4 spans. The 
40-km spans degrade the OSNR significantly only if the Tx 
OSNR is high – for values less than 20 dB the decrease is quite 
slow. The values for OSNRTX,N = 30dB at channel 5 and 
OSNRTX,N = 27.1dB at channel 85 were measured 
simultaneously as were the values for 22.4 dB and 19.6 dB, 
and 20.3 dB and 17.7 dB, respectively The BER values 
corresponding to the OSNRs shown in Fig. 4 are plotted in 
Fig. 5 for DP-QPSK and in Fig. 6 for DP-16QAM. It can be 
seen that the Tx OSNR is a critical parameter, and 22 dB Tx 
OSNR would be needed to bridge all spans with full capacity, 
if the BER should stay below 2e-2, which is a commonly used 
limit for soft decision FEC. Considering a 90 channel terminal 
in which each transmitter adds broadband noise, this requires 
an OSNR of at least 42 to 45 dB at the transmitter, if a noise 
tilt of 3 dB is present. However, referring to (4), also the noise 
from added channels needs to be taken into account, which was 
not done during the experiment. 
Fig. 5 BER vs. distance for DP-QPSK and OSNR of Fig. 4. 
  
 
Fig. 6 BER vs. distance for DP-16QAM and OSNR measured 
in Fig.4. 30/27.1 dB and 22.4/19.6 dB are measured 
simultaneously, for 20.3 dB only channel 5 could be detected. 
4. Conclusion 
A semi-filterless metro network architecture based on 
wavelength blockers was presented and evaluated. Our 
investigation shows that the add and drop ratios for the splitters 
have to be chosen carefully, dependent on system parameters. 
Wavelength blockers enhance the transmission capacity at 
lower cost compared to wavelength selective switches and 
enable channel equalization. The transmitter OSNR is a critical 
parameter if no ASE filters are used in the add paths.  
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