Regional climate models simulate sub-GCM grid scale climate features dynamically at resolutions of 20-50 kilometres given time-varying atmospheric conditions supplied by the GCM bounding a specified domain (see reviews by McGregor, 1997; Giorgi and Mearns, 1999) . The main advantage of RCMs is their ability to respond in physically consistent ways to different external forcings (such as land-surface or atmospheric chemistry changes). RCMs can also resolve important atmospheric processes such as orographic precipitation better than the driving GCM (Jones et al., 1995) . However, RCMs are computationally demanding and require orders of magnitude more computer time than SDS to compute equivalent scenarios.
Ultimately the realism of both SDS and RCM scenarios depends on the quality of the climate data providing the boundary conditions. When directly compared, the two approaches can yield different regional climate scenarios because each utilizes different aspects of GCM output. For example, most SDS methods assume that the local variable is primarily a function of synoptic forcing, whereas all vertical levels of the atmosphere, including the surface, are considered by RCMs (Mearns et al., 1999). However, very little is known about the significance of such differences once assimilated by non-linear impact models. Here, differences in daily precipitation and temperature for the Animas River basin, southwest Colorado are examined, using raw NCEP data (as an analogue for GCM-scale output), SDS, and RCM simulations for current climate conditions. The simulated surface climate variables were used to drive a distributed hydrological model. Since the hydrological response of the basin is an integration of the regional climate (in time and space), the results provide insights into the overall "valueadded" (or lost) to hydrological model skill due to the choice of downscaling technique. (Table 1 ). In comparison, RegCM2 output for both the corrected and uncorrected cases is closer to the observed seasonal cycle, with D-values of-6 and-5% respectively. The SDS ensemble spans the observed rainfall regime in all months except for June (too high) and November (too low), but underestimates the rainfall total by 6%. It is noteworthy that relative to temperature and runoff (see below), the E-statistics for daily P are low for all models, ranging between 14% (NCEP) and 26% (RegCM2adj).
Data and Methods

The
In contrast, Tmin (Fig. lb) The integrated results of the rainfall and temperature biases are reflected in simulated Q. Table 1 shows that all methods underestimate Q (with the exception of RegCM2). However, even Station data explained less than 85% of the variance in Q, suggesting that a component of the bias may be attributed 
Discussion
The preceding results provide insights into the relative strengths and weaknesses of each technique for basin-scale hydrological modeling. The most straightforward procedure is to use coarse resolution re-analysis output (in this case gridded P, Tmax and Tmin) and apply this information
•lirectly to the hydrological model. These data provide a datum with which the "value-added" of downscaling may be assessed. However, underestimation of total P (due to shortfalls in all seasons except summer), combined with biases in Tmax (of the order-2øC) result in lower E (Table  1) and CE scores for NCEP than Station and SDS simulations (Fig. 2) .
The next level of sophistication is to correct NCEP output for systematic biases. Elevation corrections were shown to reduce errors in monthly Tmax and Tmin but were less successful for P (Fig. l a) . However, the net result of the NCEPadj corrections was an improvement in CE for all but two of the WYs, and a slight reduction in the bias of Q.
The SDS technique is of intermediate complexity and has the advantage of efficiently producing ensembles of surface climate variables given a very limited set of gridded predictor variables. Overall, SDS had much greater skill for Tmax and Tmin than for P, and returned the highest value of E for daily Q. The relatively low E-statistic for daily P reflects the large stochasticity of this variable in the SDS model. Conversely, the high skill for Q was attributed to well-timed snowpack melt (as regulated by Tmax and Tmin) and reasonable estimates of gross snowpack accumulation (rather than the sequence of individual precipitation events).
The RegCM2 and RegCM2adj scenarios were the most time consuming and computationally demanding to produce, so the SDS ensemble was compared with a single realization of the RCM. Despite the higher level of sophistication and physical realism of the model, the uncorrected RegCM2 monthly P, Tmax and Tmin regimes were not generally as skillful as those of SDS. The cold bias in Tmax (also noted by Giorgi et al., 1993) leads to more persistent snow-pack and delayed spring melt. Hence, the E-scores for the RegCM2 were lower than those for SDS even though the total runoff was better estimated by the RCM. As with NCEP, the elevation corrections did yield gains in model verification performance such that the annual CE scores for RegCM2adj were within the range generated by SDS. This gain in skill implies that the quality of the uncorrected RegCM2 climate simulations is largely constrained by the bias in Tmax (which was greater in RegCM2 than in NCEP output).
From our single-basin study it is concluded that the SDS and RCM methods have greater skill (in terms of modeling hydrology) than the coarse resolution data used to drive the downscaling. The SDS has the advantage of requiring very few parameters -an attribute that makes this procedure attractive for many hydrological applications. The RCM output, once elevation corrected, provides better estimates of the water balance than the raw and corrected NCEP output. However, since the methods provide varying results, care must be taken in interpreting scenarios of basin-scale hydrology under both present and future climate forcing.
