Abstract. In this paper we give characterisations of FP-injective semirings (previously termed "exact" semirings in work of the first author). We provide a basic connection between FP-injective semirings and P-injective semirings, and establish that FP-injectivity of semirings is a Morita invariant property. We show that the analogue of the Faith-Menal conjecture (relating FPinjectivity and self-injectivity for rings satisfying certain chain conditions) does not hold for semirings. We prove that the semigroup ring of a locally finite inverse monoid over an FP-injective ring is FP-injective and give a criterion for the Leavitt path algebra of a finite graph to be FP-injective.
Introduction
The current paper is a continuation of the investigation of FP-injective (or exact) semirings begun in [20] . We extend some well-known results from the theory of FP-injective rings and modules to the setting of semirings and semimodules. In particular, we characterise FP-injective semimodules (Lemma 3.1 and Proposition 3.
3), and demonstrate that the properties of exactness and FP-injectivity do indeed coincide. We give several equivalent characterisations of FP-injective semirings in terms of projective and FP-injective semimodules, and P-injective semirings (Theorem 3.4) and apply this result to show that FP-injectivity is a Morita invariant property of semirings (Theorem 3.6). We also consider the relationship between FP-injectivity and self-injectivity, showing that the class of semirings admits counterexamples to the natural analogue of the Faith-Menal conjecture (see Lemma 3.8) , and describing the additively regular semirings over which the properties of injectivity and FP-injectivity for semimodules do coincide (Theorem 3.9).
We then consider FP-injectivity for semigroup rings of certain inverse semigroups. We establish a generalisation of a theorem of Garkusha [8] ; namely we show that the semigroup ring of a locally finite inverse monoid over an FPinjective ring is FP-injective (Theorem 4.2). We also provide a criterion to check FP-injectivity of Leavitt path algebras of finite graphs with coefficients in a commutative ring (Theorem 4.4). Our results illustrate that Leavitt path algebras of finite graphs with coefficients in commutative rings do not provide a suitable hunting ground for counterexamples to the Faith-Menal conjecture mentioned above (Corollary 4.5).
Preliminaries
For the reader's convenience we begin by recording the necessary basic definitions and notation to be used throughout (see [9] for further reference). We recall that a semiring is an algebra (S, +, ·, 0, 1) satisfying:
(1) (S, +, 0) is a commutative monoid with identity element 0; (2) (S, ·, 1) is a monoid with identity element 1; (3) multiplication distributes over addition from either side; (4) 0s = 0 = s0 for all s ∈ S.
We say that a semiring S is: commutative if (S, ·) is a commutative monoid; additively idempotent if a + a = a for all a ∈ S; additively regular if for each a ∈ S, a + b + a = a for some b ∈ S; additively cancellative if for all a, b, c ∈ S, a + c = b + c implies that a = b; a semifield if S is commutative and (S \ {0}, ·, 1) is a group. Aside from fields, two well-known examples of semifields are the additively idempotent two element semiring B = {0, 1} known as the Boolean semifield, and the tropical semifield T = (R ∪ {−∞}, ∨, +, −∞, 0). Ideals of semirings, and homomorphisms between semirings are defined in the usual way.
A left S-semimodule over a semiring S is a commutative monoid (M, +, 0 M ) together with a scalar multiplication (s, m) → sm from S × M to M satisfying (ss )m = s(s m), s(m + m ) = sm + sm , (s + s )m = sm + s m, 1m = m, s0 M = 0 M = 0m for all s, s ∈ S and m, m ∈ M . Right semimodules over S are defined dually. Homomorphisms, subsemimodules, free, projective and injective left (right) S-semimodules are defined in the standard manner. As usual, a semimodule is said to be finitely generated if and only if it is a homomorphic image of a free semimodule with a finite basis set, and is said to be cyclic if it is a homomorphic image of a free semimodule of rank 1.
We write S M (respectively M S ) to denote the category of left (respectively, right) S-semimodules. Semirings T and S are said to be Morita equivalent if the semimodule categories T M and S M are equivalent, i.e., there exist additive functors F : T M −→ S M and G : S M −→ T M and natural isomorphisms η : GF −→ Id T M and ξ : F G −→ Id S M .
For a semiring S and a matrix A ∈ M m×n (S), let Row(A) denote the left S-semimodule of all row vectors − → x ∈ S n that may be written as − → x = − → u A for some row vector − → u ∈ S m . The right S-semimodule Col(A) is defined dually. Let M be a left S-semimodule, and n a positive integer. It is clear that each column vector
In particular, if the semimodule M is the free left S-semimodule S m for some m > 0, then M n×m (S) ∼ = (S m ) n as left S-semimodules. Hence each matrix A ∈ M n×m (S) induces an S-homomorphism ϕ A : S n −→ S m , and we shall denote the corresponding kernel congruence by ker l S n (A). If n = m = 1, then A = a ∈ S, and so ker l S (a) is determined by {(x, y) ∈ S × S | xa = ya}.
FP-injective semirings
FP-injectivity and exactness. In [20] Widing, Kambites and the first author introduced exact semirings, defined in terms of certain linear separation (or equivalently, by [20, Theorem 3 .4] extension) properties: A semiring S is exact if for every matrix A over S, (i) any row vector − → x not contained in Row(A) can be separated from Row(A) by column vectors
extends to a S-homomorphism from S n to S S); and (ii) any column vector − → y not contained in Col(A) can be separated from Col(A) by row vectors − → v and − → w
from Col(A) to S S extends to a S-homomorphism from S m to S S ). By noting that a left (respectively, right) subsemimodule X ⊆ S n is finitely generated if and only if X = Row(A) (respectively, X = Col(A)) for some matrix A over S, it is clear that this notion of exactness may be naturally separated into notions of left and right exactness. We begin by comparing left exactness with three related definitions, which are well-known in the context of ring theory (see [16] , for example):
(E) A semiring S is called left exact if every S-homomorphism f : X −→ S from a finitely generated left subsemimodule X ⊆ S n , can be extended to S n . (S) A semiring S is called left self-injective if the regular left S-semimodule S is injective. (P) A left S-semimodule M is P-injective if every S-homomorphism f : I −→ M from a principal left ideal I of S can be extended to S. A semiring S is left P-injective if the regular left S-semimodule S is P-injective.
X −→ M , from a finitely generated left subsemimodule X of a free Ssemimodule F can be extended to F . A semiring S is left FP-injective if the regular left S-semimodule S is FP-injective.
Consideration of right semimodules leads to dual notions of right (exact, selfinjective, P-injective, FP-injective) semirings. When S is commutative these notions coincide, and we drop the left/right prefix. These properties are not leftright symmetric in general -see [16, Example 5.46 ] for the case of FP-injectivity.
It is immediate from the above definitions that every left self-injective or left FP-injective semiring is left exact, and that every left exact semiring is left Pinjective. Exactness and FP-injectivity are in fact equivalent: Lemma 3.1. Let S be a semiring and M a left S-semimodule. Then M is FPinjective if and only if for each finitely generated subsemimodule X of a finitely generated free left S-semimodule F , every S-homomorphism X −→ M extends to an S-homomorphism F −→ M . In particular, a semiring S is left exact if and only if it is left FP-injective.
Proof. The second statement follows immediately from the first, by noting that the only difference between the definitions (FP) and (E) is that the latter requires extension to finitely generated free semimodules only. The direct implication of the first statement is also clear. For the converse, suppose that F is a free left S-semimodule with basis I. Since each element of F has finite support, it follows that for any finitely generated subsemimodule X of F , there exists a finite subset of I such that every generator of X may be written in terms of this finite subset. Thus there exist free subsemimodules F 1 and F 2 of F such that F = F 1 ⊕ F 2 , F 1 is finitely generated and X ⊆ F 1 .
Further characterisations of FP-injectivity. Below we give several equivalent characterisations of FP-injective semirings, some of which are the semiring analogues of results for FP-injective rings (see [16, Chapter 5] ). 
, where a, b ∈ S, implies that bS ⊆ aS; (iii) If α : Sa −→ S, a ∈ S, is an S-homomorphism of left semimodules, then α(a) ∈ aS.
Proof. Suppose that (i) holds and that ker l S (a) ⊆ ker l S (b), where a, b ∈ S. In this case the map α : Sa −→ S given by α(xa) = xb is a well defined S-homomorphism and since S is left P-injective, there exists an S-homomorphism β : S −→ S such that β(xa) = α(xa) = xb. But then b = β(a) = aβ(1) ∈ aS, from which it follows that (ii) holds. That (ii) implies (iii) follows immediately from the fact that if α : Sa −→ S is an S-homomorphism of left semimodules with b := α(a), then ker l S (a) ⊆ ker l S (b). Finally, suppose that (iii) holds and let α : Sa −→ S. By our hypothesis, we may write α(a) = ac for some c ∈ S. Then, the S-homomorphism β : S −→ S, defined by β(s) = sc extends α, hence proving (i). 
Proof. (i)=⇒(ii): Let ker l S n (A) ⊆ ker l S n ( − → m) and let − → r i denote the i-th row of A. Then S n A = i Sr i is a finitely generated S-subsemimodule of S n , and our hypothesis shows that α : S n A −→ M given by α( − → s A) = − → s − → m, for all row vector − → s ∈ S n is a well-defined S-homomorphism. Since M is FP-injective, α extends to an S-homomorphism β : S n −→ M . Let {e 1 , ..., e n } be the canonical basis of the free S-semimodule S n . For each row vector − → s ∈ S n , we may write − → s = n i=1 s i e i , where s i ∈ S, and hence,
and therefore,
We then have that ker l S m (A ) ⊆ ker l S m ( − → m ) and hence by our hypothesis, there
(iii)=⇒(i): Let X be a finitely generated subsemimodule of a free left Ssemimodule S m , and α : X −→ M an S-homomorphism. Then we write X = 
for all i. It follows that α extends to an S-homomorphism β :
The following theorem gives homological characterisations of left FP-injective semirings in terms of projective and FP-injective semimodules, and provides a relation between left FP-injective semirings and left P-injective semirings. (We note that the equivalence of parts (i) and (iv) of Theorem 3.4 has appeared in [16, Theorem 5 .41] for the ring case.) Theorem 3.4. For a semiring S, the following conditions are equivalent:
(ii) All finitely generated projective left S-semimodules are FP-injective; (iii) All cyclic projective left S-semimodules are FP-injective; (iv) M n (S) is a left P-injective semiring for each n ≥ 1.
Proof. It is clear that (ii) implies (iii) and (iii) implies (i)
. We shall show that (i) implies (ii) and that (i) and (iv) are equivalent.
(i)=⇒(ii): Let P be a finitely generated projective left S-semimodule, X a finitely generated subsemimodule of a free left S-semimodule F , and f : X −→ P a n S-homomorphism. Since P ∈ | S M| is finitely generated projective, P is a retract of a free left S-semimodule S m . Thus there exist S-homomorphisms g : S m −→ P and h : P −→ S m such that gh = id P . Consider the following diagram:
S is the canonical k-th projection (for all k = 1, ..., m), and i is the canonical injection. Since S is a left FP-injective semiring, for each k there exists an S-homomorphism θ k : F −→ S such that θ k i = π k hf . Let us denote by ι k : S S m the canonical k-th injection, and let ϕ :
, where A, B ∈ M n (S). We denote by − → a i and − → b i the i-th columns of the matrices A and B, respectively. Then our hypothesis implies that for all i,
Since S is left FP-injective, by Proposition 3.3, there exists a column vector
we then have B = AX, and so M n (S) is left P-injective by application of Lemma 3.2.
, where A ∈ M n (S) and − → b ∈ S n is a column vector. If B is the matrix with every column equal to
Now applying Proposition 3.3 yields that S is FP-injective.
Theorem 3.4 may be applied to prove that direct sums are well behaved with regards to FP-injectivity.
Lemma 3.5. Let S and R be semirings. Then, the semiring S ⊕ R is left FPinjective if and only if S and R are both left FP-injective.
Proof. Assume that T := S ⊕R is a left FP-injective semiring. We will prove that S and R are left FP-injective. Indeed, let A ∈ M n (S) and let α : M n (S)A −→ M n (S) be an M n (S)-homomorphism of left semimodules. We first have that M n (T ) ∼ = M n (R) ⊕ M n (S), so that any Z ∈ M n (T ) may be written uniquely in the form Z = X + Y, where X ∈ M n (S) and Y ∈ M n (R). The map α induces an M n (T )-homomorphism of left semimodules α : M n (T )A −→ M n (T ), defined by α(ZA) = α(XA). Since T is left FP-injective, it follows from Theorem 3.4 that M n (T ) is left P-injective. Then, by Lemma 3.2, we find that α(A) ∈ AM n (T ), and hence α(A) ∈ AM n (S). From this observation, by applying Lemma 3.2 again we immediately obtain that M n (S) is left P-injective. Since n was arbitrary, it follows that S is left FP-injective, by Theorem 3.4. An identical argument shows that R is a left FP-injective semiring.
For the converse, suppose that ker l Mn(T ) (A) ⊆ ker l Mn(T ) (B), where A, B ∈ M n (S). We write A and B in the forms:
, too. From these observations, and the hypothesis that S, R are left FP-injective, we immediately obtain that B 1 = A 1 X and B 2 = A 2 Y for some X ∈ M n (S) and Y ∈ M n (R), by Theorem 3.4 and Lemma 3.2. Hence,
is left P-injective, and applying Theorem 3.4, we get that T is left FP-injective.
Morita invariance. Theorem 3.4 also allows us to show that FP-injectivity is a Morita invariant property of semirings. Theorem 3.6. Let F : T M S M : G be an equivalence of the semimodule categories T M and S M. Then, a semimodule M ∈ | T M| is FP-injective (finitely generated and projective) if and only if F (M ) ∈ | S M| is FP-injective (finitely generated and projective). In particular, FP-injectivity is a Morita invariant property of semirings.
Proof. By [14, Proposition 4.8] and [14, Lemma 4.10] , we obtain that M ∈ | T M| is finitely generated and projective if and only if F (M ) ∈ | S M| is finitely generated and projective, respectively. Now, let M be an FP-injective left T -semimodule. We will prove that F (M ) ∈ | S M| is FP-injective too. Let X be a finitely generated subsemimodule of a free left S-semimodule S n , and f : X −→ F (M ) an S-homomorphism, giving the following diagram:
where i is the canonical injection. Applying the functor G to this diagram gives:
where G(i) is an injective T -homomorphism, by the dual of [14, Lemma 4.7] . By the above observation, we may consider G(X) to be a finitely generated subsemimodule of the finitely generated projective left T -semimodule G(S n ). Since G(S n ) ∈ | T M| is finitely generated projective, G(S n ) is a retract of a free left T -semimodule T m . Thus there exist T -homomorphisms α :
, that is, the following diagram commutes.
G(X)
Applying to this diagram the functor F , we immediately get that F (gβ)i = f . Therefore, by Lemma 3.1, the S-semimodule F (M ) is FP-injective. The second statement follows immediately by application of Theorem 3.4.
In [20, Corollary 5.2] it was shown that a matrix semiring M n (S) over an exact (that is, both left and right FP-injective) semiring is exact itself. This result and its converse can be seen as a consequence of the previous theorem. Proof. By [13, Theorem 5.14], S and M n (S) are Morita equivalent semirings. Therefore, using Theorem 3.6, we immediately get the statement.
FP-injectivity and self-injectivity. Although the question posed in [20] of whether there exist exact rings which are not self-injective was quickly resolved (Shitov gave a positive answer to this question in [18] , using the fact that a group ring RG is exact if and only if R is exact and G is locally finite, and in fact, this result had previously been obtained by Garkusha [8] phrased in terms of FPinjectivity), there is an interesting related open problem in ring theory concerning the relationship between FP-injectivity and self-injectivity. We recall that a ring is called quasi-Frobenius if it is (left and right) Artinian and self-injective. (There are numerous equivalent conditions characterising quasi-Frobenius rings -see [16] for example). One of the main open problems concerning quasi-Frobenius rings is the so-called Faith-Menal conjecture (see, e.g., [16, pp . xvi]) which states that every right Noetherian and left FP-injective ring is quasi-Frobenius. Recently, Shen [17] has shown the Faith-Menal conjecture holds true for rings R for which every closed left ideal of the ring R is finitely generated. At present there are no known counterexamples to this statement. On the other hand, we note that the natural analogue of the Faith-Menal conjecture does not hold for semirings. For instance, the tropical semifield T provides a counterexample, as we shall now show. 1 For the sake of completeness, we give the details of this reduction here.
To prove that T is left FP-injective, given any m × n matrix A with entries in T and any vector − → x = (x 1 , . . . , x n ) ∈ T n which is not contained in the row space of A, we need to find vectors is its negative transpose − → t . Since A has no rows of −∞'s, we note that this yields that A − → t and its negative transpose must be contained in R n . Moreover, since A has no columns of −∞'s, this also yields that (−(A − → t ) T )A and its negative transpose − → u must be contained in R n .) Suppose then that x j = −∞ for some j. Let − → t be the jth tropical unit vector, so that A − → t is the jth column of A, whilst − → x − → t = −∞. Now taking − → u to be the vector with 0 in position j and −N everywhere else, where N is any positive real number greater than all differences between the entries of A, we find that A − → u is again the jth column of A, whilst
It remains to show that T is not self-injective. ConsiderT as a left T-semimodule. Since T is a T-subsemimodule ofT, if T were injective then there must be a Thomomorphism ϕ :T −→ T such that ϕ| T = id T . But this would imply that ϕ(∞) ∨ s = ϕ(∞) ∨ ϕ(s) = ϕ(∞ ∨ s) = ϕ(∞) for all s ∈ T, contradicting the fact that T has no maximal element. So T is not self-injective.
FP-injectivity and injectivity of semimodules. Notice that every injective semimodule is obviously FP-injective, but the converse is, in general, not true. The following result describes the additively regular semirings over which the properties of injectivity and FP-injectivity for semimodules do coincide. . That (iii) implies (i) is a consequence of the Baer injectivity criterion. Suppose then that every left FP-injective semimodule is injective. It suffices to show that every direct sum of injective left S-semimodules is left FPinjective. Let {M i } i∈I be a family of injective left S-semimodules, and f : X −→ i∈I M i an S-homomorphism, where X is a finitely generated subsemimodule of a free left S-semimodule F . Let {x 1 , ..., x n } be a set of generators of the semimodule X. Then for each j = 1, ..., n, there exists a finite subset I j ⊆ I such that f (x j ) ∈ k∈I j M k . Seting J := n j=1 I j we note that J is a finite subset of I, and f (X) ⊆ i∈J M i . Hence f can be considered as a homomorphism X −→ i∈J M i . As each M i is injective, and J is finite, i∈J M i is injective. It follows that f can be extended to an S-homomorphism from F to i∈J M i ⊆ i∈I M i . Therefore, the left S-semimodule i∈I M i is FP-injective.
Note that Theorem 3.9 does not hold if we remove the condition that S is additively regular. Take, for example, the semiring N of all natural numbers. By [9, Proposition 17.21] , the only injective N-semimodule is {0} showing that N satisfies condition (ii) of Theorem 3.9 above.
FP-injectivity and regularity. By [5, Theorem 2.2], every (von Neumann) regular semiring S is P-injective. Using the fact that regularity is a Morita invariant property of rings together with the fact that any ring R is Morita equivalent to the matrix ring M n (R), we see that we may apply Theorem 3.4 to conclude that every von Neumann regular ring is (left and right) FP-injective. This argument does not, however, carry over to the setting of semirings. Whilst it is still the case that any semiring S is Morita equivalent to the matrix semiring M n (S) (see [13, Theorem 5 .14]), regularity is not a Morita invariant property of semirings. For example, the tropical semiring is clearly von Neumann regular, whilst it is known that the semiring of n × n matrices over the tropical semiring is not von Neumann regular for all n > 2 (see for example [6] ). In fact, one can construct examples of von Neumann regular semirings which are not FP-injective. For instance, take the additively cancellative semifield of all nonnegative real numbers R + with the usual addition and multiplication. Clearly, R + is regular, but not FP-injective as the following proposition shows: Proposition 3.10. Let S be an additively cancellative semifield. Then S is an FP-injective semiring if and only if S is a field.
Proof. Since fields are FP-injective, it remains to show that every additively cancellative FP-injective semifield is a field. Suppose then for contradiction that S is additively cancellative and FP-injective, but not a field. Cancellativity of S tells us that for each a ∈ S there is at most one element b ∈ S such that a + b = 0. Since S is not a field, non-zero elements cannot sum to zero in S. (Suppose a + b = 0 for some non-zero elements a and b. It follows that 1 + a −1 b = 0 and hence x + xa −1 b = 0 for all x ∈ S, giving each element x ∈ S a unique additive inverse.) Since S is FP-injective, it follows from Theorem 3.4 that the matrix semiring M 2 (S) is P-injective. Let A := 1 1 0 1 ∈ M 2 (S).
We have that for any X :
From this and the fact that the semifield S is additively cancellative, we note that for any X, Y ∈ M 2 (S) we have XA = Y A implies that X = Y . Thus the map α : M 2 (S)A −→ M 2 (S), given by α(XA) = X for all X ∈ M 2 (S) is well defined. Since M 2 (S) is P-injective and α is an M 2 (S)-homomorphism of left semimodules, applying Lemma 3.2 gives that α(A) ∈ AM 2 (S). In other words, there exists a element Y ∈ M 2 (S) such that AY is the identity matrix. Setting Y := x y z t gives x = 1, z = 0, t = 1, y +t = 0. But since S is zero-sum-free, the last equation simplifies to give y = 0 = t, contradicting t = 1.
FP-injective inverse semigroup rings
Inverse semigroup rings. The semigroup ring of a semigroup S over a ring R is denoted R [S] . Each element of R[S] can be written uniquely as a finite sum s∈S r s s with r s ∈ R. Addition is componentwise and multiplication is determined by the rule (r s s)(r t t) = (r s r t )(st), where s, t ∈ S and r s , r t ∈ R. If the semigroup S contains the zero element θ, then Rθ is an ideal of R The matrix ring M n (R) may be considered to be the contracted semigroup ring R[S], where the semigroup S is defined by S = {e ij | 1 ≤ i, j ≤ n} ∪ {θ} with e ij e kl = θ if j = k and e ij e kl = e il if j = k. Here S is a (finite) inverse semigroup (every s ∈ S has a unique "inverse" element s −1 , satisfying ss −1 s = s and s −1 ss −1 = s −1 ). In light of this fact and Corollary 3.7, it is natural to consider the problem of whether the semigroup ring of an inverse semigroup over a left FP-injective ring is left FP-injective. To this end, we recall that every finite inverse semigroup S has principal series in which the principal factors are isomorphic to Brandt semigroups B(G, n), consisting of all n × n-matrices (g) ij , where g ∈ G ∪ {θ}, G a group and (g) ij denotes the matrix with g in the (i, j)th position and the zero element θ elsewhere, under the natural multiplication, where the underlying groups are the maximal subgroups of S. Proof. We first note that by [21, Theorem 2] , the semigroup ring R[S] has an identity, say 1. Let
be a principal series for S with S n+1 = {0} if S has a zero and S n+1 empty otherwise. The Rees factor semigroup S i /S i+1 is isomorphic to B(G, m), for each i = 0, 1, ..., n (see, e.g., [7, Exercise 3, p. 103] ). The proof is by induction on n. . Now suppose that that n > 0. By induction we may assume that R[S/S n ] is left FP-injective if and only if so is R, since S/S n is finite inverse semigroup and has a principal series of length less than n. Now since S n is isomorphic to B(G, m), we note that R[S n ] has an identity, say e. If x ∈ R[S], then xe, ex ∈ R[S n ], hence, xe = e(xe) = (ex)e = ex and e is central in R[S], giving the decomposition Comparing the previous statement with Garkusha's result, one is drawn to ask whether a semigroup ring R[S] of an inverse monoid (or more generally, monoid) with coefficients in a ring is left FP-injective if and only if R is left FP-injective and S is locally finite. We note that the corresponding statement allowing coefficients from a semiring does not hold since, for example, the semigroup ring B[G], where B is the Boolean semifield and G an arbitrary group, is FP-injective, by [20, Example 6.3 and Theorem 6.6].
Cohn path algebras and Leavitt path algebras. We now consider a special class of inverse semigroup rings which are constructed from directed graphs E = (E 0 , E 1 , s, r) with vertex set E 0 and edge set E 1 , where the maps s, r : E 1 −→ E 0 describe the source and the range of each edge. The graph inverse semigroup G(E) (see for example [15] for further reference) is the semigroup with zero generated by the sets E 0 and E 1 , together with a set of variables {e * |e ∈ E 1 }, satisfying the following relations for all v, w ∈ E 0 and e, f ∈ E 1 :
(1) vw = δ v,w w; (2) s(e)e = e = er(e) and r(e)e * = e * = e * s(e); (3) e * f = δ e,f r(e).
We recall that a path p = e 1 . . . e n in the directed graph E is a sequence of edges e 1 , . . . , e n such that r(e i ) = s(e i+1 ) for i = 1, . . . , n − 1. In this case we say that the path p starts at s(p) := s(e 1 ), ends at r(p) := r(e n ) and has length |p| := n. We consider the vertices in E 0 to be paths of length 0. A path p of positive length is called a cycle if s(p) = r(p), and p does not revisit any other vertex. We say that the graph E is acyclic if it has no cycles.
For each v ∈ E 0 , we define v * := v, and for each path p = e 1 ...e n of length n > 0 we set p * := e * n ...e * 1 , r(p * ) := s(p) and s(p * ) := r(p). With this notation, every nonzero element of G(E) may be written uniquely as pq * for some paths p, q having r(p) = r(q), and G(E) is seen to be an inverse semigroup, with (pq * ) −1 = qp * for all paths p, q. From now on let R be a commutative ring and E a finite graph. The (contracted) semigroup ring R[G(E)] is known as the Cohn path algebra of E with coefficients in R, denoted by C R (E). We say that a vertex v of E is a sink if s −1 (v) is empty. Let I be the ideal of C R (E) generated by all elements of the form v − e∈s −1 (v) ee * , where v is a non-sink vertex. The R-algebra C R (E)/I is easily seen to be the Leavitt path algebra of E with coefficients in R (see [1] , [19] for further reference). Since E is finite, both C R (E) and L R (E) are unital rings, each having identity 1 = v∈E 0 v (see [2, Subsection 4.2] for example). Furthermore, in [19, Proposition 4.7] Tomforde has shown that one can obtain a Z-grading on the Leavitt path algebra L R (E) by setting: . Let E be a finite acyclic graph, R a commutative ring, and {v 1 , ..., v k } the set of sinks. Then
where for each i = 1, ..., k, n(v i ) is the number of paths ending in the sink v i . 
, where k is the number of sinks in E (call them v 1 , ..., v k ), and for each i = 1, ..., k, n(v i ) is the number of paths ending in the sink
is left FP-injective. We first prove that E is acyclic. Indeed, suppose E is not acyclic, that is, E contains a cycle c, and let v := s(c) = r(c). We note that L R (E) has identity 1 = u∈E 0 u (see, e.g., [2, Subsection 4.2]), and cv = c = vc. It follows from our hypothesis that L R (E) is left P -injective, and we note that any element of a left P-injective semiring has a right inverse if and only if it is left cancellative (The "only if" part is true without any assumption on S. Conversely, suppose s ∈ S is left cancellative. Thus whenever x, y ∈ S satisfy xs = ys, we have that x = y, or in other words, ker l R (s) ⊆ ker l R (1). Since S is left P-injective we may apply Lemma 3.2 to find that S ⊆ sS, and in particular, 1 = sr for some element r ∈ S). It then follows that 1−c either has a right inverse, or is a right zero-divisor in L R (E). Thus 1−c has a right inverse, there exists an element α ∈ L R (E) such that ( 
, hence, we may assume that α = vαv. By [2, Proposition 4.7], we write α = n i=m a i as a graded sum of homogeneous elements, where a m = 0, a n = 0, deg(a i ) = i for all nonzero a i having m ≤ i ≤ n. Then, by substituting for α in the equation above, we get the equation
To reach a contradiction, we essentially follow the ideas in the proof of (2)=⇒ (3) in [4, Theorem 1] , by expanding the above equation, considering it as a graded equation and comparing the degree of the components on both sides. Existence of terms of higher degrees on the left hand side with no terms of equal degree on the right hand side leads to a contradiction. Hence, 1 − c is a right zerodivisor in L K (E), that is, β(1 − c) = 0 for some nonzero element β ∈ L K (E), or equivalently, β = βc. But this is impossible, by using the above note and comparing the degree of the components on both sides. Thus E is acyclic.
Let {v 1 , ..., v k } be the set of all sinks in E, and n(v i ) the number of paths ending in the sink
. Now, using Lemma 3.5, we obtain that M n(v i ) (R) is left FP-injective for each i. Applying Corollary 3.7, we immediately get that R is FP-injective.
That (ii) implies (iii) follows from Lemmas 3.5 and 4.3, and Corollary 3.7. That (iii)implies (i) follows from Corollary 3.7 and Lemma 3.5. The remaining proofs are done similarly.
It follows from Theorem 4.4 that a counterexample to the Faith-Menal conjecture cannot be found in the class of the Leavitt path algebras of finite graphs with coefficients in commutative rings: Corollary 4.5. Let E be a finite graph and R a commutative ring. Then the following conditions are equivalent:
, where k is the number of sinks in E (call them v 1 , ..., v k ), and for each i = 1, ..., k, n(v i ) is the number of paths ending in the sink v i .
Furthermore, if the above conditions are satisfied then L R (E) is a quasi-Frobenius ring.
Proof. It is clear that (i) implies (ii). Suppose that (ii) holds. Then by Theorem 4.4, R is FP-injective and
, where k is the number of sinks in E (call them v 1 , ..., v k ), and for each i = 1, ..., k, n(v i ) is the number of paths ending in the sink v i . Since L R (E) is right Noetherian, M n(v i ) (R) is also right Noetherian for each i = 1, ..., k. It follows that R is Noetherian. From this observation, the fact that R is FP-injective and the Baer criterion for injectivity, it is immediate that R is a self-injective ring. Then, by [16, Theorem 1.50], R is quasi-Frobenius, giving statement (iii).
Finally, suppose that (iii) holds. Since R is quasi-Frobenius, so are M n(v i ) (R) for all i = 1, ..., k, and hence, L R (E) is a quasi-Frobenius ring, too. Applying Corollary 4.6. Let E be a finite graph and K a field. Then the following conditions are equivalent:
, where k is the number of sinks in E (call them v 1 , ..., v k ), and for each i = 1, ..., k, n(v i ) is the number of paths ending in the sink v i ; (v) L K (E) is (von Neumann) regular; (vi) L K (E) is π-regular; (vii) L K (E) is strongly π-regular.
The condition that K be a field in the previous corollary cannot be weakened to allow any commutative FP-injective ring. For example, taking R = Z/4Z and E to be the graph with one vertex and no edges yields that the Leavitt path algebra L R (E) ∼ = R is both FP-injective and π-regular, but not regular. However, using the proofs of Theorem 4.4, Corollary 4.5 and [4, Theorem 1], we get the following facts concerning the regularity of more general Leavitt path algebras: Proposition 4.7. Let E be a finite graph and R a commutative ring. Then the following conditions are equivalent:
(i) L R (E) is (von Neumann) regular; (ii) R is regular and E is acyclic; (iii) R is regular and L R (E) ∼ = k i=1 M n(v i ) (R), where k is the number of sinks in E (call them v 1 , ..., v k ), and for each i = 1, ..., k, n(v i ) is the number of paths ending in the sink v i .
Proof. Using Theorem 4.4, the fact that regularity is a Morita invariant property of rings, and the trivial fact that a finite product of regular rings is regular. Proof. The equivalence of (i), (ii) and (iii) follows immediately from Theorem 4.4.
(iii)=⇒(iv): By Corollary 4.5, L R (E) is quasi-Frobenius, in particular, it is Artinian. Then, for a ∈ L R (E), the descending chain of right ideals aL R (E) ⊇ a 2 L R (E) ⊇ ... ⊇ a n L R (E) ⊇ .. becomes stationary after finitely many terms. Similarly for the descending chain of left ideals L R (E)a ⊇ L R (E)a 2 ⊇ ... ⊇ L R (E)a n ⊇ .. Hence, L R (E) is strongly π-regular. (v)=⇒(ii): Let I be an arbitrary maximal ideal of R, K := R/I, and π : R −→ K the canonical surjection. Then one has that K is a field, and there is a nonzero surjective ring homomorphism ϕ : L R (E) −→ L K (E) such that ϕ(rpq * ) = π(r)pq * , where r ∈ R and p, q are paths in E and r(p) = r(q). Since L R (E) is π-regular, so is L K (E). Now applying [4, Theorem 1] yields that E is acyclic.
