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INTRODUCTION 
To each Azumaya algebra over a commutative ring R there is a map nA: A -+ R 
which is called the reduced norm. This is a familiar object in the case of A 
central simple and appears, for example, in [l, p. 1221. It can also be defined 
for a Jordan algebra A and, as such, was studied by, e.g., Jacobson [8, 91. 
In the case where A is an order over an algebraic number field, information 
about the reduced norm can be found in [12], for example. The goal of this 
paper is to study the relationship between the reduced norm nA and the 
Azumaya algebra A. Though by no means complete, our results are much 
more extensive in the case where A is central simple. 
We approach the reduced norm from two directions. The reduced norm 
is a polynomial map, and so in the central simple case can be identified with 
a polynomial we often call f. In Section 4 we will have cause to examine the 
variety of zeros of f. Secondly, we investigate relations between A and the 
norm sets n,(A OR 5’) for all commutative rings, ideals of commutative rings, 
or fields, S. 
In what follows all rings will be commutative rings with unity and all ring 
homomorphisms, modules, will be unital. For such a ring R, we assume the 
reader is familiar with the theory of Azumaya algebras (e.g., [4]) and especially 
the theory of central simple algebras (e.g., [l, Chaps. III-V]). We define the 
degree of a central simple algebra (Azumaya algebra) A to be the square root 
of the dimension (rank) over A’s center F (Ii). The Schur index of A is the 
degree of the division algebra associated with the central simple algebra A. 
For A an F central simple algebra and a E A the rank of a can be unequivocally 
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defined as the rank of a @ 1 E A aFL for any field L 2 F which splits A 
(A @FL = Mz(L)). 
We will have cause to use some terminology from algebraic geometry. For 
F an arbitrary field, we will use the notion of a variety, V, defined over F. 
We denote by V(L) the L points of the variety V, where the field L 2 F. We 
say the L points of V are dense if, for any field K> L algebraically closed, 
V(L) is dense under the Zariski topology in V(K). Note that this is equivalent 
to V(L) being dense in V(K) for any single algebraically closed field K >L. 
Finally, concerning notation, B” will be the opposite algebra of B and unless 
otherwise stated, F(x, ,..., x,,J will be the field of quotients of the polynomial 
ring F[x, ,..., x,]. If g is an element of a ring R, (g) will be the ideal generated 
by g. 
1. PRELIMINARY FACTS 
For the rest of this paper, A will be a finite-dimensional simple algebra 
of degree n with center F. Let e, ,.. ., e, (m = n2) be an F basis for A, and nA 
the reduced norm map of -4. Recall that nA: A + F, n,(ab) = n,(a) n,(b), 
and if A N MJF), nA(a) is the determinant of a. In addition, a is invertible 
if and only if n,(a) is invertible. The reduced norm for Azumaya algebras 
has these same properties and if R 1 F is a commutative ring, nA will also 
denote the reduced norm map of A OF R. This is consistent since nA(a @ 1) = 
n,(a), where a @ 1 E A OF R. Finally, if L C A is a maximal subfield and 
a EL C A, then n,(a) is also the norm of a with respect to the field extension 
L/F. 
Let f(Xi ,..., x,) EF[x~ ,..., x,] be nA(X1el + ..* + x,e,), where xiei + ... + 
x,e, E A BFF[xl ,..,, x,]. As is well known, f is a homogeneous polynomial 
of degree II. We will also write f(~r ,..., x,) as f(f) or simply f, considering 
(x1 ,..., x,) = X a s a row vector. If F is infinite, f is uniquely determined by 
the property thatf(a, ,..., a,) = n,(a,e, + ... + a,e,) for all aj E F. We callfa 
norm polynomial for A. 
A different choice of basis yields a different norm polynomial f’ but f and f’ 
are clearly linearly equivalent as defined below. 
DEFINITION. Two polynomials, f, f ‘, are linearly equivalent over a commuta- 
tive ring I< if f ‘(2) = f (3) for some invertible matrix P with entries from K. 
Clearly if f is a norm polynomial for A then f’ is linearly equivalent to f 
if and only if f’ is also a norm polynomial for A. If K 2 F is a field, then f 
considered as a polynomial over K is a norm polynomial for A @r K. Thus 
if P 2 F is the algebraic closure of F, f is linearly equivalent over F to the deter- 
minant polynomial. This quickly implies 
LEMMA 1.1. With f as above, 
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(a) f(xl ,..., x,) is absolutely irreducible, 
(b) for 0 # b ~F,f(xl ,..., x,) - 6 is absolutely irreducible. 
Proof. Part (a) follows since the determinant polynomial is irreducible. 
As for (b), over F, the zeros off(x) - b are isomorphic to the variety of matrices 
of determinant b. This, in turn, is isomorphic to SL, , which is irreducible. 
Q.E.D. 
Let V, V, be the varieties defined as the zeros of f(s) and f(x) - b, respec- 
tively. We next show that V and V, have dense subsets of L points for certain 
fields L >F. This will allow us to apply Hilbert’s Nullstellensatz to the 
polynomials f(g) and f(g) - b over these fields L. Denote by V(K) (V,(K)) 
the K points of V( V,), for any field K SF. 
LEMMA 1.2. Let F be an injkite jield. 
(a) If L 1 F is a$eld then the L points of V are dense if and only ifL splits A. 
(b) If A has an element of reduced norm 0 # b E F, then the F points of V, 
are dense. 
Proof. We prove part (b) first as it mainly involves quoting a result. If 
b = 1 and K 3 F, V,(K) is SL(A OF K), the elements of norm 1. Thus 
f(g) - 1 gives an F structure for SL,(F) in the sense of [7, p. 2181 and by 
[7, p. 2201, the F points of V, are dense in SL,(p) (SL, is a reductive algebraic 
group). If A has an element of norm b f 0, then Vi and V, are isomorphic 
over F. Part (b) follows. 
As for part (a), if L > F splits A (A BFL N M,(L)), then the points of V(L) 
can be identified with the singular matrices in M,(L). Consider P = (xij) 
an n x n matrix with indeterminate entries. Let hi be the polynomial given 
by the (1, i) minor of P. Then det(P) = xllhl - qzhz + ... + (- 1)” xlnhn . 
Let UC V, be the open subset, defined over L by h, # 0. Then U is easily 
seen to be isomorphic to an open subset of the affine space of dimension n2 - 1 
over L, and so the L points of U are dense in U. But U, being open, is dense 
in k’. Thus V(L) is dense. 
Conversely, assume A aFL = M,(D), D a division algebra of degree S. 
Let E be the algebraic closure of L. Every singular element of A BFL, that is, 
every L point of V, has rank a multiple of s. But V(E) has a nontrivial open 
set U of points of rank n- 1, so if Un V(L) #+, s must be 1 or D =L. 
Q.E.D. 
2. POLYNOMIAL RELATIONS 
Lemma 1.2 gives a connection between the norm polynomial of a central 
simple algebra A and the Brauer group properties of A. The resuhs of the 
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next two sections are along the same lines, with some observations about the 
more general case of Azumaya algebras. 
The norm polynomial is defined up to linear equivalence. The next result, 
due to Jacobson [8, 91, will prove that two linearly equivalent norm polynomials 
come from isomorphic or anti-isomorphic algebras. 
THEOREM 2.1. Let A, B be $nite-dimensional F central simple algebras with 
F infinite. Assume v: A + B is an F linear map such that nB(p)(a)) =- n,,(a) 
and ~(1) = 1. Then v is an isomorphism or anti-isomorphism. 
Remarks. If z EF, and n, m are the degrees of A, B, respectively, then 
nA(zr) = zn = n,(v(z)) = P. Thus n = m. The first step in Jacobson’s proof 
starts from nA(a) = n,(v(a)) and deduces tr(ab) = tr(g;(a) q(b)). It follows 
that g, is a linear isomorphism (which Jacobson assumes). If F is finite, the 
conclusion of the theorem would still clearly follow if we assumed ‘p @ 1: 
A oFL -+ B gFL satisfied the conditions of the theorem for all extension 
fields L Z F. 
COROLLARY 2.2. If f, g are norm polynomials for A, B as above and f is 
linearly equivalent to g, then A is isomorphic or antiisomorphic to B. 
Proof. We have a linear map q~: A ---f B such that nA(a) = n,(T(a)) for any 
a E A. Setting b = v(l)-’ and #(a) = v(a) b-l, we have v’(l) = 1. Q.E.D. 
The relation of linear equivalence is equivalent to a condition on the sets 
nA(A) and ne(B). In fact, 
THEOREM 2.3. Let A, B be F central simple algebras with norm polynomials 
f, g, respectively. The following are equivalent. 
(a) A isomorphic to B or BO, 
(b) n&J @F WI = d(B @F 34 f or an Y commutative ring R -3 F and 
any ideal I _C R, 
(c) f is linearly equivalent to g. 
Proof. We may assume F is infinite. (a) implies (b) since anti-isomorphism 
preserve norms. (c) implies (a) by Corollary 2.2. To show (b) implies (c), 
we first observe that (b) implies that A and B have equal degrees. Specifically, 
if R = F[x] and I = (3) then n, the degree of A, is the least power of x in 
n,((A OF R)I). Now set R = F[x, ,..., xm] and I = (x1 ,..., x,,). Then 
f (x1 ,*.., x,) E ns((B OF R)I) or f (x1 ,..., xm) = g(h, ,..., h,), where h, E 
FIX, ,..., xm] have zero constant term. Let hi be the sum of all the linear terms 
of hi . Examining degrees we see that f (x1 ,..., x,) = g(h; ,..., hk). Equivalently, 
there is an F linear map 9: A --P B preserving norms which, as in the remark 
after Corollary 2.2, must be a linear isomorphism. Thus f, g are linearly 
equivalent. Q.E.D. 
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When B, say, is a division ring of degree equal to A’s we can strengthen 
Theorem 2.3 a bit. We have that g(x) is nondegenerate, that is, g(a, ,..., a,) = 0 
implies a, ,..., am = 0 for a3 EF. If f(xr ,..., x,,J = g(h, ,..., h,) for any hi E 
F[x, ,..., x,,J then g(cl ,..., c,) = 0, where c, is the constant term of hi . Hence 
c, == 0, all i. We conclude that 
COROLLARY 2.4. In the situation of Theorem 2.3, z.. B is assumed to be a 
division algebra with degree equal to A’s, then (b) can be replaced by 
(b)’ n,(r2 @)F R) = Q(B OF R) for all commutative rings R > F. 
CONJECTURE 2.5. If A, B have equal degrees, (b)’ can be substituted for (b) 
in Theorem 2.3 for arbitrary B. 
We will derive a small piece of this conjecture in a more general context. 
Let B be an Azumaya algebra with center R. As an R module, B is projective. 
Let S = R[B*] be the symmetric algebra over R of the module B* = 
Hom,(B, R). Let f2 E B*, U? E B, i = I,..., k, be a dual basis for B. That is, 
2’ = fl(V) v1 -+ ... + fk(v) np for all v E B. B 8s S contains the element 
7 = C z?, 0 fi E B 8s B* C B OR S. Note that n corresponds to the identity 
under the canonical isomorphism B OR B* ‘V End,(B). We let f E S be the 
reduced norm n,(q) and call f a norm polynomial for B. Suppose T 2 R is a 
commutative ring and b E B OR T. Evaluation at b defines a ring homomorphism 
~:R[B*]=~S~TsuchthatlO~:BO,S~BO,TsatisfieslO~(77)=b 
and so v(f) = nB(b). We write f(b) = q(f). In this way f E R[B*] generalizes 
the norm polynomial defined for central simple algebras. 
THEOREM 2.6. Let B, C be Azumaya algebras over a commutative ring R. 
Then the following are equivalent. 
(a) R = T @ T’, where B OR T N C OR T and B OR T’ ‘v Co OR T’, 
(b) nd(B OR W) = 4C OR 94 f or a 11 commutative rings S > R and 
all ideals I C S. 
Proof (Outline). (a) implies (b) . 1 IS c ear. As for (b) implies (a), we first 
observe that by standard arguments (e.g., [lo, p. 281) we may assume R is 
reduced (no nilpotent elements). Arguing as in Theorem 2.3, we conclude that 
B and C have equal rank at any prime of R. Set S = R[B*] and let I be the 
ideal generated by B* in S. Then the norm polynomial, f, of B, =nc(0), for 
0 E (C OR S)I. Alternatively, f = g(B), where g is the norm polynomial for C. 
Comparing low degree terms we have that f = g(V), where 8’ E C OR B* C 
C OR S. Noting that C @B* is canonically isomorphic to Hom,(B, C), one 
can chase the definitions through and show that 6’ corresponds to an R linear 
map #‘B - C such that for any ring homomorphism R -+ S’, S’ commutative, 
and any a E B @JR s’, the induced map V: B OR S’ -+ C OR S’ satisfies 
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ns&a) = n,&J”(a)). If c = Y(l), then ns(c) = 1 and so replacing Y 
by Yc-I, we may assume Y(1) = 1. If R were a domain, then letting S’ above 
be the field of quotients of R shows that Y is an isomorphism or anti- 
isomorphism. Thus the spectrum of R is the disjoint union of three closed 
sets of primes; namely, the set of primes where B has rank greater than one 
and Y is an isomorphism, the set where B has rank greater than one and Y 
is an anti-isomorphism, and the set where B has rank one. The theorem now 
follows. Q.E.D. 
In the general case of Azumaya algebras, there is no hope of strengthening 
Theorem 2.6 as in Conjecture 2.5. The next theorem will imply this, as part of 
characterizing those Azumaya algebras for which the norm map is surjective 
for every extension of the center. 
THEOREM 2.7. Let B be an Azumaya algebra over a commutative ring R. 
The following are equivalent. 
(a) B N End,(P), h w ere P is an R progenerator and P Y Q @I for I, 
a rank one projective R module. 
(b) nA(A OR S) = S fir any commutative ring S 1 R. 
Proof. Assuming (a), let e E B be the idempotent such that e(P) = I. 
Then for any s E S, nA(Se + 1 - e) = s. 
To show the converse, note that (b) is equivalent to x E n,(B OR R[x]). 
This property is preserved when one passes to any homomorphic image of R. 
By standard arguments we may assume R is connected, Noetherian, and reduced 
(e.g., [lo, p. 281). W e consider B OR R[x] = B[x]. Part (b) implies that 
n,(a,, + ulx + .‘. + ukxk) = x for some a, ,..., uk E B. Let #: R[x] -+ R be 
the canonical homomorphism mapping x to 0. Applying 4 to this last equation 
yields ns(a,,) = 0. 
LEMMA 2.8. Zf R = F is afield then a, has rank n - 1, where n is the degree 
of B. 
Proof of Lemma. By extending F we may assume B = M,(F). Let S be the 
localization of F[x] at the prime (x) and define s = (sJ to be the matrix 
a, + a,x + ... + akxk E M,(F) OR S = M,(S). S is a discrete valuation 
ring. s has determinant x, so at least n - 1 of the rows of s are unimodular 
(contain a unit). We perform row operations on s so that the first n - 1 rows 
of s are unimodular. Now perform row and column operations on s to put 
it in the form 
I the identity. 
In other words, there are elements a, b E B OF S of norm &l such that usb 1 s’. 
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s’ has determinant &X so y = +x. We write a = c(x)&(x), b = d(~)/a(x), 
where c(x), d(x) E B[x] and p(x), p(x) EF[x] and p(x), P(X) are each relatively 
prime to X. We let U, o, w, z be the constant terms of c(x), d(x), p(x), q(x), 
respectively. Now C(X) sd(x) = s’p(~) n(x). We apply # and conclude ua,w = ewz, 
where 
I 0 
e= 0 0’ t 1 
Since 0 # wx E F, it follows that a, has rank n - 1. Q.E.D. 
Returning to general R and B, we say a E B has rank n - 1 if for all primes 
+ C R, the image of a in B OR F has rank n - 1, where F is the field of quotients 
of R/j. We immediately conclude a, E: B has rank n - 1 with no conditions 
on R. 
Our next step is to show B has a left ideal, a direct summand, of rank n over R 
(n2 = rank,(B)). Set J = Ba, C B. L ocalize R at some prime # and let Rp = S. 
Since S is Noetherian and reduced, S can be embedded in a direct sum, 
F1 @ ... OF, = K, of fields. We can, without ambiguity, denote by B, J, etc. 
the images of B, J, etc. in B OR K. By the last lemma, KJ = KBu, = (KB) a, 
has dimension n(n - 1) at each Fi , and ((S//S) OR B) a, = SJ/jSJ has 
dimension n(n - 1) over F = S/fiS. By Nakayama’s lemma, and since SB is S 
free, SB has a basis e, ,..., e, (m = n2) such that er ,..., e,(,-r) E SJ. Put 
L = Se, + ... + Se,(,-,) _C SJ, and N = KJ n SB > SJ. Checking dimen- 
sions, KJ = KL, N = KL n B = L so N = S J = L and S J is an S direct 
summand of B. In other words, B/J is projective at every prime fi, implying 
that B/J is R projective. By [4, p. 481, B/J is left B projective so we may write 
B = C @ J as B modules. C is the desired left ideal. 
Considering ranks we have B N End,(C). C = Be for some indempotent e. 
As an element of End,(C), e defines a rank one direct summand of C, as an 
R module. We have proved Theorem 2.7. 
3. BIRATIONAL RELATIONS 
Considering Theorem 2.3, it is natural to ask the relation between two F 
central simple algebras, A, B, such that na(A GFL) = n,(B @,L) for all 
fields L 1 F. To this end we make the following definition. 
DEFINITION. Two homogeneous polynomials, f, g, of equal degree are said 
to be birutionully equivalent if there are rational polynomials h, ,..., X, ; 
1/1 ,.**, ‘ym EF(x, ,..., x,) such that y(X, ,..., A,) = g and g(y, ,..., rm) = f. 
THEOREM 3.1. Let A, B be two F central simple algebras, of equal degree, 
and with norm polynomials f, g, respectively. The following are equivalent. 
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(a) A, B generate the same subgroup of the Brauer group Br(F). 
(b) n,(A aFL) = nB(B gFL) for any Jield L > F. 
(c) f, g are birationally equivalent. 
Remark. Property (a) is equivalent to saying that A is similar to a power 
of B, and B is similar to a power of A, in the Brauer group sense. Finally, 
in the proof of Theorem 3.1, we clearly may assume F infinite. 
Proof. We first observe the following two facts, the first of which shows 
that the norm set n,(A) depends only on the Brauer equivalence class of A. 
A proof may be found, for example, in [12, p. 2821. 
THEOREM 3.2. If A is as above and A = M,(D), D a division algebra, then 
nM = ndD>. 
THEOREM 3.3 ([2, p. 361). -4, B as above, then (a) is equivalent to (d) L > F 
any jield, then L splits A if and only if L splits B. 
Assume (a). To show (b) it suffices to consider L = F. From (a) it follows 
that A, B have equal Schur index. By Theorem 3.2, we may assume A, B 
are division algebras. Suppose c = nA(a), a E A. Let K, where A 2 K > F, 
be a maximal subfield of A containing a. Since K splits B, K is isomorphic 
to a maximal subfield of B and so c = n,(a’) for some a’ E B. This proves 
that (a) implies (b). 
In order to prove (b) implies (c), we simply set L = F(x, ,..., x,), the field 
of rational polynomials. Assuming(b), f (x1 ,..., x,) = +(b) for some b E B aFL. 
Part (c) is now clear. 
We next prove (c) implies (b). Of course, one may assume F is infinite. 
Let h, ,..., )Lm ; yi ,..., 3/m define a birational equivalence between f and g. Denote 
by y the least common denominator of the yi when the yi are expressed as 
quotients of polynomials. For L >F any field, assume b = nA(a) EL, a E A BFL. 
Equivalently, 
f(4 ,..., d,) = 6 for some d, EL. (1) 
If b # n,(B aFL), then clearly r(dI ,..., d,) = 0 for all di satisfying (1). By 
Lemma 1.2 and Hilbert’s Nullstellensatz, a power of y is in the ideal generated 
by f(X1 ,...> x,) - b. By Lemma 1.1, y is divisible by f (3) - b. But for any 
0 # tEF, tnbEnB(B aFL) ifandonlyifb E nB(B gFL). Thusf(x, ,..., 3,) - t”b 
divides y for infinitely many t, a contradiction. We have shown that n,(A QFL) C 
n,(B OFL). By a symmetrical argument we conclude n,(A gFL) = n,(B BFL). 
This is (b). 
We finish this proof by showing (b) implies (a). This is accomplished by 
first proving that if (b) holds and L splits A, then L splits B. So assume (b), 
A BFL c1 M,(L), and, by way of contradiction, B BFL N M,(D) with D 
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a nontrivial L central division algebra. If K > L is a field then n,(D OF K) = 
n,(B @r K) = n,(A OF K) = K. In particular, for K = L(x), we conclude 
that x = g(h, ,..., h,), where h, E L(x) and g is the norm polynomial for D. 
Write h, = pi/p, where the pi ,..., p, , p are polynomials with no common 
factors. Since g is homogeneous of degree ZJ, the degree of D, we have xp* = 
g( PI Y...T pJ. We reach a contradiction by showing that g(x, ,..., x,) has a non- 
trivial zero in L. Assume not; then pi ,.,., p, must have zero constant terms, 
implying that xp” = xVg( pi ,..., p:) for polynomials pi . Thus x divides p, 
a contradiction. 
Assuming (b), we conclude, by a symmetric argument, that L splits A if 
and only if L splits B. Statement (a) now follows by Theorem 3.3. 
The problem Theorem 3.1 leaves outstanding is the following. Let A, B, f, g 
be as in Theorem 3.1 and assume (a) holds. Are there birational maps (1 = 
(/\i ,..., l\,J, r = (yi ,..., ym) E (F(x, ,..., x,,J)” such that g = f(h, ,..., h,), 
AYI 7**.9 ym) = f and considered as maps, flo r and r 0 A are the identity ? 
A weaker result much like this is contained in Theorem 4.6 below. 
4. NORM SURFACE 
Theorem 3.3 above is proved in papers [2, 131 by Amitsur and Roquette 
about generic splitting fields of central simple algebras. We now show that the 
norm polynomial defines a generic splitting field in their sense. 
Let 9 be an F central simple algebra of degree n and with norm polynomial 
fk i ,..., x,). Since f(x) is irreducible, the ring 
R = F[x, ,..., xml/(f> 
is a domain. Call K the quotient field of R. It is not hard to see that R, and 
hence K, is, up to isomorphism, independent of the choice off. Since f is 
absolutely irreducible, R BFL is a domain for any field L > F. Denote by 
LK the quotient field of R gFL. One can assume L, K are subfields of LK; 
LK is their join. 
THEOREM 4.1. (a) K @its A. 
(b) L 2 F is a SplittingJieldfor A if and only if there is an Fplace 9): K -+L: 
if and only if LK N L( y1 ,. .., y,,-J. 
Remark. Properties (a) and (b) say exactly that K is a generic splitting 
field for A. Part (a) was proved in [6]. In [2] Amitsur has an argument that a 
place y: K + L implies L splits A. We wish to point out an alternative proof. 
Proof. (a) The idea behind this fact is that the extension K/F is obtained 
by adjoining a generic point to the variety I’, the zeros off. Since this generic 
481/62/z-7 
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point is not in any open subset of V defined over the algebraic closure of F, 
Lemma 1.2 suggests that K splits A. 
The norm polynomial f is defined using a basis e, ,.. ., e, of ,4 over F. To 
prove (a) we show a = xrer + ... + x,e, E A OF K has rank n - 1. Consider 
the Azumaya algebra B = A OF R and the left annihilator, I, of a in B, where 
we identify B, I, etc. with their images in A OF K. IK is the left annihilator 
of a in A OF K. By standard arguments, there is a d E R such that if R’ is the 
localization of R with respect to {d, d2,...}, then IR’ is a free direct summand 
of B’ = BR’ and IR’ is the annihilator of a in B’. If a has rank n - Y, then 
the dimension of IK over K and the rank of IR’ over R’ are both nr. 
Denote by fr the algebraic closure of F and let UC V(F) be the open subset 
of elements of rank n - 1. Since U is dense in V(F), there is a b = crer + ... + 
c,e,,, , ci EF, corresponding to a point of U, and a homomorphism 9): R’ ---f F 
such that v(xJ = c, . In other words, 1 0~: B’ -+ A OFF maps a to b. 
Since IR’ annihilates a, b is annihilated by an ideal of A OFF of dimension 
greater than or equal to nr. Thus Y = 1. 
(b) If L splits A then R gFL eL[x, ,..., x,]/(g), where g is any norm 
polynomial of A BFL. In particular, we may take g to be the determinant 
polynomial. By the argument of Lemma 1.2(a), LK, the field of quotients 
of R QFL, can be seen to be isomorphic toL(y, ,..., y,-J. IfLK -L(y, ,..., ym-J 
it is clear that there is an F place v : K -+ L. Finally, suppose v: K + L is 
such a place. Alternatively, there is a valuation ring SC K and an F homo- 
morphism p?: 5’ + L. One can easily generalize known arguments (e.g., [4, 
p. 1361) to show that the map Br(S) + Br(K) is injective and so S splits A, 
implying that L splits A. Q.E.D. 
The next series of arguments will lead to two theorems showing a relation 
between K and the generic splitting fields defined in [2, 11, 131. Let A be a 
central simple algebra of degree n with center F. It is well known that there 
is a central simple algebra A” with center F” such that the following hold. 
First of all, F” _C F and F” is finitely generated as a field over its prime subfield. 
Second, A” OF, F N A. Proving the next two theorems about A” will im- 
mediately imply them for A. In other words, we may assume A = A”. It is 
easy to see that A now must have maximal separable subfields. We choose 
one and call it N. 
Let e, ,..., e, be an F basis of N. Extend the e’s to a basis, e, ,..., e, , of A 
over F. Using this basis we define K as above. Set A’ = A OF K and consider 
a = xlel + ... + x,e, E A’. We let I be the left annihilator of a and M the 
right annihilator of I. M is a right ideal of dimension n(n - 1) over K. As 
N OF K is a field, we note that M n (N OF K) = (0). Let W be the span 
of en+, ,..., e, over K. For each d E W, set W(d) to be the span of e, ,..., e, , d. 
For any such d, W(d) n M is a one-dimensional subspace and contains a unique 
element of the form cre, + ... + c,e, + d. We call this element F(d). As in 
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Section 1, let I’ be the variety whose L points, for L 2 F any field, are the singular 
elements of A gFL. Considering W as a variety defined over F, we have that 
v: W---f V is a morphism defined over K. Denote by U C I’ the Zariski open 
subset of elements of rank n - 1. u’ =: v-‘(U) is an open subset of W defined 
over K. CT’ + $ since v(~~~+ie~+i , 1 ... -1 x,e,) = a E U. But as ?I’ is iso- 
morphic to affine space, the F points of IV are dense. We have that W(F) n 
,y f 4. In other words, there is a d E il such that v(d) has rank n - 1. 
Consider KA , the generic splitting field of Amitsur defined in [2]. K, was 
defined in terms of a field K(X,) containing an element, X, of rank 1. We 
repeat the argument of the previous paragraph, noting that we may assume N 
and K(XT) are linearly disjoint. It follows that for each d E IV there is a unique 
Y(d) = c;e, + ... + cLel, + d annihilating X. There is an open subset of W 
of elements d such that Y(d) has rank n - 1. Hence we can choose d E ,q such 
that ‘I’(d) and F(d) have rank n - I. 
Fix such a d. Let d = fn+lelz+l + ... +f,e, . Fix v(d) = clel + ... + 
c,e, + d E A’, where ci E K. Using the basis e, ,..., e, define the norm polynomial 
f(Xr ,..., ‘Y,) and let g(X, ,..., XJ = f(X, ,..., X, ,fn+l ,..., fnJ. Finally, let 
K1 == F(c, ,..., c,) C K be the field generated over F by the c’s. 
THEOREM 4.2. (a) K is purely transcendental over K1 with transcendence 
degree n2 - n. 
(b) g(X1 ,..., X,) is absolutely irreducible and K1 is isomorphic to the field 
of fractions of the affine ring deJined ovu F by g(X, ,..., -Yn). 
(c) K, is isomorphic to KA . 
Proof. Consider A, = ,4 OF K1 as a subring of A’ = A OF K. Since 
v(d) E A, > K, splits A. Let e,j be matrix units for A, such that 1’ = In A, 
is spanned by e,, ,..., e,, . Since Ia = 0, in terms of the ezj , a is a matrix with 
zero first row. In other words, a = C dl,ecj , where d,j E K and d,, = 0 for 
all j. Set K‘ = K,(dtj / 2 < i < n, I < j < n). Since a E AK’ C A’, we have 
that .ri ,.... s,, E K’. This implies that K’ = K. Note that K/F has transcendence 
degree n2 - 1. Since g(c, ,..., c,) = 0, K,/F has transcendence degree less 
than or equal to n - 1. It follows that K,/F has transcendence degree exactly 
n - 1 and that the dfj (for i #= 1) form a transcendence base for K/K, . 
(b) The degree n terms ofg(Xi ,..., lk-,) add up to a polynomial, h(X, ,..., X,), 
which is a norm polynomial for N/F. By [5], h is irreducible, and so g is 
irreducible over F. Let J cF[Xr ,..., X,] be the ideal of polynomials with 
(Cl ,..-> c,) as a zero. Since K,/F has transcendence degree n - 1 and g is 
irreducible, g generates J. Letting F be the algebraic closure of F, F OF K1 = 
P(c1 ,...) c,) is a field, in fact, the field corresponding to K1 but constructed 
over F. It follows that Jp CP[X, ,..., X,] is prime. This proves (b). 
(c) In [2], Amitsur proved a result (Theorem 10.1) almost exactly like 
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this one. In [14], Roquette pointed out that there was a gap in Corollary 10.1 
of [2] which invalidated Amitsur’s theorem. But replacing Corollary 10.1 
with the fact that Y((d) has rank n - 1, Amitsur’s original argument for Theo- 
rem 10.1 is correct. Part (c) follows. Q.E.D. 
Remark. Though a detailed source is hard to find, it is well known that 
K,., is the function field of a variety called the Brauer-Severi variety, BV, of A. 
For any field, L 2 F, the L points of BV consist of the minimal left ideals of 
A OF L. The birational isomorphism contained in part (c) above can be realized 
as follows. There is an open subset, U, of BV such that each I E U has a unique 
right annihilator of the form k,e, + ... + klzen + d. The map sending I to 
(k, ,..., k,) constitutes the isomorphism. 
In [3], Amitsur defined a commutative ring S and an injection A - M,(S) 
called the generic embedding of A into n x n matrices. Kovacs in [I I] shows 
that the field of quotients, K, , of S is a generic splitting field of A of trans- 
cendence degree n2 - 1 over F. Letftj be the matrix units of M,(S) C A OF K, . 
Choose b = crer + ... + c,e, + d of rank n - 1 as in the proof of Theorem 4.2, 
such that b has left annihilator (A OF KJf,, . Set K; = F(c, ,..., c,) C K2 . 
Kl splits 4 so we let elj be matrix units of A @r K; such that (A OF Ki) e,, 
is the left annihilator of b. Thus fir = err + k,e,, + ... + knenl for k, E K2 
Choose h = x hiiezj such that h-rf,,h = eLj for all i, j; or fi,h = he%? . Since 
(err + k,e,, + ... $ k,e,,)h = he,, it follows that h,, ,..., h,, =m: 0. Now 
h,, # 0 so considering hzh we may assume h,, = 1. Let K; = K; (hij 1 
2 < i < n, 1 < j < n). We see that fij E A OF Ki for all i, j. By [3, p. 211, 
S is generated by the coefficients with respect to the fi, of all elements of A. 
Thus S C Ki , implying Ki = K2 . Just as above we conclude 
THEOREM 4.4. K, is isomorphic to a purely transcendental extension of KA 
of transcendence degree n2 - n. 
COROLLARY 4.5. K EK,. 
As the final observation of this section, we prove a variant of the birational 
relations of Section 3. Let A, A’ be F central simple algebras of equal degree 
with generic splitting fields K, K’ defined as above using the norm polynomial. 
We have 
THEOREM 4.6. A, A’ generate the same subgroup of the Brauer group of F 
if and only if K ru K’ over F. 
Proof. Theorems 4.1 and 3.3 imply that K N K’ yield that A, A’ generate 
the same subgroup of Br(F). Conversely, write K = K,(y, ,...,y,); K’ = 
K;(z, ,..., z,), where r = n2 - n. Set L = Kl OF K; . If A, A’ generate the same 
subgroup of Br(F), then K; splits A and Kl splits A’. Thus K;(z, ,..., z,-~) ‘v 
L --K,(Y, ,..., m-r). For nontrivial A, n2 - n 3 n - I, so K E K’. Q.E.D. 
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