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Abstract
Filtering problems concern the estimation of noise-interfered variables. The Kal-
man filter provides the linear Mean Least Squares estimation, combining the evo-
lution of the variable with the observations obtained. Moreover, it is a recursive
process, and consequently the storage of information is needed at all times. The
main applications are found in a wide range of fields such as finance, wireless com-
munications or GPS systems.
Resumen
Los problemas de filtrado se ocupan de la estimación de una variable interfe-
rida por el ruido. El filtro de Kalman proporciona el estimador lineal con menor
error cuadrático medio, combinando la evolución de la variable con observaciones
recogidas. Es además un proceso recursivo, por lo que no es necesario almacenar la
información del estado en todos los instantes. Las principales aplicaciones las encon-
tramos en el campo de las finanzas, en el mundo de las comunicaciones inalámbricas
o en la localización GPS.
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El filtro de Kalman se sitúa dentro de los problemas de filtrado, que quedan en-
globados en la teoŕıa de procesos estocásticos. A qué nos referimos cuando decimos
que nos adentramos en los modelos estocásticos? La necesidad de ir más allá de los
sistemas deterministas -aquellos en los que el azar no interviene- se hace patente
ante sus deficiencias, las cuales vamos a intentar evidenciar brevemente.
Dado un fenómeno f́ısico, lo intentamos modelizar a partir de sus comportamien-
tos, y lo haremos utilizando leyes f́ısicas conocidas u observaciones recogidas, las
cuales relacionaremos entre śı para obtener una salida del sistema. Sin embargo, un
sistema determinista no es suficiente para llevar a cabo este análisis. Las razones son
diversas. Por un lado, un modelo matemático acaba por recoger solamente aquellas
caracteŕısticas dominantes, por lo que muchos efectos quedan fuera del modelo. Por
otro lado, los sistemas dinámicos no quedan definidos simplemente por los efectos
que recogemos, sino que también existen ruidos que no podemos modelar de forma
determinista. Por ejemplo, en el lanzamiento de una pelota hay factores como la
velocidad del viento que no somos capaces de controlar. Esto formaŕıa parte de la
aletoriedad que un sistema determinista no recoge. Por último, otra de las deficien-
cias es que los aparatos de medida no proporcionan datos exactos sobre el sistema,
sino que incorporan también sus propias dinámicas y distorsiones. En resumen, no
podemos asumir un conocimiento perfecto de todas las cantidades necesarias para
describir un sistema completo, y es precisamente eso lo que necesitaŕıamos para
poder conformarnos con un modelo determinista.
Ante estos nos surgen dudas: como recoger en un modelo las incertidumbres
descritas? Como podemos optimizar un modelo a pesar de que las observaciones
recogidas sean ruidosas o insuficientes? Para responder a esto nos adentramos en
los modelos estocásticos, y más concretamente en los problemas de filtrado, de los
cuales nos ocuparemos en nuestro trabajo.
El problema de filtrado desarrolla un algoritmo para estimar una cierta variable
(o vector de variables) que se ve interferida por ruidos y errores, los cuales que-
remos aislar para obtener un estimador lo más limpio posible. El gran avance en
este ámbito llegó en 1960 de la mano de Rudolf Kalman en su publicación ((A New
Approach to Linear Filtering and Prediction Problems)). El filtro de Kalman es un
algoritmo que estima una variable a partir de datos medidos. Lo hace siguiendo dos
pasos: por un lado la predicción del estado del sistema y por otro la incorporación
de las observaciones recogidas una vez corregidas. Aśı pues, el objetivo es obtener
un estimador óptimo, -en términos del Error Cuadrático Medio (ECM)-, en base
a la dinámica del sistema y a las observaciones ruidosas. En definitiva, el filtro de
Kalman procesa todas las medidas disponibles, independientemente de su precisión.
Lo hará con el objetivo de estimar el valor de las variables de interes, basándose en
el conocimiento del sistema y de las observaciones, junto con la descripción de su
ruido y errores.
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Una de sus mayores ventajas es que se trata de un proceso recursivo. Esto nos
permite ir incorporando las nuevas observaciones sin tener que reformular todo el
algoritmo.
El filtro de Kalman tiene un amplio abanico de posibilidades para su aplicación.
Es ampliamente utilizado en econometŕıa: en la evaluación de los riesgos, en la pre-
visión del crecimiento del Producto Interior Bruto (PIB) de un páıs, en el estudio
de los efectos de la inflación, en el estudio de la evolución del precio de la vivienda, o
en la variabilidad del precio del petróleo. Pero es también utilizado en muchos otros
campos, como en la bioloǵıa, para el estudio de las especies en extinción, o en el
mundo de las comunicaciones inalámbricas, como veremos más adelante en un par
de ejemplos. Pero una de las principales aplicaciones, y que también estudiaremos
en mayor detalle, está en el tracking: el rastreo de la localización de algún elemento;
por ello son amplias sus aplicaciones en la localización por señal GPS.
Nuestro trabajo quedará estructurado de la siguiente manera. En la sección 2
deduciremos el algoritmo de Kalman: definimos los conceptos básicos y vemos como
se deducen las ecuaciones de actualización del comportamiento del modelo y del
filtrado del ruido. Veremos también como la propia construcción del algoritmo nos
garantiza el carácter óptimo del estimador. En la sección 3 aplicaremos todos los
conceptos ya presentados a tres de los campos principales: el tracking, el sistema de
comunicaciones y el conocimiento del PIB de un páıs. En la sección 4 nos iniciaremos
en una extensión del filtro de Kalman, la cual nos permitirá trabajar con sistemas
no lineales.
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2. El Filtro de Kalman: el algoritmo
2.1. Introducción al algoritmo de Kalman
Introduzcamos los fundamentos del algoritmo del filtro de Kalman. El punto de
inicio es una ecuación de transición del estado, que describirá la evolución de la
variable a lo largo del tiempo. Juntamente con esto, tendremos una ecuación de
observaciones, que nos describirá la relación entre las observaciones medidas con la
variable de estado. El filtro de Kalman busca minimizar el Error Cuadrático Me-
dio (ECM), y para ello el objetivo será encontrar el valor de la ganancia que nos
garantiza esta propiedad. Aśı pues, el filtro de Kalman acabará por darnos, en el
instante k, un estimador lineal que será combinación de los estimadores hasta el
instante k − 1 y de la nueva observación del instante k.
Como decimos, el filtro de Kalman nos dará un estimador que minimizará el error
cuadrático medio a partir de unas observaciones. Consideramos un vector aleatorio
X de dimensión l. Siendo X̂k|j el estimador de X en el instante k a partir de las
observaciones tomadas hasta el instante j, Z1, ..., Zj, con j ≤ k, tenemos:
X̂k|j = minX̂k|j∈Rntraza{E
[
(Xk − X̂k|j)(Xk − X̂k|j)t
]
}
donde, recordemos, que Zj se refiere al conjunto de observaciones y t indica trans-
posición. Como veremos más adelante, el estimador que obtenemos no es más que
el valor esperado del estado en el tiempo k, condicionado por las observaciones





Definimos la matriz de varianzas-covarianzas del error:
Pk|j = E
[
(Xk − X̂k|j)(Xk − X̂k|j)t
]
A partir de ahora el estimador X̂k|k−1, que hace referencia a la estimación de la
variable X en el instante k a partir de las observaciones hasta el instante k-1, será
lo que conoceremos como predicción, pues aún no hemos usado la observación en el
instante k.
El algoritmo de Kalman queda resumido en este diagrama:
3
2.2. El algoritmo
Profundicemos en el desarrollo del algoritmo de Kalman y sus formulaciones.
Recordemos que si escribimos, por ejemplo, X̂k|k−1 estaremos considerando la pre-
dicción de la variable o vector de variables X en el instante k y utilizando las
variables observadas hasta el instante k-1. Lo mismo sucederá con la notación de la
matriz de varianzas-covarianzas Pk|k−1.
Definimos la ecuación de transición del modelo, que recoge la evolución del vector
de variables X:
Rl 3 Xk = FkXk−1 +BkUk +Wk
donde F ∈ Ml×l es la matriz de transición y U ∈ Ml×l es un control basado en la
información anterior, es decir, Uk = h(Z1, ..., Zk−1), donde Zi son las observaciones.
La ecuación de observación será:
Rm 3 Zk = HkXk + Vk
donde la matriz Hk ∈Mm×l relaciona la observación y el vector de estado sin tener
en cuenta el ruido, que viene determinado por Vk ∈ Rm. A partir de ahora supon-
dremos l = m.
Establezcamos condiciones sobre los vectores aleatorios. Consideramos que los
ruidos Vk,Wk ∈ Rl son conjuntamente gaussianos, sin correlación entre ellos y de
media cero. Es decir:
E(Wk) = E(Vk) = 0
4














donde Ri y Qi son matrices l × l no singulares.







≡ 0 ∀i, j
Definamos formalmente dos conceptos. Por un lado definimos la matriz de varianzas-
covarianzas del error a posteriori -se refiere al error de estimación- Pk|k ∈Ml×l, esto
es, cov(X̂k|k −Xk, X̂k|k −Xk). Este concepto es fundamental en todo el desarrollo,
pues Kalman tiene la propiedad de que se construye minimizando la traza de esta
matriz. Recordamos que minimizar el ECM: E(||Xk − X̂k|k||2) es equivalente a mi-
nimizar la traza de la matriz P .
Por otro lado definimos el error de predicción o medida de innovación, esto es
Rl 3 δk = Zk −HX̂k|k−1. Más adelante este concepto será desarrollado con mayor
detalle.
2.2.1. Matriz de varianzas-covarianzas del error
Recordamos que el fundamento del filtro de Kalman es la combinación entre la
predicción por el modelo teórico y las observaciones. Aśı pues, lo que buscamos es
una nueva estimación X̂ ′k que sea combinación lineal de la predicción X̂k|k−1 y de
la observación Zk. Esto es:





donde Zk − Hk · X̂k|k−1 es la medida de innovación, es decir, la discrepancia entre
la observación y lo que se esperaba. Por otro lado, el coeficiente K será lo que
conoceremos como ganancia de Kalman. Será el responsable de la corrección, y
minimizará la traza de la covarianza del error a posteriori. En consecuencia será el
mejor estimador entre los que dependen linealmente de las observaciones. Por ello,
usaremos técnicas de derivación para encontrar el valor de K.
Añadimos a la ecuación (2.1) la relación entre observación (Zk) y estado interno
(Xk):
X̂k|k = X̂k|k−1 +Kk
(
HkXk + Vk −HkX̂k|k−1
)
(2.2)
Dado que K minimizará la covarianza de la traza del error a posteriori, debemos
estudiar la matriz Pk|k, que hab́ıamos definido ya previamente. Empezaremos, pues,
estudiando el error Xk − X̂k|k. Por lo tanto, usando (2.2)
Xk − X̂k|k = Xk − X̂k|k−1 −KkHkXk −KkVk +KkHkX̂k|k−1
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Xk − X̂k|k = Xk (1−KkHk)− X̂k|k−1 (1−KkHk)−Kk (Vk)





























cov(K · Vk) = KRKt
donde Rk = cov(Vk)
En definitiva, con esto ya hemos formulado, de una forma recursiva, la matriz de
covarianzas:
Pk|k = (1−KkHk)Pk|k−1 (1−KkHk)t +KkRkKtk (2.3)
Por otro lado, a partir de la definición de la matriz de varianzas-covarianzas como
ECM, podemos deducir la ecuación de predicción de esta matriz. Veamos:
Pk|k−1 = E[(Xk − X̂k|k−1)(Xk − X̂k|k−1)t]
A partir de la ecuación de la predicción tenemos que:
Pk|k−1 = E[(Xk − FkX̂k−1|k−1 −BkUk)(Xk − FkX̂k−1|k−1 −BkUk)t]
Incorporando la definición del estado interno Xk:
Pk|k−1 = E[(FkXk−1 + wk − FkX̂k−1|k−1)(FkXk−1 + wk − FkX̂k−1|k−1)t]
Por lo tanto:





2.2.2. Ganancia de Kalman
Recordemos que nuestro objetivo era encontrar la expresión de la ganancia de
Kalman K. Queremos un algoritmo óptimo, entendiendo por óptimo aquel que mi-
nimiza el error cuadrático medio. Tal y como hemos dicho, el ECM nos mide la
diferencia entre el valor real y el valor estimado, y lo hace considerando el promedio
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del error al cuadrado, es decir, E(e2k), donde ek es el vector error. Aśı pues, queremos
un coeficiente K que nos minimice la traza de la matriz de covarianzas. Si tenemos
el vector ek := Xk − X̂k|k =
(












































Recordamos que a partir de la derivación lograremos encontrar el valor K que
nos minimizará la traza: igualaremos la derivada a zero y encontraremos la fórmula
de K.
Ahora utilizaremos que la traza de la suma de matrices es la suma de trazas y que
la traza de una matriz es invariante por transposición. Aśı, a partir de la definición
de Pk|k tendremos:
trPk|k = tr((1−KkHk)Pk|k−1(1−KkHk)t +KkRkKtk)
trPk|k = tr((Pk|k−1 −KkHkPk|k−1)(1−H tkKtk) +KkRkKtk)
trPk|k = tr(Pk|k−1 −KkHkPk|k−1 − Pk|k−1H tkKtk +KkHkPk|k−1H tkKtk +KkRkKtk)
trPk|k = tr(Pk|k−1)−tr(KkHkPk|k−1)−tr(Pk|k−1H tkKtk)+tr(Kk(HkPk|k−1H tk+Rk)Ktk)
Ahora derivamos la traza respecto K:
∂tr(Pk|k)
∂Kk
= −2(HkPk|k−1)t + 2Kk(HkPk|k−1H tk +Rk)
Igualamos a zero:










Y aśı hemos llegado a la fórmula de la ganancia de Kalman.
Podemos simplificar aún más está fórmula definiendo la matriz Sk = HkPk|k−1H
t+
Rk. Con esta notación y la simetŕıa de una matriz de covarianzas, nos queda la ga-






Cabe destacar que la ganancia de Kalman hará que nos pondere más la ob-
servación o el estimador según sea la variable con menor error. Debido a esto la
ganancia de Kalman será un valor entre 0 y 1 que multiplicará la diferencia entre la
observación y el estimador. De hecho, tal y como hemos visto, si ESTk se refiere al
estimador en el tiempo k, OBS se refiere a la observación y PREDk a la predicción
en tiempo k con observaciones hasta k-1, tenemos:
ESTk = PREDk +Kk[OBS −Hk · PREDk]
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Anteriormente, en (2.3) hab́ıamos encontrado una expresión recursiva para la
actualización de la matriz de covarianzas. Ahora, con la fórmula de K, podemos
simplificar esta expresión.
Pk|k = (I −KkHk)Pk|k−1(I −KkHk)t +KkRkKtk
= Pk|k−1 −KkHkPk|k−1 − Pk|k−1H tkKtk +Kk(HkPk|k−1H tk +Rk)Ktk
= Pk|k−1 −KkHkPk|k−1 − Pk|k−1H tkKtk +KkSkKtk








Pk|k = Pk|k−1 −KkHkPk|k−1
= (I −KkHk)Pk|k−1
(2.5)
2.2.3. Ecuaciones del algoritmo
En definitiva, las ecuaciones del filtro de Kalman las dividiremos entre predicción
(tiempo) y corrección (observaciones). Estas son:
Ecuaciones de predicción:{
X̂k|k−1 = FkX̂k−1|k−1 +BkUk
Pk|k−1 = FkPk−1|k−1F tk +Qk




Pk|k = (I −KkHk) · Pk|k−1
donde Kk es la ganancia de Kalman definida anteriormente
2.3. Filtro de Kalman: el estimador lineal óptimo
Definamos un estimador lineal. Un estimador X̂ de X es lineal cuando se puede
expresar como combinación lineal de las observaciones, es decir, X̂ =
∑
A(i)Zi,
donde Zi son las observaciones.
Entre los estimadores lineales, el filtro de Kalman es el que nos garantiza un me-
nor error de covarianza, independientemente de la hipótesis de modelo gaussiano.
Sin embargo, mientras que en el caso gaussiano podemos afirmar que el filtro de
Kalman es el óptimo entre toda clase de estimadores, esto no es aśı cuando no tra-
bajamos bajo hipótesis gaussianas. En ese caso solo podemos afirmar que se trata
del mejor de los estimadores lineales, pues puede existir un mejor estimador no
lineal -entendiendo por mejor que tenga menor varianza-.
8
En general, como veremos a continuación, se puede demostrar que la esperanza
condicionada constituye el estimador de menor varianza, siendo, además, un estima-
dor insesgado. Precisamente por ello, en el caso no gaussiano, no podemos asegurar
el carácter óptimo de Kalman entre todos los estimadores, pues este no coincide con
la esperanza condicionada. Esto es porque, tal y como se explica en el anexo (ver
sección Esperanza condicionada), en el caso gaussiano la esperanza condicionada es
lineal, y en cambio esta linealidad no es siempre cierta cuando estamos en el caso
no gaussiano. Demostremos ahora que, efectivamente, la esperanza condicionada es
el estimador que minimiza el error cuadrático medio.
Teorema. Sea X un vector de variables. El estimador X̂ que minimiza el ECM
E[(X − X̂)2] es X̂ = E[X|Z]
Demostración. Para esta demostración usaremos propiedades de la esperanza con-
dicionada que estan demostradas en el anexo.
Consideramos el estimador X̂ función de Z: X̂ = g(Z). Entonces:
E[(X − X̂)2] = E[(X − E(X|Z) + E(X|Z)− X̂)2] =
E
[
(X − E[X|Z])2 + 2(X − E[X|Z])(E[X|Z]− X̂) + (E[X|Z]− X̂)2
]
=
E[(X − E[X|Z])2] + 2E[(X − E[X|Z])(E[X|Z]− X̂)] + E[(E[X|Z]− X̂)2] =
E[(X −E[X|Z])2] +E[(E[X|Z]− X̂)2] + 2E[E[(X −E[X|Z])(E[X|Z]− X̂)|Z]] =
Se cumple que:
E[(X − E[X|Z])(E[X|Z]− X̂)|Z] = E[(E[X|Z]− X̂)E((X − E[X|Z])|Z)]
y como
E[(X − E[X|Z])|Z] = E[X|Z]− E[X|Z] = 0
resulta que:
E[(X − X̂)2] = E[(X − E[X|Z])2] + E[(E[X|Z]− X̂)2]
y dado que E[(E[X|Z]− X̂)2] ≥ 0 tenemos
E[(X − X̂)2] ≥ E[(X − E[X|Z])2]

2.4. Ecuaciones de Kalman: recursividad
Otra forma de obtener las ecuaciones de Kalman es con un procedimiento recur-
sivo. Para ello necesitamos asentar un concepto definido previamente: la medida de
innovación.
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Sean Zk el conjunto de observaciones. Aśı, queremos preveer la observación Zk a










= HkE[Xk|Zk−1] + E[Wk|Zk−1] = HkX̂k|k−1
La innovación será la diferencia entre la observación real Zk y esta estimación. Aśı
pues:
δk = Zk −HkX̂k|k−1 ∈ Rl
Y por lo tanto la innovación nos servirá también para darnos una idea de la eficacia
del estimador.
Queremos ver que la medida de innovación es un ruido blanco. Para ello primero
veremos que se trata de un residuo de media cero.
E[δk|Zk−1] = E[Zk −HkX̂k|k−1|Zk−1]
Por otro lado demostraremos que es un residuo no autocorrelacionado. Esto será
equivalente a ver que E[δtiδj] = Niδij para una cierta matriz N ∈ Ml×l y donde




k] = E[(Zk −HkX̂k|k−1)(Zk −HkX̂k|k−1)t]
= E[(HkXk + vk −HkX̂k|k−1)(HkXk + vk −HkX̂k|k−1)t] =










j|Zk−1]] = E[E[δi|Zk−1]δtj] = 0
Con todo esto hemos probado ya la propiedad más importante de la medida de
innovación.
Demostremos algunos lemas que nos servirán para terminar la sección deducien-
do las ecuaciones de Kalman de forma recursiva. No obstante, antes de empezar
definiremos la probabilidad condicionada como proyección. Veamos.
Consideraremos el mismo modelo con el que hemos trabajado hasta ahora -salvo
que ahora prescindimos del término de control- :{
Xk+1 = FkXk +Wk+1
Zk = HkXk + Vk
con R y Q matriz de varianzas-covarianzas de V y W respectivamente.
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Hasta ahora entendemos P (X|Z0, ..., Zk) como la probabilidad de X sabiendo
que son ciertas primeras k-ésimas observaciones. Si consideramos S el haz de ob-
servaciones Zi con i = 1, ..., k, entonces la componente j-ésima de P (X|Z0, ..., Zk),
que notamos por P (X|S)j coincidirá con la proyección de la componente j-ésima de
X, Xj, sobre S. Aśı, entenderemos P (X|S) como una proyección. Para ello en esta
sección notaremos:
Pk(X) := P (X|Z0, ..., Zk), k = 0, 1, 2...
Vayamos a los lemas
Lema 2.1. Siguiendo la notación expuesta, el vector Pk(X) cumple que [X −
Pk(X)] ⊥ Zi, con i = 0, ..., t
Demostración. Es consecuencia de la propia definición de Pk(X) 
Lema 2.2. Consideremos Y, X variables con momentos de segundo orden finitos
y de dimensión q y r respectivamente. Entonces: P (X|Y ) = MY , donde M es una
matriz q × r con M = E(XY t)(E(Y Y t))−1.
Lema 2.3. Los vectores Z0, ..., Zk y Z0, ..., Zk−1, δk generan el mismo espacio, es
decir, contienen la misma información. De aqúı se deduce que:
Pk(X) = P (X|Z0, ..., Zk−1, δk) = P (X|Z0, ..., δk−1)+P (X|δk) = Pk−1(X)+P (X|δk)
Consideremos X un vector de variables de dimensión m bajo el modelo definido
en la página anterior. Las ecuaciones recursivas de predicción pero el estimador
X̂k+1|k se definen como










Demostración. por el lema 2.2 tenemos
Θk = E[Xk+1δ
t







Consideramos X un vector de variables de dimensión r. Los estimadores Xk|k y
las matrices de covarianza Pk|k se pueden definir de forma recursiva y las ecuaciones
correspondientes son:X̂k|k =
ˆ
Xk|k−1 + Pk|k−1H tk∆
−1
k (Zk −HkX̂k|k−1)






Demostración. Por el lema 2.3 tenemos que Pk(Xk) = Pk−1(Xk) + P (Xk|Zk).
Podemos aplicar el lema 2.2 y tendremos que
Pk(Xk) = Pk−1(Xk) +Mδk












−1 = E(Xk(Hk(Xk − X̂k−1) + Vk)t)∆−1k
Y finalmente, con la definición de Pk|k−1 = E[(Xk − X̂k|k−1)(Xk − X̂k|k−1)t]:
M = E(Xk(Hk(Xk − X̂k|k−1) + Vk)t)∆−1k = Pk|k−1Hk∆
−1
k
Ya hemos llegado a la ecuación que queŕıamos
X̂k|k = X̂k|k−1 + Pk|k−1Hk∆
−1
k δk
Ahora vemos la ecuación con la matriz de varianzas-covarianzas
Por otro lado, usando que Pk(Xk)− Pk−1(Xk) = Mδk, que es lo deducido del lema
2.2, tenemos:
Xk − Pk−1(Xk) = Xk − Pk(Xk) + Pk(Xk)− Pk−1(Xk) = Xk − Pk(Xk) +Mδk
Finalmente usando el lema 2.1 y 2.3, por el cual Pk(X) = P (X|Z0, ..., Zk) =
P (X|Z0, ..., Zk−1, δk), llegamos a lo que queŕıamos:









3. Aplicaciones Filtro de Kalman
3.1. Tracking
Una de las principales aplicaciones del filtro de Kalman es el tracking: el segui-
miento de cierto objeto. Veamos un ejemplo de aplicación en esta ĺınea. Nuestro
objetivo será determinar la posición, velocidad y aceleración de un objeto.
Sabemos que lo primero a determinar son las ecuaciones del modelo, es decir,
queremos definir las matrices Fk y Hk de forma que:
X̂k|k−1 = FkX̂k−1|k−1 + wk
Zk = HkXk + vk
donde, tal y como hemos definido hasta ahora, Xi es la variable de estado -en la
ecuación suponemos que no hay término de control- y Zi son las observaciones.
Trabajamos con las hipótesis de que los vectores aleatorios wk y vk siguen una







= 0 ∀i, j
El objetivo es estimar la posición, velocidad y aceleración. En el caso que nos
ocupa, el movimiento será en ĺınea recta manteniendo la aceleración constante.
A partir de las conocidas ecuaciones del movimiento, siendo vi la velocidad, pi la
posición y ai la aceleración:
vk+1 = vk + Tak





Expresándolo en lenguaje matricial, tenemos que el vector de estado -la variable





Aśı pues, con las ecuaciones que acabamos de definir, la matriz F será:
F =
 1 1 120 1 1
0 0 1

Y por lo tanto es invariante en el tiempo.
Y el vector wk lo consideraremos nulo. Suponemos que medimos la posición, veloci-
dad y aceleración, las cuales almacenaremos en el vector Zi. Entonces, ya podemos
escribir la ecuación que nos queda:




 1 0 00 1 0
0 0 1

que permanece también invariante en el tiempo.
Ahora aplicaremos las ecuaciones de Kalman para lograr la estimación que bus-
camos. Sin embargo, primero necesitamos establecer unas condiciones iniciales en
la posición, velocidad, aceleración y también establecer los errores en el proceso
y en las observaciones. Supongamos que partimos con: p0 = 100m, v0 = 20m/s y
a0 = 3m/s
2. Consideraremos un intervalo de tiempo de ∆T = 1s. Además conside-
ramos unos errores propios del proceso de 10 m en la posición, 2m/s en la velocidad
y 0, 1m/s2 en la aceleración. Estos serán necesarios para definir la matriz de cova-
rianza del error.
Aśı, aplicamos la primera ecuación del filtro de Kalman:
X1|0 =














Ahora actualizaremos la matriz de covarianza. Sabemos que, siendo P la matriz de
covarianza de los errores del proceso, entonces:
P =





donde ep es el error en la posición, ev es el error en la velocidad y ea el error en la
aceleración. Con los errores que hemos establecido anteriormente, la matriz, en las
condiciones iniciales, nos queda:
P =
 100 20 120 4 0, 2
1 0, 2 0, 01






 1 1 120 1 1
0 0 1
 ·
 100 20 120 4 0, 2
1 0, 2 0, 01
 ·






 145, 2025 25, 305 1, 20525, 3015 4, 41 0, 21
1, 205 0, 21 0, 01

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Cuando nos ocupamos de problemas de rastreo, se suelen considerar simplemente
los errores de la diagonal de la matriz. Aśı, la matriz de varianzas-covarianzas que
usaremos será:
P1|0 =
 145, 2025 0 00 4, 41 0
0 0 0, 01








y R es la matriz de varianzas-covarianzas del error en las observaciones vk. Prime-
ro, pues, establecemos los errores en las observaciones -los cuales consideraremos
constantes para todas las observaciones- y definimos, a partir de ellos, la matriz R.
Consideraremos e′p = 15m, e
′
v = 4m/s y e
′
a = 0, 2m/s
2. Entonces:
R =
 225 60 360 16 0, 8
3 0, 8 0, 04

De nuevo podemos desestimar los elementos que quedan fuera de la diagonal y
trabajaremos con la matriz:
R =
 225 0 00 16 0
0 0 0, 04

Calculamos ahora la matriz S:
S1 =
 1 0 00 1 0
0 0 1
·
 145, 2025 0 00 4, 41 0
0 0 0, 01
·
 1 0 00 1 0
0 0 1
+
 225 0 00 16 0
0 0 0, 04
 =
=
 370, 2025 0 00 20, 41 0
0 0 0, 05

Para calcular K necesitaremos calcular primero la matriz inversa de S:
S−11 =





 145, 2025 0 00 4, 41 0
0 0 0, 01
 ·
 1 0 00 1 0
0 0 1
 ·





 0, 392224 0 00 0,2160706 0
0 0 0, 2

Ahora empezamos a considerar las nuevas observaciones que medimos. Suponemos
una nueva observación p1 = 130m, v1 = 23m/s, a1 = 3m/s
2. Podemos aplicar
las ecuaciones definidas anteriormente como ecuaciones de corrección. Por lo tanto,
tenemos X̂k|k = X̂k|k−1 + Kk · δk. Calculemos, con nuestros datos, la medida de



















 0, 392224 0 00 0,2160706 0















Ahora actualizaremos la matriz de varianzas-covarianzas. La ecuación para hacerlo
es: Pk|k = (I −KkH)Pk|k−1. Por lo tanto:
P1|1 =
 1 0 00 1 0
0 0 1
−
 0, 392224 0 00 0,215878 0
0 0 0, 2
 ·




 145, 2025 0 00 4, 41 0
0 0 0, 01
 =
=
 0, 607776 0 00 0, 784122 0
0 0 0, 8
 ·
 145, 2025 0 00 4, 41 0
0 0 0, 01
 =
=
 88, 25 0 00 3, 457 0
0 0 0, 008

Ahora empezaremos con la segunda iteración. Actualizamos la variable de estado
a partir de la fórmula X2|1 = FX1|1 +w2. Sabemos, porque aśı lo hemos establecido
anteriormente, que tomamos un intervalo de tiempo T de 1 seg. Siendo aśı:
X2|1 =









149, 3339 26 3
]




 1 1 120 1 1
0 0 1
 ·
 88, 25 0 00 3, 457 0
0 0 0, 008
 ·






 91, 71 3, 461 0, 0043, 461 3, 465 0, 008
0, 004 0, 008 0, 008

Considerando, de nuevo, solo los términos de la diagonal, nos queda:
P2|1 =
 91, 71 0 00 3, 465 0
0 0 0, 008

Suponemos que tomamos una segunda observación: p2 = 150m, v2 = 25m/s,
a2 = 2, 5m/s
2. Para calcular la nueva estimación, calcularemos primero la nueva
ganancia de Kalman. La matriz Sk = HPk|k−1H
T +R será:
S2 =
 1 0 00 1 0
0 0 1
 ·
 91, 71 0 00 3, 465 0
0 0 0, 008
 ·
 1 0 00 1 0
0 0 1
+
 225 0 00 16 0
0 0 0, 04
 =
=
 316, 71 0 00 19, 465 0




 0, 0031575 0 00 0, 0513743 0
0 0 20, 8333

Aśı, la ganancia de Kalman K2 = P2|1H
TS−12 queda como:
K2 =
 91, 71 0 00 3, 465 0
0 0 0, 008
·
 1 0 00 1 0
0 0 1
·
 0, 0031575 0 00 0, 0513743 0
0 0 20, 8333
 =
=
 0, 28957 0 00 0, 178 0
0 0 0, 167






















 0, 28957 0 00 0, 178 0









 0, 1929−0, 178
−0, 0835
 =
 149, 526825, 822
2, 9165

Y la nueva matriz de varianzas-covarianzas P2|2 = (I −KkH)P2|1:
P2|2 =
 1 0 00 1 0
0 0 1
−
 0, 28957 0 00 0, 178 0
0 0 0, 167
 ·




 91, 71 0 00 3, 465 0
0 0 0, 008
 =
 65, 15 0 00 2, 8482 0
0 0 0, 0067

Queremos ver que pasa si repetimos sucesivamente estas iteraciones, añadien-
do cada vez nuevas observaciones. Para hacerlo, escribiremos un código que nos
automatice este proceso. Queremos como salida del programa las estimaciones x̂i|i
∀i = 1...n donde n son el número total de iteraciones que consideraremos. Una
vez hecho esto, dibujaremos las gráficas con las predicciones, observaciones y es-
timaciones. En el anexo incorporaremos las observaciones utilizadas, aśı como las
predicciones y estimaciones resultantes.
Respecto a la variable posición, el resultado hasta T = 50 es el siguiente:
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Efectivamente, las estimaciones están entre las predicciones y las observaciones.
Su cercańıa a una u otra viene determinada por la ganancia de Kalman, que lo que
hará, tal y como hemos explicado teóricamente, es ponderar el peso de cada error.
Si aumentamos el zoom podremos verlo con mejor detalle:
Hacemos lo mismo con la variable velocidad
Y con la variable aceleración
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3.2. Estimación del canal en sistemas de comunicación inalámbri-
cos
Otro ámbito en el que se suele aplicar el algoritmo del filtro de Kalman es el de las
comunicaciones inalámbricas. Consideremos el proceso de transmisión y recepción
de una señal. Sabemos que, en general, las señales emitidas por el transmisor llegan
al receptor con interferencias y ruido: se superponen las que llegan directamente,
con rebote, con retraso. . . Nuestro objetivo será estudiar la salida de un filtro digi-
tal. En śıntesis, sabemos que los filtros tienen como entrada una señal analógica o
digital y en su salida emiten otra señal con modificaciones.
Para este ejemplo consideraremos los filtros digitales cuya respuesta es de dimen-
sión finita, en concreto de dimensión 3. Lo que haremos es buscar los coeficientes
respuesta del filtro, que cambian en el tiempo. Lo haremos observando la transmi-
sión y recepción de la señal. Recordemos que consideramos la respuesta del filtro
como 3-dimensional y lo que buscamos son sus coeficientes.
Podemos considerar que las ecuaciones del modelo son: xkx′k
x′′k
 =
















es el vector error de distribución gaussiana, con media 0
y matriz de covarianza Q.
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Por otro lado, la ecuación de las observaciones será:




Donde vk es el error en las observaciones y es de distribución gaussiana, de media
0 y con matriz de covarianza R.
Ahora fijemos los datos con los que trabajaremos. Tomaremos α1 = 0,85, α2 =
1,001 y α3 = −0,95. La matriz de varianzas-covarianzas del vector v será:
Q =
 0,1 0 00 0,1 0
0 0 0,1

Para conocer la ecuación de observación necesitamos [hk, hk−1, hk−2]. La única condi-
ción que impondremos sobre estos coeficientes es que sean de distribución gaussiana.
Tomaremos hk ∼ N(0, 1). En consecuencia, la matriz de varianzas-covarianzas del
error vk en las observaciones será:
R =
 0,1 0 00 0,1 0
0 0 0,1

Por último, las condiciones iniciales para el filtro de Kalman serán P0|0 = Id y la
variable X de los coeficientes la inicializaremos como un vector de dimensión 3 de
distribución normal. Esta vez recurriremos a Matlab para programar el algoritmo
del filtro de Kalman que nos dará como salida los coeficientes X de la señal respues-
ta. Veamos los resultados.
Si dibujamos en un gráfico los valores observados frente a los estimados del primer
coeficiente respuesta tenemos:
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Por lo que respecta al coeficiente 2 tenemos como resultado:
Por último, con el coeficiente 3 tenemos:
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3.3. Filtro adaptativo. RLS: algoritmo recursivo de error
cuadrático mı́nimo
Siguiendo con el procesado de una señal, nos volvemos a ocupar de los filtros.
Nuestro objetivo ahora es encontrar los coeficientes de salida que nos proporcionan
el mı́nimo error cuadrático, entendiendo por error la diferencia entre la señal que se
esperaba y la que nos acaba proporcionando el filtro.
El algoritmo que consideramos es conocido como RLS (Recursive Least Squares
algorithm), pues para optimizar el proceso opera de forma recursiva. A diferencia
de antes, el tamaño de la señal será finito pero D-dimensional.


























Como vemos, ahora el error del modelo es nulo.
Ahora escribimos la ecuación de observación. Sean Zk las observaciones en el











En este caso el vector error es vk, y es gaussiano de media zero y con matriz de
varianzas-covarianzas la identidad.
Como hemos hecho hasta ahora, utilizaremos el filtro de Kalman para estimar
el vector de variables X que es cambiante con el tiempo. Establezcamos los datos
de nuestro problema. Consideraremos D = 32, λ = 0,99. De igual forma que en el
problema anterior, la única condición que impondremos a los coeficientes ci es que
sigan una distribución gaussiana. Por último inicializaremos la matriz de covarianza
P0|0 como la matriz identidad.
Para programar este algoritmo usaremos, de nuevo, Matlab. Los resultados que
nos muestra son los siguientes:
3.4. Estimación del PIB mensual
Uno de los indicadores económicos más importantes en la descripción de la eco-
nomı́a de un páıs es el PIB. El PIB se define como la suma de los bienes y servicios
producidos por un páıs en un cierto espacio de tiempo, que puede ser mensual,
trimestral, anual...
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La primera publicación de los datos oficiales del PIB es trimestral, es decir, los
primeros datos que se publican son del total de la producción en tres meses. Sin em-
bargo, hay que tener en cuenta que la frecuencia de un modelo será, como mı́nimo,
igual que la del indicador menos frecuente. Es por esto que la publicación de los
datos del PIB trimestralmente puede ser un inconveniente para un estudio económi-
co, pues el PIB supone una gran fuente de información de la que no quisiéramos
prescindir en un análisis cuantitativo de menor frecuencia a la trimestral. Aśı pues,
el objetivo de nuestro ejemplo será interpolar los datos trimestrales del PIB para
lograr una estimación del PIB mensual. La ventaja del filtro de Kalman en esta
interpolación es que nos permite añadir observaciones conforme estas van llegando.
Para elaborar nuestros modelos deberemos tener en cuenta distintos factores: la
estacionareidad e integración de las variables -una variable es integrada si se puede
expresar mediante un modelo autorregresivo- o la necesidad de incluir series relacio-
nadas -esto es la necesidad de incorporar indicadores externos cuya correlación con
el PIB sea muy elevada y que a su vez sean publicados con una frecuencia superior
a 3 meses-.
Antes de continuar aclaremos que entendemos por modelo autorregresivo. Un
modelo es autorregresivo si la variable de salida establece una relación lineal con sus






El valor p será el orden del modelo.
En los modelos que expondremos consideraremos que las variables son integradas
de orden igual o superior a 1 -es decir, que se pueden escribir siguiendo un modelo
autorregresivo-. Si no fuera aśı no aplicaŕıamos el filtro de Kalman y haŕıamos las
estimaciones a partir de deducciones y cálculos. Siempre bajo la hipótesis de mo-
delo autorregresivo, desarrollaremos dos modelos: en uno de ellos incluiremos series
relacionadas y en el otro no.
3.4.1. Rasgos generales del modelo
Antes de entrar en la formulación de cada modelo, veamos los rasgos más genera-
les. Recordemos que en el filtro de Kalman necesitamos una ecuación de transición,
que formula la evolución de la variable de estado, y la ecuación de observaciones,
que relaciona los datos de las observaciones con la variable de estado.
Xk+1 = FkXk + CkUk + wk+1




La primera es la ecuación de transición y la segunda la ecuación de observación.
Tenemos el vector de estados Xk ∈ R3, dado que se refiere a los datos del PIB
mensual, que agruparemos de 3 en 3 ya que los datos conocidos son los del PIB
trimestral. El hecho de definir este vector de variables como dimensión 3, nos per-
mitirá imponer restricciones como que la suma de todos los componentes del vector
sea igual al PIB trimestral publicado. Con esta restricción ya tendremos definida
la ecuación de observaciones y dado que la suma de los 3 meses debe ser exacta-
mente el dato trimestral del PIB nos desaparecerá el término del error vk. Por otro
lado, las variables Uk y U
′
k se refieren a las series relacionadas. Por último tene-
mos los términos de error wk y vk, que siguen una distribución normal de media
0 y con matriz de covarianzas Q y R respectivamente. Los términos de error no
están correlacionados entre ellos. Aśı pues, necesitaremos estimar los coeficientes de
las matrices Fk, Ck, Hk y Ak. Las estimaciones que elegiremos serán aquellas que
maximicen la función de máxima verosimilitud, es decir, aquellos coeficientes que
hagan máxima la densidad. A partir de ahora consideraremos que estas matrices
son invariantes en el tiempo.
Con todo lo descrito hasta ahora ya tenemos el modelo general para la estimación
del PIB mensual, en caso de incorporar series relacionadas este es:
Xk+1 = FkXk + CkUk + wk+1
Zk = HkXk + AkU
′
k
Y en caso de no incluir series relacionadas, la forma general del modelo es:
Xk+1 = FkXk + wk+1
Zk = HkXk
3.4.2. Estimación máxima verosimilitud
Recordemos brevemente como maximizar la función de máxima verosimilitud de
una variable X = (x1, ..., xn) en funcion de parámetros ai. Sea f(xi; a1, ..., ak) la
función de densidad de la variable xi, y al ser ésta independiente de las n variables
restantes, la función de densidad de la variable X será
∏n
i=1 f(xi; a1, ..., ak) y quere-
mos los ai que hagan máximo el valor de esta función. Para mayor simplicidad en
los cálculos, podemos maximizar ln (
∏n
i=1 f(xi; a1, ..., ak)) =
∑n
i=1 ln f(xi; a1, ..., ak).
Encontremos la fórmula general para la estimación de las matrices. Supondre-
mos que el PIB trimestral sigue una distribución normal: Zk ∼ N(HkXk|k−1 +
AkU
′
k, HkPk|k−1Hk), donde la matriz P es la matriz del error del filtro de Kalman.











Antes ya hemos dicho que, para simplicidad de los cálculos, maximizaŕıamos el
logaritmo de la función de densidad de Z = (Z1, ..., Z3r). Si consideramos n el total
de meses que estimaremos, dado que Z solo contiene los datos trimestrales, el vector
























Ahora, dado que la matriz P hace referencia a la matriz de errores del filtro, apli-
camos la ecuación de proyección del filtro de Kalman para esta matriz, y añadimos
también la ecuación de transición para la variable Xk|k−1. Suponemos que las ma-









































Aśı pues, para cada modelo deberemos maximizar esta función y aśı hallar los co-
eficientes de las matrices desconocidas F, C, Q, H, A.
3.4.3. Modelo autorregresivo sin series relacionadas
Ahora entremos a detallar cada modelo. El primer modelo que consideraremos
será integrado de orden 1 y sin incorporar series relacionadas. Dado que, en este
caso, suponemos que el PIB mensual es una variable integrada de orden 1, y a partir
de lo expuesto en el anexo acerca la diferenciación, podemos escribir la ecuación de
transición como:
∆xk = a∆xk−1 + wk
donde wk es el término del error que sigue una distribución normal y con matriz de
covarianzas
Q =




Y por la definición de ∆ podemos reescribir esta ecuación con orden 2:
xk = (1 + a)xk−1 − axk−2 + wk
Anteriormente hemos dicho que consideraŕıamos un vector que incluyera los tres me-
ses que forman un trimestre, y por lo tanto, tomaremos el vectorX = (xk, xk−1, xk−2).
Escribimos la ecuación anterior en forma matricial y obtenemos: xk+1xk
xk−1
 =










Ahora consideremos el vector z = (0, 0, z3, ..., 0, 0, z3i, ..) que contiene las obser-
vaciones del PIB trimestral. Por ello solo tendrán valor las componentes múltiples









0 en caso contrario
Con esto ya tenemos formulada la ecuación de las observaciones. Por lo tanto,
los únicos coeficientes que tendremos que estimar por máxima verosimilitud serán
a y σ. Una vez calculados estos valores aplicaremos filtro de Kalman para encontrar
finalmente la estimación del PIB mensual. Tal y como hemos visto hasta ahora, las




















Por la complejidad y laboriosidad al programar todo este proceso -lo hemos he-
cho en los anteriores ejemplos más sencillos- cogeremos los resultados obtenidos
por otras investigaciones y aśı veremos que conclusiones podemos obtener aplican-
do el filtro de Kalman a estos modelos. En el anexo incorporamos los resultados
numéricos. Veamos aqúı los gráficos que nos resultan.
28
El estudio comprende el periodo que va entre enero de 1983 y diciembre de 2002
en Uruguay. Los puntos se refieren a cada trimestre. Es evidente el carácter oscila-
torio de estos datos. Pero, en definitiva, esta técnica nos ha permitido interpolar los
datos trimestrales del PIB obteniendo aśı datos mensuales, que era nuestro objetivo
inicial.
3.4.4. Modelo autorregresivo con series relacionadas
Centrémonos ahora en el segundo modelo, el cual se diferenciará respecto al pri-
mero en que este śı incorporará series relacionadas. Dado que volvemos a suponer
que se puede corregir, mediante la diferenciación, la no estacionareidad de los datos,
de forma que logramos escribir el PIB mensual de forma autorregresiva, las ecuacio-
nes de este segundo modelo serán iguales que las del primero, pero con la diferencia
de que esta vez se incorpora el término CkUk por la presencia de series relacionadas.
Aśı pues, como incorporamos esta información externa? Podemos suponer que la
serie relacionada mantiene una relación lineal con el PIB mensual, es decir, que
podemos escribir X = βU + s, donde X es el PIB mensual, U se refiere a la serie
relacionada y s es el término del error.
Como consecuencia, también el PIB trimestral admite esta relación lineal: solo
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debemos multiplicar esta ecuación por la matriz
D =

1 1 1 0 0 0 ... 0 0 0
0 0 0 1 1 1 ...
...
0 0 0 0 ... 0 0 1 1 1

Por lo tanto, la ecuación nos queda como:
DX = DUβ + s
Renombrando las variables:
X = Uβ + s
donde X hace referencia al PIB trimestral. Algunos de los indicadores externos que
nos aportaŕıan información altamente relacionada con el PIB son: la producción
industrial, el total de exportaciones, los ı́ndices de empleo...
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4. Extensiones del filtro de Kalman
Ahora planteamos el filtro de Kalman desde un enfoque bayesiano, es decir, va-
lorando que las observaciones Zi afectan al estado de nuestra variable X. Esto es
equivalente a decir que profundizaremos en el filtro de Kalman como una herra-
mienta de propagación de la densidad de X condicionada a las observaciones Zi.
Veamos qué queremos decir con esto.
En una aproximación bayesiana del filtro de Kalman, el objetivo es construir el
estado de una variable en base a toda la información previa conocida. Tal y como
hemos estado viendo, si notamos Xk como el estado de la variable X en el instante
k, entonces, este quedará supeditado a las observaciones tomadas hasta el instante
k. Es decir, la probabilidad de Xk dependerá de las medicionaes Zi, i = 1, ..., k. Esto
se traduce en una densidad de probabilidad condicional: fXk|Z1,...,Zk(x|z1, ..., zk). En
esta densidad queda recogida toda la información disponible acerca de Xk, e indica
la probabilidad de X de alcanzar un determinado estado en el instante k en función
de las observaciones tomadas.
El filtro de Kalman se encarga de la propagación de esta función de densidad,
y lo hace de forma recursiva, pues a medida que avanzamos en el tiempo vamos
conociendo nuevas observaciones que podemos incorporar sin reformular el modelo.
Como ya hab́ıamos comentado, esta es una de las grandes ventajas del filtro de
Kalman, pues no es necesario almacenar toda la información que nos llega ya que
no reprocesamos el modelo con cada dato nuevo que nos llega.




Como aclaración de notación decir que P (Xk|Zk) se refiere a la probabilidad de Xk
conociendo el conjunto de observaciones Zk. Esta es la base de la solución bayesiana
óptima.
Hasta ahora hemos trabajado bajo la hipótesis de linealidad del modelo: la ecua-
ción de transición es lineal (Xk+1 = FkXk + wk), aśı como la relación entre las
observaciones y el estimador (Zk = HkXk + vk). Estos sistemas son muy deseables,
ya que la teoŕıa que disponemos para trabajar con ellos es más amplia y su comple-
jidad menor. Ahora consideraremos el caso en que estas ecuaciones no son lineales,
es decir, trabajamos con: {
Xk+1 = f(Xk, wk)
Zk = h(Xk, vk)
donde f o h (o ambas) no son lineales. Cuando estas funciones no pueden ser escritas
de forma lineal, tal y como hemos venido haciendo hasta ahora, una solución pasa
por la linealización local mediante la derivación. En esto se basa el filtro de Kalman
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extendido: ahora haremos que PXk|Zk siga una distribución gaussiana -hipótesis im-
prescindible a lo largo de todo el trabajo- que dependa de funciones linealizadas.
Estas linealizaciones que fundamentaran el filtro de Kalman extendido serán de or-
den 1.
Una mejora a este filtro de Kalman extendido llega con el filtro de Kalman Uns-
cented, pues no nos basamos en la linealización, sino en la transformación unscented,
que propaga la media y la covarianza con mayor precisión (de orden 3, a diferencia
del filtro de Kalman extendido que lo haćıa a orden 1), es decir, aproxima mejor
la no linearidad. Esto es importante porque una distribución gaussiana queda de-
terminada solo con los primeros dos momentos de la distribución. Si tenemos una
transformación no lineal Y = g(X), lo que haremos en este filtro es seleccionar
cuidadosamente un conjunto de puntos del vector X cuya media y covarianza serán
conocidas. A estos le aplicaremos directamente la función no lineal. La media y
covarianza resultantes de la transformación serán un buen estimador de la media y
covarianza de Y. En definitiva, con esto lo que conseguimos es calcular los primeros
momentos de la densidad de probabilidad de una variable gaussiana Y que resulta
de aplicar una transformación no lineal g.
Sin embargo, hasta ahora hemos visto como el filtro de Kalman se construye alre-
dedor de la hipótesis fundamental de que el estado sigue una distribución gaussiana.
Pero qué pasa si no es aśı? El filtro de part́ıculas proporciona una buena solución.
El filtro de part́ıculas es otro filtro bayesiano recursivo basado en el método de
Monte Carlo. Lo que hará es recoger un conjunto de muestras (part́ıculas) a las que
asociará unos pesos en función de como estas se ajustan a la función de densidad.
Ahora entramos en mayor detalle de cada una de estas extensiones.
4.1. Filtro de Kalman extendido
Hasta ahora hemos trabajado bajo la hipótesis de linealidad del modelo: la ecua-
ción de transición es lineal (Xk+1 = FkXk + wk), aśı como la relación entre las
observaciones y el estimador (Zk = HkXk + vk). De nuevo consideramos el modelo:{
Xk+1 = f(Xk, wk)
Zk = h(Xk, vk)
con las hipótesis t́ıpicas de gaussianidad y ruido blanco, y donde f o h (o ambas)
no son lineales. En este punto trabajamos con el filtro de Kalman extendido, que
no hará más que utilizar una aproximación lineal de la función. Aśı pues, la única
condición sobre f y h es que sean funciones diferenciables.
En esta hipótesis no lineal, como actualizamos en observación la matriz de cova-
rianza del error? Es decir, cuál es la relación entre la matriz Pk|k y Pk|k−1? Al no
tratarse de un sistema lineal no podemos multiplicar por la matriz de f y/o g. Por
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Entonces, las ecuaciones de Kalman para la matriz de covarianza serán:




donde Qk es la matriz de covarianza del vector de aletoriedad wk.
• Actualización por observación
Pk|k = (I −KkHk)Pk|k−1
donde la ganancia de Kalman se definirá análogamente a los sistemas lineales pero









donde Rk es la matriz de covarianza del vector de aletoriedad vk Por lo que respecta
a la actualización de la variable X, el procedimiento será el mismo que en el caso
lineal, pero usando las funciones f y h:





• Actualización por observación: Esto será igual que en el caso lineal pero conside-
rando la aplicación h no lineal. Aśı pues nos queda:
X̂k|k = X̂k|k−1 +Kk
(
Zk − h(X̂k|k−1, vk)
)











Con esto ya hemos definido todas las iteraciones cuando el modelo viene definido
por un sistema no lineal al que aplicamos FKE (Filtro de Kalman extendido).
4.2. Filtro de Kalman Unscented
4.2.1. Transformación unscented
Consideramos el mismo modelo que en el caso anterior{
Xk+1 = f(Xk, wk)
Zk = h(Xk, vk)
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bajo las hipótesis t́ıpicas de gaussianidad y ruido blanco. De nuevo suponemos que
o f o h (o ambas) no son lineales.
Como hemos dicho este filtro constituye una mejor aproximación de la no linea-
ridad. Si consideramos una transformación no lineal Y = g(X) seleccionaremos un
conjunto de puntos de X del que conoceremos toda la información acerca la varian-
cia y la media. Una vez transformados estos puntos directamente por el sistema no
lineal, obtendremos la variancia y la media de Y con una precisión de hasta tercer
orden. Veamos como debemos elegir estos puntos y cuál será el algoritmo.
Asumimos que X ∈ Rn es de media X y con matriz de covarianzas PX . Para
seleccionar el conjunto de puntos construiremos una matriz M ∈Mn×n donde:





, i = 1, ..., n





, i = n+ 1, ..., 2n
con λ = α2(n+ κ)− n:
· α se refiere a la desviación de los puntos alrededor de la media X. Normal-
mente adopta un valor pequeño (por ejemplo 1× 10−3), y nunca superior a 1.






se refiere a la fila i-ésima de la matriz de covarianzas
A cada uno de estos puntos se le asigna un peso Ai. Estos se encuentran mediante
el siguiente algoritmo:
Ai = 1/(2(n+ λ))
Ahora transformamos cada uno de estos puntos mediante la función g. Sea N la
matriz homóloga a M pero con la variable Y, entonces: Ni = g(Mi) i = 1,...,2n.








Ai(Ni − Y )(Ni − Y )t
Ahora veamos porque el Filtro de Kalman Unscented se fundamenta en esta trans-
formación.
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4.2.2. Filtro de Kalman Unscented
Ahora generalizamos la transformación unscented para definir el Filtro de Kal-
man Unscented (FKU).
Tomamos como condiciones iniciales
X̂0 = E[X0]
y
P0 = E[(X0 − X̂0)(X0 − X̂0)t]
Ahora extendemos el vector de estado de forma que incorpore también los rudios. Es






k]. Ahora aplicaremos la transformación que acabamos
de explicar a este vector, de forma que su correspondiente matriz es Mak .























































Ai[Mi,k|k−1 − X̂k|k−1][Ni,k|k−1 − Ŷk|k−1]t
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X̂k|k = X̂k|k−1 +K(Yk − Ŷk|k−1)








(Mx)t (M v)t (Mn)t
]t
4.3. Filtro de part́ıculas
Hasta ahora hemos trabajado bajo la hipótesis de estado gaussiano. Cómo pode-
mos resolverlo cuando esta hipótesis no se cumple? En estos casos la mejor solución
la proporciona el filtro de part́ıculas, la cual se basa en el método de Monte Carlo.
4.3.1. Método de Montecarlo
El método de Montecarlo se encarga de resolver problemas que no tienen una
solución estrictamente numérica o anaĺıtica, sino que tienen un fuerte componente
aleatorio. Este método resolverá el problema mediante la simulación de la variable
aleatoria y recogiendo las muestras obtenidas.
4.3.2. Filtro de part́ıculas
En el filtro de part́ıculas recogemos un conjunto de muestras (part́ıculas) a las
cuales asignaremos unos valores (pesos). Las part́ıculas representan muestras del es-
pacio de estado mientras que los pesos serán indicadores de la importancia que cada
una de estas part́ıculas adquiere. El objetivo es aproximar una función de densidad
a partir de las part́ıculas y con el uso de ecuaciones de recurrencia bayesana, que se
derivan del teorema de Bayes. Más formalmente, podemos decir que el objetivo es
estimar la función de densidad de probabilidad P (Xk|Zk), es decir, el estado en el
instante k del vector X conociendo el conjunto de observaciones Zk. Diferenciamos
cuatro etapas: inicialización, actualización, estimación y predicción.
En la inicialización recogemos un conjunto de puntos que son muestras aleatorias
de la variable de estado. En la actualización asignamos el peso de cada part́ıcula,
en función de la similitud entre el estado de la part́ıcula y el modelo teórico. En la
estimación creamos un nuevo conjunto de part́ıculas que reemplazará al anterior.
Para elegir estos nuevos puntos, tendremos en cuenta los pesos que hab́ıamos atri-
buido a cada part́ıcula, por lo que las part́ıculas con mayor peso asociado tendrán
una mayor probabilidad de encontrarse en este nuevo conjunto. Por último, en la
etapa de predicción, modificamos levemente el estado de cada part́ıcula con tal de
estimar el estado del objeto en la siguiente unidad de tiempo. Volvemos a la etpa
de actualización e iremos siguiendo este proceso recursivamente hasta terminar la
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secuencia de datos. Entremos ahora en mayor detalle.
Con el teorema de Bayes lograremos la estimación de P (Xk|Z1, ..., Zk) a partir
de la probabilidad condicionada P (Z1, ..., Zk|Xk). La fórmula nos dice que:
P (Xk|Z1, ..., Zk) =
P (Z1, ..., Zk)P (Xk)
P (Z1, ..., Zk)
Por tanto, lo que haremos es aproximar la densidad a posteriori, y a partir de esta
aproximación lograremos tener información del estado del vector X en el instante
k.
Para menor complejidad del algoritmo nos valdremos de la recursividad, es decir,
queremos lograr una aproximación de P (Xk|Z1, ...Zk) basándonos solo en la nueva
observación zk y en la anterior densidad a posteriori P (Xk−1|Z1, ..., Zk−1). Por esto
consideraremos al filtro de part́ıculas un filtro bayesiano recursivo.
Tal y como hemos estado viendo en los algoritmos desarrollados hasta ahora,
podemos diferenciar entre ecuaciones de predicción y de actualización. La ecuación
de predicción P (Xk|Zk−1) la deduciremos a partir de la ecuación de Chapman-





En concreto, la predicción depende de la última densidad a posteriori estimada
P (Xk−1|Zk−1) y del modelo, más concretamente de la ecuación de transición.
Ahora nos fijamos en la ecuación de actualización. Para formularla nos volvemos
a fijar en el teorema de Bayes, aplicándolo de forma que, por recursividad, logremos
la dependencia solo respecto la observación immediatamente anterior. Aśı pues, nos
queda:
P (Xk|Z1, ..., Zk) =
(P (Zk|Xk)P (Xk|Zk−1)
P (Zk|Zk−1)
Hemos dicho que la aproximación de la función de densidad dependerá de las
muestras aleatorias tomadas y de sus respectivos pesos. El único inconveniente a
esta técnica es la gran cantidad de muestras que pueden llegar a ser necesarias para
obtener una estimación fiable. Este problema de recogida de muestras, las cuales
conoceremos como part́ıculas, se solucionará con el método de Montecarlo.
La técnica de Montecarlo nos permite obtener las muestras aleatorias para apro-
ximar la función de densidad de probabilidad, ante la imposibilidad de hacerlo
anaĺıticamente. Sin embargo, hay veces que no es posible recoger muestras de la
función de probabilidad P (x) que queremos. Para solucionarlo tendremos que de-
finir una nueva función de probabilidad Q(x) de forma que esta no se anule en
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los puntos en que P (x) no lo hace. Esta es la única condición que impondremos a
la nueva función Q(x). Una vez recogidas las muestras aleatorias de Q deberemos
corregir el error introducido al no usar la función P que deb́ıamos. Aqúı es donde
intervendrán los pesos. Es evidente que las muestras de Q(x) estarán concentradas




Con esto lograremos compensar la cantidad de veces que una muestra aparece en
Q(x) por la cantidad de veces que debeŕıa aparecer en P (x). Esto es lo que cono-
ceremos como muestreo por importancia.





donde< x(i), w(i) > con i = 1, ...N , siendo N el número de muestras. Y donde δx(i)(x)
se refiere a la delta de Dirac centrada en x(i) -es una función con valor infinito para








double** prodMatriu (double **A, double **B, int filA, int colA, int colB)
double **res
; double suma = 0;
int i, j, k;
res = (double**)calloc(filA, sizeof(double*));
for(i = 0; i ¡filA; ++i) res[i] = (double*)calloc(colB, sizeof(double));
for(i = 0; i ¡filA; ++i)
for(j = 0; j ¡colB; ++j)
for(k = 0; k ¡colA; ++k)





int n=50; //n son las iteraciones
int i, j, t;
double **nouP, **aux, **Kalmangain, **P, **F, **H, **Ftrans;
double *nouX, *Z, *X;
FILE *entrada, *sortida1, *sortida2, *sortida3, *sortida4, *sortida5, *sortida6, *sor-
tida7, *sortida8, *sortida9, *sortida10;
char fiEnt[30];
printf(Çom es diu el fitxer d’entrada?”);
scanf(çhar Pred [] = ”prediccions.txt”;
charvPred [] = ”prediccionsvel.txt”;
charaPred [] = ”prediccionsacc.txt”;
charEst [] = ”estimadors.txt”;
charvEst [] = ”estimadorsvel.txt”;
charaEst [] = ”estimadorsacc.txt”;
charObs [] = ”observacions.txt”;
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charvObs [] = ”observacionsvel.txt”;
charaObs [] = ”observacionsacc.txt”;
charV ar [] = ”matriuvariances.txt”;
entrada = fopen(fiEnt, ”r”);
sortida1 = fopen(Pred, ”w”);
sortida2 = fopen(Est, ”w”);
sortida3 = fopen(Obs, ”w”);
sortida4 = fopen(V ar, ”w”);
sortida5 = fopen(vPred, ”w”);
sortida6 = fopen(aPred, ”w”);
sortida7 = fopen(vEst, ”w”);
sortida8 = fopen(aEst, ”w”);
sortida9 = fopen(vObs, ”w”);
sortida10 = fopen(aObs, ”w”);
P = (double ∗ ∗)calloc(3, sizeof(double∗));
F = (double ∗ ∗)calloc(3, sizeof(double∗));
H = (double ∗ ∗)calloc(3, sizeof(double∗));
Ftrans = (double ∗ ∗)calloc(3, sizeof(double∗));
aux = (double ∗ ∗)calloc(3, sizeof(double∗));
nouP = (double ∗ ∗)calloc(3, sizeof(double∗));
Z = (double∗)calloc(3, sizeof(double));
Kalmangain = (double ∗ ∗)calloc(3, sizeof(double∗));
X = (double∗)calloc(3, sizeof(double));
nouX = (double∗)calloc(3, sizeof(double));
for(i = 0; i < 3; ++i)F [i] = (double∗)calloc(3, sizeof(double));Ftrans[i] = (double∗)calloc(3, sizeof(double));P [i] = (double∗)calloc(3, sizeof(double));H[i] = (double∗)calloc(3, sizeof(double));nouP [i] = (double∗)calloc(3, sizeof(double)); aux[i] = (double∗)calloc(3, sizeof(double));Kalmangain[i] = (double∗)calloc(3, sizeof(double));
P [0][0] = 100;
P [1][0] = P [0][1] = 20;
P [2][0] = P [0][2] = 1;
P [1][1] = 4;
P [1][2] = P [2][1] = 0,2;
P [2][2] = 0,01;
F [0][0] = F [0][1] = F [1][1] = F [1][2] = F [2][2] = 1;
F [0][2] = 0,5;
F [1][0] = F [2][0] = F [2][1] = 0;
H[0][0] = H[1][1] = H[2][2] = 1;
H[0][1] = H[1][0] = H[1][2] = H[2][1] = H[2][0] = H[0][2] = 0;
Ftrans[0][1] = Ftrans[0][2] = Ftrans[1][2] = 0;





for(t = 1; t <= n; ++t)aux = prodMatriu(F, P, 3, 3, 3);nouP = prodMatriu(aux, F trans, 3, 3, 3); //AraliafegeixoelvectorqnouX[0] = X[0] +X[1] +X[2]/2;nouX[1] = X[1] +X[2];nouX[2] = X[2]; fprintf(sortida1, ”fprintf(sortida5, ”fprintf(sortida6, ”//AraeliminoelselementsdeforadeladiagonaldePfor(i = 0; i < 3; + + i)X[i] = nouX[i]; for(j = 0; j < 3; + + j)if(i! = j)P [i][j] = 0; elseP [i][j] = nouP [i][j]; fprintf(sortida4, ”depredicciÃcovariances”); for(i = 0; i < 3; + + i)for(j = 0; j < 3; + + j)fprintf(sortida4, ”fprintf(sortida4, ””);Kalmangain[0][0] = P [0][0]/(P [0][0] + 225);Kalmangain[1][1] = P [1][1]/(P [1][1] + 16);Kalmangain[2][2] = P [2][2]/(P [2][2] + 0,04); printf(”LagananciadeKalmanes : ”); for(i = 0; i < 3; + + i)for(j = 0; j < 3; + + j)printf(”printf(””); printf(””); for(i = 0; i < 3; + + i)fscanf(entrada, ”nouX[i] = X[i] +Kalmangain[0][0] ∗ (Z[i]−X[i]); fprintf(sortida3, ”fprintf(sortida9, ”fprintf(sortida10, ”free(nouP ); for(i = 0; i < 3; + + i)Kalmangain[i][i] = 1−Kalmangain[i][i];nouP = prodMatriu(Kalmangain, P, 3, 3, 3); fprintf(sortida4, ”decovariancesambobservaciÃ”); for(i = 0; i < 3; + + i)for(j = 0; j < 3; + + j)fprintf(sortida4, ”fprintf(sortida4, ””); for(i = 0; i < 3; + + i)P [i] = nouP [i];X[i] = nouX[i]; //Escrivimelsresultatsfprintf(sortida2, ”fprintf(sortida7, ”fprintf(sortida8, ”
return0;
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Kalman en Matlab (para estimación del canal y RLS)
function [ mn, Pn] = kalmanf ilter(mn1, Pn1, yn, Fn, Qn, Hn, Rn)
mnn1 = Fn ∗mn1;
Pnn1 = Fn ∗ Pn1 ∗ F ′n +Qn;
Sn = Hn ∗ Pnn1 ∗H ′n +Rn;
Kn = Pnn1 ∗H ′n/Sn;
mn = mnn1 +Kn ∗ (yn −Hn ∗mnn1);




Código para aplicación 3.2. en Matlab











x (1:3,1) = randn (3,1) ;
m (1:3,1)= x (1:3,1) ;
P (1:3,1:3,1) = eye (3);
for n = 2 : 500 ,
vnsigmax ∗ randn(3, 1);
x(1 : 3, n) = Fn ∗ x(1 : 3, n− 1) + vn;
Hn = h(n+ 1 : 1 : n− 1, 1)′;
wn = sigmay ∗ randn(1, 1);
yn = Hn + x(1 : 3, n) + wn;
[m (1:3,n) , P (1:3,1:3,n)] = kalmanf ilter(m(1 : 3, n− 1),




Código para aplicación 3.3. en Matlab
D = 32;
lambda = 0,99 ;
Fn = 1/sqrt(lambda);
Qn = zeros(D,D);





x (1:D,1 ) = fir1 (D-1, 0,5);
m (1:D,1) zeros ( D,1);
P (1: D,1:D,1) = eye (D) ;
for n = 2 : 500 ,
x( 1:D,n) = Fn ∗ x(1 : D,n− 1);
Hn = h(n+D − 2 : −1 : n− 1, 1)′;
w − n = sigma− y ∗ randn(1, 1);
yn = Hn ∗ x(1 : D,n) + wn;
[m(1:D,n) ,P(1:D,1:D,n)] = kalmanf ilter(m(1 : D,n− 1),









Sea (Ω,F , P ) un espacio de probabilidad y consideremos dos variables aleatorias
discretas X, Y entonces,
E(X|Y = y) :=
∑
x
xP (X = x|Y = y) (suponemos P (Y = y) > 0)
y podemos definir, a partir de aqúı, la variable
E(X|Y )(ω) = E (X|Y = y) , si Y (ω) = y





Sea ahora A ∈ F (suponemos P (A) > 0)
E(X|A) :=
∑
xP (X = x|A),
consideremos la σ-álgebra generada por un partición, (Ai) , de Ω, llamémosle A,
esto es A = {∅,Ω,∪jAij}, podemos ahora definir la variable aleatoria






Notemos que E(X|A) es una variable aleatoria A-medible:
E(X|A)−1(zi) = Ai ∈ A si zi = E(X|Ai),
además para todo A ∈ A
E(X1A) = E (E(X|A)1A) .
En efecto, si tomamos A = Ai
E(X|A)1A = E(X|Ai)1Ai ,
de manera que








xP (X = x,Ai) = E(X1Ai).
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Esto sugiere la siguiente definición general. Consideremos una variable aleatoria in-
tegrable X y sea A una σ-álgebra contenida en F , definimos la esperanza condicio-
nada de X dado A a un variable aleatoria, digamos Z, con las siguientes propiedades
i) Z es A-medible
ii) Para todo A ∈ A, E(Z1A) = E(X1A) .
Se puede demostrar que tal variable siempre existe y es única casi seguramente.
Propiedades
1. Linealidad: E(aX + bY |A) = aE(X|A) + bE(Y |A), a, b ∈ R.
2. E(E(X|A)) = E(X). Basta tomar A = Ω en ii).
3. Si X y A son independientes E(X|A) = E(X). De hecho la constante E(X) es
trivialmenteA-medible, y para todoA ∈ A, tenemos E(X1A) = E(X)E(1A) =
E(E(X)1A).
4. Si X es A-medible, entonces E(X|A) = X. Trivial a partir de la definición.
5. Si Y esta acotada y es A-medible, entonces E(Y X|A) = Y E(X|A). De hecho
la variable aleatoria Y E(X|A) es integrable any A-measurable, y para todo
A ∈ A tenemos
E(E(X|A)Y 1A) = E(XY 1A),
donde la igualdad se sigue de ii) y del teorema de convergencia dominada. Esta
propiedad significa que las variables A-medibles se comportan como constan-
tes y pueden ser factorizadas fuera de la esperanza condicionada con respecto
a A. Esta propiedad es cierta siempre que E(|XY |) < ∞. En particular si
X, Y ∈ L2(Ω).
6. En particular si X, Y ∈ L2(Ω), por la propiedad anterior con A = Ω, tenemos
que si Y es A-medible X − E(X|A) es ortogonal a Y :
E((X − E(X|A))Y ) = E(XY )− (E(X|A)Y ) = 0,
7. (Propiedad de torre) Dadas dos σ-álgebras B ⊂ A, entonces E(E(X|A)|B) =
E(X|B). En efecto, sea
B ∈ B,
tenemos que ver que
E(E(X|A)1B) = E(X1B),
pero como B ⊂ A, B ∈ A y la igualdad es cierta por definición de E(X|A).
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