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For the multivariate log-concave distribution, it is shown that the hazard
gradient is increasing in the sense of Johnson and Kotz. As an immediate conse-
quence, the result of Gupta and Gupta (1997) on the multivariate normal hazard
is obtained.  2000 Academic Press
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1. INTRODUCTION
Assume that (X1 , ..., Xn) is an absolutely continuous random vector with
joint survival function G(x)=P(X1>x1 , ..., Xn>xn). Its joint multivariate
hazard rate is defined as
h(x)=(h1(x), ..., hn(x))
where hi (x)=& xi log G(x), i=1, ..., n. According to a definition of
Johnson and Kotz (1975), the distribution is called a multivariate IHR
(DHR), if hi (x) is an increasing (decreasing) function of xi , i=1, ..., n.
It is well known that the hazard rate of a univariate normal distribution
is increasing. Johnson and Kotz (1975) showed that a bivariate normal
distribution is IHR under the condition that the correlation coefficient is
positive. This condition is removed in a recent paper of Gupta and Gupta
(1997). Actually they prove that a multivariate normal distribution is IHR.
This note shows that a multivariate log-concave distribution is IHR,
which includes a multivariate normal distribution as a special case.
2. MAIN RESULT
Recall that a nonnegative function w(x) on Rn is log-concave, if for all
x, y in Rn and for all * # [0, 1],
log w(*x+(1&*) y)* log w(x)+(1&*) log w(y).
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In what follows let (X1 , ..., Xn) be a random vector with joint density f (x)
and survival function G(x). The main result of this note is
Theorem. If G(x) is log-concave, then the distribution is IHR.
Proof. For each i=1, ..., n, let ei=(0, ..., 0, 1, 0, ..., 0) and
wi (t)=&log G(x+tei).
Then
w$i (t)=h i (x+tei), hi (x)=w$i (0),
and

xi
hi (x)=wi"(0), i=1, ..., n.
It is apparent that wi (t) is a convex function of t, which implies xi hi (x)=
wi" (0)0, i=1, ..., n. This completes the proof.
Corollary. If f (x) is log-concave, then the distribution is IHR.
It is know that G(x) is log-concave whenever f (x) is log-concave; see for
instance, Dharmadhikari and Joag-Dev (1988). Examples of log-concave
densities include: multivariate normal, Wishart, Dirichlet, and so on.
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