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INFINITE-DIMENSIONAL POLISH GROUPS AND PROPERTY (T)
TOMÁS IBARLUCÍA
Abstract. We show that all groups of a distinguished class of «large» topological groups, that
of Roelcke precompact Polish groups, have Kazhdan’s Property (T). This answers a question
of Tsankov and generalizes previous results by Bekka (for the infinite-dimensional unitary
group) and by Evans and Tsankov (for pro-oligomorphic groups). Further examples include
the group Aut(µ) of measure-preserving transformations of the unit interval and the group
Aut∗(µ) of non-singular transformations of the unit interval.
More precisely, we prove that the smallest cocompact normal subgroup G◦ of any given
Roelcke precompact Polish group G (under a non-triviality assumption) has a free subgroup
F ≤ G◦ of rank two with the following property: every unitary representation of G◦ without
invariant unit vectors restricts to a multiple of the left-regular representation of F. The proof
is model-theoretic and does not rely on results of classification of unitary representations. Its
main ingredient is the construction, for any ℵ0-categorical metric structure, of an action of a
free group on a system of elementary substructures with suitable independence conditions.
Contents
Introduction 1
1. Preliminaries on metric imaginaries and stable independence 5
2. Intervals in the free group 10
3. Cairns of models 12
4. Property (T) for automorphism groups of ℵ0-categorical metric structures 15
5. Special cases 19
References 21
Introduction
This paper is concerned with the study of unitary representations and Kazhdan’s Prop-
erty (T) outside the realm of locally compact groups, which has received increased attention
in recent years. Although admitting no invariant measures and being devoid of regular
representations, many Polish non-locally compact groups have interesting unitary represen-
tations, and call for the development of new techniques for their understanding. The with-
drawn tools are rewarded with new phenomena, allowing for families of groups where, for
instance, Property (T) and amenability are no longer contradictory but often coincidental.
Background. The first interesting example of an «infinite-dimensional» group with Prop-
erty (T) was given by Shalom [Sha99], who exhibited finite Kazhdan sets for the loop groups
L(SLn(C)), n ≥ 3. (See the beginning of Section 4 for the basic definitions concerning Prop-
erty (T).) A few years later, Bekka [Bek03] proved that the unitary group U(ℓ2) has Prop-
erty (T). For this he used the classification of the unitary representations of U(ℓ2) obtained
by Kirillov and Ol’shanski, and showed that the generators of any shift action F y ℓ2(F ) by
a non-abelian free group of finite rank form a Kazhdan set for U(ℓ2(F )).
Research partially supported by the ANR contract AGRUME (ANR-17-CE40-0026).
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Within the framework of infinite-dimensional permutation groups, a milestone was set
by Tsankov [Tsa12] with the classification of the unitary representations of oligomorphic
groups. As a consequence of his result, he was able to prove Property (T) for a number
of significant examples including the infinite symmetric group S∞, the group Aut(Q,<) of
order-preserving bijections of the rationals and the group Homeo(2ω) of homeomorphisms
of the Cantor space. He showed, for instance, that the permutation action F yF induces a
Kazhdan set for S∞ = Sym(F ), very much like in the case of the unitary group. Subsequently,
Evans and Tsankov [ET16] succeeded in generalizing the analysis of [Tsa12] and established
Property (T) for all oligomorphic groups and their inverse limits.
In a recent work, Pestov [Pes18] showed that the dichotomy between amenability and
(strong) Property (T) remains valid for the class of unitarily representable SIN groups, thus
providing several non-examples of strong Property (T) in the non-locally compact setting.
In particular, if G is a non-trivial, compact, metrizable group, the Polish group L0([0,1],G)
of random elements of G does not admit a finite Kazhdan set. In the case of the circle G =
T, Solecki [Sol14] classified the unitary representations of the corresponding randomized
group. Inspired by Solecki’s work, Pestov proved moreover that L0([0,1],T) does not admit
any compact Kazhdan set. The last section of [Pes18] provides a nice summary of the current
state of knowledge concerning Kazhdan’s (T) and related properties for several important
examples of infinite-dimensional topological groups.
The unitary group studied by Bekka and the permutation groups covered by the works of
Evans and Tsankov have something in common. They are all Roelcke precompact topological
groups. This means that their completion with respect to the Roelcke (or lower) uniformity is
compact or, equivalently, that for every open setU ⊆ G there exists a finite set F ⊆ G such that
G = UFU . Other examples in this family are the group Aut(µ) of measure-preserving trans-
formations of the Lebesgue space ([0,1],µ), the group Aut∗(µ) of measure-class-preserving
transformations of the same space, the semi-direct product L0([0,1],T)⋊Aut(µ), or the group
Homeo+([0,1]) of increasing homeomorphisms of the interval. Question (1) at the end of
[Tsa12] asked whether every Polish Roelcke precompact (PRP) group has Property (T).
Later, Ben Yaacov and Tsankov [BT16] realized that PRP groups are exactly those topolog-
ical groups that appear as automorphism groups of ℵ0-categorical structures in the sense of
continuous logic. These are separable structures that are characterized up to isomorphism
by their first-order properties, such as the Hilbert space ℓ2. Oligomorphic groups (and their
inverse limits) correspond to the particular case given by classical (i.e., 2-valued) logic, as has
been known for long—a fact that had been exploited in [Tsa12]. The new characterization of
PRP groups opened the door for novel interactions with model-theory. A precise dictionary
between several topological-dynamic features of PRP groups andmodel-theoretic properties
of the associated structures arose from the works [BT16, Iba16, BIT18], along with several
applications.
Results and examples. In this paper we use model-theoretic methods to prove that PRP
groups are Kazhdan, thus answering Tsankov’s question. Moreover, we show that this holds
in a particularly strong form, improving also over the previously known cases.
Theorem. Every Polish Roelcke precompact group G has Property (T). Moreover, up to passing
to a cocompact normal subgroup (which we may suppose to admit non-trivial unitary representa-
tions), G has a freely two-generated subgroup F such that every unitary representation of G with
no invariant unit vectors restricts to a multiple of the left-regular representation of F.
In particular, if G is a PRP group with no compact quotients, then G has a Kazhdan set
with two elements. We can actually deduce the following, which in particular confirms, for
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PRP groups, a suspicion of Bekka [Bek03, p. 512] that was disproved by Pestov [Pes18, §8]
for arbitrary topological groups.
Corollary. A Roelcke precompact Polish group has a finite Kazhdan set if and only if its Bohr
compactification does.
Two conspicuous concrete cases of our theorem are the groups Aut(µ) and Aut∗(µ) men-
tioned above. Pestov [Pes18, §9] lists the question of whether these groups are Kazhdan as
open. In the case of Aut(µ), however, it seems likely that Property (T) could be deduced
from the work of Neretin [Ner92] on the representations of this group, in a similar fashion
as Bekka’s proof for U(ℓ2) from the works of Kirillov and Ol’shanski. In the case of Aut∗(µ),
on the other hand, I believe that the result is indeed new. In both cases we are able to give
explicit finite Kazhdan sets (see Section 5).
Another interesting family of examples is related to the randomized groups L0([0,1],G).
As we said before, these groups generally fail to have Property (T). However, if G is a PRP
group, then the semidirect product L0([0,1],G)⋊Aut(µ) is a PRP group as well, as shown in
[Iba17]. Hence the semidirect product enjoys Property (T), and it even has a finite Kazhdan
set (which cannot be contained in Aut(µ), if G has non-trivial representations). In particular,
and in contrast to Pestov’s result, all groups of the form L0([0,1],G) ⋊ Aut(µ) for compact
metrizable G have strong Property (T).
Question. Let G be a Polish, Kazhdan group. Is L0([0,1],G)⋊Aut(µ) also Kazhdan?
A similar example is given by the semi-direct product L0([0,1],T) ⋊Aut∗(µ). The latter
can be identified with the group of linear isometries of the Banach space L1([0,1]), which is
an ℵ0-categorical structure. Hence L0([0,1],T) ⋊Aut∗(µ) is a PRP group and also has Prop-
erty (T).
Main ideas. Let us comment on the proof of our theorem and discuss some of its ingredients.
A feature of our proof is that unlike the previous results, it does not rely on any classification
result of unitary representations: such a classification is not currently available for general
PRP groups.
In the case of oligomorphic groups, which are permutation groups, one has natural sub-
stitutes for the regular and quasi-regular representations of the locally compact setting. In-
deed, when M is a countable discrete structure and G = Aut(M), one has at hand the repre-
sentation Gy ℓ2(M) as well as all representations Gy ℓ2(S) where S is an imaginary sort
of M (i.e., the quotient of Mn by a definable equivalence relation). The results of Tsankov
[Tsa12] actually show that ifM is countably categorical, then every separable unitary represen-
tation of G is a subrepresentation of Gy ℓ2(Meq) (where Meq is the structure regrouping all
imaginary sorts ofM). Whence the strategy applied in [Tsa12]: if the structureM has weak
elimination of imaginaries, to prove Property (T) it suffices to find an action of a non-abelian
free group on M that moves every (non-algebraic) element of M . This is easy to produce in
many concrete examples: see [Tsa12, Theorem 6.7]. Themain contribution of the subsequent
work [ET16] by Evans and Tsankov is the construction of a free action F yMeq \ acl(∅) of
a two-generated free group for any classical ℵ0-categoricalM . The construction is achieved
via a back-and-forth argument based on Neumann’s Lemma ([ET16, Lemma 2.1]).
The situation is similar for the unitary group, as we said before: a Kazhdan set is given by
the action F y ℓ2(F ).
For an arbitrary PRP group, on the other hand, there might be no natural representations
at hand. There are in fact PRP groups that do not have any non-trivial unitary representa-
tions, as first shown by Megrelishvili [Meg01] for the case of Homeo+([0,1]). Nevertheless,
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when they exist, the unitary representations induce imaginary sorts of the associated ℵ0-
categorical metric structure. More precisely:
Let G = Aut(M). If GyH is a unitary representation and ξ ∈H is any vector, then the closed
orbit O = Gξ is a metric imaginary sort ofM .
Thereby all the information about the unitary representations of G is again coded in Mmeq
(the metric analogue of theMeq construction). This is a much weaker (other than basic and
well-known) statement than the one about the oligomorphic case stated above, but we will
use it to transfer certain model-theoretic configurations to the representations.
As in [ET16], the crucial point of our proof is the construction of a «very free» action
F yM of a two-generated free group on a separably categorical structure. However, instead
of a usual «internal» back-and-forth construction based on subsets of M , we will perform
an «external» back-and-forth1 by piling up isomorphic copies of M . At the same time, we
replace Neumann’s Lemma with (local) stability theory. Let us illustrate the construction
here by showing how to build the following (under the assumption that G has no non-trivial
compact quotients):
There is an action ZyM such that every unitary representation of G with no invariant unit
vectors restricts to a multiple of the left-regular representation Zy ℓ2(Z).
The main tool for the construction is the stable independence relation, which we denote
by |⌣, and which makes sense in any (possibly unstable) metric theory. In §1.4 we review
the main properties of |⌣, which condense some well-known facts of the theory of local sta-
bility. For some reason, this «semi-global» notion of independence is hardly ever presented
or considered in this way in the model-theoretic literature. It can however be very useful in
the context of applications, as has already been shown in the works [BIT18] and [IT18].
The construction begins with an isomorphic copy M0 ≃M inside some large elementary
extension of M . We then pick an independent copy M1 |⌣M0 and a common elementary
extensionM01 M0,M1. This gives the smaller «cairn» at the center of the picture below.
M−1 M0 M1 M2
M−10 M01 M12
M−101 M012
−−−−−−−−−−−−−−→
τ
We now perform a step backwards: we choose models M−10, M−1 such that M−10 |⌣M0M01
andM−10M−1M0 ≃M01M0M1 (i.e., there is an isomorphism sendingM−10 toM01,M−1 toM0
andM0 toM1). We complete the new cairn by choosing any common elementary extension
M−101 M−10,M01. The construction continues forward by choosingM012 independent from
1This is an idea that I learned (for Z instead of F , and using a different notion of independence) from a talk
by Pierre Simon, in which he drew the picture that we reproduce here. I believe he was explaining Theorem 3.12
of [KS], although there is unfortunately no drawing in the paper.
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M−101 over M01, together with submodels M12 and M2 such that the cairns dominated by
M−101 andM012 are isomorphic. And so on.
At the end we get a directed family {MI } of elementary extensions of copies ofM , indexed
by the finite intervals of Z. By ℵ0-categoricity, we may identify its union
⋃
IMI with M .
Then, by construction, the shiftMI 7→MI+1 defines an automorphism τ ∈ G = Aut(M). The
group Z ≤ G generated by τ has the desired property.
Indeed, suppose G y H is a unitary representation with no invariant unit vectors. We
may assume H has a cyclic vector ξ (i.e., such that H = 〈Gξ〉) and consider the closed orbit
O = Gξ as earlier. Now, as O is an imaginary sort of M , the submodels MI  M induce
substructures OI  O. Consider the corresponding generated subspaces HI = 〈OI 〉 ⊆ H, as
well as H∅ = {0}. Then a key lemma will show that the independence conditions on the MI
carry over to the subspaces HI :
If I , J ⊆Z are intervals and K = I ∩ J , then HI⊥HK HJ .
Here, ⊥ denotes the orthogonality relation. As a result, if we define En = 〈HI : |I | = n〉 and
H˜I =HI ⊖En−1 for each interval I of length n, we obtain that
H =
⊕
n∈N
⊕
|I |=n
H˜I .
Since τ permutes the subspaces H˜I within each smaller direct sum, we see that H splits as a
multiple of the left-regular representation of Z, as desired.
Certainly, in order to prove Property (T) we have to replaceZ in the previous construction
by a non-abelian free group F . A crucial point then is the analysis of the «intervals» I ⊆ F
that appear in the construction, to ensure that they behave like the intervals of Z in a few
key aspects. This analysis is carried out in Section 2, which is independent of the rest. Then,
in Section 3, we build the cairn of models over a free group. The main theorem is proved
subsequently in Section 4.
Finally, when the structureM is stable and has the property that the structure generated
by any two elementary substructures is again an elementary substructure, the construction
described above simplifies considerably, as the reader may have already noticed. This al-
lows for an explicit description of Kazhdan sets in some concrete examples. We do this in
Section 5.
Acknowledgements. I would like to thank Todor Tsankov for valuable discussions.
1. Preliminaries on metric imaginaries and stable independence
Throughout the paper we will assume some familiarity with the model theory of metric
structures as presented in [BBHU08] or [BU10]. Nevertheless, we review in this section the
main notions and facts that we will use.
Enthusiast readers not so familiar with model theory may find some relief in §1.3 below,
where we recall some dynamical reformulations.
1.1. Metric imaginaries. Our main reference here is Ben Yaacov’s work [Ben18, §1], al-
though we take a (formally) more general point of view in that we add imaginary sorts for
definable subsets and quotients thereof. Earlier expositions on imaginaries in continuous
logic can be found in [BBHU08, §11] and [BU10, §5].
Let M be a structure in a possibly multi-sorted metric language. We recall that each sort
ofM is a complete metric space of bounded diameter. The letters x, y, etc. will denote tuples
of variables, usually finite or countably infinite. Say x = (xi) is countable. Each individual
6 TOMÁS IBARLUCÍA
variable xi is attached to a particular sort (Si ,di ). Then byMx we will denote the correspond-
ing product sort ofM , that is, the product
∏
Si endowed with a complete, bounded metric d
defined in terms of the metrics di and compatible with the product uniformity (for instance,
we can set d = maxdi in the case of finitely many factors, and d =
∑
2−nidi in the countably
infinite case, provided that
∑
2−nidiam(Si) <∞). An element ofMx is an x-tuple ofM .
We will make no difference between formulas and definable predicates, which may thus
depend on a countably infinite number of variables. By definable we will always mean ∅-
definable, that is, without parameters; if we allow parameters from a subset B ⊆M , we will
write B-definable.
Suppose we are given a definable set D ⊆ Mx and a definable pseudo-metric on D, say
ρ : D → R≥0. Then ρ induces a metric on the classes of the equivalence relation ∼ρ that
identifies the pairs of x-tuples in D at ρ-distance 0. We let Mρ be the completion of the
quotient D/ ∼ρ with respect to the distance ρ. The resulting (complete, bounded) metric
spaceMρ is called ametric imaginary sort ofM , and the elements ofMρ aremetric imaginaries
ofM .
We denote by Mmeq the collection of all metric imaginary sorts of M , which contains M
as a particular case (namely, M = Md where d is the metric of M). The collection Mmeq
can then be turned into a multi-sorted metric structure, of which M is a reduct, essentially
by adding predicates to render the canonical inclusions D → Mx and projections D → Mρ
definable; see [Ben18] for some details. For that matter, we may go further and add symbols
for all the resulting definable predicates and functions. The language ofMmeq is in any case
huge, for it already includes an uncountable number of sorts. We shouldmake clear that this
construction is just a convenient artifice to handle the imaginaries in the models that we will
consider; all structures we are truly interested in are separable in countable languages, and
all arguments in the paper can be rewritten so as to consider only structures of this kind.
The structureMmeq is completely determined byM in that, for instance, every elementary
extensionM  N lifts naturally to an elementary extensionMmeq  Nmeq. In particular, the
automorphism groups Aut(M) and Aut(Mmeq) can be identified.
A structure N (in a possibly different language than that of M) is interpretable in M if it
is isomorphic to a reduct of Mmeq, after a suitable identification of the languages of N and
of the reduct. It is bi-interpretable with M if the associated expansions Nmeq and Mmeq are
isomorphic, after a suitable identification of their languages. For more precise definitions
concerning interpretations, see Ben Yaacov and Kaïchouh’s work [BK16]. The structures M
andMmeq are bi-interpretable.
1.2. Types and algebraic elements. If a is an x-tuple of elements of M and B ⊆ M is any
subset, tp(a/B) denotes the type of a over B, that is, the function that maps each B-definable
predicate φ(x) to the truth value φ(a) ∈ C as calculated in M . If a′ is any other x-tuple, we
write as usual a′ ≡B a to indicate that a′ and a have the same type over B. If B is empty, we
write simply a′ ≡ a.
An element a ∈M is definable over B if in every elementary extension N M , the only ele-
ment a′ ∈N with a′ ≡B a is a itself. Similarly, a ∈M is algebraic over B if the set {a′ ∈N : a′ ≡B
a} is compact in every elementary extension N  M . If a is definable over ∅ (respectively,
algebraic over ∅), we say simply that it is definable (respectively, algebraic).
Finally, as is usual practice, we denote by dcl(B) the set of imaginary elements of M that
are definable over B, that is, the set of all elements fromMmeq definable over B. It is called
the definable closure of B. Similarly, the algebraic closure of B, acl(B), is the set of imaginary
elements of M algebraic over B. In particular, we have dcl(M) = acl(M) = Mmeq. The real
algebraic closure of B is the set acl(B)∩M .
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1.3. The ℵ0-categorical case. Everything becomes more concrete if the structure M is ℵ0-
categorical. We recall that if the language of M is countable, M is said ℵ0-categorical if its
first-order theory admits a unique separable model up to isomorphism, namelyM . If the lan-
guage underlying a given structureM∗ is not countable butM∗ is bi-interpretable with some
ℵ0-categorical structure M in a countable language, we will say that M∗ is ℵ0-categorical
as well. Let us also recall that the automorphism group of an ℵ0-categorical structure, en-
dowed with the topology of pointwise convergence, is always a Polish Roelcke precompact
group, and that every such group can be presented in this way (moreover, the structure can
be chosen to be one-sorted); see [BT16, §2].
As we were saying, in the ℵ0-categorical setting most model-theoretic notions boil down
to (topological) group-theoretic ones. Let us list some basic entries of this dictionary. Below,
M denotes an ℵ0-categorical structure and G = Aut(M) is its automorphism group with the
pointwise convergence topology. The product sorts Mx are given the product topology and
G acts on them by the diagonal action. We have:
• A subset D ⊆Mx is definable iff it is G-invariant and closed.
• A function φ : Mx →C is a definable predicate iff it is G-invariant and continuous.
• Two tuples a,b ∈Mx have same type iff their closed orbits coincide: a ≡ b ⇐⇒ Ga = Gb.
• An element a ∈M is definable iff it is G-invariant.
• An element a ∈M is algebraic iff the closed orbit Ga is compact.
• A one-sorted structureN is interpretable inM iff there is a continuous action Gyσ N by
(isometric) automorphisms of N such that the space of closed orbitsN σ(G) is compact.
For the latter point see [BK16]. We single out and sketch the proof of the following particular
case, for which we may as well refer to [Ben18, Fact 1.12].
Lemma 1.1. LetM be an ℵ0-categorical structure and G its automorphism group. Suppose Gyσ
Ξ is a continuous isometric action of G on a complete metric space Ξ. Let ξ ∈ Ξ and let O = σ(G)ξ
be its closed orbit. ThenO is isometric to an imaginary sort ofM , and the actionGyσ O coincides
with the restriction of the action GyMmeq.
Proof. Fix some countable tuple a ∈Mx whose definable closure is the whole structure. Then
the map ga ∈ Ga 7→ σgξ ∈ σ(G)ξ is well defined, and it extends to a continuousG-equivariant
map Ga → O. In turn, composing with the metric of Ξ we obtain a G-invariant pseudo-
metric ρ : Ga×Ga→ R≥0. By ℵ0-categoricity, ρ is a definable pseudo-metric on the definable
set D = Ga, and we can identifyO withMρ. 
Another important fact about ℵ0-categoricity is that it is preserved after naming the alge-
braic closure of the empty set. More precisely, let M and G be as above. We considerMmeq
and we enrich its language with new constants for every element in acl(∅). We denote the
resulting expansion of Mmeq by M◦. The point of this construction is that M◦ now satisfies
dclM
◦
(∅) = aclM◦(∅), that is, every algebraic element ofM◦ is definable.
We denote the automorphism group ofM◦ by G◦. In other words,
G◦ = Aut(Mmeq/ acl(∅)) ≤ Aut(Mmeq) = G,
i.e., G◦ is the group of automorphisms ofM that fix all algebraic imaginary elements ofM .
Proposition 1.2. If M is ℵ0-categorical, then so is M◦. Hence G◦ is Polish and Roelcke precom-
pact.
Proof. See [Ben18, Proposition 1.15]. 
Now let bG = AutM (acl(∅)) denote the group of partial elementary self-embeddings of
Mmeq whose domain is the algebraic closure of the empty set (note that any such partial
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self-embedding is indeed an isometry onto acl(∅)). Endowed with the topology of pointwise
convergence, bG becomes a compact metrizable group, and the restriction map G → bG a
continuous homomorphism. On the other hand, it is an immediate consequence of the ℵ0-
categoricity of M◦ that the restriction map G → bG is surjective. In other words, bG =
{g |acl(∅) : g ∈ Aut(Mmeq)}.
Corollary 1.3. IfM is ℵ0-categorical, then we have the exact sequence of Polish groups:
1→ G◦ → G→ bG→ 1.
Moreover, bG is the Bohr compactification of G and G◦ is the smallest cocompact normal subgroup
of G.
Proof. The moreover part also follows from [Ben18], but let us sketch the proof. It suffices
to show that if π : G → K is a continuous homomorphism with dense image into a compact
group K , then G◦ is in the kernel of π. Now, it is a general fact that every such π factors
through the Roelcke compactification of G, and the latter is metrizable when G is a Roelcke
precompact Polish group. It follows that K is a compact metrizable group, and hence admits
an invariant metric. Thus π induces a continuous isometric action Gy K , and the G-orbit of
1K is dense in K by hypothesis. Hence, by Lemma 1.1, K is a metric imaginary sort ofM and
the action Gy K is given by the action of G by automorphisms of M . Since K is compact,
every element of K is an algebraicmetric imaginary ofM , and thus is fixed by G◦. This shows
that G◦ ⊆ ker(π). 
1.4. Stable independence. In this subsectionwe fix an ambient structure M̂ , which is a very
saturated model of an arbitrary (possibly unstable) metric first-order theory. All sets and
tuples we consider come from M̂ (or M̂meq) and are small relative to the order of saturation
of M̂ ; by a submodel we mean a small elementary substructure of M̂ .
Given an x-tuple a, a submodel N and a formula φ(x,y), we associate to the type p =
tp(a/N ) its φ-definition dpφ : Ny → C, given by
dpφ(b)≔ φ(a,b).
The formulaφ(x,y) is said stable if for every x-tuple a and every submodelN , theφ-definition
of tp(a/N ) is an N-definable predicate.
If M and N are submodels and B ⊆ N is any subset, we say that M is stably independent
from N over B if for every x-tuple a fromMmeq and every stable formula φ(x,y) ofMmeq the
φ-definition of p = tp(a/Nmeq) is acl(B)-definable in M̂meq. In that case we writeM |⌣BN , or
simplyM |⌣N if B = ∅.
Remark 1.4. We have chosen our definition so that we have, trivially, M |⌣BN in M̂ if and
only if Mmeq |⌣BNmeq in M̂meq. An equivalent definition can be given in terms only of
formulas in the language of M̂ : for this one should consider all formulas φ(x,y) that are
stable when restricted to a product of some definable subsets.
We state below some of the main properties of the ternary relation |⌣ in the general un-
stable setting. For comparison with the globally stable case see [BU10, §8.2].
Proposition 1.5. The stable independence relation (within a large model of a possibly unstable
metric theory) enjoys the following properties.
Below, M , N , etc. denote submodels, and B is a subset of N . Moreover, the submodels and sets
considered are given some implicit enumeration so that their types can be compared.
(1) (Invariance) IfM |⌣BN andMBN ≡M ′B′N ′ , thenM ′ |⌣B′ N ′ .
(2) (Monotonicity) IfM ⊆M ′, N ⊆N ′ andM ′ |⌣BN ′ , thenM |⌣BN .
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(3) (Transitivity) Suppose N ⊆N ′ . ThenM |⌣BN ′ if and only ifM |⌣BN andM |⌣N N ′.
(4) (Existence) For everyM,B,N there existsM ′ such thatM ′ ≡B M andM ′ |⌣BN .
(5) (Weak symmetry) Suppose B ⊆M . IfM |⌣BN , then N |⌣BM .
(6) (Stable anti-reflexivity) IfM |⌣BN and S is a sort with a stable metric, thenM ∩N ∩S ⊆
acl(B).
Proof. Invariance andmonotonicity are clear. For existence we can refer to Ben Yaacov’s work
[Ben10, Corollary 2.4]. The proofs of (3), (5) and (6) are very much like in the globally stable
case, but we write them down here for the convenience of the reader —see also Remark 1.6
below for a discrepancy with the stable setting. We work within M̂meq instead of M̂, so all
submodels considered are elementary substructures of the former.
In (3), the left-to-right implication is clear. For the converse, let a be an x-tuple from M
and take p = tp(a/N ) ⊆ p′ = tp(a/N ′). If M |⌣N N ′ and φ(x,y) is a stable formula, then dpφ
and dp′φ are both N-definable predicates that agree on the submodel N ; hence they coincide
everywhere in M̂meq. Thus if dpφ is acl(B)-definable then so is dp′φ, i.e., if M |⌣BN then
M |⌣BN ′ as well.
Now we prove (5). Suppose B ⊆ M ∩N and M |⌣BN . Let c be an x-tuple from N , q =
tp(c/M), and let φ(x,y) be a stable formula. Using existence, we can find c′ in M̂meq such that
tp(c/ acl(B)) ⊆ q′ = tp(c′/M) and the φ-definition of q′ is acl(B)-definable. Now let a ∈ My ,
p = tp(a/M), and let us denote by ψ(y,x) the formula ψ(y,x) = φ(x,y). Then we have:
dqφ(a) = φ(c,a) = ψ(a,c) = dpψ(c) = dpψ(c
′),
where the latter equality holds because dpψ is acl(B)-definable and c ≡acl(B) c′. On the
other hand, by the continuous version of Harrington’s lemma (see [BU10, Proposition 7.16]),
dpψ(c′) = dq′φ(a). Thus we have dqφ(a) = dq′φ(a) for every a inM , and we conclude that dqφ is
acl(B)-definable. Since this holds for every c ∈Nx and every stable φ, we have N |⌣BM .
Finally, for (6), supposeM |⌣BN and a ∈M ∩N ∩ S . Let ρ(x,y) be the metric in the sort S ,
which we assume to be stable. If p = tp(a/N ), then dpρ(b) = ρ(a,b) for every b ∈N , and dpρ is
acl(B)-definable. In other words, the function on N ∩S that gives the distance to the element
a ∈N ∩ S is acl(B)-definable, and this is equivalent to saying that a ∈ acl(B). 
Remark 1.6. In the property of weak symmetry, the assumption B ⊆M is essential and not
just because our definition of N |⌣BM required B ⊆ M . Indeed, one may give a natural
definition of A |⌣BC for arbitrary sets A,B,C, and with this definition the properties given
above still hold (with more involved proofs). However, A |⌣BC need not imply C |⌣BA if B
is not contained in A, contrary to the situation in stable theories.
1.5. Independence in Hilbert spaces. Hilbert spaces are a nice example of both ℵ0-catego-
ricity and stability. There are many ways to present a (separable, infinite-dimensional, com-
plex) Hilbert space H as a metric structure in the sense of continuous logic, all of them
bi-interpretable. A minimal one is to take just the unit ball (or the unit sphere) of H with
no further structure than its metric. The inner product is definable from it, and all the other
n-balls ofH, as well as the vector space operations defined between them, become imaginary
sorts and definable operations of this structure, respectively.
The theory of the resulting structure isℵ0-categorical: there is only one separable, infinite-
dimensional, complex Hilbert space. It is also stable, meaning that every formula is stable,
and the associated independence relation coincides with the usual notion of orthogonality.
More precisely, given closed subspaces H0,H1,H2 of a Hilbert space H with H1 ⊆ H2, let
us write
H0⊥
H1
H2
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to say that the orthogonal projection π2 : H → H2 agrees on H0 with the orthogonal projec-
tion π1 : H → H1, that is, π2(a) = π1(a) for every a ∈ H0. When H1 is the trivial subspace we
write simply H0⊥H2, and this amounts of course to saying that the subspaces H0 and H2
are orthogonal.
Proposition 1.7. Let H0 and H1 ⊆ H2 be Hilbert subspaces of H. Then H0⊥H1H2 if and only if
H0 |⌣H1H2.
Proof. See, for instance, [BBHU08, Theorem 15.8]. 
Let us review some additional properties of the orthogonality relation. Given Hilbert
subspaces H1,H2 of some ambient space H, we will denote by H1H2 ≔ 〈H1,H2〉 the closed
subspace generated by them. Also, we will denote by H2 ⊖H1 the orthogonal projection of
H2 to the orthogonal complement of H1. Note that H2 ⊖H1 ⊆H1H2.
We extend our definition of the orthogonality relation to include triples H0,H1,H2 for
which H1 need not be a subspace of H2: in that case H0⊥H1H2 means H0⊥H1H1H2.
Now the following is an easy exercice.
Lemma 1.8. For any subspaces H0,H1,H2 we have H0⊥H1H2 if and only if H0⊖H1⊥H2 ⊖H1.
Finally, given vectors a,b ∈ H, we may write expressions like a⊥H1H2 or a⊥H1 b, which
mean that the associated one-dimensional subspaces satisfy the corresponding orthogonal-
ity relations. The independence relation in Hilbert spaces enjoys the following very strong
property.
Proposition 1.9. (Triviality) For any Hilbert subspaces H0,H1,H2 we have H0⊥H1H2 if and
only if a⊥H1 b for every pair of vectors a ∈H0 and b ∈H2.
Proof. If the relation H0⊥H1H2 fails, then some a ∈ H0 does not satisfy a⊥H1 πH2(a). The
converse is clear. 
2. Intervals in the free group
Let F be the free group in the generators {a,b}, with identity e. We denote
L≔ {a,a−1,b,b−1} ⊆ F .
It will be useful to define, for each k ∈N, 0 ≤ i < 4 and n = 4k + i, an element ℓn ∈ L by:
ℓn =

a if i = 0,
a−1 if i = 1,
b if i = 2,
b−1 if i = 3.
On the other hand, let [F ]<ω be the set of finite subsets of F together with the left action
F y [F ]<ω, gS = {gs : s ∈ S}.
Definition 2.1. We define inductively an increasing chain I0 = {In}n∈N ⊆ [F ]<ω of finite
subsets of F , as follows. We let I0 = {e}. Then, if In has already been defined, we set
In+1 = In ∪ ℓnIn.
Let I≔ FI0 ∪ {∅} be the set of all translates of sets of the chain, plus the empty set. We call
the elements of I intervals of F .
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Thus, for instance, the first six sets of I0 are:
{e} ⊆ {e,a} ⊆
{
a−1, e,a
}
⊆
{
a−1, e,a
ba−1,b,ba
}
⊆

b−1a−1,b−1,b−1a
a−1, e,a
ba−1,b,ba
 ⊆

b−1a−1,b−1,b−1a,ab−1a−1,ab−1,ab−1a
a−1, e,a,a2
ba−1,b,ba,aba−1,ab,aba
 .
It is easy to see that I0 is strictly increasing and exhausts F , i.e., In ( In+1 for every n ∈N and⋃
n∈N In = F .
We let F be the semigroup of words in the letters a, b, a−1, b−1, including the empty word.
The concatenation of two words α,β ∈ F will be denoted by α ∗ β. Given an element w ∈ F ,
we let w ∈ F be its unique associated reduced word.
Lemma 2.2. Suppose w = u ∗ v and w ∈ In. Then u ∈ In and v ∈ In.
Proof. We proceed by induction on n, the case n = 0 being obvious. Suppose the statement
holds for n; let w ∈ In+1 satisfy w = u ∗ v and let us show that u,v ∈ In+1. By the induction
hypothesis, we may assume that w ∈ In+1 \ In ⊆ ℓnIn, so that w = ℓnw1 for some w1 ∈ In. More-
over, ℓn∗w1 is a reduced word, for otherwisew1 = ℓ−1n ∗w2 for somew2 which, by the inductive
hypothesis, must belong to In; hence w = w2 ∈ In, which contradicts our assumption on w.
Thus we have w = ℓn ∗w1.
Now, we may assume u , e, hence w = ℓn ∗ u1 ∗ v for some u1 such that u = ℓnu1. It follows
that w1 = u1 ∗ v and, by the inductive hypothesis, u1,v ∈ In. Hence u,v ∈ In+1, as desired. 
We single out the following property that appeared in the previous proof. Let us say that
an element w ∈ F begins with ℓ ∈ L if we have w = ℓ ∗u for some u ∈ F .
Lemma 2.3. Let n ∈N and ℓ ∈ L. If w ∈ ℓIn \ In, then w begins with ℓ.
Proof. Let w = ℓu ∈ ℓIn. If w , ℓ ∗u, then u = ℓ−1 ∗w and, by the previous lemma, w ∈ In. 
Proposition 2.4. Let n ∈N.
• If n is even, then In ∩ ℓnIn = In−3.
• If n is odd, then In ∩ ℓnIn = In−1.
(With the convention that I−3 = I−1 = ∅.)
Proof. We start with the even case n = 2m. For concreteness we assumem is also even, so that
ℓn = a, but everything goes through identically when m is odd, by exchanging the roles of a
and b below.
Consider:
A = In−4, A1 = aA \A, A−1 = a−1A \A,
B = A−1 ∪A∪A1, B1 = bB \B, B−1 = b−1B \B,
C = A∪A1 = a(A−1 ∪A).
We note that C = In−3, B = In−2, and B−1 ∪B∪B1 = In. We want to show that the intersection
In ∩ ℓnIn = (B−1 ∪B∪B1)∩ (aB−1 ∪ aB∪ aB1)
is precisely C. By Lemma 2.3, the elements of B−1 begin with b−1 and the elements of B1
begin with b, which implies that B−1 and B1 are disjoint from aB−1 and aB1. On the other
hand, we have aB = C∪aA1. Since B−1 and B1 are disjoint from C ⊆ B and since the elements
of A1 begin with a, we deduce that B−1 and B1 are also disjoint from aB. Similarly, we have
B = A−1 ∪C and since aB−1 and aB1 are disjoint from C ⊆ aB, and since the elements of A−1
begin with a−1, we have that aB−1 and aB1 are disjoint from B. Thus the former intersection
becomes:
In ∩ ℓnIn = B∩ aB = (A−1 ∪C)∩ (C ∪ aA1).
12 TOMÁS IBARLUCÍA
As before, the elements of A−1 begin with a−1 and the elements of A1 begin with a. Hence
A−1 and aA1 are disjoint from each other and from C, and it follows that In ∩ ℓnIn = C, as
desired.
The odd case of the statement is simpler. For convenience, in order to reuse the notation
of the previous case, we prove that In−3 ∩ ℓn−3In−3 = In−4 where n = 2m and m is even (again,
the proof when m is odd is identical exchanging a and b). In other words, we want to show
that
C ∩ a−1C = A.
Now, the left-hand side is equal to (A∪A1)∩ (A−1∪A), and the equality follows from the fact
that A−1 and A1 are disjoint from each other and from A. 
If both I and J are in I and we have J ⊆ I , we say J is a subinterval of I and write J ≤ I .
Lemma 2.5. Every proper subinterval of In+1 is a subinterval of In or of ℓnIn.
Proof. Let wIm be a proper subinterval of In+1. Then, by cardinality, m ≤ n. If wIm is not a
subinterval of In, then w , e and there is v ∈ Im such that wv ∈ ℓnIn \ In. We observe that
we cannot have v = w−1 ∗ v ′ for some v ′, for otherwise we would have wv = v ′ ∈ Im ⊆ In by
Lemma 2.2, contradicting our hypothesis on wv. Hence, using Lemma 2.3, we deduce that
w = ℓn ∗u for some u.
Now this implies that wIm ≤ ℓnIn. Indeed, if this is not the case then there is t ∈ Im such
that ℓnut ∈ In \ ℓnIn or, equivalently, ut ∈ ℓ−1n In \ In. Using lemmas 2.2 and 2.3 as before, we
deduce that u begins with ℓ−1n , contradicting the fact that w = ℓn ∗u. 
Proposition 2.6. The set of intervals is closed under intersections.
Proof. Since intervals are finite and the increasing chain I0 exhausts F , it is enough to check
that for every n ∈N the set of subintervals of In is closed under intersections. We prove this
by induction on n.
The base case is trivial. Suppose the claim holds up to n, and let I and I ′ be proper
subintervals of In+1. Then, by the previous lemma, I ≤ In or I ≤ ℓnIn, and similarly for I ′. If
both I and I ′ subintervals of In, then we are done by the inductive hypothesis. Similarly, if
they are both subintervals of ℓnIn, then ℓ−1n I and ℓ−1n I ′ are subintervals of In; hence ℓ−1n I∩ℓ−1n I ′
is an interval by the inductive hypothesis, and so is I ∩ I ′ being a translate of the latter.
Thus we may assume that I ≤ In and I ′ ≤ ℓnIn. By Proposition 2.4, we then have
I ∩ I ′ = I ∩ I ′ ∩ In ∩ ℓnIn = I ∩ I ′ ∩ Ik ,
where k = n−3 if n is even and k = n−1 if n is odd. Now, by the inductive hypothesis, the set
J = I∩Ik is a subinterval of In. Similarly, ℓ−1n I ′∩ℓ−1n Ik ≤ In, and so J ′ = I ′∩Ik is a subinterval of
ℓnIn. In particular, both J and J ′ are subintervals of Ik and thus, by the inductive hypothesis
again, their intersection J ∩ J ′ = I ∩ I ′ is a subinterval as well. 
3. Cairns of models
In this section we will pile up several copies of a given ℵ0-categorical structure to form a
larger copy endowed with a convenient F -action.
Throughout the section we fix an ℵ0-categorical metric structure M and a sufficiently
saturated and homogeneous elementary extension M̂ M . Then, by a copy ofM wemean any
other elementary embedding ofM into M̂ or, which is the same, any tupleM ′ = (am)m∈M ⊆ M̂
having the same type over ∅ as (m)m∈M . (If the reader prefers, we might as well consider
only countable tuples, by replacing the index set by some countable dense subset of M .) If
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M0 is a copy of M , we will by abuse of notation denote its image, which is an elementary
substructure of M̂ , again byM0. Observe that ifM0 andM1 are copies of M , then M0 ⊆M1
if and only ifM0 M1.
We recall that I denotes the set of intervals of the two-generated free group F as defined
in the previous section.
Proposition 3.1. There exists a family {MI }I∈I of tuples in M̂ satisfying the following properties:
(1) If I , ∅,MI is a copy ofM .
(2) M∅ = ∅.
(3) If J ≤ I , J , ∅, thenMJ MI .
(4) (MI )I∈I ≡ (MaI )I∈I ≡ (MbI )I∈I.
(5) If I , J ∈ I and K = I ∩ J , thenMI |⌣MK MJ .
Proof. We setM∅≔ ∅ and letMI0 be any copy ofM . Suppose inductively that for some n ∈N
we have produced tuplesMI for each I ≤ In satisfying the following conditions:
(i) If J ≤ I ≤ In, J , ∅, thenMJ is a copy ofM andMJ MI .
(ii) For every m < n, (MI )I≤Im ≡ (MℓmI )I≤Im .
(iii) If I , J ≤ In and K = I ∩ J , thenMI |⌣MK MJ .
We want to construct MJ for every J ≤ In+1 that is not already a subinterval of In, in such a
way that the preceding conditions also hold for n+1. Let ℓ = ℓn. Since, by Lemma 2.5, every
J ≤ In+1 is either a subinterval of In, a subinterval of ℓIn, or In+1 itself, we have to construct
MJ for J = In+1 and for those J of the form J = ℓI , I ≤ In, not already contained in In.
We let k = n − 3 if n is even and k = n − 1 if n is odd; in either case we have ℓk = ℓ−1 and
In ∩ ℓIn = Ik by Proposition 2.4. Let C = (MI )I≤Ik and C′ = (Mℓ−1I )I≤Ik . We know inductively
that C ≡ C′ , so let τ be an automorphism of M̂ sending C′ to C. Let moreover D = (MI )I≤In .
Then, using the existence property of independence, choose D′ = (NI )I≤In in M̂ such that
D′ ≡MIk τD and NIn |⌣
MIk
MIn . (*)
Now, for every I ≤ In such that ℓI is not contained in In, we setMℓI ≔NI . On the other hand,
if I ≤ In is such that ℓI ≤ In, then we have
ℓI ≤ In ∩ ℓIn = Ik .
In particular, MℓI ⊆ MIk and τ sends MI = Mℓ−1ℓI to MℓI . But then, by the first condition
in (*), MℓI = τMI ≡MIk NI , and therefore MℓI = NI . In other words, we have MℓI = NI for
every I ≤ In. Since D′ ≡ τD ≡ D, we obtain that (MI )I≤In ≡ (MℓI )I≤In , which is the case of
condition (ii) that we had to ensure in the inductive step.
Now we define MIn+1 to be any copy of M that contains both MIn and MℓIn . This exists
because M is ℵ0-categorical. Then condition (i) is satisfied by construction. We are left to
check condition (iii).
Let I , J ≤ In+1, K = I∩J . If either of I , J is equal to In+1, there is nothing to prove. If both I , J
are subintervals of In or of ℓIn, then the condition follows from the inductive hypothesis and,
in the latter case, from the fact that (MI )I≤In ≡ (MℓI )I≤In and the invariance of independence.
Finally, if I ≤ In and J ≤ ℓIn then K ≤ Ik and, by construction and monotonicity,
MJ |⌣
MIk
MIn .
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On the other hand, if we let Q = J ∩ Ik ≤ ℓIn, then by the inductive hypothesis and invariance
we haveMJ |⌣MQMIk and so, by transitivity and monotonicity,
MJ |⌣
MQ
MI .
SinceMQ ⊆MJ , by symmetry we haveMI |⌣MQMJ . Finally, since both Q and I are subinter-
vals of In and since Q∩ I = K , we also have inductively thatMI |⌣MK MQ. HenceMI |⌣MK MJ
by transitivity, and alsoMJ |⌣MK MI by symmetry, as desired.
Thus we have built a family of tuples (MI )I∈I satisfying the conditions (i), (ii), (iii) above.
On the other hand, since every finite set of intervals is contained in the set of subintervals of
Im for some m ∈N with ℓm = a, and since from (ii) we have (MI )I≤Im ≡ (MaI )I≤Im , we deduce
that (MI )I∈I ≡ (MaI )I∈I. Similarly, (MI )I∈I ≡ (MbI )I∈I. We conclude that (MI )I∈I has all the
properties of the statement. 
Suppose now that we have a family {MI }I∈I as given by the proposition, which we may see
as a direct system of elementary embeddings. Then the closed union
M∞ =
⋃
I∈I
MI ,
being equal to the closed union of the elementary chain {MI }I∈I0 , is a common elementary
extension extension of everyMI . Moreover, by ℵ0-categoricity,M∞ ≃M .
On the other hand, the conditions (MI )I∈I ≡ (MaI )I∈I and (MI )I∈I ≡ (MbI )I∈I imply that
there are automorphisms τa,τb of M̂ such that τaMI = MaI and τbMI = MbI for every I ∈
I. Note that then, τ−1a MI = Ma−1I and τ−1b MI = Mb−1I . In particular, these automorphisms
restrict to automorphisms ofM∞.
Thus we can phrase the previous proposition in the following manner.
Theorem 3.2. Every ℵ0-categorical structure M admits an action F yτ M by automorphisms
and a direct system of elementary substructures C = {MI }I∈I (with baseM∅ = ∅) such that:
(1) M is the direct limit of C.
(2) For every w ∈ F and I ∈ I, τwMI =MwI .
(3) If I , J ∈ I and K = I ∩ J , thenMI |⌣MK MJ .
Remark 3.3. Suppose S is a sort of M with a stable metric. Then, by the anti-reflexivity of
independence, the F-action given in Theorem 3.2 is free on
⋃
I∈I SI \acl(∅), where SI denotes
the corresponding sort ofMI . Indeed, if a ∈ SI is such that τwa = a for some w , e, then there
is n ∈N such that I ∩wnI = ∅. HenceMI |⌣MwnI and a ∈ SI ∩ SwnI = acl(∅).
In particular, ifM is a classical discrete structure then the action F yτ M produced above
is free onM \ acl(∅).
The previous remark yields the following.
Corollary 3.4. Let G be a Roelcke precompact Polish group. Suppose its Bohr compactification is
a proper factor of its WAP compactification. Then G contains a non-abelian free group.
Proof. Let G˜ be the homomorphic image of G inside its WAP compactification. Then the
topology of G˜ is induced by weakly almost periodic functions and thus, by the main theorem
of Ben Yaacov–Berenstein–Ferri [BBF11], G˜ admits a stable left-invariant metric. It follows
that the left-completion S of G˜ with respect to this metric is an imaginary sort of M with a
stable metric —whereM is any separably categorical structure whose automorphism group
we may identify with G. Note that S is not compact, for otherwise G˜ would be compact and
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equal to both the Bohr and the WAP compactifications of G. The elements of S are thus
not algebraic because their closed G-orbit is not compact. Now the rest follows from the
remark. 
We end this section with two side comments.
Remark 3.5. The construction of this section does not use much of the ℵ0-categoricity hy-
pothesis. Indeed, everything goes through, for instance, ifM is just assumed to be separable
and approximately ℵ0-saturated.
Similarly, not much is used in the construction about the stable independence relation.
The latter could be replaced by any ternary relation |⌣∗ satisfying the properties of invari-
ance, monotonicity, transitivity, existence and weak symmetry (see Proposition 1.5).
On the other hand, ℵ0-categoricity and stability will both be crucial in the next section.
Remark 3.6. One could present the construction from the topological group viewpoint. In-
deed, ifM is ℵ0-categorical then the semigroup End(M) of elementary self-embedding ofM
can be identified with the left-completion ĜL of its automorphism group; hence we can see
our system {MI }I∈I as a subset of ĜL satisfying certain algebraic relations. The independence
conditions MI |⌣MK MJ , for instance, translate to equations involving the ∗-semigroup laws
of the WAP compactification W (G) ⊇ ĜL, as per [BT16, §5]. However, the model-theoretic
approach is more natural to us for the purposes of this paper.
4. Property (T) for automorphism groups of ℵ0-categorical metric structures
By a unitary representation of a topological group G we mean a continuous action of G on
a complex Hilbert space by unitary transformations. The group G has Property (T) if there
are a compact subset Q ⊆ G and some ǫ > 0 such that every unitary representation Gyσ H
with no invariant unit vectors satisfies the stronger condition:
max
g∈Q
‖σgξ − ξ‖ ≥ ǫ
for every unit vector ξ ∈H. In that case, Q is a Kazhdan set and (Q,ǫ) is a Kazhdan pair for G.
If Q can be chosen finite, then G is said to have strong Property (T).
As in [ET16], we will use that Property (T) is preserved under extensions of Polish groups.
Lemma 4.1. Let G be a Polish group and N be a closed normal subgroup of G. If N and G/N
have Property (T), then so does G. Moreover, if N and G/N have finite Kazhdan sets, then G has
a finite Kazhdan set as well.
Proof. See Proposition 1.7.6 and Remark 1.7.9 of the book [BdlHV08]. 
Now suppose G is the automorphism group of an ℵ0-categorical categorical structure.
By virtue of Corollary 1.3, G has a smallest cocompact normal subgroup, G◦. Moreover,
by Proposition 1.2, G◦ is also the automorphism group of an ℵ0-categorical structure, and
in the latter every algebraic element is definable. Since compact groups have Property (T),
Lemma 4.1 says that in order to prove G has Property (T) it is enough to prove G◦ has Prop-
erty (T). In other words, we may restrict our attention to automorphism groups of separably
categorical structures for which dcl(∅) = acl(∅).
Thus, for the rest of the section we fix an ℵ0-categorical structure M with dcl(∅) = acl(∅)
and let G = Aut(M). Moreover, we fix an action by automorphisms F yτ M and a «cairn» of
elementary self-embeddings {MI }I∈I ⊆ End(M)∪ {∅} as given by Theorem 3.2. We will show
that {τa,τb} is a Kazhdan set for G.
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For the following two lemmas we fix in addition a unitary representationGyσ H with no
invariant unit vectors. We assume moreover that σ is cyclic, i.e., there is a unit vector ξ ∈ H
such that H is the closed linear span of the orbit of ξ. Let O = σ(G)ξ be the orbit closure
of ξ. Then O is an imaginary sort ofM as per Lemma 1.1.
Therefore, for every non-empty I ∈ Iwe can defineOI as the image ofO by the elementary
self-embedding MI : M →M , which extends canonically to Mmeq. Thus OI ⊆ O ⊆ H. Then
let
HI = 〈OI 〉 ⊆H
be the closed span of OI . Besides, let H∅ = {0} be the trivial subspace of H.
Lemma 4.2. For every I , J ∈ I and K = I ∩ J we have HI⊥HK HJ .
Proof. Note that although this reminds of Proposition 1.7, it cannot be deduced directly from
it because the full Hilbert space need not be interpretable inM .
We distinguish the cases K , ∅ and K = ∅.
If K , ∅, then MK  MJ . Take an element a ∈ OI and consider its orthogonal projection
πJ (a) toHJ . Wewant to show that πJ (a) ∈HK . Suppose for a contradiction that the orthogonal
projection ζ of πJ (a) to the orthogonal complement of HK has norm ‖ζ‖ > ǫ1/2 for some ǫ > 0.
In particular, 〈a,ζ〉 = ‖ζ‖2 > ǫ. Choose tuples b ∈ OnJ , c ∈ OmJ and scalars λi ,µj yielding
approximations:
‖πJ (a)−
∑
λibi‖ < δ and ‖ζ −
∑
µjcj‖ < ǫ/3,
where δ > 0 is small enough that δ
∑|µj | < ǫ/3. We may as well suppose ‖∑λibi‖ < 1. Note
that we have |〈a,∑µjcj〉| > 2ǫ/3 and |〈χ,∑µjcj〉| < ǫ/3 for every χ ∈HK with ‖χ‖ ≤ 1.
Now let φ(x,y) be the predicate in the variables x, y = (yj )j<m of the sort O given by:
φ(x,y) = 〈x,∑µjyj〉.
Since φ : O1+m → C is continuous and G-invariant, this is indeed a formula of Mmeq. More-
over, by the stability of the Hilbert space, φ(x,y) is stable. Let p = tp(a/MJ ). Since
MI |⌣
MK
MJ ,
the definition dpφ(y) isMK -definable. Note that for d ∈ OmJ we have dpφ(d) = 〈πJ (a),
∑
µjdj〉.
On the other hand, let us also consider the formula given by ψ(z,y) = 〈∑λizi ,∑µiyi〉. Then
for every d ∈OmJ ,∣∣∣dpφ(d)−ψ(b,d)∣∣∣ = ∣∣∣〈πJ (a)−∑λibi ,∑µjdj〉∣∣∣ ≤ ‖πJ (a)−∑λibi‖ · ‖∑µjdj‖ ≤ δ∑|µj |.
In other words,
M
meq
J |= supy
∣∣∣dpφ(y)−ψ(b,y)∣∣∣ ≤ δ∑|µj |.
Since dpφ(y) is MK-definable and MK  MJ , we deduce that there is b′ ∈ OmK such that
‖∑λib′i‖ ≤ 1 and ∣∣∣dpφ(d)−ψ(b′,d)∣∣∣ < ǫ/3
for every d ∈OmK , and in fact for every d ∈Om. Specializing in d = c we obtain∣∣∣〈a,∑µjcj〉 − 〈∑λib′i ,∑µjcj〉∣∣∣ < ǫ/3,
which contradicts the fact that 〈a,∑µjcj〉 > 2ǫ/3 and 〈χ,∑µjcj〉 < ǫ/3 for every χ ∈ HK with
‖χ‖ ≤ 1. Thus we have shown that a⊥HK HJ for every a ∈OI , and this implies HI⊥HK HJ , as
desired.
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Now suppose K = ∅. Let a ∈ OI and let us show that the orthogonal projection πJ (a) ∈ HJ
is σ(G)-invariant, so that by our hypothesis on the representation we get πJ (a) = 0. Suppose
to the contrary that there are ǫ > 0, g ∈ G and c ∈O such that
|〈πJ (a)−σgπJ (a), c〉| > ǫ.
Now we consider the formula given by the inner product, φ(x,y) = 〈x,y〉, which is stable.
Let as before p = tp(a/MJ ). Since MI |⌣MJ , the definition dpφ(y) is acl(∅)-definable. But M
has acl(∅) = dcl(∅), so it follows that dpφ(y) is ∅-definable and hence G-invariant.
Let b ∈ OnJ and λ ∈ Cn be such that r = ‖πJ (a) −
∑
λibi‖ < ǫ/4. Define ψ(z,y) = 〈
∑
λizi ,y〉.
Since dpφ(d) = 〈πJ (a),d〉 for d ∈OJ , we have, similarly as before:
M
meq
J |= supy |dpφ(y)−ψ(b,y)| ≤ r,
and therefore |dpφ(d) − ψ(b,d)| < ǫ/4 for every d ∈ O because MJ  M . Now by the G-
invariance of dpφ(y) we obtain that |ψ(b,d)−ψ(b,g−1d)| < ǫ/2 for every d ∈O. Hence also
|〈πJ (a)−σgπJ (a),d〉| = |〈πJ (a),d〉 − 〈πJ (a), g−1d〉| < ǫ/4+ |ψ(b,d)−ψ(b,g−1d)|+ ǫ/4 < ǫ.
Specializing in d = c we get a contradiction. We conclude that πJ (a) = 0 for all a ∈ OI and
thus HI⊥HJ . 
Now for every n ∈N we consider
En = 〈HwIn : w ∈ F〉,
the closed subspace generated by those HI such that I is a translate of In ∈ I0. We define
in addition E−1 = {0}, the trivial subspace. Note that since M =
⋃
I∈IMI , we also have O =⋃
I∈IOI and H =
⋃
I∈IHI =
⋃
n∈NEn.
On the other hand, since τwMI = MwI for every w ∈ F and I ∈ I, then for the induced
action F yτ H we have
τwOI =OwI and τwHI =HwI .
In particular, the subspaces En are invariant under the action of F .
Lemma 4.3. For every n ∈N∪ {−1} and u,v ∈ F with u , v, we have HuIn+1⊥EnHvIn+1 .
Proof. For n = −1 this is a particular case of the previous lemma. Let n ∈ N, I = In+1 and
ℓ = ℓn. By invariance, it is enough to show that HI⊥EnHuI for every u , e.
Let H ′I = HInHℓIn be the subspace generated by HIn and HℓIn . Now, if J is any interval not
containing I and we take K = I ∩ J , then K ≤ In or K ≤ ℓIn. Hence HK ⊆H ′I ⊆HI , and since by
Lemma 4.2 we have HI⊥HK HJ , we deduce that
HI⊥
H ′I
HJ .
This is true in particular for every J = uI with u , e as well as for every J = wIn. By the
triviality of the orthogonality relation, we obtain that
HI⊥
H ′I
EnHuI
for every u , e. Since H ′I ⊆ En, we have HI⊥EnHuI , as desired. 
Let η =
√
2−√3 and let F yλ ℓ2(F ) be the left-regular unitary representation of F . Then
one has, for every unit vector ξ ∈ ℓ2(F ),
max
ℓ∈{a,b}
‖λℓξ − ξ‖ ≥ η.
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Moreover, the same holds for every multiple of λ. That is, for every representation F yπ H
where π =
⊕
λ is a (possibly infinite) direct sum of copies of λ one has maxℓ∈{a,b}‖πℓξ−ξ‖ ≥ η
for every unit vector ξ ∈ H. This follows from Kesten’s computation [Kes59] of the operator
norm of λa +λa−1 +λb +λb−1 , as shown in [Bek03, pp. 515-516].
Proposition 4.4. Let Q = {τa,τb}. Then (Q,η) is a Kazhdan pair for G. Moreover, if Gyσ H is
a unitary representation of G without invariant unit vectors, then σ restricts to a multiple of the
left-regular representation of the subgroup generated by Q.
Proof. We can split σ into a direct sum of cyclic subrepresentations:
H =
⊕
Hξ .
Hence, by the previous discussion, it suffices to show that the induced representation F yπ
Hξ on each cyclic subspace Hξ is a multiple of the left-regular representation of F .
Thus we assume that Gyσ H = Hξ is a cyclic representation with no invariant unit vec-
tors, and define as before the subspacesHI and En for every I ∈ I and n ∈N∪{−1}. We define,
furthermore, for every interval J = wIn,
H˜J =HJ ⊖En−1,
the orthogonal projection of HJ to the orthogonal complement of En−1. Then, by Lemma 4.3
together with Lemma 1.8,
H˜uIn⊥H˜vIn
for every n ∈N and u , v in F . Besides, τwH˜J = H˜wJ for every w ∈ F and J ∈ I.
Similarly, we set:
E˜n = En ⊖En−1.
Therefore we have, by construction:
• H =⊕
n∈N E˜n.
• E˜n =
⊕
w∈F H˜wIn .
• The action of F on H permutes the summands inside each E˜n.
This implies that F yπ H is a multiple of the left-regular unitary representation of F . 
Let us give a name to the phenomenon of the previous proposition.
Definition 4.5. Let G be a topological group. A set Q ⊆ G is a splitting Kazhdan set for G if it
generates a rank two free subgroup F ≤ Gwith the property that every unitary representation
of G with no invariant unit vectors restricts to a multiple of the left-regular representation
of F.
We recall from Remark 3.3 and Corollary 3.4 that a sufficient condition for the group
generated by {τa,τb} inside our group G to be a rank two free group is that the WAP com-
patification of G be non-trivial. On the other hand, note that if the WAP compactification is
trivial then G does not have any non-trivial unitary representation.
Thus, in all generality, we have proved the following.
Theorem 4.6. Every Roelcke precompact Polish group G has Property (T). Moreover, if the Bohr
compactification of G is trivial but the WAP compactification is not, then G admits a splitting
Kazhdan set.
Corollary 4.7. A Roelcke precompact Polish group has strong Property (T) if and only if its Bohr
compactification does.
Proof. The left-to-right implication is easy and holds in general; the converse follows from
Corollary 1.3 and the moreover parts of the previous theorem and Lemma 4.1. 
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5. Special cases
The construction of the action F yτ M of Section 3 involves a number of non-canonical
choices. Under additional assumptions on the structureM , however, the construction can be
rendered somewhat more canonical and simpler. As a result, in several concrete examples
we are able to give a nice description of an action with the properties of Theorem 3.2, and
therefore of a Kazhdan set for the automorphism group.
An instance of these arbitrary choices is the definition of the structure MIn+1 , which is
taken to be any submodel of the ambient model containing bothMIn andMℓnIn . In concrete
examples there might exist a canonical submodel containing any such pair of models, for
example the substructure generated by them or the real algebraic closure thereof.
A substantial simplification occurs if, in addition to the latter, the structure happens to
be stable. In that case one can construct the action F yτ M in a direct manner, avoiding
the inductive procedure of Proposition 3.1. Indeed, suppose the theory of M is stable and
the real algebraic closure of any two pair of submodels is again a submodel. Take any inde-
pendent family {Mw}w∈F of copies of M indexed by the free group. Recall that a family {Mi}
is independent if Mi0 |⌣Mi1Mi2 . . .Min for any distinct i0, . . . , in. Then define, for each I ∈ I,
MI ≔ acl({Mw}w∈I )∩ M̂. Hence everyMI is a copy ofM , andMI |⌣MK MJ whenever K = I ∩ J .
Moreover, (MI )I∈I ≡ (MaI )I∈I ≡ (MbI )I∈I by the stationarity of independence in stable theo-
ries. Hence, as in Section 3, setting τaMI =MaI and τbMI =MbI gives us the desired action
of F onM =
⋃
I∈IMI .
We summarize the previous discussion in the following theorem. We say that a subset
B ⊆M algebraically generates a substructure N ⊆M if N = acl(B)∩M .
Theorem 5.1. LetM be an ℵ0-categorical, non-compact structure. Assume:
(1) M is stable.
(2) The structure algebraically generated by any two elementary substructures of M is an
elementary substructure as well.
(3) M satisfies dcl(∅) = acl(∅).
Suppose moreover that {Mw}w∈F is an independent family of elementary substructures of M that
algebraically generates M . Let τa,τb ∈ Aut(M) be automorphisms such that τa(Mw) = Maw and
τb(Mw) =Mbw for every w ∈ F . Then {τa,τb} is a splitting Kazhdan set for Aut(M).
Now we turn to some concrete examples.
The case of U(ℓ2). An explicit finite Kazhdan for the unitary group U(ℓ2) was given in
[Bek03]: it consists of the generators of the unitary action F y ℓ2(F ). We can add to this
that if we consider instead the unitary action F y U(ℓ2(F ×N)), then the generators of
this action are moreover a splitting Kazhdan set for the unitary group. Indeed, the underly-
ing model (the Hilbert space) satisfies the hypotheses of Theorem 5.1, and the presentation
M = ℓ2(F ×N) =⊕
w∈F ℓ
2 exhibits a generating, independent F -families of submodels.
The cases of S∞ and GL(∞,Fq). The same applies to the infinite symmetric group, S∞,
and to the infinite-dimensional general linear group over the finite field with q elements,
GL(∞,Fq). Explicit finite Kazhdan sets for these oligomorphic groups were given in [Tsa12].
They are induced by the permutation action F y F , after identifying S∞ with Sym(F ) and
identifying GL(∞,Fq) with the linear group of an Fq-vector space with base F . As with
the unitary group, we may consider instead the permutation action F y F ×N and the
corresponding presentations of the groups S∞ and GL(∞,Fq). By means of Theorem 5.1, we
get then splitting Kazhdan sets for these groups.
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The case of Aut(µ). The measure algebra of the unit interval ([0,1],µ) with Lebesgue mea-
sure is also an ℵ0-categorical structure and enjoys the properties of the hypotheses of The-
orem 5.1; see [BBHU08, §16]. Up to isomorphism, we may identify it with the measure
algebra M of the space ([0,1]F ,µF ). The natural shift action F y [0,1]F induces then an
action F yτ M of the kind stated in the theorem. Indeed, for each w ∈ F , the submodelMw
corresponds to the algebra of sets that are measurable with respect to the w-th coordinate.
By identifying Aut(µ) ≃ Aut([0,1]F ,µF ) ≃ Aut(M), we obtain a splitting Kazhdan set for the
group of measure-preserving transformations of the interval.
The case of Aut∗(µ). The group Aut∗(µ) of non-singular transformations of ([0,1],µ) (i.e.,
transformations that preserve null sets) can also be seen as the automorphism group of an
ℵ0-categorical structure. Indeed, Aut∗(µ) ≃ Aut(M) where M is the Banach lattice L1([0,1]),
i.e., the Banach space L1([0,1]) augmented with operations for the pointwise maximum and
minimum of pairs of L1 functions. In fact, if Ω ⊆ R is any measurable subset of positive
Lebesgue measure, then M and L1(Ω) are isomorphic as Banach lattices, and the inclusion
L1(Ω) ⊆ L1(R) is elementary. Here as well, the structure M satisfies all the hypotheses of
Theorem 5.1; see [BBHU08, §17] and [BBH11].
Now let w ∈ F 7→ nw ∈ N be any bijection, and define Ωw = [nw,nw + 1) ⊆ R and Mw =
L1(Ωw). Then {Mw}w∈F is an independent, generating family of submodels of L1(R). If
τa,τb : R → R are, for instance, piecewise translations of R such that τa(Ωw) = Ωaw and
τb(Ωw) =Ωbw for every w ∈ F , then they induce automorphisms of L1(R) with τa(Mw) =Maw
and τb(Mw) = Mbw. We conclude that {τa,τb} is a splitting Kazhdan set for Aut(L1(R)) ≃
Aut∗(µ).
The case of randomized groups. Let Ω = [0,1]. If G is a Polish group, we can consider the
group L0(Ω,G) of measurable maps Ω → G up to µ-almost everywhere equality, endowed
with the topology of convergence in measure, which is a Polish group as well; see the book
[Kec10, §19]. Asmentioned in the introduction, Pestov [Pes18] observed that this group need
not have Property (T) even if G is compact.
On the other hand, wemay form the semi-direct productG≀µ≔ L0(Ω,G)⋊Aut(Ω,µ). IfG is
the automorphism group of a separable metric structureM , then G ≀ µ is the automorphism
group of the Borel randomization of M , as shown in [Iba17]. The passage from M to its
randomization preserves ℵ0-categoricity. Hence, if G is Roelcke precompact (in particular, if
G is compact), then so is G ≀ µ, and thus G ≀ µ has Property (T). Moreover, the randomization
always satisfies dcl(∅) = acl(∅) (see Ben Yaacov’s [Ben13, Corollary 5.9]), so G ≀ µ has strong
Property (T).
It might be worth noting that a Kazhdan set for G ≀ µ cannot in general be contained in
the subgroup Aut(Ω,µ). For example, if G = {−1,1} is the group with two elements, the uni-
tary representation Gµ yσ L2(Ω) given by (σ(g,t)ξ)(ω) = g(ω)ξ(t−1ω) for each g ∈ L0(Ω,G)
and t ∈ Aut(Ω,µ) has no invariant unit vectors, yet the subgroup Aut(Ω,µ) fixes the con-
stant functions of L2(Ω). A similar argument works for any G admitting non-trivial unitary
representations.
Given that randomizations preserve stability, it should be possible to exhibit Kazhdan sets
for many concrete cases of groups of the form G ≀ µ following the strategy discussed in this
section. In particular, one should be able to describe a finite Kazhdan set for G ≀ µ when G
is a compact metrizable group. However, to implement our method one needs a description
of the stable independence relation in randomizations that is not directly available in the
literature, and which is not our aim to develop here.
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