Abstract-The classification accuracy of the least squares support vector machine (LSSVM) models strongly depends on proper setting of its parameters. An optimal selection approach of LSSVM parameters is put forward based on multi-swarm cooperative chaos particle swarm optimization (MCCPSO) algorithm. Chaos particle swarm optimization (CPSO) can improve the ability of local search optimization with good robust and adaptable. Multi-swarm cooperative particle swarm optimization (MCPSO) algorithm is masterslave heuristic method with a good global search. Then the MCCPSO-LSSVM diagnosis model is used to diagnosing analog circuit fault. Simulation results show that MCCPSO algorithm can jump out of local optimums with fast convergence and good stability. Results for analog circuit fault diagnosis show that the proposed method has strong robustness, and high accuracy.
I. INTRODUCTION
Support vector machine (SVM) is a new machine learning technique with advanced statistical learning theory system. It uses structural risk minimization principle instead of empirical risk minimization principle, which can seek the best compromise between model complexity and ability with limited sample information. SVM effectively resolves the problem of small sample size, high dimension and nonlinearity problem [1] [2] [3] [4] [5] [6] . But for practical engineering application, the shortage that approximation algorithm and multifarious classification don't operate as well as two classes classification and less speed of training, will lead to a decreasing generalization of SVM [7] . LSSVM is an improved algorithm based on SVM [8] . Due to a quadratic loss function in LSSVM replacement for the insensitive loss function in classical SVM, the solution follows from solving a set of linear equations, instead of quadratic programming, and simplifies the complexity of computing [9] [10] [11] .
However, the parameter selection of LSSVM relies on the experience and spreadsheets, and different parameters have great influence on accuracy and generalization ability of the model. There is no fixed method for LSSVM parameter selection; and the main methods by means of the experiment to determine the parameters. It becomes a hot topic to search available methods for LSSVM parameter optimization [12] [13] [14] [15] [16] .
Particle swarm optimization (PSO) algorithm is a heuristic global search algorithm, which has been successfully applied in many problems such as multiobjective optimization [17] , fault diagnosis [18] , automatic target detection [19] , mechanical design [20] , neural network training [21] , pattern recognition [22] , signal processing [23] , speech recognition [24] , and robotics and time-frequency analysis with its good performance [25] . But standard PSO tends to search premature solutions in optimization problems. In order to solve the problem, MCCPSO algorithm is proposed to optimize the parameters of LSSVM. Finally, MCCPSO-LSSVM model is applied to diagnose analog circuit fault using PSPICE and MATLAB software. Simulation results of optimization algorithm compared with other methods show that the MCCPSO-LSSVM model has superiority in analog circuits fault diagnosis.
II. MATHEMATICS MODEL OF LSSVM
Assume S is a training set for the problem of two-class classification, which can be expressed as [26] :
x is the i-th input mode, i y is a class index matching i
x , and l is the size of sample. The proposed two-class classification problem is to resolve the decision function ( ) ( ( )) y x sign f x = , which has a form of:
Where ( ) φ ⋅ represents a mapping from input space to feature space, while coefficient vector w, and bias term b is unknown quantity. The unknown quantities can be resolved by an optimization problem described below. 
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The Lagrange function of optimization problem is: 
It can also be expressed as a matrix as follows:
Where ( )
, , ..., Where variable ω and e are eliminated after an equivalent transforms and (6) can be simplified with the combination of Mercer condition as: 
III. MCCPSO ALGORITHM

A. Standard PSO Algorithm and Its Weakness
PSO algorithm is introduced by Kennedy and Eberhart in 1995 [27] [28] , due to its simple concept, easy to implement, less dependent parameters, robustness and other characteristics, and has been applied in many fields.
The technique simulates the moving of social behavior among particles through a multi-dimensional search space, each particle representing a single intersection of all search dimensions. Each particle moves in the direction of its previously best position and its best global position to discover the optimal solution. Define each particle as a potential solution to a problem in Ddimensional space. Then, the updating of velocity and particle position can be obtained using the following equations [29] : But similar to other smart algorithms, PSO algorithm is still easy to fall into premature convergence and poor local searching capability.
B. MCCPSO Algorithm
In recent years, many improved PSO algorithms are proposed to optimize standard PSO algorithm; CPSO and MCPSO are proved to be better optimization algorithms for PSO algorithms [30] [31] [32] [33] [34] . However, the CPSO algorithm has some drawbacks, such as tolerance, easily trapped into local minima, global search efficiency is low, and the convergence rate is slow and less accuracy [35] . And the MCPSO algorithm is poor in local search. In order to get the optimal capability, combined ergodicity of chaos theory with the standard particle swarm optimization are introduced to increase the adaptability and diversity of the particles. The global search ability of the new algorithm is improved by adjusting the masterslave parameters as improve the search capabilities of the local details through adjust CPSO parameters. The typical chaos Logistic mapping is as follows [36] : 
Where max R and min R are the upper and lower limit of g p in the (14) .Then get the chaos sequence 
Finally, a new particle feasible solution sequence can be described as follows: (16) In master -slave model, each slave swarm executes a single CPSO algorithm or its variants, including the update of position and velocity, and the creation of a new local population. When all the slave swarms are ready with the new generations, each slave swarm then sends the best local individual to the master swarm. The master swarm selects the best of all received individuals and evolves according to the following equations:
For a minimization problem, φ is a migration factor, given by * * * * * * 0,
Where M is the master swarm; Qs are the other slave swarms; 3 c is acceleration constant; 3 r is random number between(0,1) ; 
IV. THE PROCEDURE OF MCCPSO-LSSVM DIAGNOSIS
MODEL
The MCCPSO-LSSVM algorithm is described in steps as follows:
Step 1: Set the parameters, and initialize the chaos master and chaos slave swarms with random positions and velocities.
Step 2: LSSVM model is trained with the normalization parameter γ and kernel function parameter 2 σ included in current particle. The MCCPSO includes 3 slave swarms and 1 master swarm, which offers the best compromise between computational cost and reliable parameter estimates for evaluate fitness. The training data set is randomly divided into 5 mutually exclusive subsets of approximately equal size, in which 4 subsets are used as the training set and the last subset is used as validation. In every chaos slave swarm, compute the object function value of each particle. Select the best particle of each slave swarm after chaos optimization according to (15) 
and (16).
Step 3: Take current particle of each chaos slave swarm as individual extreme point of every particle and do the particle with minimal fitness value as the global extreme point.
Step 4: Calculate the inertia weight of each chaos slave swarm according to (17) and (18) . Select the best particle of each chaos slave swarm, Update the particle velocity and position of slave swarms, and complete the adaptive mutation of the slave swarms according to the (19) .The fitness function is defined as the 1-M cc of the MCCPSO algorithm method on the training data set, which is shown in (20) .the solution with a bigger fitness, has a smaller fitness value.
Where c k and i k are the numbers of correctly and incorrectly classified examples. M cc is the correctly classified rate. Select the best particle of each slave swarm after chaos optimization, and form the master swarm.
Step 5: Update the velocity and position of particles in the master swarm, and make the particles chaos fully, then calculate the fitness value.
Step 6: Update the global and personal best according to the fitness evaluation results.
Step 7: The same procedures from Step2-6 are repeated until stop conditions are satisfied (Up to the number of iterations or meet the fitness value).
Step 8: The sample of test are input the MCCPSO-LSSVM model to classify. The flowchart of the MCCPSO-LSSVM algorithm is described in Fig. 1 . 
A. Sallen-Key Band-pass Filter
In order to verify the superiority of the proposed model, the simulations of analog circuit fault diagnosis are carried out. The first simulation circuit is a Sallen-Key band-pass filter with 25 kHz center frequency, and 50 kHz bandwidth frequency [37] [38] [39] . The diagnosis circuit includes 5 resisters and 2 capacities. Parameter nominal values are shown in the Fig. 2 , and the standard tolerance is ±5% for resisters and is ±10% for capacities. The excitation signal is 10us square wave signal with the amplitude is 5V .The diagnosed components are R2, R3, C1 and C2, which concluded by sensitivity analysis on circuits. Define the diagnosis circuit is NF (no fault class) when the parameter values of diagnosed components changes between the range of tolerance. The soft fault of SallenKey band-pass filter circuit composed of nine kinds soft fault types together, as well as NF. Table I shows the detail information of fault serial number, fault types and the signs of ↑ and ↓ represents 50% increase or decrease in component nominal value. We assume that all components preform in the range of tolerance except the failure one when a circuit fault happens.
Specific diagnosis procedures according to the Step1-Step8 are as follows:
Monte Carlo analysis is carried out for the test circuit by using the ORCAD Pspice software. Then the discrete points in the amplitude curve are collected as the fault features of Sallen-Key band-pass filter, and 50 points in each response voltage in interval [1k, 150k]. 100 times analyses are carried on for each fault type, and 900 fault response signal samples are achieved; and 600 samples are used as training set, while other 300 samples as diagnosis sets. "1-v-1"LS-SVM multiclass classifier is applied to the training set, and then 36 two-class classifications LS-SVM are trained. The choice of normalization parameter γ and kernel function parameter 2 σ in LS-SVM has a great influence on the correction rate of fault diagnosis. Monte Carlo analysis of Sallen-Key band-pass filter is used to analyzing fitness of different parameters optimization method. The global optimum fitness curves of the four parameter optimization methods are shown in Fig. 3 . Compared with PSO algorithm, CPSO algorithm and MCPSO algorithm, the proposed MCCPSO algorithm has the best optimize speed and train accuracy, which the deviation of convergence is under 1% after 165 generation training steady. The statistics results of classification correct rate and location fault correct rate are shown Fig. 4 and Fig. 5 , as well as comparison with the Back Propagation (BP) neural network [40] , PSO-LSSVM [41] and CPSO-LSSVM method [42] . Fig. 4 and Fig. 5 can be seen that the proposed model correct rate of fault detection is 99.45% and correct rate of fault location is 97.86%. The diagnosis result shows that MCCPSO-LSSVM model has the best effect on correct rate of fault detection and fault location than any other models discussed in other papers. The proposed model shows better than BP, PSO-LSSVM and CPSO-LSSVM model for the fault diagnosis of analog circuit soft faults, and the proposed model gains a stronger robustness and high diagnosis accuracy.
B. Electrocardiogram Enlarges Circuit
The second simulation circuit is an electrocardiogram enlarges circuit (Fig. 6) [43] . The circuit composed of four operational amplifiers, 10 resistors and a capacitor, the tolerance of resistance and capacitance are10% and 5%, respectively. Different from the previous example, eight kinds of circuit hard fault are set, and the shortcircuit faults of C1, R2, R6 and R10 and the open-circuit faults of R1, R4, R5 and R7.
The simulation under identical conditions with the previous example, and the input signal is modulation frequency signal with the bias voltage is 4V, the peak amplitude is 2V, carrier frequency is 30HZ, modulation frequency is 3HZ and the modulation factor is 3.The output signal is collected under different fault conditions, respectively. The BP neural network, PSO-LSSVM, CPSO-LSSVM and MCCPSO-LSSVM diagnosis method are used to diagnosing each fault model, and the results is shown in TABLE III.
Simulation result of TABLE III shows that the BP neural network costs the longest average training time and gains the poorest correct rate of fault detection and fault location; CPSO-LSSVM model performs better than the model BP neural network and PSO-LSSVM, but is not as good as MCCPSO-LSSVM model. MCCPSO-LSSVM gets the best fault diagnosis capability with less training time. 
VI. CONCLUSION
A diagnosis model based on multi-swarm cooperative chaos particle swarm optimization algorithm and LSSVM is put forward. The correct rate of fault diagnosis is improved, compared with other fault diagnosis models. The proposed model has proved the best effect upon the robustness and stability. A good generalization of LSSVM and high efficiency of MCCPSO algorithm also contributes to the high performance of the model. Simulation results on analog circuits fault diagnosis show that this model has high classification ability, robustness, and good generalization ability, and it can diagnose and locate the fault of analog circuit quickly. In summary, MCCPSO-LSSVM diagnosis model can forecast and diagnose the potential fault of analog circuit, and has a great generalization ability and practicality.
