The quality and accuracy of remote sensing instruments continue to increase, allowing geoscientists to perform various quantitative retrieval applications to observe the geophysical variables of land, atmosphere, ocean, etc. The explosive growth of time-series remote sensing (RS) data over large-scales poses great challenges on managing, processing, and interpreting RS "Big Data." To explore these time-series RS data efficiently, in this paper, we design and implement a high-performance framework to address the time-consuming time-series quantitative retrieval issue on a graphics processing unit cluster, taking the aerosol optical depth (AOD) retrieval from satellite images as a study case. The presented framework exploits the multilevel parallelism for time-series quantitative RS retrieval to promote efficiency. At the coarse-grained level of parallelism, the AOD time-series retrieval is represented as multidirected acyclic graph workflows and scheduled based on a list-based heuristic algorithm, heterogeneous earliest finish time, taking the idle slot and priorities of retrieval jobs into account. At the fine-grained level, the parallel strategies for the major remote sensing image processing algorithms divided into three categories, i.e., the point or pixel-based operations, the local operations, and the global or irregular operations have been summarized. The parallel framework was implemented with message passing interface and compute unified device architecture, and experimental results with the AOD retrieval case verify the effectiveness of the presented framework. . Her research interests include high-performance computing, scientific workflow, machine learning, and their interdisciplinary applications in remote sensing.
I. INTRODUCTION
I N RECENT decades, the volume of Earth observation data has increased rapidly. The datacenters of the China National Satellite Meteorological Center (NSMC) have archived 4.126 PBs of data, and the China center for Resources Satellite Data and Application (CCRSDA) achieved more than 16 million scenes of remote sensing (RS) images up to August 2017 as reported [1] . As a typical example, data from the moderate resolution imaging spectroradiometer (MODIS) instruments onboard the satellite TERRA and AQUA have been used to study the properties of land, atmosphere, and ocean widely since been launched in December 1999 and May 2002, respectively. Each MODIS sensor produces 70 GB of raw data per day [2] , from which large amount of higher level products have been generated by national aeronautics and space administration's MODIS adaptive processing system (NASA's MODAPS). Great efforts have been made to develop quantitative remote sensing models to estimate various geophysical parameters such as normalized difference vegetation index (NDVI) and aerosol optical depth (AOD), and link these massive data to different aspects of dynamic earth [3] , [4] . Time-series RS data covering large areas have been extensively used to monitor the temporal and spatial changes and patterns of Earth [5] , [6] . For instance, MODIS AOD dataset are used to portray the global, regional, and seasonal distribution of the AOD [7] , [8] . However, the large amount of archived RS data and the relatively poor performance of compute-intensive algorithms can reduce the data utilization and delay the response [9] , [10] , which raise the need for effective processing methods of RS data [11] .
High-performance computing (HPC) technologies have been incorporated into the RS community in recent years to address the efficiency needs, and the efforts generally fall into three categories [12] , i.e., the data processing based on the specialized hardware such as graphics processing units (GPUs) [13] and field-programmable gate arrays (FPGAs), the data processing on a cluster [12] , [14] and large-scale distributed computing infrastructures such as Grid [15] and Cloud [16] . During the past several years, GPU has evolved into a highly parallel, multithreaded, many-core processor with tremendous computational horsepower and very high memory bandwidth, which has been used to accelerate some remote sensing applications. Many research demonstrated that hyperspectral RS data processing such as hyperspectral unmixing, band selection, image classification, automatic target detection [17] - [20] and real-time missions such as oil spill detection [21] , on-board image data processing [22] , [23] can benefit from GPUs. In addition, a few efforts have been made to accelerate quantitative RS retrieval applications, in which, in general, complex partial differential equations need to be solved. Abouali et al. put forward an efficient surface energy balance system (SEBS) algorithm available on GPUs [24] . Su et al. developed a GPU accelerated approach for the electromagnetic scattering using a double-layer vegetation model [25] . Mielikainen et al. implemented a GPU-based parallel radiative transfer model for the infrared atmospheric sounding interferometer [26] .
Today GPUs have been integrated into supercomputers as significant components, e.g., the supercomputer Summit at Oak Ridge National Laboratory (ORNL), which captures the NO.1 spot among TOP500 list, has 4 356 nodes. Each node is equipped with two 22-core Power9 CPUs and six NVIDIA Tesla V100 GPUs [27] . Nevertheless, extra efforts need to be paid considering RS applications and the target platform to effectively boost the performance. For instance, Agathos et al. presented a parallel minimum volume simplex analysis algorithm for the hyperspectral unmixing on a multi-GPU platform [28] . Hossam et al. proposed parallel solutions for the recursive hierarchical segmentation analysis on a hybrid CPU/GPU cluster [29] . Lei et al. put forward the image orthorectification processing on a CPU/GPU cluster, which allows flexibility in workload balancing between appropriate computation units [30] . To migrate the time-consuming RS applications to systems with multiple GPUs, research issues including the storage and management of massive RS data, the loading and transmission of RS big data, the scheduling of data-dependent tasks and the efficient programming of RS applications on parallel systems, etc., are all challenging [31] . Among these, to explore and exploit multilevel parallelism of applications on a GPU cluster is of great importance to solve the efficiency problem, however, very few work has addressed this issue in the RS community [32] .
In this paper, we present a high-performance framework to address the time-consuming time-series quantitative retrieval applications on a GPU cluster environment, taking the AOD retrieval from satellite image data as a study case. This paper investigates the efficient solutions to supports a project to derive a ten-year AOD dataset at 1-km spatial resolution over Asia based on the "synergetic retrieval of aerosol properties model from MODIS data" (SRAP-MODIS) algorithm [33] . The main contributions of this study are as follows.
1) Design and implement a high-performance framework that exploits the multilevel parallelism for the timeseries quantitative RS retrieval applications to enhance the efficiency. 2) Develop a coarse-grained parallelism for the AOD timeseries retrieval, which can be represented as multidirected acyclic graph (DAG) workflows based on a list-based heuristic algorithm, i.e., the heterogeneous earliest finish time (HEFT), taking the idle slot and priorities of retrieval jobs into consideration.
3) The fine-grained parallelism available on GPUs are realized based on our earlier work in [10] and [34] , and we summarized the parallel strategies for the major remote sensing image data processing algorithms divided into three categories, i.e., the point or pixel-based operations, the local operations, and the global or irregular operations [35] . 4) The parallel framework was implemented based on message passing interface (MPI) and compute unified device architecture (CUDA), and the experimental results with the AOD retrieval case verify the effectiveness of the presented framework. The rest of this paper is organized as follows. Section II describes the study case of the time-series AOD retrieval from satellite image data. Section III presents the high-performance framework for the time-series quantitative RS retrieval on a GPU cluster. Section IV gives and discusses the experimental results. Conclusions are drawn in Section V.
II. AEROSOL RETRIEVAL: A CASE STUDY
Aerosols are liquid or solid particles suspended in the air from natural or anthropogenic origins, and are intricately linked to the climate system and to the hydrologic cycle [36] . They have a negative impact on the quantitative retrieval, and influence the climate and weather in direct, indirect, and semidirect effect ways [37] , [38] . The AOD, which is defined as the vertical integration of the aerosol extinction coefficient from the ground to the top of the atmosphere, is a crucial parameter reflecting the amount of aerosols and can be used in further studies such as atmospheric corrections of RS data, and particulate matter retrieval for air pollution. Compared with ground measurements, satellite images can provide an effective tool to detect the temporal-spatial distribution and variation trends because of their large spatial coverage and reliable repeated measurements.
The AOD retrieval procedure based on the SRAP-MODIS algorithm, the case study in this paper, is depicted in Fig. 1 , which includes processing modules of data extraction, cloud mask, absorption correction, image cut, geometric correction, region of interest (ROI) acquisition, data interpolation, and retrieval [10] , [33] .
1) Data extraction: Two mid-infrared channels and three visible channels are extracted from MODIS hierarchical data format (HDF) data with the open source library Geospatial Data Abstraction Library (GDAL), HDF4 and PROJ.4 Cartographic Projections. 2) Cloud mask: It is performed over land using the spatial variability of 0.47 μm (>0.0025) and 1.38 μm (> 0.003) channel reflectance, and the absolute value of 0.47 μm reflectance (> 0.4) and 1.38 μm reflectance (> 0.025), and then, generated through the union of the aforementioned four cloud mask tests. The spatial variability is calculated as the absolute standard deviation of the reflectance of a 3 * 3 pixel window. 3) Absorption correction: It eliminates absorption effects from H 2 O, CO 2 , and O 3 on the apparent reflectance with national centers for environmental prediction (NCEP) data. The gas transmission factors are calculated as a function of the wavelength, the air mass factor and some weighting coefficients for each pixel in the MODIS L1B data. The reflectance is then corrected by multiplying by the gas transmission factors. 4) Image cut: Image scenes are resized according to the requested geographic coordinates. 5) Geometric correction: Since the latitude and longitude data have been provided with the MODIS reflectance data, these can be used to implement the geometric correction using the triangulation warping method with the nearest neighbor resampling. The map projection adopted is the Geographic Lat/Lon projection. 6) ROI acquisition: Image scenes are mosaicked to obtain large ROIs. 7) Data interpolation: The input data of the AOD retrieval step are interpolated with the inverse distance weighting and resized with the bilinear interpolation to keep the resolution consistent. 8) AOD retrieval: It is performed with the SRAP-MODIS algorithm that employs a set of nonlinear equations on channels 0.47, 0.55, and 0.66 μm from Terra and Aqua MODIS to derive the wavelength exponent and the Angstrom's turbidity coefficient, and then, calculates the AOD for each pixel. The accuracy has been validated in earlier work [33] , [39] and used to generate AOD datasets over China.
III. METHODOLOGY
A. Framework Overview Fig. 2 presents an overview of the high-performance timeseries quantitative retrieval framework in this paper, which can be represented into three layers, i.e., the data access layer consisted of the MongoDB database and parallel file system, the fine-grained parallelism layer including the coordinator and the parallel executor, and the coarse-grained parallelism layer mainly including the runtime estimator and scheduler from the bottom up. The interaction of the major components is described as follows.
1) At the coarse-grained parallelism layer, when the data operations and time-series quantitative retrieval requests are submitted through the portable batch system (PBS) with parameter scripts, the data operation module perform the query, insert, update, and delete and metadata update of RS data, and the runtime estimator module predicts tasks' runtime using historical logs to feed the scheduler. The scheduler deployed generates and maintains a list of scheduling results for multi-DAG workflows. This layer realizes a coarse-grained parallelism between jobs, i.e., the retrieval requests with different inputs or parameter settings, and tasks, i.e., the different processing steps in a retrieval workflow job. 2) At the fine-grained parallelism layer, the coordinator on the master node receives the scheduling results from the scheduler and generates task assignment scripts for each slave with corresponding parameter settings. This layer achieves a fine-grained data parallelism for processing steps using GPU accelerators. 3) At the data access layer, the satellite orbit stripe or scene organization model is adopted. The satellite orbit data are organized according to its reception time, and stored in a scene unit. Each scene is identified by the upper, lower, left, and right latitude and longitude coordinates. RS data and metadata are managed with the BeeGFS parallel file system and the MongoDB NoSQL database, respectively. The metadata in MongoDB database includes categories of identification, reference system, application, data quality, data distribution, and restriction.
B. Multilevel Parallelism
The time-series retrieval applications contain multilevel parallelism.
1) Retrieval job level parallelism: To retrieval a time-series AOD product, the request can be considered as multiple retrieval jobs with different data inputs and parameter settings. Each job can be represented as an independent DAG workflow, allowing a coarse-grained parallelism. 2) Task level parallelism: A retrieval job is consisted of RS data processing steps, such as the data extraction, cloud mask, etc. These steps are considered as tasks of a job with control or data dependence and can be represented as a DAG, which indicates a coarse-grained functional parallelism. 3) RS Image processing level parallelism: The calculation of a pixel, a local region, or an irregular part of the RS image data can be decomposed from the spatial domain generally and assigned to multiple threads on GPUs for concurrent execution. Meanwhile, we consider hierarchical parallelism of a GPU cluster as follows in this paper.
1) Internode parallelism: It depends on a coarse-grained parallelism, exploiting the concurrency among nodes to parallelize the execution of tasks, i.e., processing steps from retrieval jobs. This level of parallelism is carried out with MPI. 2) Intra-node parallelism: It is based on a fine-grained parallelism in order to exploit the concurrency on GPUs. This strategy uses the concurrent threads with CUDA to accelerate steps. Fig. 3 . DAG diagram for the AOD retrieval procedure in Fig. 1 .
To obtain high performance, the time-series retrieval is decomposed and mapped onto a GPU cluster, in which each node is equipped with a GPU in this paper. The job and task level parallelism are achieved with multi-DAG scheduling and corresponds to the internode parallelism, while the RS image data processing level parallelism is implemented with the intra-node strategy.
C. Coarse-Grained Parallelism 1) Runtime Estimation:
Empirical investigations indicate that runtime estimated from users is inaccurate [40] , [41] . Therefore, in this paper, we estimate tasks' runtime from historical information. Given that the computing platform configuration is predetermined, the runtime is characterized, for a specific processing step, as a function of dataset parameter, i.e., the image scenes and ROI size. These input features have a great influence on the performance of the estimated runtime, and meanwhile, can be obtained before task running. Linear regression models were constructed for each step as follows:
where x T = [1, x] , and x represents the image scenes for P1∼P12, the ROI size for P13 and P14, while y represents the runtime. θ = [θ 0 , θ 1 ] T are the model parameters and derived with the least-squares method by minimizing the cost J LS (θ) in (2) with historical logs. The runtime unknown for steps is then estimated according to (1) .
(2)
2) Task Scheduling Strategy
A retrieval workflow in Fig. 1 is represented as a DAG in Fig. 3 and can be scheduled based on a list-based heuristics algorithm HEFT, which provides good performance with a low scheduling time [42] , [43] .
The HEFT scheduling algorithm is for a bounded number of heterogeneous processors. It has the following two stages.
1) The task prioritizing stage: Set the priority of each task with the upward rank rank u recursively via traversing the task graph upward as shown in (3), where succ(n i ) is the set of immediate successors of task n i , whilew i is the average execution time of a task and c i,j is the communication cost for an edge(i, j), which stands for the precedence constraint that task n i needs to complete its execution before task n j starts. The rank u is defined as the length of the critical path, i.e., the longest path from the task n i to the exit, including the computational cost of the node. In a DAG, a task without any parent is called an entry, and a task without any child is called an exit. The rank of exit equals the average computation cost. The task list is then generated by sorting tasks in a decreasing order of rank u . Ties are broken randomly. 2) The processor selection stage: It follows an insertionbased policy, i.e., a task n i can be inserted to an earliest idle time slot between two already-scheduled tasks on a processor p j when meeting (4), where the list j,k is the kth task that was already assigned on p j . Earliest execution start time (EST) and earliest execution finish time (EFT) are two significant attributes.
When tasks in a DAG have been scheduled, the schedule length is the actual finish time (AFT) of the exit task n exit . If there are multiple exits and no pseudo exit task is applied, the makespan is defined as (5) . The objective function of the HEFT is to determine the assignment of tasks in a DAG to processors such that its schedule length is minimized.
An example of the scheduling result of a daily AOD retrieval workflow with the HEFT algorithm is shown in Fig. 4 .
In this paper, the AOD time-series retrieval is represented as multi-DAG workflows, and we extended the HEFT with the following strategies to realize the coarse-grained level of parallelism.
1) Inter-DAG strategy: Since the HEFT was designed for a single DAG, when scheduling more than one DAG, strategies generally adopted to extend the HEFT includes the following: 1) schedule DAGs independently one after another; 2) schedule DAGs interleaving parts of each DAG being scheduled; and 3) merge the DAGs into a single one and schedule the resulting DAG. Investigations have shown that the interleave and the group strategies can result in better fairness among DAGs, however, relatively larger average makespan for the first workflows [44] , i.e., the retrieval jobs with higher priorities in this paper. Hence, the simple but practical sequential manner was adopted to extend the HEFT algorithm for scheduling multiple DAGs independently. 2) Idle slot search strategy: It should be noted that there are idle time slots between the already schedule tasks on a processor because of the intertask dependence and the data communication costs between different resources as shown in Fig. 4 . Therefore, in this paper, we adopt an idle slot search strategy to efficiently utilize resources to improve the performance of the multi-DAG scheduling. 3) Priority strategy: Consider a common situation that in a batch of jobs for the time-series retrieval parts of jobs might be more urgent for geoscientists. For example, to retrieve AOD results for specific days for monitoring and analyzing heavy air pollution or forest fires. Thus, a priority strategy is adopted allowing users to set static priorities along with the retrieval parameter scripts. In this paper, job queues at three levels were constructed according to the static priorities setup by users.
D. Fine-Grained Parallelism
Most RS image processing algorithms could be classified into the following three major categories [35] : i.e., the point or pixelbased operations, the local operations, and the global or irregular operations as shown in Fig. 5 . The fine-grained parallelism is realized on the basis of our previous work in [10] and [34] . For the point-or pixel-based operations, the computation is performed on each pixel without requiring the context, such as the steps absorption correction and AOD retrieval in this paper. This category is most beneficial to the parallelism, since the computation of each pixel can be assigned to a thread of GPUs and needs no communication between. The second category includes the cloud mask and geometric correction in this study. The former involves the convolution operations with a 3 * 3 pixel window, and the computation of each pixel can be assigned to a thread requiring neighborhood data. The boundary pixels of images need to be dealt with separately after the kernel is finished. The geometric correction shares transformation coefficients and performs resampling for a triangle, thus the computation of a triangle rather than a pixel is assigned to a thread. The data interpolation is in the last category. The calculation of a pixel in the output image is linked to the overall or irregular parts of the image and can be assigned to a thread.
To tune the fine-grained parallel performance on a single GPU, major optimizations have been applied. Occupancy is the ratio of active warps on a stream multiprocessor (SM) to the maximum number of active warps supported by an SM, and it normally should be improved to make sure that more threads are executing on each SM [45] . However, existing investigations have shown that higher occupancy does not always lead to better performance [46] , [47] . Therefore, the impacts of registers used and thread-block configuration on the runtime have been analyzed and tuned for each kernel, as stated in our previous work in [10] and [34] . Besides, we improve the memory allocation and I/O transfer. The created thread distribution among image data leads to hardware adjusted and coalesced memory accesses for the global memory, and in kernels such as the "CloudMask" and "InverseDistance," the dynamic and static shared memory with higher memory bandwidth are used for sharing data per thread block.
E. Hybrid MPI-CUDA Implementations
Major steps such as the cloud mask, absorption correction, geometric correction, data interpolation, and AOD retrieval have been accelerated on GPUs with the runtime profiling of the AOD retrieval in our previous work [10] . Fig. 6 shows the procedures on the CPU host and GPU device, and the data transfer, the kernels, and the data input/output (I/O). The red arrows represent reading data, the green ones are for writing, and the blue ones stands for the data I/O together with the data transfer between the CPU and GPU.
The coarser-grained parallelism is implemented based on MPI with a master-slave mode. The pseudo code is shown in Algorithm 1. The master obtains the job list with parameter settings, performs the scheduling algorithm in Algorithm 2 to generate the scheduling results in the schedule[job][task], generates and distributes local scheduling lists for each slave node in job_task_list [index_proc] . The slaves perform the fine-grained parallelism with the local scheduling lists.
IV. RESULTS AND ANALYSIS

A. Experiment Setup
The configurations of master and slave nodes on the GPU cluster are shown in Table I . The MPI implementations were compiled with the OpenMPI 1.8.3 and GNU gcc 4.9.1 with the "-O2" flag. The GPU parallel implementations have been compiled with compute capability 3.5. The MODIS satellite data for experiments covers April 2012 and a spatial range of 35°E-150°E, 15°N-60°N at 1-km spatial resolution, which can be downloaded from Level-1 and Atmosphere Archive and Distribution System Web.
B. Performance Analysis
1) AOD Retrieval Results: Fig. 7 shows an example of daily AOD retrieval results for MODIS data from both TERRA and AQUA satellites using the presented framework. The retrieval accuracy has been validated in [10] , [33] , and [34] .
2) Fine-Grained Parallel Performance: Fig. 8 shows the performance comparison of calculation runtime and overall runtime including data I/O for the five major processing steps when running with one thread on a CPU (referred to as "serial" in Fig. 8 ) and an NVIDIA Tesla K40 GPU, respectively, taking a daily AOD retrieval on 3rd April 2012 for example. The calculation and overall speedups of the GPU accelerated implementations compared with the "serial" version are presented in Fig. 9 . The data interpolation and AOD retrieval are the most time-consuming parts with low data I/O fractions, which take 1797.50 and 967.57 s for calculation, and 1798.28 and 970.66 s in total when running with in serial. The GPU parallel implementation reduces the runtime to 46.63 and 8.21 s for calculation, and 48.12 and 13.02 s including the data I/O. The calculation and overall speedups on the target GPU range from 7.96X to 117.81X, and 1.05X to 74.53X, respectively, shown in Fig. 9 compared to the serial implementation counterpart. The overall runtime for the example workflow with and without GPU parallelism are 3150.27 and 499.20 s, respectively. The overall speedup achieved for the workflow comes up to 6.31X. 3) Coarse-Grained Parallel Performance: The estimated runtime is first validated in this paper. Hundred runtime log samples were collected and randomly separated into 80 samples for fitting and 20 samples for validation. 14 models were obtained and used to estimate the runtime for the corresponding steps in Fig. 1. Fig. 10 presents statistical metrics including the normalized root-mean-square error (NRMSE), the mean absolute percent error (MAPE), and the correlation coefficient (R). The runtime estimation achieves relatively high accuracy with low MAPEs around 10%, low NRMSE ranging from 0.22 to 0.40, and R higher than 0.97 for all steps.
The performance of parallelism of functional tasks based on the HEFT algorithm is presented first for a daily AOD retrieval in Fig. 4 . The randomly selected dataset is the same with that in the subsection fine-grained parallel performance. The retrieval workflow was scheduled to two slave nodes, i.e., p1 and p2 compared to the serial one. The overall runtime of the AOD retrieval is reduced from 3150.27 to 499.20 s by the GPU parallelism and further to 309.75 s by the functional parallelism on the GPU cluster shown in Fig. 4 . Speedups of 1.61X compared with the GPU parallel version and 10.17X compared with the original serial retrieval workflow are obtained. However, an idle slot of 98.92 s is also observed due to the data dependence between the task P9 and P8.
The proposed scheduling strategy is performed to retrieve the AOD time-series product of one month as described in the subsection of experiment setup, and the coarse-grained parallelism is evaluated in terms of the average makespan, overall makespan, and the impacts of priorities. The metrics considered are defined as follows.
1) Average makespan: The makespan of a workflow is the period between its arrival and finish, and the average makespan makespan average for the first N workflows after scheduling all the M workflows (1 ≤ N ≤ M, M = 30 in this paper), is defined as [44] 
2) Overall makespan: The overall makespan for workflows already scheduled is defined as [44] makespan overall = max
Considering all retrieval jobs with the same priorities, the resulting average makespan and overall makespan according to the number of workflows is shown in Figs. 11 and 12 . The makespan evaluates the scheduling performance in the light of the duration of the workflow execution. The parallel method reduces the average makespans from 10.69 to 68.53 s, which leads to a performance improvement of 2.26% to 28.65% for the first nine workflows, and the overall makespans reduce from 11.85 to 68.53 s, with a performance improvement of 1.39% to 28.65% for the first 11 workflows. The performance gains decrease as the workflow number further increase on the benchmarked GPU cluster with limited computing nodes. It is reasonable that there are dependencies among tasks of a workflow; idle slots exist when workflows are parallelized on a GPU cluster, which, however, might be never used since they are too small to insert any later tasks. This performance degradation effect will be eliminated if there are sufficient computing resources. Table II shows the comparison of the average makespan when randomly setting the retrieval jobs with different priorities. It can be observed that the average makespan of the jobs with higher priorities can benefit from the presented coarse-grained parallel method. For instance, the average makespan of retrieval jobs reduces from 220.95 to 157.04 s at level-1 and from 311.55 to 262.47 s at level-2.
V. CONCLUSION
In this paper, we design and implement a high-performance framework to accelerate the time-consuming RS time-series quantitative retrieval issue on a GPU cluster, taking the AOD retrieval from satellite data as a study case. The presented framework exploits the multilevel parallelism for enhancing the efficiency. For the coarse-grained parallelism, the AOD time-series retrieval is represented as multi-DAG workflows and scheduled based on a list-based heuristic algorithm HEFT with estimated runtime, taking the idle slot and priorities into consideration. For the fine-grained parallelism, the parallel strategies for major remote sensing image data processing algorithms divided into three categories, i.e., the point-or pixel-based operations, the local operations, and the global or irregular operations are summarized. The parallel framework has been implemented based on MPI and CUDA.
Experimental results with the AOD retrieval study case show that the GPU parallelism has achieved a high speedup of 117.81X for calculation and 74.53X including data I/O for the time-consuming AOD retrieval step, and as well as a high overall speedup of 6.31X for the overall retrieval workflow. With the estimated runtime with relatively high accuracy, the coarsegrained functional parallelism of a retrieval job further achieves a speedup of 1.61X compared with the GPU parallel version. Furthermore, a performance improvement up to a maximum of 28.65% is observed for the makespan with sufficient resources for retrieving the AOD time series that can be represented as multi-DAGs. The experimental results with the AOD retrieval case verify the effectiveness of the presented framework.
Despite the performance improvement obtained for the AOD retrieval case, our work can also provide the parallel computing suggestions for other time-series quantitative RS retrieval applications with similar patterns on a GPU cluster platform, since these category applications follow the same coarse and finegrained multilevel parallelism. As for the coarse-grained parallelism, the runtime estimation and task scheduling approaches can be directly applied with different inputs. Meanwhile, for the fined-grained parallelism, we have summarized the common RS image data processing patterns, i.e., the pixel, local, global, or irregular operations, and also given the parallel implementations on GPUs.
At present, the computing nodes equipped with GPUs are taken as basic processing units for the task scheduling at the coarse-grained parallelism, and a hybrid implementation of the MPI-CUDA is realized to promote the efficiency. However, the CPU cores of multicore processors on each node are not fully utilized, thus, in the future work, the presented framework will be further optimized in terms of the performance estimation and coscheduling of the CPU and GPU, as well as its hybrid parallel implementations.
