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Abstrat.
A new lass of sign-symmetri matries is introdued in this paper. Suh matries are named
J sign-symmetri. The spetrum of a J sign-symmetri irreduible matrix is studied under
assumptions that its seond ompound matrix is also J sign-symmetri and irreduible. The
onditions, when suh matries have omplex eigenvalues on the largest spetral irle, are given.
The existene of two positive simple eigenvalues λ1 > λ2 > 0 of a J sign-symmetri irreduible
matrix A is proved under some additional onditions. The question, when the approximation of a
J sign-symmetri matrix with a J sign-symmetri seond ompound matrix by stritly J sign-
symmetri matries with stritly J sign-symmetri ompound matries is possible, is also studied
in this paper.
Keywords: Totally positive matries, Sign-symmetri matries, P-matries, Irreduible matries,
Compound matries, Exterior powers, GantmaherKrein theorem, eigenvalues.
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1 Introdution
First remind some well-known denitions and statements of the theory of positive denite matries.
The matrix A of a linear operator A : Rn → Rn is alled positive (stritly positive) denite, if
the inequality xTAx ≥ 0 (respetively > 0) is true for any vetor x ∈ Rn. The following riterion
of positive (stritly positive) deniteness is known (see, for example, [1℄, p. 47, theorem 8): in
order that a real symmetri matrix A be positive (stritly positive) denite, it is neessary and
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suient that all its prinipal minors be nonnegative (respetively positive). The statement, that
all the eigenvalues of a positive (stritly positive) denite matrix are nonnegative (positive), is also
well-known (see, for example, [1℄, p. 46, theorem 7).
The following denitions, whih generalize the onept of positive (stritly positive) deniteness,
were introdued in paper [2℄ by M. Fiedler, V.P. Ptak. The matrix A is alled P0matrix (P
matrix), if all its prinipal minors of any order are nonnegative (respetively positive).
It's obvious, that any symmetri Pmatrix is stritly positive denite, and, as it follows, all
its eigenvalues are positive. However, the statement of reality, and all the more, of positivity of
the spetrum is not orret for an arbitrary (not neessarily symmetri) Pmatrix. (In this ase
one an only give the upper bound of the argument of an arbitrary omplex eigenvalue. Suh a
statement was proved by R.B. Kellog in paper [3℄). A natural question arises, what additional
onditions is it neessary to impose on non-symmetri Pmatrix in order to prove the positivity
of its spetrum.
The answer on this question was partly given in the 30th of the XX entury by F.R. Gantmaher
and M.G. Krein. A lass of stritly totally positive matries (i.e. matries, all minors of whih are
positive) was studied by this authors in monograph [1℄. The following theorem was proved in [1℄
for the ase of stritly totally positive matries.
Theorem A (GantmaherKrein). If the matrix A of a linear operator A : Rn → Rn is
stritly totally positive, then the operator A has n positive simple eigenvalues 0 < λn < . . . <
λ2 < λ1, with the positive eigenvetor x1 orresponding to the maximal eigenvalue λ1, and the
eigenvetor xj, whih has exatly j − 1 hanges of sign, orresponding to the j-th eigenvalue λj.
The hypothesis, that it's not neessary to impose the positivity of allminors for the positivity of
all the eigenvalues of a non-symmetri Pmatrix, was made by D.M. Kotelyanskii. The following
theorem was proved in paper [4℄ by D.M. Kotelyanskii: if all the prinipal minors, and all the
minors, obtained from the prinipal minors by deleting one row and one olumn with dierent
numbers, of a matrix A (not neessarily symmetri) are positive, then all the eigenvalues of A are
simple and positive.
So, the statement of the GantmaherKrein theorem of the positivity and the simpliity of the
eigenvalues was spread on the wider lass of matries.
However, the statement, proved by Kotelyanskii, also doesn't over all the lasses of matries
with positive spetrum. Remember the following denitions for studying another lasses of suh
matries. A n × n matrix A is alled sign-symmetri, if for any indies i, j ∈ {1, . . . , n} the
inequality aijaji ≥ 0 is true. (Suh a denition is used in papers by some modern authors (see, for
example, [5℄[6℄), where suh matries are alled "weakly sign-symmetri"). It's obvious, that every
nonnegative matrix is sign-symmetri, i.e. the lass of nonnegative matries belongs to the lass
of sign-symmetri matries. Remind also the denition of strit sign-symmetriity. A matrix A is
alled stritly sign-symmetri, if for any indies i, j ∈ {1, . . . , n} the strit inequality aijaji > 0
is true. In this ase every positive matrix appears to be stritly sign-symmetri.
Later on introdue the lass of totally sign-symmetri matries. A matrix A is alled totally
sign-symmetri, if for any k = 1, . . . , n and any sets α = {i1, . . . , ik} and β = {j1, . . . , jk},
for whih 1 ≤ i1 < . . . < ik ≤ n, 1 ≤ j1 < . . . < jk ≤ n, the inequality A
(
α
β
)
A
(
β
α
)
≥ 0 is true,
i.e. the produt of any two minors, whih are symmetri with respet to the prinipal diagonal, is
non-negative. The lass of totally positive matries belongs to the lass of totally sign-symmetri
matries.
In order to avoid a onfusion, note, that sign-symmetriity of a matrix was understood
preisely as total sign-symmetriity in paper [7℄ by D.M. Kotelyanskii, where the onept of
sign-symmetriity was rst introdued, and also in papers by D. Hershkowitz, N. Keller, O. Holtz
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and other authors (see., for example, [8℄[9℄).
Introdue the lass of stritly totally sign-symmetri matries. A matrix A is alled stritly
totally sign-symmetri, if A does not ontain any zero elements, and for any sets α = {i1, . . . , ik}
and β = {j1, . . . , jk}, for whih 1 ≤ i1 < . . . < ik ≤ n, 1 ≤ j1 < . . . < jk ≤ n, the inequality
A
(
α
β
)
A
(
β
α
)
> 0 is true, i.e. the matrix A does not have zero minors, and the produt of any
two minors, whih are symmetri with respet of the prinipal diagonal, is positive. The lass of
stritly totally positive matries belongs to the lass of stritly totally sign-symmetri matries.
It's easy to see, that neither sign-symmetriity, no total sign-symmetriity of a Pmatrix does
not guarantee the reality of its spetrum. However, some authors desribes spetral properties of
totally sign-symmetri Pmatries, in partiular, D. Carlson in paper [10℄ proved the statement,
that totally sign-symmetri P -matries are positive stable, i.e., all its eigenvalues have positive
real parts.
A problem of the separation of a new sublass of matries with positive spetra in the lass of
stritly totally sign-symmetri Pmatries is studied in this paper. It's also supposed to separate
a sublass in the lass of totally sign-symmetri P0matrix, and to study, when a matrix, whih
belongs to the separated sublass, has omplex eigenvalues, and when all its eigenvalues are
real. It's also supposed to study, when a totally sign-symmetri P0-matrix, whih belong to the
separated sublass, will not be positive stable, and to desribe its spetrum.
Besides, the question, when the approximation of totally sign-symmetri matries by stritly
totally sign-symmetri matries, is possible, is still open (see [9℄). It is supposed to give the answer
on this question for totally sign-symmetri P0matries, whih belongs to the separated sublass.
Later on we'll be restrited to the ase, when the onditions will be imposed only on the elements
of the matrix and on its minors of the seond order.
2 R
n
as the spae of funtions dened on a nite support. Tensor
and exterior powers of R
n
.
Later on, as the author believes, it will be more onvenient to onsider the spae R
n
as the spae
of funtions, dened on the nite set {1, . . . , n}.
Let us examine the set of the indies {1, . . . , n} and the spae X of funtions x : {1, . . . , n} →
R, dened on it. It is obvious, that the spae X is isomorphi to R
n
. The basis in the spae X
onsists of the funtions ei, for whih ei(j) = δij .
The tensor square X ⊗ X of the spae X is the spae of all funtions, dened on the set
{1, . . . , n} × {1, . . . , n}, whih onsists of n2 pairs of the form (i, j), where i, j ∈ {1, . . . , n}.
The tensor produt of funtions x and y from X is dened as the funtion x ⊗ y, whih ats
aording to the rule:
(x⊗ y)(i, j) = x(i)y(j).
It's known (see, for example, [11℄, [12℄), that all the possible tensor produts ei ⊗ ej , i, j =
1, . . . , n of the initial basi funtions forms a basis in the spae X ⊗ X. In this ase the basi
funtions ei ⊗ ej , i, j = 1, . . . , n are numerated in order, orresponding to the lexiographi
numeration of the pairs (i, j). As it follows, the tensor square of the set Rn an be onsidered as
the spae R
n2
.
Examine the exterior square X∧X of the spae X. The exterior square X ∧X is a subspae of
the spae X⊗X, whih onsists of all antisymmetri funtions (i.e. funtions f(i, j), for whih the
equality f(i, j) = −f(j, i) is true), dened on the set {1, . . . , n}× {1, . . . , n}. It is known, that
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the exterior square X ∧X oinides with the linear span of all exterior produts x∧ y (x, y ∈ X),
whih ats aording to the rule:
(x ∧ y)(i, j) = (x⊗ y)(i, j) − (y ⊗ x)(i, j) = x(i)y(j) − x(j)y(i).
Let W be a subset of {1, . . . , n} × {1, . . . , n}, whih satises the following onditions:
W ∪ W˜ = ({1, . . . , n} × {1, . . . , n}); (1)
W ∩ W˜ = ∆. (2)
(Here W˜ = {(j, i) : (i, j) ∈W}; ∆ = {(i, i) : i = 1, . . . , n}).
The following statement about the exterior square of the spae X is true: the spae X ∧ X of
antisymmetri funtions, dened on the set {1, . . . , n} × {1, . . . , n}, is isomorphi to the spae
X(W \∆) of real-valued funtions, dened on the set W \∆.
Really, any funtion, dened on the set W \ ∆, where W is a subset of {1, . . . , n} ×
{1, . . . , n}, whih satises onditions (1) and (2), an be extended as an antisymmetri funtion
to {1, . . . , n} × {1, . . . , n} by the unique way. Then the reeived antisymmetri funtion is
supposed to be equal to zero on the set ∆ = {(i, i) : i = 1, . . . , n}.
It's obvious, that the set W is not uniquely dened. However, its power remains onstant and
an be alulated by the following way. The equality
N(W ∪ W˜ ) = N({1, . . . , n} × {1, . . . , n}) = n2
follows from ondition (1). The equality
N(W ∩ W˜ ) = N(∆) = n
follows from ondition (2). The equality N(W ) = N(W˜ ) follows from the denition of the set W˜ .
Then, taking into aount, that N(W ∪ W˜ ) = N(W ) +N(W˜ )−N(W ∩ W˜ ) = 2N(W )−N(∆),
we'll get the equality:
N(W ) =
N(W ∪ W˜ ) +N(∆)
2
=
n2 + n
2
.
In turn, the following equality is true for the power of the set W \∆:
N(W \∆) = N(W )−N(∆) =
n2 − n
2
= C2n.
The following sequene of isomorphisms omes out from the above reasoning:
R
n ∧ Rn = X(W \∆) = RC
2
n .
3 The set W and binary relations on the set of indies {1, . . . , n}.
It's known, that the separation of a subset in a Cartesian square of a set an be onsidered as a
denition of a binary relation on the initial set, the inverse statement is also true (see, for example,
[13℄). As it follows, the denition of a subset W in the set {1, . . . , n}× {1, . . . , n} is equivalent
to the denition of a binary relation on the set of indies {1, . . . , n}. Desribe the properties
of the set W in terms of the orresponding binary relation. Later on we shall use the following
denitions.
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Consider the indies i, j ∈ {1, . . . , n} satisfy the binary relation W and note i
W
≺ j if and only
if the pair (i, j) belongs to the set W . In this ase the inverse relation is dened by the set W˜ .
A binary relation
W
≺ on the set of indies {1, . . . , n} is alled:
- reexive, if i
W
≺ i for any i ∈ {1, . . . , n}. It means, that the set ∆ = {(i, i) : i = 1, . . . , n}
belongs to both W and W˜ .
- antisymmetri, if the equality i = j follows from i
W
≺ j, j
W
≺ i for any i, j ∈ {1, . . . , n}. It
means, that W ∩ W˜ = ∆.
- transitive, if i
W
≺ k follows from i
W
≺ j and j
W
≺ k for any i, j, k ∈ {1, . . . , n}. It means,
that the inlusion (i, k) ∈ W follows from the inlusions (i, j) ∈ W and (j, k) ∈ W for any
i, j, k ∈ {1, . . . , n}.
- onneted, if either i
W
≺ j or j
W
≺ i is true for any pair (i, j). It means, that W ∪ W˜ =
{1, . . . , n} × {1, . . . , n}.
If a binary relation
W
≺ is reexive, antisymmetri, transitive and onneted, then it is alled a
linear order relation (see, for example, [14℄).
The following statement omes out from the above reasoning.
Let the set W ⊂ {1, . . . , n} × {1, . . . , n} satisfy onditions (1) and (2). Then it denes
a onneted antisymmetri reexive binary relation on the set {1, . . . , n}. If, in addition, the
inlusion (i, k) ∈ W follows from the inlusions (i, j) ∈ W and (j, k) ∈ W for any i, j, k ∈
{1, . . . , n}, then the relation, dened by the set W , is a linear order relation.
Show that the inverse statement is also true. Let a onneted antisymmetri reexive binary
relation
W
≺ be dened on the set {1, . . . , n}. Then we an dene W and W˜ by the following way:
W = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : i
W
≺ j};
W˜ = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : j
W
≺ i}.
Properties (1) and (2) of the sets W and W˜ follow from the properties of the relation
W
≺.
The set M = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : i ≤ j} is onsidered as W in the lassial
theory of totally positive and osillatory matries (see, for example, [1℄). It orresponds the natural
linear order relation on {1, . . . , n}.
It's easy to see, that the number of all the possible methods of onstruting the set W , whih
satises onditions (1) and (2), is equal to 2C
2
n
. Respetively, we'll get 2C
2
n
ways of the realization
of the exterior square X ∧ X = X(W \∆).
Note, that the property of the setW , whih denes the transitivity of the orresponding binary
relation, is not neessary for equalities (1) and (2) to be true. However, the sets W , whih dene
linear order relations on {1, . . . , n}, will play an important role in what follows. The number of
suh sets is equal to the number of all the possible permutations of the set {1, . . . , n}, i.e. n!.
4 Basis in the exterior power of R
n
and its onnetion with the
onstrution of the set W .
The following statement is well-known (see, for example, [11℄, [12℄): if e1, . . . , en is a basis in R
n
,
then all the possible exterior produts of the form ei ∧ ej , where 1 ≤ i < j ≤ n, forms a basis in
the exterior square R
n ∧ Rn of the spae Rn.
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However, note, that there exist other bases, whih onsist of exterior produts of the initial
basi vetors, in the spae R
n ∧ Rn, besides the anonial basis {ei ∧ ej}, where 1 ≤ i < j ≤ n.
Suh bases are onstruted by the following way: one arbitrary element is seleted from every pair
of the opposite elements ei ∧ ej and ej ∧ ei (i 6= j). So, one an onstrut 2
C2n
dierent bases.
Let us prove the following lemma about the onnetion between a setW and a basis in Rn∧Rn.
Lemma 1. Every set W , whih satises onditions (1) and (2), uniquely denes a basis in
R
n ∧Rn, whih onsists of the exterior produts of the initial basi vetors. The inverse statement
is also true: every basis in R
n ∧ Rn, whih onsists of the exterior produts of the initial basi
vetors, uniquely denes a subset W in {1, . . . , n} × {1, . . . , n}, whih satises onditions (1)
and (2).
Proof. First prove, that every set W , whih satises onditions (1) and (2), uniquely denes a
basis in X∧X. Examine the system Λ, whih onsists of the exterior produts ei∧ej, (i, j) ∈W \∆.
Show, that Λ is a basis in X∧X. It's enough for this to show, that the restritions of the funtions
from Λ to the set W \ ∆ form a basis in X(W \ ∆). Really, examine the value of an arbitrary
funtion ei ∧ ej ∈ Λ on an arbitrary pair of indies (k, l) ∈W \∆. It's easy to see, that
(ei ∧ ej)(k, l) =
 1, if (i, j) = (k, l) ;0, otherwise.
As it follows, the funtions from Λ are linearly independent, and sine the system Λ ontains C2n
funtions, this system is omplete.
Prove the inverse statement. Given a basis Λ of the spae X∧X, whih onsists of the exterior
produts of the initial basi funtions. Construt the set W by the following way: (i, j) ∈ W , if
and only if either i = j or ei ∧ ej ∈ Λ. Show, that suh a set satises onditions (1) and (2).
First verify ondition (1). Assume, that there exists a pair (i0, j0) i0 6= j0, whih belongs to
W ∩ W˜ . In this ase it follows from the denition of the set W˜ , that the pair (j0, i0) also belongs
to W ∩W˜ , i.e. both the pairs (i0, j0) and (j0, i0) belongs to the setW . As it follows, both ei0 ∧ej0,
and ej0 ∧ ei0 belongs to the linearly independent system Λ. We ame to the ontradition, i.e.
ei0 ∧ ej0 = −(ej0 ∧ ei0), and, as it follows, this funtions are linearly dependent. Verify ondition
(2). Let a pair (i0, j0) i0 6= j0, whih belongs to {1, . . . , n}×{1, . . . , n}, but does not belong to
W ∪W˜ , does exist. Then the pair (j0, i0) also does not belong to W ∪W˜ . As it follows, neither the
funtion ei0∧ej0 , no the funtion ej0∧ei0 does not belong to the system Λ. Let us add the funtion
ei0 ∧ ej0 to the system Λ. It's easy to see, that the obtained system is linearly independent. This
fat ontradits the ondition, that Λ is the maximal linearly independent system in the spae
X ∧ X. 
Later on we'll all the basis {ei ∧ ej}(i,j)∈W\∆, onstruted with respet to the set W , a W
basis. Note, that the elements of a Wbasis are numerated in the lexiographi order. Let us give
an example of a Wbasis.
Example 1. Let M = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : i ≤ j}. Then
M \ ∆ = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : i < j}, and the orresponding Wbasis is a
set of those exterior produts ei ∧ ej of the initial basi vetors, for whih i < j. Suh a Wbasis
is a anonial basis in the spae R
n ∧Rn. It is studied in many papers (see, for example, [1℄, [12℄).
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5 Exterior power of a linear operator in R
n
and its matrix in the
Wbasis
The exterior square A ∧ A of the operator A : X → X ats in the spae X ∧ X aording to the
rule:
(A ∧A)(x ∧ y) = Ax ∧Ay.
Later on we shall study spetral properties of the operator A, and we shall require its exterior
square A ∧ A to leave invariant a one in X ∧ X (in this ase the spetral radius ρ(A ∧ A) of the
operator A∧A is an eigenvalue of A∧A). It's enough for this the matrix of the operator A∧A to
be positive in some Wbasis in X∧X. Then the operator A∧A leaves invariant the one, spanned
on the vetors of this Wbasis.
Let the operator A be dened by the matrix A = {aij}
n
i,j=1 in the basis {ei}
n
i=1. Let us study
the matrix of the operator A∧A in aWbasis, onstruted with respet to a setW , whih satises
onditions (1) and (2). First remember the following denition.
A minor A
(
i j
k l
)
, formed of the rows with numbers i and j and the olumns with numbers
k and l, where indies i, j, k, l take any values from {1, . . . , n}, is alled a generalized minor of
the seond order of the matrix A. Note, that if we hange plaes of the rows (olumns), the sign
of the minor will be hanged, that is why when i = j (k = l), the minor A
(
i j
k l
)
is equal to
zero.
Call the matrix, whih onsists of generalized minors of the seond order A
(
i j
k l
)
, where
(i, j), (k, l) ∈ (W \∆), numerated in the lexiographi order, a Wmatrix, and denote it A
(2)
W .
Example 2. Let W = M = {(i, j) ∈ {1, . . . , n} × {1, . . . , n} : i ≤ j}. Then the
orresponding Wmatrix is a matrix, whih onsists of minors A
(
i j
k l
)
, where i < j, k < l, i.e.
the seond ompound matrix.
Let us prove the following theorem illustrating the onnetion between a Wmatrix and a
matrix of the exterior square of the operator A.
Theorem 1. Let the operator A be dened by the matrix A = {aij}
n
i,j=1 in the basis e1, . . . , en.
Let a subset W ⊂ {1, . . . , n} × {1, . . . , n} satisfy onditions (1) and (2). Then the matrix of
the exterior square A ∧ A of the operator A in the Wbasis {ei ∧ ej}(i,j)∈W\∆ oinides with the
Wmatrix A
(2)
W .
Proof. Let us ompare the olumns of the matries, using the fat, that A(ek) =
n∑
i=1
aikei for
k = 1, . . . , n. Examine the olumn of the matrix of the operator A∧A with an arbitrary number
α. The number α in the lexiographi numeration orresponds to a pair of indies (i, j) ∈W \∆.
Prove, that this olumn oinides with the olumn of the Wmatrix A
(2)
W , whih has the same
number:
(A ∧A)(ei ∧ ej) = Aei ∧Aej =
(
n∑
k=1
akiek
)
∧
(
n∑
l=1
aljel
)
=
n∑
k,l=1
akialj(ek ∧ el) =
=
∑
(k,l)∈(W\∆)
akialj(ek ∧ el) +
n∑
k=l=1
akialj(ek ∧ el) +
∑
(k,l)∈(fW\∆)
akialj(ek ∧ el) =
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=
∑
(k,l)∈(W\∆)
akialj(ek ∧ el) + 0−
∑
(k,l)∈(fW\∆)
akialj(el ∧ ek).
Change plaes of the indies l and k in the third sum:∑
(k,l)∈(W\∆)
akialj(ek ∧ el)−
∑
(k,l)∈(W\∆)
aliakj(ek ∧ el) =
∑
(k,l)∈(W\∆)
(akialj − aliakj)(ek ∧ el) =
=
∑
(k,l)∈(W\∆)
A
(
k l
i j
)
(ek ∧ el),
where A
(
k l
i j
)
are the elements of the olumn with the number α of the matrix A
(2)
W . That is,
the matrix of the exterior square of the operator A oinides with the Wmatrix A
(2)
W .
Corollary. The matrix of the exterior square of the operator A in the basis {ei∧ej}i<j oinides
with the seond ompound matrix of the matrix A.
Let us prove the following theorem about the eigenvalues of a Wmatrix.
Theorem 2. Let W be a set, whih satises onditions (1) and (2). Let {λi}
n
i=1 be the set of
all eigenvalues of the matrix A, repeated aording to multipliity. Then all the possible produts
of the type {λiλj}, where 1 ≤ i < j ≤ n, forms the set of all the possible eigenvalues of the
orresponding Wmatrix A
(2)
W , repeated aording to multipliity.
Proof. It follows from theorem 1, that the Wmatrix A
(2)
W oinides with the matrix of
the exterior square of the operator A in the orresponding Wbasis for any W , whih satises
onditions (1) and (2). The following statement is true for the exterior square A∧A of the operator
A (see, for example, [12℄): all the possible produts of the type {λiλj}, where 1 ≤ i < j ≤ n,
forms the set of all the possible eigenvalues of A ∧A, repeated aording to multipliity. 
Note, that in the ase W = M theorem 2 turns into the Kroneker theorem (see [1℄, p. 80,
theorem 23) about the eigenvalues of the seond ompound matrix. The proof of the Kroneker
theorem without using exterior produts is given in monograph [1℄.
6 Classes of matries. Basi denitions and statements
The proof of the theorem À (GantmaherKrein) is based on the wide-known result of Perron
and Frobenius about the existene of the largest positive eigenvalue of a non-negative irreduible
matrix A. However, it's easy to see, that this result is also orret for any matrix, similar to
the matrix A (beause of the spetrum of a matrix does not hange when passing to another
basis). Hear a natural question arises: how an we see if an arbitrary matrix is similar to some
nonnegative matrix? Let us formulate and prove a suient riterion of similarity, whih will be
used later in this paper.
First remember some denitions and statements from the matrix theory (see, for example, [15℄).
A matrix A is alled non-negative (positive), if all its elements aij are nonnegative (positive). The
following statement (Perron's theorem) is true for positive matries: let the matrix A of a linear
operator A : Rn → Rn be positive. Then the spetral radius ρ(A) > 0 is a simple positive eigenvalue
of the operator A, dierent in modulus from the other eigenvalues. Besides, the eigenvetor x1,
orresponding to the eigenvalue λ1 = ρ(A), is positive.
Let us give the following denition, whih generalizes the denition of matrix positivity. A
matrix A is alled stritly J sign-symmetri, if A does not ontain zero elements and there exists
suh a subset J ⊆ {1, . . . , n}, that the inequality aij < 0 is true if and only if one of the numbers
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i, j belongs to the set J , and the other belongs to the set {1, . . . , n} \ J . It's obvious, that
positive matries belong to the lass of stritly J sign-symmetri matries. Note, that the set J
in the denition of strit J sign-symmetriity is uniquely dened (up to the set {1, . . . , n} \J ).
Let us prove the following statement for J sign-symmetri matries.
Theorem 3. Let A be a stritly J sign-symmetri matrix. Then it an be represented in the
following form:
A = DA˜D−1,
where A˜ is a positive matrix, D is a diagonal matrix, whih diagonal elements are equal to ±1.
Proof. Let A be a stritly J sign-symmetri matrix. Then there exists suh a subset J ⊆
{1, . . . , n}, that the inequality aij < 0 is true if and only if one of the numbers i, j belongs to
the set J , and the other belongs to the set {1, . . . , n} \ J . In the ase of J = {1, . . . , n} or
J = ∅, it's easy to see, that all the elements of the matrix A are positive. Then A˜ oinides with
the matrix A, and D is an identity matrix.
Let J 6= {1, . . . , n} and J 6= ∅. Dene the diagonal matrix D by the following way:
dii =
 −1, if i ∈ J ;1, otherwise.
In this ase it's obvious, that D−1 = D.
It's easy to see, that if i ∈ {1, . . . , n} \ J , then the i-th olumn of the produt AD oinides
with the i-th olumn of the initial matrix A, and if i ∈ J , then the i-th olumn of AD oinides
with the i-th olumn of A, taken with the opposite sign. In turn, if i ∈ {1, . . . , n} \ J , then the
i-th row of DA is equal to the i-th row of A, and if i ∈ J then the i-th row of DA is equal to
the i-th row of A, taken with the opposite sign.
Show, that the matrix A˜ = D−1AD, is positive. Examine its arbitrary element a˜ij . One of
the following three ases takes plae:
1. Both the indies i, j belong to the set {1, . . . , n} \ J . In this ase it's easy to see, that
the element a˜ij of the matrix A˜ is equal to the orresponding element aij of the stritly
J sign-symmetri matrix A. It follows from the denition of strit J sign-symmetriity,
that the element aij is positive.
2. One of the indies i, j belongs to the set J , and the other belongs to the set {1, . . . , n}\J .
Let us take i ∈ J , j ∈ {1, . . . , n} \ J (the seond ase is studied by analogy). Then the
element aij of the matrix A hanges its sign (with the i-th row), when multiplying from
the left by the matrix D−1 = D, and it remains the same (with the j-th olumn) when
multiplying from the right by D. As it follows, the element a˜ij of the matrix A˜ is equal to
the element aij of the stritly J sign-symmetri matrix A, taken with the opposite sign.
It follows from the denition of strit J sign-symmetriity, that if one of the indies i, j
belongs to the set J , and the other belongs to the set {1, . . . , n} \ J , then the element aij
is negative. As it follows, a˜ij = −aij is positive.
3. Both the indies i, j belong to the set J . In this ase the element aij hanges its sign twie:
with the i-th row when multiplying from the left by D, and with the j-th olumn when
multiplying from the right by D. As it follows, a˜ij = aij , and, using the denition of strit
J sign-symmetriity, we'll get, that aij is positive.

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Corollary. Let the matrix A of a linear operator A : Rn → Rn be stritly J sign-symmetri.
Then the spetral radius ρ(A) > 0 is a simple positive eigenvalue of the operator A, dierent in
modulus from the other eigenvalues.
The lass of positive matries belongs to the more general lass of irreduible nonnegative
matries. To desribe this lass, remember the following denition. A matrix A is alled reduible,
if there exists a permutation of oordinates suh that:
P−1AP =
(
A1 0
B A2
)
, (3)
where P is an n × n permutation matrix (eah row and eah olumn have exatly one 1 entry
and all others 0), A1, A2 are square matries. Otherwise the matrix A is alled irreduible. The
Frobenius theorem, whih generalizes the Perron theorem to the ase of nonnegative irreduible
matries, is widely known: let the matrix A of a linear operator A be nonnegative and irreduible.
Then the spetral radius ρ(A) > 0 is a simple positive eigenvalue of the operator A, with the
orresponding positive eigenvetor x1. If h is a number of the eigenvalues of the operator A, whih
are equal in modulus to ρ(A), then all of them are simple and they oinide with the h-th roots of
(ρ(A))h. More than that, the spetrum of the operator A is invariant under rotations by 2pi
h
about
the origin.
The number h of the eigenvalues, whih are equal in modulus to ρ(A), is alled the index of
imprimitivity of the irreduible operator A. The operator A is alled primitive, if h(A) = 1, and
imprimitive, if h(A) > 1.
Let us generalize the denition of strit J sign-symmetriity in order to reeive a lass of
matries, whih inludes all non-negative matries.
A matrix A of a linear operator A : Rn → Rn is alled J sign-symmetri, if there exists suh
a subset J ⊆ {1, . . . , n}, that the inequality aij ≤ 0 is true for any two numbers i, j, one of whih
belongs to the set J , and the other belongs to the set {1, . . . , n} \ J ; and the strit inequality
aij < 0 is true only if one of the numbers i, j belongs to J , and the other belongs to {1, . . . , n}\J .
It's not diult to see, that if the matrix A is J sign-symmetri and irreduible, then the set J
in the denition of J sign-symmetriity is uniquely dened (up to the set {1, . . . , n} \ J ). If A
is reduible, then there is a nite number k > 2 of possible ways of onstruting the set J .
Let us generalize theorem 3 to the ase of J sign-symmetri irreduible matries.
Theorem 4. Let A be a J sign-symmetri matrix. Then it an be represented in the following
form:
A = DA˜D−1,
where A˜ is a nonnegative matrix, D is a diagonal matrix, whih diagonal elements are equal to
±1. More than that, if A is irreduible, then A˜ is also irreduible.
Proof. The proof of the fat, that a J sign-symmetri matrix A is similar to a nonnegative
matrix, is quite analogial to the proof of theorem 3. Let us prove the irreduibility. Suppose the
opposite: let the nonnegative matrix A˜ be reduible, and the initial J sign-symmetri matrix A
be irreduible. As it follows from the denition of reduibility, there exists suh a permutation of
oordinates, that the matrix A˜ will be redued to anonial form (3). Sine the matries A and A˜
are onneted by the similarity transformation with a diagonal matrix D, then the matrix A will
also be redued to form (3) by the same permutation of oordinates. We ame to the ontradition,
beause of the matrix A is irreduible. 
Corollary. Let the matrix A of a linear operator A be J sign-symmetri and irreduible. Then
the spetral radius ρ(A) > 0 is a simple positive eigenvalue of the operator A. If h is a number of
the eigenvalues of the operator A, whih are equal in modulus to ρ(A), then all of them are simple
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and they oinide with the h-th roots of (ρ(A))h. More than that, the spetrum of the operator A
is invariant under rotations by
2pi
h
about the origin.
It's easy to see, that the number of all dierent types of stritly J sign-symmetri n × n
matries is equal to the number of all subsets of the set {1, . . . , n}, divided by 2, i.e. 2n−1. In
turn, the number of all dierent types of stritly J sign-symmetri C2n ×C
2
n matries is equal to
the number of all subsets of the set {1, . . . , C2n}, divided by 2, i.e. 2
C2n−1
.
7 The onnetion between theWmatrix and the seond ompound
matrix
Later on in this paper we shall study the ase, when the matrix A is J sign-symmetri, i.e. is
similar to a nonnegative matrix, and the seond ompound matrix A(2) is also J sign-symmetri,
i.e. is also similar to a non-negative matrix. Note, that this two onditions absolutely do not
mean, that the matrix A is similar to a 2totally positive matrix. This two onditions also do not
guarantee the reality of the peripheral spetrum of the matrix A. To show this, we should return
to the given above oneption of a Wbasis and a Wmatrix. The following theorem about the
link between the struture of the matrix A
(2)
W , onstruted with respet to an arbitrary set W ,
whih satises onditions (1) and (2), and the struture of the seond ompound matries A(2),
is true.
Theorem 5. Let the seond ompound matrix A(2) of the matrix A be stritly J sign-
symmetri. Then there exists suh a set W ∈ {1, . . . , n}×{1, . . . , n}, whih satises onditions
(1) and (2), that the orresponding Wmatrix A
(2)
W is positive.
The inverse statement is also true. Let a Wmatrix A
(2)
W of a matrix A be positive. Then the
seond ompound matrix A(2) is stritly J symmetri.
Proof. ⇐ Let a Wmatrix A
(2)
W of a matrix A, onstruted with respet to a set W , whih
satises onditions (1) and (2), be positive. Show, that the seond ompound matrixA(2) is stritly
J sign-symmetri. Dene the set J by the following way:
J = {α : (i, j) ∈ (M ∩W ) \∆},
where α is the number of the set (i, j) in the lexiographi numeration. Verify, that the minor
A
(
i j
k l
)
, where i < j, k < l is negative if and only if one of the numbers of the sets (i, j),
(k, l) belongs to the set J , and the other belongs to the set {1, . . . , C2n} \ J . First examine the
following deomposition of the set M :
M = (M ∩W ) ∪ (M ∩ W˜ ).
Then the following representation is true:
M ×M = ((M ∩W )× (M ∩W )) ∪ ((M ∩W )× (M ∩ W˜ ))∪
∪((M ∩ W˜ )× (M ∩W )) ∪ ((M ∩ W˜ )× (M ∩ W˜ )).
Analyze an arbitrary minor A
(
i j
k l
)
, where i < j, k < l. One of the following four ases
takes plae:
1. Both the numbers of the sets (i, j), (k, l) belong to the set J . In this ase both the pairs
(i, j) and (k, l) belong to the set M ∩W . The minor A
(
i j
k l
)
oinides with an element
of a positive matrix A
(2)
W , as it follows, it is positive.
2. Both the numbers of the sets (i, j), (k, l) belong to the set {1, . . . , C2n}\J . It's easy to see,
that the set {1, . . . , C2n} \ J onsists of the numbers of those and only those pairs, whih
belong to the set M ∩ W˜ . As it follows, both the pairs (i, j), (k, l) belong to the set M ∩ W˜ .
Let us hange plaes of the rows and the olumns of the minor (the minor will hange its
sign twie). We'll reeive the equality A
(
i j
k l
)
= A
(
j i
l k
)
. Sine both the pairs (j, i) and
(l, k) belong to the set M ∩W , then the minor A
(
j i
l k
)
oinides with an element of the
matrix A
(2)
W and, as it's follows, it's also positive.
3. The number of the pair (i, j) belongs to the set J , and the number of the pair (k, l) belongs
to the set {1, . . . , C2n}\J . In this ase the pair (i, j) ∈M ∩W , and the pair (k, l) ∈M ∩W˜ .
As it follows from the equality A
(
i j
k l
)
= −A
(
i j
l k
)
, the minor A
(
i j
k l
)
is opposite to
an element of a positive matrix A
(2)
W , that's why it's negative.
4. The ase, when the pair (i, j) ∈M ∩ W˜ , and the pair (k, l) ∈M ∩W , is studied by analogy.
⇒ Let us prove the inverse. Let the seond ompound matrixA(2) be stritly J sign-symmetri.
As it follows, there exists a subset J ⊆ {1, . . . , C2n}, for whih a
(2)
αβ < 0 if and only if one of the
numbers α, β belongs to the set J , and the other belongs to the set {1, . . . , C2n} \ J . Dene a
set W for whih the orresponding Wmatrix A
(2)
W is positive, by the following way: (i, j) ∈W if
and only if one of the following two ases takes plae:
(a) i < j, and the number α of the pair (i, j) (in the lexiographi numeration), belongs to the
set J ;
(b) i > j, and the number α˜ of the pair (j, i) belongs to the set {1, . . . , C2n} \ J .
It's easy to see, that the setW satises onditions (1) and (2). The positivity of the orresponding
Wmatrix is proved by analogy with the rst part of the proof of the theorem. 
Later on we shall impose on the matrix A(2) the ondition of J symmertriity together with
the ondition of irreduibility.
Theorem 6. Let the seond ompound matrix A(2) of a matrix A be J sign-symmetri. Then
there exists suh a set W ∈ {1, . . . , n}×{1, . . . , n}, whih satises onditions (1) and (2), that
the orresponding Wmatrix A
(2)
W is nonnegative. More than that, if A
(2)
is irreduible, then A
(2)
W
is also irreduible.
The inverse is also true. Let a Wmatrix A
(2)
W of the matrix A be nonnegative. Then the
seond ompound matrix A(2) is J sign symmetri, and if A
(2)
W is irreduible, then A
(2)
is also
irreduible.
Proof. ⇒ Let us dene the set W , orresponding to the set J , as it was shown above in the
proof of theorem 5: (i, j) ∈W if and only if one of the following two ases takes plae:
(a) i < j and the number α of the pair (i, j) in the lexiographi numeration belongs to the set
J ;
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(b) i > j and the number α˜ of the "inverse" pair (j, i) in the lexiographi numeration belongs
to the set {1, . . . , C2n} \ J .
The nonnegativity of the matrix A
(2)
W is proved by analogy with the proof of the positivity of
the matrix A
(2)
W in theorem 5. The irreduibility of the matrix A
(2)
W is proved by analogy with the
proof of the irreduibility of the matrix A˜ in theorem 4. 
8 Generalization of the GantmaherKrein theorems to the ase
of a positive matrix with a stritly J sign-symmetri seond
ompound matrix.
Let us prove the following theorem about the spetral properties of a positive matrix with a
stritly J sign-symmetri seond ompound matrix.
Theorem 7. Let the matrix A of a linear operator A be positive. Let its seond ompound
matrix A(2) be stritly J sign-symmetri. Then the operator A has the rst positive simple
eigenvalue λ1 = ρ(A), and the seond positive simple eigenvalue λ2:
λ1 > λ2 > |λ3| > . . . > 0.
Proof. Enumerate the eigenvalues of the matrixA in order of derease of their modules (taking
into aount their multipliities):
|λ1| ≥ |λ2| ≥ |λ3| ≥ . . . ≥ |λn|
Applying the Perron theorem to the matrix A, we get: λ1 = ρ(A) > 0 is a simple positive
eigenvalue of A. Examine the seond ompound matrix A(2), whih is stritly J sign-symmetri.
Applying theorem 5 to the matrix A(2), we get, that there exists suh a set W , for whih the
Wmatrix A
(2)
W is positive. Applying the Perron theorem to the matrix A
(2)
W , we get: ρ(A
(2)
W ) > 0
is a simple positive eigenvalue of A
(2)
W .
As it follows from the statement of theorem 2, a Wmatrix A
(2)
W has no other eigenvalues,
exept all the possible produts of the form λiλj , where i < j. Therefore ρ(A
(2)
W ) > 0 an be
represented in the form of the produt λiλj with some values of the indies i, j, i < j. It follows
from the fats that the eigenvalues are numbered in a dereasing order, and there is only one
eigenvalue on the spetral irle |λ| = ρ(A), that ρ(A
(2)
W ) = λ1λ2. Therefore λ2 =
ρ(A
(2)
W
)
λ1
> 0. 
Let us give some examples, whih illustrate theorem 7.
Example 3. Let
A =

30 41 3 16
41 61 3 20
3 3 1 2
16 20 2 10

Then the seond ompound matrix is the following:
A(2) =

149 −33 −56 −60 −156 12
−33 21 12 32 34 −10
−56 12 44 22 90 −2
−60 32 22 52 62 −14
−156 34 90 62 210 −10
12 −10 −2 −14 −10 6

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In this ase the set J is equal to {1, 6} or {2, 3, 4, 5}. Aording to theorem 7, the operator
A has the rst and the seond simple positive eigenvalues (they are equal to 97,0688 and 4,16138
respetively).
Example 4. Let
A =

2 5 4 3
3 36 25 12
3 25 18 9
3 12 9 6

Then the seond ompound matrix is the following:
A(2) =

57 38 15 −19 −48 −27
35 24 9 −10 −30 −18
9 6 3 −3 −6 −3
−33 −21 −9 23 24 9
−72 −48 −18 24 72 42
−39 −27 −9 9 42 27

The set J is equal to {1, 2, 3} or {4, 5, 6}.
Aording to theorem 7, the operator A has the rst positive simple eigenvalue (whih is equal
to 58.5009) and the seond positive simple eigenvalue (whih is equal to 3.09002).
The following statement an be easily proved by analogy with theorem 7, using the orollary
from theorem 3 instead of Perron's theorem: let the matrix A of a linear operator A be stritly
J sign-symmetri together with its seond ompound matrix A(2). Then the operator A has the
rst positive simple eigenvalue λ1 = ρ(A), and the seond positive simple eigenvalue λ2:
λ1 > λ2 > |λ3| > . . . > 0.
9 Permutations and isomorphisms of the spae X
It is well-known (see [1℄, p. 317, theorem 13), that if the matrix A of a linear operator A is
nonnegative together with its seond ompound matrix A(2), then the two largest in modulus
eigenvalues of the operator A are real and nonnegative. However, if we hange the nonnegativity
of the seond ompound matrix A(2) by the nonnegativity of aW -matrixA
(2)
W , then the peripheral
spetrum of the operator A will not be always real. Later on we'll show, that the reality of the
peripheral spetrum of A depends on if the binary relation, dened by the set W , possesses the
additional property of transitivity.
Let us all the set W , whih satises onditions (1) and (2), transitive, if the binary relation,
dened by W on the set {1, . . . , n}, is a linear order relation. To analyze the ase, when the set
W is transitive, we shall use the following lemma.
Lemma 2. Every setW , whih denes a linear order relation on the set {1, . . . , n}, is uniquely
dened by the permutation θ = (θ(1), . . . , θ(n)). The inverse is also true: every permutation θ of
indies {1, . . . , n} is uniquely dened by the set W , whih denes a linear order relation on the
set {1, . . . , n}.
Proof.⇒ Given a permutation θ = (θ(1), . . . , θ(n)). Dene a set W by the following way: the
pair (i, j) ∈ W , if and only if θ−1(i) ≤ θ−1(j), where θ−1 is the inverse permutation to θ. Show,
that the set W denes a linear order relation on {1, . . . , n}. Properties (1) and (2) are obvious.
Let us verify the property of transitivity. Let the inlusions (i, j) ∈W and (j, k) ∈W be true for
some indies i, j, k ∈ {1, . . . , n}. Then the inequalities θ−1(i) ≤ θ−1(j) and θ−1(j) ≤ θ−1(k) are
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true. As it follows from this two inequalities and the property of transitivity of the natural linear
order relation on {1, . . . , n}, the inequality θ−1(i) ≤ θ−1(k) and the inlusion (i, k) ∈ W are
true. The transitivity is also realized.
⇐ Given a set W , whih denes a linear order relation on {1, . . . , n}. Let us dene the
permutation θ with the help of the following algorithm:
1) On the rst step we dene θ1(1) = 1.
2) On the seond step we dene θ2(1) = 2, θ2(2) = 1, if (2, 1) ∈ W and θ2(1) = 1, θ2(2) = 2
otherwise.
3) On the jth step we have a permutation θj−1 of j − 1 indies. Dene l = max{k : 1 ≤ k ≤
j−1; (θj−1(k), j) ∈W} (in the ase, when for any k : 1 ≤ k ≤ j−1 the inlusion (θj−1(k), j) ∈ W˜
is true, we dene l = 0) and let
θj(i) =

θj−1(i), if i ≤ l ;
j, if i = l + 1 ;
θj−1(i− 1), if l + 1 ≤ i ≤ j .
On the n-th step we have a permutation of n indies. Show, that suh a permutation denes
the given set W . Dene the set V by this permutation, as it was shown above in the rst part of
the proof. Show, that the set V oinides with the set W . Let (i, j) ∈ V . In this ase it follows
from the inequality θ−1(i) ≤ θ−1(j), that the index i preedes the index j in the image of the
set {1, . . . , n} by the permutation θ. Let k1, . . . , km be indies, disposed between i and j in
θ(1, . . . , n). Write θ(1, . . . , n) in the following form:
θ(1, . . . , n) = . . . , i, k1, . . . , km, j, . . . .
It follows from the onstrution of the permutation θ, that all the pairs (i, k1), (k2, k3), . . . ,
(km−1, km), (km, j) belong to the set W . Sine W is transitive, the inlusion (i, k2) ∈ W follows
from the inlusions (i, k1) ∈ W, (k1, k2) ∈ W . Then, the inlusion (i, k3) ∈ W follows from the
inlusions (i, k2) ∈W, (k2, k3) ∈W . Repeating this reasoning for m times, we'll get the inlusion
(i, j) ∈W . As it follows, the inlusion V ⊆W is true. Prove the inverse inlusion. Let (i, j) ∈W .
Prove, that (i, j) ∈ V . It's enough for this to show, that θ−1(i) ≤ θ−1(j). Suppose the opposite:
let θ−1(i) > θ−1(j). Then the index j preedes the index i in the image of the set {1, . . . , n} by
the permutation θ, and it follows from the above reasoning, that (j, i) ∈ W . As it follows, both
the pairs (i, j) and (j, i) belong to the set W . This ontradits ondition (2). 
Let Qθ be a permutation operator, dened on the basi vetors by the following way:
Qθ(ei) = eθ(i) (i = 1, . . . , n). The following theorem is true.
Theorem 8. Let the matrix A of a linear operator A : Rn → Rn be nonnegative, and let its
seond ompound matrix A(2) be J sign-symmetri. Let the set W , orresponding to the set of
the indies J , be transitive. Then there exists suh a permutation operator Qθ, that the matrix
P = QTθAQθ is nonnegative together with its seond ompound matrix P
(2)
. More than that, if
the matries A and A(2) are irreduible, the matries P and P(2) are also irreduible.
Proof. Dene the permutation θ with respet to the set W , using the algorithm, given above.
It's easy to see, that pij = aθ(i)θ(j). The matrix P = Q
T
θ AQθ is obviously nonnegative and
irreduible. Prove the nonnegativity of the seond ompound matrix P(2). Study an arbitrary
minor P
(
i j
k l
)
, where i < j, k < l. It is equal to the generalized minor A
(
θ(i) θ(j)
θ(k) θ(l)
)
.
It follows from the inequalities i < j, k < l and the onstrution of the permutation θ, that
both the pairs (θ(i), θ(j)) and (θ(k), θ(l)) belong to the set W (a pair (θ(i), θ(j)) ∈W if and only
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if θ−1θ(i) ≤ θ−1θ(j)). As it follows, the minor A
(
θ(i) θ(j)
θ(k) θ(l)
)
is an element of the Wmatrix
A
(2)
W , dened by the matrix A and the set W . So it's easy to see, that the matrix P
(2)
oinide
(up to a permutation of oordinates) with the Wmatrix A
(2)
W , whih is, aording to theorem 6,
nonnegative and irreduible. 
Note, that in the ase, when the set W is not transitive, the statement of theorem 8 is not
always orret.
10 Approximation of a J sign-symmetri matrix by stritly J 
sign-symmetri matries.
Let us prove the generalization of the statement about the approximation of a totally positive
matrix by stritly totally positive matries (see [1℄, p. 317, orollary from the theorem 12), using
theorem 8.
Theorem 9. Let A be a nonnegative matrix. Let its seond ompound matrix A(2) be J sign-
symmetri. Let the set W , orresponding to one of possible sets of the indies J , be transitive.
Then there exists a sequene {An} of positive matries with stritly J sign-symmetri seond
ompound matries, whih onverges to A.
Proof. Aording to theorem 8, there exists a permutation operator Qθ, for whih the matrix
P = QTθ AQθ is nonnegative together with its seond ompound matrix P
(2)
. Using the statement
about the approximation of a totally positive matrix by stritly totally positive matries (see [1℄,
p. 317, orollary from the theorem 12), let us onstrut a sequene of positive matries Pn with
positive seond ompound matries P
(2)
n , whih onverges to P. Examine the sequene An =
QθPnQ
T
θ . It's easy to see, that the sequene {An} onverges to the matrix A. It's also easy to
see, that every matrix A
(2)
n is stritly J sign-symmetri. 
We get the following statement, using theorem 9 and the property of ontinuity.
Theorem 10. Let A be a nonnegative matrix. Let its seond ompound matrix A(2) be J 
sign-symmetri. Let the set W , orresponding to one of possible sets of the indies J , be transitive.
Then the two largest in modulus eigenvalues of the operator A are nonnegative.
Proof. The proof of theorem 10 follows from the statement of theorem 7 of the existene
of the two largest in modulus positive simple eigenvalues of a positive matrix with a stritly
J sign-symmetri seond ompound matrix. 
Later on we'll show, that if the set W , orresponding to the set of the indies J , is not
transitive, then the statement of theorem 10 of reality of the rst two eigenvalues will not be true.
Let us generalize the statements, proved above, to the lass of J sign-symmetri matries with
J sign-symmetri seond ompound matries. Let A be a J sign-symmetri matrix, and let J
be a subset of the set {1, . . . , n} in the denition of J sign-symmetriity (i.e. suh a subset, that
the inequality aij ≤ 0 is true for any two numbers i, j, one of whih belongs to the set J , and the
other belongs to the set {1, . . . , n} \ J ; and the strit inequality aij < 0 is true only if one of
the numbers i, j belongs to J , and the other belongs to {1, . . . , n} \ J ). Let A(2) be a J sign-
symmetri matrix. Let J˜ be a subset of {1, . . . , C2n} in the denition of J sign-symmetriity for
the matrix A(2). Let us onstrut a set Ŵ (J , J˜ ) ⊆ ({1, . . . , n} × {1, . . . , n}) with respet to
the sets J and J˜ by the following way.
A pair (i, j) belongs to the set Ŵ (J , J˜ ) if and only if one of the following four ases takes
plae:
(a) i < j, both the numbers i, j belong either to the set J , or to the set {1, . . . , n} \ J , and
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the number α, orresponding to the pair (i, j) in the lexiographi numeration, belongs to
the set J˜ ;
(b) i < j, one of the numbers i, j belongs to the set J , and the other belongs to the set
{1, . . . , n} \ J , and the number α, orresponding to the pair (i, j) in the lexiographi
numeration, belongs to the set {1, . . . , C2n} \ J˜ ;
() i > j, both the numbers i, j belong either to the set J , or to the set {1, . . . , n} \ J , and
the number α, orresponding to the pair (j, i) in the lexiographi numeration, belongs to
the set {1, . . . , C2n} \ J˜ ;
(d) i > j, one of the numbers i, j belongs to the set J , the other belongs to the set {1, . . . , n}\J ,
and the number α, orresponding to the pair (j, i) in the lexiographi numeration, belongs
to the set J˜ .
Let us prove the following statement.
Theorem 11. Let A be a J sign-symmetri matrix. Let its seond ompound matrix A(2)
also be J sign-symmetri. Let the set Ŵ (J , J˜ ) be transitive. Then there exists a sequene {An}
of stritly J sign-symmetri matries with stritly J sign-symmetri seond ompound matries,
whih onverges to A.
Proof. Let A be a J sign-symmetri matrix. Then, aording to theorem 4, the matrix A
an be represented in the form:
A = DA˜D−1, (4)
where A˜ is a nonnegative matrix. Examine the seond ompound matrix A(2). It's known (see [1℄,
p. 80, property 1), that the ompound matrix of a produt of matries, is equal to the produt of
ompound matries of the fators. As it follows, the matrix A(2) an be represented in the form:
A(2) = D(2)A˜(2)(D−1)(2).
It's also known (see [1℄, p. 80, property 2), that the inverse matrix of the ompound matrix is
equal to the ompound matrix of the inverse matrix. I.e. (D−1)(2) = (D(2))−1, and the equality
A(2) = D(2)A˜(2)(D(2))−1 (5)
is orret.
Express the matrix A˜(2) from equality (5):
A˜(2) = (D(2))−1A(2)D(2). (6)
Both the matries D(2) and (D(2))−1 are diagonal matries, whih diagonal elements are equal
to ±1. Aording to the onditions of the theorem, the matrix A(2) is J sign-symmetri. So,
it's easy to see, that the matrix A˜(2) is also J sign-symmetri. As it follows, we an apply
given above theorem 9 to the nonnegative matrix A˜ with a J sign-symmetri seond ompound
matrix A˜(2). Aording to theorem 9, if the set W , orresponding to the set Ĵ in the denition
of J sign-symmetriity of the matrix A˜(2), is transitive, then there exists a sequene {A˜n} of
positive matries with stritly J sign-symmetri seond ompound matries, whih onverges to
the matrix A˜. Let us onstrut the sequene {An} by the following way: An = DA˜nD−1, where
D is a diagonal matrix in equality (4). It's easy to see, that the sequene {An} onverges to the
matrix A. It's also easy to see, that for any n = 1, 2, . . . both the matrix An and its seond
ompound matrix are stritly J sign-symmetri.
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Show, that the set W , orresponding to the set Ĵ in the denition of J sign-symmetriity of
the matrix A˜(2) oinide with Ŵ (J , J˜ ). Write the matrix A˜(2), using equality (6):
A˜(2) = (D(2))−1A(2)D(2).
Applying theorem 4 to the matrix A(2), we'll get:
A(2) = D̂ÂD̂−1,
where Â is a nonnegative C2n × C
2
n matrix, D̂ is a diagonal matrix, whih diagonal elements are
equal to ±1. Therefore, the following equality is true:
A˜(2) = (D(2))−1D̂ÂD̂−1D(2). (7)
Write equality (7) in the following form:
A˜(2) = D˜ÂD˜−1,
where D˜ = (D(2))−1D̂. Beause of D(2) is a diagonal matrix, whih diagonal elements are equal
to ±1, it's obvious, that (D(2))−1 = D(2), and, as it follows, D˜ = D(2)D̂.
It follows from the proofs of theorems 3 and 4, that the set Ĵ is dened by the matrix D˜ by
the following way: the index α belongs to the set Ĵ if and only if the element d˜αα = −1. It's also
easy to see, that the elements of the diagonal matrix D(2) an be dened by the set J by the
following way:
d
(2)
αα = −1, if one of the indies (i, j) of the pair with the number α in the lexiographi
numeration, belongs to the set J , and the other belongs to {1, . . . , n} \ J ;
d
(2)
αα = 1, if both the indies (i, j) belong either to the set J or to the set {1, . . . , n} \ J .
The elements of the diagonal matrix D̂ are dened by the following way:
d̂αα =
 −1, if α ∈ J˜ ;1, otherwise.
The equality d˜αα = d
(2)
ααd̂αα is true for the elements of the matrix D˜. As it follows, the elements
of the set Ĵ an be dened by the following way. The element α belongs to the set Ĵ if and only
if one of the following two ases takes plae:
(a) both the numbers i, j of the pair with the number α in the lexiographi numeration, belongs
either to the set J or to the set {1, . . . , n} \ J , and the number α belongs to the set J˜ ;
(b) one of the numbers i, j belongs to the set J , the other belongs to the set {1, . . . , n} \ J ,
and the number α belongs to the set {1, . . . , C2n} \ J˜ .
It's easy to see, that the set W , orresponding to suh a set Ĵ , will oinide with Ŵ (J , J˜ ). 
The following statement omes out from theorem 11.
Theorem 12. Let A be a J sign-symmetri matrix. Let its seond ompound matrix A(2)
be also J sign-symmetri. Let the set Ŵ (J , J˜ ) be transitive. Then the two largest in modulus
eigenvalues of the operator A are nonnegative.
Note, that if the set Ŵ (J , J˜ ) is not transitive, then the approximation of a J sign-symmetri
matrix with a J sign-symmetri seond ompound matrix by stritly J sign-symmetri matries
with stritly J sign-symmetri seond ompound matries is not always possible, and the statement
of the reality of the two largest in modulus eigenvalues is not always true.
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11 Generalization of the GantmaherKrein theorems to the ase
of an irreduible nonnegative matries with an irreduible J 
sign-symmetri seond ompound matrix.
One an reeive more detailed information on the struture of the spetrum, than given in theorems
10 and 12, imposing on the matrixA and it seond ompound matrixA(2) the additional ondition
of irreduibility.
Theorem 13. Let the matrix A of a linear operator A : Rn → Rn be nonnegative and
irreduible and let its seond ompound matrix A(2) be irreduible and J sign-symmetri. Let the
set W , orresponding to the set of the indies J , be transitive. Then h(A) = 1 and the operator A
has the rst simple positive eigenvalue λ1, equal to the spetral radius ρ(A), and the seond simple
positive eigenvalue λ2:
λ1 > λ2 ≥ |λ3| > . . . .
If h(A) = h(A ∧A) = 1, then λ2 is dierent in modulus from the other eigenvalues. If h(A) = 1,
and h(A ∧ A) > 1, then the operator A has h(A ∧ A) eigenvalues λ2, λ3, . . . , λh(A∧A)+1, equal in
modulus to λ2, eah of them is simple, and they oinide with the h(A ∧A)th roots of λ
h(A∧A)
2 .
Proof. The equality h(A) = 1 follows from the statement of theorem 10 of the reality of the
peripheral spetrum. The existene and the positivity of the rst and the seond eigenvalues are
proved by analogy with theorem 7. The simpliity of λ2 follows from the equality λ2 =
ρ(A∧A)
ρ(A)
and the simpliity of the eigenvalues ρ(A) and ρ(A ∧A).
In the ase of h(A) = h(A∧A) = 1 the distintion in modulus of λ2 from the other eigenvalues
is obvious.
In the ase of h(A ∧ A) > 1 it follows from theorem 2 and the properties of the peripheral
spetrum of the imprimitive operator A∧A, that the equality λj =
ρ(A∧A)e
2pi(j−1)i
h(A∧A)
ρ(A) is true for the
eigenvalues λj , j = 2, . . . , h(A ∧A) + 1. 
Later on we shall show, that if the set W is not transitive, then the spetrum of the operator
A has another strutue (there is just three eigenvalues on the spetral irle |λ| = ρ(A)).
Theorem 14. Let the matrix A of a linear operator A : Rn → Rn be nonnegative and
irreduible, and let its seond ompound matrix A(2) be J sign-symmetri and also irreduible.
Let the set W , dened by the set of the indies J be non-transitive. Then the operator A has the
rst positive eigenvalue λ = ρ(A) with orresponding positive eigenvetor x1. More than that, there
is just three eigenvalues on the spetral irle |λ| = ρ(A), all of them are simple and oinide with
3th roots of (ρ(A))3. The following equality for the indies of imprimitivity of the operators A and
A ∧A is true: h(A) = h(A ∧A) = 3.
Proof Let us prove that h(A) = h(A ∧ A) = 3 by ontradition, exluding all the possible
values h(A), exept h(A) = 3.
Suppose h(A) = 1. Enumerate the eigenvalues of the operator A, repeated aording to
multipliity, in order of derease of their modules:
|λ1| ≥ |λ2| ≥ . . . ≥ |λn|.
Applying the Frobenius theorem to the matrix A, we'll get, that the operator A has the rst
positive eigenvalue λ1 = ρ(A) > 0 with the orresponding positive eigenvetor x1, and λ1 is
simple and dierent in modulus from the other eigenvalues. Applying the Frobenius theorem to
the matrix A
(2)
W , whih is also nonnegative and irreduible, we'll get, that ρ(A ∧ A) is a simple
positive eigenvalue of the operator A ∧A, with the orresponding positive eigenvetor ϕ.
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It follows from the fat, that there is only one eigenvalue on the spetral irle |λ| = ρ(A), and
the statement of theorem 2, that the eigenvalue ρ(A∧A) > 0 an be represented in the form λ1λm,
with some unique value m > 1. Without loss of generality of the reasoning, we'll assume m = 2,
i.e., that ρ(A∧A) = λ1λ2. Then the eigenvetor ϕ, orresponding to the eigenvalue ρ(A∧A) an
be represented in the form of the exterior produt x1 ∧ x2 of the eigenvetor x1, orresponding
to the eigenvalue λ1, and the eigenvetor x2, orresponding to the eigenvalue λ2. Let us examine
the oordinates of the vetor ϕ in the Wbasis, dened by the set W . All of them are positive.
Beause of W is not transitive, there exists at least one triple of indies i, j, k ∈ {1, . . . , n}, for
whih the inlusions (i, j), (j, k) ∈W , (i, k) ∈ W˜ are true. In this ase we'll reeive the following
system of inequalities for the oordinates of the vetor ϕ = x1 ∧ x2 in the Wbasis:
ϕα = x
1
ix
2
j − x
1
jx
2
i > 0;
ϕβ = x
1
jx
2
k − x
1
kx
2
j > 0;
ϕγ = x
1
kx
2
i − x
1
i x
2
k > 0.
(Here α, β, γ are the numbers of the pairs (i, j), (j, k) and (k, i) respetively, xli, x
l
j , x
l
k are the
oordinates of the vetors xl, l = 1, 2). Let us multiply the rst inequality by x
1
k, and the seond
inequality by x1i . (Note, that all the oordinates of the vetor x1 are positive, therefore the sings
of the inequalities will not hange after multipliation.) Add together both the inequalities. We'll
get the system:
x1j (x
1
i x
2
k − x
1
kx
2
i ) > 0;
x1kx
2
i − x
1
ix
2
k > 0.
It's easy to see, that this system has no solutions. We ame to the ontradition with the fat,
that ϕ = x1 ∧ x2, where x1 is a positive vetor. so the ase of h(A) = 1 is exluded.
Exlude the ase of h(A) = 2. For this we will prove that if a nonnegative operator A is
imprimitive with h(A) = 2, then its exterior square an not be nonnegative. Really, aording
to the Frobenius theorem, there are two eigenvalues ρ(A) > 0 and −ρ(A) on the spetral irle
|λ| = ρ(A) of the operator A. As it follows, there is only one negative eigenvalue −ρ2(A) on the
spetral irle |λ| = ρ(A∧A) of the operator A∧A, and that is impossible, if A∧A is nonnegative.
Exlude the ase of h(A) > 3. Prove that the operator A ∧A is reduible, if it is nonnegative
and h(A) > 3. Really, it follows from theorem 2 and the imprimitivity of A that all the eigenvalues
of the operator A∧A on the spetral irle |λ| = ρ(A∧A), an be represented as ouple produts
of dierent h(A)th roots of ρ(A)h(A). Let us examine λj = ρ(A)e
2pi(j−1)i
h(A) (j = 1, . . . , h(A)) 
all the eigenvalues of the operator A, situated on the spetral irle |λ| = ρ(A). It's obvious,
that λ2λh(A) = λ3λh(A)−1 = . . . = λkλh(A)−(k−2) = . . . = ρ(A)
2
. As it follows, the eigenvalue
ρ(A ∧ A) = ρ(A)2 of the operator A ∧ A is not simple, and that is impossible, if A ∧ A is
irreduible.
The only possible ase is h(A) = 3. Let us prove, that if A is imprimitive with the index of
imprimitivity h(A) = 3, and its exterior square is irreduible, that A∧A is also imprimitive with
h(A ∧ A) = 3. Really, in this ase there are three eigenvalues λ1 = ρ(A), λ2 = ρ(A)e
2pii
3
, λ3 =
ρ(A)e
4pii
3
on the spetral irle |λ| = ρ(A), and there is also three eigenvalues λ1λ2 = ρ(A)
2e
2pii
3
,
λ1λ3 = ρ(A)
2e
4pii
3
and λ2λ3 = ρ(A)e
2pii
3 ρ(A)e
4pii
3 = ρ(A)2, whih oinide with the 3th roots of
(ρ(A)2)3, on the spetral irle λ1 = ρ(A ∧A). 
This statement follows from theorem 14: if the matrix A of a linear operator A : Rn → Rn is
primitive, and its seond ompound matrix A(2) is irreduible and J sign-symmetri, then the set
W , orresponding to the set of the indies J , is transitive.
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Example 5. Let the operator A : R3 → R3 be dened by the matrix
A =
0 0 11 0 0
0 1 0
 .
This matrix is obviously nonnegative and irreduible.
In this ase the seond ompound matrix is the following:
A(2) =
0 −1 00 0 −1
1 0 0
 .
The matrixA(2) is obviously J sign-symmetri and irreduible. (In this ase the set J onsists
of two indies 1 and 3, or the one index 2). Examine the setW , orresponding to the set of indies
J = {1, 3}. It onsists of the pairs (1, 2) and (2, 3), whih have the numbers 1 and 3 in the
lexiographi numeration, and the pair (3, 1), the "inverse" of whih (1, 3) has the number 2 (see
illustration 1).
❞
t
❞
❞
❞
t
t
❞
❞
Illustration 1. The set W .
Suh a set W denes the non-transitive binary relation (1 ≺ 2), (2 ≺ 3), (3 ≺ 1) on the set of the
indies {1, 2, 3}. The operator A satises the onditions of theorem 14. It's easy to see, that A
has the rst positive simple eigenvalue λ = ρ(A) = 1, and there is just three eigenvalues 1, e
2pii
3
and e
4pii
3
on the spetral irle |λ| = 1, all of them are simple and oinide with 3th roots of 1.
12 Generalization of the GantmaherKrein theorems to the ase
of an irreduible J sign-symmetri matrix with an irreduible
J sign-symmetri seond ompound matrix.
Let us prove the generalization of the GantmaherKrein theorem to the ase of an irreduible
J sign-symmetri matrix, with an irreduible J sign-symmetri seond ompound matrix.
Theorem 15. Let the matrix A of a linear operator A : Rn → Rn be J sign-symmetri and
irreduible. Let its seond ompound matrix A(2) be also J sign-symmetri and irreduible. Then
one of the following two ases takes plae:
(1) The set Ŵ (J , J˜ ) is transitive. Then h(A) = 1, h(A ∧ A) is an arbitrary, and the operator
A has two positive simple eigenvalues λ1, λ2:
ρ(A) = λ1 > λ2 ≥ |λ3| ≥ . . . ≥ |λn|.
If h(A) = h(A∧A) = 1, then λ2 is dierent in modulus from the other eigenvalues. If h(A) =
1, and h(A ∧ A) > 1, then the operator A has h(A ∧ A) eigenvalues λ2, λ3, . . . , λh(A∧A)+1,
equal in modulus to λ2, eah of them is simple, and they oinide with the h(A ∧A)th roots
from λ
h(A∧A)
2 .
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(2) the set Ŵ (J , J˜ ) is not transitive. Then h(A) = h(A ∧ A) = 3, and there is just three
eigenvalues on the spetral irle |λ| = ρ(A). Eah of them is simple, and they oinide with
the 3th roots of (ρ(A))3.
Proof. Applying theorem 4, write the matrix A in form (4):
A = DA˜D−1,
where A˜ is a nonnegative irreduible matrix, D is a diagonal matrix, whih diagonal elements are
equal to ±1. In this ase the seond ompound matrix A(2) an be represented in form (5):
A(2) = D(2)A˜(2)(D(2))−1.
It's shown above in the proof of theorem 11, that the J sign-symmetriity of the matrix A˜(2)
follows from equality (5).
Aording to the onditions of the theorem, the matrix A(2) is irreduible. So, it's easy to see,
that the matrix A˜(2) is also irreduible. As it follows, we an apply given above theorems 13 and 14
to the nonnegative irreduible matrix A˜ with a J sign-symmetri irreduible seond ompound
matrix. It follows from the similarity of the matries A and A˜, that their spetra oinide. I.e.
applying theorems 13 and 14 we'll get, that one of the following two ases takes plae:
(1) The setW , orresponding to the set Ĵ in the denition of J sign-symmetriity of the matrix
A˜(2), is transitive. Then h(A) = 1, h(A ∧ A) is an arbitrary, and the operator A has two
positive simple eigenvalues λ1, λ2:
ρ(A) = λ1 > λ2 ≥ |λ3| ≥ . . . ≥ |λn|.
If h(A) = h(A∧A) = 1, then λ2 is dierent in modulus from the other eigenvalues. If h(A) =
1, and h(A ∧ A) > 1, then the operator A has h(A ∧ A) eigenvalues λ2, λ3, . . . , λh(A∧A)+1,
equal in modulus to λ2, eah of them is simple and they oinide with the h(A∧A)th roots
of λ
h(A∧A)
2 .
(2) The set W , orresponding to the set of the indies Ĵ , is not transitive. Then h(A) =
h(A ∧ A) = 3, and there is just three eigenvalues on the spetral irle |λ| = ρ(A). All of
them are simple and oinide with 3th roots of (ρ(A))3.
It's shown in the proof of theorem 11, that the set W , orresponding to the set of the indies
Ĵ in the denition of J sign-symmetriity of A˜(2), oinide with the set Ŵ (J , J˜ ). 
Example 6. Let the operator A : R3 → R3 be dened by the matrix
A =
 8, 5 0 6, 1−5, 6 3, 2 −7, 4
6 −2, 8 6, 6
 .
This matrix is J sign-symmetri and irreduible. In this ase the set J in the denition of J 
sign-symmetriity of the matrix A onsists of two indies 1 and 3.
In this ase the seond ompound matrix is the following:
A(2) =
 27, 2 −28, 74 −19, 52−23, 8 19, 5 17, 08
−3, 52 7, 44 0, 4
 .
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The matrix A(2) is also J sign-symmetri and irreduible. The set J˜ onsists of two indies
2 and 3.
Examine the set Ŵ (J , J˜ ). The pair (1, 2) belongs to Ŵ (J , J˜ ), beause of 1 < 2, 1 ∈ J ,
2 ∈ {1, 2, 3} \ J , and the number 1, orresponding to the pair (1, 2) in the lexiographi
numeration, belongs to the set {1, 2, 3} \ J˜ . The pair (1, 3) belongs to Ŵ (J , J˜ ), beause of
1 < 3, both the numbers 1 and 3 belong to the set J , and the number 2, orresponding to the
pair (1, 3) in the lexiographi numeration, belongs to the set J˜ . And the pair (3, 2) belongs to
Ŵ (J , J˜ ), beause of 3 > 2, 3 ∈ J , 2 ∈ {1, 2, 3} \ J , and the number 3, orresponding to the
pair (2, 3) in the lexiographi numeration, belongs to the set J˜ .
❞
t
t
❞
❞
❞
t
❞
❞
Illustration 2. The set Ŵ (J , J˜ ).
Suh a set Ŵ (J , J˜ ) denes the linear order relation 1 ≺ 3 ≺ 2 on the set of the indies {1, 2, 3}.
The operator A satises the onditions of theorem 15, ase (1). It's easy to see, that A has the
rst positive simple eigenvalue λ1 = ρ(A) = 15, 102, and the seond positive simple eigenvalue
λ2 = 3, 53642, whih is dierent in modulus from the other eigenvalues.
13 Remarks
The results of this artile an be easily generalized to the ase of k-totally J -sign-symmetri
matries with k = 3, 4, 5, . . . .
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