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Abstract: Reinforcement Learning is divided in two main paradigms: model-free
and model-based. Each of these two paradigms has strengths and limitations,
and has been successfully applied to real world domains that are appropriate to its
corresponding strengths. In this paper, we present a new approach aimed at bridging
the gap between these two paradigms that is at the same time data-efficient and
cost-savvy. We do so by learning a probabilistic dynamics model and leveraging it
as a prior for the intertwined model-free optimization. As a result, our approach can
exploit the generality and structure of the dynamics model, but is also capable of
ignoring its inevitable inaccuracies, by directly incorporating the evidence provided
by the direct observation of the cost. Preliminary results demonstrate that our
approach outperforms purely model-based and model-free approaches, as well as
the approach of simply switching from a model-based to a model-free setting.
1 Introduction
Reinforcement learning (RL) methods can generally be divided into Model-Free (MF) approaches, in
which the cost is directly optimized, and Model-Based (MB) approaches, which additionally employ
and/or learn a model of the environment. Both of these approaches have different strengths and
limitations [1]. Typically, MF approaches are very effective at learning complex policies, but the
convergence might require millions of trials and lead to (globally sub-optimal) local minima. On the
other hand, MB approaches have the theoretical benefit of being able to better generalize to new tasks
and environments, and in practice they can drastically reduce the number of trials required [2, 3].
However, for this generalization, an accurate model is necessary (either engineered or learned), which
on its own can be challenging to acquire. This issue is very crucial since any bias in the model
does not translate to a proportional bias in the policy – a weakly biased model might result in a
strongly biased policy. As a consequence, MB approaches have been often limited to low-dimensional
spaces, and often require a significant degree of engineering to perform well. Thus, it is desirable to
design approaches that can leverage the respective advantages and overcome the challenges of each
approach.
A second motivation for understanding and bridging the gap between MB and MF approaches is
provided by neuroscience. Evidence in neuroscience suggests that humans employ both MF and
MB approaches for learning new skills, and switch between the two during the learning process [4].
From the machine learning perspective, one possible explanation for this behavior can be found in
the concept of bounded rationality [5]. The switch from a MB approach to a MF approach after
learning sufficiently good policies can be motivated by the need to devote the limited computational
resources to new challenging tasks, while still being able to solve the previous tasks (with a sufficient
generalization capability). However, in the reinforcement learning community, there are limited
coherent frameworks that combine these two approaches.
In this paper, we propose a probabilistic framework that integrates MB and MF approaches. This
bridging is achieved by considering the cost estimated by the MB component as the prior for the
intertwined probabilistic MF component. In particular, we learn a dynamics model from scratch
which is used to compute the trajectory distribution corresponding to a given policy, which in turn
can be used to estimate the cost of the policy. This estimate is used by a Bayesian Optimization-based
MF policy search to guide the policy exploration. In essence, this probabilistic framework allows
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us to model and combine the uncertainty in the cost estimates of the two methods. The advantage
of doing so is to exploit the structure and generality of the dynamics model throughout the entire
state-action space. At the same time, the evidence provided by the observation of the actual cost can
be integrated into the estimation of the posterior.
We demonstrate our method on a 2D navigation task and a more complex simulated manipulation
task that requires pushing an object to a goal position. Our results show that the proposed approach
can overcome the model bias and inaccuracies in the dynamics model to learn a well-performing
policy, and yet retain and improve upon the fast convergence rate of MB approaches.
2 Related Work
Gaussian processes have been widely used in the literature to learn dynamics model [2, 6, 7, 8, 9]
and for control purposes [1, 10, 11]. By learning a forward dynamics model, it is possible to predict
the sequence of states (e.g., a trajectory) generated by the given policy. The main hypothesis here
is that the learning of the dynamics is a good proxy, full of structure, that allows to predict the
behavior of a given policy without evaluating it on the real system. This structure is particularly
valuable, as the alternative would be to directly predict the cost from the policy parameters (e.g., in
Bayesian optimization (BO)), which can be challenging, especially for high dimensional policies with
thousands or millions of parameters. However, MB approaches do not usually incorporate evidence
from the cost. Hence, if the model is inaccurate (e.g., due to intrinsic limitations of the models or
the compounding of the inaccuracies over trajectory propagation) the expected cost might be wrong,
even if the cost has been measured for the considered policy. This issue is often referred to as model
bias [12].
To overcome the model bias, [13] proposed to optimize not only the expected cost, but to also
incorporate the predicted variance. This modification results in a exploration-exploitation trade-off
that very closely connects to the acquisition functions used in BO. However, unlike our work, [13]
does not try to make use of MF approaches and therefore its approach can be considered as a specific
case of our framework where, once again, the evidence derived from directly observing the cost is
disregarded.
Recently, it has been proposed that a solution to overcoming the model bias is to directly train the
dynamics in a goal-oriented manner [14, 15] using the cost observations. However, this approach
has the drawback that the generality of the dynamics model is lost. Moreover, directly optimizing
the high dimensional dynamics in a goal-oriented fashion can be very challenging. In contrast, we
learn a general dynamics model and yet take the cost observations into account which allows us to
overcome the limitations of both pure MB and MF methods.
Several prior works have sought to combine MB and MF reinforcement learning, typically with the
aim of accelerating MF learning while minimizing the effects of model bias on the final policy. [16]
proposed a method that generates synthetic experience for MF learning using a learned model, and
explored the types of models that might be suitable for continuous control tasks. This work follows
on a long line of research into using learned models for generating synthetic experience, including the
classic Dyna framework [17]. Authors in [18] use models for improving the accuracy of MF value
function backups. In other works, models have been used to produce a good initialization for the MF
component [19, 20]. However, our method directly combines MB and MF approaches into a single
RL method without using synthetic samples that degrade with the modeling errors.
[21] also proposed to combine MB and MF methods, with the MF algorithm learning the residuals
from the MB return estimates. Our approach also uses the MB return estimates as a bias for MF
learning, but in contrast to [21], the MB component is incorporated as a prior mean into a Bayesian
model-free update, which allows our approach to reason about the confidence of the MF estimates
across the entire policy space. Our approach is perhaps most similar to [22] wherein a linear model is
learned in the feature space which is used to provide a prior mean for the MF updates. The features
used to learn the model are hand-picked. In contrast, we employ general dynamics models that are
learned from scratch.
2
3 Problem Formulation
The goal of reinforcement learning is to learn a policy that maximizes the sum of future rewards (or
equivalently minimize the sum of future costs). In particular, we consider a discrete-time, potentially
stochastic and non-linear, dynamical system
sk+1 = f(sk, ak) , (1)
where sk ∈ Rn and ak ∈ Rm denote the state and the action of the system respectively at time-step
k, and f : Rn × Rm 7→ Rn is the state transition map. Our objective is to find the parameters θ of
the policy pi(sk, θ) that minimizes a given cost function subject to the system dynamics. In the finite
horizon case, we aim to minimize the cost function
Jpi(k, s) = E
[
T−1∑
i=k
li(si, ai) + lT (sT )
]
, (2)
where T is time horizon, and li is the cost function at time-step i. One of the key challenges in
designing the policy pi is that the system dynamics f of Equation (1) are typically unknown. In this
work, we propose a novel approach that combines MF and MB methods to learn the optimal policy
pi(sk, θ
∗).
4 Background
Our general approach will be to learn the dynamics model of the system, and use Bayesian Optimiza-
tion (BO) to find the optimal policy parameters. In particular, we use a Gaussian Process (GP) to
model the underlying objective function in BO. In this section, we provide a brief overview of GPs
and BO. In the next section, we combine the learned dynamics model with BO to overcome some of
the challenges that pure MB and pure MF methods face.
4.1 Gaussian Process (GP)
GPs are a state-of-the-art probabilistic regression method [23]. In general, a GP can be used to
model a nonlinear map, g(z) : Rq1 → Rq2 , from an input vector z to the function value g(z).
Hence, we assume that function values g, associated with different values of z, are random variables
and that any finite number of these random variables have a joint Gaussian distribution [23]. For
GPs, we define a prior mean function, m(z), and a covariance function (or kernel), k(zi, zj), which
defines the covariance between any two function values, g(zi) and g(zj). The choice of kernel is
problem-dependent and encodes general assumptions such as smoothness of the unknown function.
In this work, we employ the squared exponential kernel where the hyperparameters are optimized by
maximizing the marginal likelihood [23].
The GP framework can be used to predict the distribution of the function g(z∗) at an arbitrary input z∗
based on the past observations, D = {zi, g(zi)}li=1. Conditioned on D, the prediction of the GP for
the input z∗ is a Gaussian distribution with posterior mean and variance given by
µ(z∗) = m(z∗) + kK−1(g −m) , Σ(z∗) = k(z∗, z∗)− kK−1kT , (3)
where K is the kernel matrix with Kij = k(zi, zj), m = [m(z1), . . . ,m(zl)] is the prior mean
function, k = [k(z1, z∗), . . . , k(zl, z∗)] and g = [g(z1), . . . , g(zl)]. Thus, the GP provides both the
expected value of the function at any arbitrary point z∗ as well as a notion of the uncertainty of this
estimate. In this paper, we use GPs within BO (discussed in Section 4.2), to map policy parameters
to predicted cost. In some of our simulations, we also use GPs to learn the unknown dynamics
model f in Equation (1), where, z represents (s, a) and g represents f . Central to our choice of
employing GPs is their capability of explicitly modeling the uncertainty in the underlying function.
This uncertainty allows to account for the model-bias in the dynamics model, and to deal with the
exploration/exploitation trade-off in a principled manner in BO.
4.2 Bayesian Optimization (BO)
BO is a gradient-free optimization procedure that aims to find the global minimum of an unknown
function [24, 25, 26]. At each iteration, BO uses the past observations D = {zi, g(zi)}li=1 to
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Algorithm 1 MBMF Algorithm
1: init: Sample policy parameters θ ∼ N(0, I)
2: Apply sampled policies on the system and record resultant state-input trajectory and cost data
3: Initialize D1 ← {(sk, ak), sk+1}; D2 ← {θ, J(θ)}
4: Train dynamics model fL : sk, ak → sk+1 using D1
5: Define JL(·): Computed by evaluating the trajectory distribution corresponding to pi using
Monte-Carlo on fL and computing the expected cost in Equation (2)
6: repeat
7: Train GP-based response surface Jˆ : θ → Jθ using D2 and JL(θ) as the prior mean
8: Minimize the acquisition function α: θ
′
= arg minθ α(Jˆ , θ)
9: Evaluate θ
′
on the real system f
10: Collect trajectory data (sk, ak, sk+1) and the observed cost J(θ
′
)
11: Add {θ′ , J(θ′)} to D2 and trajectory data to D1
12: Every F iterations:
13: Update the dynamics model fL based on D1
14: Redefine JL(·) based on the updated GP dynamics
15: until converged
model the objective function g : z → g(z), which is modeled using a GP. BO uses this model to
determine the next informative sample location by optimizing the so-called acquisition function.
Different acquisition functions are used in literature to trade off exploration and exploitation during
the optimization process [26]. In this work, we use the expected improvement (EI) acquisition
function [27]. Intuitively, EI selects the next parameter point where the expected improvement in
performance is maximal. In this paper, we use BO as our MF method, i.e., we use BO to find the
optimal policy parameters that minimize the cost function in Equation (2) directly based on the
observed cost on the system, as we will now detail in the next section.
5 Using Model-based Prior for Model-free RL
We now present our novel approach to incorporating a MB prior in MF RL, which we term Model-
Based Model-Free (MBMF). As with most MB approaches, our algorithm starts with training a
forward dynamics model fL from single-step state transition data D1 := {(sk, ak), sk+1}. This
model can be linear or non-linear and can be learned in a variety of ways, e.g., using linear regression,
GP regression, etc. Once the dynamics model is trained, for any given policy parameterization pi(·, θ),
we can predict the corresponding trajectory distribution by iteratively computing the distribution
of states sk := fL(sk−1, ak−1) for k = 1 . . . T . Given the trajectory distribution, we compute the
predicted distribution of the cost as a function of the policy parameters using Equation (2). We denote
the expected value of this predicted cost function as JL(θ)
At the same time, similarly to BO, we train a GP-based response surface, Jˆ(θ), that predicts J(θ)
given the measured tuples of D2 = {θ, J(θ)}. Here, J(θ) denotes the observed cost corresponding
to the policy pi(·, θ) for the given horizon, as defined in Equation (2). However, unlike plain BO,
we employ the prediction of the cost distribution from the dynamics model as the prior mean of the
response surface1. This modified response surface is then used to optimize the acquisition function α
to compute the next policy parameters θ
′
to evaluate on the real system. The policy pi(·, θ′) is then
rolled out on the actual system. The observed state-input trajectories and the realized cost data is
next added to D1 and D2 respectively, and the entire process is repeated again. A summary of our
algorithm is provided in Algorithm 1.
Intuitively, the learned dynamics model has the capability to estimate the cost corresponding to a
particular policy; however, it suffers from the model bias which translates into a bias in the estimated
cost. The BO response surface, on the other hand, can predict the true cost of a policy in the regime
where it has observed the training samples, as it was trained directly on the observed performances.
However, it can have a huge uncertainty in the cost estimates in the unobserved regime. Incorporating
1A more correct, but computationally harder approach would be to treat the full cost distribution as a prior
for the response surface.
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the model-based cost estimates as the prior allows it to leverage the structure of the dynamics model
to guide its exploration in this unobserved regime. Thus, using the model-based prior in BO leads to
a sample-efficient exploration of the policy space, and at the same time overcomes the biases in the
model-based cost estimates, leading to the optimal performance on the actual system.
Note that we collect trajectory data at each iteration so, in theory, we can update the dynamics model,
and hence the response surface prior, at each iteration. However, it might be desirable to update
the prior every F iterations instead, as the dynamics model might change significantly between
consecutive iterations, especially when the dataset D1 is small. We will demonstrate the effect of F
on the learning progress in Section 6.
It should also be noted that algorithms like PILCO [2] can be thought of as a special case of our
approach, where the response surface consists exclusively of the prior mean provided from a GP-based
dynamics model, without any consideration of the evidences (i.e., the measured costs). In other
words, PILCO does not take the dataset D2 into account. Leveraging D2 allows the BO to learn an
accurate response surface by accounting for the differences between the “belief" cost based on the
dynamics model and the actual cost observed on the system.
Remark 1 It is important to note that we do not explicitly compute the function JL(θ). The function
is only computed for specific θ that are queried by the optimization algorithm during the optimization
of the acquisition function (Line 8 of Algorithm 1).
Remark 2 The proposed approach is agnostic to the function approximator used to learn the
dynamics model; thus, different dynamics models, e.g., linear models, neural networks, GPs, Bayesian
neural networks, etc. can easily be used in the proposed framework.
6 Experimental Results
In this section, we compare the performance of MBMF with a pure MB method, a pure MF method,
as well as a combination of the two where the model is used to “warm start" the MF method.
6.1 Experimental Setting
Task details We apply the proposed approach as well as the baseline approaches on two different
tasks. In the first task, a 2D point mass is moving in the presence of obstacles. The setup of the task is
shown in Figure 2. The agent has no information about the position and the type of the obstacles (the
Grey cylinders). The goal is to reach the goal position (the Green circle) from the starting position
(the Red circle). For the cost function, we penalize the squared distance from the goal position.
In the second task, an under-actuated three degree-of-freedom (DoF) robotic arm (only two of the
three joints can be controlled) is trying to push an object from one position to another. The setup of
the task is shown in Figure 4. The Red box represents the object which needs to be moved to the goal
position, denoted by the Green box. As before, the squared distance from the goal position of the
object is used as the cost function.
These tasks pose challenging learning problem because they are under-observed, under-actuated, and
have both contact and non-contact modes, which result in discontinuous dynamics.
Implementation details For the GP regression, we use the GPy package [28]. We use the Dividing
Rectangles (DIRECT) algorithm [29] for all policy searches in this paper. For simulating the tasks,
we use OpenAI Gym [30] environments and the Mujoco [31] physics engine. In our experiments, we
employ linear policies, but more complex policies can be easily incorporated as well.
Baselines details For the MB method, we learn a dynamics model and use this dynamics model
to perform policy search. Given the dynamics model and the cost function, we learn a linear policy
using DIRECT. The resultant policy is then executed on the real system and the corresponding state
and action trajectories, as well as the resultant cost are obtained. The observed trajectories are then
added to the training set, and the entire process is repeated again. We denote this baseline as MB in
our plots.
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Figure 1: The mean (curves) and the standard deviation (shaded regions) of the cost obtained for
different approaches for the 2D point mass system. A pure MF approach is unable to perform well. A
pure MB approach continues to improve, but is outperformed by the MBMF, indicating the utility of
blending MB and MF approaches.
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(d) Trial 4
Figure 2: Trajectories obtained via executing the learned controller for the point mass system after 25
iterations. Each trial corresponds to different initial data, but was same across all approaches. The
optimal trajectory requires the system to overcome the obstacles (the Grey cylinders) to reach from
the initial position (the Red circle) to the goal position (the Green circle). MB and MF approaches
have different behavior across different trials and they often get stuck in the obstacles. MBMF, on the
other hand, is able to learn how to overcome the obstacles and consistently reaches the goal position.
For the MF method, we use BO to directly find the optimal policy parameters, and denote it as MF in
plots. In the final variant, we use the MB method above to optimize the policy for a given number of
iterations, after which we switch to BO and continue the optimization. The cost observations obtained
during the executions of MB method were used to initialize the BO. We denote it as MB+MF in
the plots. We will simulate this baseline for different switching points, which corresponds to the
number of iterations after which we switch from MB to MF approach. We denote this number by K
in our plots. Finally, we denote our approach as MBMF and also simulate it for multiple prior update
frequencies F .
6.2 2D Point Mass
The goal of this experiment is to demonstrate how leveraging the MB prior in the MF method can
reduce the model-bias and yet maintains the data-efficiency. We use a GP-based dynamics model for
this simulation, where we learn a separate GP for every dimension of the state. We use Monte-Carlo
simulation to find the trajectory distribution which is highly parallelizable and known to be very
effective for GPs [32]. Nevertheless, other schemes can be used to compute a good approximation of
this distribution [2].
The optimal mean cost (curve) and the standard deviation (shaded area) obtained for different
approaches (across thirty trials) as learning progresses are shown in Figure 1, where each iteration
corresponds to one execution on the real system. The MF approach (the dot-dashed Blue curve)
improves as the learning progresses, but is still significantly outperformed by all other approaches,
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indicating the data-inefficiency of a pure MF approach. The pure MB approach (the Green curve)
continues to improve as learning progresses; however, it is outperformed by MBMF very early on.
Interestingly, in this case, using MB method to warm start the MF method (with K=5) doesn’t
improve the performance, as evident from the dotted Orange curve, indicating that using the MB
component to initialize the MF component may not be sufficient for the policy improvement. In
contrast, using model information as a prior for the MF method (with F=10) outperforms the other
approaches and is able to learn a good policy roughly within 15 iterations, indicating the utility of
systematically incorporating the model information during policy exploration. We note that MBMF
also has a smaller variance compared to all the other baselines, indicating the consistency in its
performance.
We also simulated MB+MF and MBMF for different K and F respectively. A naive switching from
MB to MF fails to improve the policy even for different switching points, and thus are outperformed
by the pure MB approach. The frequency F at which the prior is updated in the MBMF approach,
however, affects the learning process. We found that switching the model prior too frequently or too
slowly both might lead to a suboptimal performance. Switching too often makes MBMF too sensitive
to the changes in the dynamics model, which can change significantly especially early-on in the
learning, and can “mis-guide" the policy exploration. On the other hand, switching too slowly may
strip it of the full potential of the dynamics model. In this particular case, the optimal frequency turns
out to be F = 10 (i.e., the MB prior is updated every 10 iterations). It might also be interesting to
note that the MBMF approach is at least as good as the best baseline for all values of F . Nevertheless,
systematically finding the optimal update frequency is an interesting future direction. The mean and
the standard deviation of the costs obtained by different approaches, as well as additional learning
curves can be found in appendix 8.1).
We also plot the trajectories obtained by executing the learned controller on the actual system for the
MB, MF and MBMF approaches in Figure 2. The initial and the goal positions are denoted by the
Red and the Green circles respectively. For comparison purposes, the globally optimal trajectory (the
dotted Red curve) was also computed, using the actual system dynamics obtained through MuJoCo;
however, the dynamics are unknown to any of the learning method. We plot the trajectories for
different trials, which correspond to different (but same across all methods) initial data. As evident
from the figure, the MBMF approach is consistently able to reach the goal state, whereas the MB and
MF approaches fail to achieve a consistent good performance. In particular, the optimal trajectory
requires the system to overcome the obstacle next to the starting position. A pure MB approach is
unable to consistently learn this behavior, potentially because it requires learning a discontinuous
dynamics model. Consequently, it is often unable to reach the goal position and gets stuck in the
obstacles (Figures 2a, 2d). Similarly, a pure MF approach is unable to learn to overcome the obstacles
within 25 iterations. MBMF approach, however, can take evidence into account and is able to
overcome this challenge to reach the goal state consistently, demonstrating its robustness to the
training data, which is also evident from a lower variance in the performance of MBMF.
6.3 Three DoF Robotic Arm
We again employ a GP-based dynamics model in this simulation. As evident from Figure 3,
MBMF(F=1) outperforms the other approaches and is continue to improve policy over iterations;
however, due to the computational complexity of a GP-based dynamics model, we stop the learning
process after 20 iterations. MB+MF approach(K=15) continues to improve after switching from MB
to MF; however, it is still outperformed by the pure MB approach. We also note that MBMF has a
significantly smaller variance compared to all other baselines, indicating that the MBMF approach is
robust to the initial training data
We also simulate the MB+MF and MBMF approaches for different Ks and F s. We only plot the
curves corresponding to optimal K and F in Figure 3 for brevity reasons, but additional learning
curves can an be found in appendix 8.2). Interestingly, in this case, if the prior update frequency is
too small (F is large), then the MBMF lags behind the pure MB approach, as it is not fully leveraging
the dynamics model information. However, if the right update frequency is chosen, then MBMF can
leverage the advantages of both MB and MF approaches and outperforms the two.
The corresponding trajectory comparison between MB and MBMF approaches in Figure 4 also
highlight the efficacy of MBMF in leveraging the advantages of both the MB and MF components to
quickly learn the optimal policy. A pure MB approach struggles with learning to move the object
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Figure 3: The mean (curves) and the standard deviation (shaded regions) of the cost obtained for
different approaches for the three DoF robotic arm. MBMF leverages the advantages of both MB and
MF approaches to design a better policy, indicating the data-efficiency of the MBMF approach, as
well as its ability to overcome the model bias.
(a) MBMF
(b) MB
Figure 4: (a) Trajectory obtained via executing the learned controller for the MBMF approach. The
Red box represents the object, which needs to be moved to the Green box. MBMF is able to push the
object fairly close to the goal position. (b) Trajectory obtained via executing the learned controller for
the pure model-based approach. A pure MB approach struggles with accomplishing this task, with
the final position of the object end up being very far from the goal position.
vertically in a straight line, potentially due to the complexity of the dynamics given the contact-rich
nature of the task. The MBMF approach, on the other hand, has the capability to trade-off the
observed costs and the predicted cost. As a result, it has been able to move the object closer to the
goal position within a small number of iterations (20 in this case).
7 Conclusion
We propose MBMF, a novel probabilistic framework to combine model-based and model-free RL
methods. This bridging is achieved by using the cost estimated by the model-based component as
the prior for the model-free component. Our results show that the proposed approach can overcome
the model bias and inaccuracies in the dynamics model, and yet retain the fast convergence rate
of model-based approaches. There are several interesting future directions that emerge out of this
work. First, it would be interesting to investigate how this approach performs on more complex tasks.
Moreover, the prediction-time of Gaussian processes scales cubically with the number of training
samples [23], which makes the proposed approach prohibitive for the higher-dimensional systems or
policies. Exploring more scalable versions of the proposed approach is an interesting future direction.
Finally, a natural direction of research is the inclusion of other intermediate representations, such as
value functions and trajectories, in the proposed approach.
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8 Appendix
8.1 Point Mass System
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Figure 5: The mean cost obtained for different switching points K for the MB+MF approach for
the 2D point mass system. Switching from MB to MF results in a flat learning curve in this case,
indicating that a naive switching between the two may not be sufficient for the policy improvement.
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Figure 6: The mean cost obtained for different prior update frequencies F for the MBMF approach
for the 2D point mass system. The learning efficiency of MBMF depends on the choice of the prior
update frequency. Switching too often makes MBMF too sensitive to the changes in the dynamics
model, which can “mis-guide" the policy exploration. On the other hand, if the prior update frequency
is too small (F is large), then the MBMF lags behind the pure model-based approach, as it is not fully
leveraging the dynamics model information. In this case, the optimal update frequency turns out to
be F = 10; however, MBMF is at least as good as the best baseline for all update frequencies.
Approach Obtained Cost
Model-free (MF) 22.83 ± 10.81
Model-based (MB) 9.86 ± 4.10
MB+MF (K = 5) 11.91 ± 4.02
MB+MF (K = 10) 11.16 ± 3.87
MB+MF (K = 15) 10.24 ± 3.31
MB+MF (K = 20) 10.08 ± 4.02
MBMF (F = 1) 9.80 ± 2.62
MBMF (F = 5) 8.34 ± 3.38
MBMF (F = 10) 7.50 ± 2.93
Table 1: Point mass system. The mean and the standard deviation of the cost obtained by executing
the learned controller (after 25 iterations) on the actual system for different approaches. The results
are computed over 30 trials.
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8.2 Three DoF Robotic Arm
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Figure 7: The mean cost obtained for different switching points K for the MB+MF approach for the
robotic arm. Switching from MB to MF results in a slower learning compared to a pure MB approach.
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Figure 8: The mean cost obtained for different prior update frequencies F for the MBMF approach
for the robotic arm. If the prior update frequency is too small (F is large), then the MBMF lags behind
the pure MB approach in this case, as it is not fully leveraging the dynamics model information. In
this case, the optimal update frequency turns out to be F = 1. Nevertheless, systematically finding
the optimal prior update frequency is an important future direction.
Approach Obtained Cost
Model-free (MF) 54.60 ± 9.85
Model-based (MB) 49.54 ± 12.13
MB+MF (K = 5) 53.70 ± 9.58
MB+MF (K = 10) 53.19 ± 10.68
MB+MF (K = 15) 49.70 ± 10.64
MBMF (F = 1) 46.38 ± 7.54
MBMF (F = 5) 49.25 ± 10.50
MBMF (F = 10) 51.36 ± 10.44
Table 2: Three DoF robotic arm system. The mean and the standard deviation of the cost obtained by
executing the learned controller on the actual system for different approaches. The reported numbers
are at the end of the iteration number 20 and are computed over 30 trials.
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