This paper is about the fitting or inversion of dynamic causal models (DCMs) of fMRI time series. It tries to 26 establish the validity of stochastic DCMs that accommodate random fluctuations in hidden neuronal and 27 physiological states. We compare and contrast deterministic and stochastic DCMs, which do and do not ignore 28 random fluctuations or noise on hidden states. We then compare stochastic DCMs, which do and do not ignore 29 conditional dependence between hidden states and model parameters (generalised filtering and dynamic 30 expectation maximisation, respectively). We first characterise state-noise by comparing the log evidence of 31 models with different a priori assumptions about its amplitude, form and smoothness. Face validity of the 32 inversion scheme is then established using data simulated with and without state-noise to ensure that 33 stochastic DCM can identify the parameters and model that generated the data. Finally, we address construct 34 validity using real data from an fMRI study of internet addiction. Our analyses suggest the following. (i) The 35 inversion of stochastic causal models is feasible, given typical fMRI data. (ii) State-noise has nontrivial 36 amplitude and smoothness. (iii) Stochastic DCM has face validity, in the sense that Bayesian model 37 comparison can distinguish between data that have been generated with high and low levels of physiological 38 noise and model inversion provide veridical estimates of effective connectivity. (iv) Relaxing conditional 39 independence assumptions can have greater construct validity, in terms of revealing group differences not 40 disclosed by variational schemes. Finally, we note that the ability to model endogenous or random 41 fluctuations on hidden neuronal (and physiological) states provides a new and possibly more plausible 42 perspective on how regionally specific signals in fMRI are generated. (see Fig. 1 for details).
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This paper is about the fitting or inversion of dynamic causal models (DCMs) of fMRI time series. It tries to 26 establish the validity of stochastic DCMs that accommodate random fluctuations in hidden neuronal and 27 physiological states. We compare and contrast deterministic and stochastic DCMs, which do and do not ignore 28 random fluctuations or noise on hidden states. We then compare stochastic DCMs, which do and do not ignore 29 conditional dependence between hidden states and model parameters (generalised filtering and dynamic 30 expectation maximisation, respectively). We first characterise state-noise by comparing the log evidence of 31 models with different a priori assumptions about its amplitude, form and smoothness. Face validity of the 32 inversion scheme is then established using data simulated with and without state-noise to ensure that 33 stochastic DCM can identify the parameters and model that generated the data. Finally, we address construct 34 validity using real data from an fMRI study of internet addiction. Our analyses suggest the following. (i) The 35 inversion of stochastic causal models is feasible, given typical fMRI data. (ii) State-noise has nontrivial 36 amplitude and smoothness. (iii) Stochastic DCM has face validity, in the sense that Bayesian model 37 comparison can distinguish between data that have been generated with high and low levels of physiological 38 noise and model inversion provide veridical estimates of effective connectivity. (iv) Relaxing conditional 39 independence assumptions can have greater construct validity, in terms of revealing group differences not 40 disclosed by variational schemes. Finally, we note that the ability to model endogenous or random 41 fluctuations on hidden neuronal (and physiological) states provides a new and possibly more plausible technically as system or state-noise (Riera et al., 2004; Penny et al., 54 2005; Daunizeau et al., 2009) . In this paper, we look more closely at 55 the different ways in which stochastic DCMs can be treated.
56
Deterministic DCMs provide probabilistic forward or generative 57 models that explain observed data in terms of a deterministic 58 response of the brain to known exogenous or experimental input.
59
This response is a generalised convolution of the exogenous input 60 (e.g. the stimulus functions used for defining design matrices in 61 conventional fMRI analyses). In contrast, stochastic DCMs allow for tional EM schemes (Friston et al., 2003) . Stochastic DCMs include a 134 new set of unknown variables, namely, the hidden states. This 
148
This paper comprises four sections. In the first, we present an 149 illustrative application of generalised filtering to the same fMRI data 150 set (attention to motion) that we have used previously to demon-151 strate DCM using EM (Friston et al., 2003; Stephan et al., 2008) and 152 DEM . This section serves to illustrate the nature 153 of the GF scheme and the results it produces. Our focus here will be on for motion-specific responses, and an attentional area was identified 229 in the frontal eye fields (FEF), using a test for the effects of attention 230 (see Fig. 1 using generalised filtering can be found in Friston et al. (in press ).
245
In this example, the exogenous inputs u i (t) ∈ {0,1}: i = 1,…3, 246 encode the presence of visual stimulation, the presence of motion in 247 the visual field and attentional set (attending to speed changes). The 248 responses y i (t) ∈ ℜ: i = 1,…3 correspond to the three regional 249 eigenvariates. The unknown connections A ij ∈ θ: i, j = 1,…3 among 250 regions were constrained to conform to a hierarchical pattern, in 251 which each area was reciprocally connected to its supraordinate area 252 (see Fig. 1 ). The strengths of these connections correspond to the 253 effective connectivity in the absence of (mean-centred) inputs. Visual 254 stimulation entered at, and only at, V1. The effect of motion in the 255 visual field was modelled as a bilinear modulation of the V1 to V5 256 connection and attention modulated the forward connection from V5 257 to FEF.
258
In the DCM used here, these modulatory effects are represented by 259 bilinear parameters B ij (k) ∈ θ:i,j,k = 1,…,3 where the random differen-260 tial equation for the hidden neuronal states is (in matrix form)
Here C ik ∈ θ: i,k = 1,…,3 couples the k-th input to the i-th region.
264
The unknown parameters θ t {A,B,C,H} include the coupling strengths 265 and a set of region-specific hemodynamic parameters H governing 266 the dynamics of four additional hemodynamic states h(t) ∈ ℜ for 267 each region (vasodilatory signal, blood flow, blood volume and Fig. 1 . This figure shows the basic architecture of the DCM used to illustrate various inversion schemes. The central panel shows the location of three regions examined, superimposed on a slice of a (normalised) template MRI (V1: primary visual area; V5: motion-sensitive area: FEF: frontal area). The arrows denote the connections we allowed (a priori) to take non-zero values. These regions were identified using appropriate contrasts following a conventional SPM analysis. The experimental (exogenous) inputs shown on the left correspond to visual stimulation, motion in the stimuli and attention to motion, during 30 s epochs of a block design. These inputs can excite responses in each area directly (solid lines; here visual input enters directly into V1) or modulate (enable) connections (dotted lines; here motion enables the connection from V1 to V5 and attention enables the connection from V5 to FEF). The empirical responses the DCM is trying to explain are shown on the right. These are the principal eigenvariates from voxels within a 6 mm sphere centred on the (stereotaxic) location of each region in the centre panel. Note the emergence of attention-related activity at higher levels in this simple visual hierarchy. The input to V1 is not a perfect box car because it has been down-sampled (using a discrete cosine basis set) from the original specification (in time bins of a sixteenth of the inter-scan interval) to the empirical sampling rate. deoxyhemoglobin content), as described by an extended version of 269 the Balloon model (Buxton et al., 1998; Friston et al., 2003) . A 270 nonlinear mixture of volume and deoxyhemoglobin content provides 271 the predicted BOLD response (Stephan et al., 2007 (Friston, 2008; Friston et al., 2010) , representing states in 304 terms of generalised coordinates has several fundamental advantages. 305 Most importantly, this scheme can accommodate temporal correlations in 306 random fluctuations on the hidden states, which are often observed in 307 biological systems (e.g., 1/f spectra; Billock et al., 2001 with and without the mean-field approximation, using GF and DEM
360
respectively. We will use this in the last section.
361
Comparative inversions
362
Here, we focus on the impact of the deterministic and mean-field can estimate these hyperparameters, we fixed them here using zero 372 variance hyperpriors. The optimisation of these hyperpriors is 373 described in the next section. We used the usual priors on the 374 hemodynamic and coupling parameters as described previously 375 (Friston et al., 2003 coupling C parameter is much higher than under generalised filtering.
403
These results probably reflect our rather inefficient experimental and states. It is these estimates that are unavailable in deterministic Conditional estimates of parameters (and log precisions) from the three schemes considered (GF -generalised filtering; DEM -dynamic expectation maximisation; and EMexpectation maximisation). The log precision or hyperparameter estimates from the three schemes, for each area (1 to 3), are shown on the lower right. The grey bars report the conditional means or expectations and the red bars correspond to 90% conditional confidence intervals. This figure only shows 9 of the 16 unknown parameters in this DCM: 6 effective connectivity parameters (A), 2 bilinear parameters (B) and 1 exogenous parameter (C) (see the letters next to bars). In addition, there are two-region-specific parameters encoding hemodynamic transit time and vasodilatory signal decay, and a single epsilon parameter controlling the mixture of intravascular and extravascular contributions to the measured fMRI signal (not shown in the plot). the time constants are about one unit of time, which is largely the case Fig. 4 . This figure unpacks the conditional estimates of the hidden states in the previous figure for the first (early visual) area V1. These estimates are shown for the GF scheme (left) and the DEM scheme (right) that makes additional mean-field assumptions about the posterior density. The top row shows the conditional estimates of the hidden cause, elicited by visual input. This is very similar to the prior expectation in Fig. 1 , based on the known experimental design. The second row shows the resulting response in terms of regional neuronal activity (blue) and consequent vasodilatory signal (green). Note the transient changes in signal, following a shift in neuronal activity. The third row shows the expected time course of blood flow (blue), volume (green) and deoxyhemoglobin content (red). Finally, the lower panels show the predicted (green) and observed (blue) regional responses. The two schemes give very similar estimates, with the exception of neural activity and ensuing signal. These are quantitatively larger (up to 10% changes) in the DEM scheme, relative to the GF scheme. This reflects the greater influence of the parameter estimate C from the DEM scheme (see previous figure) . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
for both neuronal and hemodynamics (noting that the time constants sense; Stratonovich, 1967) . This is why we use generalised states; e.g.,ω t ð Þ 537 and smoothness above (see Friston, 2008 and Carbonell et al., 2007 for a 538 more detailed discussion). Although there are compelling arguments 539 (Stratonovich, 1967 ) that suggest real biophysical fluctuations are analytic 540 (differentiable) and correlated, the nature and extent of these correlations 541 in fMRI is unknown. This is because no one has tried to invert stochastic 542 DCMs of fMRI time series to remove the correlations induced by the 543 hemodynamic response function.
544
Model comparison
545
To quantify the precision and smoothness of physiological state-546 noise, we inverted two series of DCMs using GF and the empirical data the prior belief that the log precisions are π m (resp. smoothness is σ m ).
554
The first series of DCMs assumed log precisions π m =2,3,…10 555 that ranged from high levels 36%≈ exp − . We repeated the search over smoothness assumptions, 559 using two forms for the autocorrelation functions of state-noise; a 560 Gaussian and a Lorentzian form Fig. 6 shows the simulated deterministic dataỹ low under very low 634 levels (left panels: π m = 32) of state-noise and stochastic dataỹ high 635 under realistic levels (right panels: π m = 8). The format of this figure 636 follows Fig. 3 . These simulated responses illustrate, quantitatively, 637 how state-noise affects the hidden states and its relative contribution 638 to the measured respond, in relation to observation noise (here with a 639 log precision of four). These two synthetic data sets were inverted 640 using EM and GF to examine the conditional densities on parameters 641 and models. values. In general, these changes are minimised when optimising free Fig. 5 . These bar graphs report the results of a model search over models with different precisions on the hidden states (upper panel) and smoothness on the random fluctuations (lower panels). The form of the autocorrelation function of the fluctuations was assumed to be either Gaussian (lower left) or Lorentzian (lower right). The key thing to take from these results is that the optimal log precisions (in terms of log-model evidence) is rather high, as would be anticipated by quantitative arguments based on known physiology (see main text). Second, there is very strong evidence for nontrivial smoothness that appears to be modelled better with a Gaussian form, compared to a Lorentzian form: The horizontal line marks the maximum log evidence over both forms.
energy, because they entail a complexity cost. In short, although the In terms of model comparison, there is a slight problem comparing the 686 log evidence from deterministic and stochastic schemes. This is because 687 the contribution from the conditional density on the hidden causes and 688 states is impossible to evaluate under deterministic schemes (because it 689 has infinitely low entropy due to deterministic assumptions about the 690 states). To circumvent this comparison problem, we adopted priors p(m) 691 on each model that rendered their posterior probabilities, given both sets 692 of data, the same. We then compared the log posteriors ln p m jỹ i ð Þ= 693 ln pỹ i jm ð Þ+ ln p m ð Þ of both models for a given data setỹ i . This is 694 equivalent to looking at the difference in differences of log evidences. 695 These log posteriors suggested that the deterministic DCM is better for 696 mean-field approximation on the log evidence bound, we also 725 examined the free energy from DEM and GF schemes over subjects. . These plots show the simulated data under very low levels (left panels) of state-noise and realistic levels (right panels). The format of this figure follows Fig. 3 . These dynamics illustrate, quantitatively, how state-noise affects the hidden states and the relative contribution to stochastic components of the measured respond, in relation to observation noise (here with a log precision of four). These two synthetic data sets were inverted using EM and GF (see next figure) . Fig. 7 . These bar graphs report the conditional estimates of the DCM parameters using the same format as Fig. 2 . However, here, we have the true values (black bars) in addition to the conditional expectations and confidence intervals. These estimates derive from applying deterministic (EM) and stochastic (GF) schemes to the deterministic and stochastic data from the previous figure. The main conclusion to take from these estimates is that the GF schemes provide smaller (but veridical) values than the EM scheme but with a greater conditional precision. This means the stochastic scheme was more accurate. The effect of state-noise is not enormous but results in a slight increase in conditional uncertainty for both schemes. With occasional exceptions, the true values lie in the 90% confidence regions for all parameters, for all combinations of data and schemes. The notable exceptions are largely in the deterministic (EM) scheme (for deterministic data), which estimates the transit time to be too small in one region and the intrinsic (self) inhibition of neuronal activity to be too high in the same (early visual) region. Interestingly, most of the coupling parameters are slightly overestimated in relation to their true values. The stochastic scheme (for stochastic data) is overconfident about the input coupling (and underestimates it). Fig. 8 . The figure shows the log precision (hyperparameter) estimates of observation noise in relation to their true values, using the inversion of synthetic data reported in the previous figure. For stochastic data (left panel), the stochastic GF furnished slight overestimates of the correct values, while the deterministic EM scheme underestimates precision (overestimates noise variance), presumably because it cannot model the effects of state-noise and their contribution to observed signals. Conversely, when the data are deterministic, the deterministic scheme (EM) provides the best estimates, while the stochastic scheme overestimates precision, presumably because it has explained a component of the true observation noise with fluctuations in hidden states.
We first describe the study design and data, and then turn to the 727 results of the comparative analyses.
728
The analyses in this section are not presented to establish the 729 functional architecture of internet addiction (a full analysis and 730 discussion of these data will be presented elsewhere). and, crucially, no differences among the schemes.
738
Empirical data
739
Twenty right-handed Chinese subjects participated in the study 740 (for details, see Li et al., under review) . Eleven of the subjects were
741
IA patients and the other nine were matched control subjects.
742
There were no group differences in gender, race (all of the subjects 743 were Chinese), age (mean ± S.D., IA: 13.1 ± 0.7 years versus control: 744 12.9 ± 0.8 years) or education. The fMRI study used a block design
745
( Fig. 9) . At the beginning of the scan, each subject had a 12 s period of 746 preparation before implementing a block of a Go/Stop task for 30 s
747
(task condition). This was followed by a rest block, in which the word
748
'rest' was fixated for 30 s (rest condition). The rest condition was then 
764
MRI scanning was performed using a GE 1.5 T whole-body scanner. eigenvariates for all ROI were extracted from a sphere region
790
(radius = 6 mm).
791
In this study, we were primarily interested in the differences in 792 coupling between the two groups. The SPM analysis used to define the 793 ROI therefore focussed on group effects by simply comparing "task"
794
vs. "rest" contrasts (activations) across subjects. The ensuing SPM is 795 shown in Fig. 10 (left panel). In our subsequent DCM analyses, we did Fig. 9 . This figure illustrates the nature of the Go/Stop task, which assesses the capacity to inhibit an initiated response. Five-digit numbers were presented serially. The numbers appear for 500 ms, once every 2 s (500 ms on, 1500 ms off). There are three trial types: go, stop and novel. Participants are told to respond when the number they see is identical to the previous number; this is a go trial. A stop trial consists of a stimulus that matches the one before it but changes from black to red at some interval (50, 150, 250, or EM, DEM and GF schemes, respectively, for an exemplar subject. As Fig. 10 . This figure summarizes the nodes and architecture of the DCM used for the group study. Left panel: This shows the SPM testing for an effect of motor inhibition over both groups. This is a second (between-subject) level SPM thresholds at p = 0.001 (uncorrected) for display purposes. Right panel: DCM network or graph based on the group analysis (left) and on previous studies of motor inhibition. Three key ROI were defined: the right ventrolateral prefrontal cortex (VLPFC), the supplementary motor area (SMA), and the basal ganglia (BG). Because subjects responded to visual stimuli, the activity within the cortical motor system was assumed to be driven by the visual system. In our model, the visual input entered a fourth node (visual area V3) from which activity was propagated to the motor system. seen in the first section, the parameters are remarkably similar,
805
especially the conditional means of the EM and the DEM schemes.
806
However, the conditional means from the GF schemes are much
807
smaller and more precise than that from the other two schemes. In the log evidence bound, we compared the (negative) free energy from 842 the DEM and GF schemes over subjects (Fig. 15) . In each and every 843 subject, the negative free energy of models inverted under the GF 844 scheme is much higher than when inverted by DEM. In other words,
845
GF provides a much tighter (better) bound on the log evidence than This figure shows those connections in the control group that were found to be significant across subjects, using one sample t-tests (p b 0.05), applied to the maximum a posteriori (MAP) estimates from each of the three schemes. The numbers denote the group mean connection strengths. Overall, the three schemes yield comparable results; the EM and the DEM schemes providing particularly similar estimates. Compared to EM and DEM, GF detects a significant negative connection from VLPFC to BG, while this connection is not significant in the other two schemes. On the other hand, the connection from BG to V3 is significant in the EM and DEM schemes but not in the GF scheme. Fig. 13 . This figure shows significant connections for the patient group (one sample t-test on MAP estimates across subjects, p b 0.05, from the three different inversion schemes). As in Fig. 12 , the results provided by the EM and the DEM schemes are very similar, while two connections (from BG to SMA and between VLPFC and SMA) do not reach significance under the GF scheme. comparative inversions on two empirical data sets, using a determin-917 istic scheme (EM) as well as stochastic schemes with (DEM) and 14. This figure shows differences in connectivity between the control and patient groups, using a two-sample t-test (p b 0.05) on subject-specific MAP estimates. Only the GF scheme provides significant group differences in bidirectional connections between BG and VLPFC. In other words, by relaxing the conditional independence (mean-field) assumptions implicit in variational schemes like DEM, the GF scheme enabled the detection of two additional connections exhibiting significant group differences. Fig. 15 . This figure compares the free energy from the DEM and GF schemes over subjects to assess the impact of the mean-field approximation on the log evidence bound. For each and every subject, the free energy provided by GF is much higher than that by DEM, providing a much tighter (better) bound on log evidence. 
