Abstract-The problem of output feedback sliding mode control for sampled-data systems in the presence of external disturbances is considered. The proposed output feedback control strategy helps obtain a quasi sliding mode with an O(T 3 ) boundary layer, where T is the sampling period. This outperforms the O(T 2 ) result induced by the one-step delayed disturbance approximation method. The proposed scheme is applicable to linear systems which are relative degree one and minimum phase. An example is given to illustrate the efficacy of the new method.
I. INTRODUCTION
In practice, the behaviors of dynamical systems are affected by uncertainties and external disturbances. These undesired factors can be mitigated by sliding mode control. In continuous-time systems, matched external disturbances or uncertainties can be rejected using discontinuous control action with infinite switching frequency. In sampled-data systems, because of the nature of the sample/hold, infinite frequency switching cannot be realized. Therefore, an ideal sliding mode cannot be obtained. Instead, "quasi sliding modes," where the system state is kept only in a boundary layer of the sliding surface, take place [1] .
In [2] , a non-switching control method for a class of sampled-data systems was exploited to avoid the chattering phenomena during the quasi sliding mode phase. In the state feedback sliding mode control problem, a dead-beat type control law based on the one-step delayed disturbance approximation method results in a quasi sliding mode boundary layer of thickness O(T 2 ), where T is the sampling period [2] . With this accuracy of a quasi sliding mode, the state is kept in an ultimate O(T ) bound [3] . An O(T 2 ) quasi sliding mode can be obtained in sampled-data systems in the context of state feedback [3] .
The problem of improving system performance, including the boundary layer around the sliding surface and the bound on the state vector when implementing a non-switching sliding control law, has been recently addressed in [2] and [4] . Although the state feedback problem has been extensively studied, only a few authors have considered the output feedback case [4] - [6] for sampled-data systems.
A discrete-time integral sliding mode control method was proposed to estimate the state variables and external disturbances using two observers [7] . In contrast, no observer was employed in [4] , and instead equivalent control estimation techniques were proposed in [2] and [3] incorporating the unknown quantities both from the external disturbances and the unmeasurable state variables. An O(T 2 ) boundary layer in the sliding mode and O(T ) bounds on state regulation were obtained using the approach in [4] . A better quasi-sliding mode with O(T 3 ) accuracy was achieved for single-input single-output systems using a minimum variance control scheme in [8] but an ultimate bound on the state variables was not studied.
In this technical note, higher accuracies in the quasi sliding mode and in the bound on the state vector variables are obtained using a dynamic output feedback strategy, which extends the results in [4] . Here, the effect of unknown disturbances is compensated using system information from two previous time instants. A preliminary result along these lines was reported in [9] . A similar compensation technique for a single-input single-output velocity servo system has been recently reported in [6] . The method in this paper outperforms other approaches dealing with the same problem [4] , [7] ; and an O(T 3 ) boundary layer for the quasi sliding mode and an O(T 2 ) thickness of the state vector is obtained. (The accuracies for the methods in [4] and [7] are O(T 2 ) and O(T ) respectively.) Throughout the technical note, λ{A} denotes the spectrum of matrix A, while I m stands for an identity matrix of order m. A vector function f (t, s) ∈ R n is said to be O(s) over an interval [t 1 , t 2 ], [10] , if there exist positive constants K and s
, where k =0, 1, 2, . . . which indicates the index of the discrete-time sequence.
The structure of the technical note is organized as follows. Section II presents the formulation of the problem, followed by Section III where the main results are described. A numerical example is considered to illustrate the effectiveness of the approach in Section IV. Conclusions are given in the final section.
II. PROBLEM FORMULATION
Consider a linear system described bẏ
where x(t) ∈ R n is the system state, u(t) ∈ R m is the system control input, y(t) ∈ R p is the system output, f (t) ∈ R m is an unknown bounded exogenous disturbance, with m ≤ p < n. The system matrices A, B, C are constant of appropriate dimensions. A sliding vector is to be constructed using only outputs as
Assumption 1: The disturbance f (t) and its first and second derivatives are bounded.
Assumption 2: There exists a full rank m × p matrix H such that the square matrix HCB is invertible and the continuous-time sliding surface, s(t)=0, is legitimate [11] , [12] , i.e., the reduced order motion is stable.
Remark 2.1:
A necessary condition for such an H to exist is that system (1) has the relative degree equal to one with stable invariant zeros and B and C have full rank [12] . A constructive framework for finding a choice of H was reported in [12] .
The sampled-data counterpart of (1) is
where Φ = e AT , Γ = 
With the above definitions, the system matrices of the discrete-time system (19) can be written as
Note thatĀ
Due to the sampling effect, the disturbance d [k] in the sampled-data system contains unmatched components [2] . The following is a revised version of [3, Lemma 1]. Lemma 2.1: If Assumption 2 holds, then
where
Note that in (13)M
The proof is presented in [4] . Our objective is to design an output feedback sliding mode control law that will offer a high accuracy of sliding mode and state regulation in the presence of the unknown disturbance.
III. MAIN RESULTS
Define a nonsingular transformation matrix as
where M is a full rank (n − m) × n matrix such that MB = 0. Note that the condition MB = 0 implies Range(M T ) = Null(B T ). Remark 3.1: According to Assumption 2, HCB is invertible. Thus, no rows of HC lie in the null space of B T . This implies the rows of M are independent of those of HC. In other words, P 1 has full rank.
Partition the inverse of P 1 into submatrices Q and R as
where Q has n − m columns. The coordinate transformation P 1 x = [ξ, s] T leads to the following "regular" form:
Clearly, the sliding mode dynamics of system (17) arė
in which the matrix A c contains the (stable) invariant zeros of (1), [12] . Now, consider the sampled-data formulation of the continuous-time system with matched disturbances in (1)
where the disturbance d[k] is defined in (13) in Lemma 2.1 and the output feedback sliding vector is prescribed in (2) . In this section, we will study an output feedback sliding mode control law for the sampled-data system (19). The stability of the closed-loop system under the proposed control law will be discussed initially when the disturbance is not taken into account. Lastly, the accuracy of the sliding mode and the bounds on the state variables in the presence of external disturbances will be analyzed.
A. Output Feedback Control Design
Taking into account the coordinate transformation in (15) along with the relationship Φ = I + TĀ, Γ = TB yields
Using the relationshipB = B + TB and MB = 0, we have
Rewrite the s[k] dynamics in (20) as
We see that g [k] contains the state variables in ξ[k] and the portion of disturbances lying in the control range space. By solving s[k + 1] = 0, we obtain the discrete-time equivalent control law [13] 
The last statement in Lemma 2.1 shows that the disturbance (26), we obtain a new implementable control law
Remark 3.2: Note that the formula for Ω 2 defined in (25) involves A from (4) and R from (16). Hence, the control law in (28), depending on Ω 2 , is easily computed.
This control law contains quantities at three consecutive time instants, and can be viewed as a dynamic compensator driven by s [k] . 
If all the eigenvalues of A are real, then the determinant of Θ is nonzero, implying Θ is nonsingular so that Rank(Γ) = Rank(ΘB) = Rank(B). Now consider a complex conjugate pair of eigenvalues
which is nonzero for any T such that |βT | = kπ, for a positive integer k. A possible choice of T is to ensure 0 < |βT | < π. Hence, the matrix
Aτ dτ is nonsingular, implying Rank(B) = Rank(Γ). From (6)
Since HCB is invertible, the matrix HCΓ is invertible for T sufficiently small.
B. Stability Analysis
The approach in Section III-A is different from [4] because two previous time instants are taken into account in the construction of the proposed control law (28). However, in this case, similar to [4] , we study an augmented dynamic system which includes
Introduce the following new variables:
Thus, the dynamic control law (28) can be rewritten as 
is the augmented system matrix with the submatrix
with A c given in (18), and
The (augmented) disturbance term
and the off diagonal matrices in (34) are
from (35), A aug can be written in the discrete-time singularly perturbed form as [14] A aug
Observe that A 4 f = 0, implying the fast subsystem matrix A f is a nilpotent matrix of degree 4. Employing the properties of nilpotent matrices, all the eigenvalues of A f are zero and det[I 4m − A f ] = 1. To identify the magnitude of the eigenvalues of the singularly perturbed system matrix A aug in (39), introduce the following decoupling transformation to separate system (33) into distinct slow and fast subsystems [14] 
in which the matrices L ∈ R 4m×(n−m) and J ∈ R (n−m)×4m are functions of the sampling period T and satisfy
According to [14] , L and J exist for sufficiently small values of T since I 4m − A f is nonsingular. In addition, application of the implicit function theorem shows that L(T ) and J(T ) are analytic at T = 0. Setting T = 0 in (41) yields
It follows that L(0) = 0, and hence:
Let
. The coordinate transformation P 2 from (40) puts the augmented system dynamics into the fully decoupled two-time scale form
We can now present one of the main results: Theorem 3.1: Suppose Assumption 2 holds. In the absence of disturbances, the discrete-time output feedback sliding mode control law (28) renders the sampled-data system (20) asymptotically stable if the sampling period T is small enough.
Proof: The stability of the closed-loop system is decided by the eigenvalues of Φ s and Φ f . From the definitions ofĀ c in (38) and Φ s in (46), it can be seen that
Since A c contains the stable eigenvalues of the zero dynamics of the original continuous-time sliding motion in (18) and L = O(T ), there exists a small T such that the eigenvalues of (A c + T MĀQ − N 1 L) have negative real parts. Therefore, the eigenvalues of Φ s lie in the unit circle for a sufficiently small T . On the other hand, let q be an eigenvector corresponding to an eigenvalue of Φ f . We have
This implies
Since
, from (47) we have
Hence, (51) implies that
This shows that the eigenvalues of Φ f lie in the unit circle for a sufficiently small T .
Remark 3.3:
The proof above uses an argument that if a matrix S is stable in the sense of continuous-time systems, thenS = I + T S is stable in the sense of discrete-time systems provided T is small enough. Indeed, let λ{S} = −α + jβ where α > 0. Then
If T is chosen such that
then |λ{S}| ≤ 1. Hence, there exists a sufficiently small T such that the eigenvalues of Φ s lie in the unit circle.
C. Accuracy Analysis
In this subsection, we will investigate the accuracy of the sliding motion and the bound of the state vector when the system is subject to the external disturbance. Proof: From (33) and (34), we have ⎡
is given in (37). Hence, after some computations
Applying the transformation (44) to (55) 
At steady state, we obtain w[k
.
and λ{A c } = 0, for small enough T , we obtain 
Using (58) and (59), we obtain ⎡
This shows that the accuracy of the sliding mode is of order O(
. The ultimate order of the original state variables is given by
and (60) 
IV. NUMERICAL EXAMPLE
Here we use the lateral dynamics of an aircraft from [15] to illustrate the proposed approach. The system matrices are In all the simulations, the initial condition is given by
T . The sampling period is T = 0.1 s, and the disturbance vector f (t) = [1 + sin(0.5t) 0.5 cos(t)]
T only affects the system dynamics from t = 10 s onwards.
For comparison, the method presented in [4] was also implemented. Figs. 1, 2, and 5 demonstrate the method in [4] , while the remaining figures illustrate the method proposed in this technical note. The O(T ) state regulation accuracy and the O(T 2 ) quasi-sliding motion are shown in Figs. 1 and 2 . The proposed control law (28) leads to an ultimate state regulation error magnitude of O(T 2 ) as shown in Fig. 3. Fig. 4 illustrates the associated quasi sliding motion whose boundary layer has a numerical value of O(T 3 ), which agrees with the theoretical bound in Theorem 3.2. The control efforts for the method in [4] and the method proposed in the paper are plotted in Figs. 5 and 6, and show similar bounds.
In this example, the ultimate bounds on the state variables and the accuracy of the sliding motion for the new method proposed in this technical note are better than those for the method presented in [4] . This agrees with the earlier analysis.
V. CONCLUSION
A new method has been presented to solve the problem of output feedback sliding mode control for sampled-data systems. The proposed scheme is able to achieve the better accuracy than earlier In practice, the model of a system may neglect the presence of unmodeled inertial dynamics, which may be the consequence of neglecting the dynamics of the transducers. In this case, the characteristics of the proposed scheme may be affected. This is a possible future research topic.
