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ABSTRACT 
In this thesis, we examine the order of convergence of finite element 
approximations to some nonlinear elliptic problems of monotone type. This 
is determined by establishing error estimates in the 'energy' norm for the 
approximations. The nonlinear problems we are interested in arise in many 
practical situations. Examples from blast furnace gas flow, magnetostatic 
distribution and nonlinear seepage flow are discussed in some details. 
In Chapter 2 we show that a class of second order boundary value 
problems of divergence form with gradient nonlinearity may be formulated 
variationally, and, in an abstract setting, as an operator equation, if the 
nonlinear coefficients of the equation satisfy certain conditions. Under 
these conditions the operator turns out to be monotone. In Chapter 3 we 
introduce the concept of strong monotonicity and T-continuity and 
demonstrate the relation between strong monotonicity and convexity. We then 
prove the strong monotonicity and Holder continuity of the operator 
introduced in Chapter 2. The well-posedness of the boundary value problem 
is then shown by establishing the unique solvability and stability of the 
problem. 
In Chapter 4, after showing how error estimates for finite element 
approximations maybe obtained in an abstract setting if the associated 
operator is strongly monotone and T-continuous, we proceed to derive error 
estimates for the class of nonlinear problems discribed earlier and examine 
the order of convergence of the finite element approximations under the 
assumption that the (weak) solution satisfies only a weak regularity 
condition . 
As the error estimates derived in Chapter 4 are optimal (in the sense 
that the orders of convergence correspond with those for nonde generate 
linear equations) only for problems whose underlying solution space is a 
(iv) 
Hilbert space, it is of interest to consider the optimality of the order of 
convergence in other cases. In Chapter 5 we establish the conditions under 
which a class of nondegenerate equations, including Ergun's equation and 
nonlinear seepage flow equations, can be shown to have the optimal order of 
convergence. We also examine the problems of error estimation in 
W1 ' 2-norm and for a class of problem solvable in the W1 'P-Sobolev space 
with p > 2 . 
In Chapter 6 , we use the method developed earlier to establish a 
variational formulation for a class of nonlinear vectorial boundary value 
problems and to derive error estimates for the finite element approximations. 
In the last chapter we discuss a direct method for solving a class of 
one dimensional problem and present some results from numerical 
experimentation. 
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CHAPTER 1 
NONLINEAR PROBLEMS 
1.1 Introduction 
Whenever an approximating process is utilised to obtain an approximate 
solution, it is appropriate to provide an error estimate (that is, a measure 
of the proximity of the approximation to the actual solution). This error 
estimation is especially important in numerical schemes because, in addition 
to generating relevant technical information, it may also be used as an 
indicator of the efficiency of the algorithm used and to provide valuable 
insight whenever one needs to modify the approximation procedures. For 
example, error estimates play a key role in the analysis of grid refinement 
techniques. In this thesis, we construct error estimates for finite element 
approximations of certain nonlinear boundary value problems that can be 
analysed using monotone operator theory. 
Throughout this thesis, let be a bounded open domain in 
n > l , with Lipschitz boundary 3S1 = r 0 u f , where r 0 and f are 
disjoint and meas(r0) is strictly positive . Let n be the unit outward 
normal vector on r . The class of problems that we are mainly concerned 
with takes the form 
-V • (k (x, I Vu(x) I Vu(x)) - ~g(u(x)) + f(x) in St ' (la) -
u(x) - (j)(X) on ro (lb) -
' 
-k(.x, IVu(x)l)vu(x) • n = n(x) on r 
' 
( le) 
where f g 
' ' (j) and n are functions with various properties, which will be 
discussed later . The function k E C(St x IR+) is assumed to be positive and 
for almost every x E St , k(t)t is a strictly monotone increasing 
function of t . The forme r property implies that the underlying boundary 
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value problem (la-le) must be elliptic , while the latter is needed to ensure 
the applicability of the method of monotone operators. 
Such types of boundary value problems arise naturally in many real life 
situations. Examples which arise in areas of blast furnace operation, non-
linear seepage flow and turbogenerator design, are discussed in the 
remaining sections of this chapter, along with the formulation of the 
associated boundary value problems . 
Even for the simplest linear cases, it is virtually impossible to 
obtain solutions in closed form when n is not one dimensional. 
Consequently, some form of approximation must be used to determine the 
behaviour of the solutions. One possibility is the finite element method. 
Its appeal over other numerical methods is connected directly with the 
divergence structure of (la), the existence of variational form for (la-le) 
and the flexibility of the finite element method in dealing with complex 
geometric domains. 
If the finite element method is used to construct approximations to the 
solutions of (la-le), then it is necessary to examine the quality of such 
approximations. For linear equations , it is well known that the finite 
element approximations yield the best approximations to the (weak) solution 
of the problem in the energy space ([8], [28], [43]). The situation is not 
so clear cut when nonlinearity is introduced. Even for one dimensional 
problems, it is not in general possible to characterize the approximations 
along the lines used for linear problems . 
Nevertheless, there exist many problems for which one can use the best 
approximation characterization for finite element approximations . In almost 
all cases, an error inequality is established which yields an upper bound 
for the error in terms of the approximability of the (weak) solution in the 
finite element subspace . The error inequality is obtained by extensive use 
of linearity in linear problems . For nonlinear problems , an important tool 
in es tablishing the error estimate is the method of monotone operators . 
Once such inequality is derived, it only requires one to draw on results 
from approximation theory to obtain specific properties of the error . 
In [ 9], Ciarlet, Schultz and Varga studied the semi-linear two point 
boundary value problem 
.I ( -1) j + 1 z:P 'P . ( x) zl u ( x 0 - f ( x , u ( x)) , O < x < l , n > l , 
J=O ~J j 
with boundary conditions 
D - d dx ' O < k < n-1 . 
A 
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By considering the finite dimensional approximation WM as a projection of 
the classical solution ~ on the finite dimensional subspace SM with 
respect to a subspace dependent inner product, they obtained proofs of 
convergence of polynomial, piecewise polynomial and spline approximations. 
00 
These results are derived from the L -norm estimates they constructed for 
the approximation and its derivatives. They proved that 
llw-~ 11 y (2) 
where K and C are constants which can be explicitly determined a pri,or~ , 
y is a lowe r bound for f (x, u) 
u 
and the norm II · lly i s defined by 
2 Il ( n ( · 2 J 2 1 · llw II = .I p . ( x) ( lf w ( x)) + yw ( x) dx . 
y O J=O J 
By letting SM be the polynomial, piecewise polynomial and sp line subspace 
in turn, and utilising results from approximation theory for these subspaces 
when the norm is 11 • lly , the required 00 L - error estimates follow from ( 2) . 
Note that, for higher dimensional problems , the first inequality in (2) is 
not in general valid, as the Sobolev space w1 'P(n) , p > l , is no longer 
continuously embedded in L
00 (n) when n c IRn with n ~ 2 . 
In a later paper [10], Ciarlet et al obtained abstract error estimates 
for some nonlinear boundary value problems associated with a finitely 
continuous , bounded and strongly monotone operator defined on a reflexive 
Banach space. However, the operators associated with many important 
problems do not possess these assumed properties. More specifically as we 
shall see later, many interesting operators are unbounded in the Banach 
spaces on which they are defined. 
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Noor and Whiteman [34] also derived abstract error bounds for a class 
of semilinear elliptic boundary value problem with the associated nonlinear 
operator being antimonoton2 and Lipschitz continuous in the corresponding 
Hilbert space . In the same paper they demonstrated the relation between the 
antimonotone operator and a convex nonlinear functional. This connection is 
conceptually important in much of the study of boundary value problems 
involving the application of monotone operators. 
Glowinski and Marrocco [17] studied (la-le) with 
(3) 
where s > 0 , S > l > a are known constants, in a Hilbert space setting. 
Using the fact that k(t) is a strictly increasing continuous function of 
t, they proved the convergence of the finite element solutions but did not 
derive any error estimate . Xie [48] also studied (la-le) in a Hilbert space 
setting for a general k(t) and derived results which correspond to those 
of oor and Whiteman. Xie noted that the strictly increasing property and 
Lipschitz continuity of k(t)t may be exploited to prove the strict 
monotonicity and Lipschitz continuity of the operator associated with the 
problem and to obtain an error estimate for the finite element approximation. 
For k(t) in (3) it is not difficult to see that (k(t)t)' is bounded 
above by s(l-a) + l for all t ~ 0 , so the result of Xie may be used to 
derive the error estimates in this case. 
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From the discussion above it is clear that the method of monotone 
operators is of considerable importance in establishing the desired error 
bounds . We recall that monotonicity is intimately related to convexity, and 
it is natural to expect that the variational functional associated with 
(la-le) is convex in some appropriate function space if the operator 
corresponding to (la-le) is monotone . In Chapter 2, we examine a variational 
formulation for (la-le) and introduce the notions of weak solutions and 
finite element solutions. We then study in the first part of Chapter 3 the 
concept of strong monotonicity and its relation to coercivity and the 
increasing property of a Gateaux differentiable functional. 
Glowinski and Marrocco [18] studied in some detail the finite element 
solution of the degenerate boundary value problem 
u - 0 on 3~ , 
and proved that the corresponding abstract operator A is strongly 
( 4-a) 
( 4-b) 
monotone. They also showed that for l < p < 2 , A is H
0
older continuous 
with exponent p - l , and, for oo > p ~ 2 , A satisfies an inequality of 
the form 
II Au-Av II* < yll u-vll c II ull +II vii )p-2 
when y is a positive constant and 11 • 11 , II· II* are norms on appropriate 
spaces . These results concerning the boundary value problem (4-a-4-b) are 
important in that when p # 2 , the operator equation cannot be studied 
conveniently in a Hilbert space setting and that when p E ]l, 2[ , the 
operator A is unbounded in its natural space of definition . Consequently, 
none of the results in the works mentioned earlier on may be used to 
establish error estimates for approximate solutions of (4-a-4-b) . 
evertheless , the proofs of these results rely heavily on the homogeneity of 
the function ta , a> 0 . This is a very restrictive property possessed 
by a small class of functions . Thus, in order to extend their results to 
other problems we must employ other properties of ta to complete the 
proofs . 
In §3 . 3 we replace this homogeneity property with the condition that 
k(t)t be strictly increasing and Holder continuous with exponent p - 1 , 
1 < p S 2 . Thus, by extending the ideas of Xie and utilising some of the 
techniques of Glowinski and Marrocco, we obtain inequalities similar to 
those mentioned earlier . With the aid of these inequalities, the well 
posedness of (la-le) and the unique solvability of the finite element 
solution is established . 
In Chapters 4 and 5, we are mainly concerned with deriving error 
estimates for finite element approximations of (la-le). After describing 
the general procedure of obtaining error estimates in an abstract setting, 
we utilize the various inequalities derived in Chapter 3 to obtain 
6 
w1 'P-error estimates for the finite element approximations of (la-le). As 
we shall show below , there exist· situations where the function k(t) is 
not known explicitly and we only have at our disposal a function l(s) such 
that t = l(s)s if and only if s = k(t)t . We shall examine how error 
estimates may be obtained in such a case . It is also of interest to study 
the behaviour of the error under weak regularity assumption and this is 
done in the last section of Chapter 4 . 
When p < 2 , the result obtained in Chapter 4 is not optimal in the 
sense that the derived order of convergence of the finite element 
approximations is less than those in the case of linear equations. By 
d · h d d b · w1 ' 2 · f h · · f a apting a met o use too tain -estimates or t e minimal sur ace 
equation [20], we prove that one obtains the optimal W1 'P-estimate for 
k(t) bounded above by some constant , in addition to certain regularity 
assumptions . We also show, how one may , in an analogous way to [20], obtain 
the optimal w1' 2-error estimate , subject to the same condition on k(t) 
and regularity assumptions, for two dimensional problem using linear 
elements . The case when the solution space of the boundary value problem 
(la-le), is in W1 'P(~) with p > 2 is then considered. 
In Chapter 6 we use the techniques developed in Chapters 2, 3, 4 to 
study a class of nonlinear vectorial boundary value problems of the form 
curl(~Clcurl ul) curl u) - j in A, 
div U - 0 in A, 
and 
curl U • n - O on 8A, 
where A is a bounded open simply connected domain in 3 IR , and n is the 
outward normal on the boundary 8A. An example of this type of problem 
arises in the analysis of a three dimensional magnetostatic field 
distribution in a turbogenerator (see §1 . 4). After introducing the 
appropriate function spaces which enable us to construct a variational (or 
weak) formulation of the problem, we derive error estimates for the finite 
element approximations and show the well posedness of the boundary value 
problem . 
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In the final chapter we examine a direct method for solving (la-le) in 
one dimension with minimal assumption on k(t) and present the result of 
some numerical experiments for Ergun's equation in one and two dimension. 
In the remaining sections of this chapter, we consider some actual 
problems which can be formulated in the form of (la-le). Besides providing 
motivation, such examples also serve two purposes - the form of the 
functions k(t) derived enables us to extract information to further our 
mathematical intuition and the physical aspect enables us to develop further 
insight by drawing on experimental data when necessary . We begin our 
discussion with Ergun's equation . 
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1.2 Formulation of Ergun's equation 
BLAST FURNACE PROCESS 
The production of pig iron from ferrous ore by blast furnaces has a 
relatively long history compared with other metal smelting processes 
currently in use. The first blast furnaces, having sufficiently high 
temperatures to melt iron, came into existence in Germany and Belgium in the 
fourteenth centruy. Since the introduction of preheated blast at the 
beginning of the nineteenth century, various modifications and adjustments 
in scale, design and operation practice have been under investigation up to 
the present day . However, the basic structure of the blast furnace has 
changed very little in the course of time. This is a direct consequence of 
the fact that there is still very limited information about the extremely 
complex chemical and physical processes occurring within the furnace. 
General details about blast furnace processes may be found in [4]. 
The blast furnace is a packed bed reactor . In order to optimise the 
design of the reactor and to improve the operator's procedures so ·as to 
achieve a better performance in terms of cost and productivity, it is 
necessary to have a good understanding of the flow distribution in packed 
beds having spati · ally non-uniform resistance. The experimental approach 
has two major disadvantages. Firstly, a small scale model does not provide 
a satisfactory representation of the furnace. For example, it is very 
difficult to achieve the high termperature associated with the operation. 
Secondly, the cost of obtaining realistic information from commercial 
furnaces is extremely high. This is especially true, when the investigation 
involves the dissection of a quenched blast furnace ([21], [22]). 
By comparison, the mathematical modelling approach does not suffer from 
such disadvantages . As long as a good model is available, it is possible to 
obtain valuable information at a reasonable cost . In 1952, Ergun [14] 
proposed a law describing fluid flow through packed beds . It is based on 
9 
his observation that losses in pressure are caused by simultaneous losses in 
viscous and kinetic energy. While Ergun ' s law is of great value, it 
represents, due to certain underlying assumptions, an over simplification as 
it does not allow for non-uniform flow . In most practical applications , the 
non-uniform packing of the reactant particles leads to the so called wall 
effect which in turn causes non- uniform flow . In order to overcome this 
difficulty, Stanek and Szekely [42] proposed a vectorial differential form 
of Ergun ' s law . 
ERGUN ' S LAW 
Stanek and Szekily proposed that Ergun ' s law for incompressible fluid 
flow , with its validity confined to the direction of flow and to an 
infinitesimal length of the bed , be given by 
(5) 
while for compressible flow , without any restriction on its validity, by 
(6) 
where p is the pressure, V the superficial velocity and G the mass 
velocity . The parameters of resistance and are given by 
and 
where µ denotes dynamic visocity, s porosity, d particle diameter and 
p density . 
We assume that the temperature profile within the reactor is known, and 
that the compressible fluid passing through the packed bed satisfies an 
equation of state of the form p/p = F(T) , for some known function F of 
the temperature T (for example, the perfect gas law) . Thus we may regard 
and as bounded continuous positive functions of the spatial 
10 
variables in the region of interest . 
We now show that Ergun's law, when coupled with the continuity equation, 
is equivalent to a second order elliptic partial differential equation in 
divergence form . The continuity equations for incompressible and 
compressible fluid flow in packed bed reactors are 
and 
respectively , where 
V·V = f(x) - g(x, p) 
2 V • G = f(x) - g (x, p ) 
f : S1 -+ IR and g : n X IR ( or 
(7) 
(8) 
+ n x IR ) -+ IR are known 
functions and represent (possibly pressure dependent) source and sink terms 
within the packed bed . 
Consider the case when the fluid is incompressible. Taking the modulus 
of (5) and recognizing that both f
1 and f :2 are positive, we have, after 
solving a quadratic equation and taking only the positive root. 
( 9) 
Using (5), (7) and (9) we get 
(10) 
A similar algebraic manipulation with (6) and (8) yields an equation of the 
same form as (10) with 
respectively . 
and 2 p replacing and p ' 
To complete the formulation of the problem, we examine the boundary 
conditions . Let us assume that, along r0 , the pressure is prescribed by a 
continuously differentiable function ~ and that, along the remaining 
portion of the boundary , the normal component of the superficial velocity 
(of the mass velocity in the case of compressible fluid) is given by a known 
function n(x) ; that is, V•n = n(x) on r . Making use of (5) and (9), 
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the Neumann boundary condition is transformed to 
(11) 
Letting u = p - ~ , it is clear that equations (10) and (11) retain 
essentially the same form while the inhomogeneous Dirichlet boundary 
condition on p becomes a homogeneous one on u along r
0 It is clear 
that, for the compressible fluid case, the boundary conditions may be dealt 
with in a similar manner and analogous expressions are yielded if the 
substitution 2 2 u = p - ~ is used . 
Letting k1 , k 2 , u and ~ stand for f 1 /2, f 2 , p and ~ respectively 
if the fluid is incompressible or for and 2 ~ if the fluid 
is compressible, we see that a mathematical formulation of the steady s·~ate 
gas flow within a blast furnace is given by 
where 
Clearly k 
-V • (k( I Vul )Vu) - f(x) 
u(x) - ~(x) 
-k(IVul )Vusn - n(x) 
g(x, u) in St , 
on ro ' 
on r 
k(t) = ~l + v ki+k2t Tl . 
is a positive continuous function on St x IR+ and 
(12a) 
( 12b) 
(12c) 
(13) 
(14) 
is a strictly increasing function of t . Therefore (12a-12c) is of the 
type (la-le). 
1.3 Nonlinear seepage flow 
We now reexamine Ergun ' s law for seepage flow . Such a consideration is 
made possible by the fact that the particles in a packed bed reactor form a 
12 
porous medium . Darcy's law is commonly adopted for describing pre-limina or 
creeping flow in which inertia effects are negligible [3]. If viscous 
dissipation dominates and the Reynolds number is small (for example , 
Re~ 1 . 5), then we may set and to zero in (5) and (6) respectively. 
Ergun's law may then be regarded as a variant of Darcy's law and (12a-12c) 
-1 ( -1 -1) reduces to a familiar linear problem with k(x, t). = 2k1 .= f1 or g1 . 
On the other hand, if the flow is dominated by turbulence dissipation and 
large Reynolds number (for example , Re~ 150), we may drop the viscous term 
in Ergun 's equation. Assuming that g(x, u) = 0 , we may write (12a) as 
( 15) 
Clearly , when k
2
(x) - constant , (15) is a special case of (4a) with 
p - 3/2 . 
Equations of the type (15) or (4a) also arise naturally in modelling 
the flow of a liquid or gas through a porous medium satisfying Missbach's 
law [47] which provides a relationship between velocity and hydraulic 
gradients : 
( 16) 
where is the velocity in the direction s ' h is the hydraulic head 
and c , n are constants . 
There exists another seepage law which describes the nonlinear behaviour 
of laminar and turbulent flow . Forchheimer ' s law [47] is given by 
ah 2 
as - aq s + bq s ' 
and resembles the vectorial differential forms of Ergun's law for 
incompressible fluid first proposed by Stanek and Szekely [41] : 
~-
dX 
~-
d 
(17) 
(18a) 
(18b) 
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Subsequently , it was pointed out that (18a-18b) are not invariant to 
coordinate transformation and hence formally incorrect [38]. Thus one may 
modify (17) to a form similar to (5) when the fluid flow under consideration 
is isotropic . (The above comment is also applicable to the Missbach law.) 
An example of such a modification appears in the study of glaciology by 
Pelissier [37], which gives rise to (4a) . 
Since the continuity equation may be written as 
V • q = f(x) - g(x, h) in Q (19) 
with source or sink term f(x) - g(x , h) and velocity q , it is clear that 
the equation of divergence form in h resulted by coupling the modified 
equation ·of (17) and (19) is of the same form as (12a). 
More generally, one may consider the nonlinear seepage law [35] 
(20) 
where n ~ 0 is a constant and a , b are positive continuous functions of 
the spatial variables in the region of interest. In order to derive an 
equation of the form (la) we first note that the function Z(s)s = (a+bs1'2) s 
mapping to is strictly increasing in S , and hence possesses a 
strictly increasing inverse function k(t)t , that . is, t = Z(s)s if and 
only if s = k(t)t . Thus we may write ( 20 ) as 
q = k(!Vhl)Vh . (21) 
For n t O or l , it is very difficult , if not impossible, to derive 
k(t) explicitly . Nevertheless, a numerical evaluation scheme may be used 
to determine k(t)t economically in the course of computing a solution to 
the boundary value problem modelling the flow . The boundary value problem 
is obtained by combining (19) and (20) as well as appropriate boundary 
conditions similar to those described in §1 . 2 with hydraulic heat taking the 
place of pressure, and is clearly a special case of (la-le) . 
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l .4 Magnetic field analysis 
One advantage of mathematical modelling over others is that very often 
the same model may be used to describe vastly different physical phenomena . 
One such example is the wave equation. In this section we provide yet 
anothe r illustration of the above statement by showing how (la-le) can be 
used as a model for the magnetostatic field distribution in turbogenerator 
or electromagnet design problems . In the process of modelling such problems 
another type of boundary value problem arises, which will be studied in more 
detail in Chapter 6. 
In order to optimise design and to ensure reliability of electrical 
machinery and devices an accurate prediction of the magnetic field 
distribution in their active region is required . The presence of complex 
geometries and material discontinuities invariably exclude the possibility 
of obtaining an analytical solution. The finite element method is well 
suited to dealing with such complications. 
Let A be a simply-connected bounded open domain in IRn , n ~ 2 , 
with smooth boundary 8A and let n be the outward unit normal to aA . 
By assuming that the permeability µ is a single-valued scalar function 
( that is, istropic material and ignoring hysteresis effect) and the source 
function is represented by a volumetric current density distribution in 
ideal conductors carrying current, the stationary magnetic field distribution 
in A lS given by the Maxwell ' s magnetostatics equations 
curl H - J ( 21a) -
' 
B - µ.H ( 21b) 
-
' 
div B - 0 (21c) -
' 
where H is the magnetic f i eld intensity, J the current density vector, 
and B the magnetic induction (all in appropriate units) . 
The solenoidal vector B may be represented by a potential vector A 
such that 
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B = curl A. (22) 
Letting V be the magnetic reluctivity (inverse permeability), it is clear 
that (2la-2lb) and (22) yield 
curl(V curl A) - J in A. ( 23a) 
The reluctivity is a function of IBI and for ferrous material is 
highly nonlinear . It is usually available for interpolation of experimental 
cata as the B - H curve . Some typical forms of v are 
(i) with a - 4 . 5 X 10-4 , 
+4 S = 2 . 2 x 10 and s = 8 for the rotor in a turbo-
alternator, and 
s - 5 .16 x 10-4 , C = 0.176 , T = 8 .76 x 10 3 and 
a - 5 . 42 as a typical set of values. 
In both cases µ0 = 4TI x l0-
7MKSA. 
Clearly, if A is a vector function satisfying (23a), then, for any 
continuously differentiable function X, A + grad X is also a solution of 
(23a) . Thus, to ensure uniqueness , we impose the normalising condition on 
A : 
div A = 0 in A. (23b) 
If we assume the magnetic field outside the machine or device is negligible, 
we obtain the boundary condition 
curl A• n = 0 on 3A . (23c) 
Equations (23a-23c) may be regarded as a boundary value problem . This 
problem is considered in detail in Chapter 6 . 
We now consider the case when the magnetic vector potential and the 
current density vector have only a component in the 2-direction, that is, 
A - Co, o, u) 
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and 
J = (0, 0, g) 
with u = u(x, y) and g = g(x, y) . Clearly (23b) is satisfied identically 
and, noting that !Bl - !curl Al = I grad ul , (23a) gives 
-V • (vC!Vul)Vu) = g in A 
The boundary condition (23c) is satisfied if 
u - o on aA . 
Note that we use the same symbols A and aA for the two dimensional 
analogue of the original region and boundary respectively . Obviously 
(24a) 
(24b) 
(24a-24b) is a special case of (la-le) since v(t)t . . is an increasing 
function of + t E IR , as can be seen from the B - H curve : 
B 
FIGURE 1 
Returning to the fully three dimensional case, the solution of the 
magnetic vector potential A requires computation for the three components 
of A, and is thus rather costly in terms of execution time and memory 
requirement . It is natural then to seek an alternative approach wh i ch is 
more economical , computationally speaking. The method of scalar magnetic 
potential provides a competitive approach to the solution of (2la-2lc) . 
From Maxwell ' s theory we know that the current density vector is 
solenoidal , so by l etting 
J = curl H0 
for some vector H
0 
, with no restriction on its dive r gence , we may 
represent H by the sum of its irrotational and rotational parts: 
H = - grad¢+ H0 
where ¢ is termed a reduced scalar potential . 
( 25 ) 
( 26 ) 
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Suppose now that a suitable H0 satisfying (25) is chosen . This may 
be obtained by evaluating the integral 
1 J j Cr' ) Cr- r' ) dv , H
0
Cr ) = -
4n v ' I r - r' I 3 
(27) 
or by the method described in [29]. Noting that the representation (26) is 
still not unique , we impose the normalising condi t-ion 
{ ¢(x)dx = 
J St 
0 . 
Substituting ( 26 ) in (21b) and ( 21c) we see that 
div (µ(I H0 + grad ¢I ) (H 0 +grad¢)) - O in A . 
(28a) 
( 28b) 
From the B - H diagram it is clear that µ ( t)t is a strictly 
increasing function of t ~ 0 , so ( 28a-28b) is strongly related to 
(la-le) . The problem (28a-28b) is however a purely Neumann problem, with 
boundary condition 
B • n - (H0 +grad¢) • n - b(x) on 8A, (28c) 
for some given function b (x ) . 
We will see later that the results obtained for (la-le) also hold for 
(28a)-(28c) with minor modification. Moreover , the computational cost for 
solving (28a)-(28c) is much less than that for solving (23a-23c) . However, 
we must point out that the computational cost for obtaining H0 is q ite 
substantial and so this scalar potential approach is not always superior to 
the vector potential approach . In fact , numerical investigation using the 
latter approach is becoming quite popular among the engineering community 
recently ([6] , [11], [12]) . 
CHAPTER 2 
VARIATIONAL FORMULATION AND FINITE ELEMENT APPROXIMATIONS 
2.1 Function analytic preliminaries 
The practical problems discussed in the previous chapter show that it 
is important to obtain solutions , or at least approximations to solutions, 
of (l.la-1.lc). To do this we shall consider (l~la-1.lc) in a variational 
setting and formulate the prob l em as one in functional minimization . This 
enables us to introduce the notions of weak solutions and finite element 
approximations in a natural manner. We begin by s tating some relevant 
definitions , notations and results to be used later. 
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IR+ We use to denote the set of all nonnegative real numbers. For any 
p t O , and 
inequality: 
n . 
x, y E IR , n > 1 , we have the p -triangle 
where 
f1 if 0 < p < l -
' 
C - tp-1 -p if 1Sp< 00 • 
Clearly , for O < p S 1 , we also have the inverse p - triangle inequality 
Let m be a nonnegative integer and p E [l, co] . If O is an open 
set in IRn , we 
the norm II · llm ,p 
denote by 
gi ven by 
llulip 
m,p 
the usual Sobolev space equipped with 
Let D(O) be the linear space of C00 functions with compact support 
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on 0 For n C IRn (see §1.1), we define V 
to be the closure of D(rt u r) for the ll • 11 1 ,p norm . For each p > l , 
one can find r E IR and a unique trace map R 
the trace embedding R(W1 ' P(rt) ) ~ Lr(r0) holds [23]. Thus, a 
characterization of V is 
V = {u E w1 ,Pcni [Ru= 0 a.e. on ro} , 
Using the Poincare inequality it i s clear that the seminorm 
(1) 
is in fact a norm on V and is equivalent to the II · II norm l,p . 
In some situations , our assumpt ions on n do not hold . When meas(r 
0
) 
is zero , we set 
v = { u E w1 ,p Cn l [ In udx = o} . 
In this case, the seminorm II· II is again a norm on V . 
The space V equipped with the norm (1) is a reflexive, separable and 
uniformly convex Banach space for p E ]l, oo[ [23]. We shall denote the 
dual space of ( V, II · II) by ( V* , II · II*) and the pairing ( • , • > : V* x V -+ IR 
by 
< f, u > - In fudx 
for every f E V* and u E V . 
Also, for p > 1 and pq = p + q 
' 
let II • II * denotes the norm on the r 
dual space Z* of z = w1/q,Pcr) and ( . 
' 
. ) 
' 
the r 
with its dual. For each u E Z and v E Z* , we set 
< V' u >r - Ir uvdY . 
pairing between z 
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From now on , unless otherwise indicated, we always assume p E ]l, 2] . 
We shall also use C to denote a generic constant which is not necessarily 
the same in each of its appearances . 
2.2 Properties of associated functions 
We now define the properties which the functions k , g, f, q> and n 
will be assumed to satisfy . As stated in §1.1, k(•, •) is assumed to be a 
positive continuous function on S1 x IR+ and, for a . e . x E S1 , k(x, •) • 
is a strictly increasing function on IR+ • We follow the convention that 
whenever k(•) i s used it is meant to represent the function k(x, •) for 
a . e . x E S1. In general , we do not assume that k(t) is bounded above. 
However , the function k(t)t is assumed to vanish at the origin and 
satisfies the following conditions for some p E ]l, 2] 
(i) for all t ER+, 
where a 1 > 0 , a 2 ~ 0 are constants independent of t , 
(ii) k(t)t is Holder continuous with exponent p - 1, that is, 
there exists a constant y > 0 , independent of t and 
s , such that 
lk( t)t- k(s)sl < Yl t -sl p-l for all + t , s E IR ; 
(iii) k(t)t is continuously differentiable for all t > 0 and 
one can find constants 
that 
K > 0 l - ' K > O 2 and C > 0 1 
As a consequence of (3), and the simple inequality 
for all t > 0 
' 
such 
(2) 
( 3) 
(4) 
( 5) 
it is easy to show that k(t)t - c 1 (x1+K2t 2-P)t is a continuous , increasing, 
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nonnegative function for all t > 0 . Then we have 
(6) 
Obviously , the monotonicity of k(t)t does not imply monotonicity for 
k(t) . However , the converse implication holds . When k(t) is monotone, 
it is not unreasonable to expect that those results, established by 
exploiting the various properties of k(t) described above, will remain 
valid under a sli ghtly weaker condition on k . This is indeed the case . 
As we shall see later, if k(t) is monotone incr eas i ng , we may i gnore (iii) 
above and only r equire k(t) to satisfy (6). 
As an illustration , consider Ergun's problem (l.12a-l.12c). In this 
case , 
k(t) - ( kl +J k~ +k2trl and k(t)t - [ j k~ +kl-k 1) /k2 - - . 
It is easy to check that k(t)t - 0 at t - 0 and conditions (i)-(iii) are - -
A A 
satisfied with p - 3/2 al - y = k2 a.2 - 0 Kl - k K2 = k and -
' 
-
' 
-
' 
-
' 1 2 
A 
~k k . C - where k. > 0 and > 0 are respectively the upper and lower -
' 
-1 2 1,, 1,, 
bounds of k . , 
1,, 
. 
i, - 1, 2 . 
For the sake of simplicity , we assume that g(t) . . is an increasing 
function on IR and is Holder continuous with the same exponent as that for 
k(t)t . It is also convenient to set g(O) = 0 . An example of such a 
function is g(u) = lulp- 2u . As will be seen later, these properties of 
g( • ) and those of k( • ) enable us to study the boundary value problem 
(l . la-1 . lc) in a variational setting . In fact (l . la-1 . lc) may be recast as 
a functional minimization problem over the subspace V of w1 'P(n) 
described in 2 . 1 , with p chosen according to (2)-(4) . 
The function f(x) is assumed to be in the dual space V* of V. A 
sufficient condition for this is of course f E Lq(n) where qp - p + q . 
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We also suppose that n is in the dual space of r L (f) , where r = 1 for 
n s p and r = (np-p)/(n-p) for n > p . We do this because w1 'P(n) is 
embedded in Lr(f) [23] . Finally, we stipulate that ~ E w1 'P(n) . 
This enables us to make a substitution in (l . la-1 . lc) to obtain the 
following boundary value problem which has a homogeneous Dirichlet boundary 
condition : 
- V • [k ( IV(u+<p ) l ) V(u+~)] + g(u+~) - f in n , 
u - 0 on ro , 
- k (IV ( u +~) I) V ( u+<p) • n - n on r . 
2.3 Variational formulation 
(7a) 
( 7b) 
The divergence structure of (7a ) clearly indicates that it is the 
Euler-Lagrange equation of some associated variational principle . We now 
establish the equivalence of ( 7a-7c ) and the following minimization problem . 
Find 
u E V J ( u ) - min J ( v) , v E V , (8) 
where 
( f I V ( v+~ ) I ( {v t~ J(v) - k(t)tdtdx + g(t)dtdx Jn o Jn Jo 
Using the properties of k , g, f, ~ and n discussed in the previous 
section, it is easy to show that J is well defined on V and has its 
ran ge in IR . To show that J is Gateaux differentiable we follow the 
method in [5] . Let 8 E IR and v , h E V be given. Let 
Vt= (v+~) + 8th , for each t E [O, l] , and define w1 , w2 [ O, l] -+ IR 
by 
l'vvtl 
w1 < t) - J 
0 
Vt 
k(s)sds + f O g(s)ds - fvt , 
Clearly W1, W2 E c1co, l] and so, on applying the mean value theorem, we 
obtain 
- (
1 
w' <t)dt 
JO l 
Also W2(1) - w2(0) = n(Sh) . Therefore 
One may utilise the properties possessed by k and g as well as the 
Holder inequality to show that the function 
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lS ln and hence by Fubini 1 s theorem one may change the order 
of integration to 
J(v+Sh)-J(v) 
8 
Now for each t E [O, l] , the continuity implies that k(l'vvtl) ~ k(l'vvj) 
and g(vt ) ~ g(v) uniformly as 8 ~ 0 (hence St~ 0 ) . Also, for 
0 < 8 s l , there exists C > 0 such that 
and the right hand side is integrable by Holder inequal i ty . Therefore by 
the dominated convergence theorem we conclude that the Gateaux derivative 
J' : V ~ V* exists and is given by 
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( J I ( U ) , V ) - ( Au , V ) + ( Gu , V ) - ( f, V ) + ( n , V ) f , (10) 
where the operator A, G V ~ V* , which hold for all u, VE V, are given 
by 
( Au, v) - Ink( IVul )\lu • \lvdx , 
and 
< Gu, v > - ( g( u )vdx . 
Jn 
It follows that the minimization problem is equivalent to the weak 
formulation of (6a-6c). 
Find 
u E V ( Au' V > + < Gu' V > = < f' V > - < n' V >r for all V E V 
(11) 
(12) 
(13) 
Now, if u is a solution of the variational problem (13), and if u 
is sufficiently smooth, we may, after performing an integration by parts, 
deduce that u is a solution of (7a-7c). Conversely, if u is a solution 
of (7a-7c) it is obvious that it satisfies (13). Thus the minimization 
problem (8) is equivalent to (7a-7c) provided that the minimize r of (7) is 
sufficiently smooth . We shall call any u EV satisfying ( 8), or, 
equivalently , (13), a weak solution of (7a-7c). 
If k(t)t ~ oo as t ~ 00 , then the function ¢ IR+~ IR+ b given y 
~(s) = J: k(t)tdt 
is a Young ' s function and ¢ is continuous, strictly increas i ng and convex 
on [ 2 3 ]. In this case the variational princi ple J i s not only convex 
but also admits a complementary or dual formulation. In this case useful 
results can be obtained if one considers the minimization of J( • ) given by 
( 9) over a suitable Sobolev- Orlicz space [ 2 3]. 
2.4 Finite element approximations 
We now examine more closely the approximation process that gives rise 
to finite element approximations uh for the weak solution u . The 
notation we employ here is essentially that used by Ciarlet [8]. 
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Firstly, the polygonal nature of Q enables us to establish a family 
of triangulations Th on Q parametrized by h E ]O, l[ and satisfies an 
inverse assumption . We may therefore define a family of finite element 
spaces fl c V with triangulation Th The inclusion of fl in V 
implies that we are only concerned with conforming finite element methods. 
for the case of linear elements we have 
o - I E c (Q); vh r 
0 
where P1 (K) is of course the space of all linear polynomials on K . 
Secondly , we assume that each member of the regular family of finite 
elements (K, PK' TIK) is affine equivalent to some reference element 
" " " (K, P, TI) and that the inclusion p (K) C p C w1 'P(K) 
l holds. In this 
setting it is now possible to introduce the finite element approximations 
and to study their convergence properties . 
If one can find a uh E Ji such that 
(14) 
then is called a finite element solution of (7a-7c). Equivalently, 
is a finite element solution if and only if uh solves the problem : find 
for all vh E fl . ( 15) 
From now on, unless otherwise stated , we reserve the symbols u and 
represent the weak solution and the finite element solution of (7a-7c) 
respectively . On closer examination of (8), (13), (14) and (15) several 
questions arise naturally . For example, one is interested in seeking out 
whether u and exist or not , and if they do, whether there are a 
multiplicity of such solutions . Other crucial questions concern the 
convergence of uh to u as h tends to 0 and the size of the global 
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to 
error llu-~11 . To answer these questions i t is necessary to examine the 
operator A more closely . As it t urns out , the answer to most of these 
questions lies in the continuity and monotonicity properties of A . These 
will be considered in greater detai l i n the next chapter . 
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CHAPTER 3 
ESSENTIAL INEQUALITIES 
3 . 1 I n trod u ct i on 
With the boundary value problem (l.la-1.lc) formulated in a variational 
setting, we are now in a position to derive some key intermediate results 
that are crucial to the establishment of error estimates for finite element 
approximations. These results are expressed in inequality forms. 
Using standard methods it is relatively easy to show the convergence of 
finite element approximations to the unique weak solution if the functional 
involved is strictly convex, increasing and lower semicontinuous over a 
reflexive Banach space ([26], [27]). However, it is necessary to impose 
further conditions if error estimation is desired. 
In this chapter we introduce the concepts of strong monotonicity and 
T-continuity and prove that the Gateuax derivative J' (2.10) of the 
functional J defined in (2.9) possesses these properties. We then examine 
the well-posedness of the variational problems (2.13) and (2.15). This 
leads to the result that both the weak solution and the finite element 
approximation of (2.8) are bounded by some constant in V and r/2 respectively 
3.2 Monotonicity and convexity 
In this section let (\V, 11 • II) be a Banach space with dual space 
(\V*, 11 • 11 *) and pairing ( • , •) : \V* x \V -+ IR • We start by recalling the 
standard definitions of monotone operators and convex functionals. 
DEFINITION. An operator A : W-+ \V* is said to be monotone if for any 
u' V E \V ' 
<~u-iv, u-v> > o . 
M is strictly monotone , if equality holds only when u = v . 
DEFIN ITION . A functional JI : \V -+ IR is called convex if, for any 
u, v E W , the inequality 
8Jl(u) + (l-8)Jl(v) - J1(8u+(l-8)v) ~ o 
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holds for all 8 E [O , l] . JI is strictly convex if we have equality only 
when u = v . 
In order to achieve a more quantitative description of monotonicity, we 
introduce the following modification of the above definition which will be 
useful later on . Let T be t he space of all function pairs (X, TI ) such 
that X ·. IR+ -+ IR+ . . . . . . is a strictly increasing continuous function with 
xC o) = o and x( t)-+ OO as t-+ 00 , and that + + TI : IR -+ IR is a continuous 
function with TI ( t ) = O only if t = 0 and x(t)/TI(t) is an unbounded , 
strictly increasing continuous funct ion for all t > 0 • 
DEFINITION. An operator ~ : W-+ W* i s strongly monotone if there 
exists a function pair (X, TI) in T such that for any u , v E W , 
TI ( llull+llvll)<!Au-/Av , u-v > ~ x Cllu- vll)Jju-vll . 
Note that when TI= 1, the above defi nition coincides with the more 
usual definition of strong monotonicity . Clearly , every strongly monotone 
operator is strictly monotone . Recalling that the Gateaux derivative of a 
functional is strictly monotone if and only if the functional is strictly 
convex, we see that if the Gateaux derivative of a functional is strongly 
monotone then the functional is strictly convex . 
If /A : W -+ W* is a strongly monotone operator with IIAo II* S M for 
some M ~ 0 , then for any u # 0 in W , we can find X and TI such that 
TI( !lull) (/Au-lAO, u > > x( !lull ) llull , 
so 
< !Au ,u) 
> x(llull) </Ao, u > II u II - TI (!lull) + llull 
> xc llull) - IIAo II* 
-
TI (!lull) 
> X( llull) M . 
-
n(llull) - ' 
thus, as llull + 00 
' 
< IAu, u > !llull + 00 This shows that ~ is coercive. 
Suppose JI : \V + IR takes finite value at u = 0 and its Gateaux 
derivative JI' is strongly monotone with II JI' 0 II* bounded above by some 
constant M. For any f i xed u, v E \v , let g(a ) = Jl(au+(l-a)v} , 
Os a S l . Then 
g'(a) = lim g(a+t;-g(a) 
~o 
_ lim Jl(v+(a+t)(u-v))-Jl(v+a(u-v)) 
t+O t 
- <JI' (au+(l-a )v), u-v> 
Applying the mean value theorem to g , we have 
g(l ) - g(O) = g '( a) for some a E Jo , l[ . 
So Jl(u) - Jl(v) = < Jl'(au+(l-a)v), u-v> and thus 
Jl(u ) = JI( 0) + < JI' Cau), u > 
> JI( o) + (x( liauJI) - M] !lull . 
n( llaull) 
As llull + oo , the right hand side of the inequality tends to infinity 
and hence Jl(u) + oo • Therefore JI . . . is increasing. 
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To conclude this section we introduce a special form of continuity that 
will be of use in the derivation of an abstract error estimate in Chapter 4. 
DEFINITION. An operator ~ : W + W* is said to be T-continuous if 
there exists Cs, T) ET such that 
11/Au-lAvll* < sCllu-vll)TCllull+llvll) for all u , v E \V • 
Note that when T = l and sCt) = ytP , where y > 0 is a constant , 
the above definition reduces to that of Holder continuity of A with exponent 
p . 
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3.3 Holder continuity and strong monotonicity 
IICLDER CONTINUITY 
In [18], Glowinski and Marrocco studied the boundary value problem 
(l.4a-l.4b) and proved that the corresponding operator is Holder continuous 
for l < p < 2 . One crucial step in the proof is to show that the vector 
identity 
n for all z , y E IR , (l) 
holds for some positive constant y independent of y and z . The 
derivation of (1), and in fact all of the vector inequalities in [18], relies 
on the homogeneity of the function a > o . If we are to 
establish a vector inequality similar to (1) for (2.7a-2.7c) involving a 
general k(t) , then clearly a different route has to be taken. 
On the other hand, Xie [48] utilised the assumed Lipschitz continuity 
of the function k(t)t to prove the Lipschitz continuity of the operator 
associated with the problem (2.7a-2.7c) for p - 2 Eventhough it is not 
possible to generalise his proof to the case of l < p < 2 , it is clear 
that the Holder continuity of k(t)t plays an important role in determining 
whether the operator A is Holder continuous. We now show how one may use 
this continuity property to establish the desired vector inequality. 
LEMMA 3.1. If k(t)t is Holder continuous with exponent p - l ~ 
l < p s 2 ~ and with Holder constant Q ~ then there exists a constant 
0 such that for all n y > y ' z E IR ~ n > l - ~ 
lk( lzl )z-k( !YI )y l S Ylz-ylp-l . 
Proof. If y - 0 then clearly I k < I z I )z I = k(l 2 !)jzl < Qjzl p -1 . -
y ' z i= 0 ' 
(2) 
For 
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I kc I z I ) z-k c I Y I ) Y 12 
= kc I z I ) I z 12 + kc I YI ) I YI 2 - 2k c I YI )kc I z I )z • Y 
- I kc I z I ) I z 1-k c I YI ) I Y 11 2 + 2k c I z I )kc I YI ) c I z 11 Y 1-z • Y) 
p l 2 2 p l p l[ z•y 1p-l[ z•y 12-P 
< I Q 11 z 1-1 Y 11 - I + 2Q I z I - I Y I - 1 - I z 11 y I J 1 - I z I I y I J 
Q21 12(p-l) 22(2-p)Q2j l(p-1)·2 s z-y + z-y 
(because I z -y I 2 = I I z 1-1 y I I 2 + 2 ( I z I I y I -z • y ) and I 1- ( z • y I I z I I y I ) I s 2 ) . 
Hence lk( lzl )z-k( IYI )yj S ylz-yjp-l provided that y:::: (2 2 ( 2-p)+l)~Q . # 
It is now easy to show the following in a manner similar to [18]. 
PROPOSITION 1. Let A : V + V* be the operator defined in (2. 
then there exists a constant y > O such that 
p-1 IIAu-Avll * S Yllu-vll for all u, v E V . ( 3) 
Proof. For each u, v, w EV, let u 1 = u + ~ , v1 = v + ~ . Then 
I <Au-Av , w > I = t I k ( I Vu1 I) Vu1 -k ( I \Iv 1 1) \Iv 1 1 • \lwdx 
< I.i I k(.1 \lu 1 1 )Vu 1 -k ( I \Iv 1 1 )\Iv 1 I \lw I dx 
Applying Lemma land the Holder inequality, we obtain 
l!Au-Av II* = sup I <Au-Av, w > I / llw II 
wEV 
for some y > 0 . Now u 1 - v1 = u - v ; hence the proof is completed . 
PROPOSITION 2. Let G : V + V* be the operator defined in (2. 12) ; 
then G is Holder continuou with exponent p - l. 
The proof is easy and is therefore omitted . 
f\,K) 10TO ICITY 
Again we aim to establish a vector inequality similar to that 
.... 
constructed by Glowinski and Marrocco: 
for all n z, y E IR 
If we consider (4) for the case n = l, it is easy to see that it is 
related to the monotone increasing property of k(t) =ta, a> O . We 
make the following generalization . 
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(4) 
LEMMA 2. Suppose k(t) satisfies (2.4). n Then., for each y , z E IR ., 
n > 1 ., we have 
where c1 ~s the constant appearing in (2.4). 
Proof. If y = O then (kClzl)z, z) = k(lzl)lzl 2 ; thus using 
IRn 
Now suppose IYI, lzl t O . Without loss of generality let us assume 
that lzl ~ IYI . If lzl - IYI then 
(k(lzl)z-k(lyl)y, 2-y) - k(lzl)lz-yl 2 
IRn 
For the remaining case lzl > IYI > O , let 8 E Jo, l[ be such that 
~ = elzl + (l-8)lyl satisfies the mean value theorem for k(t)t 
k(jzj)lzl - k(lyl)lyl = (k(~)~)'Clzl-lYI) · 
Now 
(k(lzl)z-k(IYl)Y, z-y) 
IRn 
- (kc I z I ) I z 1-k c I YI ) I YI) c I z 1-1 YI ) + ck c I z I ) +kc I YI ) Jc I z 11 Y 1-z • Y) 
- (k(~)~) '( lzl-lYI ) 2 + [k( lzl )+k( IYI )]( lzl IYl-z · y) 
> C1[K1+Kl
2
-pr\jzj-jyj)2 + [k(jzj)+k(jyj)J(jzjjyj-z•y) 
> G1+K2( lzl+IYI )2-pl-l 
33 
• { C1 CI z 1-1 YI >2 +[k( I z I )+k( I YI)] h +K2 CI z I+ I YI ) 2-P] CI z 11 Y 1-z ·y)} 
iv 2 JJ- 1 2 
> r1 +K2 ( I z I+ I YI ) -pj • cl I z-y I . # 
If k(•) is monotone increasing, it is possible to obtain the same 
result without requiring k to satisfy (2.4). We now prove this assertion. 
LEMMA 3. Let k be an increasing function satisfying (2.6). Then 
for each y, z E IRn ., n ::: 1 ., inequality ( 5) holds. 
Proof. In view of the proof of Lemma 2, we only need to examine the 
case I z I > I y I > 0 . Let y = Sz + ow with w E IRn being orthogonal to 
z , and B, cS ER . Noting Isl < 1 , it is clear that 
( k c I z I ) z -kc I Y I )y , z -y) = kc I z I ) I z 12 + k c I Y I ) I Y I 2 - ck c I z I ) +k c I Y I ) J • s I z I 2 
1Ff 
= (l-S)(kClzl)-k(l y l))l zl 2 + k(lyl)ly-zl 2 
:::: k(lyl)ly-zl 2 
[ 
2 ,-1 2 
::: C 1 K 1 +x2 I y I - p J I y -z I 
# 
It is now possible to show the strong monotonicity of the operator 
associated with ( 2 .7a-2. 7c) by an argument similar to that in Proposition 
(5.2) in [18]. The Holder continuity of k(t)t again plays an important 
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role in the proof . 
PROPOSITION 3. Suppose either k ~s monotone increasing and satisfies 
(2.6) or k is continuously differentiable and satisfies (2.4); then there 
-exist constants K1 > O , 
-K > 0 and a> O such that 2 
~ - 2pl 2 r1 +K2( llull+llvll) - J <Au-Av, u-v > ::: aJlu-vil for all u, V E V . 
Proof. From Lemma 2 or 3, one sees that for any u, v EV, with 
u = u - ~ and v = v - ~ , the inequality 1 1 
holds for almost every x E Q • 
Holder continuity of k(•)• . Also 
I ~ 2 ;ip/2•2/(2-p) n [!<1+x2 (jvu1 1+1vv1 j) -pj dx 
(6) 
< { 22 (p-l)/( 2-P)'1f!( 2-p)+If1( 2-P)(lvu l+lvv l)Plc1x 
Jn r1 2 1 1 J 
(because p/(2-p) > l) 
< +oo ; 
so 
-1 ( )-1 oting that (2/p) + 2/(2 - p) = 1 , we raise both sides of (7) to 
the power p/2 , integrate over Q and apply the Holder inequality to get 
1 ...... --------------------------- - -
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ct;_ 12 llu-v lip 
s J (k(IVu l)Vu - k(IVv l)Vv, V(u-v))P 12 • { K +K (l vu l+IVv 1) 2 -P}p/2dx 
n 1 1 1 1 IRn 1 2 1 1 
s < Au-Av , u-v >p 12 
• 22(P-l)/( 2-p) .If1C2-p)+~/C 2-P)(lvu l+IVv l)Pdx 1 { ( 1 
(2-p)/2 
Jn 1 2 1 1 - J 
s < Au-Av , u-v>P12 • 2P-l • {xt:1(2-P) jnj+l!_ /( 2-p) J (I Vu l+IVv !)Pdx}( 2-p)/2 
1 2 n 1 1 
Thus 
< 22 (l-(l/p ))<Au-Av , u-v>2( 2-p)/p{K lnlC 2-p )/p+K IIIVu l+!Vv 111 2-p } 
1 2 1 1 Lp(r2) 
s 2< Au-Av, u-v >{K1 In I ( 2-P) /p +K2 (llu111+11v1 II ) 2-P} . 
The last line follows from Minkowski's inequality . Letting a - c
1
, 
K1 - 2K1 jnj (
2
- p )/p and K2 = 2K2 we obtain the desired result. # 
PROPOSITION 4. The operator G given by ( 2 . 12) ~s monotone . 
The proof is standard and is therefore omitted . 
- -From now on , we write K
1 
and K
2 
for K
1 
and K
2 
respectively without 
fear of confusion . The inequalities established in this section will be the 
major tool we use to tackle the variational problem (2.13) and its finite 
element approximation problem (2.15) . We start by examining the well-
posedness of these problems . 
3.4 Well-posedness 
To determine whether a problem is well-posed, it is necessary to 
establish the existence and uniqueness of its solutions as well as the 
continuous dependence of the solution on the data. 
The existence of weak solutions of (2.13) may be deduce d easily from 
standard theory of monotone operators . By virtue of Propositions 3 and 4, 
it is clear that the operator A+ G is strongly monotone. Next we see 
that 
for some 
< Ao+Go, v > 
y > 0 • 
1 Hence 
- ( 
Jn k ( I V<p I ) Vcp • Vvdx + { Jn g(cp )vdx 
Ao+ Go is bounded above in V* by 
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( 8 ) 
These results imply that the operator J' given by (2.10) i s coercive 
using a result in §3 . 2 . 
Let Z 
' 
Y E 'Rn , n > 1 • If I I I I < f > O th z , y s or some s , en 
Lemma 2 or 3 gives 
(kc I z I ) z -kc I y I ) , z -y) > Pc I z - y I , s ) 
. . n 
IR 
and is nondecreasing in r . Hence it follows immediately [30, §5 .12] that 
a weak solution of (2.13) exists . 
Alternatively, let us consider t he functional J given by (2. 9) . The 
strong monotonicity of its Gateaux derivative J ' clearly indicates the 
strict convexity of J Also, from §3 . 2 it is easy to see that J is 
increas ing because J(O) is bounded . The continuity of A + G (see 
Propositions 1 and 2) impli es that J ' is also the Frechet derivative of J 
and hence J is continuous . Therefore, we may appeal to standard results 
concerning minimization of convex functionals [27 , §66] to deduce the 
existence of weak solutions . Moreover , due to the strict convexity of the 
functional J , the weak solution is unique . 
For the finite element approximation problem (2.15) we have similar 
results . Indeed , as the functional J is still convex over Ji , the 
existence of a minimizing function is immediate . Furthermore, if 
uh, Wh E f1 are both solutions of ( 2 . 15), then clearly 
Letting vh = uh - wh , we have 
and therefore 
We now turn to the question of stability . First we observe that if 
f = 0 , n = 0 and ~ = 0 , 
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then the homogeneous problem ( 2 . 7a- 2 . 7c) and hence (2.8 ), (2.13) , (2 . 14) and 
(2 . 15) all have u = 0 as its (unique) solution . Next we establish a bound 
on u and which will be useful in proving the continuous dependence of 
the solution on the data . 
UNIFORM BOUNDEDNESS INEQUALI1Y 
If u and are the weak solution and the finite element solution 
of (2 . 7a-2 . 7c) respectively then 
( Au' V > + < Gu' V > = < f' V > - < n' V > r for all V E V ' ( 9) 
and 
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Setting v = u in (9) and applying Propositions 3 and 4 we get 
thus 
( 11) 
when er is the imbedding constant for W1 'P(~) + Lr(f) ( see §2 .2). 
If !lull > 1 , then llullp- 2 < 1 , so in this case 
allullp-l s ( llfll *+er 1111 llf) ( K2 + ( K1+2 2-p K2 ll<Jl 11 2-p) Jiu llr-2) 
< (llfll*+crllnllf) (x1+x2+22-rx211<Jlll 2-rJ . 
Hence 
(12) 
In most cases it is possible to choose a norm equivalent to II • 11 so as 
to obtain K2 = 1. For example , we may select the norm 
lllulll 312 = In (k;~) I Vu I 3
12 dx 
for Ergun 1 s equation in place of II · II . This often leads to a simpler form 
of ( 12) . 
For the linear case p = 2 with k1 = 0 , such choice of norm gives 
rise to the usual energy norm and (11) is simplified to 
llull S llfll-* ( 13) 
if we assume ~ = O and n = O 
In the nonlinear case with k(t) = tP- 2 , 1 < p S 2 . We have K
1 
= 0 
and K2 = 1 , and so supposing that ~ = 0 and n = 0 we obtain a simple r 
version of (11) which appears in Glowinski-Marrocco [18] and is obviously a 
generalization of (13): 
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!lull:::: Cllfll*) 11Cp-l) . (14) 
Similarly, setting vh to uh in ( 10) and following the procedure 
outlined above, it lS clear that uh satisfies the uniform bound ( 12) (as 
well as ( 13), (14) in the appropriate cases) . 
We are now in a position to deduce the continuous dependence of the 
solution on the data. Recall that for each f EV*, there exists a unique 
weak solution u EV of (2.11). Now let u1 , u 2 EV be the unique 
solutions corresponding to data f 1 , f 2 EV* respectively. Then, for each 
V E V , 
Putting V - and applying Propositions 3 and 4 , we obtain 
allu1 -u) S II! 1 -f} * 11\ +K2 ( llu 1 11 + II u) +2 ll'P II) 2-P1 . 
We now bound jju1 II and llu2 ii using ( 12) with f = f 1 and 
respectively . It is clear then as . in V* ' in 
strongly . 
f = f 2 
V 
(15) 
The above argument obviously applies to the case of finite element 
approximation . Hence we have shown the well-posedness of the variational 
problem (2 . 13) and the finite element approximation problem (2.15) . 
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CHAPTER 4 
ERROR ESTIMATION I 
4.1 Abstract error estimates 
Once we obtain the continuity and the strong monotonicity inequalities, 
the task of establishing error estimates for finite element approximations 
is fairly straight forward . However , before proceeding to derive such 
estimates , it seems fit to remark here that no attempt is made to take into 
account in our error estimates the effect of numerical integration. As a 
consequence , the analysis below is not in general applicable to isoparametric 
finite element approximations, because such approximations often rely on the 
use of numerical integration procedures to alleviate the technical 
requirement of extending the domain of definition of the associated operator 
to a larger one. 
Because the study of the effect of numerical integration on nonlinear 
problems is a subject area that is basically unexplored and is not directly 
related to our problem, we make the assumption that all the integration 
processes are exact . This is of course an unrealistic assumption in most 
practical applications of the finite element method . However, much insight 
could still be gained with these theoretical investigations. 
First we give an abstract error estimate . We use the notation in §3 . 2 . 
For simplicity let us consider the following variational problem . Given 
f E o/ * , find u E '/./ : 
( /Au , V ) = ( f, V ) for all V E \V . ( l) 
Suppose that A is strongly monotone with function pair (x, TI) , that 
lS 
n(llull+llvll)</Au-/Av, u-v> ~ x(llu-vll)llu-vll for all u, v E \V . (2) 
Let V = 0 in (2) and assume that 11/AOII* is bounded above by M > 0 . If 
u E \V is a solution of ( 1) then clearly 
xCllull)llull - Ml!ull < <!Au u> 
n(llull) - ' 
= < f, u> S llfll*llull . 
Now as x( •)/n( •) is a strictly increasing function which we denote as 
~( · ) , we obtain from (3) a bound on u : 
Jiu II S <i>- 1 ( llfll *+M) . 
Clearly this bound is also valid for the solution of the problem: 
find for all h h vh E \V , where \V . lS a 
conforming finite element subspace of W . 
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(3) 
(4) 
Let us further suppose that ~ is T-continuous with the function pair 
Cs, A) and that the function ~Ct) = X(t)t/s(t) is defined for all t ~ o 
and is an unbounded, strictly increasing function of t > 0 • Then, for any 
h 
vh E \V , 
Thus 
x(llu-uhll)llu-uh ll s (IAu-lAuh' u-uh>n(llull+lluhll) 
= < !Au-lAuh, u-vh J'TT (llull +lluh II) 
< llu-vh 11 IIJlu--uiuh II *n ( llu II +lluh II) .. 
If we now use (4) to bound A(lluJl+IJuhJJ)n(llull+lluhll) with some positive 
( 5 ) 
constant C = C( llfll *, M) , independent of u and uh , then we obtain the 
desired error estimate 
for all h vh E \y . (6) 
For example, if p ~ 2 , we take P-2 xC t) = t , 
'TT = 1 ' s(t) = t and 
A(t) = tP- 2 then ~(t) = tf-l and the resulting error estimates coincide 
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with thos e derived in [18] . 
4.2 w1 ,P_error estimates 
We now proceed to derive error estimates for (2.13) along the line 
described in the previous section. This will enable us to transform the 
problem of finding an error estimate to one of approximation theory. To 
have a more explicit bound on the error we must specify the type of elements 
to be used (for example , linear, quadratic or bicubic), and the regularity 
that we assume the weak solution u possesses, so that we can appeal to 
standard results in approximation theory. Let us now state the key theorem 
in this chapter . 
THEOREM 1 . Let u and be the weak solution and the finite 
element solution of (2.7a-2.7c) respectively. Suppose that k(•) is either 
a monotone increasing function satisfying (2.6) or k satisfies (2.4) or 
both; then there exists a constant C > O such that 
( 7) 
Proof. Recall that u and satisfy respectively the followin g 
equations : 
( Au , v > + ( Gu , v ) - ( f, v > - ( n , v > r for al 1 v E V 
and 
So clearly, for any vh E /i , we obta i n from Pr opos itions 3 . 1 an d 3 . 2 that 
< Au-Auh , u-uh > + < Gu-Guh, u- uh > = < Au-Auh , u-vh > + < Gu-Guh , u-vh > 
< ( II Au-AuhJl*+II Gu-Guhll *) llu - vhll 
p-1 
< y II u -uh II II u -v h II ' f Or s O me y > 0 . ( 8 ) 
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On the other hand, Propositions 3.3 and 3.4 give 
2 
ailu-uh II . ( 9) 
Thus combining (8) and (9) we obtain 
(10) 
Now we apply the bound (3.12) for u and to the right hand side of 
(10) to obtain the inequality 
where C > 0 is a constant independent of u, uh or Since is 
arbitrary, we arrive at the desired conclusion (7). # 
We now consider the case of linear finite element approximations. 
COROLLARY 1. Suppose u E W2 'p n V. If ~ is chosen as the space 
of linear finite elements in V ~ then llu-uhll = o(hl/( 3-P)) . 
Proof . Let ITh denote the linear interpolation operator on the 
triangulation Th , that is, for each w EV, IThw E r/i , and at each 
vertex P of finite elements in Th , IThW(P) = w(P) Then, since 
u E w2 'P(~) n V, standard approximation theory [8] tells us that 
( 11) 
where C > 0 is a constant independent of h and u , and I ul is the 2 ,P 
seminorm on V n w2 ,P (~) , that is, 
lulp = r 
2 ,P I a =2 
The application of Theorem 1 and (11) above yield the o(hl/( 3-P)) bound on 
the error . # 
Consider now the case of Ergun's equation. The above result implies 
This should be compared with the error estimate 
for a "well-behaved" linear equations using linear elements or the p = 2 
case llu-uh II = 0 ( h) . This discrepancy in the order of convergence may be 
explained in the following way. In the case of Ergun ' s equation, we only 
assumed k1 ~ O in n. Suppose at certain points in n , k1 vanishes. 
If IVul also vanishes at some of these points then the equation (1.12a) 
becomes degenerate . This is more apparent if we examine (1.4a). Another 
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situation arises when k > 0 1 in n , but has no positive lower bound . If 
again IVul vanishes at certain points in n , then because of the 
continuity of k1 , an incompatibility condition between the differential 
equation and the boundary condition may occur. These situations do not 
arise in the case of the linear equation and in fact in the case when 
p = 2 . This is simply because the assumption (2.6) now reduces to 
k(t) ~ c 0 > 0 for all t > 0 and hence degeneracy does not occur. As we 
made no assumption on the non-degeneracy of (2.7a-2.7c), it is not 
unreasonable to expect a difference in the order of convergence between the 
linear equation and Ergun ' s equation . 
A natural question that one would ask is whether we can achieve O(h) 
convergence for linear finite elements if the equation (2.7a) is known to be 
non-degenerate . A partial answer to this question will be given in the next 
chapter and for the moment we shall not consider this any further . 
Let us now examine another key question: that of the convergence of 
the finite element approximations to the weak solution . The result in 
Theorem 1 provides a particularly simple (standard) proof of this convergence 
properties which we now demonstrate . 
THEOREM 2 . As h -+ 0 ., V . 
Proof. For each s > 0 , since D(~ u f) is dense in V, there 
exists a <p E D(~ u f) such that llcp-ull < s/2C Now let IIh 
again be the linear projection operator. From Theorem 1 we have 
llu-uh I r< C infllu-vh II , vh E 0 , 
< c(llu-cpll+ll<P-IThcpll) 
< s/2 + Cii<Pii 2 00h . 
' 
For sufficiently small h , as ll<P 11 2 00 is bound above , we have 
' 
and hence the proof is complete. # 
Remark. If we have a Neumann problem (that is, when f = 8Q ), then 
we need to modify the above proof by replacing the space D(~ u f) with 
{~E D(~) ; f~ ~dx = o} for the proof to remain valid. 
4.3 Equations with implicitly defined coefficients 
There are many problems which have the form of ( 2 .7a-2.7c) but for 
which k(t) is not known explicitly. For example , in a number of 
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application areas such as non-Darcy flow proble ms, we are given a strictly 
increasing function of the form l(t)t It is easy to see that l(t)t has 
a strictly increasing inverse function k(t)t . However, it is almost 
imposs ible to obtain an analytic expression for k(t) . In this section we 
examine how the results obtained in the last section may be applied to such 
problems to derive error est imates for its finite element solutions . 
From the previous sections , it is clear that the properties we require 
the f unction k to possess are essential in establishing various key 
results . Hence we would like to seek out conditions on Z( •) which 
guarantee k to have those desired properties described in §2 . 2 . Before 
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doing this , let us examine some (elementary) relationship between l( • ) and 
k (. ) . 
Throughout this section , let + s, t E IR be such that if s = k(t)t 
then l(s)s = t . If s > 0 then t > 0 , because k( •)• and l( •)• are 
both strictly monotone increasing functions and l(s)k(t) - 1 
(d/dt)\_k(t)t) • (d/ds) (l( s)s ) = 1 if k(•)• and l( •)• are 
Also 
differentiable . For s, t > 0 , let k( •) and l( •) be differentiable; 
then 
The strictly increasing property of l(•)• clearly implies that 
(d/ds)\_l(s)s) > 0 and hence l'(s) ~ 0 if and only if k '( t ) < 0 . 
We are now ready to determine those conditions we need to impose on 
l . It is clear that if there exist constants a
1 
> 0 , a 2 > 0 such that 
for all + s E IR , (12) 
then ( 2 . 2 ) holds. If l(s)s i s continuously differentiable for each 
s > 0 , we may define (d/dt) (k(t)t ) by [( d/ds) (l(s )s )J -l . Now suppose 
that 
O < dd (l(s )s \ s l:_ '1c +K (l(s)s1 2-Pl for all s > O , (13) 
s - c 1 1~1 2 - J 
where constants c 1 > 0 , K1 ~ 0 and K2 > 0 are independent of s . 
Then it is easy to see that (2.4) and hence (2.6) hold . If l( • ) is mono-
tone decreasing, which corresponds to the case k( • ) being monotone 
increasing, we may forgo the requirement that (13) holds . Instead we assume 
there are constants and 
which will ensure the validity of (2.6). 
K > 0 
2 
such that 
(14) 
Let us illustrate (12), (13) and (14) with n l ( s) = a + bs , a, b 
positive constants (see §1 .3). First let p = (n+2)/(n+l) , so 
l/(p-1) = n + 1 . n+l Now l(s)s - as+ bs , so , setting a 2 = O and 
a = bl/(n+l) , (12) follows immediately. Next observe that 
1 
(d/ds) (Z(s )s) n - a+ b(n+l)s and that n = (n+l)(2-p) . Thus 
(d/ds)(l(s)s) <a+ (n+l)bp-l(l(s)s) 2-p which verifies (13). Finally, it 
is easy to see that (n+l)~-1 (Z(s)s) 2- p > bsn , so (14) holds. 
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We also assume l(s)s = 0 at s - 0 but do not impose any restriction 
on l at s = 0 Note that when p - 2 , (12), (13) and (14) reduce to 
the simple form 
for all + s E IR , 
0 < is (Z(s )s) < C for all s > O , 
and 
0 < l(s) s C for all + s E IR . 
It remains for us to find conditions on Z (t ) so that k (t )t is 
H"6lder continuous with exponent p - 1 . t E IR+ Suppose that s ' 0 0 
and that s S s 
0 
( thus 
t O S t ) . If there exists a constant y > 0 such that the function 
s ~ ( Z ( ) s) P - l - s /y for ea ch s E IR+ 
is monotone increasing, then 
Thus 
or 
are 
(15) 
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lkCt)t-k(t0 )t0 1 < y(t?-1-~-1] 
I lp-1 s y t-t 0 , 
that lS, k lS Holder continuous with exponent p-1 E Jo, l] . 
A sufficient condition for (15) is clearly 
%s ( (Z.(s )s)P-l ::: C > O for all s > O . ( 16) 
Writing this in terms of k we get t 2-p(d/dt)(k(t)t) S (p-l)y . Note that 
when p - 2 this reduces to the familiar condition that the derivative of 
k(t)t be bounded . 
We now verify (16) for Z.(s) - a+ bsn . Let c = (p-l)[min{a, b}]p . 
Then 
Thus we may conclude that if we approximate the weak solution u of the 
nonlinear seepage flow problem by linear finite element solutions uh , then 
by Theorem 1 and Corollary 1 we obtain the error estimate 
provided that u E W2'P(~) n V, whe r e p = (n+2 )/(n+l ) E ]l, 2] . 
Again , we shall indicate in the next chapter how this est imate may be 
i mproved . 
4.4 Weaker regularity assumptions 
Before making any attempt to derive an improved error bound for Ergun ' s 
equation it is necessary to bear in mi nd that even the error estimate from 
Corollary l might be too optimistic and hence invalid. This may be traced 
to the rather strong regularity assumption , u E W2 ' p (~) n V , that is 
imposed on u . An example, for which this assumption does not hold, is 
given by Glowinski and Marrocco [18]. Briefly , one may check that the 
solution 
u(x) = p~l Cl/(p-l) (~-lxl p/ (p-l )) , u E [-1, l] , 
of the one dimensional boundary value problem 
u(-1) - u(l) = O , 
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is in if l < p < (3+V5)/2 but only in for all 
s < 1 - (c 2-p )/Cp-1))p < 2 if p::::: (3+v's)/2 . 
If n = 0 , it is possible to derive error estimates with the 
regularity assumption u E rl9,P(~) n V, l S s S 2 , for the finite element 
solution of (2.7a-2.7c) along the line demonstrate d in [18] by using a 
nonlinear interpolation r esult of Tartar [44]. 
First we need to have a bound of lluh II in terms of llull . This may be 
achieved by making use of the uniform bound (3.12) and the following : by 
Propositions 3 . 1, 3.2 and ( 3 . 8 ), it follows that, for each v EV, 
< f , v > = < Au , v > + < Gu , v > 
s <Au-Ao, v > + < Gu-Go , v > + < Ao+G o, v > 
for some constant y > 0 . Hence from (3.12), we see that 
- - ) l/(p-1)} 
Jluh JI '.o max{ 1, ( ~ 1 +K2 +2 2-p K2 Jl<P 11 2-p J llfll *Ia 
< max{l, C(llullp-l+ll<Pllp-1)1/(p-l)} 
< max { 1 , C ( 11 u 11 + 11 <P 11 ) } = b ( 11 u 11) (17) 
Clearly b ( • ) is a continuous function on IR+ . 
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For every f1 , f 2 EV* , we know that there exist weak solutions 
u' 1..J E V of (2 . 7a-2.7c). Let uh' 1..Jh E 0 be the finite element 
approximations of u and 1..J respectively. Then 
( Auh' 1..Jh -uh> + < Guh, 1..Jh-uh > = < Au 
' 
1..Jh -uh> + <Gu, 1..Jh -uh> 
' 
< k»h' ~ -1..Jh) + < Gwh, uh -1..Jh > = ( Pv» 
' 
uh-1..Jh > + < Gw, uh -1..Jh > 
' 
and thus on addition we have 
Applying Propositions 3.1-3 . 4 we get 
allwh-U;, II :': Yllw-ullp-l JK1 +K2 (lluh ll+llwh 11+2 ll<Jlll) 2-pl 
< Y llw-ullp-l JK 1 +K)b ( llull) +b ( llw II) +2 ll<Jl II) 2-p1 . (18) 
The function bl : (s, t) E IR+ x R + f-+ y rxl +K)b( s) +b ( t) +2 ll<Jl II) 2 -P1 /a . lS 
clearly continuous . Note that if K1 = 0 and ~ - 0 , then by a judicious 
choice of a norm 11 · 11
1 
equivalent to the Wl,p -norm, we have (see [18]) 
Let 11 • 11
8 
denote a norm on V n if ,p (S""2) • We then have the following: 
THEOREM- Suppose r)i &S the space of linear finite elements &n V. 
If ~OY' each s E [l 2] u E W8 'P(n) n V ., then 
_, JI ' _, ~6 
where b (t) &S g&ven by (19) below and 
0 
S, _____ ..;:_P_-_1 ___ _ 
(2-S)+( -l)(P-1)(3-p) and y' = (s-l)S' . 
Proof . For each u EV, there is an f EV* such that (2.11) holds. 
Let uh be the finite element solution of (2.13) for such an f. We may 
then define an operator T : V + V by T(u) = uh - u . 
From (10) , (17) and the proof of Corollary 1, we have 
where 
Now if w, u EV, 
so combining this with (18) we get 
IITw-Tull S llw-ull + llwh - uh II 
s Jlw-uJlp-l ~!lull+ Jlw II /-P +b 1 (!lu ll , llw II~ · 
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Hence by Theorem 2 in [44], we have, for some constant C independent of u 
and h , 
where 
' 
(19) 
with 
A - (2-s)B'/Cp-l) 
Thus the theorem is proved . # 
Clearly for other types of finite elements one may follow the procedure 
outlined above to obtain error estimates with the weak regularity assumption 
u EV n W8 ' p(Q) , 1:::: s s 2 . 
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CHAPTER 5 
ERROR ESTIMATION II 
5 . 1 I n trod u ct i on 
As discussed earlier, the boundary value problem (2.7a-2.7c) includes a 
class of 'degenerate ' equations. This is due to the fact that eventhough 
k(t) > 0 for all t ~ 0 , we make no assumption on the upper bound of k . 
Thus, it might happen that at some points in ~ , k( jvuj) or k(jvuhl) is 
unbounded. By contrast, the usual assumption that all coefficients in 
00 
linear equations are in L (~) prevents the coefficients of the equations 
to become unbounded. We give this as a possible r eason for the 'nonoptimality ' 
of the predicted order of o(hl/( 3-P)) for linear elements. A question 
that needs to be answered then is whether we are able to achieve the optimal 
order of convergence O(h) for the class of nondegenerate problems obtained 
by requiring all k(t) be bounded above by some constant. The answer to 
this question is in the affirmative provided that we are willing to assume 
certain rather mild re gularity assumptions on the weak solution. We firs t 
illustrate this result with Ergun's equation with the aid of a lemma similar 
to Lemma 1 of Johnson and Thomee [20]. We then consider the extension of 
this tighter error estimate to the case of nonseepage flow problems . 
In Section 3 we consider the W1 ' 2 - error estimate for linear elements 
by following the methods of Johnson and Thomee [2 0] and Xie [4 8] . We also 
discuss some possible extension to these results. 
So far we have been mainly concerned with boundary value problems whose 
solutions are in w1 'P (~) with 1 < p s 2 It i s also possible to extend 
the results of Glowinski and Marrocco [18] to more general equations with 
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solutions in w1,P(~) for p > 2 . We examine these results briefly in the 
last section of this chapter . 
5.2 Optimal estimates for nondegenerate equations 
Let us now consider the Ergun ' s equation (l.12a-l.12c). Suppose that 
k
1
(x) > k
1 
> 0 for almost every x E ~ , then 
So in this case k is bounded above . In addition suppose that g - 0 , 
then using the method of [20] we have the following: 
the weak solution and the finite element solution for Ergun's equation 
(l.12a-l.12c) respectively. Then there exists a constant C > O such that 
(1) 
Proof . For any h 1 2 wh E v- n W ' ( ~) • Let Then 
I
2 
- f ~ k(lvuhl) lv(u-uh) l2dx 
- In k (I Vuh I) V ( u-uh) · (v (u-wh) +Vx) dx . 
Set 
and 
Clearly, 
lv1 1 s In k(lvuhl) lv(u-uh)I lv(u-wh) ldx 
s I • ITQ k(lvuhl) IV(u-wh) I 2dxr 
!: 
< I I V ( u-w h) I 2 • (max k ( t ) ) 2 L en) t?:.o 
s (2k 1) -lI IV (u-wh) I 2 . L (St) 
Now since IQ k(lvuhl)vuh . Vx = IQ fxdx = In k(IVul )Vu . Vxdx for all 
XE/7-, 
I D2l 
= In (k[lvuhl)-k( IVul )}Vu·Vxdx 
s ( I k ( I Vuh I ) -k C I Vu I ) I I Vu 11 Vx I dx Jn 
= In Jk~+k2 lvuj-Jk~+k2 1Vuhl k(IVuj)k(lvuhl) jvul lvxldx 
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= IQ [ ( k 2 11 Vu 1-1 Vuh I I } / ( J k ~ +k 21 Vu I + J k ~ +k 2 1 Vuh 1 ] ] k ( I Vuh I ) k ( I Vu I ) I Vu I I V XI dx 
s J Q k ( I Vuh I) IV (u-uh) 11 Vxl • (k2 I Vu I k ( I Vu I ) ) / ( J k~ +k2 I Vu I +J k~ +k 2 I Vuh 1] dx . 
Let y = max k2 1Vulk
2 CIVul) . Such a y exists and is strictly less than 
n 
1 be cause u E w1 '00 ( St ) . Th us 
ID21 s In k(lvuhl) lv(u-uh) I lvxlk2 lvulk2 (1Vul )dx 
Therefore 
S Y In k (I Vuh I) IV ( u-uh) I (IV (u-uh) I+ IV ( u-wh) I) dx 
= y(r2 + In k(jvuhl) lv(u-uh) I lv(u-wh) ldx] 
:k: 
s yI2 + yr[In k(lvuhl) lv(u-wh) 1 2ax)' 
S yI(I+Vmax k(t)jV(u-wh) I ) 
t~O L2 (n) 
I2 = Dl + D2 
Thus IS (Cy+l)/(1-y)) (2k1)-1 1v(u-wk) I 2 , which is the desired L en) 
result. # 
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The regularity assumption u E W1 '
00 (n) n V may be intrepreted 
physically as saying that the velocity inside the packed bed is finite, and 
so is quite reasonable . We now come to another key result . 
THEOREM 1. If the weak solution u of Ergun's equation satisfies 
u E W
1
'
00
(n) n V., then for some C > O., and for all wh E 0 n W1 ' 2 (n)., 
Proof. First note that 
- lv(u-uh) I 3~~ 2 L en) 
- I.i Jv(u-uh) J 312k'l.(lvuhJ)k-'l.(JvuhJ)dx 
< ({, k(Jvuhl) Jv(u-uh) J2axt(t k- 3 (1vuhJ)a.{' , 
so 
Now 
In k- 3 (1vuhJ)dx = In [k1+Jk~+k2 JvuniJ3dx 
< 4 I r. 2k1 ) 3+k~12 J Vuh J 3121 dx n - -
and since lluhll is uniformly bounded above by some constant (3.12) we see 
that on combining this result with the previous lemma, the theorem follows 
easily . # 
COROLLARY l. If Ji i,s the space of linear finite elements i,n V 
and u E W2 ' 2 ( n) n W1 ' 00 ( n) n V ., then 
56 
llu-uhll = O(h) . (2) 
Proof. From standard theory, we know that 
where 
[ 
n n 2 ]\ I u I 2 2 = .L L ID . . u I . 
' i,=l j=l 1,J 
Thus, on applying Theorem 1, we have 
llu-u II = oC h) · h 
A careful examination of Lemma land Theorem l reveals that both of 
them will remain valid for a gene r al k( •) provi ded that 
(i) k is bounded above by some constant; 
(ii) for each z, y E IRn , I z I , I y I ::: M for some M 
independent of y and z , the re exists a constant y > 0 
such that 
I kc I YI )-kc I z I ) 11 YI ;kc I z I ) < YI z-y I 
' 
and 
(iii) 
where C is independent of uh . 
It is clear that a sufficient condition for ( 3 ) is that, for each 
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( 3) 
(4) 
0 < t 1 , t 2 ::: M , where M is independent of t 1 and t 2 , there exists a 
constant y > 0 such that 
(5) 
Suppose Z( •)• is an inverse of k(•)• . This condition may then be 
expressed as (le tting s. = k (t. 1 t . 
1,. 1,.' 1,. 
for i=l,2}: for each 
with 0 < < M, there exists a y such that 
(6) 
We now show these conditions are satisfied by the nonlinear seepage flow 
equation with Z(s) =a+ bsn and a , b , n being positive constants . From 
the proof below one sees that only very slight modification is required if 
a and b are continuous functions of x E Q 
for some constants a a b o' 1 ' o 
and a > a > a > O l - - 0 ' 
As a> 0 , l(s) >a> 0 for all s > 0 , hence k(t) < 1/a for all 
t > 0 . Next we show Z satisfies (6) for some y . First we need the 
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following : 
(i) Let a > o be given . Then for each X ::::_ l , a ax (x-1) . 
This may be proved easily by observing that the function 
(a+l)xa + l has non-negative values for all a> 0 because 
f( 1) = 0 and f' (x) a-1 - a(a+l)x (x-1)::::. o for all X ::::_ 1 . 
(ii) If O < a S 1 then clearly a 1-y < 1-y for each y E [ O, l] . 
From (i), because a+ 1 X r a+ 1 a) 1 S ( a+ 1) \.X -X , we have a+l 1 - y < (l+a)( l - y) 
for all a> 0 any y E [O, l] . 
(iii) If h(x) is a monotone increas ing differentiable function of x 
and a> 0 is a constant, then h(x)/(a+h(x)) 
function of x. This is so because 
. . is a monotone increasing 
Now if s - 0 
1 
[h(x)/(a+h(x))]' = ah'(x)/(a+h(x)) 2 ::::. o . 
or s 1 - s 2 , clearly (6) holds for any choice of 
Suppose s 1 > s 2 - 0 , then 
s 1 1 z ( s 1) - z (s 2) I 
I Z(.s 1)s1 -Z(s 2Js 2 1 - ------n+l as 1 +bs 1 
y . 
As the function n X is increasing, so is the function s 1-+- bsn /(a+bsn) . 
But since s 1 < M , we have 
for some constant y . 
It is easy to see then if we can show that the quantity 
s - sup 
s 1ts 2 
o< 1 ,s 2SM 
s1 lz(s 1)-z(s 2) I 
lz(s 1J 1 -Z(s 2)s 2 1 
is bounded above by some constant y < 1 , then l satisfies (6). Clearly 
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s - sup sup 
o< 1sM o<s 2SM 
. 
sup :::{
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sup , si -s~:I n 
n n 1 s 1b s 2-s 1 1 
O<s SM o<s <s a•s -s )+b s -s 1 2 1 'l 2 \.1 2 
' sup J· n+l n+l s 1 <s 2sM a ( s 2 -s 1) +b s 2 -s 1 
Let s l - s be fixed and let 0 < k < 1 be such that s
2 
- ks . Then 
< 
( because 
, 
n n 
s b s -s 
1 1 2 
sup 
------"---~'----- -r ) n+ 1 n+ 1 o<s <s a\s -s +b s -s 2 1 1 2 1 2 
. 
b((1-kn1/(l-k)}sn 
s~ n 
O<k<l a+b((1-kn)!(l-k))s 
(1-kn) /(1-k) < (1-kn+l) /(1-k) ) . 
Now if x Sc , bx/(a+bx) S bc/(a+bc) , so 
n 
S < b(l+n)s from (ii) above, 
1 a+b(l+n)sn 
< b(l+n)lf 
a+b(l+n)W 
For fixed s 
1 
= s , if s 
1 
< s 
2 we let s - ks 2 1 for some k > 1 . 
by (i) and (iii) above, 
-----'---.---'---- -
su b ((kn- 1)/( k- l))sn 
p ( ( n+ 1 , ~ ) n 
< 
< 
Thus , 
nbkn n bW 
< n < sup ___ n_n_ - . n 
s<kssM a+nbk a.+nbM 
s<ksSM a+b k - l,1 /(k-1) s 
<n+1)bl'f 
a+(n+l)bW 
Then , 
for some constant y > 0 . 
< (n+ 1 )btl" 
1+cn+1)bl'f 
< y < 1 
Th f f -, ( t ) - a + btn , ere ore , or & 
holds ; and hence we have shown Lemma 1 holds for such Z . 
t > 0 , ( 6 ) 
To prove ( 4 ), observe that for each s > 0 and p - (n+2)/ (n +l ) , 
(a+bsn) p /( 2- p ) s 2°(~ /( 2- p )+bp /( 2- p )sp/ (p - l )) 
whe r e o = 2 ((p -l)/( 2- p )) . Now, s ince p /(p -1) = n + 1 , 
wherefore , for each t ~ 0 , 
Thus 
J k (p I ( p-
2 ) ) (I Vu I ) dx < 
St h 
As lluh II i s uniformly bounded above by some constant ( §4 . 3 ) for all 
h > 0 , we have pr oved (4) and hence , by Theorem 1 , 
llu- uh II = 0 ( h ) , 
for the nonlinear seepage problem . 
5 3 1 , 2 · t f 1· . 1 1 . w -est1ma es or ,near tr,angu are ements 
In the linear case , it is well known that llu-uh 11 1 , 2 = O(h) for 
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(7) 
linear elements , so the result (7) conforms with our expectation . For 
problems whose solution space is a subspace of w1 'P(S"2) , l < p < 2 (for 
example , Ergun ' s equation), it is of interest to see if the 1 2 W ' -error 
estimate i s also of order h if we use linear elements . Note that as the 
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weak solution u E W1'p(Q) , so u is automatically in W1 ' 2(n) . However, 
we must modify the finite element space to -{'- n W1 ' 2(n) for the w1 ' 2-
error estimate to be meaningful. 
We only consider the two dimensional case. Using the argument of 
Johnson and Thomee [20] it is straightforward to prove the following, hence 
we omit the proof . 
LEMMA 2. Suppose the weak solution u of Ergun's equation 
(l .12a-l . 12c) ~sin W2 ' 2(~) n W1 ' 00(Q) • Then there is a constant C such 
that for any o < h < l , !IV~ II 
00 
< C , provided that k1 > k1 > O . L (Q) 
THEOREM 2. Let u E W2 ' 2Cn) n W1 ' 00(n) . Then llu-uhll 1 , 2 = O(h) . 
We note that the result obtained here is in agreement with those of 
Xie [48], which are applicable to boundary value problems (2.7a-2.7c) with 
k(t) having the following properties: 
(i) k(t) is continuously differentiable and monotone decreasing; 
(ii) k(t)t is monotone increasing and Lipschitz continuous; 
,I'\. 
(iii) 0 < k(t) < k 2 < oo for all t > 0 ; 
(iv) k(t)t + oo as k + oo; and 
(v) there exists a constant c , independent of t and s , 
such that 
(k(t)t-k(s)s)(t-s) ~ c min(k(t), k(s))(t-s) 2 • 
Again, restricting ourselves to two-dimensions, we have the following. 
THEOREM 3 [Xie] . Let u E w1 ' 00 (Q) n W2 ' 2(n) . Then for linear 
finite elements we have llu-uhll 1 2 = O(h) . , 
We remark that if k is continuously differentiable we may follow the 
method of Rannecher [39] to derive L2-error estimates for (2.7a-2.7c). 
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5.4 Equations in w1 ,P(n) with p > 2 
Up to this point we have only considered equations for which the 
natural space of solution is a subspace of W1 'P(Q) , l < p S 2 . In this 
section we give a brief discussion on the type of problems whose weak 
solution is in w1,q(n) , q > 2 . Our aim is to specify some sufficient 
conditions on k(•) in (2.7a-2.7c) that would enable us to derive error 
estimates for the finite element approximations. 
LEMMA 3. Suppose that there exists a constant c > O such that t he 
function 
.v-1 f : t 1-+ f(t) = k(t)t - ct:-
+ n i,s an increasing function on R • Then, for al i z, y E IR , the 
inequality 
holds for some positive constant a. , independent of z and y . 
Proof. As f is increasing, for all t > s > 0 , we have 
f(t) > f(s) ~ 0 ; thus k(t) ~ ctp- 2 for all t ~ 0 and 
( .l?-1 p-1) k ( t) t - k ( S )s ~ C t:" -S ) • Hence 
(k(jzl)z-k(lyl)y, z-y) n 
R 
= (k(lzl)lzl-k(jyj)jyj)(lzl-lYI) + (k(lzl)+k(jyj))( lz l lYl -z •y) 
> c(lzlp-l_lYlp-l)<lzl-lYI) + c(lzlp-2+1ylp- 2)<1zl jyj -z •y) 
= C ( I z Ip-2 z - I y Ip-2 y , z -y) If 
The last inequality follows from a lemma of Glowinski and Marrocco [18]. # 
PROPOSITION 1. Let k sat isfy t he hypothesis of Lemma 3. I f A 
- - - ~ - - ~ - - - ~ - - ~ - - - ~ - - ~ 
- - - - - ~ ~ - - - - - - - - - - - -
denotes the operator corresponding to ( 2 .7a- 2 .7c), then for all u, v EV 
with p ~ 2 , 
<Au-Av, u-v > ~ allu-vllp . 
LEMMA 4. Suppose that there exist constants k1 ~ O, k 2 > O and 
y1 > 0 such that for all t, s ~ O, 
with p > 2. Then for all z, y E If', one can find a constant y > O, 
independent of y and z, such that 
Proof. 
Hence 
n From ( 8) we note that for any z, y E IR , 
lk(lzl)z-k(IYl)Yl 2 = lkClzl)lzl-kC!yj)yl 2 + 2k(lzl)k(lyl)ClzllYl-z•y) 
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(8) 
< y~J Jzj-Jyj 12 (k1+k2(jzJ+JyJi!J-
2r + k(jzj)k(jy j)Jz-yj 2 
2 2[ 2~ 2 
< 2y 1 1 z-y I k1 +k 2 CI z I+ IY I )p- I · 
. ) 
# 
PROPOSITION 2. Let k possess the properties described in Lemrrri 3. 
If A denotes the operator associated with (2.7a-2.7c) then for all 
u, v E V , with p > 2 , there exist constants K1 ~ O , K2 > 0 and 
y > 0, all independent of u and v, such that 
Proof. For all u, v, w EV, let u1 = u + ~ and v1 = v + ~ . Then 
~ - - - - - ~ ~ - - - - - - - - - - - - - - - - - - - -
I <Au-Av, w > I < In I k (i Vu1 I) Vu1 -k ( I Vv 1 1} Vv 1 11 Vw I dx 
s J YIV<u-v)I (k1+k2 (lvu1 l+lvv1 1)P-
2
) 1vw·1ax. 
n . ' 
Now, as 1/p + 1 /p + (p-2)/p = l , by the Holder inequality we have 
( 
p/(p-2) )(p-2)/p 
I <Au-Av, w > I :c Y llu-vll llw II J n ~ 1 +k2 (I vu1 I+ I Vv 1 1 t-~ dx . 
Noting that p/(p-2) > l , we use the p-triangle inequality to get 
I <Au-Av, w>I < 221Prllu-vllllwll(k1lnl(p- 2 )/p+k2IIIVu1l+IVv1IIIP;
2 
] 
L (St) 
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< 221Prllu-vllllwll(k lnl(p- 2 )/p+2((p-l)(p-2 ))/pk (llu ll+llv ll) P-2] 1 2 1 1 . 
As 
I <Au-Av ,w > I IIAu-Avll * = sup ~--..,.,---,.,.....:.._-'-. 
wEV llwll 
Wil 
' 
we have the desired inequality. # 
It is easy to check that the above results would be applicable to 
(2.7a-2.7c) with, say, k(t) = ~ a
1
+a2t
2 (p- 2 ) , p > 2 , and a 1 , a 2 are 
positive constants. We are not aware of any physical situations that give 
rise to such differential equations. The error estimation of the fini te 
element approximations follows from the abstract estimates, as A i s both 
strongly monotone and T-continuous. 
THEOREM 4. Let k satisfy the hypothesis of Lerrunata 3 and 4. Then 
1/(p-l) llu-uh II < Cllu-vh II for some constant C > O • 
Proof. As 
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by Proposition 2 we have 
Now, as 
allullp s <Au, u> - <Ao, u> 
= < f, u > - < n , u > r - J.i k ( IV I ) V • Vud:x 
s ( llfll '+Yr lln llf +Y 1 ( k 1 1 n I (p-
2 ) !t'+k2 ) llcp II) llull , 
so !lull, lluhll are uniformly bounded by some constant; hence we have 
Note that from the above theorem it is clear that the finite element 
approximations converge to the weak solution as h + 0 . 
., 
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CHAPTER 6 
THREE DIMENSIONAL MAGNETOSTATIC DISTRIBUTIONS 
6.1 Variational formulation 
As described in Chapter 1, Maxwell's equations representing the three 
dimensional magnetostatic field distribution in electromagnetic devices may 
be reduced to a nonlinear boundary value problem (l.23a-l.23c) involving the 
curl operator by introducing a vector potential. In this chapter we 
consider a slightly more general boundary value problem of the same type and 
study the error of the finite element approximations using the method 
discussed in previous chapters. 
Let A be a simply-connected, bounded, polygonal open domain in IR 3 , 
with boundary aA. Let n denote the unit outward normal to aA. Let 
b = b (x) be a given function defined on and . J a vector-valued 
function in A. Let v be a positive continuous function on Ax~+ such 
that for almost every x EA , v(x, •)• is a strictly increasing function 
on 
. the in 
and 
possessing the properties (2.2-2.4) with p = 2 • 
solution of the boundary value problem 
curl (v(x, I curl A I) curl A) . A = J in 
' 
-div A - 0 . A - in 
' 
n • curl A= b(x) on aA. 
We are interested 
(la) 
(lb) 
(le) 
Note that the magnetostatic distribution problem described in §1.4 is a 
special case of this problem. It should also be noted that we do not 
require v to be increasing. For the magnetostatic problem, this is in 
conformity with the physical situation as the reluctivity for many magnetic 
materials possesses the following form ([40, p. 417], [48]) shown in Figure 
2: 
B 
FIGURE 2 
Following [31], we now consider how the problem may be formulated 
variationally and how the finite element approximations may be defined. 
First we consider the auxilary problem of finding a solenoidal vector 
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such that B - grad 1JJ 0 
. in A with satisfying (possibly 
in a weak sense) 
-t11J} = o in A , (2a) 
and 
n • grad 1JJ = b on aA. (2b) 
Note that we make the assumption that b E L2(r) . Eventhough the solution 
1J) of (2a-2b) may not be uniquely defined, B 
0 is always well defined if W 
exists. Next we let 
-
curl A - B0 + curl A 
in (la-le). Then clearly we have 
cur 1 ( V ( I cur 1 A + BO I ) (cur 1 A + BO) ) - j in A , 
div A= 0 in A, 
and 
n • curl A - o on aA. 
Now the space 
curl U E [L2(A)] 3 , div U = O, n AU= O on aA} 
is a Hilbert space when equipped with the scalar product 
(U, V) = f A curl U • curl Vdx 
as A is simply connected [13]. Let W' denote the dual of W and 
( 3a) 
( 3b) 
(3c) 
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W' W J. E W' (•, •) the pairing between and . If , one can follow the 
method des cribed in §2.3 to show that any solution of (3a-3c) s atis f ies the 
minimization problem: 
find A
0 
E W such that 
Jl(A0) = minJl(A), A EW, 
where 
(4) 
Jl(A) = t ( curlAI v(t)tdt - j • Adx . 
Conversely, if the solution A
0 
of (4) is sufficiently smooth then A
0 
satisfies (3a-3c). This may be seen most easily if we consider instead of 
(4) the equivalent problem 
find A
0 
E W such that 
(T(A
0
), V) = j(V) for all V E W (5 ) 
where 
(T(U), v) - t v(lcurl U + B0 1)(curl U + B0) • curl Vdx 
and 
j(V) = f A j. Vdx 
for all U, VE W. 
Any solution A0 of (4) or (5) is called a weak solution of (3a-3c). 
Suppos e that we have on A a triangulation parametrized by h . Let 
Wh be a conf orming finite element subspace of W. Some possible choices 
of Wh resemble those used in approximating the Stokes problems using 
finite e lements. We say is a finite e l ement solut i on if 
for all (6) 
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6.2 Error estimations 
We are now in a position to derive the error estimates for the finite 
element approximations. By making use of Lemmata 3.1 and 3.2 it is easy to 
prove the following. 
PROPOSITION l. Let JI · II' denote the norm on W' induced by the norm 
II · II on W • Then there exists a constant y > O such that 
IIT(U)-T(V)II' s YIIU-VII for all U, VE W' . 
PROPOSITION 2. There exists a> o such that 
(T(U)-T(V), u-v) ~ allU-Vll 2 for aii u, v E W' . 
In [31] it was noted that U An= 0 on aA implies n • curl U = 0 
on aA. This is due to the following reasons. First observe that 
n • curl U is well defined on aA and belongs to W-~' 2 (aA) due to the 
'd t't d' l U - 0 Hence i'f g E W~' 2(~A) d ,, •. th l t· 1 en 1 y iv cur = • all an o/ is e sou ion 
in w1 ' 2 (A) of 
~lJ) = o in A, 1jJ = g on r , 
then 
< n • curl U, g > = (curl U, grad 1V) + (div curl U, 1V) 
[L2(A)] 3 L 2 (A) 
= (U, curl grad lJ)) 2 3 + < n A U, grad 1V } [L (A)] 
= 0 ' 
where ( • , • } denotes the duality pairing between and 
The well-posedness of (5) and (6) is now straight forward to prove. 
The strong monotonicity and Lipschitz continuity of T indicate the 
functional JI in ( 4) is continuously differentiable and strictly convex. 
Thus we have the unique solvability of the weak solution of (5). Following 
the method described in §3.4, one can show the continuous dependence of the 
weak solutions on data. 
Now as T is strongly monotone with respect to the function pair 
(at, 1) and T-continuous with respect to the function pair (yt, 1) , we 
can apply the abstract error estimation results outlined in §4.1 to obtain 
the estimates 
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for all Using these error estimates the proof of the convergence 
of the finite element approximations to the weak solution is immediate. 
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CHAPTER 7 
NUMERICAL SOLUTION OF NONLINEAR PROBLEMS 
7.1 Direct method for one dimensional problem 
In this chapter we present some results of numerical experimentation on 
some nonlinear problems. Such numerical investigation serves two purposes. 
Firstly, we would like to find out whether the o(hl/( 3-p)) w1 'P-error 
estimates for (2.7a-2.7c) is optimal for 'degenerate' equations, and to 
verify the O(h) estimates for 'non-degenerate' nonlinear equations as 
predicted by our theory. Secondly, it is of interest to consider the order 
of convergence of the finite element approximations in LP -norm and sup 
norm. Before presenting the numerical results we consider a direct method 
for computing the finite element approximations of a class of two point 
boundary value problems. 
Let n = Jo, 1[ and let + + L : n x R -+ R be a function such that 
(i) for each t ER+ , L(•, t) is a measurable function in 
n . 
' 
(ii) for almost every x En, 
(a) L(x, •) is a continuous function in + IR , and 
(b) L(x, t)t is an unbounded, strictly increasing function 
of t E IR+ . 
Further, let f be . integrable function n and . a given on n a given 
constant. It . clear then the solution of the following two poi nt is u 
boundary value problem 
-u' L( lvl )v . n = in 
' 
v' = f(x) . n in 
' 
u(l) = 0 v(O) = n 
' ' 
(1) 
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is given by 
f
l 
u(x) = L(lw(y) l)w(y)dy , 
X 
( 2a ) 
for all XE n 'with 
w(y) = f: f(t)dt + n . ( 2b) 
One sees from (2a-2b) that it is not always possible to obtain an 
explicit analytic expression for u. Moreover, if one needs to evaluate u 
at many points in n, and proceeds by numerically integrating (2a-2b) at 
these points, the computational cost involved is very high. An alternative 
approach is to determine a piecewise linear approximation uh of u and to 
evaluate at the points where the functional value of u is desired. 
Let us now proceed to examine how one can obtain such a uh . First we 
partition into N + 1 intervals: 0 = X < X < ... 0 1 
and use h . to denote the length of the interval [ x., x. 1] for J J J+ 
j = O(l)N. Let <P • 
J 
denote the hat function at x. 
J 
for j = 0( l)N , that 
is, 
( X-X . 1) /h . l , X . l ~ X < X . , J- , J- J- J 
cp • ( x) = (x . 
1
-x) !h . , J J+ , J 
0 otherwise, 
with appropriate modification for j = 0 and j = N. 
Now, as L(t)t admits an unbounded, strictly increasing inverse 
K(t)t , we may rewrite (1) as (cf. §1.2) 
- (x< I u, I >u,) , = t <x) in n , 
u(l) = 0 , 
-K ( I u' < o) I) u' < o) = n 
( 3a) 
( 3b) 
( 3c) 
Consequently, we see that one can compute an approximation uh of the 
N+l 
sol ution u of (1) or ( 3a- 3c ) by s e tting I 
i =O 
f or a.' s the following system of nonlinear equations , 
1., 
for j = O(l)N . 
a .cp.(x) 
1., 1., 
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and solving 
(4) 
Note that we may not have an explicit expression for K but, as we 
shall see later, this piece of information is not necessary. The important 
point is that uh is a piecewise constant function on Q and thus K(luhl ) 
also takes constant value over each subinterval [x., x. 1] , j = O(l)N . J J+ 
Another point to note is that the boundary condition (3b) implies 
So we need only determine the parameters a.0 , a.1 , ... , a.N. 
Because, for each 
and 
X E [x . , X • 1] , J J+ j = 0 ( 1 )N , we have 
(cp'.(x))2 = 
' J 
(cp ~ l(x) 12 = J + ; 1/h~ J ' 
2 
cp ~ (x )cp '. (x) = -1/h . . 
J J+l J 
= 0 • 
Therefore, by applying the fact that the cp • 's 
J 
have compact supports, we 
obtain 
fl x (lu'l)u'cp'dx h · h 1 0 
and, f or j = l(l)N, 
fl K ( I u ' I ) u 'cp '.dx = K ( Jo · h h J 
-a. 
1
+a. 
J- J 
h. 1 J-
(Sa) 
a .-a . 
J J -1 
h . 
J 
(Sb) 
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Combining this with aN+l - 0 , and the fact that 
(6a) 
fl jtP .dx + n~.(O) = 0 ;; ;; . J = l(l)N, (6b) 
the system of equations (4) becomes 
-a. +a. . 
J-1 J 
h. l J-
-
(7a) 
. 
J = l(l)N - l, ( 7b) 
(7c) 
where d . represents the term on the right hand side of (6a) and (6b) for 
;; 
j = O(l)N. 
If L = L(x) then K = K(x) and (7a-7c) would be a linear system of 
equations . In particular, if L = l , then (3a-3c) is just the Poisson 
equation and (7a-7c) may be written as a tridiagonal system 
,-- -
l -1 
-1 2 -1 
-1 2 -1 -
a = d , 
-1 2 -1 
-1 2 
In (7a-7c) one observes that the term 
-
(a .-a.. 1) /h. . ;; ;;+ ;; 
. 
appears in every 
equation, with J not necessarily representing the same index in each 
occurrence. This points to the possibility of simplifying the system if we 
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make the following substitutions: 
B. = (a. 1-a.)/h. 1 , j = l(l)N, J . J- J J- ( Ba) 
and 
Indeed, by writing (7a-7c) in terms of the B . 's , we obtain 
J 
Now, using the recurrence relation (9a-9b), and setting 
. 
J -d. - L d. , j = 0( l)N , 
J i=O i, 
we can reduce (9a-9b) to 
which clearly has the solution 
S. = L(jd.j)d., J+l . J J 
. 
J = O(l)N . 
( Sb) 
(9a) 
( 9b) 
(10) 
(11) 
Thus, to compute the parameters for one only needs 
to calculate d. , 
J 
. 
J = O(l)N, then B . 's 
J 
using (11) and finally a.' s 
J 
using (Ba-Sb). This procedure may be interpreted as an implicit LU 
decomposition process in the linear case. 
Note that we have not constrained L to satisfy any structural 
conditions. As a consequence, the function K may not possess the 
properties listed in §2.2 and therefore the error estimates derived in the 
previous chapters may not hold. Thus the solution process outlined above 
enables us to study the behaviour of the finite element approximations 
efficiently for a rather general class of problems. 
7.2 Numerical results 
We now examine some numerical results relating to Ergun's equation with 
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constant parameters, that is, the case for which L(t) = k1 + k 2t with k1 
and k
2 
being nonnegative constants. With f equal to some constant 
function f1 , the solution of (1) is given by 
u(x) 
(12) 
By partitioning the unit interval into 4, 8, ... , 256 equally spaced 
subintervals in turn, we calculate the finite element approximations uh 
using (11) and (8a-8b). By making use of (12) we can evaluate the error 
function e(x) = u(x) - uh(x) in the w1,P_energy norms 
and in the LP-norm, where p = 3/2 or 2 . We also estimate the 
supremum norm 
llel] 00 = 
L 
sup 
xE[O,l] 
I e(x) I 
by the quantity max{ I e (x ·) I } 
'Z, 
where the maximum is taken over the set of 
Games points r }N+l 1xi o of a chosen partition. Sometimes it is useful to 
measure the relative error of the finite element approximations. We use the 
following relative l L -error 'norm' 
1 
N+l 
N 
.I 
-z,=O 
u(xi)to 
lu(xi)-uh(xi) I 
lu(xi) I 
The orders of convergence of the error function in various norms are 
derived in the following manner. Firstly, a log-log graph of the norm of 
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the error function against h , the (maximum) subinterval length, is 
plotted. A line of best fit is then drawn with the aid of linear regression 
analysis. The slope of the line thus determined gives the order of 
convergence of the error function in an appropriate norm. We tabulate our 
results in Table 1. 
TABLE 1 
w1, 3/2 £3/2 sup w1,2 L2 rel 
f = 0.7 Tl - 1.2 -
(i) 0.99 2.00 2.03 .. 1. 00 2:00 2.00 
k 
1 = 
0.8 k2 = 0.4 
f - 1.7 n = -2.4 -
(ii) 1.02 2.03 2.00 1.02 2.02 1. 91 
kl = 2.5 k2 = 3.1 
f = 1.9 n - 0.0 -
(iii) 1.00 2.00 2.00 1.00 2.00 2.00 
kl = 0.0 k2 = 4.1 
f = 1.5 n = 2.4 
(iv) 0.99 2.01 2.00 1.00 2.02 1 .92 
k = 0.0 k2 = 0.7 1 
f = -0.7 n = 0.7 
(v) 1. 01 2.01 2.00 1.00 2.00 0.99 
k = 0 .0 k2 = 1.2 l 
f = -2.0 n - 1.0 -
(vi) 1.00 2.00 2.00 1.00 2.00 1.99 
kl = 0.0 k2 - 1.5 -
f = -1. 0 n = 7/9 
(vii) 1. 01 2.00 2.00 1.00 2.00 1.98 
k = 0.0 k2 - 0.9 -1 
From Tab le 1, it seems clear that in each case we have O(h) Wl,p_ 
error estimates and O(h 2) LP-error estimates for p = 3/2 and 2 . The 
sup norm estimates also appear to be o(h2) . Note that in the last three 
cases, u ' vanishes at x = 1, 0.5 and 7/9 respectively, and that, 
except for cases (i) and (ii), we are mainly concerned with the 'degenerate' 
case in which k1 = 0.0 . 
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If f(x) = (a+l) lx+Bla where a E IR and S E [O, l] , the solution of 
(1) takes the form (a. 1 3/2 or 2 ) 
kl+2k2ri' 
( ) ' (k k ') ( ) + I ( l-8 )a.+2 - Ix-BI a.+2 1 U X = Tl l + 2n , 1-X a.+2 
k2 
~- l<1-B) 2a.+ 3+(S-x)lx-B1 2a.+3I + 2a+3 
with n' =Tl+ IBlaB when L(t) = k1 + k 2t . In our numerical experiment 
we assume k 2 = 1. The results are given in Table 2. 
TABLE 2 
wl,3/2 L3/2 sup w1,2 L2 rel 
a. = -1/4 f3 = 0.3 
(i) 1.00 2.00 2.00 1.00 2.00 2.00 
Tl = 2.05 kl = 0.0 
a = -1/2 f3 = 0.25 
(ii) 1.00 1.95 1.85 0.94 1. 93 1.88 
Tl = 1 .0 kl = 0.0 
a. = -25/48 f3 = 0.45 
(iii) 0.99 1. 98 1. 93 0.94 1. 97 1. 93 
Tl = 0. 85 kl = 0.25 
a. = -13/24 f3 = 0.71 
(iv) 1.00 1.99 1. 98 0.98 2.01 1.97 
Tl = 2.00 kl = 1 .2 
a. = -7/12 f3 = 0.139 
(v) 1.01 1. 94 1. 76 0.91 1.89 1.87 
Tl = 0.79 kl = 0.0 
a. = -5/6 s = 0.5 
(vi) 0.81 1. 57 1.33 0. 70 1.57 1.32 
Tl = 0.0 kl = 0.0 
The determination of the order of convergence is harder in this case. 
This ·may be seen from the log-log plots in Figures 4-7. The disorderly 
behaviour exhibited when a= -5/6 indicates that the 
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function f may not be in V* and hence the energy error estimates deviate 
from those predicted by theory. 
The above numerical results indicate that, when f is not too 
singular, the w1,r_error estimates are of order h and the LP-error 
estimates are of order h2 , where p = 3/2 or 2 . For nondegenerate 
problems, these results confirm our prediction. For degenerate problems, 
the situation is not so clear. It is possible on one hand, that the 
theoretical error estimate of o(h213) is not optimal, at least when the 
dimension of the boundary value problem is one. On the other hand, the 
predicted order may be optimal; that is, there exists a 
give an error estimate of order h213 when we set f = f 
0 
f E V* 
0 
in ( 1). 
that will 
As we 
have not employed such f
0 
in our numerical experimentation, the results we 
have do not provide an accurate picture. 
1WO DIMENSIONAL PROBLEMS 
We have also performed some numerical experiments for (2.7a-2.7c) with 
n = [O, l] x [O, l] . For m = 4, 8, ... , 128, we partition the unit 
square into 2 m identical squares each of width h = 1/m. These smaller 
squares are then subdivided into two triangles to form a triangulation as 
shown in Figure 3. 
FIGURE 3 
We use (i, j) to denote the node at (Ci-1)/m, (j-1)/m) , 
l < i, j ~ m+l , and <P • • 
'l, ,J 
to denote the hc·t function at ( i' j ) To 
obtain a solution for (2.15) we employ the following rather simplictic 
algorithm. 
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Given u
0 
, set and, for n = 1, 2, ... , solve the system 
of linear equations 
= J fcp . .dx - J ncp • .dy , n ~J r ~J 
l < i, j < m+l, (13) 
for (n+l) ~ until some suitable convergence criteria are satisfied. 
This solution procedure has many drawbacks, the major one being that 
the matrices obtained are not necessarily well behaved. Another difficulty 
is that, unlike the one dimensional case, it is difficult to treat the 
degenerate equations as the problem of overflow appears near those points 
where k becomes unbounded. 
Nonetheless, the minimal requirement of in core storage renders the 
method competitive with others as it enables us to solve large problems 
without having to copy information in and out of the memory store during 
computation. By using SLOR to solve for (n+l) uh at each stage 
solution procedure converges within reasonable CPU time limits. 
n, the 
In most cases, the solution of (2.7a-2.7c) is not known. Thus we 
represent the solution by a bicubic spline fitted through the computed 
function values at the nodes of the triangulation with m = 128 . 
The test problems we used to obtain the numerical results listed below 
in Table 3 are as follows: 
(i) kl= 100/57 , k2 = 0 , 
f = 1.76 
' 
where x = 0 , 
otherwise; 
:L 
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(ii) kl = 1.0 k2 = 0.5 
' ' 
g.o when X = 0 and 0 < y < 0.2 f 0.0 - - ' = n --
' otherwise; and 
(iii) kl = 1.24 k2 = 0.8 
' ' 
{ t·2 when X = 0 and 0 < y < 0.2 f 0.0 - - ' - n = -
' otherwise. 
TABLE 3 
wl,3/2 £3/2 w1,2 L2 
(i) 0.98 1. 93 0.95 1. 91 
(ii) 0.98 2.09 0.89 1.98 
(iii) 0.97 2.00 Q. 89 2 .16 
It is clear from these results that the order of convergence for the 
w1,P_error estimates is O(h) and for the LP-error estimate o(h 2) , where 
p = 3/2 or 2 . This is in agreement with that predicted by the theory. 
7.3 Concluding remarks 
1. The Holder continuity condition on g(u) in (2.7a-2.7c) is not 
necessary. However, it is important to note that if g is, for example, 
Lipschitz continuous when p # 2 , it is necessary to work in the space 
V = V n L 2(n) with the norm 
1 
imbedding of Sobolev spaces, 
111 u 111 = II u 111 ,P + 11 u 112 • 
V 1 = V and the norm II• II 
Often, because of 
in (2.1) is 
equivalent to Ill· Ill In this case, we only need minor modification in our 
proofs of the theorems in the previous chapters. In the event that v1 
cannot be reduced to V , it is sufficient to further assume g : IR + IR 
satisfies the strong monotonicity condition 
(g(t)-g(s))(t-s) ~ c(t-s) 2 > o 
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for all the previous results to hold. It is not clear whether this condition 
is necessary. For related results, see [33]. 
2. It appears that the augmented Lagrangian method [16] is quite 
useful in solving problems of the form (2.7a-2.7c) and that the results in 
[18] on this method may be extended to a more general class of problems by 
making use of the properties of k(t) described in §2.2. 
3. In our proof we assumed certain regularity conditions to hold. As 
we have assumed that the domain be "polygonal", it is necessary to examine 
the regularity problem with greater care. See [2], [19], [45]. 
4. The study of three dimensional magnetostatic distribution in the 
multiple connected domain can be found in [7], [32]. In order to obtain 
error estimates for the finite element approximations one needs to modify 
the function space described in Chapter 6. 
5. In some cases, one may improve the computed results by applying an 
acceleration method, which appears to give an O(h 2) energy error 
estimate. See [24], [49]. 
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