Abstract. We show that, up to linear equivalence, there are only finitely many polynomial quadratic mappings F : C 2 → C n and F : R 2 → R n . We list all possibilities.
Introduction
Let Ω K 2 (d 1 , . . . , d n ) denote the space of polynomial mappings F = (f 1 , . . . , f n ) : K 2 → K n where deg f i ≤ d i for 1 ≤ i ≤ n. Let F, G ∈ Ω K 2 (d 1 , . . . , d n ). We say that F is topologically (respectively linearly) equivalent to G if there are homeomorphisms (respectively linear isomorphisms) Φ : K 2 → K 2 and Ψ : K n → K n such that F = Ψ•G•Φ. In the paper [2] it was shown that there is only a finite number of different topological types of mappings in Ω K 2 (d 1 , d 2 ). This result was generalized for Ω K 2 (d 1 , . . . , d n ) by Sabbah in [14] . Moreover, we know (see e.g. [11] ) that there is a Zariski open dense subset U ⊂ Ω K 2 (d 1 , . . . , d n ) such that every mapping f ∈ U has the same, generic, topological type. If a mapping f has a generic topological type then we say that f is a topologically generic mapping. In practice it is difficult to describe the generic topological type and other topological types effectively. Here we focus on the simplest case of quadratic polynomial mappings and we describe linear types in Ω K 2 (2, . . . , 2). We have 34 linear types in the complex case and 41 in the real case. From this we can describe all topological types in Ω K 2 (2, . . . , 2). In fact in the complex case we have 18 topological types and the topological equivalence coincides with the equivalence with respect to the group of polynomial automorphisms, i.e., topological and polynomial equivalences coincide. Moreover, in the real case we have 22 types with respect to the polynomial equivalence.
General quadratic mappings have been studied (see [1] , [6] , [7] , [8] , [9] , [10] ) and this subject is interesting on its own. The classification (up to isotopy) of quadratic mappings of the plane was done only for real homogeneous mappings (see Proposition 1 in [1] ). In [3] , [4] and [12] real quadratic mappings of the plane have been studied in relation to their dynamical behavior and equivalence with respect to diffeomorphisms, in [12] the authors obtained the classification of critical sets and their images. In our recent paper [5] we classified real and complex quadratic mappings of the plane with respect to linear equivalence. Hence from this point of view we fill a gap in the literature.
In the paper [5] it was shown that for K equal C or R the space Ω K 2 (2, 2) splits into a finite number of equivalence classes with respect to linear equivalence (hence also with respect to topological equivalence). Moreover, the authors provided a full classification of mappings in Ω K 2 (2, 2). The aim of this paper is to continue the research started in [5] and to obtain a full classification of quadratic mappings K 2 → K n for any integer n > 2 (and consequently together with [5] for any n > 0).
The main tools used in [5] were the critical set, the discriminant and the topological degree. While those are still useful in analyzing K 2 → K n mappings, they do not provide sufficient information to distinguish between some equivalence classes. Hence in this paper we use also the self-intersection curve and the critical space. The latter can provide useful information even if the mapping is an embedding.
Aside from the complete classification we also obtain some interesting geometric results (see the comments after the proofs of Theorems 2.7 and 2.8) about quadratic mappings. For example we obtain that if F : C 2 → C n is quadratic, µ(F ) = 1 and #F −1 (y) ≥ 3 for some y ∈ C n then F is equivalent to (x 2 + y, y 2 + x, xy, 0, . . . , 0), in particular it has three singular points. Let us recall that µ(F ) denotes the number of points in F −1 (F (x)) for a generic x ∈ C 2 . For the definition of SI F (resp. O(F )) see Definition 2.5 (resp. Definition 2.2).
We will now give the complete classification. We start with Ω C 2 (2, 2, 2) where we have the following cases:
(1) (generic case) F 1 = (x 2 + y, y 2 + x, xy) with three singular points 17. Moreover, µ(F 5 ) = 1. (6) F 6 = (x 2 + y, y 2 , x) with C(F 6 ) = ∅ and dim O(F 6 ) = 16. Moreover, µ(F 6 ) = 1. (7) F 7 = (x 2 +y, y 2 +x, 0) with C(F 7 ) = {4xy −1 = 0} and dim O(F 7 ) = 15. Moreover, µ(F 7 ) = 4. (8) F 8 = (x 2 , xy, y) with singular point P = (0, 0), SI F 8 = V (y) and dim O(F 8 ) = 16.
Moreover, µ(F 8 ) = 1. (9) F 9 = (x 2 + y, xy, x) with C(F 9 ) = ∅ and dim O(F 9 ) = 15. Moreover, µ(F 9 ) = 1. (10) F 10 = (x 2 + y, xy, 0) with C(F 10 ) = {2x 2 − y = 0} and dim O(F 10 ) = 14. Moreover, µ(F 10 ) = 3. (11) F 11 = (x 2 , y 2 , y) with C(F 11 ) = SI F 11 = {x = 0} and dim O(F 11 ) = 15. Moreover, µ(F 11 ) = 2. (12) F 12 = (x 2 + y, y 2 , 0) with C(F 12 ) = {4xy = 0} and dim O(F 12 ) = 14. Moreover, µ(F 12 ) = 4. (13) F 13 = (x 2 , y 2 , 0) with C(F 13 ) = {4xy = 0} and dim O(F 13 ) = 13. Moreover, µ(F 13 ) = 4. For Ω C 2 (2, 2, 2, 2) we obtain the 29 cases (
Moreover we obtain the following cases:
Finally for quadratic mappings C 2 → C n for n ≥ 5 the generic case is G 0 = (x 2 , xy, y 2 , x, y, 0, . . . , 0). All other cases can be obtained from the Ω C 2 (2, 2, 2, 2) cases by composing with the standard inclusion of C 4 in C n .
We also obtain similar results in the real case. For Ω R 2 (2, 2, 2) we have the following possibilities:
(1a) F 1 = (x 2 + y, y 2 + x, xy) with singular point P = (
and
, y 2 + x, xy) with singular point P = (0, 0), SI F 3 = {x = 0} and dim O(F 3 ) = 16. (4) F 4 = (x 2 , y 2 , xy) with singular point P = (0, 0) and dim O(F 4 ) = 14. (5) F 5 = (x 2 , y 2 , x + y) with singular point P = (0, 0), SI F 5 = {x + y = 0} and dim O(F 5 ) = 17. (6) F 6 = (x 2 + y, y 2 , x) with C(F 6 ) = ∅ and dim O(F 6 ) = 16. (7a) F 7 = (x 2 + y, y 2 + x, 0) with C(F 7 ) = {4xy − 1 = 0} and dim O(F 7 ) = 15. (7b) F 7 ′ = (x 2 − y 2 + x, 2xy − y, 0) with C(F 7 ′ ) = {4x 2 + 4y 2 − 1 = 0} and dim O(F 7 ′ ) = 15. (8) F 8 = (x 2 , xy, y) with singular point P = (0, 0), SI F 8 = {y = 0} and dim O(F 8 ) = 16. (9) F 9 = (x 2 + y, xy, x) with C(F 9 ) = ∅ and dim O(F 9 ) = 15. (10) F 10 = (x 2 + y, xy, 0) with C(F 10 ) = {2x 2 − y = 0} and dim O(F 10 ) = 14.
(11) F 11 = (x 2 , y 2 , y) with C(F 11 ) = SI F 11 = {x = 0} and dim O(F 11 ) = 15. (12) F 12 = (x 2 + y, y 2 , 0) with C(F 12 ) = {4xy = 0} and dim O(F 12 ) = 14. (13a) F 13 = (x 2 , y 2 , 0) with C(F 13 ) = {4xy = 0} and dim O(F 13 ) = 13. (13b) F 13 ′ = (x 2 − y 2 , xy, 0) with C(F 13 ′ ) = {(0, 0)} and dim O(F 13 ′ ) = 13. For Ω R 2 (2, 2, 2, 2) in addition to the mappings coming from Ω R 2 (2, 2, 2) we obtain the following cases:
(1) (generic case) G 1 = (x 2 + y, y 2 , xy, x) which is an immersion. dim O(G 1 ) = 24. (2) G 2 = (x 2 , y 2 , xy, x) with singular point (0, 0),
Similarly as over C for the quadratic mappings R 2 → R n for n ≥ 5 the generic case is G 0 = (x 2 , xy, y 2 , x, y, 0, . . . , 0) and all other cases can be obtained from the Ω R 2 (2, 2, 2, 2).
Obviously if i : C k → C n is the standard inclusion then F : C 2 → C k and i•F : C 2 → C n share their geometric properties. However the relation between O(F ) and O(i • F ) may not be completely obvious. It is explained in Lemma 2.3 and Corollary 2.4. For the convenience of the reader we will write down the dimensions of all the orbits of quadratic mappings C 2 → C n , we have:
To better visualize the structure of the space of quadratic mappings we present Figure 1 .
Each row consists of orbits of given dimension, from the largest to the smallest, and a rising path joins two orbits if the smaller is contained in the closure of the larger. To compare orbits of a mapping C 2 → C n 1 and a mapping C 2 → C n 2 for n 1 < n 2 we compose the first one with the standard inclusion C n 1 → C n 2 . In many cases the existence or the lack of an edge follows trivially from the characterization of the respective orbits. However in some cases it is not obvious whether containment holds or not, hence we provide a brief argument in Section 5. In Section 2 we introduce the notation and tools used throughout the paper. Afterwards we focus on the space Ω C 2 (2, 2, 2). In Section 3 we use the list obtained for complex quadratic mappings in Ω C 2 (2, 2, 2) to produce the list of real quadratic mappings in Ω R 2 (2, 2, 2). In Section 4 we describe the spaces of quadratic mappings C 2 → C n and R 2 → R n for n ≥ 4. In Section 5 we deal with the containment of closures of orbits. Finally in Section 6 we describe all topological types.
Main Result
We start by making the following useful definition: Definition 2.1. Let F = (f 1 , . . . , f m ) : K n → K m be a polynomial mapping. We denote by dim a (F ) the dimension of the affine space spanned by the image of F . Moreover we denote by dim q (F ) the dimension of the linear space spanned by the image of F (2) , where
is the homogeneous part of f i of degree 2.
Obviously for a quadratic mapping F :
Let us also recall the following: Definition 2.2. By GA(n) we denote the group of affine transformations of K n . By GA(n, m) we denote the group GA(m)×GA(n) with the product given by formula:
We denote the orbit of F by O(F ). We say that F and G are linearly equivalent if there is α ∈ GA(n, m) such that F = αG, i.e. F ∈ O(G).
We denote by Stab(F ) the stabilizer of F :
. Moreover if (L, R) ∈ Stab(F ) and the image of F is not contained in an affine subspace of K m then R uniquely determines L. More generally, we have the following: Lemma 2.3. Let F : K n → K m be a polynomial mapping and let G be the subgroup of GA(m) consisting of transformations which are identity after restricting to the affine space spanned by
As a direct consequence of the Lemma we obtain the following: Corollary 2.4. Let F : K n → K m be a polynomial mapping and let G = (F, 0, . . . , 0) :
We will also use the following:
. We denote by µ(F ) the topological degree of F , i.e. the number of points in F −1 (F (x)) for a generic x ∈ K 2 . For µ(F ) = 1 we define the self-intersection curve as the set
is not a simple point}
Obviously in Definition 2.5 we take F −1 (F (x)) with a scheme structure. We can also introduce a scheme structure on SI F in the following way, which we also use to actually compute SI F : let F = (f 1 , f 2 , f 3 ) and let π :
be the inclusion corresponding to the projection on the first coordinate in K 2 × K 2 . Let I be the ideal generated by f i (x 1 , y 1 ) − f i (x 2 , y 2 ) for i = 1, 2, 3. We define SI F as the scheme corresponding to the ideal π −1 (I : (x 1 − x 2 , y 1 − y 2 )).
, 2) we define: . Definition 2.6. We call the set C(F ) = {J 1 (F ) = J 2 (F ) = J 3 (F ) = 0} the critical set of F , however when considering multiplicities of points we refer rather to the scheme
, which is the vector space generated over K by J i (F ) seen as vectors in the six dimensional space of quadratic polynomials.
Let L ∈ GA(3), let P ∈ GL(3) be the linear part of L and let C be the cofactor matrix of P , i.e. C = (det(P )P −1 ) T . It is easy to check that we have:
In particular we obtain that the spaces Cs(F ) and Cs(L • F ) are equal, so composition with L preserves the critical space of F . Consequently if (L, R) ∈ Stab(F ) then R also preserves Cs(F ).
From now on to the end of this section we will focus on the space Ω C 2 (2, 2, 2).
Let us now prove the following:
The following conditions are equivalent:
(1) F has three singular points.
Moreover, for such F the set SI F is a union of three lines in a general position and dim O(F ) = 18.
Proof. (1) ⇒ (2) We will show that Stab(F ) is finite. If (L, R) ∈ Stab(F ) then R must preserve the critical set. Note that the singular points are not co-linear. Indeed, they are the zero set of polynomials J i (F ). Note that V (J i (F )) is a smooth conic or two lines or one line. If the singular points are co-linear then the first possibility is excluded. Hence V (J i (F )) is one or two lines and the three singular points must lie on exactly one line included in V (J i (F )). This means that all three V (J i (F )) contain a common line, so the set of critical points of F contains a line -a contradiction. Now it is easy to see that there is only a finite number (at most six) of such linear mappings R. Moreover, the set F (C 2 ) is not contained in a hyperplane because if it were then all three J i (F ) would be proportional. This implies that L is uniquely determined by R and # Stab(F ) ≤ 6. Since Stab(F ) is finite we know that dim O(F ) = dim Ω C 2 (2, 2, 2) and O(F ) is a maximal orbit, in particular it is open and dense.
(2) ⇒ (3) Note that the mapping F 1 has three singular points: ( To prove the last remark observe that SI F 1 is a union of three lines: x + ε 2 y − ε = 0 for ε 3 = 1.
The mapping F 1 has a quite nice geometry which is shared with mappings from O(F 1 ). The curve SI F 1 consists of three lines x + ε 2 y − ε = 0 for ε 3 = 1 forming a triangle, the singular points (
2 ) are midpoints of the triangles edges. After restricting F 1 to one of the edges we obtain the mapping
Obviously this restriction is equivalent to the endomorphism x → x 2 of a line. The vertices of the triangle (−ε, −ε 2 ) are the preimage of the unique triple point of F 1 .
Note that it follows from the complete classification that also the following conditions are equivalent:
• F has three singular points, • SI F is a union of three lines, • µ(F ) = 1 and F has a (unique) triple point.
Before we state the next theorem we will do some preparatory work.
First we will consider the case when det
We will show that in this case either (
Observe that if L is the mapping associated with Φ
and the mapping Θ may be viewed as projection.
3 . In particular we obtain a mapping Θ 1 :
→ Ω 2 compatible with the action of GA(2, 3), where Ω 2 = {F ∈ Ω C 2 (2, 2, 2) :
Finally, consider the mapping Θ α,β : (F (x, y)) → F (x + α, y + β) with αβ = 1. One can calculate that for
→ Ω 2 compatible with the action of GA(2, 3). In particular we obtain:
Now we can prove the following:
(1) F has two singular points.
Moreover, for such F the set SI F is a union of two transversal lines and dim O(F ) = 17.
Proof. (1) ⇒ (2) First we show that dim q (F ) = 3. Suppose that dim q (F ) = 2, then we can find 2, 2, 1 ). Observe that J 1 (F ) and J 2 (F ) have degree at most 1. Since F ′′ has two singular points both V (J 1 (F )) and V (J 2 (F )) must contain the line through those points, i.e. be this line or C 2 . It follows that either f 3 is constant or V (J 3 (F )) also contains a line through the two points. In both cases C(F ) is not finite -a contradiction.
Note that the mapping F ′ has at most two singular points precisely for those (a, b) for which the discriminant of polynomials x 3 + x 2 b − 2 ). By direct computation we see that the self-intersection curve of the mapping (x 2 + y, y 2 + x, xy + ax + by) is given by the equation
This equation can be also expressed as
Observe, that the double line passes through both singular points and the simple line passes through the simple singular point. This is expected since we have a degeneration of the general case in which two edges of a triangle are brought together. Now if (L, R) ∈ Stab(F ′ ) then R transforms SI F ′ onto SI F ′ and singular points into singular points and preserves their multiplicity. Hence if we choose a system of coordinates such that SI F ′ is given by Similarly as after Theorem 2.7 we may add an additional characterization of mappings in O(F 2 ) which follows from the complete classification rather then from an explicit proof. We have that the following conditions are equivalent:
• C(F ) has two points (one ordinary and one double), • SI F consists of two lines (one ordinary and one double), • µ(F ) = 1 and F −1 (F (x)) consists of a double point and an ordinary point for some (unique) x ∈ C 2 .
Furthermore we have the following:
Theorem 2.9. Let F ∈ Ω C 2 (2, 2, 2). The following conditions are equivalent:
(1) C(F ) is a multiple (triple) point and µ(F ) = 1.
(2) F ′ = (x 2 + y, y 2 + x, xy + ax + by) ∈ O(F ) for a = − Moreover, for such F the set SI F is a line and dim O(F ) = 16.
Proof. (1) ⇒ (2) Similarly as in the proof of Theorem 2.8 observe that dim q (F ) = 3 because otherwise C(F ) would be empty, an ordinary point or not finite. Moreover F / ∈ O(x 2 , y 2 , xy) since µ(x 2 , y 2 , xy) = 2. Hence we have F ∈ GA(2, 3)Ω 2 , in particular F ′ = (x 2 + y, y 2 + x, xy + ax + by) ∈ O(F ) for some a, b ∈ C. Finally, F ′ has one critical point only for such (a, b) for which the polynomials x 3 + x 2 b − We have SI F 3 = V (x 3 ) and C(F 3 ) = V (x 2 , xy, 2y 2 − x). Thus if (L, R) ∈ Stab(F 3 ) then R transforms the line {x = 0} onto itself and preserves the critical point (0, 0), so R = (αx, βx + γy), α, γ ∈ C * , β ∈ C. However R preserves not only the point (0, 0) but the scheme V (x 2 , xy, 2y 2 − x). We have C(F 3 • R) = V (x 2 , xy, 2γ 2 y 2 − αx), thus α = γ 2 . So dim Stab(F ) = dim Stab(F 3 ) = 2 and dim O(F ) = 16. Theorem 2.10. Let F ∈ Ω C 2 (2, 2, 2). The following conditions are equivalent:
Proof. Similarly as in the proof of Theorem 2.8 observe that dim q (F ) = 3. Moreover, µ(F 1 ) = µ(F 2 ) = µ(F 3 ) < µ(F ), hence from Theorems 2.7, 2.8 and 2.9 we obtain F / ∈ GA(2, 3)
Theorem 2.10 concludes the analysis of Ω C 2 (2, 2, 2) \ V (det(Φ 1 )) so now we will shift our attention to the case when det(Φ 1 (F )) = 0. As mentioned before, in this case we have dim q (F ) ≤ 2, i.e. O(F ) ∩ Ω C 2 (2, 2, 1) = ∅. In particular we may assume that 2) is one of mappings listed in the paper [5] and a, b ∈ C. We will start with the first pair from the list, namely (f 1 , f 2 ) = (x 2 +y, y 2 +x).
Theorem 2.11. Let F ∈ Ω C 2 (2, 2, 1) be of the form (x 2 + y, y 2 + x, ax + by). The following conditions are equivalent:
(1) F has one singular point.
We have Cs(F ) = x, y, xy hence R preserves the critical point (0, 0). Moreover, since xy is the only quadratic term it also must be preserved up to scalar multiplication, i.e. R preserves the pair {(1 : 0), (0 : 1)} of points at infinity. Consequently R = (αx, βy) or R = (αy, βx), where αβ ∈ C * . However R must also preserve SI F 5 = {(x, y) :
Theorem 2.12. Let F = (x 2 + y, y 2 + x, ax + by). If either a ∈ C * , b = 0 or a = 0, b ∈ C * then F ∈ O(F 6 ), i.e. F is linearly equivalent to F 6 = (x 2 + y, y 2 , x). Moreover, dim O(F 6 ) = 16. Obviously O(F 6 ) ⊂ V (det(Φ 1 )), moreover V (det(Φ 1 )) is irreducible and by Theorem 2.11 it has the same dimension as its subset O(F 5 ). Hence dim O(F 6 ) ≤ 16. It remains to show that dim Stab(F 6 ) ≤ 2, so let (L, R) ∈ Stab(F 6 ). We have Cs(F ) = 1, y, xy , hence L and consequently R preserve the terms y and xy up to scalar multiplication. Hence R = (α 1 x + α 2 , β 1 y + β 2 ), where α 1 β 1 ∈ C * and α 2 , β 2 ∈ C. Moreover we have Cs(F • R) = 1, y, x(β 1 y + β 2 ) , so The last remaining case for F = (x 2 + y, y 2 + x, ax + by) is a = b = 0, i.e F = F 7 . The mapping (x 2 + y, y 2 + x) was thoroughly examined in [5] and the only substantial change we obtain while passing to F 7 lies in the size of the orbit and stabilizer (see Corollary 2.4). Indeed, if (L, R) ∈ Stab(F 7 ) then R is one of the six permutations of the cusps of (x 2 + y, y 2 + x). However, since the image of F 7 lies in a plane it does not determine L. Indeed we have L • F 7 = F 7 for L(x, y, z) = (x + α 1 z, y + α 2 z, α 3 z). Consequently dim O(F 7 ) = 15.
We now pass to the second mapping from the list in [5] , i.e. (x 2 + y, xy). A mapping in O(x 2 + y, xy) is characterized by the condition that its Jacobian is a parabola, in particular the quadratic part of the Jacobian must be a square. Let Φ 2 (J) = 4AC − B 2 for J = Ax 2 +Bxy+Cy 2 +. . ., then the quadratic part of J is a square if and only if Φ 2 (J) = 0. Hence a mapping F ∈ O(x 2 + y, xy, ax + by) must satisfy the conditions Φ 1 (F ) = 0 and Φ 2 (J 1 (F )) = Φ 2 (J 2 (F )) = Φ 2 (J 3 (F )) = 0. Note that in general it is possible that Φ 2 (J i (F )) = 0 for i = 1, 2, 3 but there is a linear combination of J i (F ) which does not have a square quadratic part. However the condition Φ 1 (F ) = 0 implies that the quadratic parts of J i (F ) are proportional. Hence the variety
is locally given by two independent equations, i.e. has dimension 16. Theorem 2.13. Let F ∈ Ω C 2 (2, 2, 2) be of the form (x 2 + y, xy, ax + by). The following conditions are equivalent:
(1) F has one singular point. 
) it has dimension at most 16. It remains to show that dim Stab(F 8 ) ≤ 2, so let (L, R) ∈ Stab(F 8 ). We have Cs(F 8 ) = x, y, x 2 , hence R = (αx, β 1 y + β 2 x), where α, β 1 ∈ C * and β 2 ∈ C. Moreover, x 2 and xy do not have a linear part so y and β 1 y + β 2 x are proportional, i.e.β 2 = 0. Theorem 2.14. Let F = (x 2 + y, xy, ax + by). If a ∈ C * and b = 0 then F ∈ O(F 9 ), i.e. F is linearly equivalent to F 9 = (x 2 + y, xy, x). Moreover, dim O(F 9 ) = 15.
Proof. Obviously if a ∈ C * then (x 2 + y, xy, ax) ∈ O(x 2 + y, xy, x). To show that dim O(F 9 ) ≤ 15 notice that O(F 9 ) is contained in the closure of O(
, where α 1 ∈ C * and α 2 , β 1 , β 2 ∈ C. Consider the second component of F • R, i.e. (α 1 x + α 2 )(β 1 x + α 2 1 y + β 2 ). It contains the terms α 1 β 1 x 2 + α 2 1 α 2 y which can be only canceled by x 2 + y from the first component. Consequently
The last remaining case for F = (x 2 + y, xy, ax + by) is a = b = 0, i.e F = F 10 . We read from [5] that dim Stab(x 2 + y, xy) = 1 (with respect to GA(2, 2)), hence by Corollary 2.4 we have dim Stab(F 10 ) = 4 and dim O(F 10 ) = 14.
The third mapping on the list in [5] is (x 2 + y, y 2 ), thus we should consider mappings of the form F = (x 2 + y, y 2 , ax + by). However if a = 0 then the critical set of (x 2 + y, y 2 + ax + by) is a hyperbola, so by [5] (x 2 + y, y 2 + ax + by) ∈ O(x 2 + y, y 2 + x). This case was considered earlier so we assume that a = 0. That leaves us with two possibilities: either b = 0 and F ∈ O(F 11 ) or b = 0 and F = F 12 . In the former case we Cs(F 11 ) = x, xy , so if (L, R) ∈ Stab(F 11 ) then R = (α 1 x, β 1 y + β 2 ) for α 1 , β 1 ∈ C * and β 2 ∈ C. It is easy to see that for any such R there exists a suitable L, hence dim Stab(F 11 ) = 3. In the latter case we use the description of (x 2 + y, y 2 ) from [5] and obtain that dim Stab(F 12 ) = 1 + 3 = 4.
The fourth mapping on the list in [5] is (x 2 , y 2 ). Obviously if a = 0 or b = 0 then (x 2 , y 2 , ax + by) is in O(x 2 + y, y 2 , a ′ x + b ′ y) for some a ′ and b ′ . Hence the only case not considered earlier is F 13 = (x 2 , y 2 , 0). Since by [5] dim Stab(x 2 , y 2 ) = 2 we obtain dim Stab(F 13 ) = 5.
The fifth mapping on the list in [5] is (x 2 − x, xy), so let us consider mappings of the form F = (x 2 − x, xy, ax + by). If b = 0 then the critical set of (x 2 − x + ax + by, xy) is a parabola, so by [5] (x 2 − x + ax + by, xy) ∈ O(x 2 + y, xy), which is a case considered earlier. Thus we have either a = 0 and F ∈ O(F 14 ) or a = 0 and F = F 15 . In the former case we Cs(F 14 ) = x, x 2 so if (L, R) ∈ Stab(F 11 ) then R = (α 1 x, β 1 y + β 2 x + β 3 ) for α 1 , β 1 ∈ C * and β 2 , β 3 ∈ C. It is easy to see that for any such R there exists a suitable L, hence dim Stab(F 14 ) = 4. In the latter case we use the description of (x 2 − x, xy) from [5] and obtain that dim Stab(F 15 ) = 2 + 3 = 5.
The sixth mapping on the list in [5] is (x 2 , xy). This is the final mapping on the list whose orbit does not intersect Ω C 2 (2, 1). Obviously if a = 0 or b = 0 then (x 2 , y 2 , ax+by) is in one of the orbits described earlier. So, we only obtain F 16 = (x 2 , xy, 0) with dim Stab(F 16 ) = 3 + 3 = 6.
Since we exhausted all orbits which do not intersect Ω C 2 (2, 1, 1) let us focus on the case when F ∈ Ω C 2 (2, 1, 1), i.e dim q (F ) ≤ 1. If dim a (F ) = 3 then we may assume that F = (f 1 , x, y), where f 1 is homogeneous of degree 2. There are two possibilities: either f 1 is a square or not. In the latter case we have F ∈ O(F 17 ), i.e. F is linearly equivalent to (xy, x, y), and in the former case we have F ∈ O(F 18 ), i.e. F is linearly equivalent to (x 2 , x, y). It is easy to see that if (L, R) ∈ Stab(F 17 ) then R = (α 1 x + α 2 , β 1 y + β 2 ) for α 1 , β 1 ∈ C * and α 2 , β 2 ∈ C. Moreover for all such R there is a unique L such that (L, R) ∈ Stab(F 17 ). Similarly for (L, R) ∈ Stab(F 18 ) we obtain the condition R = (α 1 x + α 2 , β 1 y + β 2 x + β 3 ) for α 1 , β 1 ∈ C * and α 2 , β 2 , β 3 ∈ C. Consequently dim Stab(F 17 ) = 4 and dim Stab(F 18 ) = 5.
Finally, the only case left to consider is when dim a (F ) ≤ 2, i.e. O(F ) ∩ Ω C 2 (2, 1, 0) = ∅. In that case we might assume that F = (f 1 , f 2 , 0), where (f 1 , f 2 ) is one of the 11 mappings listed in [5] that belong to Ω C 2 (2, 1) (i.e. f 7 -f 17 on the list). We add those mappings to our list as F 19 -F 29 . We calculate thee size of their orbits using Corollary 2.4.
The real case
In this section we will determine the orbits in Ω R 2 (2, 2, 2) over the field of real numbers. We will base on the complex case and to avoid confusion we will use the subscripts R and C to indicate over which field an object is considered.
We start with the following: Theorem 3.1. The restriction of the complex orbit O C (F 1 ) splits into two real orbits. The first is represented by F 1 = (x 2 + y, y 2 + x, xy) with C(F 1 ) = {( and SI F 1 ′ = {(x, y) : 2, 2) . Note that F has three singular points over C. Since the singular points are given by real equations they are either real or in complex conjugate pairs. Note that F 1 ′ has three real singular points and F 1 has one.
Assume that F has three real singular points. There are some L ∈ GA C (3), R ∈ GA C (2) such that
Note that R maps the three real and non-collinear singular points of F 1 ′ into the three real singular points of F . Hence R(R 2 ) = R 2 , so R ∈ GA R (2). Furthermore the affine space spanned by
Now assume that F has one singular point. There are some L ∈ GA C (3), R ∈ GA C (2) such that F 1 = L • F • R. By composing with an element of Stab(F 1 ) (which has one of following forms: (x, y), (εx, ε 2 y), (ε 2 x, εy), (y, x), (εy, ε 2 x), (ε 2 y, εx), ε 3 = 1) we may assume that R maps the real singular point of F 1 to the real singular point of F .Since the complex singular points are conjugate the mapping R, i.e. the conjugate of R, coincides with R on the three non-collinear singular points. Hence R = R, so R ∈ GA R (2) and also L ∈ GA R (3).
Recall from Theorem 2.8 and its proof that C(F 2 ) consists of a point and a double point and SI F 2 consists of a line and a double line. The double line passes through both singular points and the ordinary line crosses only through the ordinary point. Thus SI F is given by a real polynomial of degree 3 which decomposes into a square of a polynomial of degree 1 and a second polynomial of degree 1. In particular the components of this polynomial cannot be conjugate and thus have to be real.
Observe that R must be identity on the double line of SI F 2 and must preserve the ordinary line of SI F 2 together with the critical point on it. According to the proof of Theorem 2.8 that implies that there is some
1 , x 1 y 1 , ay 2 1 − x 1 , where R({x 1 = 0}) = {x = 0} and R({y 1 = 0}) = {y = 0} and a ∈ C * .
2 , x 2 y 2 , by 2 2 − x 2 , where b ∈ R * , x 2 = 0 is the equation of SI F (determined uniquely up to scalar multiplication) and y 2 = 0 is the equation of a line distinct from {x 2 = 0} that passes through C(F ). Now we may find
Observe that R 1 must preserve Cs(F 3 ) and according to the proof of Theorem 2.9 that implies that there is some
and observe that f 1 , f 2 and f 3 must be homogeneous of degree 2, moreover, they must be linearly independent. Hence there is some 2, 2, 2) . 2, 2) . Note that Cs(F ) determines the singular point of F and a pair of points at infinity. Let R 0 ∈ GA R (2) be such that R 0 (0, 0) is the critical point of F and R 0 sends the pair {(1 : 0), (0 : 1)} to the pair determined by Cs(F ). Consequently we obtain Cs(F • R 0 ) = x, y, xy = Cs(F 5 ). We may additionally require that the line SI F •R 0 is given by the equation
Since R must preserve the critical point (0, 0) and the pair {(1 : 0), (0 : 1)} we must have either R(x, y) = (ax, by) or R(x, y) = (ay, bx) for some a, b ∈ C * . Without loss of generality we may assume it is the former. Moreover, since R must also preserve the self-intersection curve {x + y = 0} we must have a = b. We have
is a hyperbola for a generic choice of a, b ∈ C and also for a generic choice of a, b ∈ R.
, we obtain two possibilities:
By Theorem 2.12 either c = 0 and d ∈ R * or d = 0 and c ∈ R * . In both cases (2) is not possible and we have (1) and F ∈ O R (F 6 ). 8, 9, 10, 11, 12, 14, 15 .
2) so the analysis we carried out in the complex case can be repeated in the real case.
Remark 3.8. Observe that for i = 7, 13, 16, 19, . . . , 29 the mapping F i is a composition of a mapping in Ω R 2 (2, 2) and the standard inclusion R 2 → R 3 . Thus from [5] we obtain that 
Remark 3.9. Note that F 17 and F 18 represent the situation when F = (f 1 , x, y) and f 1 is homogeneous of degree 2. Over C we have F ∈ O(F 17 ) if f 1 is not a square and F ∈ O(F 18 ) if f 1 is a square. Over R we additionally obtain F ∈ O(F 17 ′ ) if f 1 is neither a square nor a product.
Higher dimensions
First note that for n ≥ 5 the orbit O(x 2 , xy, y 2 , x, y, 0, . . . , 0) with respect to the GA(2, n) action is open and dense in the subspace Ω C 2 (2, . . . , 2) of polynomial mappings C 2 → C n . Its complement is the set GA(2, n)Ω C 2 (2, 2, 2, 1, 0, . . . , 0). Thus to fully classify all polynomial mappings C 2 → C n with degrees at most 2 we only need to examine Ω C 2 (2, 2, 2, 1). Moreover, having classified all the orbits in Ω C 2 (2, 2, 2) we can restrict ourselves to Ω C 2 (2, 2, 2, 1) \ GA(2, 4)Ω C 2 (2, 2, 2, 0). This set consists of only 3 orbits whose representatives are:
(1) (generic case) G 1 = (x 2 +y, y 2 , xy, x) which is an immersion. Moreover, dim O(G 1 ) = 24. (2) G 2 = (x 2 , y 2 , xy, x) with singular point (0, 0) and
We will now provide a brief argument why those are the only orbits in Ω C 2 (2, 2, 2, 1) \ GA(2, 4)Ω C 2 (2, 2, 2, 0). First assume that
Let x = g 4 and y be linearly independent from x. Since G / ∈ GA(2, 4)Ω C 2 (2, 2, 1, 1) the quadratic parts of g 1 , g 2 and g 3 are independent, so we may assume that they are x 2 , y 2 and xy. So G = (x 2 + ay, y 2 + by, xy + cy, x) for some a, b, c ∈ C. Taking R(x, y) = (x− c, y − 
To see that dim O(G 2 ) = 23 observe that if (L, R) ∈ Stab(G 2 ) then R preserves C(G 2 ) and SI G 2 so R(x, y) = (αx, β 1 x + β 2 y) for α, β 2 ∈ C * and β 1 ∈ C. Moreover for each such R there is precisely one L such that (L, R) ∈ Stab(G 2 ). Hence dim Stab(G 2 ) = 3 and dim O(G 2 ) = 23. Now assume that G = (g 1 , g 2 , g 3 , g 4 ) ∈ Ω C 2 (2, 2, 1, 1) \ GA(2, 4)Ω C 2 (2, 2, 2, 0). Since g 3 and g 4 are linear and linearly independent we may choose them to be any basis of x, y . Furthermore by subtracting suitable combinations of g 3 and g 4 we may assume that g 1 and g 2 are homogeneous of degree 2. In particular the set C(g 1 , g 2 ) and ∆(g 1 , g 2 ) are curves which are cones. Checking the list in [5] we obtain that (
then R preserves the vector space 1, x, y, x 2 , y 2 so R(x, y) = (α 1 x + α 2 , β 1 y + β 2 ) for α 1 , β 1 ∈ C * and α 2 , β 2 ∈ C. Moreover for each such R there is precisely one L such that (L, R) ∈ Stab(G 2 ). Hence dim Stab(G 3 ) = 4 and dim O(G 3 ) = 22.
Similarly, if (L, R) ∈ Stab(G 4 ) then R preserves the vector space 1, x, y, x 2 , xy so R(x, y) = (α 1 x + α 2 , β 1 y + β 2 x + β 3 ) for α 1 , β 1 ∈ C * and α 2 , β 2 , β 3 ∈ C. Moreover for each such R there is precisely one L such that (L, R) ∈ Stab(G 4 ), hence dim Stab(G 4 ) = 5 and dim O(G 4 ) = 21.
Finally, let us note that the analysis above is also correct for real polynomial mappings, with one exception. The list in [5] with real mappings contains three homogeneous polynomials of degree (2, 2), namely (x 2 , y 2 ), (x 2 − y 2 , xy) and (x 2 , xy). For the first two mappings the components do not have a common factor, for the third mapping they do.
Containment of closures of orbits
In this section we show for which orbits the smaller is contained in the closure of the larger. The results are presented graphically in Figure 1 . We omit most of the trivial cases and the cases when mappings in both orbits have dim a at most 2, which are covered in the paper [5] . When containment does hold we simply provide a sequence contained in one orbit that converges to a point in the other (with respect to the standard norm on C N ). When containment does not hold we assume that there is a mapping in the larger orbit that is close to a mapping in the smaller orbit and arrive at a contradiction. We were tempted to present a presumably more elegant method -to give an equation for the larger orbit and check that it does not hold for a mapping from the smaller orbit, however the equations in question are quite large and not elegant at all.
Observe that the quadratic parts of components of mappings in O(G 4 ) have a common factor, since the same does not hold for O(
. To this end we will show, that there is no F ∈ O(F 3 ) which is close to F 11 . Suppose that F = (f 1 , f 2 , f 3 ) ∈ O(F 3 ) with f i = a i x 2 + b i xy + c i y 2 + d i x + e i y + g i is close to F 11 . By taking L • F for suitable L we may additionally assume that a 1 = 1 and also a 2 = a 3 = 0. Similarly we may assume that also c 2 = 1, c 1 = c 3 = 0, e 3 = 1 and e 1 = e 2 = 0, so F = (x 2 + b 1 xy + e 1 x, y 2 + b 2 xy + e 2 x, y + b 3 xy + e 3 x). Note that since F ∈ O(F 3 ) we must have b 3 = 0. Thus F is equivalent to F ′ = (x 2 + Ay, y 2 + Bx, xy + Cx + Dy) for b 3 A = −b 1 , b 3 B = b 3 e 2 − b 2 e 3 , 2b 3 C = 2e 3 + b 2 and 2b 3 D = 2 + b 1 e 3 − b 3 e 1 . From Theorem 2.9 we know that C(F ′ ) = V (4xy−AB, 2x 2 +2Dx−Ay−AC, Bx+BD−2y 2 −2Cy) is a triple point. Hence if AB = 0 then C = D = 0, in particular b 3 e 1 −b 1 e 3 = 2 which is impossible since b 1 , b 3 , e 1 , e 3 are close to 0. Thus AB = 0 and F is equivalent to (x 2 + y, y 2 + x, xy + C(AB 2 )
From Theorem 2.9 we obtain that −8D 3 = 27A 2 B which is a contradiction since −64 is not close to 0.
) is close to F 17 . We may assume that F = (xy+a 1 x 2 +c 1 y 2 , x+a 2 x 2 +c 2 y 2 , y+a 3 x 2 +c 3 y 2 ). Since dim q (F ) = dim q (F 11 ) = 2 we have a 2 c 3 − a 3 c 2 = 0 and J 1 (F ) = (1 + 2a 2 x)(1 + 2c 3 y) − 4a 3 c 2 xy = 1 + 2a 2 x + 2c 3 y.
does not have a constant term we must have J 3 (F ) = −(1 + 2a 2 x + 2c 3 y)(x + 2c 1 y), so 4(a 1 c 2 − a 2 c 1 ) = −4a 2 c 1 − 2c 3 and 2c 2 = −4c 1 c 3 . This implies c 3 (1 − 4a 1 c 1 ) = 0. Since a 1 and c 1 are close to 0 we have c 3 = c 2 = 0. Similarly J 1 (F ) must divide J 2 (F ) which implies a 2 = a 3 = 0. However this means that dim q (F ) = 1, which is a contradiction.
We show that O(F 10 ) ⊂ O(F 11 ) similarly as with O(F 17 ) and O(F 11 ). Indeed, if F is close to F 11 then J 3 (F ) is close to 2x 2 − y, in particular it is an irreducible quadric. Thus C(F ) may not be a line, so F / ∈ O(F 11 ).
) that implies that also O(F 15 ) and O(F 19 ) are not contained in the closure of O(F 4 ). Suppose that F ∈ O(F 4 ) is close to F 20 . We may assume that F = (xy + a 1 x 2 + c 1 y 2 + e 1 y, x + a 2 x 2 + c 2 y 2 + e 2 y, a 3 x 2 + c 3 y 2 + e 3 y). Since dim q (F ) = dim q (F 4 ) = 3 we have t = a 2 c 3 − a 3 c 2 = 0. Thus F is equivalent to F ′ = (xy + a 1 x 2 + c 1 y 2 + e 1 y, x 2 + t −1 (c 3 x + (c 3 e 2 − c 2 e 3 )y), y 2 + t −1 (−a 3 x + (−a 3 e 2 + a 2 e 3 )y)). Since F ′ ∈ O(F 4 ) we must have c 3 e 2 − c 2 e 3 = a 3 = 0, so t = a 2 c 3 = 0 and F ′ = (xy +a 1 x 2 +c 1 y 2 +e 1 y, x 2 +t −1 c 3 x, y 2 +t −1 a 2 e 3 y). Moreover, F ′ is equivalent to F ′′ = (xy + Ax + By, x 2 , y 2 ) for 2tA = −2a 1 c 3 − a 2 e 3 and 2tB = 2te 1 − 2a 2 c 1 e 3 − c 3 . Again, since F ′′ ∈ O(F 4 ) we must have A = B = 0 which leads to 1 = 4a 1 c 1 + 2a 2 e 1 which is a contradiction with a 1 , c 1 , e 1 and a 2 being close to 0.
To show that O(F 19 ) ⊂ O(F 14 ) suppose that F ∈ O(F 14 ) is close to F 19 . We may assume that F = (xy + a 1 x 2 + c 1 y 2 + e 1 y, x + y + a 2 x 2 + c 2 y 2 , a 3 x 2 + c 3 y 2 + e 3 y). First observe that since F ∈ O(F 14 ) we have dim q (F ) = 2 (so a 2 c 3 = a 3 c 2 ) and dim a (F ) = 3, moreover, if one of the components of F is homogeneous of degree 1 then that component must divide the quadratic parts of the other two components. Now we will show that c 3 = 0. Indeed if a 3 = c 3 = 0 then e 3 = 0 and y must divide a 2 x 2 + c 2 y 2 . In particular a 2 = 0, so J 1 (F ) = e 3 = 0 and C(F ) = ∅, a contradiction. Furthermore if c 3 = 0 and a 3 = 0 then F is equivalent to F ′ = (xy + a 1 x 2 + c 1 y 2 + e 1 y, x + (1 − a −1 3 a 2 e 3 )y, a 3 x 2 + e 3 y). Since x + (1 − a −1 3 a 2 e 3 )y must divide x 2 we have a 3 = a 2 e 3 , but then J 1 (F ′ ) = e 3 = 0 gives a contradiction again. Thus we must have c 3 = 0. Let t = 1 − c −1 3 c 2 e 3 , then F is equivalent to (xy + a 1 x 2 + c 1 y 2 + e 1 y, x + ty, a 3 x 2 + c 3 y 2 + e 3 y). Since x + ty must divide a 3 x 2 + c 3 y 2 we obtain a 3 = 0 and t = 0. Furthermore F is equivalent to (a 1 x 2 + (1 − 2a 1 t)xy + (c 1 − t + a 1 t 2 )y 2 + e 1 y, x, a 3 x 2 − 2a 3 txy + (c 3 + a 3 t 2 )y 2 + e 3 y) and we obtain the conditions c 1 − t + a 1 t 2 = 0, c 3 + a 3 t 2 = 0 and (1 − 2a 1 t)e 3 = −2a 3 te 1 which will lead to a contradiction. Indeed, we have t −1 c 1 + a 1 t = 1, since a 1 and c 1 are close to 0 it implies that either t is close to c 1 or t is close to a −1 1 . In the former case it follows that c 3 is close to c 2 e 3 , a 3 is close to a 2 e 3 and e 3 is close to 2te 1 a 3 . Thus 2te 1 a 2 is close to 1, which is a contradiction. In the latter case it follows that c 3 is close to −a 1 c 2 e 3 , a 3 is close to −c 3 a 2 1 and a 1 e 3 is close to 2a 3 e 1 . Thus 2a 2 1 c 2 e 1 is close to 1, which is the final contradiction.
Topological types
Now we briefly describe topological types of mappings in Ω C 2 (2, . . . , 2). The case n = 1 is trivial and the case n = 2 is described in [5] . Hence we start with the case n = 3. We have following 18 topological types:
(1) F 1 . (6) F 6 , F 9 , F 17 , F 18 , F 22 , F 24 , G 0 , G 1 , G 3 In dimension n = 4 there are no new topological types, indeed, G 1 , G 3 , G 4 are of type (6) and G 2 is of type (5) . Similarly G 0 is of type (6) , hence in dimensions n > 3 there are no new topological types.
In most cases showing equivalence or the lack of equivalence is trivial. However there are two exceptions which we will now handle. We will show that F 5 is topologically equivalent to F 8 and that the mappings F 3 and F 5 are not equivalent (i.e. that the cases (3) and (5) are different). We have Now assume that F 3 is topologically equivalent to F 5 . Let P = 0 describe the surface F 3 (C 2 ) and Q = 0 describe the surface F 5 (C 2 ). Since F 3 is topologically equivalent with F 5 the germ P 0 is topologically equivalent to the germ Q 0 . Now we use the following result of Navarro Aznar (see [13] ):
If P, Q : (C 3 , 0) → (C, 0) are reduced germs of holomorphic functions which are topologically equivalent and µ 0 (Q) = 2 then also µ 0 (P ) = 2. Now observe that in our case P = x 3 − x 2 y 2 + 2xyz 2 − z 4 , Q = x 2 − 2xy − y 2 − 2xz 2 − 2yz 2 + z 4 , hence µ 0 (Q) = 2 but µ 0 (P ) = 3 and we obtain a contradiction. Thus F 3 is not topologically equivalent to F 5 .
It is worth to note that for quadratic mappings from C 2 to C n topological equivalence coincides with equivalence given by the group of global polynomial automorphisms of C 2 and C n .
Remark 6.1. In [5] we stated the following: d 1 , d 2 ) . In particular every topologically generic mapping is topologically stable, i.e. remains topologically generic after a small deformation.
Note that from our topological classification we have that this conjecture is not true for Ω C 2 (d 1 , . . . , d k ) , where k ≥ 4. Indeed, F (x, y) = (x, y, 0, 0) is topologically generic in Ω C 2 (2, 2, 2, 2). Now take F n (x, y) = y 2 n + x, x 2 n + y, 0, 0 , none of F n is topologically generic however lim n→∞ F n = F . The same argument works for all spaces Ω C 2 (2, 2, 2, . . . , 2).
However it is worth to mention that our conjecture works for the space Ω C 2 (2, 2, 2).
Similarly in the real case we have the following types (here we use the group of real polynomial automorphisms of R 2 and R n ):
( In dimension n = 4 there are no new topological types, indeed, G 1 , G 3 , G 3 ′ , G 4 are of type (7) and G 2 is of type (6) . Similarly G 0 is of type (7), hence in dimensions n > 3 there are no new topological types.
