Abstract In this paper we study the Palais-Smale sequences of the conformal Dirac-Einstein problem.
where g is a Riemannian metric on M , ψ is a spinor in the spin bundle ΣM on M , R g is the scalar curvature, D g is the Dirac operator and ·, · is the compatible Hermitian metric on ΣM ; we will give the precise definitions in the next section. The functional E generalizes the classical Hilbert-Einstein functional and it is invariant under the group of diffeomorphisms of M as well; we address the reader to [7, 12, 19] , where it was introduced and studied. As in the classical case of the Hilbert-Einstein functional, since the group of diffeomorphisms is usually big, in first instance we restrict the functional to a fixed conformal class, namely given a Riemannian metric g, we set
[g] = u 4 g; u ∈ C 2,α (M ) .
In this way, the energy functional reads as
where L g is the conformal Laplacian of the metric g. This energy functional can also be seen as the three dimensional version of the super-Liouville equation investigated in [17, 18] , which is fundamental in the study of string fermions, see [14] . By the first variation of the functional E, we see that its critical points satisfy the coupled system
Since the functional is conformally invariant, one expects compactness to be violated for this problem; moreover, due to the presence of the Dirac operator, it is strongly indefinite. For the later part, the authors studied an effective method, based on a homological approach [21, 23, 24] , for general functionals with this feature of being strongly indefinite; here we will focus on the first issue, that is the lack of compactness.
We recall that a C 1 function F satisfies the Palais-Smale condition (PS) if: for any sequence x k such that F (x k ) → c and ∇F (x k ) → 0 (such a sequence is then called a (PS) sequence), there exists a converging subsequence. The (PS) condition is fundamental in the study of problems with variational structure as min-max theorems or Morse type methods, which rely heavily on this condition since it guaranties the convergence of the deformation flow. In several geometric problems though, such condition is violated, mainly because of the conformal invariance. We recall the widely investigated cases of prescribing curvatures as the Yamabe problem or the Q-curvature problem (see for instance [20, 3, 6, 4, 5] and the references therein). In the previously stated problems, the lack of compactness is well understood and there is a specific characterization for the (PS) sequences. The first result in this paper concerns the study and the characterization of the (PS) sequences of the functional E, in particular we will show the following: Theorem 1.1. Let us assume that M has a positive Yamabe constant Y g (M ) and let (u n , ψ n ) be a Palais-Smale sequence for E at level c. Then there exist u ∞ ∈ C 2,α (M ), ψ ∞ ∈ C 1,β (ΣM ) such that (u ∞ , ψ ∞ ) is a solution of (1.2), m sequences of points x 1 n , · · · , x m n ∈ M such that lim n→∞ x k n = x k ∈ M , for k = 1, . . . , m and m sequences of real numbers R 1 n , · · · , R m n converging to zero, such that:
where
, with σ n,k = (ρ n,k ) −1 and ρ n,k (·) = exp x k n (R k n ·) is the exponential map defined in a suitable neighborhood of R 3 . Also, here β k is a smooth compactly supported function, such that β k = 1 on B 1 (x k ) and supp(β k ) ⊂ B 2 (x k ) and (U k ∞ , Ψ k ∞ ) are solutions to our equations (1.2) on R 3 with its Euclidian metric g R 3 .
Remark 1.2. The assumption on M of having a positive Yamabe constant implies in particular that there are no harmonic spinors, namely the Dirac operator D g has no kernel: this will be used in the proof. In fact, by conformal invariance of the Dirac operator, the vanishing of the kernel is preserved by conformal change. So if the Yamabe constant is positive, then the conformal class of the metric contains a metric with positive scalar curvature, hence using the Schrödinger-Lichnerowicz formula for this last metric and denoting by ∆ Σ the connection Laplacian, we have that
which implies the vanishing of the kernel of D g .
Here H 1 (M ) and H 1 2 (ΣM ) are suitable Sobolev spaces on which the functional E is well defined (see next section).
Also, we let P − be the projector on H ,− (the negative space of H 1 2 (ΣM ) according to the splitting given by the eigenspinors of the Dirac operator), so that for a given ψ ∈ H 1 2 (ΣM )
As for the Yamabe problem, we define a conformal constant
Indeed, we first recognize that the constantỸ g (M ) only depends on the conformal class of the metric g, then we have an Aubin type result by comparingỸ g (M ) with the invariants on the sphere S 3 with its standard metric g 0 . In particular we will show the following Theorem 1.3. It holds:
Moreover, ifỸ
then problem (1.2) has a non-trivial ground state solution.
Here we have denoted by λ
the invariant as defined in [15] and λ 1 (g) being the smallest positive eigenvalue of D g on M .
We recall that λ + g (M ) can be characterized as follows (see [1, 2] ):
Finally, in the last section we will consider a three-dimensional closed manifold M with an isometric group action G acting on M , such that the orbits of G have infinite cardinality and we will show that equations (1.2) admit two infinite families of solutions on such a manifold.
Conformally invariant operators, spaces of variations and splitting
In this section we will briefly recall some notations and properties of conformally invariant operators involved and we will give the definition of the Sobolev spaces that we are going to use. Let (M, g) be a closed (compact, without boundary) three dimensional Riemannian manifold, we define the conformal Laplacian acting on functions by
where ∆ g is the standard Laplace-Beltrami operator and R g is the scalar curvature. The conformal invariance of L g reads as follows: ifg = g u = u 4 g is a metric in the conformal class of g, then we have
We will denote by H 1 (M ) the usual Sobolev space on M , and we recall that by the Sobolev embedding theorems there is a continuous embedding
which is compact if 1 ≤ p < 6. Now let ΣM the canonical spinor bundle associated to M see [13] , whose sections are simply called spinors on M . This bundle is endowed with a natural Clifford multiplication Cliff, a hermitian metric and a natural metric connection ∇ Σ . The Dirac operator D g acts on spinors
defined as the composition Cliff • ∇ Σ in the following way
where T * M ≃ T M have been identified by means of the metric. We also have a conformal invariance that in our situation,g = u 4 g, reads as follows
The functional space that we are going to define is the Sobolev space H 1 2 (ΣM ). First we recall that the Dirac operator D g on a compact manifold is essentially self-adjoint in L 2 (ΣM ), has compact resolvent and there exists a complete L 2 -orthonormal basis of eigenspinors {ψ i } i∈Z of the operator
and the eigenvalues {λ i } i∈Z are unbounded, that is |λ i | → ∞, as |i| → ∞. Now if ψ ∈ L 2 (ΣM ), it has a representation in this basis, namely:
Let us define the unbounded operator
We 
which induces an equivalent norm in H s (ΣM ); we will take u, u := u, u 1
Now let ρ, η ∈ C ∞ (M ), with η = 1 on supp(ρ) and let us denote B = supp(η). We compute
and
where we have denoted by · the Clifford multiplication for brevity. Now, since
we have that also
We define the two maps:
By Hölder's inequality, the previous maps are well defined if 1 < q < 3 2 and 1 < p < 3, moreover there are constants depending on q and p, such that the operator norms are bounded as follows:
. In this way the operators
are invertible if ψ L 3 (ΣB) and u L 6 (B) are small, which is possible by taking B even smaller. Therefore there are unique solutions v ∈ W 2,q (M ) and φ ∈ W 1,p (ΣM ) to the equations
if 1 < q < 3 2 and 1 < p < 3. Now we will consider the two dual maps, defined as follows:
Again, by Hölder's inequality and Sobolev embedding, the previous maps are well defined and there exist constants, such that the operator norms are bounded as follows:
Even in this case, the operators
Moreover, since
then by the uniquenessṽ = v = ρu andφ = φ = ρψ, under the above conditions on q and p. Now, since ρ and η are smooth functions with arbitrary small supports, we have that u ∈ W 2,q (M ) and ψ ∈ W 1,p (ΣM ), provided 6 5 ≤ q < 3 2 and 3 2 ≤ p < 3. Therefore, by the Sobolev embedding, we get that u ∈ L q (M ) and ψ ∈ L p (ΣM ), for any 1 < q, p < ∞; and then by plugging them in the initial equations, we have that u ∈ W 2,q (M ) and ψ ∈ W 1,p (ΣM ), for any 1 < q, p < ∞, by the elliptic regularity estimates. Once more, by the Sobolev embedding for the Hölder spaces, we have that there exist 0 < α, β < 1 such that u ∈ C 0,α (M ) and ψ ∈ C 0,β (ΣM ); finally by the elliptic regularity again, we get u ∈ C 2,α (M ) and ψ ∈ C 1,β (ΣM ).
Classification of the (PS) sequences
Here we will prove Theorem (1.1). We will need many preliminary propositions and lemmata.
Therefore, there exists a sequence (ε n , δ
1)
Multiplying (4.1) by u n and integrating we have
Now multiplying (4.2) by ψ + n = P + (ψ n ), we find
Similarly, we have for
We move now to the spinorial part, that is
So from now on, we will assume that our (PS) sequence z n = (u n , ψ n ), converges weakly to zero in
, for p < 6 and q < 3. We assume that z n does not converge to zero in H 1 (M ) × H 1 2 (ΣM ) since otherwise the (PS) condition would be satisfied. Now, let us denote by B r (x) the geodesic ball with center in x ∈ M and radius r, we define the following sets, for a given ǫ 0 > 0:
We have:
Proof. We will prove this result by contradiction, by assuming that for every ǫ > 0, there
We first estimate the ψ component. That is, we consider a smooth cut off function η supported on B 4r (x 0 ) and equals to 1 on B 2r (x 0 ), then by (4.2) we have:
→ 0, it remains to estimate
Hence, taking
Now we estimate the u component. We consider a smooth cut off function ρ supported on B 2r (x 0 ) and equals to 1 on B r (x 0 ), then by (4.1) we have
. From elliptic estimates now we have that
From the previous estimates, for n big enough we have that
and the term
Hence ρu n converges to zero in H 1 (B r (x 0 )) and this leads to a contradiction.
Then again we compute
where ε n → 0 in H −1 . From elliptic estimates now we have that
Again, we estimate
Taking
, we have that
and as in the previous case we have that
Hence ρu n H 1 → 0. Next, we estimate the spinorial component:
Using the fact that ρu n H 1 → 0, we have that
Similarly, we have for the u component,
Combining both the previous inequalities we have ρz n → 0 in
From the previous lemma we deduce the following properties.
Corollary 4.4. If (z n ) does not satisfy the (PS) condition, then Proof. The proof follows from the boundedness of the (PS) sequences. Indeed, from (4.3) we have
Hence if 2c < ǫ 0 , we have that for n big enough,
Now, for a given (PS) sequence (z n ), we define the concentration function Q n for r > 0 by
We explicitly notice that one can define equivalently the sup on the integrals relative to Σ 1 and Σ 2 . We choose ǫ > 0 so that 3ǫ < ǫ 0 , then if Σ 3 = 0, we have the existence of x n ∈ M and R n → 0 such that
Without loss of generality, we can always assume that x n → x 0 and i(M ) ≥ 3, where i(M ) is the injectivity radius of M . Also, we define the map ρ n (x) = exp xn (R n x) for x ∈ R 3 such that R n |x| < 3; we denote also σ n = ρ −1 n . We let B 0 R denote the Euclidian ball centered at zero and with radius R. That is,
We can then consider the metric g n on B 0 R defined by a suitable rescaled of the pull-back of g:
n ρ * n g. Clearly, the two Riemannian patches (B 0 R , g n ) and (B RRn (x n ), g) are conformally equivalent for n large enough and g n → g R 3 in C ∞ (B 0 R ). We consider now the identification map (see [8] 
Using these maps, we can define the spinors Ψ n on ΣB 0 R by
and from the conformal change of the Dirac operator, we have that
So we get:
Now we consider the u component, that is we define
so that by conformal change of the conformal Laplacian, we have:
We have the following: Lemma 4.6. Let us set
Here the convergence in H −1 loc is understood in the sense that for all R > 0,
and similarly for H n .
Proof. We first notice that by construction, we have that
Hence we get
n ρ * n (ε n ), and similarly
R and F H 1 ≤ 1. Since R n → 0, then for n big enough we have that:
But we have that R
A similar estimate holds for H n . Now, let us re recall the spaces
where here ψ is the Fourier transform of ψ. We have then the following:
loc , for every β ∈ C ∞ 0 (R 3 ), we have that βZ n is bounded in
loc and strongly in L p loc for p < 3. Now we notice that from (4.5), we have that
hence U ∞ ∈ L 6 (R 3 ) and similarly Ψ ∞ ∈ L 3 (ΣR 3 ). Also as in the proof of Proposition (4.1), we see that (U ∞ , Ψ ∞ ) satisfies equation (4.6); hence
, which leads to the fact that U ∞ ∈ D 1 (R 3 ) and Ψ ∞ ∈ D 1 2 (ΣR 3 ). Now, using again Lemma (4.2), we can assume at this stage that Ψ ∞ = 0 and U ∞ = 0 by replacing Ψ n by Ψ n − Ψ ∞ and U n by U n − U ∞ . Now let x ∈ R 3 , then by assumption we have that for n big enough,
Let β ∈ C ∞ 0 (R 3 ), then by elliptic regularity, we have that
Now, we have that β 2 U n L 2 → 0, and we want to estimate the term
First, we have that for every F ∈ H 1 :
and by duality
therefore, by interpolation, we have that
So we have that:
It remains to estimate the term L gn (β 2 U n ) H −1 , but we have that
and from Lemma 4.6, we have that β 2 F n → 0 in H −1 , therefore, we have that
Now, if we take supp(β) ∈ B 0 1 , we have that
A similar computation can be done to show that
and combining these last two estimates we have that
It follows from this lemma in particular, since
and hence U ∞ = 0 and Ψ ∞ = 0 and they satisfy equation (4.6); by the regularity results proved in the previous section, we have that U ∞ ∈ C 2,α (R 3 ) and Ψ ∞ ∈ C 1,β (ΣR 3 ). Now, we assume that x n → x and we consider a cut-off function β = 1 on B 1 (x) and supp(β) ⊂ B 2 (x), we define then v n ∈ C 2,α (M ) and φ n ∈ C 1,β (ΣM ) by
n βσ * n (U ∞ ) (4.10) and
We are going to prove the following Lemma 4.8. Let u n = u n − v n and ψ n = ψ n − φ n . Then, up to a subsequence, u n ⇀ 0 in
Proof. We already have that u n ⇀ 0 and ψ n ⇀ 0, thus to prove the lemma we only need to show the weak convergence for v n and φ n : these sequences are bounded in H 1 (M ) and H 1/2 (ΣM ) respectively, then up to subsequences, they converge to some limit. So if we show that the distributional limit is zero, then the limit in the desired space is also zero. So let f ∈ C ∞ (M ) and h ∈ C ∞ (ΣM ). We want to show that
We fix R > 0, then we have
Also, for n big enough we have that
Hence, we have
.
Based on these last two inequalities we have that
Letting n → ∞ and then R → ∞ we get the desired result. A similar inequality holds for φ n and h.
Now we estimate the differential, that is
Lemma 4.9. We have
We estimate first I 1 , so we fix γ ∈ C ∞ (M ) such that γ = 1 on supp(β). Then we have
But,
Therefore,
and since U ∞ ∈ D 1 (R 3 ), we have that
The estimate for I 2 is very similar to the one of I 1 , indeed we have
which allows us to conclude that
We move now to I 3 . We first notice that
, we have as in (4.13), by letting n → ∞ and then R → ∞ that
It remains now to consider the term I 4 :
We have
Then using the fact that U ∞ ∈ D 1 (R 3 ) and Ψ ∞ ∈ D 1 2 (ΣR 3 ), we have that
Therefore, we have that f n → 0 in H −1 (M ) and a similar convergence holds for h n → 0 in H − 1 2 (ΣM ). Next we move to (u n , ψ n ) and again we fix f ∈ H 1 (M ). First we notice that
Now, since we already proved that d u E(u n , ψ n ) → 0 and d u E(v n , φ n ) → 0, it is enough to show that A n → 0 in H −1 . First we have that
is bounded and dv gn ≤ Cdv g R 3 , we have that
as R → ∞ uniformly on n; hence
Similarly, we have that
Hence the same conclusion holds when R → ∞. To finish this estimate on the exterior domain, we consider the mixed terms:
We need now an estimate inside the ball B RRn (x n ), that is
Hence for n large, we have that
and since Ψ n → Ψ ∞ in H 1 2 loc (ΣR 3 ) and U n → U ∞ in H 1 loc (R 3 ), we have that
which finishes the proof for d u E. The same computations also hold for d ψ E.
Now we estimate the energy, that is:
Lemma 4.10. We have
We first notice that since (u n , ψ n ) is bounded in
We are going to estimate the five terms of B n , one by one.
For n large, we have
) is bounded, hence we can take R → ∞ uniformly in n to get that
The next term that we want to estimate is
Again by splitting the integral in B 0 R and R 3 \ B 0 R , we get that
Similarly, we have
Using the convergence of U n and Ψ n in H 1 loc (R 3 ) and H 1 2 loc (ΣR 3 ) respectively, we have that
as n → ∞. For the term in R 3 \ B 0 R , we have
The remaining two terms can be handled in the same way. Therefore, so far we have
Hence, if we let R → ∞, we have
Clearly,
The first term converges to zero as n → ∞ from (4.9). For the second term, we use the fact that ∇U ∞ ∈ L 2 (R 3 ) hence it converges to zero if we let R → ∞ uniformly on n. Also
and similarly
Combining al these estimates, we have that
Now we will prove the following energy lower bound for solutions in R 3 .
Proof. First we recall that
Thus
On the other hand, if we denote by (u, ψ) the pull-back of (U, Ψ) by the standard stereographic projection, we have
Again, we have
Hence,
. Now, using the Sobolev inequality
Proof. of Theorem (1.1) From the previous results, we can re-iterate the process m times, for (u n , ψ n ) since they satisfy the same assumptions as (u n , ψ n ), and we will have
where (U k ∞ , Ψ k ∞ ) are solutions to equations (1.2) on R 3 . Now using the fact that
we stop the process when c − mc 3 < ǫ 0 2 . Then from Corollary 4.5, we have the existence of m sequences x 1 n , · · · x m n such that x k n → x k ∈ M , and m sequences of real numbers R 1 n , · · · , R m n converging to zero, such that
, with σ n,k = (ρ n,k ) −1 and ρ n,k (·) = exp x k n (R k n ·). Also β k are smooth compactly supported functions, such that β k = 1 on B 1 (x k ) and supp(β k ) ⊂ B 2 (x k ). Moreover, we have
Existence of a positive solution
In this section we will prove Theorem (1.3): for our convenience we will split the two statements, and we will prove them separately. First we need the following characterization of the first eigenvalue of the Dirac operator: let us fix u > 0 and let us consider the minimization problemλ
then we have Proposition 5.1. For a given u > 0 and smooth, we have thatλ u > 0. Moreover, the minimization problem is achieved andλ u is the first eigenvalue for the Dirac operator D gu , where g u = u 4 g.
Proof. Let ψ n be a minimizing sequence, that is I(ψ n ) →λ u . Without loss of generality, we can assume that M u 2 |ψ n | 2 dv g = 1. Then we have
hence, using Holder's inequality, we have
Since, the projector P − :
,− is a pseudo-differential operator of order zero, we have that ψ
thus, we have ψ
Therefore, if I(ψ n ) → 0, we would have that ψ n → 0 in H 1 2 (ΣM ), contradicting the fact that M u 2 |ψ n | 2 dv g = 1. Thereforeλ u > 0, and any minimizing sequence has ψ n ≥ δ > 0. Now we will prove the existence of a minimizer. We notice that without the condition
we would be in a classical variational setting allowing us to find a minimizer: unfortunately this is not the case, so we use here the idea in [27] , later on inproved in [29] . First, we claim that
is a manifold. Indeed, we consider the operator
so that S = G −1 (0); therefore, if DG is onto, then S will be indeed a manifold. We compute then DG:
If we restrict this operator to H ,− , we have that
Thus, DG(ψ) is definite negative and hence invertible thus onto and S is a manifold. Now, using Ekeland's variational principle, see [10] , we can find a minimizing sequence forλ u that is a (PS) sequence. We want to show that it is still a (PS) sequence in H 1 2 (ΣM ). So let ψ n be a (PS) sequence for I in S. We write DI(ψ n ) = ε n . We have that ε T n (the tangential component of ε n on the tangent space of the manifold S) already converges to zero since ψ n is a (PS) sequence for I on S. We want to show that also the normal component converges to zero. As we did previously, the operator DG(ψ n ) :
,− is onto, hence it has a left inverse K n : H ,− . Moreover, since we can always assume that M u 2 |ψ n | 2 dv g = 1,
we have that K n op ≤ C. The operator P n = A n • DG(ψ n ) is now a projector on H ,− then P n h = h and T ψn S = ker DG(ψ n ). We consider then the adjoint of P n , denoted by P * n : it is a projector of N ψ S (the orthogonal space to the tangent space) parallel to H 1 2 ,+ . Now we notice that ε n , ϕ = 0 for all ϕ ∈ H ,+ so we have ε n = P * n ε T n . Thus ε n → 0 and ψ n is a (PS) sequence for I in H 1 2 (ΣM ). This (PS) sequence then satisfies
and a similar inequality holds for ψ − n which gives us the boundedness in H 1 2 (ΣM ). The rest of the proof is classical in order to show that ψ n → ψ in H 1 2 (ΣM ) and ψ satisfies
Finally, sinceλ u is a minimizer then by a conformal change of the metric g u = u 4 g we have thatλ
Now we prove the following:
Proposition 5.2. It holds:
Now, for these test functions we might have the possibility that
so we want to perturb ψ λ so that the previous inequality is satisfied. Therefore we have to show that there exists h ∈ H 1 2
,− so that
Now we consider the original functionalẼ(u, ψ) end the minimization problem givingỸ g (M ). We complete the proof of Theorem (1.3) by proving the following
then the problem (1.2) has a non-trivial solution with u > 0.
Proof. We introduce here a generalized Nehari manifold. We consider the functional E and we notice first that there exist t > 0 and s > 0 small such that if u = t and ψ = s then E(u, ψ) ≥ c > 0. Indeed, we have that
Now using the fact that M Dψ − I(ψ)u 2 ψ, ϕ dv g = 0, by taking ϕ = ψ − , we have
Hence for t and s small enough, we have that E(u, ψ) ≥ c > 0. Moreover, if we fix u and ψ such that M |u| 2 |ψ| 2 dv g = 1, we have that
This tells us that E has the geometry of mountain pass, so we consider the following, min-max problem
So, if E satisfies (PS) at the level m and we disregard the orthogonality condition, then m is a critical value. An easy computation shows that, Using Ekeland's principle now, we have the existence of a minimizing (PS) sequence for E restricted to N : we want to show that this is indeed a (PS) sequence for E also in H 1 (M ) × H 1 2 (ΣM ). Let us call such a sequence (u n , ψ n ) ∈ N . Then similarly as in the proof of Proposition (5.1), we set DE(u n , ψ n ) = ε n . We clearly have that ε T n → 0, since it is the tangential part of the (PS) sequence and it is a (PS) sequence in N . Notice now that 6 Existence of infinitely many solutions in symmetric manifolds
Here we will consider a three-dimensional closed manifold (M, g) with an isometric group action G acting on M , such that the orbits of G have infinite cardinality. As an example, we can consider the standard sphere S 3 ⊆ R 4 with the action introduced by Ding [9] , that is G = O(2) × O(2). Such symmetries where exploited an improved in other settings such as in [22, 25, 26] . We will show the following Theorem 6.1. Given a manifold M as described above, then (1.2) has two infinite families of solutions.
Proof. First of all we notice that the functional E satisfies the (PS) condition on the space 
, and Z k ∞ are solutions of equation (4.6) in R 3 . The main point is that the number of these solutions is finite and that the energy is finite. In particular if {z n } is a (PS) sequence that concentrates on x 1 , · · · , x m then z n (h·) concentrates at h·x 1 , · · · , h·x m for every h ∈ G. Now, since z n ∈ H G , then z n (h·) = z n hence z n concentrates at all the orbits of x 1 , · · · , x m under the action of G; but the orbits are infinite: therefore the set of concentration needs to be empty and hence the (PS) condition holds. Now we consider the functional E : H G → R defined by
We will study the restriction of this functional to the Nehari manifold N G defined by N G = (u, ψ) ∈ H G ; M uL g udv = M |u| 2 |ψ| 2 dv g = M D g ψ, ψ dv g = 0; P − (D g ψ − I(ψ)|u| 2 ψ) = 0 .
As in the previous section, N G is a manifold, moreover critical points of E |N G are critical points of E, as we saw above, and moreover any (PS) sequence of E |N G is a (PS) sequence of E. Therefore, E |N G satisfies the (PS) condition. So now we want to use the classical min-max theorem on the manifold N g , so we define a collection A of sets A ⊂ N G such that −A = A and c k = inf A∈A;γ(A)≥k max (u,ψ)∈A E(u, ψ),
where γ(A) denotes the genus of A. Now, if we can show that N G contains sets of arbitrarily high genus, we can show that we have infinitely many solutions. To this aim, we will prove that there exists a continuous Z 2 -equivariant map
classical min-max argument, see [28] , that E |N G has infinitely many critical points, hence E has infinitely many critical points. Finally, in order to find another infinite family of solutions, we argue in a similar way, by noticing that the set N G is invariant under the action of S 1 on the spinorial part, defined by θ · (u, ψ) = (u, e i2πθ ψ).
Clearly, E |N G is also invariant under the this action of S 1 . Therefore we can define the family of sets K by saying that a set A belongs to K if and only if e i2πθ A = A. We define also the min-max levelsc where i S 1 is the Faddell-Rabinowitz cohomological index [11] . Then, we use a restriction of the previous map T, that we denote here by G : S + → N G , defined by
We see that G is S 1 -equivariant, hence i S 1 (N G ) = +∞ and hence, E |N G has infinitely many critical points.
