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Abstract—A variety of low-density parity-check (LDPC) en-
sembles have now been observed to approach capacity with
message-passing decoding. However, all of them use soft (i.e., non-
binary) messages and a posteriori probability (APP) decoding of
their component codes. In this paper, we show that one can
approach capacity at high rates using iterative hard-decision
decoding (HDD) of generalized product codes. Specifically, a class
of spatially-coupled GLDPC codes with BCH component codes is
considered, and it is observed that, in the high-rate regime, they
can approach capacity under the proposed iterative HDD. These
codes can be seen as generalized product codes and are closely
related to braided block codes. An iterative HDD algorithm is
proposed that enables one to analyze the performance of these
codes via density evolution (DE).
Index Terms—GLDPC codes, density evolution, product codes,
braided codes, syndrome decoding
I. INTRODUCTION
In his groundbreaking 1948 paper, Shannon defined the
capacity of a noisy channel as the largest information rate
for which reliable communication is possible [3]. Since then,
researchers have spent countless hours looking for ways to
achieve this rate in practical systems. In the 1990s, the problem
was essentially solved by the introduction of iterative soft
decoding for turbo and low-density parity-check (LDPC) codes
[4], [5], [6]. Although the decoding complexity is significant,
these new codes were adopted quickly in wireless communi-
cation systems where the data rates were not too large [7],
[8]. In contrast, complexity issues have slowed their adoption
in very high-speed systems, such as those used in optical and
wireline communication.
Introduced by Gallager in 1960, LDPC codes are linear
block codes defined by a sparse parity-check matrix [9].
Using the parity-check matrix, an (N,K) LDPC code can be
represented by a Tanner graph, which is a bipartite graph with
N bit nodes and N −K check nodes. The check nodes in the
Tanner graph of an LDPC code represent the constraint that the
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group of bit nodes connected to a check node should form a
codeword in a single-parity check (SPC) code. In 1981, Tanner
generalized LDPC codes by replacing the SPC constraint
nodes with more general constraints [10]. Particularly, the
bit nodes connected to a check node are constrained to be
codewords of (n, k) linear block codes such as Hamming
codes, Bose-Chaudhuri-Hocquengham (BCH) codes or Reed-
Solomon codes. After their introduction by Tanner, generalized
LDPC (GLDPC) codes remained largely unexplored until the
work of Boutros et al. [11] and Lentmaier and Zigangirov
[12].
GLDPC codes can have both large minimum distance and
good iterative decoding thresholds [13]. But, the per-iteration
decoding complexity of belief-propagation (BP) decoding of
GLDPC codes is typically much higher than LDPC codes
since optimal soft-input soft-output (SISO) decoding has to
be performed for each component block code. However, the
number of iterations required for the decoding algorithm to
converge can be substantially smaller. Recently, generalized
product codes, i.e., GLDPC codes with degree-2 bits, have
been widely considered in optical communication systems
[14]. In [15], GLDPC codes were proposed for 40Gb/s op-
tical transport networks and it was shown that these codes
outperform turbo codes by about 1 dB at a rate of 0.80. As
such, GLDPC codes can provide high coding gains. But, if
the full BP decoder is used, then the decoding complexity is
still prohibitively high for implementation in very high-speed
systems.
In this paper, we show that, by using iterative hard-decision
decoding (HDD) of generalized product codes with BCH
component codes, one can approach the capacity of the binary
symmetric channel (BSC) in the high-rate regime. We consider
an ensemble of spatially-coupled GLDPC codes based on t-
error correcting BCH codes. For the BSC, we show that the
redundancy-threshold tradeoff of this ensemble, under iterative
HDD, scales optimally in the high-rate regime. To the best of
our knowledge, this is the first example of an iterative HDD
system that can provably approach capacity. It is interesting to
note that iterative HDD of product codes was first proposed
well before the recent revolution in iterative decoding but
the performance gains were limited [16]. Iterative decoding
of product codes became competitive only after the advent
of iterative soft decoding based on the turbo principle [17],
[18]. A modified iterative HDD for GLDPC codes was also
proposed by Miladinovic and Fossorier in [13] and improved
threshold performance was observed.
Under the assumption that the component code decoder
corrects all patterns of t or fewer errors and leaves all other
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2cases unchanged, the asymptotic noise threshold for product
codes has been studied in [19], [20]. In [19], Schwartz et
al. analyze the asymptotic block error probability for product
codes using combinatorial arguments. By using random graph
arguments, another asymptotic threshold analysis, based on the
result of the existence of “k-core” in a random graph [21], is
proposed by Justesen et al. [20]. Finally, counting arguments
are used in [22] to analyze the iterative HDD of GLDPC codes
for adversarial error patterns and, hence, somewhat lower
thresholds are reported.
Convolutional LDPC codes (or spatially-coupled LDPC
codes) were introduced in [23] and later discovered to
achieve the MAP threshold under iterative decoding [24],
[25]. Spatially-coupled GLDPC codes were introduced and
analyzed in [26]. Our choice of ensemble was motivated by the
generalized product codes now used in optical communications
[14] and their similarity to braided block codes [27], [28].
In particular, we consider the iterative HDD of spatially-
coupled generalized product codes with t-error correcting
component codes. This is similar to other recent work on
coding system for optical communication systems [29], [30],
[31], [2]. The main difference is that the proposed iterative
HDD updates messages using only the extrinsic information.
Therefore, HDD of our spatially-coupled GLDPC ensemble
can be rigorously analyzed via density evolution (DE) even
when miscorrection occurs. This type of analysis actually dates
back to Tanner, who applied it to uncoupled GLDPC codes
with Hamming component codes in [10]. This DE analysis
also allows us to show that iterative HDD can approach
capacity in the high-rate regime. Also, for generalized product
codes, a practical implementation of the proposed iterative
HDD is introduced.
It is worth noting that a number of recent papers consider
interesting variations of this work [32], [33], [34], [35].
II. ENSEMBLES AND DECODING ALGORITHMS
In this section, various code ensembles and decoding algo-
rithms are introduced. We first recall the GLDPC ensemble.
Based on the GLDPC ensemble, the spatially-coupled GLDPC
ensemble is introduced. Also, a modified iterative HDD algo-
rithm for GLDPC codes is proposed in this section. Since
the proposed iterative HDD updates hard-decision messages
only from extrinsic hard-decision messages, the performance
of the proposed iterative HDD can be analyzed by DE. An
ideal iterative HDD algorithm is also discussed, and its DE
is described for the purpose of comparing with the proposed
iterative HDD.
A. Ensembles
Let C be an (n, k, dmin) binary linear code that can correct
all error patterns of weight at most t (i.e., dmin ≥ 2t + 1).
For example, one might choose C to be a primitive BCH code
with parameters (2ν−1, 2ν−νt−1, 2t+1). Now, we consider
a GLDPC ensemble where every bit node satisfies two code
constraints defined by C.
Definition 1. Each element of the (C,m) GLDPC ensemble
is defined by a Tanner graph shown in Figure 1 and denoted
pi
· · ·
· · ·
Figure 1. A (C,m) GLDPC ensemble, where pi is a random permutation.
by G = (I ∪ J , E). There are N = mn2 degree-2 bit nodes in
set I, and m degree-n code-constraint (or constraint) nodes
defined by C in set J . A random element from the ensemble is
constructed by using an uniform random permutation for the
mn edges from the bit nodes to the constraint nodes. From
the construction of the code, one can show that the design rate
of (C,m) ensemble is
R =
N −m(n− k)
N
= 1− 2(n− k)
n
= 2
k
n
− 1.
Now, we consider a spatially-coupled GLDPC ensemble
where every bit node satisfies two code constraints defined by
C. Similar to the definition introduced in [25], the spatially-
coupled GLDPC ensemble (C,m,L,w) is defined as follows.
Definition 2. The Tanner graph of an element of the
(C,m,L,w) spatially-coupled GLDPC ensemble contains L
positions, {1, 2, . . . , L}, of bit nodes and L+w−1 positions,
{1, 2, . . . , L + w − 1}, of code-constraint nodes defined by
C. Let m be chosen such that mn is divisible by both 2 and
w. At each position, there are N = mn2 degree-2 bit nodes
and m degree-n code-constraint nodes. A random element of
the (C,m,L,w) spatially-coupled GLDPC ensemble is con-
structed as follows. At each bit position and code-constraint
position, the mn sockets are partitioned into w groups of
mn
w sockets via a uniform random permutation. Let S(b)i,j and
S(c)i,j be, respectively, the j-th group at the i-th bit position
and the j-th group at i-th code-constraint position, where
j ∈ {0, 1, . . . , w − 1}. The Tanner graph is constructed by
connecting S(b)i,j to S(c)i+j,w−j−1 (i.e., by mapping the mnw edges
between the two groups). An example of the (C,m,L,w)
spatially-coupled GLDPC ensemble with w = 3 is shown in
Figure 2.
Remark 3. Since extra constraint nodes are required for spatial
coupling, the design rate of the spatially-coupled ensemble is
smaller than the design rate of the underlying ensemble [25].
According to the construction in Definition 2, m(w− 1) new
constraint nodes are added after coupling. Thus, there are NL
bit nodes and m(L+w− 1) constraint nodes in the spatially-
coupled code. The resulting design rate is at least
RSC ≥ NL−m(L+ w − 1)(n− k)
NL
= 1− 2(n− k)
n
(
1 +
w − 1
L
)
(1)
= R− (1−R)w − 1
L
, (2)
where the second term in (2) is the rate loss due to adding
constraint nodes. One can see that the rate loss vanishes as
L→∞. We note that the actual rate, which is defined as the
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· · ·
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· · ·
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Figure 2. An example of (C,m, L,w) spatially-coupled GLDPC ensemble, where w = 3, and (pii, pi′i) are random permutations at position i for bit nodes
and constraint nodes, respectively.
ratio of the dimension of the code and the codeword length,
may be slightly higher due to the implied shortening of the
code constraints.
B. Iterative HDD with Ideal Component Decoders
In this section, an iterative HDD with an ideal (i.e., genie
aided) component-code decoder is introduced. This decoder
corrects bits only when the number of error bits is less than
or equal to the decoding radius t. In particular, the aid of a
genie allows the ideal decoder to avoid miscorrection. To be
explicit, we define Dˆ : C×{0, 1}n → {0, 1}n as the operator of
the ideal decoder. Given that a codeword c ∈ C is transmitted,
let e ∈ {0, 1}n be a binary error vector and v , c⊕ e be the
received vector. Then, the output of the ideal decoder is
Dˆ(c, e) ,
{
c if dH(0, e) ≤ t
c⊕ e otherwise,
where dH(·, ·) is the Hamming distance between the two
arguments. Also, the bit-level mapping implied by the ideal de-
coder, denoted by Dˆi : C×{0, 1}n → {0, 1}, maps (c, e) to the
i-th bit of Dˆ(c, e). The decoder performance is independent of
the transmitted codeword since the component decoder satis-
fies the symmetry condition, i.e., Dˆ(c⊕c′, e) = Dˆ(c, e)⊕c′ for
all c′ ∈ C. In this case, the iterative HDD can be analyzed (e.g.,
using DE) under the assumption that the all-zero codeword
is transmitted. The DE analysis for iterative HDD with ideal
component decoders is discussed in Section IV-A. Under the
all-zero codeword assumption, we can also define a simplified
ideal decoding function Dˆ(e) , Dˆ(0, e) that takes only one
argument.
Now, we start to describe the ideal iterative HDD under
the assumption that the all-zero codeword was transmitted.
Decoding proceeds by passing binary messages along edges
connecting variable nodes and constraint nodes. Let ri ∈
{0, 1} denote the received channel value for the i-th variable
node, and let ν(`)i,j ∈ {0, 1} be the binary message from the i-th
variable node to the j-th constraint node in the `-th iteration.
For simplicity, we assume no bit appears twice in a constraint,
and let σj(k) be the index of the variable node connected to the
k-th socket of the j-th constraint. Let j′ be the other neighbor
ν
(`+1)
i,j′
ν
(`+1)
i,j′ ν
(`+1)
i,j′
i
j′
j ν(`)σj(1),j ν
(`)
σj(2),j
ν
(`)
σj(n−1),j ν
(`)
σj(n),j
· · · · · ·ri
i
j
Figure 3. The proposed iterative HDD. At the i-th variable node, the input
message from the j-th constraint node is forwarded to the j′-th constraint
node. At the j-th constraint node, the input corresponding to the i-th variable
node is replaced by ri.
of the i-th variable node, and σj(k) = i. Then, the iterative
decoder is defined by the recursion
ν
(`+1)
i,j′ = Dˆk
(
v
(`)
i,j
)
,
where the candidate decoding vector for the j-th constraint
node and i-th variable node is
v
(`)
i,j ,
(
ν
(`)
σj(1),j
,· · ·, ν(`)σj(k−1),j , ri, ν
(`)
σj(k+1),j
,· · ·, ν(`)σj(n),j
)
. (3)
Note that the k-th entry is replaced by ri. It is important to
note that the above decoder passes extrinsic messages and is
not identical to the conventional approach that simply iterates
by exchanging the outputs of the component code decoders. In
particular, replacing the k-th element by the received channel
output enables rigorous DE analysis. For the special case
of Hamming component codes, this algorithm simplifies and
becomes identical to Algorithm A in [10]. An illustrative figure
showing the messages of the proposed iterative HDD on the
graph can be found in Figure 3. At first glance, it may not
be clear that this algorithm allows a DE analysis. To see
this more clearly, one can picture a different constraint-node
operation where decoding is done twice, once with the k-th
entry in (3) replaced by 0 and once with it replaced by 1.
Then, the variable node chooses the correct value based on ri.
This idea is used to describe the low-complexity version of
this decoder in Section VIII-B.
4Figure 4. On the left is the Tanner graph of a product code based on a (6, 3) binary code with minimum distance 3. The degree-2 bit nodes are suppressed
and represented only by an edge. On the right is the “error subgraph” where each drawn edge (solid or dotted) denotes an erased bit. Since each code can
correct 2 erasures, decoding continues until all codes have either 0 erasures or ≥ 3 erasures. Thus, the 3-core of this graph (denoted by solid edges) is equal
to the stopping set that is found by iterative decoding.
A stopping set is an error pattern where the messages
associated with every component code either have 0 errors
or greater than t errors. For such a pattern, it is easy to verify
that the conventional approach of running the ideal decoder for
each component code results in no changes to the messages.
Since each iteration of decoding can only reduce the number of
errors, the final error pattern to which both decoders converge
must be a stopping set. For the iterative HDD, we define the
final error pattern as the set of bits where both component
codes send a 1 (i.e., error) message. This odd convention
follows from the fact that stopping sets arise somewhat more
naturally in the context of erasure channels and decoding. It
also has the benefit that, with ideal component decoders, both
the conventional approach and the above iterative HDD return
the same final error pattern after sufficiently many iterations.
As we will see later, this equivalence does not hold when the
component code decoders introduce miscorrections.
This decoding problem is also very closely connected to
a well-known greedy algorithm for finding the k-core in a
graph [21]. The k-core is the largest induced subgraph where
all vertices have degree at least k. The connection can be seen
by considering an error graph whose vertices are the code
constraints where two vertices are connected if there is a bit
in both code constraints and that bit is received error. One
can obtain this error graph from the Tanner graph by deleting
all variable nodes associated with correctly received bits and
then collapsing the remaining degree-2 variables nodes into
edges that connect two constraint nodes. Therefore, the degree
of a constraint vertex is equal to the number of errors in its
attached bits and the error graph represents all errors and their
associations with component codes (e.g., see Figure 4). The
greedy algorithm to find the k-core proceeds by removing
any vertex of degree less than k along with all of its edges
(because this cannot possibly be part of the k-core). Likewise,
conventional iterative decoding with ideal component decoders
can be seen as correcting the errors in a component code that
contains fewer than t + 1 errors. Therefore, any stopping set
found by iterative decoding without miscorrection is equivalent
to the (t+ 1)-core of the error graph.
C. Iterative HDD with Bounded Distance Decoders
It is well-known that GLDPC codes perform well under
iterative soft decoding [17], [18]. The main drawback is that
a posteriori probability (APP) decoding of the component
codes can require significant computation. For this reason,
we consider iterative HDD with bounded-distance decoding
(BDD) of the component codes. Since the message update rule
is the same as the rule introduced in Section II-B, the technique
of DE can also be employed to analyze the performance of
this algorithm. Moreover, a practical implementation of the
iterative HDD algorithm is proposed in Section VIII,
Likewise, we start by defining the bit-level mapping implied
by BDD, denoted by Di : {0, 1}n → {0, 1}, which maps the
received vector v ∈ {0, 1}n to the i-th decoded bit according
to the rule
Di(v) ,
{
ci if c ∈ C satisfies dH(c,v) ≤ t
vi if dH(c,v) > t for all c ∈ C.
It is easy to verify that this decoder satisfies the symmetry
condition, i.e., Di(v ⊕ c) = Di(v) ⊕ ci for all c ∈ C and
i = 1, . . . , n.
We follow the same definition in Section II-B. Let ri ∈
{0, 1} denote the received channel value for variable node i
and ν(`)i,j ∈ {0, 1} be the binary message from the i-th variable
node to the j-th constraint node in the `-th iteration. The
iterative decoder is defined by the recursion
ν
(`+1)
i,j′ = Dk
(
v
(`)
i,j
)
, (4)
where v(`)i,j is the candidate decoding vector for the j-th
constraint node and the i-th variable node defined in (3). The
corresponding DE analysis is discussed in Section IV-B.
III. SUMMARY OF MAIN RESULTS
Let BSC(p) denote a BSC with error probability p. Ac-
cording to the channel coding theorem, a long random code
can achieve reliable communication over a BSC(p) if its code
rate is less than C(p), where C(p) is the channel capacity
of a BSC(p). Now, consider a code ensemble of rate R that
has a noise threshold of p∗. Since 1 − R is the normal-
ized redundancy for the code, one can interpret the quantity
1 − C(p) as the minimal normalized redundancy required
for reliable communication. We evaluate the efficiency of the
code ensemble by comparing its normalized redundancy with
1 − C(p∗). In this paper, we say that a code ensemble can
approach capacity if the ratio 1−C(p
∗)
1−R can be made arbitrarily
close to 1. A formal statement is given by the following
definition.
5Definition 4. Let C(p) be the capacity of a BSC(p). For some
 > 0, a code ensemble with rate R and threshold p∗ is called
-redundancy achieving if
1− C (p∗)
1−R ≥ 1− .
Using Definition 4, the main result of this paper is the
following theorem.
Theorem 5. For any  > 0, there exists a tuple (t, n, L,w)
such that iterative HDD of the (C,m,L,w) GLDPC spatially-
coupled ensemble is -redundancy achieving when C is a t-
error correcting BCH code of length n.
Proof: See Section VII-C.
Remark 6. The proof of Theorem 5 constructs iterative coding
systems whose -redundancy can be made arbitrarily small.
However, as → 0, the code rate approaches 1 and the system
parameters satisfy m L w  t and t→∞.
In the rest of this paper, we prove Theorem 5 using the
following steps. The DE analysis of the proposed iterative
HDD algorithms is introduced in Section IV. The high-
rate scaling limits of the DE updates, for both (C,m) and
(C,m,L,w) GLDPC ensembles with BCH component codes,
are described in Section V. The thresholds of the iterative
HDD, for both (C,m) and (C,m,L,w) GLDPC ensembles,
are analyzed in Section VI. Using the threshold results in
Section VI, the proof of Theorem 5 is provided in Section
VII.
IV. DENSITY EVOLUTION
By the fact that any fixed-depth neighborhood of a randomly
chosen vertex in the Tanner graph is a tree with high proba-
bility as m → ∞ [36, §3.8], and from the messages shown
in Figure 3, one can easily expand a depth-m tree and show
that the inputs to the tree are all from received channel values.
Under the assumption that the channel values are independent
and identically distributed random variables, the density of the
messages passed on the edges can be precisely computed using
a DE recursion. For HDD of the component codes, this DE
can be written as a one-dimensional recursion.
A. Iterative HDD with Ideal Component Decoders
For a randomly chosen edge (i, j′) connecting a variable
node i and a constraint node j′, let j , N (i) \ j′ be the
other neighbor of the bit node i. One can see that the message
passed on (i, j′) is an error only when the channel output of
the i-th bit is an error and there are at least t error inputs
to the constraint node j. For a n ∈ N, let x(`) be the error
probability of a random chosen bit-to-constraint message in
the `-th iteration. The DE recursion of the iterative HDD with
ideal component decoders for the (C,m) GLDPC ensemble is
x(`+1) = pfˆn
(
x(`)
)
, (5)
where
fˆn(x) ,
n−1∑
i=t
(
n− 1
i
)
xi
(
1− x)n−i−1. (6)
Let the noise threshold of the iterative HDD with ideal
component decoders be defined by
pˆ∗n , sup
{
p ∈ (0, 1] ∣∣ pfˆn(x) < x, x ∈ (0, p]} .
Similar to DE for LDPC codes on the BEC [36, pp. 95–
96], there is a compact characterization of the hard-decision
decoding threshold pˆ∗n. Since pfˆn(x) is monotone in p, the
threshold pˆ∗n can be obtained by
pˆ∗n = inf
x∈(0,1)
x
fˆn(x)
. (7)
Remark 7. This type of analysis is also related to the threshold
analysis for the k-core problem in [21]. Schwartz et al. also
perform a combinatorial analysis in [19] to determine the de-
coding threshold for asymptotically long product codes. Their
conclusion is somewhat different from other reported results
because they assume a finite number of decoding iterations
and require that the block error rate vanishes. However, they
treat the number of iterations explicitly and one can extract
threshold estimates from [19, Cor. 2] in the limit as the
number decoding rounds tends to infinity. In this case, a little
algebra shows that the threshold c-value is c∗ = (t!)1/t. If
the number of decoding rounds is greater than 2 log log n as
n→∞, then their equations imply that the noise threshold is
p∗ = c∗/n = (t!)1/t/n. However, their analysis does not allow
the number of iterations to depend on n. Thus, this calculation
only gives a lower bound on the correct threshold.
For the (C,m,L,w) ensemble, let x(`)i be the average error
probability of the hard-decision messages emitted by bit nodes
at position i in the `-th iteration. Assume that x(`)i = 0
for all i /∈ {1, 2, . . . , L} and ` ≥ 0. According to the
construction in Definition 2, the average error probability of
the hard-decision inputs to code-constraint nodes at position
i is y(`)i =
1
w
∑w−1
j=0 x
(`)
i−j . Then, the error probability of the
hard-decision messages emitted by bit nodes at position i in
the (`+ 1)-th iteration is
x
(`+1)
i =
1
w
w−1∑
k=0
pfˆn
(
y
(`)
i+k
)
= p
 1
w
w−1∑
k=0
fˆn
 1
w
w−1∑
j=0
x
(`)
i−j+k
 . (8)
Remark 8. An LDPC ensemble whose DE results in spatial
averaging, similar to (8), was introduced by Kudekar et al.
in [25]. In this case, (8) tracks the average error probability
of the output hard-decision messages from bit nodes at each
position. One can also obtain the DE update of the average
error probability of the input hard-decision messages to the
code-constraint nodes at the position i ∈ {1, 2, . . . , L+w−1}
by
y
(`+1)
i =
1
w
min{i−1,w−1}∑
j=max{i−L,0}
x
(`+1)
i−j
=
1
w
min{i−1,w−1}∑
j=max{i−L,0}
p
(
1
w
w−1∑
k=0
fˆn
(
y
(`)
i−j+k
))
. (9)
6In the following analysis, we use (9) to find the noise threshold
of the spatially-coupled system with iterative HDD because
this is the update used in [37], [38]. The thresholds obtained
from (8) and from (9) are identical because, for any finite w >
0, it is easy to verify that x(`)i → 0 for all i ∈ {1, 2, . . . , L}
if and only if y(`)i → 0 for all i ∈ {0, 1, . . . , L+ w − 1}, .
B. Iterative HDD with BDD
Since the component decoder is symmetric, it suffices to
consider the case where the all-zero codeword is transmitted
over a BSC with error probability p [36, pp. 188–191]. Let
x(`) be the error probability of the hard-decision messages
passed from the variable nodes to the constraint nodes after `
iterations. For an arbitrary symmetric decoder, let Pn(i) be the
probability that a randomly chosen bit is decoded incorrectly
when it is initially incorrect and there are i random errors in
the other n− 1 inputs. Likewise, let Qn(i) be the probability
that a randomly chosen bit is decoded incorrectly when it is
initially correct and there are i random errors in the other
n− 1 inputs. Then, for the (C,m) GLDPC ensemble, the DE
recursion implied by (4) is defined by x(0) = p,
x(`+1) = fn
(
x(`); p
)
, (10)
and (with p , 1− p)
fn(x; p),
n−1∑
i=0
(
n−1
i
)
xi
(
1−x)n−i−1(pPn(i)+pQn(i)). (11)
Remark 9. According to the definition of Pn(i), it is clear that
Pn(i) = 0 for all 0 ≤ i ≤ t−1 since the total number of errors
is less than or equal to t and all errors are corrected by BDD.
When i ≥ t, Pn(i) is the probability that both the input and
the output of a randomly selected bit are errors. Given that the
input of a randomly selected bit is an error, there are two cases
where the output of the randomly selected bit is an error. The
first case is that there is no codeword is within a distance of t
from the inputs. In this case, the error input of the randomly
selected bit is passed to the output. The second case is that
the decoder returns a codeword but the randomly selected bit
is still an error. Since these cases are disjoint events, Pn(i) is
the sum of the probabilities of these two events.
Similarly, it is easy to show that Qn(i) = 0 for 0 ≤ i ≤ t.
Since the input of the randomly selected bit is always correct
in this case, the only error event for Qn(i) is that a codeword
with an error at the randomly selected bit is returned. Consider
BDD with fixed decoding radius t, and a fixed i ≥ t. It is easy
to show that the number of error vectors with i + 1 errors
increases as n increases. Since the decoding radius is fixed
to t, the probability that a randomly selected error vector of
weight i+1 falls in a t-ball centered at a codeword decreases as
n increases. Thus, Pn(i) is increasing with respect to n. For
an (n, k, 2t + 1) binary primitive BCH code (or its (n, k −
1, 2t + 2) even-weight subcode), a rigorous proof showing
limn→∞ Pn(i) = 1 for t ≤ i ≤ n − t − 2 is introduced in
Lemma 13.
For the iterative HDD with BDD described above, the
quantities Pn(i) and Qn(i) can be written in terms of the
number of codewords of weight l in C, denoted by Al, [39].
Using the convention that
(
n
k
)
= 0 if n < 0, k < 0, or k > n,
we define
l(i, δ, j) , i− δ + 2j + 1, (12)
Θ(n, i, δ, j),
(
l(i, δ, j)
l(i, δ, j)−j
)(
n−l(i, δ, j)−1
δ − 1− j
)(
n−1
i
)−1
,
and
Λ(n, i, δ, j),
(
l(i, δ, j)−2
l(i, δ, j)−j−1
)(
n−l(i, δ, j)+1
δ − j
)(
n−1
i
)−1
.
Since all decoding regions are disjoint, one can compute
Pn(i) = 1−
t∑
δ=1
δ−1∑
j=0
n− l(i, δ, j)
n
Al(i,δ,j)Θ(n, i, δ, j) (13)
for t≤ i≤n−t−2 and Pn(i)=0 for 0≤ i≤ t−1. Similarly1,
Qn(i) =
t∑
δ=1
δ∑
j=0
l(i, δ, j)− 1
n
Al(i,δ,j)−1Λ(n, i, δ, j) (14)
for t+ 1 ≤ i ≤ n− t− 1 and Qn(i) = 0 for 0 ≤ i ≤ t. Note
that, when the code contains the all-one codeword, Pn(i) = 1
for n−t−1 ≤ i ≤ n−1, and Qn(i) = 1 for n−t ≤ i ≤ n−1.
Let the noise threshold be defined by
p∗n , sup
{
p ∈ (0, 1] ∣∣ fn(x; p) < x, x ∈ (0, p]} . (15)
According to the definition of p∗n, one can show that x
(`) → 0
as `→∞ for all p < p∗n. By rewriting fn(x; p) as fn(x; p) =
p[fn(x; 1) − fn(x; 0)] + fn(x; 0), we know that fn(x; p) is
monotone in p. However, it is not clear to us whether or not
fn(x; p) is monotone in x. Therefore, the definition of p∗n
does not imply that lim`→∞ x(`) > 0 for all p > p∗n. Define
x∗ , sup{z ∈ [0, 1] | fn(x; 0) ≤ x for all x ∈ (0, z]}. We
can characterize p∗n similar to (7) by
p∗n = inf
x∈(0,x∗)
x− fn(x; 0)
fn(x; 1)− fn(x; 0) .
The idea is that each fixed-point value x ∈ (0, x∗) provides
a upper bound on the threshold p∗n and that infimum of these
lower bounds gives p∗n because there is some fixed-point value
that is achieved at the threshold.
Remark 10. Since the operations at bit nodes and constraint
nodes are both sub-optimal, one may observe that for a
fixed tuple (p, n, t), there exist some x ∈ [0, 1] such that
fn(x; p) > p. This implies that the average error probability
of the messages emitted by bit nodes after one iteration will
be worse than the error probability of the channel output. In
this case, bit nodes can just send the received channel bits
to their neighbors. With this modification, the resulting DE
update equation is
x(`+1) = min{p, fn(x(`); p)}.
Let q∗n , sup
{
p ∈ (0, 1] ∣∣ min {fn(x; p), p} < x, x ∈ (0, p]}
be the noise threshold of the modified decoding algorithm. We
1The expression for Qn(i) in (14) corrects a small error in our previous
work [1, Eqn. (4)].
7claim that p∗n = q
∗
n by the following argument. From the fact
that min{p, fn(x; p)} ≤ fn(x; p), we have q∗n ≥ p∗n. Consider
the case of p > p∗n. From (15), there exists some x0 ∈ (0, p]
such that fn(x0; p) ≥ x0. Since x0 ∈ (0, p], one can show that
min{p, fn(x0; p)} ≥ x0 as well. Thus, we know p > q∗n from
the definition of q∗n. This implies that q
∗
n ≤ p∗n, and therefore
we conclude that p∗n = q
∗
n. Also, this change seems to have
no significant effect on the number of iterations required to
achieve a certain error rate.
To derive the DE update equation of the (C,m,L,w)
spatially-coupled GLDPC ensemble, let x(`)i be the average er-
ror probability of hard-decision messages emitted by bit nodes
at position i after the `-th iteration. According to Definition
2, the average error probability of input messages to a code-
constraint node at position i is y(`)i =
1
w
∑w−1
j=0 x
(`)
i−j . It follows
that x(`+1)i =
1
w
∑w−1
k=0 fn(y
(`)
i+k; p) for i ∈ {1, 2, . . . , L},
where fn(x; p) is defined in (11). We also set x
(`)
i = 0
for i /∈ {1, 2, . . . , L}. Therefore, in the (` + 1)-th iteration,
the average error probability of the hard-decision messages
emitted by bit nodes at the position i ∈ {1, 2, . . . , L} is given
by
x
(`+1)
i =
1
w
w−1∑
k=0
fn
 1
w
w−1∑
j=0
x
(`)
i−j+k; p
 . (16)
Similar to the discussion in Remark 8, the DE update of the
(C,m,L,w) spatially-coupled GLDPC ensemble which tracks
the average error probability of the input messages to the
constraint nodes at the position i ∈ {1, 2, . . . , L + w − 1}
can also be written as
y
(`+1)
i =
1
w
min{i−1,w−1}∑
j=max{i−L,0}
x
(`+1)
i−j
=
1
w
min{i−1,w−1}∑
j=max{i−L,0}
1
w
w−1∑
k=0
fn
(
y
(`)
i−j+k; p
)
.
V. BCH COMPONENT CODES
In the remainder of this paper, an (n, k, 2t + 1) binary
primitive BCH code (or its (n, k − 1, 2t + 2) even-weight
subcode) will be used as the component code for both the
(C,m) GLDPC and (C,m,L,w) spatially-coupled GLDPC
ensembles. When the exact weight spectrum is known, one can
compute Pn(i) and Qn(i) using (13) and (14), respectively.
Otherwise, we use the asymptotically-tight binomial approxi-
mation
Al =

2−νt
(
n
l
) (
1 +O
(
n−0.1
))
if d ≤ l ≤ n− d,
1, if l = 0, l = n,
0, otherwise,
(17)
for n ≥ nt, where d = 2t+1, n = 2ν−1 and nt is a constant
depends on t [40].
For the (n, k − 1, 2t + 2) even-weight subcode of an
(n, k, 2t + 1) primitive BCH code, the number of codewords
is denoted by A˜l where A˜l = Al when l is even and A˜l = 0
when l is odd. Let P˜n(i) and Q˜n(i) be the miscorrection
probabilities implied by A˜l for the even-weight subcode.
Similar to Pn(i) and Qn(i) in the (n, k, 2t+1) primitive BCH
code, it can be shown that P˜n(i) = 0 for 0 ≤ i ≤ t − 1 and
Q˜n(i) = 0 for 0 ≤ i ≤ t + 1. Then, the DE recursions for
the (C,m) GLDPC ensemble and the (C,m,L,w) spatially-
coupled GLDPC ensemble can be obtained from (10) and (16),
respectively.
A. Notation
The following glossary of symbols is designed to help
readers distinguish between closely related symbols:
pfˆn(x) DE update for ideal decoding
pˆ∗n DE threshold for ideal decoding
fn(x; p) DE update for BDD
p∗n DE threshold for BDD
ρˆ∗ Poisson DE threshold for ideal decoding
f(λ(`); ρ) Poisson DE update for BDD
ρ∗ Poisson DE threshold for BDD
Uˆn(x; p) potential function for ideal decoding
pˆ∗∗n SC-DE threshold for ideal decoding
Uˆn(x) fixed-point potential for ideal decoding
Vˆ (x; p) potential function for combined ideal system
Uˆ(λ; ρ) potential for ideal Poisson DE
ρˆ∗∗t SC-DE threshold for ideal Poisson DE
U(λ; ρ) potential for Poisson DE with BDD
ρ∗∗t SC-DE threshold for Poisson DE with BDD
p∗∗n SC-DE threshold for BDD
B. High-Rate Scaling Limit for Iterative HDD with Ideal
Component Decoders
In [20], [30], Justesen et al. analyze the asymptotic perfor-
mance of long product codes under the assumption that the
component decoders never miscorrect. These arguments can
be applied for the decoding of both BSC and BEC outputs.
By considering the decoding process as removing vertices of
degree less or equal to t, they show that the process fails
if the error graph contains (t + 1)-core. The existence of
a “k-cores” in a random graph has attracted considerable
interest in graph theory [21]. By employing the results in
[21], Justesen et al. characterize the evolution for the number
of errors per constraint node as a recursion for the “Poisson
parameter” [20], [30]. That recursion leads to a threshold,
for successful decoding, on the average number of error bits
attached to a code-constraint node.
In terms of error rate, this threshold has the form p = c/n,
where n is the length of the component code. Thus, the error
rate vanishes as the size of the product code increases. In
this section, we consider the DE recursion for the iterative
decoding of the GLDPC and SC-GLDPC ensembles when the
BSC error rate scales like c/n. We refer to this as the high-rate
scaling regime.
Now, we will derive the limiting DE recursion in the high-
rate scaling regime for the proposed iterative algorithm with
ideal HDD. Then, we observe that the obtained high-rate
scaling limit (18) has the same update equation as the recursion
of Poisson parameter in [20], [30].
8For a fixed ρ > 0, let p , ρn−1 scale with n and λ
(`)
n ,
(n− 1)x(`). The recursion (5) for λ(`)n becomes
λ(`+1)n = (n− 1)pfˆn
(
λ
(`)
n
n− 1
)
= ρfˆn
(
λ
(`)
n
n− 1
)
starting from λ(0)n = ρ. For ` > 0, define λ(`) , limn→∞ λ(`)n
and observe that the high-rate scaling limit of the recursion
for the ideal component code decoder is
λ(`+1) = fˆ
(
λ(`); ρ
)
, lim
n→∞ ρfˆn
(
λ
(`)
n
n− 1
)
.
The existence of the limit can be established via induction
on `. To see this, define the tail probability of the Poisson
distribution with mean λ by
φ(λ; k) ,
∞∑
i=k+1
λi
i!
e−λ.
Then, the Poisson theorem [41, pp. 113] shows that
limn→∞ ρfˆn( λn−1 ) = ρφ (λ; t− 1). Thus, the high-rate scal-
ing limit of the recursion for the ideal component code decoder
becomes
λ(`+1) = ρφ
(
λ(`); t− 1
)
. (18)
The scaled noise threshold ρˆ∗ is the largest ρ such that the
iteration converges from ρ to 0 and is defined by
ρˆ∗ , sup
{
ρ ∈ [0,∞) ∣∣ ρφ (λ; t− 1) < λ, λ ∈ (0, ρ]} .
Since φ(λ; t − 1) is increasing and upper bounded by 1, it
follows that
ρˆ∗ = inf
λ>0
λ
φ (λ; t− 1)
Remark 11. This threshold condition is identical to the ones
given in [21] for the equivalent k-core problem. The connec-
tion to asymptotically long product codes with ideal bounded
distance decoding was first made in [20].
For the spatially-coupled GLDPC ensemble, let λ(`)i with
i ∈ {1, 2, . . . , L} be the average number of error messages
emitted by bit nodes at position i in the `-th iteration. We set
λ
(0)
i = ρ for all i ∈ {1, 2, . . . , L}, and set λ(`)i = 0 for all
i /∈ {1, 2, . . . , L} and ` ≥ 0. Very similar same arguments
show that the recursion for the spatially-coupled ensemble is
λ
(`+1)
i =
1
w
w−1∑
k=0
fˆ
 1
w
w−1∑
j=0
λ
(`)
i−j+k; ρ

= ρ
 1
w
w−1∑
k=0
φ
 1
w
w−1∑
j=0
λ
(`)
i−j+k; t− 1
 . (19)
Remark 12. We note that this vector update equation is
the same as the vector update equation used for Q-coloring
analysis (with Q = t+ 1) of spatially-coupled graphs in [42].
Therefore, the threshold bounds in Section VI-A also apply to
the Q-coloring problem.
C. High-Rate Scaling Limit for Iterative HDD with BDD
We have shown that the recursion using the random graph
argument in [20] and [30] is the same as the DE analysis
of ideal iterative HDD in the limit as n → ∞. The main
weakness of the random graph argument is that it is not
applicable to decoders with miscorrection. In this section, the
high-rate scaling limit of the recursion for our DE analysis
as n → ∞ is introduced. The main contribution is that our
approach rigorously accounts for miscorrection.
First, we introduce some notation and a few lemmas to
simplify the development. Consider the Poisson distribution
with mean λ. Let ψ(λ; k) and ϕ(λ; k) be, respectively, the tail
probability for the even terms, and the tail probability for the
odd terms. Then, we have
ψ(λ; k) , 1 + e
−2λ
2
−
bk/2c∑
i=0
λ2i
(2i)!
e−λ,
ϕ(λ; k) , 1− e
−2λ
2
−
bk/2c∑
i=0
λ(2i+1)
(2i+ 1)!
e−λ.
Lemma 13. For the codes described above and t ≤ i ≤
n − t − 2, the limit limn→∞ Pn(i) = 1. Also, for the same
code and t+1 ≤ i ≤ n−t−1, the function nQn(i) is bounded.
If b√nc > t+ 1, then
nQn(i) ≤ 1
(t− 1)! +O
(
n−0.1
)
(20)
for all t + 1 ≤ i ≤ b√nc. Thus, for any fixed i ≥ t + 1, we
have limn→∞ nQn(i) = 1(t−1)! .
Proof: See Appendix A.
Consider the DE recursion (10) for the (C,m) GLDPC
ensemble. For a fixed ρ, let p , ρn−1 scale with n and
λ
(`)
n , (n − 1)x(`). From (10) and (11), the recursion for
λ
(`)
n equals
λ(`+1)n = (n− 1)fn
(
λ
(`)
n
n− 1 ;
ρ
n− 1
)
=
n−1∑
i=t
(
n− 1
i
)(
λ
(`)
n
n− 1
)i(
1− λ
(`)
n
n− 1
)n−1−i
× (ρ (Pn(i)−Qn(i))+(n− 1)Qn(i)) , (21)
with initial value λ(0)n = ρ for all n.
Lemma 14. Let Xn ∼ Bi(n − 1, λnn−1 ) be a se-
quence of binomial random variables associated with
n − 1 trials with success probability λnn−1 . If λn →
λ < ∞, then limn→∞E [Pn(Xn)] = φ (λ; t− 1) and
limn→∞E [Qn(Xn)] = 0.
Proof: See Appendix B.
Lemma 15. Let Xn ∼ Bi(n − 1, λnn−1 ) be a sequence of
binomial random variables for n − 1 trials with success
probability λnn−1 . If λn → λ <∞, then
lim
n→∞E [nQn(Xn)] =
φ (λ; t)
(t− 1)! .
9Proof: See Appendix C.
Using Lemma 14 and Lemma 15, one can simplify the
recursion for λ(`) , limn→∞ λ(`)n .
Lemma 16. For any fixed ` > 0, the limit λ(`) , limn→∞ λ(`)n
exists, and the recursion for λ(`) is given by λ(0) = ρ and
λ(`+1) = f
(
λ(`); ρ
)
, ρφ
(
λ(`); t− 1
)
+
1
(t− 1)!φ
(
λ(`); t
)
. (22)
Proof: We prove the lemma by induction. The base
case λ(0) = ρ holds by assumption. For the inductive
step, suppose that λ(`) = limn→∞ λ
(`)
n exists. Let X
(`)
n ∼
Bi(n − 1, λ(`)nn−1 ) be a binomial random variable with pa-
rameters n − 1 and λ(`)nn−1 . Then, the recursion (21) can
be represented as λ(`+1)n = E[ρ(Pn(X
(`)
n ) − Qn(X(`)n )) +
(n − 1)Qn(X(`)n )]. Again, Lemma 14 and Lemma 15 im-
ply that limn→∞E[Pn(X
(`)
n )], limn→∞E[Qn(X
(`)
n )], and
limn→∞E[nQn(X
(`)
n )] exist. Thus, the limit of λ
(`+1)
n exists
as n→∞, and satisfies the recursion
λ(`+1) , lim
n→∞λ
(`+1)
n = ρφ
(
λ(`); t−1
)
+
1
(t−1)!φ
(
λ(`); t
)
.
This completes the mathematical induction.
Remark 17. For any n < ∞, the quantity nn−1ρ is the
scaled average number of initial error bits attached to a code-
constraint node, and nn−1λ
(`)
n is the scaled average number
of error messages passed to a code-constraint node after the
`-th iteration. Since nn−1λ
(`)
n → λ(`), it follows that the
recursion (22) tracks the evolution of the average number of
error messages passed to a code-constraint node.
The following lemma shows that the DE recursion for the
GLDPC ensemble whose component code is the even-weight
subcode of a BCH code can be obtained by modifying (22).
Lemma 18. Consider the GLDPC ensemble whose component
code is the even-weight subcode of a BCH code. If t is even,
then the recursion for λ(`) is λ(`+1) = fe
(
λ(`); ρ
)
with
fe
(
λ(`); ρ
)
, ρφ
(
λ(`); t− 1
)
+
1
(t− 1)!ψ
(
λ(`); t
)
.
If t is odd, the recursion is λ(`+1) = fo
(
λ(`); ρ
)
with
fo
(
λ(`); ρ
)
, ρφ
(
λ(`); t− 1
)
+
1
(t− 1)!ϕ
(
λ(`); t
)
.
Proof: See Appendix D.
For the spatially-coupled GLDPC ensemble, let λ(`)i with
i ∈ {1, 2, . . . , L} be the average number of error messages
emitted by bit nodes at positions i in the `-th iteration. We set
λ
(0)
i = ρ for all i ∈ {1, 2, . . . , L}, and set λ(`)i = 0 for all i /∈
{1, 2, . . . , L} and ` ≥ 0. Again, very similar arguments can
be used to derive the DE for the spatially-coupled ensemble.
Similar to (16), the resulting recursion is
λ
(`+1)
i =
1
w
w−1∑
k=0
f
 1
w
w−1∑
j=0
λ
(`)
i−j+k; ρ
 (23)
for i ∈ {1, 2, . . . , L}. When the even-weight subcode of a
BCH code is used as a component code in the spatially-
coupled GLDPC ensemble, the recursion becomes
λ
(`+1)
i =

1
w
w−1∑
k=0
fe
 1
w
w−1∑
j=0
λ
(`)
i−j+k; ρ
 if t is even,
1
w
w−1∑
k=0
fo
 1
w
w−1∑
j=0
λ
(`)
i−j+k; ρ
 if t is odd.
VI. BOUNDS ON THE NOISE THRESHOLD
In this section, we consider the noise thresholds of the
decoding algorithms in Section II for the spatially-coupled
ensemble when L  w and w → ∞. We employ the
analysis proposed by Yedla et al. [37], [38] to compute these
thresholds. Similarly, one could apply the results of [43].
Consider the recursion defined by the DE update equation of
a decoding algorithm. Let x be the average error probability of
the messages emitted by bit nodes. For each channel parameter
p ∈ [0, 1], the potential function, denoted by U(x; p), is
proposed in [37], [38]. If the recursion is a proper admissible
system (see [38, Definition 31]), then the coupled threshold
p∗∗ is defined as the supremum of the channel parameter p
such that the potential function is non-negative. The results
in [37], [38] also show that the noise threshold of the decoding
algorithm saturates to p∗∗ when the algorithm is applied to a
spatially-coupled system with L w and w →∞.
While the exact value of p∗∗ can be computed numerically
for a given potential function, a simple expression is not
available in terms of t and n. Hence, we derive a suitable
lower bound that is a simple function of t and n.
A. Iterative HDD with Ideal Component Decoders
Suppose that one ignores the effect of miscorrection and
considers the natural hard-decision peeling decoder for the
(C,m) ensemble based on BCH codes, then it is easy to see
that at most mt errors can be corrected using BDD. To achieve
this upper bound, it must happen that each code corrects
exactly t errors. If some codes decode with fewer than t errors,
then there is an irreversible loss of error-correcting potential.
Since there are nm2 code bits, normalizing this number shows
that the noise threshold is upper bounded by 2tn . In terms of the
average number of errors in each code constraint, the threshold
is upper bounded by 2t because each code involves n bits.
Before we delve into the analysis of the potential threshold
for the iterative HDD with ideal component decoders, we first
recall some definitions. The beta function, B(a, b), and the
normalized incomplete beta function, Ix(a, b), [44, §8.17] are
given by
B(a, b) ,
∫ 1
0
za−1(1− z)b−1dz (24)
and
Ix(a, b) ,
1
B(a, b)
∫ x
0
za−1(1− z)b−1dz , Bx(a, b)
B(a, b)
. (25)
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When a and b are positive integers, these functions have the
following well-known properties [44, §8.17]:
B(a, b) =
(a− 1)!(b− 1)!
(a+ b− 1)! ,
Ix(a, b) =
a+b−1∑
k=a
(
a+ b− 1
k
)
xk(1− x)a+b−1−k, (26)
B(a+ 1, b) =
a
a+ b
B(a, b), (27)
Ix(a+ 1, b) = Ix(a, b)− x
a(1− x)b
aB(a, b)
. (28)
By differentiating both sides, one can also verify that∫ x
0
Iz(a, b)dz = xIx(a, b)− a
a+ b
Ix(a+ 1, b). (29)
Since the DE update equation (5) for the iterative HDD
without miscorrection is a scalar recursion. The following
lemma enables us to apply the results in [38] to the current
noise threshold analysis.
Lemma 19. Let the recursion (5) be represented as x(`+1) =
f˜(g˜(x(`)); p) with f˜(x; p) = px and g˜(x) = fˆn(x). Then, for
t ≥ 2 and n ≥ t + 2, the pair (f˜ , g˜) is a proper admissible
system according to [38, Definition 31] and unconditionally
stable according to [38, Definition 34].
Proof: It is easy to verify that f˜(x; p) is strictly increasing
in both x and p. Using (26) and (25), we can rewrite g˜(x) as
g˜(x) = fˆn(x) =
1
B(t, n− t)
∫ x
0
zt−1(1− z)n−t−1dz (30)
and observe that g˜(0) = 0. Since g˜′(x) , dg˜(x)dx =
1
B(t,n−t)x
t−1(1 − x)n−t−1 > 0 for all x ∈ (0, 1), g˜(x) is
strictly increasing in x. Also, the second derivative
d2g˜(x)
dx2
=
1
B(t, n− t) (t− 1)x
t−2(1− x)n−t−1
− 1
B(t, n− t) (n− t− 1)x
t−1(1− x)n−t−2
is a continuous function on [0, 1] for t ≥ 2 and n ≥ t+ 2.
The recursion is proper because ddppfˆn(x) = fˆn(x) > 0 for
x ∈ (0, 1]. Finally, the recursion is unconditionally stable for
t ≥ 2 because ddxpfˆn(x)
∣∣
x=0
= pfˆ ′n(0) = 0.
Since the DE update (5) defines a proper admissible sys-
tem for any integer n > t, the formulas for the poten-
tial function and the coupled threshold are given by [38,
(16),Lemma 46(ii)].
Definition 20. The potential function associated with the
recursion (5) is defined by
Uˆn(x; p) ,
∫ x
0
(z − pfˆn(z))fˆ ′n(z)dz
= xfˆn(x)−
∫ x
0
fˆn(z)dz − 1
2
p
(
fˆn(x)
)2
. (31)
The coupled threshold associated with (9) is defined to be
pˆ∗∗n , sup
{
p ∈ [0, 1] ∣∣ min
x∈[0,1]
Uˆn(x; p) ≥ 0
}
. (32)
This threshold for iterative HDD without miscorrection is
achieved by (C,m,L,w) spatially-coupled GLDPC ensembles
in the limit where m L w as w →∞.
Remark 21. For p < pˆ∗∗n , [38, Lemma 46(ii)] implies that
arg minx∈[0,1] Uˆn(x; p) = 0. Since the system is uncondi-
tionally stable, combining [38, Proposition 10(iv)] and [38,
Theorem 1] implies that, for p < pˆ∗∗n , there is a w0 < ∞
such that, for all w > w0, the error probabilities y
(`)
i for all
i ∈ {1, 2, . . . , L + w − 1} in (9) converge to 0 as ` → ∞.
Furthermore, this implies the same result for the recursion (8)
because x(`)i → 0 for all i ∈ {1, 2, . . . , L} if and only if
y
(`)
i → 0 for all i ∈ {1, 2, . . . , L+ w − 1}.
Remark 22. From (31), we see that Uˆn(x; p) is decreasing in
p. Therefore, one can obtain pˆ∗∗n by numerically computing
pˆ∗∗n = inf
x∈(0,1]
xfˆn(x)−
∫ x
0
fˆn(z)dz
1
2 fˆ
2
n(x)
.
Remark 23. Since the minimum in (32) always occurs at a
fixed-point of the recursion [38, Lemma 18], it is sufficient
to consider the value of the potential at fixed points. For any
p ∈ (0, 1], let x be a non-zero fixed point of the recursion (5).
Then, the fixed-point equation x = pfˆn(x) shows that any
fixed-point x defines an unique p(x) , x
fˆn(x)
.
Definition 24. The fixed-point potential for a proper admissi-
ble system is defined in [38, Def. 41] to be
Uˆn(x) , Uˆn(x; p(x)), (33)
though it is denoted there by Q(x). This function represents
the potential evaluated at the unique fixed-point defined by x.
Combining Definitions 24 and 20, we can compute
Uˆn(x) = xfˆn(x)−
∫ x
0
fˆn(z)dz − 1
2
x
fˆn(x)
(
fˆn(x)
)2
=
1
2
xfˆn(x)−
∫ x
0
fˆn(z)dz (34)
=
1
2
xIx(t, n−t)−xIx(t, n−t)+ t
n
Ix(t+1, n−t)
=
−1
2
xIx(t, n−t)+ t
n
(
Ix(t, n−t)− x
t(1−x)n−t
tB(t, n−t)
)
=
1
2
(
2t
n
− x
)
Ix(t, n− t)− x
t(1− x)n−t
nB(t, n− t) , (35)
where the intermediate steps make use of (30), (29), and (28).
Lemma 25. For t ≥ 2 and n ≥ t+2, the fixed-point potential
Uˆn(x) has a unique root, xˆ∗∗n , satisfying xˆ
∗∗
n ∈ (0, 1].
Proof: See Appendix E.
Lemma 26. Let xˆ∗∗n be the unique value in (0, 1] satisfying
Uˆn(xˆ
∗∗
n ) = 0. Then, there exists a t0 ≥ 3 and a function
n0(t) ≥ t + 2 such that, for all t ≥ t0 and n ≥ n0(t), we
have 2t−2n ≤ xˆ∗∗n ≤ 2tn .
Proof: See Appendix F.
Remark 27. The constant t0 and function n0(t) are required
for our rigorous proof that Uˆn( 2t−2n ) > 0 when t ≥ t0 and
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n ≥ n0(t). However, through the numerical evaluation, one
can observe that Uˆn( 2t−2n ) > 0 for all t ≥ 2 and n > 2t. Thus,
we conjecture that the lemma holds for this larger range.
Theorem 28. For t ≥ 2 and n ≥ t+ 2, the coupled threshold
associated with (9) is given by pˆ∗∗n = p(xˆ
∗∗
n ) = xˆ
∗∗
n /fˆn(xˆ
∗∗
n ),
where xˆ∗∗n is the unique root of Uˆn(x) = 0 satisfying xˆ
∗∗
n ∈
(0, 1]. Moreover, there exists a t0 ≥ 3 and a function n0(t) ≥
t+ 2 such that, for all t ≥ t0 and n ≥ n0(t), we have
pˆ∗∗n ≥ xˆ∗∗n ≥
2t− 2
n
.
Proof: For t ≥ 2 and n ≥ t + 2, Lemma 25 shows that
Uˆn(x) = 0 has a unique root, xˆ∗∗n , satisfying xˆ
∗∗
n ∈ (0, 1].
Since Lemma 19 shows that (5) is a proper admissible
system that is unconditionally stable, we can apply [38,
Lemma 46(iii)] to see that the coupled threshold satisfies
pˆ∗∗n = p(xˆ
∗∗
n ). The uniqueness of the root allows one to avoid
computing the minimum in [38, Lemma 46(iii)]. From the
definition of p(x), we observe that
p(xˆ∗∗n ) =
xˆ∗∗n
fˆn(xˆ∗∗n )
≥ xˆ∗∗n .
Finally, Lemma 26 shows that there exists a t0 ≥ 3 and a
function n0(t) ≥ t+2 such that, for all t ≥ t0 and n ≥ n0(t),
we have xˆ∗∗n ≥ 2t−2n .
Remark 29. One may also view the update equation (5) as
the recursion for the combined function pair (pfˆn(x), x).
Then, the DE update equation for the corresponding spatially-
coupled system is
y
(`+1)
i =
1
w
min{i−1,w−1}∑
j=max{i−L,0}
pfˆn
(
1
w
w−1∑
k=0
y
(`)
i−j+k
)
,
where y(`)i is the average error probability of the input mes-
sages to the g˜-nodes at the i-th position and i ∈ {1, 2, . . . , L+
w − 1}. Using the proof of Lemma 19, one can show that
the combined system (pfˆn(x), x) is also a proper admissible
system. By the definition of the potential function in [38], the
potential function for the combined ideal system, (pfˆn(x), x),
is Vˆn(x; p) ,
∫ x
0
(z − pfˆn(z))dz. This is the potential
function used in [1], but it is denoted there by Un(x; p).
Let Vˆn(x) , Vˆn(x; p(x)) be the fixed-point potential of the
(pfˆn(x), x) system. Since the fixed points of the (px, fˆn(x))
and (pfˆn(x), x) systems are very closely related, one can show
that their fixed-point potential functions must satisfy
Uˆn(x) =
2fˆn(x)
x
Vˆn(x)
for all x ∈ (0, 1] satisfying x = pfˆn(x). This is similar to the
half-iteration shift described in [38, §II-D]
For the recursion defined by the high-rate scaling limit, (18),
it is easy to show that fˆ(λ; ρ) = ρφ(λ; t − 1) is increasing
in both λ and ρ. Thus, the noise threshold for the recursion
(18), in terms of the average number of errors per n− 1 bits,
exists and is denoted by ρˆ∗t [36, §3.10 – §3.11]. Also, by the
monotonicity property of fˆ(λ; ρ), the noise threshold for the
recursion (19) exists as well. Using [37], [38], we define the
potential function and the coupled threshold for the recursion
(18), respectively, by
Uˆ(λ; ρ) ,
∫ λ
0
(
z − fˆ (z; ρ)
)
fˆ ′ (z; ρ) dz
=
∫ λ
0
(z − ρφ(z; t− 1))φ′(z; t− 1)dz,
and
ρˆ∗∗t , sup
{
ρ ∈ [0,∞) ∣∣ min
λ≥0
Uˆ (λ; ρ) ≥ 0
}
. (36)
Using the same argument as in Remark 21, one finds that
the coupled threshold ρˆ∗∗t can also be achieved by applying to
the (C,m,L,w) spatially-coupled ensemble in the limit where
m L n w as w →∞.
Corollary 30. For the high-rate scaling limit of the recursion
(18), the coupled threshold (in terms of the average number
of errors in a code constraint) satisfies ρˆ∗∗t ≥ 2t − 2 for all
t ≥ t0.
Proof: Consider the DE recursion (5) for the (C,m)
GLDPC ensemble. Let pˆ∗∗n be the coupled threshold as defined
in (32). Note that pˆ∗∗n can be achieved by the (C,m,L,w)
spatially-coupled ensemble in the limit where m  L 
n  w as w → ∞. For any fixed t ≥ t0 and n ≥ n0(t),
we define ρˆ∗∗n,t , (n− 1)pˆ∗∗n . From Lemma 26, we know that
ρˆ∗∗n,t ≥ (2t − 2)n−1n for all t ≥ t0 and n ≥ n0(t). Thus, we
conclude that ρˆ∗∗t , limn→∞ ρˆ∗∗n,t ≥ 2t− 2 for all t ≥ t0.
B. Iterative HDD with BDD
For the case of iterative HDD algorithm, it is not clear if the
recursion (10) defines an admissible system for every linear
code (e.g., monotonicity could fail). However, we believe that
is the case. Fortunately, one can show that in the high-rate
scaling limit, the function f(λ; ρ) in (22) is strictly increasing
in both arguments for λ, ρ > 0. Therefore, the noise threshold
and the coupled threshold for the recursion (22), denoted by
ρ∗ and ρ∗∗ respectively, exist as well. Using the setup in [38]
and the same argument as in Remark 21, one finds that the
potential function and the coupled threshold for the recursion
(22) are, respectively,
U(λ; ρ) ,
∫ λ
0
(z − f (z; ρ)) f ′ (z; ρ) dz,
and
ρ∗∗t , sup
{
ρ ∈ [0,∞) ∣∣ min
λ≥0
U (λ; ρ) ≥ 0
}
.
We note that this potential function is different from the
U(λ; ρ) function defined in [1], which is based on the al-
ternative scalar system.
Using the threshold of iterative HDD without miscorrection,
ρˆ∗∗t , one can obtain a lower bound of ρ
∗∗
t from the following
lemma.
Lemma 31. For the high-rate scaling limit, the coupled
threshold of iterative HDD with miscorrection, ρ∗∗t , satisfies
ρ∗∗t ≥ ρˆ∗∗t − 1(t−1)! .
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Proof: To show the lower bound of ρ∗∗t , we introduce the
recursion
λ
(`+1)
=
(
ρ+
1
(t− 1)!
)
φ
(
λ
(`)
; t− 1
)
. (37)
Let ρ , ρ+ 1(t−1)! . From (22), one can show that
f (λ; ρ) ≤ ρφ(λ; t− 1) + 1
(t− 1)!φ(λ; t− 1)
= ρφ(λ; t− 1), (38)
and thus
λ
(`+1) ≥ f
(
λ
(`)
; ρ
)
.
Therefore, we know that λ(`) in the recursion (22) satisfies
λ(`) ≤ λ(`) when the initial values λ(0) = λ(0).
By rewriting (37) as λ
(`+1)
= ρφ(λ
(`)
; t− 1), the recursion
(37) can be considered as a (ρx, φ(x; t− 1)) system. The up-
date equation of the spatially-coupled (ρx, φ(x; t− 1)) system
is
λ
(`+1)
i = ρ
 1
w
w−1∑
k=0
φ
 1
w
w−1∑
j=0
λ
(`)
i−j+k; t− 1
 , (39)
where λ
(`)
i is the average number of error messages emitted
by bit nodes at position i in the `-th iteration and i ∈
{1, 2, . . . , L}. From (38), we know
λ
(`+1)
i =
1
w
w−1∑
k=0
ρφ
 1
w
w−1∑
j=0
λ
(`)
i−j+k; t− 1

≥ 1
w
w−1∑
k=0
f
 1
w
w−1∑
j=0
λ
(`)
i−j+k; ρ
 .
With the same w and the same initial value, λ(0)i = λ
(0)
i for
i ∈ {1, 2, . . . , L}, λ(`)i in (23) is upper bounded by λ
(`)
i for
i ∈ {1, 2, . . . , L} and ` ≥ 0.
Denote the coupled threshold for the recursion (38) by ρ∗∗.
We know that ρ∗∗ = ρˆ∗∗, where ρˆ∗∗ is defined in (36). Using
[38] and the argument in Remark 21, we know that, for each
ρ < ρ∗∗ − 1(t−1)! = ρˆ∗∗t − 1(t−1)! , there exists a wρ > 0 such
that all w > wρ, λ
(`)
i → 0 as `→∞ for all i ∈ {1, 2, . . . , L}.
By the fact that λ(`)i ≤ λ
(`)
i for all i ∈ {1, 2, . . . , L}, we know
that λ(`)i → 0 as well. This implies that ρ∗∗t ≥ ρˆ∗∗t − 1(t−1)! .
VII. APPROACHING CAPACITY
In this section, we show that the proposed iterative HDD
for the spatially-coupled ensemble can approach the capacity
in the high-rate regime.
A. A Sequence of Ensembles with Vanishing Redundancy
Consider a sequence of ensembles, for ν = 1, 2, . . ., with
component-code lengths nν , 2ν −1, rates Rν = 1− 2νtnν and
noise thresholds p∗ν =
2t
nν
. The following lemma shows that,
for any  > 0, the ensembles in this sequence are eventually
-redundancy achieving on the BSC. That is, for any  > 0,
there exists a ν0 ∈ N such that, for all ν ≥ ν0, one has
1− C(2tn−1ν )
2tνn−1ν
≥ 1− .
Lemma 32. Consider a sequence of BSCs with error prob-
ability 2tn−1ν for a fixed t and ν ∈ N. Then, the ratio of
1− C (2tn−1ν ) to 2tνn−1ν goes to 1 as ν →∞. That is,
lim
ν→∞
1− C (2tn−1ν )
2tνn−1ν
= 1. (40)
Proof: Recall that C(p) = 1 − H(p), where H(p) =
−p log2(p)−(1−p) log2(1−p) is the binary entropy function.
The numerator of the LHS of (40) can be written as
H
(
2t
nν
)
=
2t log2 nν
nν
(
1− log2
(
2t
e
)
log2 nν
−O (n−1ν )
)
. (41)
By substituting (41) into the LHS of (40), we have
1− C (2tn−1ν )
2tνn−1ν
=
2tn−1ν log2 (nν)
2tνn−1ν
(
1−O (ν−1)) .
Then, the limit in (40) follows because log2(nν) = ν+o(1).
B. Noise Threshold of Iterative HDD when n <∞
In the following discussion, we use (nν , k, 2t + 1) binary
primitive BCH codes as component codes, where nν = 2ν−1.
Let the noise threshold of iterative HDD with BDD for the
(C,m,L,w) spatially-coupled GLDPC ensemble, denoted by
p∗∗nν , be as defined in (42). We first show that p
∗∗
nν satisfies
(nν − 1)p∗∗nν ≥ 2t− 2− 1(t−1)! −  for some t > 0,  > 0 and
L  w > 0. Then, we show that the (C,m,L,w) spatially-
coupled GLDPC code is -redundancy achieving when n 
t 1 in Theorem 5.
Lemma 33. For any 0 ≤ λ <∞ and 0 < t <∞, let n satisfy
b√nc > max{eλ, λ + 1 + t}, and let Xn ∼ Bi(n − 1, λn−1 )
be a binomial random variable with the mean λ. Then,
E [nQn(Xn)]≤
(
1
(t−1)! +O
(
n−0.1
))
I λ
n−1
(t+1, n−t−1).
Proof: See Appendix G.
Lemma 34. Given a pair (t, ρ) with t > 0 and ρ ≥ 2, and for
each  > 0, there exists a n1 > 0 such that, for all n ≥ n1,
(n−1)fn
(
λ
n−1 ;
ρ
n−1
)
≤
(
ρ+
1
(t−1)! +
)
φ (λ; t−1) ,
for all 0 ≤ λ ≤ 3ρ, where fn(x; p) is defined in (11).
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Proof: From (21), we know
(n− 1)fn
(
λ
n− 1 ;
ρ
n− 1
)
≤ ρI λ
n−1
(t, n− t)
+
n−1∑
i=t+1
(
n−1
i
)(
λ
n−1
)i(
1− λ
n−1
)n−1−i
nQn(i)
(a)
≤ ρI λ
n−1
(t, n− t)
+
(
1
(t− 1)! +O
(
n−0.1
))
I λ
n−1
(t+ 1, n− t− 1)
≤
(
ρ+
1
(t− 1)! +O
(
n−0.1
))
I λ
n−1
(t, n− t) .
where the inequality (a) is obtained by applying Lemma 33.
From [45], we know that I λ
n
(t, n− t+ 1) converges to φ(t−
1, λ) uniformly for λ ∈ [0, 3ρ]. For any  > 0, there exists a
n1 > 0 such that I λ
n−1
(t, n− t) ≤ φ(λ; t−1)+ 2 (ρ+ 1(t−1)! +
)−1φ(λ; t− 1) for all 0 ≤ λ ≤ 3ρ, and O(n−0.1) ≤ 2 . Then,
whenever n ≥ n1,
(n− 1)fn
(
λ
n− 1 ;
ρ
n− 1
)
≤
(
ρ+
1
(t− 1)! +

2
)
×
(
1 +

2
(
ρ+
1
(t− 1)! + 
)−1)
φ(λ; t− 1)
≤
(
ρ+
1
(t− 1)! + 
)
φ(λ; t− 1).
For the spatially-coupled (C,m,L,w) GLDPC codes with
iterative BDD, let x(`)(x(0); p) ∈ [0, 1]L be the vector of
error probabilities after ` iterations of (16) with the initial
error probability vector x(0) ∈ [0, 1]L, where the i-th element,
denoted by x(`)i (x
(0); p), is the average error probability of the
messages emitted by bit nodes at the i-th position. We define
the noise threshold for the recursion (16) by
p∗∗n , sup
{
p∈(0,1] ∣∣ lim
`→0
x(`)(p′1; p′)=0, p′∈ [0, p]
}
. (42)
Corollary 35. Given a pair (t, ρ) with t > 0 and ρ ≥ 2, and
for each  > 0, there exists a n1 > 0 such that, whenever
n1 ≤ n < ∞, the noise threshold p∗∗n satisfies (n − 1)p∗∗n ≥
2t− 2− 1(t−1)! −  when m L w and w →∞.
Proof: According to Lemma 34, we consider the follow-
ing recursion
λ
(`+1)
= ρφ(λ
(`)
; t− 1), (43)
where
ρ , (n− 1)p+ 1
(t− 1)! + . (44)
Since the recursion (43) can also be considered as a
(ρx, φ(x; t− 1)) admissible system, and the DE update equa-
tion of the spatially-coupled system is shown in (39). For each
 > 0, let n1 be selected according to the proof of Lemma 34.
Then, we know that, when n > n1,
λ
(`+1)
i
n− 1 =
1
n− 1ρ
 1
w
w−1∑
k=0
φ
 1
w
w−1∑
j=0
λ
(`)
i−j+k; t− 1

≥ 1
n− 1
 1
w
w−1∑
k=0
(n− 1)fn
 1
w
w−1∑
j=0
λ
(`)
i−j+k
n− 1 ;
ρ
n− 1

=
1
w
w−1∑
k=0
fn
 1
w
w−1∑
j=0
λ
(`)
i−j+k
n− 1 ;
ρ
n− 1
 . (45)
Note that the RHS of the last equality in (45) is the update
equation (16) with x(`)i =
λ
(`)
i
n−1 and p =
ρ
n−1 . When (n −
1)x
(0)
i = λ
(0)
i = λ for all i ∈ {1, 2, . . . , L} and p = ρn−1 , one
can show that λ
(`+1)
i
n−1 ≥ x(`)i for all ` ≥ 0 by induction.
Let ρ∗∗ be the coupled threshold of the recursion (43). For
each ρ < ρ∗∗, there exists a wρ > 0 such that, for all w > wρ,
we have λ
(`)
i → 0 for all i ∈ {1, 2, . . . , L}. Since λ
(`+1)
i
n−1 ≥
x
(`)
i , we also know that x
(`)
i → 0 whenever p satisfies
(n− 1)p+ 1
(t− 1)! +  < ρ
∗∗.
Thus, the coupled threshold p∗∗n is lower bounded by
p∗∗n ≥
1
n− 1
(
ρ∗∗ − 1
(t− 1)! − 
)
.
Since ρ∗∗ = ρˆ∗∗ ≥ 2t − 2, we conclude that (n − 1)p∗∗n ≥
2t− 2− 1(t−1)! − .
C. Proof of the Main Theorem
Now, we present the proof of the main theorem.
Proof of Theorem 5.: We prove the theorem by showing
the existence of a tuple (t, n, L,w) such that, for a given  ∈
(0, 1), the (C,∞, L, w) GLDPC spatially-coupled ensemble
with the proposed iterative HDD algorithm is -redundancy
achieving.
First, let t ≥ max{ 8 , t0}, where t0 is defined in Lemma
26. Then, select a ν1 > 0 and define nν1 = 2
ν1 − 1 such
that H( 2tnν1 ) ≥ 2tνn
−1
ν1 (1 − 4 ) log2 nν1 and nν1 ≥ n0(t).
From the threshold of the high-rate scaling limit introduced in
Lemma 31, we know that the noise threshold of the spatially-
coupled system is around 2t. Thus, we can consider the
channel noise in terms of the average number of errors per
code ρ ∈ [0, 3t]. By Lemma 34, there exists a n1 > 0 such that
(n−1)fn
(
λ
n−1 ;
ρ
n−1
)
≤
(
ρ+ 1(t−1)! +
1
2
)
φ (λ; t− 1) for all
0 ≤ λ ≤ 3ρ. Let ν ≥ dmax{log2 nt, log2 n0, log2 n1, ν1}e
and n = 2ν − 1. From Corollary 35, we know the noise
threshold of the spatially-coupled recursion of (21) satisfies
(n − 1)p∗∗ ≥ 2t − 2 − 1(t−1)! − 12 . By selecting p =
(2t − 4)(n − 1)−1, we know that there exists a 0 < w < ∞
such that the spatially-coupled recursion of (21) converges to
0 as ` → ∞. After determining w, we select L such that
L ≥ 2(w − 1)−1. From (1), the rate of the spatially-coupled
code satisfies R ≥ 1 − 2tνnν (1 + 2 ). Finally, we conclude
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the proof by showing that the (C,m,L,w) spatially-coupled
ensemble is -redundancy achieving because
1− C (p)
1−R ≥
(2t− 4) νn−1ν
(
1− 4
)
2tνn−1ν
(
1 + 2
)
=
(2t− 4) (1− 4)
2t
(
1 + 2
) ≥ (1− 4)2(
1 + 2
) ≥ 1− .
VIII. PRACTICAL IMPLEMENTATION OF ITERATIVE HDD
In this section, we describe the practical implementation
of the iterative HDD described in Section II. We highlight
the difference between conventional decoding, which we call
intrinsic message passing (IMP), and the proposed approach
in Section II, which we call extrinsic message passing (EMP).
In EMP algorithms, messages passed on edges in the Tanner
graph are computed only from their extrinsic information. For
certain random ensembles, this enables analysis via density
evolution. We emphasize that this is different than the con-
ventional iterative HDD rule typically used by product codes.
In contrast to Section II-C, this section introduces the EMP
algorithm in a message-passing fashion to make it clear that
the EMP uses only the extrinsic information.
Let r be the vector of channel output bits, ν(`)i,j ∈ {0, 1}
be the messages passed from the i-th bit node to the j-th
constraint node in the `-th iteration, and µ(`)i,j ∈ {0, 1} be the
messages passed from the j-th constraint node to the i-th bit
node in the `-th iteration. We assume the constraint nodes
define an (n, k, dmin) component code C with dmin = 2t+ 1.
Let v ∈ {0, 1}n be an input vector to a constraint node, and
let D : {0, 1}n → C ∪ {fail} be the operator of bounded
distance decoding (BDD) with decoding radius t defined by
D(v) =
{
c if c ∈ C and dH(v, c) ≤ t
fail otherwise.
A. Intrinsic Message Passing
In this section, we recall the IMP algorithm to highlight
the difference with EMP. For a bit node i and a constraint
node j, let N (i) = {j, j′} be the constraint-node neighbors
of i. Let ν(`)j , (ν
(`)
σj(1),j
, . . . , ν
(`)
σj(n),j
) be the collection of
the all input messages to the j-th constraint node in the `-th
iteration, where σj(k) ∈ I is defined in Section II. Let w(`)j ,
(w
(`)
1,j , . . . , w
(`)
n,j) = D(ν
(`)
j ) be the output of the BDD decoder
applied to the input messages at the j-th constraint node. Then,
the message-passing rules, for each constraint node j, are
ν
(`+1)
i,j = µ
(`)
i,j′ (46)
µ
(`)
σj(k),j
=
w
(`)
k,j if D
(
ν
(`)
j
) 6= fail
ν
(`)
σj(k),j
otherwise.
(47)
The iteration starts by initializing ν(0)i,j = ri for each bit node
i and all j ∈ N(i). From (46) and (47), one can see that the
IMP algorithm only uses channel outputs at the beginning of
the iterations, and then, exchanges the output of the constraint
nodes in the subsequent iterations. The IMP is the conventional
approach used for the iterative HDD of product codes.
For a standard product code, the IMP decoder is essentially
identical to the conventional decoder. A key point is that there
are actually two distinct conventional decoders: one that starts
by decoding the rows and one that starts by decoding the
columns. The IMP decoder computes both of these answers
simultaneously. Due to the Tanner graph structure, the mes-
sages associated with decoding the rows first are independent
of the messages associated with decoding the columns first.
Thus, while there are indeed two messages for each variable
that may not be equal, they do not interact and are associated
with these two possible first steps. Structurally, this happens
because Tanner graph of a product code is actually tripartite
(i.e., row and column code constraints are separated by a layer
of variable nodes).
B. Extrinsic Message Passing
In the IMP message-passing rule (47), the computation of
the output message µ(`)i,j passed from j to i uses the input
message ν(`)i,j . This violates the principle of using only extrinsic
information in message-passing rules. The decoding algorithm
proposed in Section II can rectify this problem. We note that
the messages in the EMP decoder are denoted by νˆ(`)i,j and µˆ
(`)
i,j
to distinguish them from the IMP decoder.
Let νˆ(`)i,j ∈ {0, 1} be the message passed by the EMP
algorithm from the i-th bit node to the j-th constraint node
and let νˆ(`)j , (νˆ
(`)
σj(1),j
, . . . , νˆ
(`)
σj(n),j
) be the collection of all
input messages to the j-th constraint node in the `-th iteration.
To compute the EMP message µˆ(`)i,j ,
(
µˆ
(`)
i,j,0, µˆ
(`)
i,j,1
)
from the
j-th constraint node to the i-th bit node, BDD is performed
twice. In the `-th iteration, similar to the arrangement of the
candidate decoding vector in (3), we first define
νˆ
(`)
j,k,0 , (νˆ
(`)
σj(1),j
, . . . , νˆ
(`)
σj(k−1),j , 0, νˆ
(`)
σj(k+1),j
, . . . , νˆ
(`)
σj(n),j
)
and
νˆ
(`)
j,k,1 , (νˆ
(`)
σj(1),j
, . . . , νˆ
(`)
σj(k−1),j , 1, νˆ
(`)
σj(k+1),j
, . . . , νˆ
(`)
σj(n),j
),
and then compute wˆ(`)j,k,0 = D(νˆ
(`)
j,k,0) and wˆ
(`)
j,k,1 = D(νˆ
(`)
j,k,1),
respectively. Based on wˆ(`)j,k,0 and wˆ
(`)
j,k,1 computed at the j-
th constraint node, the messages µˆ(`)σj(k),j,0 and µˆ
(`)
σj(k),j,1
is
assigned, respectively, by
µˆ
(`)
σj(k),j,0
=
{[
wˆ
(`)
j,k,0
]
k
if D
(
νˆ
(`)
j,k,0
) 6= fail
fail otherwise,
and
µˆ
(`)
σj(k),j,1
=
{[
wˆ
(`)
j,k,1
]
k
if D
(
νˆ
(`)
j,k,1
) 6= fail
fail otherwise.
One can see that the message µˆ(`)i,j will be in the set
{(0, 0), (1, 1), (0, 1), (0,fail), (fail, 1), (fail,fail)}.
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Table I
THE COMPARISON BETWEEN THE PROPOSED EMP IMPLEMENTATION AND THE ITERATIVE HDD INTRODUCED IN SECTION II-C.
|K| k rσj(k) ν
(`+1)
σj(k),j′
µˆ
(`)
σj(k),j
νˆ
(`+1)
σj(k),j′
|K| < t k ∈ {1, 2, . . . , n} 0 0 (0, 0) 0
|K| < t k ∈ {1, 2, . . . , n} 1 0 (0, 0) 0
|K| = t k ∈ K 0 0 (0, 0) 0
|K| = t k ∈ K 1 0 (0, 0) 0
|K| = t k /∈ K 0 0 (0,fail) 0
|K| = t k /∈ K 1 1 (0,fail) 1
|K| = t+ 1 k ∈ K 0 0 (0,fail) 0
|K| = t+ 1 k ∈ K 1 1 (0,fail) 1
|K| = t+ 1 k /∈ K 0 0 (fail,fail) 0
|K| = t+ 1 k /∈ K 1 1 (fail,fail) 1
|K| > t+ 1 k ∈ {1, 2, . . . , n} 0 0 (fail,fail) 0
|K| > t+ 1 k ∈ {1, 2, . . . , n} 1 1 (fail,fail) 1
We recall that N (i) = {j, j′}. The message-passing rule for
the i-th bit node is
νˆ
(`+1)
i,j′ ,

0 if µˆ(`)i,j = (0, 0)
1 if µˆ(`)i,j = (1, 1)
ri otherwise.
(48)
The iteration is initialized by setting νˆ(0)i,j = ri for each bit
node i and all j ∈ N (i).
We introduce Table I to show the equivalence of the
iterative HDD algorithm in Section II-C and the proposed EMP
algorithm. For the j-th constraint node, recall that νˆ(`)j is the
vector of all input messages to the j-th constraint node in the `-
th iteration. Let K , {k ∈ {1, 2, . . . , n} : νˆ(`)σj(k),j = 1} be the
indices of the sockets that have input message 1. Since BDD
satisfies the symmetry property, we assume that the decoder
returns an all-zero codeword when the number of error is less
than or equal to t. Thus, the combinations of the number of
input errors, |K|, and the socket of the outgoing message, k,
listed in the table can cover all possible results of a component
code decoder. Note that ν(`+1)σj(k),j′ is the iterative HDD message
defined in (4), and νˆ(`+1)σj(k),j′ is defined in (48). It is clear from
Table I that the messages of these two algorithms are identical
in all cases.
By replacing the k-th element of νˆ(`)j with both 0 and 1, the
computed output µˆ(`)σj(k),j remains independent of the incom-
ing message νˆ(`)σj(k),j on that edge. Therefore, only extrinsic
information is used in the computation of the output message
on the (σj(k), j) edge from the j-th constraint node. The
output message from a bit node depends only on the channel
observation and the input from the other edge. Therefore,
this defines an extrinsic message-passing algorithm with hard-
decision messages.
C. Low-Complexity EMP Algorithm
As described above, the EMP algorithm needs to run the
BDD algorithm 2n times to compute the output messages
from a single constraint node. The primary purpose of that
description was to demonstrate that the algorithm is indeed
an EMP algorithm. Now, we show that exactly the same
outputs can be computed with a single decode and some post
processing. In the `-th iteration, let w , D(νˆ(`)j ) be the output
of the BDD at the j-th constraint node with νˆ(`)j as an input.
In this case, we will see that one can calculate νˆ(`+1)j directly
from νˆ(`)j . In this section, the µˆ
(`)
σj(k),j
messages are used only
to explain the correctness of the simplified algorithm. Consider
the following facts.
Fact 36. If w = fail, then at least one element of µˆ(`)σj(k),j
will be a fail for all k = 1, 2, . . . , n. By (48), one can show
that νˆ(`+1)σj(k),j′ = rσj(k) for all k = 1, 2, . . . , n.
Fact 37. If w 6= fail and dH(νˆ(`)j ,w) < t, then one can
show that µˆ(`)σj(k),j,0 = µˆ
(`)
σj(k),j,1
for all k = 1, 2, . . . , n. Thus,
we have νˆ(`+1)σj(k),j′ = µˆ
(`)
σj(k),j,0
for all k = 1, 2, . . . , n.
Fact 38. If w 6= fail and dH(νˆ(`)j ,w) = t, then first sup-
pose that wk = νˆ
(`)
σj(k),j
for some k. One can see that µˆ(`)σj(k),j
must not be (0, 0) or (1, 1). Thus, we know νˆ(`+1)σj(k),j′ = rσj(k).
On the other hand, suppose that wk 6= νˆ(`)σj(k),j . One can show
that µˆ(`)σj(k),j,0 = µˆ
(`)
σj(k),j,1
= wk. Therefore, νˆ
(`+1)
σj(k),j′
= wk.
Using these facts, we define the low-complexity EMP
decoder in Algorithm 1. Since the distance dH(νˆ
(`)
j ,w) is
automatically obtained while performing BDD, the additional
computation for the EMP algorithm is just a little Boolean
logic. Still, the natural data-flow implementation of the con-
ventional decoder is very simple and the EMP algorithm does
require additional control logic and memory.
Remark 39. While preparing this extended version of our
earlier work [1], we discovered that Miladinovic and Fos-
Algorithm 1 The low-complexity EMP algorithm
Iteration `: For each constraint node j,
• Compute w = D(νˆ(`)j ).
• For k = 1, . . . , n,
– if dH(νˆ
(`)
j ,w) > t, then νˆ
(`+1)
σj(k),j′
= rik
– elseif dH(νˆ
(`)
j ,w) < t, then νˆ
(`+1)
σj(k),j′
= wk
– else νˆ(`+1)σj(k),j′ =
((
1− νˆσj(k),j
)(
rσj(k) OR wk
))
OR (rσj(k)wk).
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Table II
THE POSSIBLE VALUES OF ν(`+1)
i,j′ WITH INPUT VECTORS µ
(`−1)
i,j′ WHEN
c = D(ν
(`)
j,k,0) AND c
′ = D(ν(`)j,k,1) ARE CODEWORDS, WHERE ν
(`)
j,k,0 AND
ν
(`)
j,k,1 ARE DEFINED IN (50) AND (51), RESPECTIVELY.
µ
(`−1)
i,j′ ν
(`)
i,j µ
(`)
i,j ν
(`+1)
i,j′
(0, 1) 0 (0, 1) 0
(1, 1) 1 (1, 1) 1
sorier also proposed an iterative HDD algorithm for general
product codes [13]. We briefly describe their algorithm as
follows. For an edge (i, j) connecting the bit node i and
the constraint node j, let j′ = N (i) \ j, i = σj(k), and
ν
(`)
j , (ν
(`)
σj(1),j
, ν
(`)
σj(2),j
. . . , ν
(`)
σj(n),j
). Note that the k-th
element of ν(`)j is ν
(`)
i,j . The message passed by the constraint
node j, denoted by µ(`)i,j , consists of two elements µ
(`)
i,j ,
(Dk(ν
(`)
j ), s
(`)), where s(`) = 1 if the decoding at the j-th
constraint node has succeeded; otherwise, s(`) = 0. At the
i-th bit node, the message ν(`+1)i,j′ is updated by
ν
(`+1)
i,j′ =
(
1− s(`)
)
ri + sDk
(
ν
(`)
j
)
. (49)
One can see that the proposed algorithm is similar to the
iterative HDD algorithm proposed. However, the outputs of the
two iterative HDD algorithm are different when t = dmin−12 ,
c = D(ν
(`)
j ), dH(c,ν
(`)
j ) = t, and ck = ν
(`)
i,j 6= ri. For the
proposed iterative HDD and the vector v(`)i,j defined in (3), we
know that D(v(`)i,j ) will be ri, but (1− s)ri + sDk(ν(`)j ) = ck.
Moreover, we notice that ν(`+1)i,j′ in the update equation (49)
will depend on µ(`−1)i,j′ . In the `-th iteration, we define two
vectors
ν
(`)
j,k,0,
(
ν
(`)
σj(1),j
,· · ·, ν(`)σj(k−1),j , 0, ν
(`)
σj(k+1),j
,· · ·, ν(`)σj(n),j
)
(50)
and
ν
(`)
j,k,1,
(
ν
(`)
σj(1),j
,· · ·, ν(`)σj(k−1),j , 1, ν
(`)
σj(k+1),j
,· · ·, ν(`)σj(n),j
)
. (51)
Suppose that the decoder outputs c = D(ν(`)j,k,0) and c
′ =
D(ν
(`)
j,k,1) are both codewords. It is clear that dH(c,ν
(`)
j,k,0) =
dH(c
′,ν(`)j,k,1) = t, ck = 0, and c
′
k = 1. Also, we know s = 1
for the decoding of both vectors. The possible values of ν(`+1)i,j′
are listed in Table II. Since the values of ν(`+1)i,j′ for different
µ
(`−1)
i,j′ are different, we observe that ν
(`+1)
i,j′ is not independent
of µ(`−1)i,j′ . Thus, it is not clear if their DE analysis can be
rigorously justified.
IX. NUMERICAL RESULTS AND COMPARISON
In the following numerical results, the iterative HDD thresh-
old of (C,m,L,w) spatially-coupled GLDPC ensemble with
L = 1025, and w = 16 are considered. In Table III,
the thresholds of the ensembles are shown in terms of the
average number of error bits attached to a code-constraint
node. Let p∗n,t be the iterative HDD threshold of the spatially-
coupled GLDPC ensemble based on a (n, k, 2t + 1) binary
primitive BCH component code, and p˜∗n,t be the iterative HDD
Table III
ITERATIVE HDD THRESHOLDS OF (C,m, 1025, 16) SPATIALLY-COUPLED
GLDPC ENSEMBLE WITH BINARY PRIMITIVE BCH CODES
t 3 4 5 6 7
a∗255,t 5.432 7.701 9.818 11.86 13.87
a∗511,t 5.417 7.665 9.811 11.86 13.85
a∗1023,t 5.401 7.693 9.821 11.87 13.88
ρ∗t 5.390 7.688 9.822 11.91 13.93
a˜∗255,t 5.610 7.752 9.843 11.88 13.87
a˜∗511,t 5.570 7.767 9.811 11.86 13.85
a˜∗1023,t 5.606 7.765 9.841 11.88 13.88
ρ˜∗t 5.605 7.761 9.840 11.91 13.93
ρˆ∗t 5.735 7.813 9.855 11.91 13.93
ρˆ∗∗t 5.754 7.843 9.896 11.93 13.95
threshold of the spatially-coupled GLDPC ensemble based
on the (n, k − 1, 2t + 2) even-weight subcode. Then, we
define a∗n,t , np∗n,t and a˜∗n,t , np˜∗n,t to be the thresholds
in terms of the average number of error bits attached to a
component code. In the high-rate scaling limit, we let ρ∗t
and ρ˜∗t denote the iterative HDD thresholds of the ensembles
based on primitive BCH component codes and their even-
weight subcodes, respectively. Moreover, the threshold of
HDD without miscorrection, ρˆ∗t , is shown in Table III along
with the coupled threshold, ρˆ∗∗t , of iterative HDD without
miscorrection from (18).
From Table III, one can observe that the thresholds (ρ∗t ,
ρ˜∗t and ρˆ
∗
t ) of the spatially-coupled ensemble with primitive
BCH component codes or the even-weight subcodes approach
to 2t as t increases. This verifies the results predicted by
Lemma 30 and the vanishing impact of miscorrection predicted
by Lemma 31.
X. CONCLUSION
The iterative HDD of GLDPC ensembles, based on on t-
error correcting block codes, is analyzed with and without
spatial coupling. Using DE analysis, noise thresholds are
computed for a variety of component codes and decoding
assumptions. In particular, the case of binary primitive BCH
component-codes is considered along with their even-weight
subcodes. For these codes, the miscorrection probability is
characterized and included in the DE analysis. Scaled DE
recursions are also computed for the high-rate limit. When
miscorrection is neglected, the resulting recursion for the basic
ensemble matches the results of [29], [30]. It is also proven
that iterative HDD threshold of the spatially-coupled GLDPC
ensemble can approach capacity in high-rate regime. Finally,
numerical results are presented that both verify the theoretical
results and demonstrate the effectiveness of these codes for
high-speed communication systems.
APPENDIX A
PROOF OF LEMMA 13
Proof: For a fixed i ≥ t, one can use (17) to rewrite the
last term of (13) as
(
1 +O
(
n−0.1
)) t∑
δ=1
δ−1∑
j=0
F (n, i, δ, j),
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where
F (n, i, δ, j) , n− l(i, δ, j)
n
2−mt
(
n
l(i, δ, j)
)
×
(
l(i, δ, j)
l(i, δ, j)− j
)(
n− l(i, δ, j)− 1
δ − 1− j
)(
n− 1
i
)−1
.
Thus, Pn(i) is given by
Pn(i) = 1−
(
1 +O
(
n−0.1
)) t∑
δ=1
δ−1∑
j=0
F (n, i, δ, j). (52)
By the fact that 2m = n+ 1, it is easy to verify that
F (n, i, δ, j)
=
n− l(i, δ, j)
n
1
(n+ 1)t
n!
(n− l(i, δ, j))!l(i, δ, j)!
× l(i, δ, j)!
(l(i, δ, j)− j)!j!
(n− l(i, δ, j)− 1)!
(n− l(i, δ, j)− δ + j)!(δ − 1− j)!
× i!(n− 1− i)!
(n− 1)!
=
1
(n+ 1)t
i!
(l(i, δ, j)− j)!
× (n− 1− i)!
(n− l(i, δ, j)− δ + j)!
1
j!(δ − 1− j)! (53)
=
1
(n+ 1)t
i!
(i− δ + j + 1)!
× (n− 1− i)!
(n− i− j − 1)!
1
j!(δ − 1− j)! , (54)
where (54) is obtained by substituting (12) into (53). When
j < δ − 1, (54) can be written as
1
j!(δ−1−j)!(n+1)t−δ+1
(
δ−j−2∏
k=0
i−k
n+1
)(
j−1∏
k′=0
n−1−i−k′
n+1
)
. (55)
On the other hand, when j = δ − 1, (54) becomes
1
(n+ 1)t−δ+1
1
(δ − 1)!
(
δ−2∏
k′=0
n− 1− i− k′
n+ 1
)
. (56)
Substituting (55) and (56) into (52), we have
Pn(i) = 1−
(
1 +O
(
n−0.1
))
×
t−1∑
j=0
F (n, i, t, j) +
t−1∑
δ=1
δ−1∑
j=0
F (n, i, δ, j)

= 1− (1 +O (n−0.1)) (n+ 1)−1
×
 1
(t− 1)!
t−2∏
k′=0
n− 1− i− k′
n+ 1
+
t−2∑
j=0
1
j!(t− 1− j)!
×
(
t−j−2∏
k=0
i− k
n+ 1
)(
j−1∏
k′=0
n− 1− i− k′
n+ 1
))
+O
(
n−2
)
> 1− (1 +O (n−0.1))n−1
×
t−1∑
j=0
1
j!(t− j − 1)!
+O (n−2) .
Since
∑t−1
j=0
1
j!(t−j−1)! ≤ 2, it follows that limn→∞ Pn(i) =
1.
For the analysis of nQn(i), we also define
K(n, i, δ, j) , l(i, δ, j)− 1
n
2−mt
(
n
l(i, δ, j)− 1
)
×
(
l(i, δ, j)− 2
l(i, δ, j)−j−1
)(
n−l(i, δ, j)+1
δ − 1
)(
n−1
i
)−1
(57)
so that
nQn(i) =
t∑
δ=1
δ∑
j=0
(
1 +O
(
n−0.1
))
nK(n, i, δ, j). (58)
Now, we will show that nQn(i) is bounded by a constant
independent of n for all t + 1 ≤ i ≤ n − t − 1. Using a
simplification similar to the one used above for (54), one finds
that
nK(n, i, δ, j)
=
n
(n+ 1)t
i!
(i− δ + j)!
(n− 1− i)!
(n− i− j)!
1
(j − 1)!(δ − j)! . (59)
When j < δ, the RHS of (59) can be simplified by
1
(j − 1)!(δ − j)!
n
(n+ 1)t−δ+1
×
(
δ−j−1∏
k=0
i− k
n+ 1
)(
j−2∏
k′=0
n− 1− i− k′
n+ 1
)
. (60)
On the other hand, when j = δ, (59) becomes
1
(δ − 1)!
n
(n+ 1)t−δ+1
(
δ−2∏
k′=0
n− 1− i− k′
n+ 1
)
. (61)
In both cases, it is easy to verify that (60) and (61) are upper
bounded by 1. Therefore, nQn(i) is bounded by a constant
for all t+ 1 ≤ i ≤ n− t− 1.
To show (20), we first introduce some upper bounds on
nK(n, i, δ, j). When j and δ satisfy δ < t and 0 ≤ j ≤ δ,
both (60) and (61) imply that nK(n, i, δ, j) < n
nt−δ+1 ≤ 1n for
all t+1 ≤ i ≤ n− t−1. Also, by substituting δ = t into (61),
we have nK(n, i, t, t) < 1(t−1)! for all t+ 1 ≤ i ≤ n− t− 1.
When δ = t and j < δ, we consider (60) on the interval
t+ 1 ≤ i ≤ b√nc. Analyzing (60), we see that
nK(n, i, t, j) ≤ b
√
nc
n+ 1
<
1√
n
.
From (58), nQn(i) for t+1 ≤ i ≤ b
√
nc can be upper bounded
by
nQn(i) =
t∑
δ=1
δ∑
j=0
(
1 +O
(
n−0.1
))
nK(n, i, δ, j)
≤ (1 +O (n−0.1))
t−1∑
δ=1
δ∑
j=0
1
n
+
t−1∑
j=0
1√
n
+
1
(t− 1)!

=
1
(t− 1)!
(
1 +O
(
n−0.1
))
. (62)
Thus, for fixed i ≥ t+1, we conclude that limn→∞ nQn(i) =
1
(t−1)! .
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APPENDIX B
PROOF OF LEMMA 14
Proof: Since Pn(i) = 0 for 0 ≤ i ≤ t− 1 and Pn(i) < 1
for all i ≥ t, we know that
1− E [Pn(Xn)] ≥
t−1∑
i=0
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
,
and Poisson convergence implies limn→∞E [Pn(Xn)] ≤
φ(λ; t − 1). With the convention that (nk) = 0 if k > n, we
can fix T and write
E [Pn(Xn)] ≥
T∑
i=t
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
Pn(i).
Again, Poisson convergence implies
lim
n→∞E [Pn(Xn)]
≥ lim
n→∞
T∑
i=t
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
Pn(i)
= φ(λ; t− 1)− φ(λ;T ).
Since T is arbitrary and by Markov’s inequality φ(λ;T ) ≤
λ
T+1 , it follows that limn→∞E [Pn(Xn)] = φ(λ; t− 1).
Since Qn(i) = 0 for i ≤ t and Qn(i) ≤ 1 for all i ≥ t+ 1,
we can write
E [Qn(Xn)]
≤
T∑
i=t+1
(
n− 1
i
)(
λn
n− 1
)i(
1− λn
n− 1
)n−1−i
Qn(i)
+
∞∑
i=T+1
(
n− 1
i
)(
λn
n− 1
)i(
1− λn
n− 1
)n−1−i
.
Using (62), we see that limn→∞Qn(i) = 0 for
any fixed i. Thus, the previous equation shows that
limn→∞E [Qn(Xn)] ≤ φ(λ;T ). Since Qn(i) is non-negative
and T can be chosen arbitrarily large, this implies that
limn→∞E [Qn(Xn)] = 0.
APPENDIX C
PROOF OF LEMMA 15
Proof: By using the convention that
(
n
k
)
= 0 when ever
k > n, for any T ≥ t, we can rewrite E [nQn(Xn)] as
E [nQn(Xn)]
=
T∑
i=t+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQn(i)
+
∞∑
i=T+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQn(i).
Then, by the Poisson theorem [41, pp. 113] and Lemma 13
we know
lim
n→∞E [nQn(Xn)]
≥ lim
n→∞
T∑
i=t+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQn(i)
=
1
(t− 1)! (φ(λ; t)− φ(λ;T )) .
Since nQn(i) is bounded for t+ 1 ≤ i ≤ n− 2− t according
to Lemma 13, there exists a constant 0 < C <∞ independent
of n such that nQn(i) ≤ C for t+ 1 ≤ i ≤ n− 2− t. Also,
we know nQn(i) = 0 for 0 ≤ i ≤ t and nQn(i) = n for
n − t − 1 ≤ i ≤ n − 1. Thus, E [nQn(Xn)] can be upper
bounded by
E [nQn(Xn)]
≤
T∑
i=t+1
(
n− 1
i
)(
λn
n− 1
)i(
1− λn
n− 1
)n−1−i
nQn(i)
+ C
∞∑
i=T+1
(
n− 1
i
)(
λn
n− 1
)i(
1− λn
n− 1
)n−1−i
+n
n−1∑
i=n−t−1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
. (63)
By the Chernoff bound of the binomial distribution Bi(n −
1, λnn−1 ), the last term of (63) can be upper bounded by
n
n−1∑
i=n−t−1
(
n− 1
i
)(
λn
n− 1
)i(
1− λn
n− 1
)n−1−i
≤n
(
eλn
n− 1− t
)n−t−1
e−λn . (64)
Since λn → λ and λ <∞, we know that there exists a N0 > 0
and a  > 0 such that λn ≤ λ +  whenever n > N0. Thus,
we have
0 ≤ lim
n→∞n
(
eλn
n− 1− t
)n−t−1
e−λn
≤ e−λ lim
n→∞n
(
e(λ+ )
n− 1− t
)n−t−1
= 0,
and
lim
n→∞E [nQn(Xn)]
≤ lim
n→∞
T∑
i=t+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQn(i)
+ C lim
n→∞
∞∑
i=T+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
=
1
(t− 1)!φ(λ; t) +
(
C − 1
(t− 1)!
)
φ(λ;T ).
Therefore, we have
1
(t− 1)!φ(λ; t)−
1
(t− 1)!φ(λ;T )
≤ lim
n→∞E [nQn(Xn)]
≤ 1
(t− 1)!φ(λ; t) +
(
C − 1
(t− 1)!
)
φ(λ;T ).
Since C is independent of n and T is arbitrary, we know
limn→∞E [nQn(Xn)] = 1(t−1)!φ(λ; t).
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APPENDIX D
PROOF OF LEMMA 18
Proof: To show the lemma, it suffices to show that
limn→∞ P˜n(i) = 1 for i ≥ t, limn→∞E[Q˜n(Xn)] = 0, and
lim
n→∞E
[
nQ˜n(Xn)
]
=
{
1
(t−1)!ψ (λ; t) if t is even,
1
(t−1)!ϕ (λ; t) if t is odd.
(65)
Let L1(i, δ) , {j ∈ [0, δ] | l(i, δ, j) = 0 mod 2} be the set of
all j such that l(i, δ, j) is an even number. Since A` = 0 for
all odd `, we have
P˜n(i) = 1−
t∑
δ=1
∑
j∈L1(i,δ)
n− l(i, δ, j)
n
Al(i,δ,j)Θ(n, i, δ, j)
≥ Pn(i).
Likewise, we define L2(i, δ) , {j ∈ [0, δ] | (l(i, δ, j) − 1) =
0 mod 2} be the set of all j such that l(i, δ, j)− 1 is an even
number. Then,
Q˜n(i) =
t∑
δ=1
∑
j∈L2(i,δ)
l(i, δ, j)− 1
n
Al(i,δ,j)−1Λ(n, i, δ, j)
≤ Qn(i).
From Lemma 13 and Lemma 14, we immediately have
limn→∞ P˜n(i) = 1 for i ≥ t, and limn→∞E[Q˜n(Xn)] = 0.
From (57) and (58, we have
nQ˜n(i) =
t∑
δ=1
∑
j∈L2(i,δ)
(
1 +O
(
n−0.1
))
nK(n, i, δ, j),
When t is even, and i is odd, one can show that L2(i, t) = ∅.
From (61), we know
nQ˜n(i) ≤
t−1∑
δ=1
δ∑
j∈0
(
1 +O
(
n−0.1
))
nK(n, i, δ, j)
= O
(
n−1
)
.
When both t and i are even numbers, one can show t ∈
L2(i, t). By the same argument in the proof of Lemma 13,
we know nQ˜n(i) is upper bounded by a constant for all
even i with i ≥ t + 1, and for all even t + 1 ≤ i ≤ √n,
nQ˜n(i) =
1
(t−1)! (1 + O(n
−0.1)). Let Ne be the set of even
natural numbers, and No be the set of odd nature numbers.
Then, when t is even, we have
E
[
nQ˜n(Xn)
]
=
∑
i∈Ne,i≥t+2
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQ˜n(i)
+
∑
i∈No,i≥t+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQ˜n(i)
=
∑
i∈Ne,i≥t+2
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQ˜n(i)
+O
(
1
n
)
.
By the same calculation in the proof of Lemma 15, we have
lim
n→∞E
[
nQ˜n(Xn)
]
=
1
(t− 1)!
∑
i∈Ne,i≥t+2
λie−λ
i!
=
1
(t− 1)!
 ∑
i∈Ne,i≥t+2
λie−λ
i!
−
t
2∑
i′=0
λ2ie−λ
(2i)!

(a)
=
1
(t− 1)!
(1− e−2λ)
2
−
t
2∑
i=0
λ2ie−λ
(2i)!
 ,
where (a) follows from the fact that
∑
i∈Ne,i≥t+2
λie−λ
i! =
1
2 (1− e−2λ). Thus, we have verified (65) for even t.
When t is a odd number, we know L2(i, t) = ∅ for all even
i. Then, one can have nQ˜n(i) < 1n for all even i ≥ t+ 1, and
nQ˜n(i) =
1
(t−1)! (1 + O(n
−0.1)) for all odd t+ 1 ≤ i ≤ √n.
Applying the same argument to the case where t is even, we
get
E
[
nQ˜n(Xn)
]
=
∑
i∈No,i≥t+2
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQ˜n(i)
+
∑
i∈Ne,i≥t+1
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQ˜n(i)
=
∑
i∈No,i≥t+2
(
n−1
i
)(
λn
n−1
)i(
1− λn
n−1
)n−1−i
nQ˜n(i)
+O
(
1
n
)
.
Then,
lim
n→∞E
[
nQ˜n(Xn)
]
=
1
(t− 1)!
∑
i∈No,i≥t+2
λie−λ
i!
=
1
(t− 1)!
(1 + e−2λ)
2
−
t−1
2∑
i=0
λ2i+1e−λ
(2i+ 1)!
 .
This verifies (65) for odd t and completes the proof the lemma.
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Proof: From (34) and (30), we can see that
Uˆ ′n(x) = −
1
2
fˆn(z) +
1
2
xfˆ ′n(x)
= − 1
2B(t, n− t)
(∫ x
0
zt−1(1− z)n−t−1dz
− xt(1− x)n−t−1
)
.
20
Since the derivative ddxx
t(1− x)n−t−1 is given by
= txt−1(1− x)n−t−1 − (n− t− 1)xt(1− x)n−t−2
= (t(1− x)− (n− t− 1)x)xt−1(1− x)n−t−2
= (t− (n− 1)x)xt−1(1− x)n−t−2,
and the expression xt(1− x)n−t−1 can be written as∫ x
0
(t− (n− 1)z) zt−1(1− z)n−t−2dz,
we find that Uˆ ′n(x) can be expressed as
Uˆ ′n(x) = −
1
2B(t, n− t)
∫ x
0
(
zt−1(1− z)n−t−1
− (t− (n− 1)z) zt−1(1− z)n−t−2
)
dz
= − 1
2B(t, n− t)
∫ x
0
(
(1− z)
− (t− (n− 1)z) zt−1(1− z)n−t−2
)
dz
= − 1
2B(t, n− t)
∫ x
0
(
1− t
+ (n− 2)z)zt−1(1− z)n−t−2dz. (66)
It follows that Uˆ ′n(x) > 0 for all 0 < x <
t−1
n−2 because
zt−1(1− z)n−t−2 > 0 and 1− t+ (n− 2)z < 0 for 0 < z <
t−1
n−2 . Applying fundamental theorem of calculus to (66), we
also find that
Uˆ ′′n (x) =
−1
2B(t, n−t) (1−t+(n−2)x)x
t−1(1−x)n−t−2,
and, hence, Uˆ ′′n (x) < 0 for all
t−1
n−2 < x < 1.
Since Uˆn(0) = 0, the bound on Uˆ ′n(x) implies that Uˆn(x)
is positive for all 0 < x < t−1n−2 . From (35), we see that
Uˆn(1) < 0. Thus, Uˆn(x) must have a root at some x∗ ∈
[ t−1n−2 , 1] and Uˆ
′
n(x
∗) ≤ 0 at that root. Since Uˆ ′′n (x) < 0 for all
t−1
n−2 ≤ x ≤ 1, we see that Uˆ ′n(x) < 0 for all x > x∗. Thus,
the root must be unique.
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Proof: Since Uˆn(x) is a continuous function on (0, 1],
we prove that xˆ∗∗n ≥ 2t−2n for sufficiently large t and n by
showing that Uˆn
(
2t
n
)
< 0 and Uˆn
(
2t−2
n
)
> 0 when t ≥ t0
and n ≥ min(t+ 2, n0).
From (35), we observe that
Uˆn
(
2t
n
)
=
−1
nB(t, n− t)
(
2t
n
)t(
1− 2t
n
)n−t
< 0. (67)
Next, we simplify Vn
(
2t−2
n
)
with
Uˆn
(
2t− 2
n
)
=
1
n
I 2t−2
n
(t, n− t)
− 1
nB(t, n− t)
(
2t− 2
n
)t(
1− 2t− 2
n
)n−t
(a)
=
1
n
I 2t−2
n
(t, n− t)
− t
n
(
1− 2t−2
n
)(
n−1
t
)(
2t−2
n
)t(
1− 2t−2
n
)n−t−1
≥ 1
n
I 2t−2
n
(t, n− t)
− t
n
(
n− 1
t
)(
2t− 2
n
)t(
1− 2t− 2
n
)n−t−1
,
where (a) follows from the definition of B(t, n − t) in (24).
Assuming t ≥ 3, one can apply the Chernoff bound to the
lower tail of the binomial distribution to get
1− I 2t−2
n
(t, n− t) ≤
(
2− 2
t
)t
e−(t−2).
Thus, we know
Uˆn
(
2t− 2
n
)
≥ 1
n
(
1−
(
2− 2
t
)t
e−(t−2)−t
(
n−1
t
)(
2t−2
n
)t(
1− 2t−2
n
)n−t−1)
=
1
n
Ψ(n; t),
where Ψ(n; t) , 1 − e−(t−2) (2− 2t )t −
t
(
n−1
t
) (
2t−2
n
)t (
1− 2t−2n
)n−t−1
. By the Poisson theorem
[41, pp. 113] and the fact that t! ≤ tte−t [36, pp. 30], one
can show
lim
n→∞
(
n− 1
t
)(
2t− 2
n
)t(
1− 2t− 2
n
)n−t−1
=
(2t− 2)t
t!
e−(2t−2)
≥ (2t− 2)
t
tte−t
e−(2t−2).
In the limit as n → ∞ followed by t → ∞, the function
Ψ(n; t) can be lower bounded by
lim
t→∞ limn→∞Ψ(n; t)
≥ lim
t→∞
(
1−
(
2− 2
t
)t
e−(t−2) − t
(
2− 2
t
)t
e−(t−2)
)
= 1− lim
t→∞(1 + t)
(
2− 2
t
)t
e−(t−2)
= 1.
Therefore, there exists a t0 ≥ 3 and a function n0(t) ≥ t+ 2
such that such that Ψ(n; t) > 0 for all t ≥ t0 and n ≥ n0(t).
This implies that Uˆn
(
2t−2
n
)
> 0 for all t ≥ t0 and n ≥ n0(t).
Since (67) holds for any t > 0 and n > 0, we conclude that
xˆ∗∗n exists and
2t−2
n ≤ xˆ∗∗n ≤ 2tn for all t ≥ t0 and n ≥ n0(t).
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Proof: We first rewrite E [nQn(Xn)] by
E [nQn(Xn)]
=
b√nc∑
i=t+1
(
n−1
i
)(
λ
n−1
)i(
1− λ
n−1
)n−i−1
nQn(i)
+
n−t−2∑
i=b√nc+1
(
n−1
i
)(
λ
n−1
)i(
1− λ
n−1
)n−i−1
nQn(i)
+ n
n−1∑
i=n−t−2
(
n−1
i
)(
λ
n−1
)i(
1− λ
n−1
)n−i−1
.
From Lemma 13 and (20), we can upper bound E [nQn (Xn)]
by
E [nQn(Xn)]
≤
(
1
(t− 1)! +O
(
n−0.1
))
I λ
n−1
(t+ 1, n− t− 1)
+ C1I λ
n−1
(b√nc+ 1, n− b√nc − 1)
+ nI λ
n−1
(n− t− 2, t− 2) , (68)
where C1 is a constant. By applying Chernoff bound, the
second term of (68) is upper bounded by
(
eλ
b√nc
)b√nc
e−λ.
Thus, with the upper bound (64) for the last term of (68), we
have
E [nQn(Xn)]
≤
(
1
(t− 1)! +O
(
n−0.1
))
I λ
n−1
(t+ 1, n− t− 1)
+ C1
(
eλ
b√nc
)b√nc
e−λ + n
(
eλ
n− 1− t
)n−t−1
e−λ
Next, we observe that, for any λ > 0,
lim
n→∞
(
eλ
b√nc
)b√nc
I λ
n−1
(t+ 1, n− t− 1)
≤ lim
n→∞
(
eλ
b√nc
)b√nc
(
λ
n−1
)t+1 (
1− λn−1
)n−t−2 = 0,
and
lim
n→∞ limλ→0
(
eλ
b√nc
)b√nc
I λ
n−1
(t+ 1, n− t− 1)
≤ lim
n→∞ limλ→0
(
eλ
b√nc
)b√nc
(
λ
n−1
)t+1 (
1− λn−1
)n−t−2
= lim
n→∞ limλ→0
(n− 1)t+1
(
e
b√nc
)b√nc
λb
√
nc−t−1(
1− λn−1
)n−t−2
= lim
λ→0
lim
n→∞
(n− 1)t+1
(
e
b√nc
)b√nc
λb
√
nc−t−1(
1− λn−1
)n−t−2
= 0.
Thus, we have
((
eλ
b√nc
)b√nc
+ n
(
eλ
n−1−t
)n−t−1)
I−1λ
n−1
(t+
1, n− t− 1) = O(n−1) and
E [nQn(Xn)]
≤
(
1
(t− 1)! +O
(
n−0.1
))
I λ
n−1
(t+ 1, n− t− 1).
This concludes the proof of the lemma.
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