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Résumé
L’intégration du comportement humain dans le processus
d’un robot peut fortement accroître ses capacités, notam-
ment dans le cas d’actions guidées par des objectifs précis
et la topologie de l’environnement. L’approche proposée
ici présente un système de localisation pour un robot mo-
bile exploitant de manière active à la fois les capteurs dont
il dispose et les indices de la carte dans laquelle il doit se
localiser. Le robot utilise un réseau bayésien pour la mod-
élisation des différents événements et ainsi atteindre effi-
cacement ses objectifs. Le processus fonctionne en temps
réel et a été validé à la fois sur un simulateur et sur des
données réelles.
Mots Clef
Localisation, réseau bayésien, processus top-down, intelli-
gence artificielle.
Abstract
Integration of human behavior can greatly enhance the
abilities of a robot, specially with a top-down process,
guided by the available information. In this paper, a local-
ization system for a mobile robot is proposed, exploiting in
the same time the available sensors and the information of
map. The robot is using a bayesian network for the mod-
elisation of different events, so it can efficiently achieve its
objectives. This process is working in real time and was
validated in simulated an real environments.
Keywords
Localization, bayesian network, top-down process, artifi-
cial intelligence.
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1 Introduction
Avec le développement de la robotique, de plus en plus
de tâches complexes sont déléguées à des robots, perme-
ttant d’effectuer des travaux pénibles, dangereux ou répéti-
tifs pour des êtres humains. L’accomplissement des ces
différentes tâches va ainsi amener ces robots à utiliser
les ressources à disposition, identifier leur environnement,
prendre des décisions, etc. Les robots munis de plusieurs
types de capteurs, leur permettant d’agir dans des envi-
ronnements différents, d’appréhender plus de situations, de
résoudre plus de tâches, se développent. Il y a par con-
séquent un enjeu très important sur la gestion de ces cap-
teurs [7]. Le cerveau humain donne un excellent exem-
ple de management des capteurs, d’exploitation de l’infor-
mation disponible et d’adaptation à l’environnement, les
robots peuvent donc améliorer grandement leurs perfor-
mances en s’inspirant de l’humain. Plusieurs techniques
pour s’en inspirer sont utilisées dans le domaine de l’intel-
ligence artificielle comme les systèmes experts, les réseaux
de neurones, les réseaux bayésiens ([14]), etc. Un avan-
tage de ces derniers est qu’ils sont conçus pour travailler en
environnement incertain. Ils offrent un modèle permettant
d’intégrer différentes informations, de prendre en compte
de nouveaux événements [12] et sont donc très pertinents
pour le domaine de la robotique [1] et de l’intelligence ar-
tificielle [9].
Une application possible de l’intégration d’intelligence ar-
tificielle dans un robot concerne les véhicules intelligents.
Savoir où se trouve le véhicule est particulièrement impor-
tant pour des applications comme l’intervention en milieu
difficile voire hostile pour l’homme [10], ou encore pour
des applications destinées à aider les personnes en diffi-
culté [11] , etc.
Afin d’obtenir une précision de localisation satisfaisante,
une méthode souvent utilisée est la perception d’objets de
l’environnement, nommés amers 1. Le principal problème
1. Amer : point de repère fixe et identifiable, dans notre cas cela peut
être par exemple des arbres ou des murs
soulevé dans ce type d’approche [16] est celui de l’associa-
tion de données, c’est-à-dire associer une détection perçue
avec l’objet réel. En contrepartie, ce type d’approche peut
être efficace et nécessite peu de calculs. Plusieurs façons
de remédier à ce problème d’association existent. Dans
[5], des amers actifs émetteurs sont utilisés, chacun d’entre
eux possédant un moyen d’identification unique. Le princi-
pal inconvénient des amers actifs est la nécessité d’équiper
l’environnement. L’utilisation exclusive d’amers passifs est
moins contraignante. Dans ce cas, les mauvaises associa-
tions de données peuvent être nombreuses et nécessitent un
traitement adapté. Certaines méthodes populaires comme
le filtre à particules [13] [6] propagent à chaque instant
plusieurs hypothèses d’association de données et donc de
localisation. L’inconvénient de ce type de méthodes est
le coût calculatoire ; il serait judicieux de développer une
méthode permettant de remettre en cause facilement une
mauvaise association.
Pour la localisation, deux grandeurs sont importantes : la
précision et l’intégrité 2. Les deux ne peuvent être garanties
pour un coût raisonnable avec uniquement des capteurs de
type GPS. Il est donc nécessaire de s’orienter vers d’autres
voies visant à combiner plusieurs sources d’informations.
Cet article, dans la continuité de [2], propose une méth-
ode basée sur les réseaux bayésiens pour la localisation de
véhicules en environnement naturel. Les capteurs, les dé-
tecteurs et les amers sont choisis en fonction de leur perti-
nence et de leur apport en matière de précision et/ou d’in-
tégrité, ce pour éviter de fusionner a posteriori des données
peu pertinentes. Suivant l’environnement et les capteurs
disponibles, le système agira différemment en s’adaptant
au mieux à chaque situation.
2 Approche top-down proposée
Le problème posé est général et peut se formuler ici de
la façon suivante : "Comment gérer au mieux toutes les
ressources dont on dispose pour atteindre l’objectif ?". Le
processus mis en place ici est un processus top-down simi-
laire à celui mis en place dans [3] ou [4] dans un tout autre
contexte (reconnaissance d’objets dans une image).
Le processus global est représenté par le schéma de la fig-
ure 1.Dans notre application, l’objectif est alors précisé de
la manière suivante : le véhicule doit connaître sa posi-
tion avec une précision donnée (par exemple plus ou moins
10cm) et une certaine confiance (par exemple une confi-
ance de 90%). Ici, le calcul a été modifié par rapport à [3]
ou [4], notamment par l’introduction d’un réseau bayésien
permettant une plus grande souplesse et une meilleure
appréhension de la méthode. Pour atteindre cet objectif,
le système dispose notamment d’une carte de l’environ-
nement répertoriant différents amers géolocalisés (arbres,
murs, routes, etc.) et leurs caractéristiques. La probléma-
tique est alors la suivante : dans une configuration donnée,
quel amer le véhicule doit-il essayer de détecter afin de
2. Intégrité : Le système est intègre quand la position réelle du
véhicule appartient à l’espace d’incertitude autour de la position estimée
répondre au mieux aux objectifs ? Avec quel capteur ? Avec
quel détecteur ? Une fois la détection demandée, comment
interpréter le résultat retourné par le détecteur ?
A un instant t donné, une certaine estimation de la po-
sition du véhicule est disponible. Pour cette position, le
processus doit déterminer s’il est utile de percevoir l’en-
vironnement et si oui quel est le meilleur triplet perceptif
(un amer, un détecteur, et un capteur, voir 3) disponible.
Pour bien comprendre l’utilité du triplet, considérons un
humain qui désire se déplacer d’une pièce à une autre va
généralement choisir ses yeux comme capteur, mais pour
peu qu’il y ait une faible luminosité ce capteur devient to-
talement inopérant, la personne va se déplacer à tâtons et a
donc changé de capteur en sélectionnant le toucher. Notre
méthode agit exactement de la même façon, les capteurs
et les détecteurs ne remonte pas d’informations en con-
tinu comme le ferait une approche exclusivement bottom-
up mais seulement si en amont ils ont été jugés utiles dans
cette situation.
Une fois le triplet choisi, le système sollicite alors le cap-
teur concerné et lance le processus de détection. Dès que
ce dernier est réalisé, une mise à jour de la position et de la
confiance 3 associée est réalisée.
Dans le cadre de cet article, nous nous focalisons sur le
choix du triplet perceptif et sur la modélisation bayésienne
qui constituent le cœur de notre système.
FIGURE 1 – Processus d’observation de l’environnement à
un instant donné
3 Le triplet perceptif
3.1 Définition et utilité du triplet
La notion de triplet perceptif utilisée ici est telle que définie
dans [15]. Un triplet perceptif est constitué d’un amer, d’un
détecteur et d’un capteur. L’amer est typique de notre envi-
ronnement, le capteur est typique de notre véhicule (posi-
tionnement sur le véhicule, portée, résolution, ...), et le dé-
3. Confiance : Probabilité que la position vraie du véhicule soit com-
prise dans l’intervalle donné par l’incertitude de la position estimée, soit
la probabilité d’être intègre
tecteur est typique de notre application. Le triplet percep-
tif intègre donc beaucoup plus d’informations qu’un amer
seul. Pour pouvoir sélectionner avec soin le meilleur triplet
perceptif, un objectif à atteindre en terme de précision (par
exemple 10 cm) et de confiance sur notre estimation est
défini. Certains triplets sont peu intéressants parce qu’ils
n’améliorent pas notre estimation ou parce que l’amer est
difficilement observable avec ce capteur. Pour toutes ces
raisons, une première étape de sélection est réalisée. Sur
la figure 2, une illustration de ce principe est présentée.
Un véhicule est positionné au point O avec une incerti-
tude de position représentée par l’ellipse rouge et différents
amers (points A, B, C, D et E) sont également disposés. Le
FIGURE 2 – Exemple de scénario
véhicule est orienté vers la droite et possède ici un capteur
lui permettant d’avoir un angle de vue de -90 à 90 degrés
(il "voit" donc tout ce qui se trouve devant lui). Pour l’ex-
emple, nous considérons que le véhicule ne possède qu’un
seul capteur et qu’un seul détecteur, les triplets perceptifs
peuvent donc se réduire aux amers puisque le reste est à
l’identique. Chacun de ces amers possède des avantages
et inconvénients vis-à-vis de l’objectif. Le système est ici
capable de détecter la distance d du véhicule aux amers.
Quand un amer est détecté, il est alors possible de dire qu’il
se trouve dans la zone d’intersection d’un cercle de rayon d
centré sur l’amer et de la zone d’incertitude de la position
estimée. Le point A n’est jamais visible, il n’est donc pas
pertinent de le choisir. Les points B, C ou D sont ceux qui
sont le plus facilement observables mais, de par l’orienta-
tion de l’ellipse d’incertitude les points C et D sont ceux
qui améliorent le moins la précision. Le point E est celui
qui améliorerait le mieux la précision du véhicule, mais il
a très peu de chances d’être observable. Finalement, l’amer
B est celui qui offre le meilleur compromis et qui doit être
choisi par le système.
4 Critère de sélection des triplets
Afin de sélectionner le triplet le plus pertinent, c’est-à-dire
qui nous offrira le meilleur compromis vis-à-vis de nos ob-
jectifs, à savoir précision et intégrité, un critère de sélection
est défini pour chaque triplet possible. Le triplet qui est as-
socié au meilleur critère est alors choisi.
4.1 Définition du critère de sélection
Le critère utilisé ici mixe la précision Pp apportée par
le triplet, la probabilité de détecter effectivement l’amer
recherché P (db) et la probabilité d’avoir une nouvelle in-
formation (caractérisé par P (CIk)) :
C = Pp× P (db)× (P (CIk)) (1)
Ce critère possède les propriétés suivantes :
– Un triplet n’apportant aucune information nouvelle n’est
pas sélectionné ;
– Un triplet qui a très peu de chances d’être détecté verra
son critère faible ;
– A probabilité de bonne détection et apport d’informa-
tion égaux le triplet améliorant le mieux la précision est
sélectionné.
4.2 Calcul du critère
Le détail du calcul de Pp est donné dans [2]. Le calcul
de P (CIk) est effectué en fonction de la distance parcou-
rue depuis la dernière détection de ce triplet. Plus la dis-
tance est importante, plus l’information est nouvelle. Enfin
le calcul de P (db) sera effectué à l’aide du réseau bayésien
présenté dans la section suivante.
5 Modélisation bayésienne
Les réseaux bayésiens permettent de formaliser la connais-
sance dans un environnement incertain et sont donc tout à
fait indiqués dans ce cas. Un réseau bayésien nous perme-
ttra de calculer la probabilité P (db) de réaliser une bonne
détection puis de calculer la confiance P (Ok) à avoir dans
notre estimation de la position.
5.1 Événements pris en compte
Les événements modélisés dans le réseau bayésien sont :
– O−k : la localisation avant la mise à jour suite à la détec-
tion de l’amer est intègre ;
– z : l’amer est observable avec le détecteur et le capteur
sélectionnés ;
– Az : au moins un amer est présent dans la zone observée ;
– dk : un amer a été détecté
– db : un amer a été détecté et l’association avec la carte
est correcte ;
– CIk : le système a déjà essayé de détecter cet amer
précédemment ;
– dp : le système a déjà essayé de détecter cet amer
précédemment et avait détecté quelque chose ;
– O+k : la localisation est intègre après la mise à jour ;
Avec tous ces événements, il est possible de construire un
réseau bayésien qui prenne en compte en compte les perfor-
mances des détecteurs, l’occultation des amers, l’ambiguïté
entre amers, la taille de la zone de recherche.
5.2 Architecture du réseau
O−k zo Az
db dk
CIkO
+
k
dp
FIGURE 3 – Réseau bayésien . Les nœuds jaunes sont les
entrées (leur probabilité est connue). Les nœuds verts sont
les événements dont nous voulons calculer les probabilités.
Ce réseau bayésien nous permet de modéliser les liens en-
tre les différents éléments. Il est décrit dans la section suiv-
ante mais nous pouvons déjà noter que la structure est
strictement la même pour chaque triplet, quelque soit le
type de capteur, de détecteur ou d’amer.
5.3 Tables de probabilités
Les probabilités sont calculées pour chaque triplet en
prenant en compte ses caractéristiques propres. Pour toutes
les tables, φ peut prendre la valeur 0 ou 1.
zo.
O−k zo
0 0
1 obs
La première ligne signifie que si la position estimée du
véhicule est fausse, l’amer recherché ne sera pas visible.
Dans la seconde ligne, obs est la probabilité que l’amer
puisse être vu si la position estimée du vahicule est vraie.
Dans l’exemple 2, pour les amers B, C et D obs = 1 parce
qu’ils sont toujours détectables où que soit le véhicule dans
l’ellipse rouge. A l’inverse, obs = 0 pour A parce qu’il est
derrière le véhicule et que le capteur ne voit que vers l’a-
vant. Pour E, obs = 0.5 parce que l’amer est visible seule-
ment si le véhicule est dans la moitié droite de l’ellipse
rouge.
Az .
zo Az
0 γ
1 1
La seconde ligne affirme juste que si l’amer est observable
il y a au moins un amer dans la zone observée. La pre-
mière ligne montre que si l’estimation de la position est
mauvaise, il est malgré tout possible qu’il y ait d’autres
amers de même type dans la zone observée. Par exemple,
si le véhicule est dans une forêt et veut détecter un arbre
dans une grande zone, γ ≈ 1. Si le véhicule est dans un
désert, γ ≈ 0. γ est calculée à partir de la densité d’amers
dans la carte et la taille de la zone observée.
dk.
CIk dp z Az d
0 φ 0 0 β
0 φ 0 1 1− αAverageNbLandmark
0 φ 1 φ 1− αAverageNbLandmark
1 0 φ φ 0
1 1 φ φ 1
Les deux dernières lignes représentent le fait que si l’in-
formation est totalement corrélée, cela signifie que le dé-
tecteur renverra exactement le même résultat (notons que
l’information ne peut pas être corrélée si le triplet n’a
pas déjà été utilisé avant). Sur la première ligne, β est
la probabilité que le détecteur renvoie un résultat alors
qu’il n’y a rien. Dans les deux lignes suivantes, α est
la probabilité que le détecteur ne détecte rien alors qu’il
y a des amers compatibles dans la zone. Ainsi chaque
amer présent (et il y en a environ AverageNbLandmark)
dans la zone a une probabilité α de ne pas être vu, par
conséquent la probabilité que le détecteur ne détecte au-
cun amer est de αAverageNbLandmark. Par suite, la prob-
abilité que le détecteur trouve quelque chose est de 1 −
αAverageNbLandmark.
db.
zo d db
0 φ 0
1 0 0
1 1 1
nbNeighbor
La première ligne représente le fait que si l’amer n’est
pas observable, même si le détecteur a renvoyé un résul-
tat l’amer recherché n’a pas été détecté. La deuxième ligne
est évidente : si la détection a échoué, il est impossible
que le détecteur ait détecté le bon amer. La troisième ligne
représente le fait que l’association entre l’amer recherché
et le résultat du détecteur est mauvaise : le détecteur a peut
être détecté un voisin de l’amer recherché à sa place.
O+k .
Ok− d db O
+
k
0 φ φ 0
1 0 φ 1
1 1 0 0
1 1 1 1
La première ligne signifie que si la position estimée n’était
pas bonne, elle ne le deviendra pas avec la mise à jour. La
deuxième ligne représente le fait que si le détecteur n’a rien
trouvé, la position estimée ne sera pas mise à jour donc si
elle était bonne elle le restera. La dernière ligne dit que si
la détection réussit, la position estimée après la mise à jour
sera bonne seulement si nous avons fait la bonne associa-
tion, c’est-à-dire seulement si db est vrai.
6 Mise à jour
6.1 Détection de l’amer
Une fois le triplet le plus pertinent sélectionné, la phase de
détection débute. Étant donnée l’incertitude sur la position
estimée du véhicule et la position de l’amer à rechercher
(position donnée par la carte), le véhicule sait dans quelle
zone regarder. Il va donc pouvoir se focaliser sur cette zone.
Ceci est illustré sur la figure 4 où il est possible de voir d’un
FIGURE 4 – Focalisation sur le mur 7
côté une carte avec la position du robot, son ellipse d’in-
certitude, les amers présents (en l’occurrence huit murs),
un trait vert reliant la position estimée du véhicule et le
mur sélectionné et d’un autre côté les données provenant
du capteur. Dans l’espace du capteur (un télémètre laser
ici), l’ellipse rouge représente la zone où le robot situe le
centre du mur recherché. L’ellipse verte, calculée à partir
de l’ellipse rouge et des caractéristiques du mur (longueur
et orientation), représente la zone dans laquelle le détecteur
va rechercher le mur. Ces données sont disponibles en util-
isant de façon optimale l’ensemble des informations mises
à notre disposition. Cela permet d’augmenter les perfor-
mances du détecteur en améliorant le rapport signal sur
bruit. Remarquons que ces performances augmentent au
fur et à mesure des détections réalisées puisque la posi-
tion du robot se précise et donc que la zone de focalisation
devient de plus en plus petite.
6.2 Mise à jour de la confiance
A chaque essai de détection, la probabilité d’être réelle-
ment dans la zone d’incertitude de la position estimée
(c’est-à-dire d’être intègre) est tenue à jour. Cette mise à
jour est effectuée grâce au réseau bayésien. En effet, à cette
étape l’événement dk est connu, cela nous permet d’inté-
grer le résultat correspondant dans le réseau (ce qui signifie
mettre P (dk) à 1 si quelque chose a été détecté, 0 sinon).
7 Résultats
7.1 Évolution du critère dans un cas statique
Nous allons voir ici sur un cas simple (figures 5 et 6)
l’évolution du critère et donc la sélection du triplet qui en
ressort. Un véhicule est positionné au point de coordonnées
(0, 0) et l’incertitude de sa position est représentée par une
ellipse. L’environnement est constitué d’amers de même
type à savoir des murs, numérotés ici de 1 à 8. Au départ
(figure 5), l’ellipse d’incertitude est un cercle, le détecteur
est le même pour tous, l’objectif à atteindre ne privilégie
aucune direction, chaque triplet a donc le même apport en
précision. Aucun amer n’a encore été détecté, aussi ils ap-
portent tous une information totalement nouvelle. Le triplet
qui va être sélectionné sera donc celui qui a la meilleure
probabilité d’être détecté, cette probabilité est calculée en
prenant en compte l’occultation par un autre amer (le mur
2 est occulté par le mur 1), la confusion possible avec un
autre amer (le mur 4 peut être confondu avec le mur 7).
Ainsi c’est le mur 1 qui est sélectionné.
A l’étape 2 (figure 6), l’incertitude n’est plus isotrope, aussi
tous les triplets ne vont pas améliorer la position de la
Précision P(db) P(CIk) Critère
Mur 1 0.24 1 0 0.24
Mur 2 0.24 0 0 0
Mur 3 0.24 0.23 0 0.055
Mur 4 0.24 0.5 0 0.12
Mur 5 0.24 0.09 0 0.02
Mur 6 0.24 0 0 0
Mur 7 0.24 0.37 0 0.088
Mur 8 0.24 0 0 0
FIGURE 5 – Évolution du critère : Étape 1
Précision P(db) P(CIk) Critère
Mur 1 0.27 0.99 0.99 0.0026
Mur 2 0.67 0 0 0
Mur 3 0.27 0.59 0 0.159
Mur 4 0.67 0.49 0 0.328
Mur 5 0.56 0 0 0
Mur 6 0.27 0 0 0
Mur 7 0.67 0.48 0 0.321
Mur 8 0.27 0 0 0
FIGURE 6 – Évolution du critère : Étape 2
même façon. L’amer 1 a déjà été détecté, il ne nous ap-
porte quasiment plus aucune information. En revanche, les
probabilités de bonne détection des autres amers ont été
précisées. Finalement, c’est l’amer 4 qui est sélectionné.
7.2 En environnement simulé
Pour appliquer ces principes, un simulateur indépendant a
été utilisé. Dans ce simulateur, il est possible de créer notre
propre environnement et de simuler un véhicule équipé de
FIGURE 7 – Résultats en environnement simulé (le point
de départ est dans le cercle, en noir la trajectoire estimée,
en cyan la trajectoire réelle, en jaune les amers (colonnes
ou murs))
différents capteurs. Il est ainsi possible de comparer la tra-
jectoire estimée avec la trajectoire réelle. Le véhicule est ici
équipé d’un télémètre laser, et de capteurs odométriques 4.
Les amers utilisés sont des colonnes ou des murs. Des dé-
tecteurs de segments et de cercles sont fournis pour dé-
tecter les amers. La trajectoire estimée (figure 7) a un écart
FIGURE 8 – Performances de la localisation
moyen de 12 cm à la trajectoire réelle (figure 8). Sur la
figure 8, nous pouvons voir la confiance estimée par l’al-
gorithme au cours du temps, qui estime que la probabilité
que la position soit intègre est supérieure à 70% et même
égale à 100% durant très longtemps. En vert, est représen-
tée la distance de Mahalanobis entre la position estimée
et la position réelle, si cette distance est plus petite que 1
alors nous pouvons considérer que la position est intègre,
c’est effectivement presque toujours le cas. La confiance a
donc exactement le comportement souhaité. Les résultats
sont satisfaisants.
7.3 En environnement réel
Les résultats en environnement simulé ont permis de
valider le concept dans un environnement favorable où
tout est contrôlé. Le passage en environnement réel permet
de voir si notre modélisation bayésienne est suffisamment
complète pour avoir de premiers résultats.
4. Mesurent les déplacements des roues
FIGURE 9 – Résultats en environnement réel (en noir la tra-
jectoire estimée, en cyan la trajectoire donnée par le GPS,
en jaune les trottoirs et en bleu amers détectables (poteaux
, murs))
Sur les résultats réels (figure 9), nous pouvons voir la dif-
férence entre un GPS naturel bas coût avec une précision
de l’ordre du mètre et notre estimation. Le GPS donne une
trajectoire du véhicule très imparfaite (avec notamment des
passages sur les trottoirs, dans les bâtiments, etc). La trajec-
toire fournie par notre système de localisation est beaucoup
plus représentative de la réalité.
8 Conclusion
Les résultats de cette méthode sont très prometteurs et vali-
dent la pertinence d’une approche top-down pour l’appli-
cation de la localisation de véhicules. Le système réagit
de manière efficace en fonction de ses objectifs et des
données disponibles. Le réseau bayésien de par sa struc-
ture permet une grande flexibilité sur les paramètres et
le rajout facile d’un nouvel événement comme une dé-
connexion de capteur par exemple. Le principe générique
de la méthode permettra également dans cette application
de rajouter de nouveaux capteurs comme la caméra par
exemple. L’environnement pourra être pris en compte de
manière plus fine, permettant d’intégrer d’autres événe-
ments tels la présence d’amers non géoréférencés, un cap-
teur défectueux, un amer répertorié mais non détectable...
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