In addition to remote-sensing monitoring, reconstructing morphologic surface models through interpolation is an effective means to reflect the geomorphological evolution, especially for the lagoons of coral atolls, which are underwater. However, which interpolation method is optimal for lagoon geomorphological reconstruction and how to assess the morphological precision have been unclear. To address the aforementioned problems, this study proposed a morphological precision index system including the root mean square error (RMSE) of the elevation, the change rate of the local slope shape (CRLSS), and the change rate of the local slope aspect (CRLSA), and introduced the spatial appraisal and valuation approach of environment and ecosystems (SAVEE). In detail, ordinary kriging (OK), inverse distance weighting (IDW), radial basis function (RBF), and local polynomial interpolation (LPI) were used to reconstruct the lagoon surface models of a typical coral atoll in South China Sea and the morphological precision of them were assessed, respectively. The results are as follows: (i) OK, IDW, and RBF exhibit the best performance in terms of RMSE (0.3584 m), CRLSS (51.43%), and CRLSA (43.29%), respectively, while with insufficiently robust when considering all three aspects; (ii) IDW, LPI, and RBF are suitable for lagoon slopes, lagoon bottoms, and patch reefs, respectively; (iii) The geomorphic decomposition scale is an important factor that affects the precision of geomorphologic reconstructions; and, (iv) This system and evaluation approach can more comprehensively consider the differences in multiple precision indices.
Introduction
Coral reefs are some of the most productive and species-rich ecosystems on Earth. Currently, 275 million people living near coral reefs, which provide fisheries, oil and gas resources, and shoreline protection for communities [1] . Coral reefs also have very high tourist value [2] , and many countries and regions benefit from the coral-reef tourism [1, 3] . Many coral reefs also have important strategic value, and their key locations play unique roles in the division of territorial waters and exclusive economic zones in oceans [4] . However, coral reefs are suffering from a range of climatic and environmental changes, such as global warming, sea-level rise, ocean acidification, and typhoons [5] [6] [7] [8] , which can destroy coral reefs through extreme external stress [9] [10] [11] . In addition, coral reefs have suffered under the effects of human activities, including overfishing, destructive fishing, pollution,
Materials and Methods

Study Site and Datasets
The Nansha Islands (also known as the Spratly Islands in English) are located in the southern portion of the South China Sea (Figure 1a ) and are dotted with islands, reefs, sands, and beaches, which cover an area of 880,000 km 2 . The coral reefs of the Nansha Islands can be classified as atolls, table reefs, patch reefs, etc., which are mainly atolls that are dominated by large atolls. Most of the Nansha Islands have a marine tropical rain-forest climate, with prevailing northeast and southwest monsoons. During the southwest monsoon season, the coral reefs are often affected by typhoons from the western Pacific, with dramatic morphological changes. In addition, the Nansha Islands have abundant fishery resources and oil and gas resources, and the islands' coral reef ecosystems have been greatly affected as their exploitation increased in recent years.
We selected a typical atoll on the north of the Nansha Islands as the study site (Figure 1b) , which is only exposed at low tide and whose forms are difficult to comprehensively obtain with remote-sensing images. Figure 1c shows the geomorphology of the lagoon at the study site. Its geomorphic units at the first-order scale (e.g., lagoon) were divided into geomorphic units at the second-order scale (e.g., lagoon slope, lagoon bottom, and patch reef), and the geomorphic units at the second-order scale (e.g., patch reef) were further decomposed into geomorphic units at the third-order scale (e.g., shallow patch reef and deep patch reef) based on the water depth (e.g., the top depths of the shallow patch reefs were less than 2 m) and shape (e.g., the top of the shallow patch reefs were relatively flat, and the deep patch reefs were always cone-shaped). The geomorphic subunits at all of the decomposition scales had various morphological characteristics. 
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Study Site and Datasets
We selected a typical atoll on the north of the Nansha Islands as the study site (Figure 1b) , which is only exposed at low tide and whose forms are difficult to comprehensively obtain with remotesensing images. Figure 1c shows the geomorphology of the lagoon at the study site. Its geomorphic units at the first-order scale (e.g., lagoon) were divided into geomorphic units at the second-order scale (e.g., lagoon slope, lagoon bottom, and patch reef), and the geomorphic units at the secondorder scale (e.g., patch reef) were further decomposed into geomorphic units at the third-order scale (e.g., shallow patch reef and deep patch reef) based on the water depth (e.g., the top depths of the shallow patch reefs were less than 2 m) and shape (e.g., the top of the shallow patch reefs were relatively flat, and the deep patch reefs were always cone-shaped). The geomorphic subunits at all of the decomposition scales had various morphological characteristics. We collected the bathymetry data from the study site in March 2012 to construct the surface models of the lagoon's geomorphology. During the data collection, we conducted tidal corrections to ensure that the measurement results reflected the actual geomorphology of the lagoon as much as possible. During the data preprocessing, we detected and eliminated the gross errors in the data to We collected the bathymetry data from the study site in March 2012 to construct the surface models of the lagoon's geomorphology. During the data collection, we conducted tidal corrections to ensure that the measurement results reflected the actual geomorphology of the lagoon as much as possible. During the data preprocessing, we detected and eliminated the gross errors in the data to ensure that the results were not affected. In addition, for the large amount of data, we used a 5-m grid for data thinning to facilitate the operation, after which we obtained the experimental dataset.
Interpolation Methods for the Morphology Surface Model Reconstruction
In this study, some commonly used deterministic and geostatistical interpolation methods were selected to construct the lagoon surface models, including inverse distance weighting (IDW), local polynomial interpolation (LPI), radial basis function interpolation (RBF), and ordinary kriging interpolation (OK). All of the above methods are based on the locations and values of the sampling points to estimate the values of unmeasured locations through mathematical functions or statistical models [31] . In addition, most GIS or data processing software integrates the above interpolation methods, which is convenient for us to study geomorphology. The "Geostatistical Wizard" tool in the "Geostatistical Analyst" tool set of ArcGIS 10.2 contains the above four interpolation methods, so we chose it as the experimental tool.
After selecting the interpolation methods, some parameter options that were related to the methods were identified, including the neighborhood type, search sectors, search neighbors, kernel function, and function variables. The interpolation parameters were the relative optimization parameters that were chosen by cross validation after several experiments. The parameter settings for each interpolation method are shown in Table 1 . An approach was designed to assess the precision of the morphology surface models, and the technical process of this assessment is shown in Figure 2 . The following five procedures were adopted to analyze the morphological precision:
(1) The original dataset was homogeneously diluted into a model training dataset (approximately 70%), which was used to reconstruct the surface models, and a model testing dataset (approximately 30%), which was used to validate the precision of the surface models and to extract the morphological errors. (2) A TIN surface model was reconstructed from the original dataset and converted into a grid surface model with a resolution of 1 m by using "TIN to Raster" tool in ArcGIS 10.2, to represent the true synthetic morphology. (3) Several grid surface models were reconstructed from the training dataset by IDW, LPI, RBF, and OK interpolation with a resolution of 1 m, to represent the estimated simulation morphology. (4) The morphological errors were calculated between the simulation morphology and synthetic morphology. The statistical morphological error was extracted from the testing dataset to conduct the precision assessment and error analysis. (5) The statistical morphological errors of the geomorphic subunits at different decomposition scales were extracted from the boundary and testing datasets to evaluate the precision of the surface models and the performance of the interpolation methods. 
Morphological Precision Index System
In addition to the closeness of the elevation and changes in the concave and convex characteristics of the local slope surface, the morphological precision should be described to determine any aspect changes in the local slope surface. Therefore, this study inherited a change ratio for the concave and convex characteristics of the local slope surface, proposed a change ratio for the aspect characteristics of the local slope surface as the other morphological quantitative index, and reconstructed the morphological precision quantitative index system.
(1) Root mean square error (RMSE) of the elevation
The closeness of the elevation surface refers to the closeness between the simulated morphology surface and the synthetic morphology surface; this factor meets the basic requirements of random error by not introducing system error, so the root mean square error can be used in the quantitative description. The equation of RMSE can be expressed, as follows:
where Z is the observed elevation of the checkpoint in the synthetic surface model and Z* is the estimated elevation of the checkpoint in the simulation surface model.
(2) Change ratio of the local slope shape (CRLSS)
In terms of the morphology of the local slope shape, Tang [40] argues that any complex morphology surface can be decomposed into a flat slope (Figure 3a) , concave slope (Figure 3b) , and convex slope (Figure 3c ). To some extent, this approach is equivalent to the reconstruction of highprecision geomorphology if every local slope shape can be accurately expressed when describing the geomorphology. Therefore, the precision of different surface models can be objectively analyzed by using the change ratio of the local slope shape as the precision index. The equation of CRLSS can be expressed, as follows:
where N is the number of checkpoints and Nc-ss is the number of changes in the local slope shape of all of the checked points. The processing of slope shape statistics was, as follows [36] . 
In terms of the morphology of the local slope shape, Tang [40] argues that any complex morphology surface can be decomposed into a flat slope (Figure 3a) , concave slope (Figure 3b) , and convex slope (Figure 3c ). To some extent, this approach is equivalent to the reconstruction of high-precision geomorphology if every local slope shape can be accurately expressed when describing the geomorphology. Therefore, the precision of different surface models can be objectively analyzed by using the change ratio of the local slope shape as the precision index. The equation of CRLSS can be expressed, as follows:
where N is the number of checkpoints and N c-ss is the number of changes in the local slope shape of all of the checked points. 
where N is the number of checkpoints and Nc-ss is the number of changes in the local slope shape of all of the checked points. The processing of slope shape statistics was, as follows [36] . The processing of slope shape statistics was, as follows [36] .
(i) Based on the synthetic surface model and the simulated surface models, which were recorded as "S", the average value of the surface models was calculated by using the focal statistics tool in ArcGIS 10.2 with a 3 × 3 neighborhood analysis window, which was recorded as "S m ". (ii) The raster calculator tool in ArcGIS 10.2 was used to subtract "S" from "S m ", and the calculated results were recorded as "S m -S". (iii) "S m -S" was reclassified into three local slope-shape types by using the raster calculator tool in ArcGIS10.2 based on the principle that the pixel value was greater than 0 for a concave slope, less than 0 for a convex slope, and equal to 0 for a flat slope; the result was recorded as "S sm ". (iv) The local slope shapes of the morphology's synthetic surface model and simulated surface models were extracted by using the testing dataset. In addition, the changed number or the proportion of the local slope shape of the simulated surface models relative to the synthetic surface model was counted to evaluate the precision (CRLSS) of the different simulated surface models.
(3) Change ratio of the local slope aspect (CRLSA)
The local slope aspect is also an important feature of the local geomorphology, such as local slopes with the same slope shape, which may have different slope aspects ( Figure 4 ). In some cases, the morphological changes may not be reflected in the local slope shape but in the local slope aspect. Therefore, the CRLSA can also objectively reflect the precision of the morphology's surface model. The equation of CRLSA can be expressed, as follows:
where N is the number of checkpoints and N c-sa is the number of changes in the local slope shape of all of the checked points.
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where N is the number of checkpoints and Nc-sa is the number of changes in the local slope shape of all of the checked points. The processing of slope aspect statistics was, as follows. The processing of slope aspect statistics was, as follows.
(i) Based on the synthetic surface model and the simulated surface models, the slope aspect of the surface models was calculated by using the aspect tool in ArcGIS 10.2, which were recorded as "S a ". The slope aspect in ArcGIS software is measured in a clockwise direction, ranging from 0 (positive north) to 360 (still positive north), that is, a complete circle. (ii) "S a " was reclassified into eight directions by using the raster calculator tool in ArcGIS10. 2 based on the principle that the pixel value was greater than or equal to 0 and less than 22.5 for North, greater than or equal to 22.5 and less than 67.5 for Northeast, greater than or equal to 67.5 and less than 112.5 for East, greater than or equal to 112.5 and less than 157.5 for Southeast, greater than or equal to 157.5 and less than 202.5 for South, greater than or equal to 202.5 and less than 247.5 for Southeast, greater than or equal to 247.5 and less than 292.5 for West, greater than or equal to 292.5 and less than 337.5 for Northwest, greater than or equal to 337.5 and less than 360 for North; the result was recorded as "S ar ". (iii) The local slope aspects of the synthetic surface model and the simulated surface models were extracted by the testing dataset. In addition, the changed numbers or proportions of the local slope aspect between them were counted to evaluate the precision (CRLSA) of the different simulated surface models.
Performance Evaluation of the Interpolation Methods
To evaluate the performance of different interpolation methods, we should select a comprehensive evaluation approach that considers the various influencing factors to determine the optimal interpolation method for geomorphic types at different decomposition scales. Spatial Appraisal and Valuation of the Environment and Ecosystems (SAVEE) is a comprehensive evaluation system that can be applied to the values of multiple perspectives based on the concept of uncertainty reasoning; this approach was developed by the Ecological Science and Management department's renewable resources application technology laboratory at Texas A&M University (STARR Lab). SAVEE has already obtained good evaluation results in forest management, landscape ecology, wildlife management, resource planning, reef spatial value evaluation, resource spatial value evaluation [41] , and it has been continuously applied to new fields [42, 43] . Therefore, SAVEE was introduced to evaluate the performance of different interpolation methods based on RMSE, CRLSS, and CRLSA.
The basic idea of SAVEE is to select appropriate factors and conduct standardized processing, so that each factor has a standardized value, which both reflects the relationship of the weight and embodies the value attribute of the factor itself. The factors can be compared to each other, and the influence of all the factors can be summed through the SAVEE operation formula, so that complex decision-making and evaluation problems can be expressed through numbers. The SAVEE method mainly includes the following steps:
(1) Data preparation First, an optional subset can be set up based on the required data. In this study, a factor subset {RMSE, CRLSS, and CRLSA} was created based on the morphological precision index system.
(2) Data standardization
The standardization process converts all data to a value between (−1, 1). A value between (−1, 0) is a negative factor, which is harmful to the evaluation result. The factors that have a beneficial influence on the evaluation result are positive factors and they are represented by values between (0, 1). These factors are all positive influencing factors according to the properties of the precision indices, and the comprehensive evaluation value "V" decreases with an increase in the influencing factors "x". The equation of data standardization can be expressed, as follows:
where V is the standardized value, x is the independent variable, and A is the boundary value of x.
(3) Superposition calculation (I AB )
The SAVEE superposition equation is based on the EMYCIN formula, which is used to solve the equation of the superposition value of the influencing factors. EMYCIN is an "expert system" for building and developing expert systems. The concept that is defined by the EMYCIN formula itself is credibility. In this method, the superposition of the credibility is transformed into a superposition value of the influencing factors. Because the influencing factors are all positive, their values are all greater than 0. The superposition process of SAVEE is the repeated operation of the double factors until all of the factors are involved in the operation and the final result is the required superposition value. The calculation flow diagram is shown in Figure 5 . The equation of superposition calculation can be expressed, as follows:
where the values of I A and I B are (−1, +1), I A is the standardized value of factor A, I B is the standardized value of factor B, and I AB is the superposition value of the factors A and B. The SAVEE superposition equation is based on the EMYCIN formula, which is used to solve the equation of the superposition value of the influencing factors. EMYCIN is an "expert system" for building and developing expert systems. The concept that is defined by the EMYCIN formula itself is credibility. In this method, the superposition of the credibility is transformed into a superposition value of the influencing factors. Because the influencing factors are all positive, their values are all greater than 0. The superposition process of SAVEE is the repeated operation of the double factors until all of the factors are involved in the operation and the final result is the required superposition value. The calculation flow diagram is shown in Figure 5 . The equation of superposition calculation can be expressed, as follows:
where the values of IA and IB are (−1, +1), IA is the standardized value of factor A, IB is the standardized value of factor B, and IAB is the superposition value of the factors A and B. 
Results
Four lagoon morphology simulation surface models with a resolution of 1 m were reconstructed through IDW, LPI, RBF, and OK using the training dataset. A TIN surface model from the original data was converted to a synthetic grid surface model with a resolution of 1 m. Then, the elevation field models (Figure 6 ), local slope shape field models (Figure 7) , and local slope aspect field models (Figure 8 ) of the lagoon were calculated for visual comparison, and several typical lagoon geomorphic subunits were selected as comparison objects for further local visual comparison. 
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Four lagoon morphology simulation surface models with a resolution of 1 m were reconstructed through IDW, LPI, RBF, and OK using the training dataset. A TIN surface model from the original data was converted to a synthetic grid surface model with a resolution of 1 m. Then, the elevation field models (Figure 6 ), local slope shape field models (Figure 7) , and local slope aspect field models (Figure 8 ) of the lagoon were calculated for visual comparison, and several typical lagoon geomorphic subunits were selected as comparison objects for further local visual comparison. . Elevation field models of the lagoon. The first elevation field model was generated from the synthetic surface model from (a) TIN, and the others were generated from the simulated surface models that were reconstructed by (b) inverse distance weighting (IDW), (c) local polynomial interpolation (LPI), (d) radial basis function interpolation (RBF), and (e) ordinary kriging (OK). The Pattern areas were selected from (f) the lagoon's geomorphic subunits for further comparison: (i) lagoon slope, (ii) lagoon bottom, (iii) deep patch reef, and (iv) shallow patch reef. These patterns (ia-iv-e) reflect the differences in the simulated and synthetic surfaces in the elevation field model. Figure 6 . Elevation field models of the lagoon. The first elevation field model was generated from the synthetic surface model from (a) TIN, and the others were generated from the simulated surface models that were reconstructed by (b) inverse distance weighting (IDW), (c) local polynomial interpolation (LPI), (d) radial basis function interpolation (RBF), and (e) ordinary kriging (OK). The Pattern areas were selected from (f) the lagoon's geomorphic subunits for further comparison: (i) lagoon slope, (ii) lagoon bottom, (iii) deep patch reef, and (iv) shallow patch reef. These patterns (i-a-iv-e) reflect the differences in the simulated and synthetic surfaces in the elevation field model. Slope shape field models of the lagoon. The first slope shape field model was generated from the synthetic surface model from (a) TIN, and the others were generated from the simulated surface models that were reconstructed by (b) IDW, (c) LPI, (d) RBF, and (e) OK. The pattern areas were selected from (f) the lagoon's geomorphic subunits for further comparison: (i) lagoon slope, (ii) lagoon bottom, (iii) deep patch reef, and (iv) shallow patch reef. The patterns (i-a-iv-e) reflect the differences in the simulated and synthetic surfaces in the slope shape field model. Slope aspect field models of the lagoon. The first slope aspect field model was generated from the synthetic surface model from (a) TIN, and the others were generated from the simulated surface models that were reconstructed by (b) IDW, (c) LPI, (d) RBF, and (e) OK. The pattern areas were selected from (f) the lagoon's geomorphic subunits for further comparison: (i) lagoon slope, (ii) lagoon bottom, (iii) deep patch reef, and (iv) shallow patch reef. The patterns (i-a-iv-e) reflect the differences in the simulated and synthetic surfaces in the slope aspect field model.
Morphological Precision Comparison of the Lagoon Surface Models
The elevation precision (RMSE) values of the surface models among OK, RBF, and LPI were relatively close; the surface model that was reconstructed by OK had the highest elevation precision, followed by RBF and LPI; IDW had the lowest elevation precision (Figure 9 ).
The elevation precision (RMSE) values of the surface models among OK, RBF, and LPI were relatively close; the surface model that was reconstructed by OK had the highest elevation precision, followed by RBF and LPI; IDW had the lowest elevation precision (Figure 9 ). However, the statistical results of the local slope shape change (CRLSS) showed that the surface model that was reconstructed by IDW had the highest local slope shape precision, followed by LPI, OK, and RBF. According to the rule of local slope shape changes (Figure 10 ), the vast majority of slope shape changes existed between concave and convex slopes (called a "skip rank change"), and only a few changes existed between flat and concave slopes or between flat and convex slopes. The skip rank change rate of IDW was the lowest (51.41%), followed by LPI (52.28%) and OK (55.25%), while that of RBF was the highest (57.46%). In addition, the surface model that was reconstructed by RBF had the highest local slope aspect precision (CRLSA), followed by OK, LPI, and IDW. According to the rule of local slope aspect changes (Figure 11) , most of the changes occurred between the original slope aspect and its adjacent slope aspects, with very few changes between the original slope aspect and its opposite slope aspects (a "reverse change"). The reverse change rate of the RBF interpolation method was the lowest (4.27%), followed by OK (4.30%) and LPI (5.34%), while that of the IDW interpolation method was the highest (5.78%). However, the statistical results of the local slope shape change (CRLSS) showed that the surface model that was reconstructed by IDW had the highest local slope shape precision, followed by LPI, OK, and RBF. According to the rule of local slope shape changes (Figure 10 ), the vast majority of slope shape changes existed between concave and convex slopes (called a "skip rank change"), and only a few changes existed between flat and concave slopes or between flat and convex slopes. The skip rank change rate of IDW was the lowest (51.41%), followed by LPI (52.28%) and OK (55.25%), while that of RBF was the highest (57.46%). 
The elevation precision (RMSE) values of the surface models among OK, RBF, and LPI were relatively close; the surface model that was reconstructed by OK had the highest elevation precision, followed by RBF and LPI; IDW had the lowest elevation precision (Figure 9 ). However, the statistical results of the local slope shape change (CRLSS) showed that the surface model that was reconstructed by IDW had the highest local slope shape precision, followed by LPI, OK, and RBF. According to the rule of local slope shape changes (Figure 10 ), the vast majority of slope shape changes existed between concave and convex slopes (called a "skip rank change"), and only a few changes existed between flat and concave slopes or between flat and convex slopes. The skip rank change rate of IDW was the lowest (51.41%), followed by LPI (52.28%) and OK (55.25%), while that of RBF was the highest (57.46%). In addition, the surface model that was reconstructed by RBF had the highest local slope aspect precision (CRLSA), followed by OK, LPI, and IDW. According to the rule of local slope aspect changes (Figure 11) , most of the changes occurred between the original slope aspect and its adjacent slope aspects, with very few changes between the original slope aspect and its opposite slope aspects (a "reverse change"). The reverse change rate of the RBF interpolation method was the lowest (4.27%), followed by OK (4.30%) and LPI (5.34%), while that of the IDW interpolation method was the highest (5.78%). In addition, the surface model that was reconstructed by RBF had the highest local slope aspect precision (CRLSA), followed by OK, LPI, and IDW. According to the rule of local slope aspect changes (Figure 11) , most of the changes occurred between the original slope aspect and its adjacent slope aspects, with very few changes between the original slope aspect and its opposite slope aspects (a "reverse change"). The reverse change rate of the RBF interpolation method was the lowest (4.27%), followed by OK (4.30%) and LPI (5.34%), while that of the IDW interpolation method was the highest (5.78%). The quality of the surface models that were reconstructed by the interpolation methods was ordered by the morphological precision indices ( Table 2 ). The four interpolation methods only had excellent performance for one morphological precision index, while with large differences occurring for the other three precision indices. For example, OK had the best performance in terms of RMSE but poor performance in terms of CRLSS. IDW had the best performance in terms of CRLSS but poor performance in terms of RMSE and CRLSA. RBF had the best performance in terms of CRLSA but the worst performance in terms of CRLSS. When considering the geomorphic characteristics, including the elevation, local slope shape, and local slope aspect, the performances of the four interpolation methods were not sufficiently robust. 
Morphological Precision Comparison of the Lagoon Geomorphic Subunit Surface Models
The lagoon was divided into a lagoon slope, lagoon bottom, deep patch reef, and shallow patch reef, according to the second-order scale and third-order scale. The morphological errors of the surface models of the different geomorphic subunits were extracted, and the three morphological precision indices of RMSE, CRLSS, and CRLSA were analyzed.
According to the RMSE statistical results that are based on the surface models of different geomorphic subunits (Figure 12 ), the quality order of the lagoon slope surface models that were reconstructed by the interpolation methods was OK > RBF > LPI > IDW, which was consistent with the order of lagoon bottom. However, the quality order of the deep patch reef surface models was RBF > OK > LPI > IDW, and the quality order of the shallow patch reef surface models was LPI > OK > RBF > IDW.
From the CRLSS statistical results of the surface models of different geomorphic subunits ( Figure  13 ), the quality order of the lagoon slope surface models was IDW > LPI > OK > RBF, which was consistent with the order of lagoon bottom. The quality order of the deep patch reef surface models was LPI > IDW > OK > RBF, and the quality order of the shallow patch reef surface models was IDW > OK > RBF > LPI. The quality of the surface models that were reconstructed by the interpolation methods was ordered by the morphological precision indices ( Table 2 ). The four interpolation methods only had excellent performance for one morphological precision index, while with large differences occurring for the other three precision indices. For example, OK had the best performance in terms of RMSE but poor performance in terms of CRLSS. IDW had the best performance in terms of CRLSS but poor performance in terms of RMSE and CRLSA. RBF had the best performance in terms of CRLSA but the worst performance in terms of CRLSS. When considering the geomorphic characteristics, including the elevation, local slope shape, and local slope aspect, the performances of the four interpolation methods were not sufficiently robust. 
From the CRLSS statistical results of the surface models of different geomorphic subunits (Figure 13 ), the quality order of the lagoon slope surface models was IDW > LPI > OK > RBF, which was consistent with the order of lagoon bottom. The quality order of the deep patch reef surface models was LPI > IDW > OK > RBF, and the quality order of the shallow patch reef surface models was IDW > OK > RBF > LPI.
According to the CRLSA statistical results of the surface models of different geomorphic subunits (Figure 14) , the quality order of the lagoon slope surface models was RBF > OK > LPI > IDW, which was consistent with the order of lagoon bottom. The quality order of the deep patch reef surface models was OK > RBF> LPI > IDW, and the quality order of the shallow patch reef surface models was LPI > RBF > OK > IDW.
We obtained the mean morphological precision values of the surface models of different geomorphic subunits (Table 3 ). In terms of the mean RMSE value, the quality order was lagoon slope > lagoon bottom > shallow patch reef > deep patch reef. In terms of the mean CRLSS value, the quality order was lagoon bottom > lagoon slope > shallow patch reef > deep patch reef. In terms of the mean CRLSA value, the quality order was deep patch reef > shallow patch reef > lagoon slope > lagoon bottom. The morphological precision indices exhibited different anti-deformation abilities among different geomorphic subunits.
The above results showed that the unique morphological characteristics of the geomorphic subunits influenced the performance of the interpolation methods and determined the anti-deformation ability of the three morphological precision indices. According to the CRLSA statistical results of the surface models of different geomorphic subunits (Figure 14) , the quality order of the lagoon slope surface models was RBF > OK > LPI > IDW, which was consistent with the order of lagoon bottom. The quality order of the deep patch reef surface models was OK > RBF> LPI > IDW, and the quality order of the shallow patch reef surface models was LPI > RBF > OK > IDW.
The above results showed that the unique morphological characteristics of the geomorphic subunits influenced the performance of the interpolation methods and determined the antideformation ability of the three morphological precision indices. 
Adaptive Analysis of the Interpolation Methods for Lagoon Geomorphic Subunits
The comprehensive performance of different interpolation methods for constructing geomorphic subunit surface models was evaluated by the SAVEE method in order to determine the optimal interpolation method for different geomorphic subunits. First, the morphological precision index values were standardized, and a superposition calculation was implemented to obtain the comprehensive evaluation value.
According to the evaluation results (Table 4) , the comprehensive performance of IDW in the lagoon slope, LPI in the lagoon bottom, RBF in the deep patch reef, and LPI in the shallow patch reef was optimal, respectively. 
According to the evaluation results (Table 4) , the comprehensive performance of IDW in the lagoon slope, LPI in the lagoon bottom, RBF in the deep patch reef, and LPI in the shallow patch reef was optimal, respectively. In addition, the comprehensive evaluation values of optimal interpolation methods between patch reef and shallow patch reef and deep patch reef were compared. As shown in Table 5 , the optimal interpolation method of the patch reef at the second-order geomorphic scale was RBF, while the deep patch reef and shallow patch reef at the third-order geomorphic scale were RBF and LPI, respectively. This shows that different decomposition scales have a large influence on the determination of the optimal interpolation method of geomorphic subunits, which will influence the morphological precision of the reconstructed surface model. Table 5 . Morphological precision of surface models and performance comprehensive evaluation values of interpolation methods when the patch reef was decomposed by the second-order and third-order geomorphic scales.
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Robustness and Geomorphic Type Adaptability of Interpolation Methods
The performance of the several interpolation methods that were used in this study were better in terms of individual indices, but not sufficiently robust of synthesizing other indices. Ordinary kriging (OK), as a type of Kriging, has very high fitting precision in elevation (RMSE of elevation) and it is always preferred modeling method in many practical applications [28] [29] [30] [31] [32] [33] [44] [45] [46] . However, the high numerical precision also exists the phenomenon of over-fitting [47] [48] [49] . With the application of OK to obtain a high elevation numerical precision, the local morphology of the surface model may change, such as a concave slope becomes a convex one, thus causing the change of slope aspect. RBF fits a minimum-curvature surface through the input points, and ensure the preservation of trend in the sample data along with rapid changes in gradient or slope [30] , which enables it to maintain relatively good local slope aspect precision. In most cases, RBF is similar to geostatistical interpolation, and it also has the smoothing effect when obtaining better elevation numerical precision [28] [29] [30] [31] 45] . In previous studies, elevation numerical precision of IDW is lower than OK, RBF, or other interpolation methods [25, 28, [30] [31] [32] 50] . The maximum and minimum values of the surface model constructed by IDW can only be found at the sampling point [39, 43, 51] , which reduces the over-fitting of unknown points to a certain extent, so that it performs well in the shape precision of local slope.
The shape of the lagoon slope is inclined, mainly composed of fine coral sand with relatively flat and smooth surface [52] . IDW have been found to be good for interpolation of geo-morphologically smooth areas [30] . When compared with other methods, IDW has no significant difference in elevation numerical precision, and it has a higher shape precision of local slope. Therefore, IDW is superior to other methods in the comprehensive evaluation of geomorphic adaptability of lagoon slope. Shallow patch reefs generally have flat tops and are similar to the bottom of lagoons in macroscopic morphology [34] . At the micro level, the surface of shallow patch reef is full of coral reefs, and the lagoon bottom is composed of coarse grained coral gravel and coral sand, all of which have certain characteristics of local relief [34, 52] . From the results, the comprehensive evaluation values of LPI, RBF, and OK in the geomorphic adaptability of shallow patch reef and lagoon bottom are similar, but LPI is better than them. On the one hand, LPI method can reflect trend changes in all data points; on the other hand, it has the advantages of reflecting local features and making local smooth surface [53] . The deep patch reef is conical-shaped [52] , and the change of local slope aspect is the main factor affecting the simulation precision. The comprehensive evaluation value of OK is close to RBF, but the characteristics of RBF make it more suitable for morphological simulation of deep patch reef. When this morphological index system is considered comprehensively, OK is not the optimal interpolation method for any lagoon geomorphic subunit. The main reason is that when OK extremely approaches the macroscopic morphology as much as possible, the over-fitting effect causes the distortion of local morphology.
In fact, it is very difficult to use a formula to accurately express the natural morphological surface, so it can only make the simulated surface as close as possible to the natural surface. Currently, there have been many studies on the adaptability of geomorphic types of interpolation methods [29] [30] [31] 38, 47] . Some scholars have also studied the problem of over-fitting correction of interpolation methods, and put forward some feasible improvement methods, such as cross validation [47] [48] [49] . However, it is well known that the optimal interpolation method for different geomorphic types is relative, which means that no interpolation method is absolutely suitable for a geomorphic type. In addition, the interpolation methods that were used in this study are common in other fields, and the optimal interpolation method of each lagoon geomorphic unit may be different if other interpolation methods are involved in model building. In order to construct a surface model with morphological fidelity, we need to further the study of surface model reconstruction methods.
Effect of the Geomorphic Decomposition Scale
When the geomorphology is decomposed at different scales, the final reconstruction surface model will be different and will further affect the reconstruction approaches. For example, as shown in Table 5 , patch reef at the second-order geomorphic scale was further decomposed into shallow patch reef and deep patch reef, so there were differences in the morphological precision and optimal construction methods of the final surface model. Essentially, these differences in morphological precision and optimal construction method are caused by the difference of local morphology between the shallow patch reef and the deep patch reef.
In the previous studies, morphological features, the sampling point density and distribution, and different interpolation parameters all have a large influence on the performance of interpolation methods and morphological surface precision [28, 31, 37] . Among them, geomorphic type determines the difficulty of surface expression. However, the effect of this difference on morphological surface reconstruction is mostly discussed at the same geomorphic scale [29] [30] [31] 38, 50] . In this study, the differences in surface morphology between patch reef and lagoon slope and lagoon bottom were compared at the same scale as previous studies, while that between patch reef and shallow patch reef and deep patch reef were compared at different geomorphic scales. Comparison results show that we should pay attention to the influence of geomorphic decomposition scales on the surface morphological reconstruction in the actual production process.
In theory, geomorphic types can be infinitely decomposed as long as reasonable and effective decomposition bases or methods exist. However, further decomposing a geomorphic unit becomes difficult after it has been decomposed to a certain extent. Therefore, it is necessary to further establish the decomposing signs or indicators of the geomorphic types at different scales.
Potential and Shortcomings of the Morphological Precision Index System
Research on surface-model precision has been ongoing, but it has mostly focused on the numerical precision of the elevation in the surface model [19, 28, 30, [35] [36] [37] [38] , and a few studies have considered shape reliability [31, 36, 54] . From the perspective of morphological characteristics, the numerical precision of elevation is only a measure of the elevation dispersion degree of points. This study proposed that any morphological characteristics can be expressed by "point, line and area" as the three main features. Therefore, when combined with the RMSE of the elevation (to measure the elevation dispersion degree of points) and local slope shape error (to measure the concave and convex properties of areas), the local slope aspect error (to measure the direction change of lines) was proposed to build a morphological precision index system. When compared to many previous studies, the morphological precision index system established in this study is a more comprehensive system. For another, the proposed morphological precision index system was combined with the SAVEE method, which provides an approach for the reconstruction methods optimization of surface model by considering the multi-index differences.
Furthermore, the precision index system has been applied well in the morphological precision assessment of the lagoon. We consider that this technique can be also applied to the morphological precision assessment of other research fields, such as the surface erosion, deposition change, and the precision assessment of terrain sampling data thinning.
However, many questions remain regarding the quality connotation and assessment method of the surface model, such as the morphological precision of the simulated geomorphology surface model and how this value be quantified. The morphological index system in this study does not represent a complete system. It is a comprehensive system, and other indices representing morphological changes should be considered. Therefore, both the theories and approaches of assessing geomorphological precision require further research.
Conclusions
Understanding the geomorphic evolution of coral reefs requires reconstructing their morphological surface models. However, it is unclear which method is optimal for lagoon geomorphological reconstruction, and the theory and technique are currently not yet sufficient to assess morphological precision. Therefore, this study designed a morphological precision index system and evaluation approach. The lagoon geomorphic unit of a typical atoll in the Nansha Islands was used as the experimental object. Surface models of the lagoon's geomorphology were established by several conventional interpolation methods, and precision assessment and performance evaluations were conducted. The key findings in this study were as follows:
(1) OK had the best performance in terms of RMSE but poor performance of CRLSS. IDW had the best performance in terms of CRLSS but poor performance of RMSE and CRLSA. RBF had the best performance in terms of CRLSA, but the worst performance of CRLSS. The performance of these interpolation methods was not sufficiently robust in the morphological reconstruction of lagoons. Because of their unique morphological characteristics, the surface models of the lagoon's geomorphic subunits had various quality orders in the three of the morphological precision indices, indicating large differences in morphological precision among the lagoon's geomorphic subunits. The morphological characteristics of the lagoon's geomorphic subunits determined their anti-deformation ability in the three morphological precision indices when reconstructing morphological surface models. (2) The adaptive analysis results showed that IDW was the optimal method for lagoon slopes, LPI was the best method for lagoon bottoms and shallow patch reefs, and RBF was better than the other methods for deep patch reefs. Previous studies generally showed that kriging was superior to other interpolation methods in many fields, but kriging was not the optimal interpolation method for any of the lagoon's geomorphic subunits when being measured by the morphological precision index system. (3) In addition to morphological features, the sampling point density and distribution, and different interpolation parameters, the geomorphic decomposition scale was an important factor affecting the reconstruction precision, which greatly affects the determination of the optimal interpolation method for geomorphic subunits and the morphological precision of the reconstructed surface models. (4) The proposed morphological precision index system can assess the morphological precision of reconstructed surface models more comprehensively from three aspects: the dispersion degree of the point, the direction accuracy of the line, and the shape accuracy of the area. This system can reflect the differences in reconstruction ability of interpolation methods in local morphologies. SAVEE can evaluate the performance of the reconstruction methods comprehensively by considering the differences in multiple precision indices. These methods extend the theory and method of morphological precision assessment and can be applied to other research fields. In future research, the morphological precision assessment theory and the new reconstruction approaches will be important directions for the theoretical research on geomorphological reconstruction. 
