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Abstract
Human muscle activation patterns have proven di cult to characterize due to the large
number of degrees of freedom present in the system. As a result, e↵orts to e↵ectively
reduce the number of degrees of freedom used to characterize this system have become
an important area of research. The underlying characteristic behind the reduction in
dimensionality is the ability to group together individual degrees of freedom (typically
muscles) together to create new variables that act as the input to the system. In these
experiments, two common grouping methods are explored: principal component analysis
(PCA) and non-negative matrix factorization (NMF) subjected to a generalized Akaike
information criterion (AIC) to serve as a quality of fit estimator. These are used to
group the muscle activity of individuals during quasi-static force production tasks to
synthesize reduced-order models that account for 90% of the muscle activity contributing
to the task. Regression techniques are then utilized to obtain mathematical models
that describe the system’s behavior. Ultimately, we show that the system’s response
is a multi-valued function and linear combinations of predetermined functions perform
poorly in terms of goodness of the fit at capturing the data. However, a Fourier series
parameterization through time yields promising results in terms of validity of studying
reduced order models and how they may be used to further study robotic systems or
form movement characterization and rehabilitation infrastructure.
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Introduction
Human muscle coordination has proven di cult to characterize, as the motion or force
produced by a combination of muscles activating in conjunction with one another presents
an under-constrained problem with infinitely many solutions. Di↵erent muscles may act
in varying amounts to achieve the same motor objective, such as applying force in a
specified direction on a static object. However, allowing for a reduction in the degrees
of freedom present in this under-constrained system may simplify the problem greatly.
While this creates a problem that is easier to study in scope, it may also provide insight
into how the central nervous system (CNS) chooses to opt for one solution to the task
over another. There are several dimensionality reduction techniques that have been pro-
posed, each with their own advantages and disadvantages [1]. This paper aims to study
two techniques in detail, across a number of force production tasks, in order to present
a plausible mathematical model that maps muscle activation patterns to isometric force
output by human limbs in tasks with kinematically constrained endpoints.
First translated to English in 1967, the seminal book The Co-ordination and Regulation
of Movements by Nikolai Bernstein, discussed the reduction in degrees of freedom by
the CNS and became an integral concept in studying human muscle coordination. In his
research, Bernstein proposed that the CNS has preferred modes of activation of di↵erent
muscle groups and controls muscle groups to a lesser extent when they are not acting to
accomplish the task at hand [2, 3]. Early studies on lamprey eels have made observations
consistent with this grouping of muscles [4]. In these studies, a single input signal made
in the spinal cord results in contractions of multiple muscles in the eel to produce back
and forth movement of the body. This suggests that with a single input to the system,
motion consistent with a locomotive action can be observed. This tendency for the CNS
to group muscles together stereotypically has also been observed in activation patterns
of frogs [5–8], where a single input signal applied to the frog’s spinal cord results in an
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extension of the leg consistent with behavioral actions (e.g. jumping). This encoding
of a single input signal resulting in a complex, yet common movement suggests that
there may be signal conditioning inherent to the system that allows for simple inputs
to be translated to commonly observed actions. Further research into the locomotive
processes of cats have shown similar results [9], wherein a similar application of a signal
results in a complex movement consistent with muscle contractions used in locomotive
processes. This has also been observed in certain primates [10]. The prevalence of these
observations suggest that this may be an intrinsic behavior of the CNS in humans as
well [3, 11–17].
For human muscle activation patterns during task-specific actions, possible solutions
have already been formulated using a number of dimensionality reduction techniques [18].
This presents a manifold within the space of all muscle activations on which preferred
solutions lie and a complimentary manifold on which muscles are not directly controlled
for the task [19–22]. In studying these manifolds, matrix factorization algorithms or
principal component analysis (PCA) are typically used as techniques to group together
muscles that contribute the most to the task [18, 23]. However, while these solutions
represent possible muscle groupings, the extent of validity of these solutions may prove
di cult depending on the testing environment [24]. As a result, two types of tasks are
studied in this paper with varying amounts of kinematic constraints in order to make
inferences on the e↵ect that this has on the mathematical model created.
The muscle grouping techniques studied in this paper consist of the commonly used
principal component analysis (PCA) [18], as well as non-negative matrix factorization
(NMF) subject to the Akaike information criterion (AIC) [1, 10, 25, 26]. Both have po-
tential advantages and drawbacks when it comes to accuracy and physiological meaning
in the mathematical model proposed, allowing for in-depth comparison in the mathe-
matical formulation of the mapping from muscle to force space. Additionally, non-linear
transformations are explored from one space to another to propose an accurate model
for muscle coordination.
To investigate the e↵ect that the task has on the validity of the model, two sets of
tasks are considered: upper limb activation and whole-body activation. In the upper
limb task, the body is relatively unconstrained, allowing for the body to freely pick
a desired kinematic solution to satisfy the constraint of grasping and applying force
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on a transducer mounted on the end e↵ector of a robot. Conversely, the whole-body
activation task involves strict kinematic constraints, as the limb being tested is attached
to a wall-mounted force transducer, allowing for far less freedom of movement. This will
allow not only for the comparison between muscle grouping methods [13, 14], but the
constraints on the task and how stabilization of the lower body will play a role as well
[27].
By conducting a formal analysis on the grouping techniques, types of mapping tech-
niques, and task-specific behavior, this experiment aims to present a mathematically
sound method to represent the intrinsic decision making techniques of the CNS. By
gaining insight into the inner workings of human motor control, this experiment may
open the door to new advancements in rehabilitation techniques [28–30] for neuromo-
tor disorders such as multiple sclerosis [31], cerebral palsy [25], and stroke [32]. This
work may also allow for more natural movements of robotic systems [33], such as mo-
torized prosthetics and orthotics, and potentially lead to better understanding of how
to artificially represent human movement patterns.
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Methods
Experimental Setup
All procedures were approved by the local Institutional Review Board (IRB) and all
participants gave voluntary and signed informed consent. The experiment consisted
of two separate trials: full body data collection and upper limb data collection. The
relevant documents can be viewed in appendix B. The experiment was designed in this
way to compare results when the experiment environment changes. This change consists
of the additional kinematic constraints placed on each subjects limbs while performing
the trial.
Full Body Activation Trial
For the full body trial, 11 typically developed adults with no known history of neuro-
muscular disorders performed a set of actions on a wall mounted force transducer in
four di↵erent configurations: attached to the forearm, upper arm, thigh, or shank. In
each case, only the participant’s associated limb on the right side was tested. For every
configuration, the participant was instructed to stand in the second position of the feet
and preparatory position of the arms of classical ballet. They were then instructed to
apply force perpendicular to the force transducer by activating only the post-proximal
joint to the force transducer in each configuration (i.e. elbow for forearm, shoulder for
upper arm, etc.). In the cases of the thigh and shank, the participant was instructed
to perform a plie´. Due to testing apparatus requirements that the associated portion
of the participant’s body was strapped to the wall mounted force transducer, the par-
ticipant’s freedom to move their limb was constrained to the instructed positions. The
experimental setup including the standing position of the individual and the location of
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the force transducer in each trial can be seen in figure 1. Each task consisted of four
distinct phases:
Figure 1: Standing positioning of limbs and force sensor location for the full body
trial. The red circles represent where the force sensor was placed for each limb activation
task.
1. The participant applied their maximum force e↵ort (MFE), and pushed perpen-
dicularly into the force transducer as instructed above.
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2. The participant applied their MFE, and pulled perpendicularly away from the
force transducer.
3. The participant pushed into the force transducer ten times with 30% of their
maximum pushing e↵ort.
4. The participant pulled away from the force transducer ten times with 30% of their
maximum pulling e↵ort.
For phases 3 and 4 the participants were given a real-time plot of their perpendicular
force as compared to their maximum e↵ort for visual feedback and correction as the
phase proceeded. The plot showed the participant the magnitude of their MFE, a line
at 30% of their MFE, and additional lines at ±10% of that target 30%. All relevant
signals (EMG and force) are passed through an analog to digital board that feeds into
a central computer running an instance of the Qualisys Tracker Manager (Qualisys,
Go¨teborg, Sweden).
Upper Limb Activation Trial
For the upper limb trial, 11 typically developed adults with no known history of neu-
romuscular disorders performed a set of actions with only their right hand on a force
transducer mounted on the end e↵ector of a 5-DOF Kuka Youbot (Kuka Robotics, Augs-
burg, Germany) manipulator. The participants in the upper limb trial were di↵erent
than the participants for the full body trial. During the upper limb trial, the robot
cycled through a set of five end e↵ector positions, each corresponding to a vertex of a
rhombus, with the robot’s starting point located at the geometric center of the rhombus.
The arm positioning and location of the end e↵ector of the robot can be seen in figure 2.
At each location, the participant was instructed to perform each of the following tasks:
1. Apply their MFE along fourteen di↵erent directions in a frame of reference centered
on the head of the end e↵ector:
(a) The ±x, ±y, and ±z axes of the force transducer
(b) The eight directions pointing to the vertices of a unit cube centered at the
end e↵ector.
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Figure 2: Arm positioning during the upper limb trials. The blue rhombus lying in
a plane represents the location of the end e↵ector of the robot, with each position of
data collection being shown with a red circle.
For each axis defined above, the participant applied their maximum force in both
directions (i.e. +x and  x for the x axis of the force transducer, etc.).
2. Apply an alternating pushing and pulling force for 10 full cycles (one push and one
pull defines one cycle), using 30% of their maximum e↵ort, in each of the collinear
directions listed above.
During each data collection period, the participant was seated and instructed to keep
their elbow raised, level with their hand, as close as possible to preparatory position
of the arm of classical ballet. However, unlike in the full body trial, this joint was not
strictly constrained by the testing apparatus. To ensure the accuracy of the collected
data, participants were given adjustment instructions by the presiding investigator as
to whether they were applying a force that was too small or too large.
Electromyography Data Collection
For both full body and upper limb trials, surface wireless electromyography (EMG)
sensors (Delsys Trigno, Natick, MA, USA) were placed on each participant to record the
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EMG activity patterns among various muscles. For the full body trial, 32 EMG sensors
were utilized; 16 for the right side of the participants body and 16 for the left. Similarly,
16 EMG sensors were used in data collection in the upper limb trials, with eight being
for the right side of the participants body and the remaining eight for the left. A list of
muscles examined in these experiments can be seen in table 1 The muscles analyzed on
each side of the participants bodies are the same, producing symmetrical configurations
of muscle data. For consistency, the first eight muscles on each side analyzed in the full
body trial were the eight muscles on each side analyzed in the upper limb trial. For
the full body trials, the EMG signals were collected at 1000 Hz, and for the upper limb
trials, the EMG signals were collected at 1925.93 Hz.
Table 1: List of muscles examined in the upper limb and full body trials. The left
column contains muscles studied in both tasks, while the right contains the muscles
only included in the full body trial. All muscles were captured on both the right and
left sides of the participants’ bodies.
Muscles in Both Studies Muscles in Only Full Body Trials
Middle Deltoid Semitendinosus
Triceps Brachialis (Lateral Head) Adductor Magnus
Biceps Brachialis Rectus Femoris
Extensor Carpi Radialis Vastus Medialis
Flexor Carpi Radialis Anterior Tibialis
Upper Trapezius Medial Gastrocnemius
Infraspinatus Rectus Abdominus
Latissimus Dorsi Erector Spinae
For the purposes of measuring the proportion of activation of each muscle instead of
simply the recorded voltage of activity measured in each muscle, it was necessary to
determine the voltage of the maximum voluntary contraction (MVC) of each muscle of
each participant. As such, before the participants performed the force trials, the MVCs
of each tested muscle were determined by having the participant activate each muscle
isometrically. The protocol for finding the MVC of each muscle listed can be seen in
appendix C.
Data Processing
The data from both the full body and upper limb trials were subjected to the same data
processing techniques. As such, a distinction will not be made between data processing
Methods 9
for the full body trial and the upper limb trial, with one exception: for the upper limb
trial, the force and EMG data were collected at di↵erent frequencies and started at
di↵erent times. As such, the data was synchronized by matching the first peak in force
data with the first peak in the EMG signal for the triceps on the right side, and all times
of interest found were scaled by the ratio of the two sampling frequencies. A diagram of
the flow of the data throughout processing is included in figure 3.
EMG Signal Conditioning
All EMG signals were first rectified by taking the absolute value of the signal at every
point in time. Then every signal was rectified and filtered using a fifth order low-pass
Butterworth filter at 100 Hz. This cuto↵ frequency was decided upon following visual
inspection of the frequency spectrum of the signal. Finally, every signal was normalized
to the maximum value of the MVC of its respective muscle to yield the percentage of
maximum activation for each individual muscle. This allowed for the comparison across
di↵erent muscles and participants.
Peak Isolation
To isolate the ramp up to peak activity for every push or pull, both the force/moment
and EMG signals were used. First, the magnitude of the force was found by taking
the Euclidean norm of the force signal, and the channels containing the moment data
were excluded. This magnitude was used to find the times at which the force reached its
maximum magnitude. This was done by finding the local maxima in the force magnitude
with the added condition that the minimum peak prominence must have been at least
15% of their MFE. These times will be referred to as t1. This cuto↵ was chosen as a
conservative estimate, as many participants grew tired in later trials, which may have
caused them not to reach the 30% target.
Once the peak times were isolated, the EMG signals were used to find the starting time
of each action. A necessary next step was to identify a prime mover, the muscle that
contributed directly to the task, as di↵erent subjects used di↵erent motor strategies to
push or pull depending on their body’s preferred method of achieving the task. This
means that while a single task will have consistent muscles that act to perform the task,
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di↵erent motor strategies implemented by the participants led to some of these muscles
having little to no activation. As such, the prime mover was chosen among a number
of muscles that may have contributed to the task upon visual inspection of the data.
Using the Teager-Kaiser Energy Operator (TKEO) [34, 35], energy of the signal was
estimated. Based on the estimated energy of the EMG signal and the peak times from
the total force signal, the point at which the signal activity became more significant
than the noise [34–36] was determined using the Approximate Generalized Likelihood
Ratio (AGLR) test. In this test, the energy signal of the prime mover between peaks
(or between the beginning of the signal and the first peak for the first push) acted as
an input to the AGLR test with a sliding window of 50ms. The noise distribution was
assumed to be Gaussian, and the noise threshold was defined as two standard deviations
of the noise present in the data at baseline, before any action had occurred. The output
from this test yielded the time of each onset, t0, for each action.
The full trial time series was truncated between the time indices t0 and t1 for each action.
Finally, the baseline muscle activity was subtracted out of the muscle signals and the
baseline force o↵set was subtracted out from the force signals. As mentioned above,
for the AGLR test, the baseline activity for the muscle was defined to be two standard
deviations of the noise present in the signal prior to the first action. As such, this was
the quantity subtracted out of each signal to obtain the final isolated peak ramp up
signals. These signals represent the data analyzed for the muscle grouping.
Muscle Grouping
Two techniques were used to group the muscles: principal component analysis (PCA)
at 90% variance accounted for (VAF) [37] and non-negative matrix factorization (NMF)
[26, 38] subject to generalized Akaike information criterion (AICc) [38] at 90% variance
accounted for. It is worth mentioning that the two techniques actually use two di↵erent
methods to group the muscles, with PCA looking for axes of high variation and NMF
looking for sources in the data that cause that variation. Despite this, PCA and NMF
are typically used to group muscles together that act synergistically, as they often yield
similar results. Because of the di↵erences inherent in these techniques and the similarity
in results, it lends credibility to the notion that these muscle groupings may be an
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encoded part of the decision making infrastructure of the CNS, as both find similar
variational patterns.
PCA and NMF were applied to every peak ramp up section of the data. This yielded
two matrices containing loading coe cients for each muscle. From PCA, this matrix is
made up of the eigenvectors of the covariance matrix obtained from the analysis. For
NMF, this matrix is the resultant non-negative matrix obtained in factorization. In each
case, these matrices will be referred to as loading matrices. Then, these matrices were
used to reduce the measured degrees of freedom of the task from 16 or 32, depending on
whether it is upper limb or full body, down the number of degrees of freedom necessary
to obtain a 90% VAF. The matrices received from NMF were already reduced to 90%
VAF by the AIC cuto↵ used when forming them. However, the loading matrix from
PCA needed to be reduced manually. To do this, the loading matrix was truncated
at the number of columns consistent with the number of principal components (PCs)
that account for 90% of the variance in the trial. The EMG and force/moment time
series were then transformed by the loading matrices for each, leading to reduction in
dimensionality, i.e. the projection of the data onto the new PCA or NMF bases at 90%
VAF. This was done with the force/moment signals to ensure that the muscle activity
was compared to the force e↵ort variation with the most variance, as subjects may have
deviated slightly from the push/pull direction in which they were instructed to act.
Mathematical Model Synthesis
To synthesize the mathematical model, several techniques were used to fit the data
projects into the PC space. The most common technique used in other literature is lin-
ear regression between the projected muscle space (EMG signals transformed by the
PCA loading matrices) [18] and the governing task variable (in this case projected
force/moment PCA space). In this experiment, more regression techniques were ex-
plored, involving higher order, nonlinear terms. Additionally, a Fourier series fit was
used, as many oscillations can be observed upon visual inspection of the data. With the
exception of the Fourier series fit, all mathematical models were synthesized by finding
a least-squares solution between projected force/moment and projected muscle space.
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PCA and NMF Comparison
The tasks studied in this experiment were chosen deliberately to be kinematically con-
strained. The reasoning behind this is that in a kinematically constrained environment,
the degrees of freedom of the system are large. This means that the decision making
processes inherent in these tasks is not limited the task. By allowing freedom of solu-
tions, the CNS to displays its preferred mode of activation, i.e. what is most natural or
easiest for the system to do.
Studying the natural activation patterns of the system allows the two factorization
techniques to group muscles that share high correlation in the task under the constraints
of each algorithm. To study the similarities and di↵erences between the results of the
two techniques, the unit projection between each PC and each loading vector found in
NMF is found in order to determine how similar or di↵erent the two grouping methods
are. The unit projection between these two vectors will be referred to the correlation
value between the two muscle loadings. In addition to determining similarity between
the vectors, this process also helps to shed light on which muscle grouping in NMF may
account for the most variance, as NMF loading vectors are not ordered by the VAF like
those of PCA.
In both full body tasks and upper limb tasks, on average the unit projection between
the first PC and the loading vectors of NMF result in nearly equal correlation between
the first PC and two of the NMF vectors as seen in figure 4. In this figure, two muscle
groups in NMF correlate greatly to the first principal component, with the correlation
value being around 0.9 for each. Since this is the magnitude of the projection, one highly
correlated muscle group (group 3) is nearly parallel to this PC, while the other (group
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2) is nearly anti-parallel. This suggests that the information encoded within the first
PC is typically divided among multiple NMF loadings. This makes sense, as many NMF
loadings typically contain one or two muscles with very high weights attached to them,
while PCA often contains many more muscles that are weighted heavily.
Figure 4: Correlation between PCA and NMF loadings. Each sub-graph contains the
unit projection between the n-th PC with all loading vectors from NMF up to 90%
VAF.
Quality of Regression
Upon visual inspection of the data in projected PCA or NMF space, there are a few
observations to note. First, there is a tendency for high amounts of oscillations present
in the projected EMG space. In addition to these oscillations, the various muscle groups
tend to be out of phase with one another, leading to an inherent switching between which
group is dominant during the task. A common tendency in how both PCA and NMF
choose to group muscles is that the first grouping is often responsible for the beginning
portion of the action while later groups govern the final portion of the action. This is
likely due to the feedback given to the individual during the task telling them when
they approached 30% of their MFE. It would seem that muscles are often grouped by
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whether they are a part of the initial large portion of the force e↵ort or they are part of
muscles responsible for fine-tuning the force e↵ort. This can be seen in the force profile
as a definite slope change in the force produced during the action. When the slope
reduces, a second muscle mode of activation becomes dominant for more accurately
controlling the force. Additionally, in the full body trials, the participants are standing,
and depending on the participant’s preferred mode of activation, some other muscle
groupings obviously govern postural control, as they have high loadings in muscles such
as the infraspinatus, latissimus dorsi, and a variety of leg stabilizers. This switching
behavior can be seen in more detail in the Fourier parameterization later in figure 8
Full Body Trial
For all tests performed in the full body trial, PCA gave a better characterization of
the data than NMF on average, meaning that the root mean square (RMS) error for
the di↵erent fits tried was minimized through projection of the data onto PC space.
Additionally, as expected, the fits are better as the order of the polynomial used to
fit the data increases. The logarithmic fit was implemented in an attempt to capture
the behavior of the data to appear logarithmic in nature leading up to peak muscle
activity in the projected space as can be seen in figure 5. However, the logarithmic
fit performs poorly in general. This is likely because while the first PC in EMG may
somewhat exhibit this behavior, the same cannot be said for the other PCs that make
up a statistically significant portion of the task. Additionally, while the projected data
follows a logarithmic relationship leading to the peak muscle activity, there is a tendency
for the projected muscle data to return back to the origin as the task nears completion.
The two linear fits used in these experiments performed poorly on average, with the fit
in which the intercept is forced to be zero performing slightly worse in general. While
it would make physiological sense for the intercept to be zero, as no muscle activity
should correspond to no force, the intercept found in all linear fits otherwise is small
in comparison to the RMS error. This means that with the uncertainty present in
these linear fits, a zero intercept is still within a reasonable range considering the error.
Because of the insu cient quality of the RMS error present in the linear fits, they do
not seem to give a good characterization of the data in these kinematically constrained
tasks. As such, despite the prevalence of linear fits in similar experiments, for these
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Figure 5: Time evolution of the first principal component projection plotted against
force exhibiting a logarithmic-like relationship. The warmer colors correspond to later
time captures.
tasks with large constraints on movement, it would seem that they do not match the
data in an accurate enough way. The RMS error of all full body trial tasks can be seen
in figures 15-22, and the the statistical properties of these can be seen in the box plots
corresponding to the RMS errors in figures 23-30 in appendix A. The overall RMS error
for the entire full body trial is quantified in figure 6.
While the fits generally are better as the order of the polynomial increases, the robustness
of the fit becomes greatly limited. As such, it would seem that if a regression technique is
to be used, based on the data collected from the full body trials, a 5th order polynomial
should be the most su cient in characterizing the data, as the improvement in RMS
error for higher order fits comes with diminishing returns and poor robustness margins
as they are susceptible to over-fitting the data.
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Figure 6: RMS error of the displayed fits for the full body trial. For ”lin int=0” the
fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
Upper Limb Trial
For the upper limb trial, the RMS error is lower for the NMF characterization of the
data on average compared to that of PCA. For the linear fits, however, the two charac-
terizations perform nearly identically. For the upper limb, NMF likely performs better
due to the fact that the subjects are sitting. Because of this, combined with the fact that
no EMG sensors are placed on the subject’s core or lower body means that no stabilizers
will appear in any muscle groups. Since only the muscles contributing directly to the
task show up in the muscle groups, and few muscles will contribute to the given task at
hand, muscle groupings contain high weights placed on individual muscles, which is a
property NMF proved very e↵ective at capturing.
Similar to the full body trial, the RMS error decreases as the order of the fit increases.
This makes sense as a higher order fit should manage to fit the data better. Additionally,
the logarithmic fit performs the worst of all fits tried. Much like the full body trial, while
the first muscle group roughly matches a logarithmic relationship, the later groups do not
share this property. Also similar to the full body trial, the improvements in RMS error
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with higher order fits yield significant diminishing returns after a 5th order polynomial
fit. The RMS error of the fits during each trial position of the robot can be seen in
figures 31-35 appendix A. The average RMS error for each fit during the upper limb
trial can be seen in figure 7.
Figure 7: Box plot of the RMS error of the displayed fits for the upper limb trial.
For ”lin int=0” the fit is forced through the origin. The fitted data for projection using
PCA is in blue, while the projection using NMF is in yellow.
The common property shared by nearly all trials and participants in the upper limb
trial in relation to that of the full body trial is that the RMS error for all upper limb
trials is significantly higher than in the full body trial. This is to be expected, as the
upper limb trial is significantly less constrained than the full body trial, as the arm of
the participant is no longer held in place at the proximal joint of activation. As such,
fewer constraints on the system allow for far more variation during the task. While
participants were instructed to keep their arm level with their shoulder, as they became
fatigued throughout the trial, there is no hard constraint keeping the arm in place.
Additionally, the lack of additional kinematic constraints allow di↵erent participants to
implement di↵erent motor strategies in order to accomplish the task.
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Figure 8: Fourier series (3rd order) fitted to the first two projections of the principal
components (accounting for 90% of the task).
Fourier Parameterization
The primary issue with the sort of regression techniques explored is that the data, once
projected into the new space given by PCA or NMF, takes on multi-valued character-
istics, meaning that one value of EMG activity can correspond to multiple values along
the force trajectory. Because of the large amounts of oscillatory behavior present in
the projected EMG data and its multi-valued nature, Fourier series were investigated as
a type of characterization. For this, the projected signals were parameterized through
time and fitted using a Fourier series. The reasoning behind this is that a Fourier se-
ries is able to capture the inherent behavior of the signals at a much lower order than
a polynomial, and parameterizing through time removes the issues presented by the
multi-valued nature of the relationship. In figure 8, the first two (accounting for 90% of
this task) principal components are fitted with a Fourier series. for these two PCs, the
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governing equations found are the following:
EMGPC1 = 3.699 + 1.807 sin(!1t)  2.837 cos(!1t)+
0.57 sin(2!1t)  2.598 cos(2!1t) 
0.8244 sin(3!1t)  0.2466 cos(3!1t)
!1 = 0.1475
EMGPC2 = 0.8724 + 0.421 sin(!2t)  1.031 cos(!2t) 
0.5085 sin(2!2t)  0.4803 cos(2!2t) 
0.3682 sin(3!2t) + 0.1034 cos(3!2t)
!2 = 0.1627
where EMGPCi is the EMG data projected onto the i-th PC and t is in ms. Additionally,
the force can similarly be fit using a Fourier series. This can be seen in figure 9.
Figure 9: Fourier series (3rd order) fitted to the force activity.
The function describing the plot parameterizing the force activity through time is given
below:
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F = 1.066e7 + 1.596ee7 sin(!t) + 1.159e6 cos(!t)  6.338e6 sin(2!t) 
9.261e5 cos(2!t) + 1.044e6 sin(3!t) + 2.309e5 cos(3!t)
! = 0.001804
When using a Fourier series to fit the data, much like the polynomial fits, the RMS error
decreases as the order of the fit increases. In the Fourier series the fits the diminishing
returns in increasing the order happens on average at a 3rd order fit. While the sinusoidal
functions of a Fourier series are very good at capturing the oscillatory nature of the
projected data, they do come with an added cost. The Fourier fit explored in this
is one dimensional, meaning it can only approximate the di↵erent muscle groupings
independently. This characterizes the gradual switching between group dominance that
happens in many of the subjects, i.e. the large loops that happen as an equal combination
of the basis vectors as seen in figures 11 and 12. This shows the e↵ectiveness of a
Fourier series fit in subjects that exhibit this kind of behavior. However, using these
mathematical tools there is no technique that could capture the behaviour of the systems
without parametirzation through time.
Discussion of Individuals
There are a few features that are worth mentioning in these experiments. Based on a
priori knowledge of the abilities of some individuals, some additional conclusions can be
gleamed from their data. First, one subject in the full body activation trial has had
a considerable degree of strength and motor control training in the form of extensive
fitness and dance conditioning. As such, the data in the trials from this subject contain
much higher frequencies and faster force ramp up times. This results in the need for
much higher order fits for this particular individual for both Fourier and polynomial fits.
The time evolution of this individual’s data can be seen in figure 10.
Across the various subjects tested, there were essentially two di↵erent patterns in the
data projected into the space of muscle groups. Either the projected data is basically
aligned with the new transformed basis, or the majority of the data is aligned with
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Figure 10: Time evolution of the subject with high variability in muscle groups during
one ramp up in force. The di↵erent PC projections can be seen in the top graph while
the force profile can be seen in the lower graph.
continuous switching as the action continues. These two behaviors can be seen in figures
12 and 14
Di↵erences in subjects with di↵erent motor control training, strength conditioning, and
motor strategies make a canonical fit between subjects more or less impossible with
the current regression techniques used. However, a Fourier series parametrization has
allowed for clear reduction in dimension of the system through representation of the
data expressed in terms of a single parameter: time.
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Figure 11: Time evolution of the first two principal component projections plotted
against force. The warmer colors correspond to later time captures.
Figure 12: Time evolution of the first two principal component projections plotted
against one another. The warmer colors correspond to later time captures.
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Figure 13: Time evolution of the first two principal component projections plotted
against force. The warmer colors correspond to later time captures.
Figure 14: Time evolution of the first two principal component projections plotted
against one another. The warmer colors correspond to later time captures.
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Conclusions and Future Work
Using the regression techniques in these experiments, none of the initial fits were able
to su ciently characterize the data. This proved contradictory to the ubiquitous use
linear regression to describe these relationships from muscle group activity to action
output, and shows the inherent flaws in describing this multi-valued behavior using a
linear fit. The lowest average RMS error achieved in the fits for the full body trial was
0.0992 with a 5th order polynomial fitted. Considering the range the projected data
can occupy is limited between 0 and approximately 1.2 (depending on how the loading
vector combines the data) an RMS error of 0.0992 still leaves quite a bit of room for
improvement. As such, none of these regression techniques capture the behavior of the
data in a meaningful way. This is ultimately a result of the multi-valued nature of
the relationships. Because the data exhibits oscillatory behavior along di↵erent axes of
activation, a function relating muscle activity to force produced cannot be found directly
and must be parameterized through an alternate, monotonically increasing variable.
While the initial fits are insu cient, the Fourier series fit is promising. However, the
Fourier fits present a di culty in that they can only feasibly capture the data along the
newly transformed basis. That being said, representation of the data using sinusoidal
functions allows for the projected data to be accurately characterized when parameter-
ized through a single variable, in this case time. The ability of sinusoidal functions to
accurately capture the complexity of the data in a reduced dimension to form a near-
monotonically increasing force profile lends itself well to showing the validity of studying
this complex system with many degrees of freedom in a lower-dimension environment.
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Applications
Studying a complex system, such as the human body, as a reduced-dimension system
of linear combinations of the original basis elements of the system has many parallels
in similar areas of study. One such area is the study of robotics. Studying movements
produced by a human body in a space of reduced dimensionality can allow for far bet-
ter approximation of these human movements by limited dimension systems, such as
a robotic manipulator. This could allow for more natural-looking movements of these
systems, and could reduce the computational cost of achieving natural movements in
consumer robotics, motorized prosthetics or orthotics, and simulations of human move-
ment.
In addition to robotic applications, the ability to study human actions in a space of
reduced dimension can help in identification and treatment of individuals with atypical
motor behavior. This is due to accounting for fewer parameters when looking for this
type of behavior, and it helps in allowing these individuals to match the motor behavior
of people with typical development in their motor control as far fewer parameters need
to be matched to achieve correspondence.
Future Work
Due to the inability of the regression techniques used in these experiments to accurately
characterize the motor behavior of typically developed adults, moving forward, a new
attempt at characterization based on the use of neural networks will be taken into
account. One major shortcoming of the regression techniques tried in this study is their
reliance on linear combinations of known functions to achieve a viable mapping. Using
regression through a neural network will allow for a wider variety of functions to be
taken into consideration, including those with highly non-linear behavior.
Additionally, a motor behavior classification system has been developed based on this
research and will be put to work in future experiments. This classification system takes
the form of a mixed reality game wherein the objective of the game can only be achieved
by matching the force production patterns of the typically developed individuals who
participated in these experiments. The game will be tested on its ability to accurately
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characterize and diagnose elements of spasticity and dystonia in children with cerebral
palsy. The future prospects of these experiments show a great deal of promise.
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Appendix A: Additional Figures
Figure 15: RMS error of the displayed fits for the upper arm push trial. For ”lin
int=0” the fit is forced through the origin. The fitted data for projection using PCA is
in blue, while the projection using NMF is in yellow.
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Figure 16: RMS error of the displayed fits for the upper arm pull trial. For ”lin
int=0” the fit is forced through the origin. The fitted data for projection using PCA is
in blue, while the projection using NMF is in yellow.
Figure 17: RMS error of the displayed fits for the forearm push trial. For ”lin int=0”
the fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
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Figure 18: RMS error of the displayed fits for the forearm pull trial. For ”lin int=0”
the fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
Figure 19: RMS error of the displayed fits for the thigh push trial. For ”lin int=0”
the fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
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Figure 20: RMS error of the displayed fits for the thigh pull trial. For ”lin int=0”
the fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
Figure 21: RMS error of the displayed fits for the shank push trial. For ”lin int=0”
the fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
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Figure 22: RMS error of the displayed fits for the shank pull trial. For ”lin int=0”
the fit is forced through the origin. The fitted data for projection using PCA is in blue,
while the projection using NMF is in yellow.
Figure 23: Box plot of the RMS error of the displayed fits for the upper arm push
trial. For ”lin int=0” the fit is forced through the origin.
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Figure 24: Box plot of the RMS error of the displayed fits for the upper arm pull
trial. For ”lin int=0” the fit is forced through the origin.
Figure 25: Box plot of the RMS error of the displayed fits for the forearm push trial.
For ”lin int=0” the fit is forced through the origin.
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Figure 26: Box plot of the RMS error of the displayed fits for the forearm pull trial.
For ”lin int=0” the fit is forced through the origin.
Figure 27: Box plot of the RMS error of the displayed fits for the thigh push trial.
For ”lin int=0” the fit is forced through the origin.
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Figure 28: Box plot of the RMS error of the displayed fits for the thigh pull trial. For
”lin int=0” the fit is forced through the origin.
Figure 29: Box plot of the RMS error of the displayed fits for the shank push trial.
For ”lin int=0” the fit is forced through the origin.
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Figure 30: Box plot of the RMS error of the displayed fits for the shank pull trial.
For ”lin int=0” the fit is forced through the origin.
Figure 31: RMS error of the displayed fits for the upper limb trial with the robot in
the center position. For ”lin int=0” the fit is forced through the origin. The fitted data
for projection using PCA is in blue, while the projection using NMF is in yellow.
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Figure 32: RMS error of the displayed fits for the upper limb trial with the robot in
the top position. For ”lin int=0” the fit is forced through the origin. The fitted data
for projection using PCA is in blue, while the projection using NMF is in yellow.
Figure 33: RMS error of the displayed fits for the upper limb trial with the robot in
the left position. For ”lin int=0” the fit is forced through the origin. The fitted data
for projection using PCA is in blue, while the projection using NMF is in yellow.
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Figure 34: RMS error of the displayed fits for the upper limb trial with the robot in
the bottom position. For ”lin int=0” the fit is forced through the origin. The fitted
data for projection using PCA is in blue, while the projection using NMF is in yellow.
Figure 35: RMS error of the displayed fits for the upper limb trial with the robot in
the right position. For ”lin int=0” the fit is forced through the origin. The fitted data
for projection using PCA is in blue, while the projection using NMF is in yellow.
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Appendix B: IRB Letter
This appendix contains the necessary IRB documents for the experiments included in
this thesis.
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Original IRB Letter
UNIVERSITY OF ILLINOIS
AT URBANA-CHAMPAIGN
Office of the Vice Chancellor for Research
Office for the Protection of Research Subjects
528 East Green Street
Suite 203
Champaign, IL 61820
July 6,2016
Citlali Lopez-Ortiz
Kinesiology & Community Health
221 Freer Hall
906 South Goodwin Avenue
Urbana, IL 61801
RE: ClassUlcation ofmttscle synergies in quasi-static efforts in healthy adttlt humans
RB Protocol Number: 16749
Dear Dr. Lopez-Ortiz:
Your response to stipulations for the project entitled ClassUlcation ofmuscle synergies in quasi-static
efforts in healthy adult humans has satisfactorily addressed the concerns of the University of Illinois at
Urbana-Champaign Institutional Review Board (RB) and you are now free to proceed with the human
subjects protocol. The IRB approved, by expedited review, the protocol as described in your RB
application with stipulated changes. The expiration date for this protocol, IRB number 16749, is July 4,
2017. The risk designation applied to your project is no more than minimal risk.
Copies of the attached date-stamped consent form(s) must be used in obtaining informed consent. If there
is a need to revise or alter the consent form(s), please submit the revised form(s) for IRB review,
approval, and date-stamping prior to use.
Under applicable regulations, no changes to procedures involving human subj ects may be made without
prior WE review and approval. The regulations also require that you promptly notify the RB of any
problems involving human subj ects, including unanticipated side effects, adverse reactions, and any
injuries or complications that arise during the project.
If you have any questions about the RB process, or if you need assistance at anytime, please feel free to
contact me at the OPRS office, or visit our website at https://www.oprs.research.illinois.edu.
Sincerely,
LeaAnn Carson, MS
Human Subjects Research Specialist, Office for the Protection of Research Subjects
Attachment(s): Informed consent document
c: Linda West
U of Illinois at Urbana-Champaign 10RG0000014 FWA #00008584
telephone (217) 333-2670 fax (217) 333-0405 • email IRB@illinois.cdu
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Title: Classification of muscle synergies in quasi-static efforts in healthy adult humans.
Principal Investigator: Citlali Lopez-Ortiz, MA, PhD, Assistant Professor
Introduction
You are being asked to take part in a research study. This document has important
information about the reason for the study, what you will do if you choose to be in this
research study, and the way we would like to use information about you and your health.
What is the reason for doing this study?
You are asked to take part in this study because we are investigating how muscle
activation patterns are affected with dance exercises.
You are asked to take part in this study because you are a healthy adult, making you an
ideal candidate for baseline data collection of muscle activation patterns.
What will you do if you choose to be in this study?
You will be asked to come to the Neuroscience of Dance in Health and Disability in room
304 in Freer Hall at the University of Illinois at Urbana Champaign.
On the day that you come in, we will start data collection. Electromyography sensors will
be placed on muscles around your body. These measure your muscle activity patterns.
You will be asked to do a series a dance postures, and the data from your muscle
activation patterns will be collected.
Your comfort is of importance to us. If at any point, you need to rest, drink water or sit
down, you may do so.
What are some of the risks and discomforts that may happen to people who are in
this study?
Taking part in this study may involve the following risks: a) Usual discomfort due to
physical exercise. During or following testing, you may feel temporary muscle ache, joint
pain, and b) possible minor skin irritation due to the adhesive tape used to place the
electrodes on the skin. Muscle aches/discomfort may be improved by resting. You are
encouraged to drink water to minimize discomfort. In addition, the laboratory will
provide ice/heat packs in case of joint discomfort and lotion to alleviate possible skin
discomfort.
IRB Letter 42
What are some of the benefits that are likely to come from my being in this study?
You may not have any direct benefit from participating in this study. However, the
information that we will gather with your participation in this study may improve our
knowledge on muscle activation patterns and its relationship to force production. This
may lead to improved therapeutic techniques for adults and children with movement
disorders and lead scientists to better understand how their muscle activation patterns
work with respect to typically developed muscle.
Are there any financial costs to being in this study?
There will be no costs to your participation in this study. You will receive a monetary
compensation of $10.00 per hour. The single test session will be up to 2 hours long.
The Accounting Services at University of Illinois will be given your name, address, and
Social Security Number in order to issue a check for your study participation payment
and mailed by US Postal Service. Study payments are considered taxable income and
reportable to the IRS.
Travel Expenses
You will be given reserved parking spaces to park at no cost to you in the circle drive of
Freer Hall while you participate in the study.
If I have questions or concerns about this research study, whom can I call?
You can call us with your questions or concerns. Professor Citlali Lopez-Ortiz MA, PhD
is the person in charge of this research study. You can call her at telephone number (217)
300-1022.
What are my rights as a research subiect?
If you choose to be in this study, you have the right to be treated with respect, including
respect for your decision whether or not you wish to continue or stop being in the study.
You are free to choose to stop being in the study at any time.
Choosing not to participate, or to stop participating, in this study will not result in any
penalty to you or loss of benefit to which you are entitled.
Your participation in the study may be discontinued by the investigator without your
consent if you are unable to adhere to the study guidelines.
If you want to speak with someone who is not directly involved in this research, or have
questions about your rights as a research subject, please contact the Institutional Review
Board for the protection of human subjects at (217) 333-2670.
What about my confidentiality and privacy rights?
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We are committed to respect your privacy and to keep your personal information
confidential.
Will my study-related information be kept confidential?
Yes, but not always. In general, we will not tell anyone any information about you. When
this research is discussed or published, no one will know that you were in the study.
However, laws and university rules might require us to disclose information about you.
For example, if required by laws or University Policy, study information which identifies
you and the consent form signed by you may be seen or copied by the following people
or groups:
• The university committee and office that reviews and approves research studies,
the Institutional Review Board (IRB) and Office for Protection of Research Subjects;
• University and state auditors and Departments of the University responsible for
oversight of research;
• Federal government regulatory agencies such as the Office of Human Research
Protections in the Department of Health and Human Services.
Those persons who get your health information may not be required by Federal privacy
laws (such as the Privacy Rule) to protect it. Some of those persons may be able to share
your information with others without your separate permission.
The results of this study may also be used for teaching, publications, or presentations at
scientific meetings but personal information will not be shared.
Please note that:
You do not have to sign this consent form. However, you will not be allowed to
take part in this research study.
You may change your mind and “take back” (revoke) this consent at any time.
Even if you revoke this consent, the Principal Investigator may still use or share
health information that was obtained about you before you revoked your consent
as needed for the purpose of this study. To revoke your consent for the use of
your health information, you must do so in writing to: Professor Citlali Lopez
Ortiz, Department of Kinesiology and Community Health, University of Illinois at
Urbana-Campaign, 221 Freer Hall, 906 S Goodwin Aye, Urbana IL 61801.
> Unless you revoke your consent, it will not expire.
Optional Study Elements:
Do you give us permission to contact you and provide information regarding future
studies on healthy adults?
______
(initial) I agree to you contacting me and this is my preferred method of contact:
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______
(initial) I do not agree to you contacting me
Consent Summary:
I have read this consent form and the research study has been explained to me. I have
been given time to ask questions, and have been told whom to contact if I have more
questions.
I
_______________________________
agree to be in the research study described above.
(Your name printed)
A copy of this consent form will be provided to me after I sign it. A copy of this signed
consent document, information about this study and the results of any test or procedure
done may be included in my medical record and may be seen by my insurance company.
Participant Name (printed) and Signature Date
Name (printed) and Signature of Person Obtaining Consent Date
Appove& ](/?.oI(
Expires: 7f4foI7
IRB#:___________________
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Appendix C: MVC Collection
Protocol
1. Middle Deltoid
Seated: Shoulders begin in anatomical position. Elbow begins flexed at 90 de-
grees. Subject abducts arm up and away from the body, bringing the shoulder
glenohumeral joint to 90 degrees of abduction in the frontal plane while experienc-
ing resistance from test experimenter. Test experimenter applies resistance from
the distal part of the upper arm, without harming the elbow, and avoiding any
surface electromyography sensors nearby.
2. Triceps Brachialis (Lateral Head)
Seated: Arm begins slightly posterior to the body. The elbow begins flexed at 90
degrees with the palms supinated. The subject attempts to straighten the elbow
joint completely while experiencing resistance from the test experimenter. Test
experimenter applies resistance from the distal part of the lower arm, steadying
the upper arm, and avoiding any surface electromyography sensors nearby.
3. Biceps Brachialis
Seated: Arm begins in anatomical position. Elbow begins flexed at 90 degrees
with palms supinated. The subject attempts to flex the biceps brachii muscle
by bringing their wrist, supinated, up toward the shoulder while experiencing
resistance from the test experimenter. Test experimenter applies resistance from
the distal part of the lower arm and avoids any surface electromyography sensors
nearby.
4. Extensor Carpi Radialis
MVC Collection Protocol 51
Seated: Shoulders and elbows remain in anatomical position. Palm begins pronated.
The subject attempts to extend the wrist while experiencing resistance from the
test experimenter. Test experimenter applies resistance from the dorsal carpal
region of the hand, and avoids any surface electromyography sensors nearby.
5. Flexor Carpi Radialis
Seated: Arms begin in anatomical position. The subject attempts to flex the
wrist joint while experiencing resistance from the test experimenter. Test experi-
menter applies resistance from the distal part of the hand and avoids any surface
electromyography sensors nearby.
6. Upper Trapezius
Seated: Shoulders and arms remain in anatomical position. The subject shrugs
the shoulders superior and posterior while experiencing resistance from the test
experimenter. Test experimenter applies resistance from the distal ends of the
shoulder while avoiding the glenohumeral joint and any surface electromyography
sensors nearby.
7. Infraspinatus
Seated: The elbow remains flexed at 90 degrees. The shoulder girdle begins at 45
degrees internally rotated. The subject attempts to externally rotate the shoulder
girdle while experiencing resistance from the test experimenter. Test experimenter
applies resistance from the lower arm and avoids any surface electromyography
sensors nearby.
8. Latissimus dorsi
Seated: Shoulders begin abducted 90 degrees at the glenohumeral joint slightly
posterior to the frontal plane. The subject attempts to adduct the arm while
experiencing resistance from the test experimenter. Test experimenter applies
resistance from the distal part of the upper arm and lower arm, without harming
the elbow, and avoiding any surface electromyography sensors nearby.
9. Semitendinosus
Standing: Holding onto a support, the subject stands on one leg placing the other
posterior without weight distribution. The subject attempts to flex at the knee
with the posterior leg while experiencing resistance from the test experimenter.
MVC Collection Protocol 52
Test experimenter applies resistance from the distal part of the lower leg, steadying
the upper leg, and avoiding any surface electromyography sensors nearby.
10. Adductor magnus
Standing: Holding onto a support, the subject stands on one leg and abducts the
other, with no bend at the knee and the ankle flexed, to 45 degrees along the
frontal place. The subject attempts to adduct the leg. Test experimenter applies
resistance and support to the knee from the medial side of the upper and lower leg
and avoiding any surface electromyography sensors nearby.
11. Rectus femoris
Sitting: Using a sturdy chair, the subject begins with feet placed on the floor.
The subject attempts to extend at the knee. Test experimenter applies resistance
to the shank. It is suggested that the experimenter sit anterior to and facing the
subject.
12. Vastus medialis
Sitting: Using a sturdy chair, the subject begins with one foot placed on the floor
and the other extended to 45 degrees o↵ the floor. The subject attempts to extend
at the knee. Test experimenter applies resistance to the shank. It is suggested
that the experimenter sit anterior to and facing the subject.
13. Anterior tibialis
Sitting: The subjects begins with feet on the floor. The subject attempts to flex the
foot while experiencing resistance from the test experimenter. Test experimenter
applies resistance from the distal dorsal surface of the foot.
14. Medial Gastrocnemius
Standing: Holding onto a support, the subject begins in anatomical position with
a properly aligned spine. The subject attempts to flex at both ankles to rise up
onto the ball of the foot. The experimenter applies resistance to the subject by
providing weight on the trapezius muscles. It is possible that experimenters need to
use additional support to provide e cient leverage, particularly with tall subjects.
15. Rectus Abdominis
MVC Collection Protocol 53
Sitting: The subject begins seated tall with a properly aligned spine. The subject
attempts to curl the torso down into a fetal position while experiencing resistance
from the test experimenter. Test experimenter applies resistance to the anterior
and lateral chest region while avoiding the glenohumeral joint.
16. Erector spinae
Standing: Holding onto a support, the subject begins in anatomical position with
a properly aligned spine. The subject attempts to arch the back while experiencing
resistance from a test experimenter. Test experimenter applies resistance to the
upper back and avoids any surface electromyography sensors nearby.
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