Background: As a key mechanism of gene regulation, transcription factors (TFs) bind to DNA by recognizing specific short sequence patterns that are called DNA-binding motifs. A single TF can accept ambiguity within its DNA-binding motifs, which comprise both canonical (typical) and non-canonical motifs. Clarification of such DNA-binding motif ambiguity is crucial for revealing gene regulatory networks and evaluating mutations in cis-regulatory elements. Although chromatin immunoprecipitation sequencing (ChIP-seq) now provides abundant data on the genomic sequences to which a given TF binds, existing motif discovery methods are unable to directly answer whether a given TF can bind to a specific DNA-binding motif.
Background
The binding of proteins to DNA is key to the control of almost all cellular processes. Most importantly, transcription factors (TFs) bind to cis-regulatory DNA regions that contain characteristic short sequence patterns (DNA-binding motifs) and control coordinated expression of the targeted genes. Thanks to recently invented high-throughput sequencing technologies, especially chromatin immunoprecipitation sequencing (ChIP-Seq), greater than thousands of ge-nomic positions bound by a given TF can now be identified by a single experiment. To date, numerous ChIPSeq experiments have been performed on various TFs under various conditions, as exemplified by the EN-CODE [1] and the Roadmap Epigenomics projects [2] . A precise understanding of DNA-binding motifs based on ChIP-Seq data is indispensable not only for revealing gene regulatory networks behind diverse cellular functions but also for evaluating mutations within cisregulatory regions.-Recent personal genomics studies are revealing many variations within non-coding regions of the human genome [3] . Furthermore, such knowledge would form a basis for analyzing cellular differentiation patterns in regenerative medicine and for enabling targeted manipulation of DNA-binding proteins in synthetic biology.
A single TF may bind to multiple motifs, includ-ing both canonical (typical) and non-canonical DNAbinding motifs [4] [5] [6] . To precisely understand the binding specificity of a given TF, such ambiguity regarding its DNA-binding motifs must be comprehensively described. In bioinformatics, the motif discovery problem constitutes one of the most studied branches, for which many software programs exist [7] [8] . Given a set of DNA sequences, these programs search for characteristic motifs using two major approaches: profile-based and consensus-based methods. In particular, the recent increase in data size due to the ChIP-Seq technique led to the development of methods that can accept greater than thousands of DNA sequences [9] [17] . Most of these software programs focused on reductions in computational time, for example, by subsampling input data (e.g., MEME-ChIP [14] ), accelerating expectationmaximization steps in profile optimization (e.g., ChIPMunk [12] and STEME [15] , which use a greedy approach and suffix array, respectively), or using enriched sequences as starting points for the motif search (e.g., DREME [13] , cERMIT [18] , and HOMER [11] ).
Despite the successful development of these motifdiscovery methods, the comprehensive description of DNA-binding motifs based on ChIP-Seq data still poses a difficult problem. Whereas existing methods can partly represent motif ambiguity, these methods are unable to directly answer whether a given TF binds to a specific sequence pattern. For example, the most popular software program MEME [19] and other recently developed software programs [15] [20] , which adopt the expectation-maximization algorithm, iteratively enrich DNA sequences that contain possible DNA-binding motifs and often converges to a local optimum. Given the nature of this algorithm, discovered DNA-binding motifs can miss non-canonical but significant motifs that were removed from the enriched dataset during the computation. Another problem is that neither the degenerate consensus sequence nor the position weight matrix (PWM) model can consider dependencies between different nucleotide positions within DNA-binding motifs [7] .
Here, we describe motif centrality analysis of ChIPSeq (MOCCS), a method that clarifies the DNA-binding motif ambiguity using ChIP-Seq data. Given the protocol of ChIP experiments and data size of highthroughput sequencing, the frequency distribution of any sequence pattern that is bound by a given TF exhibits a unimodal shape around TF-binding sites (TFBSs) that can be massively identified by ChIP-Seq (Figure 1A) . MOCCS evaluates whether the frequency distribution of each sequence pattern shows a unimodal shape. This approach is rather simple, yet effective in discriminating sequence patterns bound by the TF from those not. Indeed, in our previous study with experimental biologists [21] , a pilot version of the MOCCS software was applied to ChIP-Seq data of the CLOCK protein, and we successfully identified and experimentally confirmed three novel non-canonical DNA-binding motifs, although CLOCK had already been extensively studied as a key TF in mammalian circadian clockworks. In this study, we implemented MOCCS as a freely available software program, and evaluated it using simulated and real datasets.
Results

Methods overview
MOCCS enumerates all k-mer sequences that are bound by a given TF. Any k-mer bound by the TF frequently appears around the TFBSs (identified by ChIP-Seq), and its frequency distribution exhibits a unimodal shape ( Figure 1A ). To take advantage of this fact, MOCCS examines the shape of every k-mer's frequency distribution within a w-bp range around all TFBSs (For non-palindromic k-mers, frequency distributions of reverse complementary k-mers are combined). To quantify the sharpness of each unimodal distribution, a cumulative relative frequency curve against distance from TFBSs is generated, and the area under the curve (AUC) is calculated ( Figure 1B ; note that the AUC becomes larger if the shape becomes sharper). Then, MOCCS identifies every k-mer whose AUC is above a threshold value as a DNA-binding motif ( Figure 1C ). MOCCS ignores k-mers whose total frequencies within the w-bp range are smaller than the expected frequency in random sequences because such rare k-mers are prone to noise and can exhibit very large AUCs by chance.
Notably, the time complexity of MOCCS is linear in the number of TFBSs and in w. More importantly, MOCCS does not require users to specify background sequence characteristics, such as GC% or short tandem repeats, requirements for which often circumvents successful motif discovery using existing methods. Method details are described in the Materials and Methods section.
Simulation analysis on user-provided parameters
Although the number of user-provided parameters is smaller than most existing methods, MOCCS requires the parameters k (length of DNA-binding motif) and w (range of frequency distribution analysis). Thus, we evaluated the influence of these parameter settings on the performance using simulated data.
Simulated data were prepared by embedding a "true" k-mer within α% of a randomly generated sample of w-bp DNA sequences, where α = 1, 3, 5, 10, 20, 40. The k-mer sequence represents a specific short sequence that is bound by a given TF and was randomly determined in each simulation. When the k-mer is a canonical (or mainly targeted) DNA-binding motif, α is expected to be large. On the other hand, α is reduced for a non-canonical motif. The distribution of the k-merembedding positions followed a Gaussian distribution whose mean was the center of the DNA sequence (i.e., the position of TFBS) and whose standard deviation was set to σ = 80, which is a typical value estimated from public data (discussed later). The number of input DNA sequences, which corresponds to the number of TFBSs, was set to N = 6, 000. It should be noted that a degenerate motif is regarded as a union of multiple k-mers with different α and σ and can be analyzed by MOCCS in the same way, although only a single k-mer was considered to be true in this simulation setting.
In the first analysis, we set k = 8 because this is an upper limit of typical DNA-binding motif lengths of monomeric eukaryotic TFs [13] , and we tested w = 101, 201, 301, 401, 501, 601, 701, 801, 1001, 2001. We calculated the rank of AUC of the true k-mer, which is expected to reach 1 if MOCCS successfully works. For each parameter set, simulation was repeated 100 times, and the ranks were averaged. Figure 2A depicts how the rank of the true k-mer was affected by w. The rank increased (i.e., better performance) with increasing w. Even if α = 3%, the rank was 1.02 when w = 701. Thus, we set w = 701 bp as the default value, which was adopted in all of the following analyses.
In the second analysis, we tested k = 5, 6, 7, 8 to evaluate the influence of k on the performance, and the other conditions were the same as those used in the first analysis. Figure 2B depicts how the rank of the true k-mer was affected by k. The rank increased with increasing k. Even if α = 3%, the rank was 1.02 when k = 8. On the other hand, if α ≥ 10%, the rank was 1.00 for k = 5, 6, 7, 8. These results indicate that MOCCS can identify even 5-mer DNA-binding motifs if they appear at approximately greater than one-tenth of TFBSs, and 8-mer motifs are successfully identified when they appear around only 3% of TFBSs.
Simulation analysis on TF-and experiment-specific variables
In contrast to the user-provided parameters k and w, the parameters N (the number of input DNA sequences or identified TFBSs), α (the fraction of input sequences that contain TF-bound k-mers), and σ (the sharpness of the frequency distribution of the TF-bound k-mer around TFBSs) depend on the TFs and the ChIP-Seq experimental conditions (e.g., protocols, antibody quality, and existence of cofactors). Note that, within a single ChIP-Seq experiment, non-canonical DNA-binding motifs are expected to have smaller α and larger σ compared with canonical motifs. Figure 3A presents simulation results similar to those of Figure 2 , with the exception of N = 2000, 4000, 6000, 8000, 10000, α = 1, 3, 5, 10, 20, 40 and k = 5, 6, 7, 8. In all cases, the rank increased with increasing N, as expected. Even if α = 3%, the rank was 1.02 when N = 4000 and k = 8. On the other hand, if α ≥ 10%, the rank was 1.00 when N ≥ 4000 for all k. These results suggest that if a few thousand TFBSs are provided, MOCCS can identify non-canonical TF-binding 8-mers that are contained in a very limited subset of ChIP-ed sequences as well as 5-mers that are present in greater than one-tenth of those sequences.
In addition to N and α, σ also affects the performance of the method (larger σ leads to worse performance). To obtain a biologically meaningful range of σ, we analyzed ChIP-Seq data from the ENCODE project [1] . We estimated TFBSs using peak regions provided in the datasets, calculated frequency distributions of DNAbinding motifs using known PWMs, fit Gaussian distributions, and obtained their standard deviations (Supplementary Table 1 ). Most data exhibited standard deviations (σ) within a range of 40 to 120. From this observation, we set σ = 40, 60, 80, 100, 120 and ran the simulation with α = 1, 3, 5, 10, 20, 40, N = 6000, and k = 8 ( Figure 3B ). Even if σ = 120 and α ≥ 3%, the rank was 1.20, suggesting that MOCCS is applicable to cases that frequency distributions are not very sharp.
Collectively, these simulation results demonstrate that MOCCS can be applied to a wide range of TFs and ChIP-Seq data.
Application to real ChIP-Seq data
By setting w = 701 and k = 8 based on the simulation analysis, we applied MOCCS to several real ChIP-Seq datasets from the ENCODE project [1] . To avoid redundancy, when any two identified k-mers overlap each other for k − 1 bp, only the k-mer with the greater AUC is presented.
USF1
USF1 is a TF that regulates genes involved in lipid and glucose metabolism [22] and is known to bind to a canonical E-box motif CACGTG (palindromic) [23] [24] and a non-canonical motif CATGTG (or CA-CATG in reverse complement) [25] . Figure 4A presents the results of MOCCS on USF1 ChIP-Seq data from K562 cells. As expected, an 8-mer with the greatest AUC was GTCACGTG (or CACGTGAC), which contains the canonical motif. The second highest 8-mer was GTCACATG (or CATGTGAC), which contains the reported noncanonical motif. The fact that both 8-mers sharply and clearly concentrated around the USF1-binding sites ( Figure 4B ) confirmed that MOCCS successfully identified these known USF1-binding motifs. Furthermore, our analysis proved that USF1 also binds to other noncanonical motifs, GTCAGGTG (or CACCTGAC) and TCAGCTGA (palindromic), which were the third and fourth highest 8-mers, respectively. Although the AUCs and total frequencies of these two 8-mers were reduced compared with the first and second 8-mers, their frequency distributions clearly demonstrated that these 8-mers are genuine USF1-binding motifs ( Figure 4B) . A subsequent literature survey identified cases where CAGGTG (or CACCTG) and CAGCTG (palindromic) were bound by USF1 at Gata3 locus [23] and bound by a USF1/USF2 complex [26] , respectively. These results indicate that MOCCS identifies various non-canonical motifs. It should be noted that the reported PWMs of the USF1 DNA-binding motif ( Figures 4C and 4D , retrieved from the JASPAR database [27] and factorbook [28] , respectively) do not clearly indicate whether USF1 binds to these non-canonical motifs, whereas MOCCS does.
GABP
The GA-binding protein (GABP) is a TF known to bind to a GGA(A/T) motif [29] [30] . We applied MOCCS to GABP ChIP-Seq data from K562 cells, and the 8-mer with the highest AUC was ACTTCCGG (or CCGGAAGT), which contains GGAA ( Figure 5A ). To exhaustively examine which nucleotide position is ambiguous in the recognition of this 8-mer, we focused on all 8-mers that are located within a Hamming distance of at most 1 ( Figure 5B ). Interestingly, whereas substitution of C at the second position (G at the seventh in reverse complement) to T or G maintained the AUCs of the substituted 8-mers above the threshold, the substitution to A resulted in an AUC below the threshold. This DNA-binding motif ambiguity among only the bases C, T, and G is also clearly illustrated in the shapes of the frequency distributions, where only the substitution to A diminished the unimodal shape ( Figure 5C ). It should be noted that this ambiguity among the bases C, T, and G cannot be directly assessed using the PWMs retrieved from the JASPAR database ( Figure 5D ) and factorbook ( Figure 5E ), and one estimated by DREME [13] ( Figure  5F ). In particular, the binding of GABP to AGTTCCGG (or CCGGAACT) is represented by none of the PWMs, highlighting that MOCCS is able to exhaustively evaluate non-canonical motifs.
SRF
Serum response factor (SRF) is a TF that mediates mitogen-activated protein (MAP) kinase signaling [31] . SRF belongs to the MADS box superfamily of TFs [32] and is known to recognize CC(A/T) 6 GG, which is referred to as the CarG-box motif [32] . We applied MOCCS to SRF ChIP-Seq data from K562 cells, and the 8-mers with the highest and second-highest AUCs were ATATATGG (or CCATATAT) and CATATAAG (or CTTATATG), respectively ( Figure 6A ). These data are consistent with its PWMs retrieved from the JASPAR database ( Figure 6B ) and factorbook ( Figure 6C) .
Surprisingly, the third 8-mer TGACGTCA (palindromic) was not similar to the above two 8-mers. The shape of the frequency distribution suggests that this 8-mer clearly gathers around TFBSs ( Figure 6D) ; thus, MOCCS predicted the existence of a different binding mechanism. This sequence pattern is known as the cAMP response element (CRE) [33] , which is recognized by various TFs, including CRE-binding protein (CREB) [33] . Given that previous studies reported cooperative gene activation by SRF and CREB [34] [35], MOCCS likely identified an indirect interaction between SRF and CRE via CREB.
The fourth 8-mer, TTGCGTCA (or TGACGCAA) was at a Hamming distance of 2 from the third 8-mer. Within CRE, G-to-T substitution at the second position was experimentally shown using the CASTing technique to have a small effect on CREB binding [36] . In addition, the A-to-G substitution at the third position was reported to maintain CREB binding to the promoter of the murine PCNA gene [37] . Thus, we propose that the simultaneous substitution of the two bases would also maintain the binding activity of CREB, at least in this specific genomic context.
The fifth 8-mer, ACTTCCGG (or CCGGAAGT), was not similar to the four 8-mers described above. Instead, this pattern constitutes a DNA-binding motif of GABP, which is the TF examined in the previous subsection. The existence of a relationship between these two TFs is supported by a study that compared ChIP-Seq data of both TFs and reported the proximity of their binding sites [38] . We also confirmed that 31% of the SRFbinding sites were located within ±100 bp of the GABP-binding sites in K562 cells. However, we note that these results might also reflect an interaction between SRF and ELK4 because ELK4 (also known as SAP1) is known to bind to ACTTCCGG ( Figure 6E presents the PWM retrieved from the JASPAR database) and forms a complex with SRF [39] [40] . In either case, our results indicate that MOCCS identifies DNA-binding motifs that are bound by TFs via co-factors.
Evaluation of computational time
We compared the speed of MOCCS with those of the popular motif-finding programs MEME-ChIP [14] and DREME [13] using simulated and real datasets. MEME-ChIP adopts the profile-based approach and is a ChIP-Seq optimized version of MEME [19] , whereas DREME adopts the consensus-based approach and searches for DNA-binding motifs that are represented by the International Union of Pure and Applied Chemistry (IUPAC) regular expression.
We applied the three programs to simulated datasets under conditions N = 2000, 4000, 6000, 8000, 10000 and k = 5, 6, 7, 8. Figure 7A presents the computational time, which increased with increasing N and k. Because MEME-ChIP required an especially long time, it was assessed only for k = 5. MOCCS was the fastest under many conditions, whereas DREME was the fastest in cases where k was large and N was small. We also applied MOCCS and DREME to the ENCODE dataset, which contained various ChIP-Seq data with different N values. Notably, MOCCS was considerably faster than DREME, and its computation finished within a few minutes for every condition ( Figure 7B ). The relatively long computational time of DREME on real datasets appeared to be attributed to its algorithm. DREME iteratively searches for DNA-binding motifs until no new motif with E-value less than a threshold is identified [13] . Because real ChIP-Seq data contain more than one motif, DREME may have iterated those processes numerous times. On the other hand, MOCCS evaluates every k-mer regardless of the number of DNA-binding motifs; thus, MOCCS would be particularly superior for real datasets.
Discussion
In this paper, we described MOCCS, which clarifies DNA-binding motif ambiguity using ChIP-Seq data. The analyses of user-provided and ChIP-Seq-dependent parameters using simulated and real datasets allow users to choose suitable parameters and datasets. MOCCS directly evaluates whether a given TF binds to each canonical or non-canonical DNA-binding motif and is applicable to many ChIP-Seq datasets without huge computational costs. Contrary to subsampling-based methods such as MEME-ChIP [14] , MOCCS takes full advantage of the entire dataset to identify non-canonical DNA-binding motifs that are missed by popular methods such as DREME [13] . The key idea is the use of shapes of frequency distributions, where similar ideas are adopted by ChIPMunk [12] and SEME [20] but not for comprehensive description of DNA-binding motifs. Whereas DNA-binding motif ambiguity in vitro can be experimentally analyzed by protein-binding microarrays [41] and high-throughput SELEX methods [42] , ambiguity in vivo can be efficiently and effectively analyzed by MOCCS once ChIP-Seq data are obtained.
In the current implementation, MOCCS examines frequency distributions of k-mers around TFBSs. Although this process is what makes MOCCS quite efficient, TFs with more complex DNA-binding motifs (e.g., motifs containing internal spacer sequences [27] ) are also noted. Although other DNA-binding motifidentification software programs also suffer in the analysis of such DNA-binding motifs, MOCCS may be extended for application to more complex DNA-binding motifs. Because simply increasing the k value can result in worse performance due to less frequent observation of each k-mer, a possible solution may be to identify short and long k-mers simultaneously and combine those results, taking advantage of the short running time of MOCCS.
Another perspective is improvement of the threshold of rare k-mers. In the current implementation, MOCCS ignores k-mers whose total frequencies within the wbp range are less than a threshold value that was based on a random sequence model. Alternatively, the threshold value can be calculated by considering GC% and/or first-and higher-order Markov properties of the background genomic sequences, which may lead to the discovery of rare DNA-binding motifs that are otherwise missed.
Finally, we aim at applying MOCCS to the analysis of other types of protein-nucleic acid interactions in addition to those interactions between TFs and DNA. In theory, MOCCS is applicable to any set of sequences that are collected based on their protein-binding affinities given a sufficiently large dataset. Recently, highthroughput sequencing technologies have been applied to various types of protein-nucleic acid interactions that involve RNA or epigenetically modified DNA, producing a massive amount of sequence data [43] [44] . We envision that MOCCS will also contribute to clarifying ambiguity in those interactions (at least at the sequence level) and to comprehensively describing molecular networks involved in diverse cellular processes.
Materials and Methods
Algorithm
The inputs to MOCCS include a set of w-bp DNA sequences around all TFBSs on the reference genome sequence, where the positions of TFBSs need to be determined by any ChIP-Seq peak-calling program in advance. Note that w is the range of frequency histogram analysis. In addition, a user-provided parameter k (length of DNA-binding motif) is required.
Given these data and parameters, MOCCS counts relative coordinates of every k-mer around every TFBS within the range of ±d bp, where d = ⌈ w−k+1 2 ⌉. For non-palindromic k-mers, the frequency distributions of reverse complementary k-mers are combined. The frequency distribution function f (x) {x ∈ N : 1 ≤ x ≤ w − k + 1} is obtained for each k-mer (Note that x is the leftmost coordinate of each k-mer occurrence). In addition, k-mers whose total frequencies were less than an expected frequency
were ignored hereinafter.
We defined the distance from the TFBS positions as follows: The cumulative relative frequency distribution F(x) of each k-mer is calculated as follows:
Then, the AUC is calculated as follows:
) .
Finally, MOCCS outputs k-mers that have AUCs larger than a threshold value. The threshold value was set to 5 · σ AUC bg , where σ AUC bg is the standard deviation of AUCs of all k-mers in background sequences. We adopted w-bp upstream sequences of all transcription start sites as the background for application to the real ChIP-Seq data in this study (Supplementary Table  2 ). In the simulation analysis, only the rank of "true" k-mer was considered, and the thresholding step was skipped.
Simulation analysis
In each simulation, we randomly generated N w-bp DNA sequences and a "true" k-mer. α% of the N sequences were subsequently edited so that they contain the true k-mer, where their positions followed a Gaussian distribution whose mean was the center of the sequences and whose standard deviation was σ. For each set of tested parameters, we repeated the simulation 100 times and averaged the AUC ranks of the true k-mer.
Datasets used in real data analysis and estimation of σ
The human genome sequence (hg19) was obtained from UCSC Genome Browser (http://genome.ucsc.edu/) [45] as the reference genome sequence. ChIP-Seq peak data were obtained from the ENCODE project [1] (Supplementary Table 1) and TFBSs were defined as the centers of each peak region described in broadPeak or narrowPeak files. As described in Results, w was set to 701 bp. For real data analysis of MOCCS, the repeat-masked sequences were used. To calculate σ AUC bg for the threshold-value setting, we obtained w-bp repeat-masked upstream sequences of all transcription start sites of annotated genes in GENCODE Basic v19 [46] via UCSC Table Browser [47] .
To evaluate the biologically meaningful range of σ, which represents the sharpness of the TF-bound k-mer frequency distributions around TFBSs, we downloaded position frequency matrices of the ENCODE-analyzed TFs from the JASPAR database [27] . The frequency distributions were obtained by applying MOODS v1.0.2.1 [48] to ±250-bp sequences around the TFBSs with the threshold p < 0.0001. Gaussian distributions were fit to the frequency distributions using the norm.fit function of the scipy.stats module (version 0.12.0). The ELK4 motif was based on ChIP-Seq, while the USF1, GABP, and SRF motifs were based on SELEX in JASPAR. For additional comparison regarding the USF1, GABP, and SRF motifs, sequence logos that are based on sequences of the top 500 peaks of the ENCODE ChIP-Seq data were downloaded from factorbook [28] .
Motif finding by DREME and computational time evaluation
Motif finding using DREME v4.10.4 [13] on the EN-CODE ChIP-Seq data was conducted with default parameters except for k = 8 and w = 201 bp. Note that w was set much smaller than the value used in MOCCS because input sequences of DREME should contain true DNA-binding motifs at much higher density than those of MOCCS, which utilizes the shapes of the distributions. The output motifs were visualized by sequence logos using the R package 'seqLogo' (version 1.34.0) [49] .
The computational times of MOCCS, DREME, and MEME-ChIP v4.10.4 [14] were recorded on Intel Xeon E5-2670 and 64 GB of main memory. w was set to 201 bp for DREME and MEME-ChIP, and k was set to the length of the true k-mer for MOCCS and DREME. Other parameters of DREME and MEME-ChIP were set default. We set σ = 60 for generating simulated dataset. Each program was applied to each of 100 simulated datasets under the same condition, and the computational times were averaged.
Implementation
We implemented MOCCS in Perl and R languages. The source codes are available at: https://github.com/yuifu/moccs.
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