Abstract. We use non-commutative Jacobian matrix to get information on finitely generated subalgebras of a free Lie algebra. In particular, we show that the rank of such a subalgebra is equal to the left rank (i.e., to the maximal number of left independent rows) of the corresponding Jacobian matrix; this also yields an effective procedure for finding the rank of a finitely generated subalgebra.
Introduction
In 1973, Birman [2] used a non-commutative analog of the Jacobian matrix to give a matrix characterization of automorphisms of a free group among arbitrary endomorphisms. About 20 years later, a series of results in different branches of algebra has led to important new applications of non-commutative Jacobian matrix. First of all, the analog of Birman's "inverse function theorem" has been proved for free Lie algebras in [13] and [15] ; a very similar characterization is given in [9] . Then, Umirbaev [17] has generalized Birman's theorem to arbitrary (not necessarily square) Jacobian matrices over a free group ring; in [7] and [8] , the corresponding result has been proved for free Lie algebras.
Essentially new properties of non-commutative Jacobian matrix have been discovered in [7] , [14] and [18] . In [14] , it is shown that, similar to the commutative situation, the rank of the subgroup of a free group generated by a finite set of elements, is equal to the maximal number of left independent rows of the corresponding Jacobian matrix. In this paper, we prove the analog of this result for free Lie algebras (Corollary 3.5) as a corollary of our main result-a matrix characterization of independent sets of elements (Theorem 3.4) .
Yet another remarkable property of the (non-commutative) Jacobian matrix has been discovered first in [7] for matrices over free associative algebras, and then in [18] -for matrices over free group rings. It turns out that the columns of the Jacobian matrix are "responsible" for the outer rank of the corresponding set of elements of a free group [18] or a free Lie algebra [7] . Outer rank here is defined as the minimal rank of a free factor of a free group (or a free Lie algebra) that contains a given set of elements.
These results reveal the following remarkable situation with the Jacobian matrix of a finite set of elements (this is not necessarily a square matrix):
(i) the invertibility of the Jacobian matrix (this is a property of matrix as a "whole entity") means that a given set of elements is (a part of) a free generating set;
(ii) the maximal number of left independent rows of the Jacobian matrix (this is a property of rows of a matrix) equals the rank of the subalgebra (subgroup) generated by a given set of elements;
(iii) the maximal number of right independent columns of the Jacobian matrix (this is a property of columns of a matrix) equals the outer rank of a given set of elements.
Although the study of non-commutative Jacobian matrices was originally motivated by similar issues in (commutative) polynomial algebras, property (i) in commutative case is not yet established for square Jacobian matrices (this is a notorious Jacobian conjecture -see e.g. [1] for a survey); for non-square matrices it just does not hold. Property (ii) in commutative situation (for polynomial algebras over a field of characteristic zero) is well-known (although non-trivial) -see e.g. [6, p. 192] . As regards property (iii), it just has not been studied in commutative situation to the best of our knowledge.
For elements of a free associative algebra, none of these properties seems to be valid -see Section 4 of this paper and [9] . We note however that it is possible to define partial derivations in a special enveloping object such that, for example, an analog of the Jacobian conjecture would hold for corresponding Jacobian matrices -see [4] , [11] .
For elements of a free group, all of these properties have been (recently) established.
In Section 3 of this paper, we complete this picture for elements of a free Lie algebra by proving property (ii) (properties (i) and (iii) have been already established -see above), and based on that, elaborate a convenient algorithm for finding the rank of the subalgebra generated by a given finite set of elements.
Although property (ii) does not in general hold for elements of a free associative algebra, we give some partial results in Section 4.
Preliminaries
By L = L(X) we denote the free Lie algebra, and by A = A(X) the free associative algebra over an arbitrary but fixed field K, where X = {x 1 , . . . , x n }, n ≥ 2, is a finite set of free generators. The algebra L is naturally identified with a subalgebra of A, so we just assume L ⊆ A.
To define non-commutative Jacobian matrix, we have to introduce non-commutative partial derivatives first. We call them Fox derivatives in honor of R. Fox who considered them in a free group ring [5] . There is the augmentation homomorphism ε : A → K defined by ε(x i ) = 0, 1 ≤ i ≤ n. Its kernel ∆ is called the augmentation ideal of A; it is a free left A-module with a free basis X, so that every element u ∈ ∆ can be uniquely written in the form u = One can extend these derivations linearly to the whole A defining d i (1) = 0.
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Now for an arbitrary finite set of elements Y = {y 1 , . . . , y m } ⊆ A, we can define the matrix
the Jacobian matrix of Y . There is the "chain rule" for Fox derivatives (see [5] ):
where by ∂f ∂y k we mean ϕ ∂f ∂x k .
We also need a few notational agreements to be used in Section 3. We say that a set Y ⊆ L is independent if Y is a free generating set for the subalgebra it generates (in other words, there are no non-trivial relations between elements of Y ).
Let be the usual length function on A. For an element a ∈ A, by a • we denote the sum of monomials of the highest degree in a with respect to the function . If
• does not belong to the subalgebra of L generated by the set {u 
Proof of the main results
Let H = {h 1 , . . . , h m } be a subset of L, and L(H) the subalgebra of L generated by H.
holds if and only if
for j = 1, . . . , n. The matrix equality follows. On the other hand, suppose
Then we get for j = 1, . . . , n:
Since all h i have zero constant term, this yields 
where
Proof. We write:
The result follows.
Lemma 3.3. Let h 1 , . . . , h m be homogeneous elements of L such that
a 1 h 1 + · · · + a m h m = 0 for a 1 , . .
. , a m ∈ A, some of them non-zero. Then there is a dependence relation
Proof. Without loss of generality, we can assume that a 1 , . . . , a m are homogeneous elements, and that h 1 , . . . , h m are linearly independent. Using P. M. Cohn's weak algorithm (see [3] ), we see that for some i (we just take i = 1), there is the following relation: 
By means of contradiction, assume that a i = 0 for all i. Since ∂f 0 ∂y i < (f 0 ), this yields ∂f 0 ∂y i = 0 for all i. Since the constant term of f 0 is equal to zero, we get f 0 = 0, hence a contradiction. Thus there is a non-trivial left dependence between the rows of the Jacobian matrix.
2) Suppose we have a matrix equality
By Lemma 3.1, this yields
Then we have for some j:
. Consider a system of elements {g 1 , . . . , g m } such that
and g i = h i for all i = j (i.e., we apply an elementary transformation to H). By Lemma 3.2, we have then
for b 1 , . . . , b m ∈ A, some of them non-zero. Since (g j ) < (h j ) when j = i and (g i ) = (h i ), in some step of this procedure we either get a zero element (this gives a nontrivial Lie dependence relation between the elements of H), or we come to a reduced subset {g 1 , . . . , g m } with a non-trivial relation of the form (1).
We are now going to show that the second possibility cannot actually occur. Consider the leading part of the element on the left-hand side of (1); we get a non-trivial homogeneous relation Thus there is a non-trivial dependence relation between the elements of H, and this completes the proof.
Corollary 3.5. The rank of the subalgebra of L generated by a finite set H is equal to the rank of the free left A-submodule of the free A-module A
n generated by the rows of the matrix J H , i.e., to the maximal number of left independent rows of the Jacobian matrix. Proof. If the subset H is not reduced, then using a finite number of elementary transformations, we can get a reduced subset H which generates the same subalgebra L(H). Each elementary transformation of H induces elementary transformation of the rows of J H : if, for example,
Hence the left rank of J H is equal to the left rank of J H . Applying Theorems 2.2 and 3.4 completes the proof.
Corollary 3.5 gives a convenient algorithm for finding the rank of a finitely generated subalgebra of L. Indeed, by using elementary transformations of the rows of the Jacobian matrix, we can construct a basis of the above mentioned free left A-submodule of the free left A-module A n , and compute its rank thereby. We note that Shirshov's results [12] give another algorithm for finding the rank.
Corollary 3.6. Let ϕ be an endomorphism of L. Then the rank of the free Lie algebra ϕ(L) coincides with the rank of the free left A-submodule of the free Amodule A
n generated by the rows of the matrix The rank of the above mentioned left A-module equals 2, and at the same time the rank of the right A-module equals 3.
Concluding remarks
We begin this section by saying that none of the properties (i)-(iii) of the Jacobian matrix that are listed in the Introduction, is valid when we consider finite sets of elements of a free associative algebra. There are simple examples of invertible Jacobian matrices which do not correspond to generating systems of a free associative algebra -see e.g. [9] . However the following fact is worth keeping in mind: Proof. Suppose M is invertible over A ; denote by R x the row matrix (x 1 , . . . , x n ), and by R y the row matrix (y 1 , . . . , y n ). Then R x MM −1 = R y M −1 = R x which means that x 1 , . . . , x n belong to the right ideal of A generated by y 1 , . . . , y n . Conversely, suppose we have R y B = R x for some matrix B over A. Then R x MB = R x , hence MB = I, the identity matrix, because (x 1 , . . . , x n ) form a free basis of a free right A-module ∆. This implies M ∈ GL n (A). The equivalence of (a) and (c) is treated similarly.
Note that condition (b) or (c) of this proposition would imply that {y 1 , . . . , y n } is a generating system of A were all these y i Lie elements -see [9] or [13] . If they are arbitrary elements of A, this is not necessarily the case. Now for a free associative algebra A, denote by A e the tensor product A ⊗ K A with the multiplication given by (a
be the direct sum of n = |X| copies of A e . The universal derivation of A is the is invertible over A e -see [4] , [11] . Consider now property (ii) in the case of a free associative algebra. Along the same lines as in part (1) It is well known that a free associative algebra (as well as a free Lie algebra) of a finite rank is Hopfian (see e.g. [11] ), i.e., every onto endomorphism of A is actually an automorphism. Now we can obtain this result as a corollary of Proposition 4.2. Indeed, suppose an endomorphism ϕ which takes X = {x 1 , . . . , x n } to Y = {y 1 , . . . , y n }, is onto; then by Lemma 2.1, the Jacobian matrix J Y is invertible, in particular its rows are left independent, hence by Proposition 4.2, ϕ is a monomorphism.
Remark 4.4. The converse of Proposition 4.2 does not hold. For example, for x, y ∈ X the elements x and yx generate a free subalgebra of A whereas the rows of the corresponding Jacobian matrix are left dependent over A. Various necessary and sufficient conditions for a subalgebra of A to be free can be found in [3] . However, Umirbaev [16] has recently proved that there is no algorithm for deciding whether or not a given finite set of elements of A is an independent set. There is, on the
