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Abstract
We present a new class of well conditioned integral equations for the solution of two and
three dimensional scattering problems by homogeneous penetrable scatterers. Our novel bound-
ary integral equations result from suitable representations of the fields inside and outside the
scatterer as combinations of single and double layer potentials acting on suitably defined regu-
larizing operators. The regularizing operators are constructed to be suitable approximations of
the admittance operators that map the transmission boundary conditions to the exterior and re-
spectively interior Cauchy data on the interface between the media. The latter operators can be
expressed in terms of Dirichlet-to-Neumann operators. We refer to these regularized boundary
integral equations as Generalized Combined Source Integral Equations (GCSIE). The ensuing
GCSIE are shown to be integral equations of the second kind in the case when the interface
of material discontinuity is a smooth curve in two dimensions and a smooth surface in three
dimensions.
Keywords: transmission problems, Combined Field Integral Equations, regularizing oper-
ators, Dirichlet-to-Neumann operators.
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1 Introduction
Numerical methods based on integral equation formulations for the solution of scattering problems,
when applicable, have certain advantages over those that use volumetric formulations, largely owing
to the dimensional reduction and the explicit enforcement of the radiation conditions. A crucial
requirement of reformulating a linear, constant-coefficient PDE in terms of boundary integral equa-
tion formulations is that the latter are well-posed. In the case when the boundary of the scatterer is
regular enough, there is a myriad of possibilities to derive well-posed boundary integral equations.
Amongst those, the most widely used methodology of deriving well-posed integral equations for
solution of scattering problems relies on Combined Field Integral Equations (CFIE) [6, 8, 13, 18].
Here in what follows we assume that the boundary of the scatterer is regular enough; the case of
less regular interfaces (e.g. Lipschitz) is much less understood. In the scalar case, this methodology
seeks scattered fields in terms of suitable linear combinations of single and double layer potentials
so that the enforcement of the boundary conditions leads to boundary integral equations (CFIE)
whose underlying operators are Fredholm in suitable boundary trace spaces of scattering problems.
The well-posedness of CFIE is then settled via uniqueness arguments for the Helmholtz equation
with certain boundary conditions (e.g. impedance boundary conditions, transmission boundary
conditions).
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Solvers based on integral equation formulations of scattering problems lead to systems of linear
equations that involve dense matrices that can be very large in the high-frequency regime. Due
to the large size of the underlying matrices, the solution of these linear algebra problems relies on
Krylov subspace iterative solvers and is greatly facilitated by the availability of fast algorithms to
perform matrix vector products. Thus, the efficiency of scattering solvers based on integral equa-
tions hinges a great deal on the spectral properties of the integral operators that enter the integral
formulations, spectral properties themselves that influence the speed of convergence of iterative
solvers. Thus, boundary integral equations of the second kind (e.g. equations whose operators are
compact perturbations of identity in appropriate functional spaces) are preferable for the solution of
scattering problems. The combined field strategy delivers boundary integral equations of the second
kind for scalar scattering problems with Dirichlet boundary conditions [6] and transmission bound-
ary conditions [11, 13, 18, 19]. However, it is typically the case that CFIE formulations, although
extremely reliable, do not necessarily possess the best spectral properties amongst all well-posed
formulations possible. For instance, in the case of scattering problems with other boundary con-
ditions such as Neumann and impedance boundary conditions, various regularization procedures
can deliver integral equations of the second kind [1, 2, 5–8, 14] with superior spectral properties.
The regularization procedure is a means to derive systematically well-conditioned boundary inte-
gral formulations of scattering problems. The techniques are quite general and can be applied, in
principle, to any boundary value problem for linear, constant-coefficient PDEs or systems of PDEs.
All the regularization procedures for scalar scattering problems rely on the same main steps: (1)
the fields (i.e. the solutions of the Helmholtz equations) are represented in each domain of interest
with the aid of Green’s formulas in terms of the Cauchy data (i.e. Dirichlet and Neumann traces) on
the boundary of each domain; (2) an abstract operator R that maps the given boundary conditions
to all the Cauchy data needed (e.g: in the case of Neumann boundary conditions, the operator R
maps Neumann traces to Dirichlet traces and is thus a Neumann-to-Dirichlet operator)—the oper-
ator R is defined in terms of Dirichlet-to-Neumann operators and possibly their inverses; (3) the
fields are represented using Green’s formulas where the Cauchy data is represented as an operator
R˜ that approximates the operator R acting on some unknown sources/densities. The enforcement
of the boundary conditions on this representation leads to Generalized Combined Source Integral
Equations (GCSIE) / Regularized Combined Field Integral Equations (CFIER). We note at this
stage that by construction, if the operator R were used instead of R˜ in the GCSIE, then these
would consist of the identity operator. In the next step (4) the degree of approximation of the
operator R˜ (that is the degree of smoothing of the difference operator R˜ − R) is established so
that second kind Fredholm GCSIE are obtained in appropriate boundary trace spaces of scalar
scattering problems. The desired degree of smoothing is achieved provided that (5) the operator R˜
is constructed via suitable approximations of Dirichlet-to-Neumann operators. In order to meet the
additional requirement that the ensuing GCSIE operators are injective (and thus invertible with
continuous inverses), the aforementioned approximations of Dirichlet-to-Neumann operators are
constructed through complexification of boundary integral operators [5, 7], through complexifica-
tion of the wavenumbers in the definition of Dirichlet-to-Neumann operators for simple geometries
such as the half-planes/half-spaces corresponding to tangent lines/planes to the boundary of the
scatterer [1, 2]—in these cases the Dirichlet-to-Neumann maps can be defined by Fourier multipli-
ers, or through boundary integral operators corresponding to the wavenumbers of the Helmholtz
equations under consideration and quadratic partitions of unities [14–16]. Caldero´n’s identities are
a crucial ingredient in the calculus in part (5).
We present in this paper novel integral equation formulations of two and three dimensional
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scalar transmission scattering problems that apply the five-step program outlined above. These
integral equation formulations are actually 2× 2 systems of integral equations whose unknowns are
certain densities defined on the interface of material discontinuity. There are two possibilities in
terms of the functional spaces in which we seek those densities and in which we aim to construct
GCSIE operators that are Fredholm of the second kind: (i) we assume that both densities belong to
the same boundary Sobolev space and (ii) we assume that one of the densities has one more order
of regularity than the other. We note that numerical methods based on GCSIE with property (i)
are more accurate, and more amenable to an error analysis. We note that this distinction plays an
important role in the construction of appropriate approximations of the operatorR in step (2) which
maps the difference of exterior and interior Dirichlet and Neumann traces on the interface of material
discontinuity to the Cauchy data of transmission problems. The matrix operator R is expressed
in terms of compositions of exterior and interior Dirichlet-to-Neumann operators corresponding to
two different domains and wavenumbers and inverses of operators that involve linear combinations
of those. Depending on the case (i) and (ii), the degree of smoothing we require on the difference
operator R˜ − R is different. The approximating operators R˜, in turn, are constructed per step
(5) above via approximations of both exterior and interior Dirichlet-to-Neumann operators. The
degree of these latter approximations is different according to case (i) and case (ii) respectively,
and the dimension of the ambient space in which we solve the transmission problem. We rely on
Caldero´n’s calculus to construct approximations of the Dirichlet-to-Neumann operators in terms
of normal derivative of double layer operators corresponding to complex wavenumbers in case (i)
and two dimensional ambient space and in case (ii) and three dimensional ambient space; or linear
combinations of those with compositions of the normal derivative of double layer operators and
double layer potentials corresponding to imaginary wavenumbers in case (ii) and three dimensional
ambient space. The positivity of the imaginary parts of the former operators allows us to establish
the injectivity and thus the invertibility of the GCSIE operators in both case (i) and case (ii).
As it was illustrated in [3], solvers based on the GCSIE formulations, on account of the superior
spectral properties of these formulations, outperform solvers based on classical integral formulations
of transmission problems [11, 13, 19].
The paper is organized as follows: in Section 2 we present the acoustic transmission problems
and review the basic properties of scattering boundary integral operators; in Section 3 we define and
compute the admittance operator R of transmission problems and we set up regularized integral
equations in the form of Generalized Combined Source Integral Equations (GCSIE) that are based
on regularizing operators R˜ that approximate the operators R; in Section 4 we derive sufficient
conditions on the regularizing operators R˜ so that they lead to Fredholm second kind GCSIE; in
Section 5 we construct approximations of Dirichlet-to-Neumann operators for each medium that
lead via Calde´ron’s calculus to constructions of regularizing operators R˜; in Sections 6, 7, and 8
we establish the Fredholm properties of the GCSIE for various choices of regularizing operators R˜
in two and three dimensions; finally, in Section 9 we establish the well-posedness of the GCSIE.
2 Integral Equations acoustic transmission
2.1 Acoustic transmission problem
We consider the problem of evaluating the time-harmonic fields u1 and u2 that result as an incident
field uinc impinges upon the boundary Γ of a homogeneous penetrable scatterer D2 which occupies a
bounded region in Rd, d = 2, 3. The frequency domain acoustic transmission problem is formulated
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in terms of finding fields u1 and u2 that are solutions to the Helmholtz equations
∆u2 + k22u
2 = 0 in D2, (1)
∆u1 + k21u
1 = 0 in D1 = R
d \D2, (2)
given an incident field uinc that satisfies
∆uinc + k21u
inc = 0 in D1, (3)
where the wavenumbers ki, i = 1, 2 are the wavenumbers corresponding to the domains Di, i = 1, 2
respectively. In addition, the fields u1, uinc, and u2 are related on the boundary Γ by the the
following boundary conditions
γ1Du
1 + γ1Du
inc = γ2Du
2 on Γ
γ1Nu
1 + γ1Nu
inc = νγ2Nu
2 on Γ. (4)
In equations (4) and what follows γiD, i = 1, 2 denote exterior and respectively interior Dirichlet
traces, whereas γiN , i = 1, 2 denote exterior and respectively interior Neumann traces taken with
respect to the exterior unit normal on Γ. We assume in what follows that the wavenumbers
ki, i = 1, 2 are positive and that the density ratio ν is also positive. We note that in the case
d = 2, equations (1)-(3) can also model electromagnetic scattering by two-dimensional penetrable
obstacles D1, in which case ν = 1 (TE case) or ν = k
2
1/k
2
2 (TM case). We assume in what follows
that the boundary Γ is a closed and smooth curve in R2 and a closed and smooth surface in R3.
We furthermore require that u1 satisfies Sommerfeld radiation conditions at infinity:
lim
|r|→∞
r(d−1)/2(∂u1/∂r − ik1u
1) = 0. (5)
Under the assumption that k1, k2, and ν are real and positive, it is well known that the systems of
partial differential equations (1)-(3) together with the boundary conditions (4) and the radiation
condition (5) has a unique solution [12, 13]. The results in this text can be extended to the case
of complex wavenumbers ki, i = 1, 2, provided we assume uniqueness of the transmission problem
and its adjoint.
2.2 Layer integral potentials and operators
A variety of integral equations for the transmission problem (1)-(4) exist [10, 12, 13]. The start-
ing point in the derivation of direct integral equations for transmission problems is the Green’s
identities. Hence, let
Gk(x) := i/4(k|x|
−1/2π)(d−2)/2H
(1)
(d−2)/2(k|x|)
the free space Green’s functions corresponding to the Helmholtz equation with wavenumber k. For
the sake of a simpler exposition, from now on we will commit a slight abuse of notation and denote
Gj(x) = Gkj (x), j = 1, 2.
(The context will avoid any possible confusion).
Next we define the associated single and double layer potential
[SLkϕ](z) :=
∫
Γ
Gk(z− y)ϕ(y)dσ(y), [DLkψ](z) :=
∫
Γ
∂Gk(z− y)
∂n(y)
ψ(y)dσ(y)
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for z ∈ Rd \ Γ. As before, SLj ,DLj denotes the layer potentials for the wavenumbers kj , with
j = 1, 2.
We have then the representation formulas for the exterior and interior domain
u1 = DL1(γ
1
Du
1)− SL1(γ
1
Nu
1), u2 = −DL2(γ
2
Du
2) + SL2(γ
2
Nu
2). (6)
In addition to Green’s identities (6), trace formulas of the single and double layer potential are
needed in the derivation of integral equations for transmission problems. For a given wavenumber
k, the traces on Γ of the single and double layer potentials corresponding to the wavenumber k and
densities ϕ and ψ are given by
γ1DSLk(ϕ) = γ
2
DSLk(ϕ) = Skϕ γ
j
NSLk(ϕ) =
(−1)j
2 ϕ+K
⊤
k ϕ j = 1, 2
γjDDLk(ψ) =
(−1)j+1
2 ψ +Kkψ j = 1, 2 γ
1
NDLk(ψ) = γ
2
NDLk(ψ) = Nkψ.
(7)
In equations (7) the operators Kk and K
⊤
k are the double layer and the adjoint of the double
layer operator defined for a given wavenumber k and density ϕ as
(Kkϕ)(x) :=
∫
Γ
∂Gk(x− y)
∂n(y)
ϕ(y)dσ(y), x on Γ,
(K⊤k ϕ)(x) :=
∫
Γ
∂Gk(x− y)
∂n(x)
ϕ(y)dσ(y), x on Γ.
Furthermore,
(Nkϕ)(x) := FP
∫
Γ
∂2Gk(x− y)
∂n(x)∂n(y)
ϕ(y)dσ(y)
is the so-called hypersingular operator (FP stands for the Hadamard Finite Part Integral). We
point out
(Nkϕ)(x) = k
2
∫
Γ
Gk(x− y)(n(x) · n(y))ϕ(y)dσ(y) + PV
∫
Γ
∂s(x)Gk(x− y)∂s(y)ϕ(y)dσ(y),
when d = 2, and
(Nkϕ)(x) = k
2
∫
Γ
Gk(x− y)(n(x) · n(y))ϕ(y)dσ(y) + PV
∫
Γ
−−→
curlxΓ Gk(x− y) ·
−−→
curlyΓ ϕ(y)dσ(y),
when d = 3, where PV denotes the Cauchy Principal value of the integral, ∂s the tangential
derivative and
−−→
curlΓϕ = ∇Γϕ× n. Finally, the single layer operator Sk is defined as
(Skϕ)(x) :=
∫
Γ
Gk(x− y)ϕ(y)dσ(y), x on Γ.
Again, we will use Kj , K
⊤
j , Nj and Sj for j = 1, 2 for denoting the layer operator associated
to the wavenumbers kj.
Having recalled the definition of the scattering boundary integral operators, we present next
their mapping properties in appropriate Sobolev spaces of functions defined on the manifold Γ [3, 17]:
Theorem 2.1 For a smooth curve/surface Γ the mappings
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• Sk : H
s(Γ)→ Hs+1(Γ)
• Nk : H
s+1(Γ)→ Hs(Γ)
• K⊤k : H
s(Γ)→ Hs+3(Γ), d = 2; K⊤k : H
s(Γ)→ Hs+1(Γ), d = 3
• Kk : H
s(Γ)→ Hs+3(Γ), d = 2; Kk : H
s(Γ)→ Hs+1(Γ), d = 3
are continuous for all s ∈ R.
We will use throughout the text the following results about the smoothing properties of differ-
ences of boundary integral operators corresponding to different wavenumbers
Theorem 2.2 Let κ1 and κ2 be such that ℜκj ≥ 0 and ℑ(κj) ≥ 0. Then,
Sκ1 − Sκ2 : H
s(Γ)→ Hs+3(Γ), Nκ1 −Nκ2 : H
s(Γ)→ Hs+1(Γ) (8)
are continuous for any s.
Moreover, for d = 3,
Kκ1 −Kκ2 , K
⊤
κ1 −K
⊤
κ2 : H
s(Γ)→ Hs+2(Γ) (9)
are also continuous for all s.
Proof. Let BR = {x : ‖x‖2 ≤ R} and set DR := D1 ∩ BR. We assume R to be sufficiently
large so that D2 ⊂ R
d \DR. Fix ϕ ∈ H
s(Γ) and denote
v1 := SLκ1ϕ, v2 := SLκ2ϕ.
Observe that for s > −1 cf [17, Cor 6.14]
‖vj‖Hs+3/2(DR) + ‖vj‖Hs+3/2(D2) ≤ C‖ϕ‖Hs(Γ),
with C > 0 independent of ϕ. Then ω = v1 − v2 satisfies
∆ω = f, in DR ∪D2, γ
1
Nω − γ
2
Nω = 0, γ
1
Dω − γ
2
Dω = 0,
with f = −κ21v1 − κ
2
2v2. Observe that, due to (7), f has a jump in the normal derivative across Γ,
no matter how smooth ϕ is. Therefore, ω has a limited regularity in DR ∪D2. However, we can
apply [17, Theorem 4.20] to prove that ω ∈ Hs+7/2(DR ∪D2)∩H
2(DR ∪D2) and that there exists
C, again independent of ϕ, so that
‖ω‖Hs+7/2(DR) + ‖ω‖Hs+7/2(D2) ≤ C
[
‖f‖Hs+3/2(DR) + ‖f‖Hs+3/2(D2)
]
≤ C ′‖ϕ‖Hs(Γ).
In other words,
SLκ1 − SLκ2 : H
s(Γ)→ Hs+7/2(D2), SLκ1 − SLκ2 : H
s(Γ)→ Hs+7/2(DR)
are continuous for all s > −1 and any sufficiently large R.
Analogously, one can show DLκ1 − DLκ2 : H
s+1(Γ) → Hs+7/2(D2) and DLκ1 − DLκ2 :
Hs+1(Γ)→ Hs+7/2(DR) are continuous for all s > 0 and any sufficiently large R.
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By (7), and the continuity of the trace and normal derivative in the appropriate Sobolev spaces,
we can easily conclude that
Sκ1 − Sκ2 : H
s(Γ)→ Hs+3(Γ), Nκ1 −Nκ2 : H
s+1(Γ)→ Hs+2(Γ)
K⊤κ1 −K
⊤
κ2 : H
s(Γ)→ Hs+2(Γ), Kκ1 −Kκ2 : H
s+1(Γ)→ Hs+3(Γ), (10)
are continuous for any s > −1. A transposition argument in L2(Γ) proves that, again for s > −1,
Sκ1 − Sκ2 : H
−s−3(Γ)→ H−s(Γ), Nκ1 −Nκ2 : H
−s−2(Γ)→ H−s−1(Γ).
Kκ1 −Kκ2 : H
−s−2(Γ)→ H−s(Γ), K⊤κ1 −K
⊤
κ2 : H
−s−3(Γ)→ H−s−1(Γ), (11)
which with (10), proves (8) for almost all s ∈ R. The remaining values are covered using the theory
of interpolation in Sobolev spaces cf [17, App. B]. Hence, for instance, we have already proved that
Sκ1−Sκ2 : H
t(Γ)→ Ht+3(Γ) is continuous for t 6∈ [−2,−1]. For s ∈ [−2,−1], we have, in the usual
notation of interpolation spaces, Hs(Γ) = [Hs−2(Γ),Hs+2(Γ)]1/2 and, since s+ 2, s− 2 6∈ [−2,−1],
we can make use of (10)-(11) and the theory of interpolation spaces to conclude
‖Sκ1 − Sκ2‖Hs(Γ)→Hs+3(Γ) ≤ ‖Sκ1 − Sκ2‖
1/2
Hs+2(Γ)→Hs+5(Γ)
‖Sκ1 − Sκ2‖
1/2
Hs−2(Γ)→Hs+1(Γ)
.
The continuity for the excluded s of the remaining boundary layer operators are dealt in a similar
way.

3 Regularized combined source integral equations for transmis-
sion problems
We derive in this section regularized combined field integral equations for transmission problems
that rely on the use of adequate approximations of the Dirichlet to Neumann (DtN) operators. We
start by explaining the main idea of our strategy. To this end, we introduce several notations. For
a field u = (u1, u2)⊤ such that u1 and u2 are solutions of the equations (2) and (1) respectively,
where in addition u1 is radiative, we define by γT (u) the operator that maps the field u to the
boundary data of the transmission problems given in equations (4), that is
γT (u) =
(
γ1Du1 − γ
2
Du2
γ1Nu1 − νγ
2
Nu2
)
.
At the heart of our approach there are two operators R1 and R2 that for a given u defined as
above map the given transmission boundary conditions (e.g. the operator γTu) to the Cauchy data
on Γ given by the exterior and interior Dirichlet and Neumann traces of u. More specifically, we
denote by R1 the matrix operator which maps the difference of exterior and interior Dirichlet and
Neumann traces of the field u to the exterior Dirichlet and Neumann traces on Γ of the component
u1 on Γ. We write this as
R1γT (u) = γ
1
C(u), where γ
1
C(u) =
(
γ1Du
1
γ1Nu
1
)
. (12)
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Similarly, we denote by R2 the operator that maps the difference of exterior and interior Dirichlet
and Neumann traces of the field u to the interior traces on Γ of the component u2, that is
R2γT (u) := γ
2
C(u) where γ
2
C(u) =
(
γ2Du
2
γ2Nu
2
)
. (13)
On account of the boundary conditions in equations (4), it follows that R2 =
(
1 0
0 ν−1
)
(R1−I),
where I denotes the identity matrix. The field u itself can be retrieved through the Green’s
formulas, i.e. equations (6) from the Cauchy data γC(u) = (γ
1
C(u) γ
2
C(u)) on Γ. We write this in
operator form as
u =
(
DL1 −SL1
0 0
)(
γ1Du
1
γ1Nu
1
)
+
(
0 0
−DL2 SL2
)(
γ2Du
2
γ2Nu
2
)
or in short form as u = C(γCu). Obviously, if we denote by R = (R1;R2), the following identity
holds
γTCR = I. (14)
The operators R can be expressed in terms of Dirichlet to Neumann operators. However,
their evaluation is numerically cumbersome, if at all possible. Our idea is to use instead certain
suitable approximations R˜1 of the operator R1 defined in equation (21). Once operators R˜1 are
constructed, their counterparts can be taken to be R˜2 =
(
1 0
0 ν−1
)
(R˜1− I). We look then for a
field u = (u1, u2)⊤ in the form u = CR˜w, where w = (a, b)⊤ is a vector density defined on Γ and
R˜ = (R˜1; R˜2). More precisely, if we denote R˜1 =
(
R˜11 R˜12
R˜21 R˜22
)
, we look for fields u1 defined as
u1(z) = DL1(R˜11a+ R˜12b)(z) − SL1(R˜21a+ R˜22b)(z), z ∈ R
d \ Γ (15)
and u2 defined as
u2(z) = −DL2(R˜11a+ R˜12b− a)(z) + ν
−1SL2(R˜21a+ R˜22b− b)(z), z ∈ R
d \ Γ. (16)
Using the jump conditions of the boundary layer potentials we are led to the integral equation
D˜
(
a
b
)
= γTC(R˜w) = −
(
γ1Du
inc
γ1Nu
inc
)
(17)
which we refer to as Generalized Combined Source Integral Equation (GCSIE) and which takes on
the following explicit form:(
1
2
I −K2 + (K1 +K2)R˜11 − (S1 + ν
−1S2)R˜21
)
a
+
(
ν−1S2 + (K1 +K2)R˜12 − (S1 + ν
−1S2)R˜22
)
b = −γ1Du
inc
(
−νN2 + (N1 + νN2)R˜11 − (K
⊤
1 +K
⊤
2 )R˜21
)
a
+
(
1
2
I +K⊤2 + (N1 + νN2)R˜12 − (K
⊤
1 +K
⊤
2 )R˜22
)
b = −γ1Nu
inc. (18)
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In what follows we compute the operator R in terms of Dirichlet to Neumann operators and we
establish in what sense should the operators R˜ approximate the operator R so that, in the light
of formulas (14) and (17), the matrix operators D˜ in the left-hand side of GCSIE equations (18)
are close to the identity matrix. Notice that is precisely what we obtain when using Rij in (18)
instead.
We present next a formal calculation of the operator R1 based on the use of Dirichlet-to-
Neumann operators for the domains Dj, j = 1, 2. The latter operators are defined such that Y
1
maps the Dirichlet trace on the boundary Γ of a radiative solution of the Helmholtz equation with
wavenumber k1 in the domain D1 to its Neumann trace on the boundary Γ, i.e. Y
1 : γ1D· → γ
1
N ·
and Y 2 maps the Dirichlet trace on the boundary Γ of a solution of the Helmholtz equation with
wavenumber k2 in the domain D2 to its Neumann trace on the boundary Γ, i.e. Y
2 : γ2D· → γ
2
N ·.
By (12),
R11(γ
1
Du
1 − γ2Du
2) +R12(γ
1
Nu
1 − νγ2Nu
2) = γ1Du
1. (19)
Equation (19) can be further expressed in term of the admittance operators Y j, j = 1, 2 as the
following (operator) linear system
R11 +R12Y
1 = I
R11 + νR12Y
2 = 0. (20)
We immediately obtain that the solution of the linear system in equation (20) is given by R12 =
(Y 1 − νY 2)−1 and R11 = −ν(Y
1 − νY 2)−1Y 2. Using the admittance operator Y 1 we see that the
second row of the matrix operator R1 can be obtained by composing on the left the first row of R1
by Y 1. Hence we obtain
R1 =
(
−ν(Y 1 − νY 2)−1Y 2 (Y 1 − νY 2)−1
−νY 1(Y 1 − νY 2)−1Y 2 Y 1(Y 1 − νY 2)−1
)
. (21)
We note that the calculations that led to equation (21) are entirely formal, as the operators (Y 1−
νY 2)−1 or Y 2 may not be well defined. Furthermore, the computation of the Dirichlet to Neumann
operators Y j, j = 1, 2 is expensive for general domains Dj , j = 1, 2. Nevertheless, operators Y˜
j , j =
1, 2 can be constructed such that the difference operators Y j − Y˜ j are smoother operators than Y j
(these type of operators are referred to as parametrices). We discuss in what follows what degree
of smoothing must the operators Y j − Y˜ j, j = 1, 2 have in order to lead to GCSIE operators (17)
that are Fredholm of the second kind in appropriate Sobolev spaces.
4 Approximations of the admittance operators
Our goal is to produce appropriate approximations R˜ of the exact admittance operator R so that
the matrix operators D˜ that enter GCSIE formulations (17) are (i) compact perturbations of the
identity (matrix) operator in appropriate Sobolev spaces and (ii) invertible in the same spaces. We
establish in this section sufficient conditions on the regularity properties of the difference matrix
operators R˜−R that ensure the aforementioned property (i). We distinguish two cases with regards
to Sobolev spaces the matrix operators D˜ act upon:
Case I we consider γ1Du
inc ∈ Hs(Γ) and γ1Nu
inc ∈ Hs(Γ) which implies that the solution (a, b) of
the GCSIE formulations (17) has the same regularity, that is (a, b) ∈ Hs(Γ)×Hs(Γ);
Case II we consider γ1Du
inc ∈ Hs(Γ) and γ1Nu
inc ∈ Hs−1(Γ) which implies (a, b) ∈ Hs(Γ)×Hs−1(Γ).
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Given that γTCR = I, we expect that once we construct operators R˜ with the desired properties
(i) and (ii), the eigenvalues of the operators in the left-hand side of equation (17) will accumulate
at (1, 1). In addition, we strive to construct operators R˜1 that are (iii) as simple as possible so that
their evaluation is as numerically inexpensive as possible.
We present first a result that establishes in what sense should R˜1 approximate R1 in order
for the first property (i) to hold in Case I. In order to make a more striking distinction between
the two cases, we denote by Rs,s1 the approximating operators R1 of the operators R1 in the
spaces Hs(Γ) × Hs(Γ). Given the mapping properties of the Dirichlet to Neumann operators
Y j : Hs(Γ) → Hs−1(Γ), and assuming that the operators (Y 1 − νY 2)−1 are well defined, we have
then the following mapping properties of the components Rij , 1 ≤ i, j ≤ 2 of the matrix operator R1
defined in equation (21): R11 : H
s(Γ)→ Hs(Γ), R12 : H
s(Γ)→ Hs+1(Γ), R21 : H
s(Γ)→ Hs−1(Γ),
and R22 : H
s(Γ)→ Hs(Γ). Our first important result is given in
Theorem 4.1 Assume that the operators (Y 1−νY 2)−1 and Y2 are well defined. Let R˜
s,s
ij , i, j = 1, 2
be operators such that for all s ∈ R we have
• R˜s,s11 −R11 : H
s(Γ)→ Hs+2(Γ)
• R˜s,s12 −R12 : H
s(Γ)→ Hs+3(Γ)
• R˜s,s21 −R21 : H
s(Γ)→ Hs+1(Γ)
• R˜s,s22 −R22 : H
s(Γ)→ Hs+2(Γ).
Then the matrix operator D˜s,s defined in equation (17) and corresponding to the regularizing opera-
tor Rs,s1 has the following mapping property D˜
s,s : Hs(Γ)×Hs(Γ)→ Hs(Γ)×Hs(Γ). Furthermore,
the operator D˜s,s can be written in the form
D˜s,s = I +
(
D˜r11 D˜
r
12
D˜r21 D˜
r
22
)
where D˜r11 : H
s(Γ) → Hs+2(Γ), D˜r12 : H
s(Γ) → Hs+3(Γ), D˜r21 : H
s(Γ) → Hs+1(Γ), and D˜r22 :
Hs(Γ) → Hs+2(Γ). In particular, and given the compact embeddings of Ht(Γ) into Hs(Γ) for all
t > s, it follows that the matrix operator D˜s,s is a compact perturbation of identity in the space
Hs(Γ)×Hs(Γ)→ Hs(Γ)×Hs(Γ).
Proof. Given the assumptions about the operators R˜s,sij , it follows that they have the same
mapping properties as the operators Rij for i, j = 1, 2, and thus the mapping property of the
operators D˜s,s follow immediately. Let us consider first the identity (see (14))
Ds,s − I = γTCR
s,s − γTCR.
The result of the Theorem follows once we show that D˜s,sij −Dij are regularizing operators of
one order for all i = 1, 2 and j = 1, 2. A simple calculation gives
D˜r11 = D˜
s,s
11 − I = D˜
s,s
11 −D11 = (K1 +K2)(R˜
s,s
11 −R11)− (S1 + ν
−1S2)(R˜
s,s
21 −R21).
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We have that R˜s,s11 − R11 : H
s(Γ) → Hs+2(Γ) and K1 + K2 : H
s+2(Γ) → Hs+3(Γ), together with
R˜s,s21 − R21 : H
s(Γ) → Hs+1(Γ) and S1 + ν
−1S2 : H
s+1(Γ) → Hs+2(Γ), and thus D˜r11 : H
s(Γ) →
Hs+2(Γ). We also have
D˜r12 = D˜
s,s
12 = D˜
s,s
12 −D12 = (K1 +K2)(R˜
s,s
12 −R12)− (S1 + ν
−1S2)(R˜
s,s
22 −R22)
and hence D˜r12 : H
s(Γ) → Hs+3(Γ) since R˜s,s12 − R12 : H
s(Γ) → Hs+3(Γ), K1 + K2 : H
s+3(Γ) →
Hs+4(Γ), R˜s,s22 − R22 : H
s(Γ) → Hs+2(Γ), and S1 + ν
−1S2 : H
s+2(Γ) → Hs+3(Γ). Furthermore,
given that
D˜r21 = D˜
s,s
21 = D˜
s,s
21 −D21 = (N1 + νN2)(R˜
s,s
11 −R11)− (K
⊤
1 +K
⊤
2 )(R˜
s,s
21 −R21)
we obtain that D˜r21 : H
s(Γ)→ Hs+1(Γ) since R˜s,s11 −R11 : H
s(Γ)→ Hs+2(Γ), N1+νN2 : H
s+2(Γ)→
Hs+1(Γ), R˜s,s21 − R21 : H
s(Γ) → Hs+1(Γ), and K⊤1 +K
⊤
2 : H
s+1(Γ) → Hs+2(Γ). Finally, we have
that
D˜r22 = D˜
s,s
22 − I = D˜
s,s
22 −D22 = (N1 + νN2)(R˜
s,s
12 −R12)− (K
⊤
1 +K
⊤
2 )(R˜
s,s
22 −R22)
from which we obtain that D˜r22 : H
s(Γ)→ Hs+2(Γ) since R˜s,s12 −R12 : H
s(Γ)→ Hs+3(Γ), N1+νN2 :
Hs+3(Γ)→ Hs+2(Γ), R˜s,s22 −R22 : H
s(Γ)→ Hs+2(Γ), and K⊤1 +K
⊤
2 : H
s+2(Γ)→ Hs+3(Γ). 
Remark 4.2 We note that it follows immediately form the proof of Thorem 4.1 that the compact-
ness result still holds when the requirements on the regularity of the difference operators R˜s,sij −
Rij , i, j = 1, 2 are relaxed to R˜
s,s
11 − R11 : H
s(Γ) → Hs+2(Γ), R˜s,s12 − R12 : H
s(Γ) → Hs+2(Γ),
R˜s,s21 − R21 : H
s(Γ) → Hs(Γ), and R˜s,s22 − R22 : H
s(Γ) → Hs(Γ). However, we will construct the
operators R˜s,sij , i, j = 1, 2 based on approximation Y˜
j of the Dirichlet-to-Neumann operators Y j for
j = 1, 2, and thus we will start with constructing the simpler operator R˜s,s12 . Once R˜
s,s
12 constructed,
we will construct R˜s,s11 = −νR˜
s,s
12 Y˜
2, and thus
R˜s,s11 −R11 = −ν(R˜
s,s
12 −R12)Y˜
2 − νR12(Y˜
2 − Y 2).
It follows then that in order for R˜s,s11 − R11 : H
s(Γ) → Hs+2(Γ)–which is the optimal regularity
property of the operator R˜s,s11 − R11, we must have Y˜
2 − Y 2 : Hs(Γ) → Hs+1(Γ) and R˜s,s12 − R12 :
Hs(Γ)→ Hs+3(Γ). We note that the latter regularity property of the operator R˜s,s12 −R12 is what is
required in Theorem 4.1. Similar considerations motivate the other regularity requirements stated
in Theorem 4.1.
We present next a result that establishes in what sense should R˜1 approximate R1 in order for
the first property (i) to hold in Case II. In this case we denote by Rs,s−11 the approximating oper-
ators R1 of the operators R1 in the spaces H
s(Γ)×Hs−1(Γ). Given the discussion in Remark 4.2,
we have
Theorem 4.3 Assume that the operators (Y 1 − νY 2)−1 and Y2 are well defined. Let R˜
s,s−1
ij , i, j =
1, 2 be operators such that for all s ∈ R we have
• R˜s,s−111 −R11 : H
s(Γ)→ Hs+1(Γ)
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• R˜s,s−112 −R12 : H
s−1(Γ)→ Hs+1(Γ)
• R˜s,s−121 −R21 : H
s(Γ)→ Hs(Γ)
• R˜s,s−122 −R22 : H
s−1(Γ)→ Hs+1(Γ).
Then the matrix operator D˜s,s−1 defined in equation (17) and corresponding to the regularizing
operator Rs,s−11 has the following mapping property D˜
s,s−1 : Hs(Γ)×Hs−1(Γ)→ Hs(Γ)×Hs−1(Γ).
Furthermore, the operator D˜s,s−1 can be written in the form
D˜s,s−1 = I +
(
Dˆr11 Dˆ
r
12
Dˆr21 Dˆ
r
22
)
where Dˆr11 : H
s(Γ) → Hs+1(Γ), Dˆr12 : H
s(Γ) → Hs+2(Γ), Dˆr21 : H
s(Γ) → Hs(Γ), and Dˆr22 :
Hs(Γ)→ Hs+1(Γ). In particular D˜s,s−1 is a compact perturbation of identity in the space Hs(Γ)×
Hs−1(Γ)→ Hs(Γ)×Hs−1(Γ).
Proof. The proof of this result follows the same lines as the proof in Theorem 4.1, yet taking
into account the different mapping properties of the operators Kj and K
⊤
j in the case d = 3. 
Having established sufficient conditions that the operators R˜s,s and R˜s,s−1 should satisfy in
order for the corresponding GCSIE defined in equations (17) be second kind Fredholm integral
equations in the spaces Hs(Γ) × Hs(Γ) and Hs(Γ) × Hs−1(Γ) respectively, we return to explicit
constructions of the component operators R˜s,sij and R˜
s,s−1
ij . In the former case, the key ingre-
dient in our construction of suitable operators that satisfy the assumptions in Theorem 4.1 is
the use of suitable approximations Y˜ j−1 of the Dirichlet to Neumann operators Y
j such that
Y˜ j−1 − Y
j : Hs(Γ) → Hs+1(Γ) for s ∈ R. Conversely, to construct R˜s,s−1ij fulfilling the hypoth-
esis in Theorem 4.3 we make use instead of Y˜ j0 such that Y˜
j
0 − Y
j : Hs(Γ) → Hs(Γ) for s ∈ R.
First we present the following result
Lemma 4.4 Let A, A˜ : Hs(Γ) → Hs+α(Γ) be invertible, with A − A˜ : Hs(Γ) → Hs+β(Γ) for all s
with β > α. Then A−1− A˜−1 : Hs(Γ)→ Hs−2α+β(Γ). In particular, A˜−1 is a compact perturbation
of A−1
Proof. The result follows readily from the identity
A−1 − A˜−1 = A−1(A˜−A)A˜−1
and the continuity properties of the operators involved. 
Lemma 4.5 Let Y˜ j−1, j = 1, 2 and Y˜
j
0 , j = 1, 2 be operators such that Y˜
j
−1−Y
j : Hs(Γ)→ Hs+1(Γ)
and respectively Y˜ j0 − Y
j : Hs(Γ) → Hs(Γ) for j = 1, 2 and for all s. Assume that the operators
(Y 1 − νY 2)−1, (Y˜ 1−1 − νY˜
2
−1)
−1, and (Y˜ 10 − νY˜
2
0 )
−1 are well defined. Then the following mapping
properties (Y˜ 1−1− νY˜
2
−1)
−1− (Y 1− νY 2)−1 : Hs(Γ)→ Hs+3(Γ) and (Y˜ 10 − νY˜
2
0 )
−1− (Y 1− νY 2)−1 :
Hs(Γ)→ Hs+2(Γ) hold.
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Proof. The result follows from Lemma 4.4 by taking A = Y 1 − νY 2, A˜ = Y˜ 1−1 − νY˜
2
−1 with
α = −1 and β = 1, and respectively by taking A = Y 1 − νY 2, A˜ = Y˜ 10 − νY˜
2
0 with α = −1 and
β = 0. 
We turn next to the important issue of constructing operators Y˜ j such that Y˜ j −Y j : Hs(Γ)→
Hs+1(Γ).
5 Approximations of the exterior and interior Dirichet-to-Neumann
operators
From the Green’s identities (6) and the jump relations (7) we obtain
γ1Du =
1
2
γ1Du+K1γ
1
Du− S1γ
1
Nu
γ1Nu = N1γ
1
Du+
1
2
γ1Nu−K
⊤
1 γ
1
Nu.
Thus
S1Y
1 = −
I
2
+K1 (22)(
1
2
I +K⊤1
)
Y 1 = N1 (23)
Similarly, for the interior problem it holds
S2Y
2 =
1
2
I +K2 (24)(
−
1
2
I +K⊤2
)
Y 2 = N2. (25)
The last ingredient in our analysis are the following identities:
SκNκ = −
1
4
I + (Kκ)
2, NκSκ = −
1
4
I + (K⊤κ )
2, NκKκ = K
⊤
κ Nκ, KκSκ = SκK
⊤
κ (26)
which is a simple consequence of the Caldero´n identity and hold for any κ. The construction of
operators Y˜ j−1, j = 1, 2 and Y˜
j
0 , j = 1, 2 is different in two-dimensions from three dimensions on
account of the enhanced smoothing properties of the operators Kκ and K
⊤
κ in two dimensions–see
Theorem 2.1. Specifically, we have the following results
Lemma 5.1 In the case d = 2 the operator Y˜ 1−1 = 2Nκ has the desired property: Y˜
1
−1 − Y
1 :
Hs(Γ)→ Hs+1(Γ) for all κ such that ℜκ ≥ 0 and ℑκ ≥ 0.
Proof. Note that from (23),
Y 1 = 2N1 − 2K
⊤
1 Y
1
and K⊤1 : H
s−1(Γ) → Hs+2(Γ) and Y 1 : Hs(Γ) → Hs−1(Γ) are continuous. Thus Y 1 − 2N1 :
Hs(Γ) → Hs+2(Γ) → Hs+1(Γ) continuously. Given that Nκ − N1 : H
s(Γ) → Hs+1(Γ) (see
Theorem 2.2), the result now follows. 
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Lemma 5.2 In the case d = 2 the operator Y˜ 2−1 = −2Nκ has the desired property: Y˜
2
−1 − Y
2 :
Hs(Γ)→ Hs+1(Γ) for all κ such that ℜκ ≥ 0 and ℑκ ≥ 0.
Proof. The proof is similar to that of Lemma 5.1 by using (25) instead. 
Lemma 5.3 In the case d = 3 the operator Y˜ 10 = 2Nκ has the desired property: Y˜
1
0 −Y
1 : Hs(Γ)→
Hs(Γ) for all κ such that ℜκ ≥ 0 and ℑκ ≥ 0.
Proof. Note that from (23),
Y 1 = 2N1 − 2K
⊤
1 Y
1
and K⊤1 : H
s−1(Γ)→ Hs(Γ) and Y 1 : Hs(Γ)→ Hs−1(Γ) are continuous. Thus Y 1−2N1 : H
s(Γ)→
Hs(Γ) continuously. Given that Nκ − N1 : H
s(Γ) → Hs+1(Γ) (see Theorem 2.2), the result now
follows. 
Lemma 5.4 In the case d = 2 the operator Y˜ 20 = −2Nκ has the desired property: Y˜
2
0 − Y
2 :
Hs(Γ)→ Hs(Γ) for all κ such that ℜκ ≥ 0 and ℑκ ≥ 0.
Proof. The proof is similar to that of Lemma 5.3 by using (25) instead. 
Lemma 5.5 In the case d = 3 the operator Y˜ 1−1 = 2Nκ1 − 4Nκ2Kκ2 has the desired property:
Y˜ 1−1 − Y
1 : Hs(Γ) → Hs+1(Γ) for all κj such that ℜκj ≥ 0 and ℑκj ≥ 0 for j = 1, 2. Also, the
operator Y˜ 2−1 = −2Nκ1 − 4Nκ2Kκ2 has the desired property: Y˜
2
−1 − Y
2 : Hs(Γ) → Hs+1(Γ) for all
κj such that ℜκj ≥ 0 and ℑκj ≥ 0 for j = 1, 2
Proof. Note that from (23) and (26)
Y 1 = 2N1 − 2K
⊤
1 Y
1 = 2N1 − 4K
⊤
1 N1 + 4(K
⊤
1 )
2Y 1 = 2N1 − 4N1K1 + 4(K
⊤
1 )
2Y 1
Since K1 : H
s(Γ)→ Hs+1(Γ), Y 1 : Hs+1(Γ)→ Hs(Γ), and K⊤1 : H
s(Γ)→ Hs+1(Γ) are continuous,
we get that Y 1 − 2N1 + 4N1K1 : H
s(Γ) → Hs+1(Γ) continuously. Using the fact that N1K1 −
Nκ2Kκ2 = (N1 − Nκ2)K1 + Nκ2(K1 − Kκ2), and given that Nκj − N1 : H
s(Γ) → Hs+1(Γ) and
K1 −Kκ2 : H
s(Γ) → Hs+2(Γ) (see Theorem 2.2), the first part of the theorem now follows. The
second part of the theorem follows similarly. 
Given the choices of operators Y˜ j−1, j = 1, 2 and Y˜
j
0 , j = 1, 2 presented in Lemmas 5.1–5.5,
we focus next on using Caldero´n’s calculus to construct operators R˜s,sij and R˜
s,s−1
ij which satisfy
Theorem 4.1 and 4.3 respectively.
6 Construction of operators R˜
s,s
ij in the case d = 2
Note first
R1 =
(
−νR12Y
2 R12
−νY 1R12Y
2 Y 1R12
)
, R12 = (Y
1 − νY 2)−1. (27)
We construct first the operator R˜s,s12 which is the building block for the matrix operator R˜
s,s
1 . We
assume in all the results that follow that the operators (Y 1 − νY 2)−1 are well defined. We begin
with the following result:
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Lemma 6.1 The operator
R˜s,s12 = −
2
1 + ν
Sκ, with ℜ(κ),ℑ(κ) ≥ 0.
has the property R˜s,s12 −R12 : H
s(Γ)→ Hs+3(Γ) for all s.
Proof. Choosing ℑκ > 0, we have Sκ : H
s(Γ) → Hs+1(Γ) is invertible. Then, from (22) we
deduce
Y 1 = S−1κ SκY
1 = S−1κ S1Y
1 + S−1κ (Sκ − S1)Y
1
= −
1
2
S−1κ + S
−1
κ K1 + S
−1
κ (Sκ − S1)Y
1 = −
1
2
S−1κ + L1.
Applying Theorems 2.1 and 2.2 one easily checks that L1 : H
s(Γ) → Hs+1(Γ) is continuous.
Similarly,
Y 2 =
1
2
S−1κ + S
−1
κ K2 + S
−1
κ (Sκ − S2)Y
2 =
1
2
S−1κ + L2,
with L2 : H
s(Γ)→ Hs+1(Γ) being again continuous for all s. Then
Y 1 − νY 2 = −
1 + ν
2
S−1κ + Lν
with Lν : H
s(Γ) → Hs+1(Γ). The proof for this case is finished by applying Lemma 4.4 with
A = Y 1 − νY 2, A˜ = −1+ν2 S
−1
κ , α = −1 and β = 1 .

Lemma 6.2 The operator
R˜s,s11 =
ν
1 + ν
I
has the property R˜s,s11 −R11 : H
s(Γ)→ Hs+2(Γ) for all s.
Proof. We note that
R11 = −νR12Y
2 = −νR˜s,s12 Y
2 + ν(R˜s,s12 −R12)Y
2
=
2ν
1 + ν
S2Y
2 +
2ν
1 + ν
(Sκ − S2)Y
2 + ν(R˜s,s12 −R12)Y
2
=
ν
1 + ν
I +
2ν
1 + ν
K2 +
2ν
1 + ν
(Sκ − S2)Y
2 + ν(R˜s,s12 −R12)Y
2 =:
ν
1 + ν
I + L11
where we have applied Lemma 6.1 and (24). It is straightforward to check, using Theorems 2.1 and
2.2 with Lemma 6.1, that L11 : H
s(Γ)→ Hs+2(Γ) is continuous. The result is now proven. 
Lemma 6.3 The operator
R˜s,s21 =
2ν
1 + ν
Nκ
has the property R˜s,s21 −R21 : H
s(Γ)→ Hs+1(Γ) for all s.
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Proof. Observe that
R21 = Y
1R11 = −2N1R˜
s,s
11 + (Y
1 + 2N1)R˜
s,s
11 + Y
1(R11 − R˜
s,s
11 ) = −
2ν
1 + ν
N1 + L21
From Lemmas 5.1 and 6.2 we deduce that L21 : H
s(Γ)→ Hs+1(Γ) is continuous.
The proof is finished once we make use of Theorem 2.2 which states that N1 −Nκ : H
s(Γ) →
Hs+1(Γ) is also continuous. 
Finally, we establish the following result
Lemma 6.4 The operator
R˜s,s22 =
1
1 + ν
I
has the property R˜s,s22 −R22 : H
s(Γ)→ Hs+2(Γ) for all s.
Proof. Note that
R22 = Y
1R12 = 2NκR12 + (Y
1 − 2Nκ)R12
= −
4
1 + ν
NκSκ + 2Nκ(R12 − R˜
s,s
12 ) + (Y
1 − 2N1)R12 + 2(N1 −Nκ)R12
=
1
1 + ν
I −
4
1 + ν
(K⊤κ )
2 + 2Nκ(R12 − R˜
s,s
12 ) + (Y
1 − 2N1)R12 + 2(N1 −Nκ)R12
=:
1
1 + ν
I + L22
where we have used Lemma 6.1 and the second Caldero´n identity in (26). Since L22 : H
s(Γ) →
Hs+2(Γ) is continuous, the proof is finished. 
In conclusion, the matrix operator R˜s,s1 takes on the form
R˜s,s11 =
ν
1 + ν
I, R˜s,s12 = −
2
1 + ν
Sκ
R˜s,s21 =
2ν
1 + ν
Nκ, R˜
s,s
22 =
1
1 + ν
I,
(28)
where κ is a wavenumber such that ℜ(κ) ≥ 0 and ℑ(κ) > 0 satisfies the assumptions in Theorem 4.1.
Thus, the matrix operator that enters the GCSIE formulation (18) that uses the operator R˜s,s1
defined in equation (28) is a compact perturbation of the identity matrix in the spaceHs(Γ)×Hs(Γ).
We established the latter result on the assumption that the operators (Y 1 − νY 2)−1 and Y 2 are
well defined. This assumption was needed to provide a thorough justification of the steps that led
to the construction of the operator R˜s,s1 . It turns out that this assumption is not essential, as we
prove
Theorem 6.5 Let d = 2 and let us denote by D˜s,s the operator in the left-hand-side of equation (18)
with R˜1 being the operator R˜
s,s
1 defined in equation (28). Then the operator D˜
s,s is a compact
perturbation of the identity matrix in the space Hs(Γ)×Hs(Γ) for all s.
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Proof. We make use of Caldero´n’s identities (26) to express each of the components of the
matrix operator D˜s,s in the form(
D˜s,s11 D˜
s,s
12
D˜s,s21 D˜
s,s
22
)(
a
b
)
= −
(
γ1Du
inc
γ1Nu
inc
)
where
D˜s,s11 = I −
1
1 + ν
K2 +
ν
1 + ν
K1 −
2ν
1 + ν
S1(Nκ1 −N1)−
2ν
1 + ν
(K1)
2
−
2
1 + ν
S2(Nκ1 −N2)−
2
1 + ν
(K2)
2
D˜s,s12 =
1
1 + ν
(S2 − S1)−
2
1 + ν
(K1 +K2)Sκ1
D˜s,s21 =
ν
1 + ν
(N1 −N2)−
2ν
1 + ν
(K⊤1 +K
⊤
2 )Nκ1
D˜s,s22 = I +
ν
1 + ν
K⊤2 −
1
1 + ν
K⊤1 −
2
1 + ν
(N1 −Nκ)Sκ
−
2ν
1 + ν
(N2 −Nκ)Sκ − 2(K
⊤
κ )
2. (29)
The result now follows from the mapping properties recounted in Theorem 2.1 and Theorem 2.2.

7 Construction of operators R˜
s,s−1
ij in the case d = 3.
We begin again with the construction of the operator R˜s,s−112 under the assumption that the operator
(Y 1 − νY 2)−1 is well defined. We begin with the following result:
Lemma 7.1 The operator
R˜s,s−112 = −
2
1 + ν
Sκ, with ℜ(κ),ℑ(κ) > 0.
has the property R˜s,s−112 −R12 : H
s(Γ)→ Hs+2(Γ) for all s.
Proof. Choosing ℑκ > 0, we have Sκ : H
s(Γ)→ Hs+1(Γ) is invertible. Then, just in the proof
of Lemma 6.1 we get Y 1 = −12S
−1
κ + L1, where L1 has the same definition as in Lemma 6.1 with
three dimensional boundary integral operators instead. Applying Theorems 2.1 and 2.2 one easily
checks that L1 : H
s(Γ)→ Hs(Γ) is continuous. Similarly Y 2 = 12S
−1
κ +L2 with L2 : H
s(Γ)→ Hs(Γ)
being again continuous for all s. Then
Y 1 − νY 2 = −
1 + ν
2
S−1κ + Lν
with Lν : H
s(Γ) → Hs(Γ). The proof for this case is finished by applying Lemma 4.4 with
A = Y 1 − νY 2, A˜ = −1+ν2 S
−1
κ , α = −1 and β = 0. 
The next three results can be established along the same lines as the results in Lemma 6.2,
Lemma 6.3, and Lemma 6.4:
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Lemma 7.2 The operator
R˜s,s−111 =
ν
1 + ν
I
has the property R˜s,s−111 −R11 : H
s(Γ)→ Hs+1(Γ) for all s.
Lemma 7.3 The operator
R˜s,s−121 =
2ν
1 + ν
Nκ
has the property R˜s,s−121 −R21 : H
s(Γ)→ Hs(Γ) for all s.
Lemma 7.4 The operator
R˜s,s−122 =
1
1 + ν
I
has the property R˜s,s−122 −R22 : H
s(Γ)→ Hs+1(Γ) for all s.
In conclusion, the matrix operator R˜s,s−11 takes on the form
R˜s,s−111 =
ν
1 + ν
I R˜s,s−112 = −
2
1 + ν
Sκ
R˜s,s−121 =
2ν
1 + ν
Nκ R˜
s,s−1
22 =
1
1 + ν
I,
(30)
where κ is a wavenumber such that ℜ(κ) ≥ 0 and ℑ(κ) > 0 satisfies the assumptions in Theorem 4.3.
Thus, the matrix operator that enters the GCSIE formulation (18) that uses the operator R˜s,s−11
defined in equation (30) is a compact perturbation of the identity matrix in the space Hs(Γ) ×
Hs−1(Γ), provided that the operators (Y 1− νY 2)−1 are well defined. The latter assumption is not
essential, as we establish next the analogue of the result in Theorem 6.5:
Theorem 7.5 Let d = 3 and D˜s,s−1 be the operator in the left-hand-side of equation (18) with
R˜1 being the operator R˜
s,s−1
1 defined in equation (30). Then the operator D˜
s,s−1 is a compact
perturbation of the identity matrix in the space Hs(Γ)×Hs−1(Γ) for all s.
Proof. We note that the operator D˜s,s−1 is defined just as the operator D˜s,s in Theorem 6.5,
except that all the boundary integral operators that enter its definition are three dimensional ana-
logues of the operators in the aforementioned theorem. The result now follows from equations (29)
and from the mapping properties recounted in Theorem 2.1 and Theorem 2.2. 
Interestingly enough, if we view the operator D˜s,s−1 as an operator in the space Hs(Γ)×Hs(Γ),
we have the following result
Theorem 7.6 Let d = 3 and D˜s,s−1 be the operator in the left-hand-side of equation (18) with
R˜1 being the operator R˜
s,s−1
1 defined in equation (30). Then the operator D˜
s,s−1 is a compact
perturbation of an operator that is invertible with a bounded inverse in the space Hs(Γ) × Hs(Γ)
for all s. Thus, the operator D˜s,s−1 is Fredholm in the space Hs(Γ)×Hs(Γ) for all s.
Proof. It follows from equations (29) that
D˜s,s−1 =
(
I 0
− 2ν1+ν (K
⊤
1 +K
⊤
2 )Nκ1 I
)
+ C = P + C
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where the components of the matrix operator C =
(
C11 C12
C21 C22
)
are given by
C11 = −
1
1 + ν
K2 +
ν
1 + ν
K1 −
2ν
1 + ν
S1(Nκ1 −N1)−
2ν
1 + ν
(K1)
2
−
2
1 + ν
S2(Nκ1 −N2)−
2
1 + ν
(K2)
2
C12 =
1
1 + ν
(S2 − S1)−
2
1 + ν
(K1 +K2)Sκ1
C21 =
ν
1 + ν
(N1 −N2)
C22 =
ν
1 + ν
K⊤2 −
1
1 + ν
K⊤1 −
2
1 + ν
(N1 −Nκ)Sκ
−
2ν
1 + ν
(N2 −Nκ)Sκ − 2(K
⊤
κ )
2.
Taking into account the mapping properties recounted in Theorem 2.1 and Theorem 2.2, it follows
that C : Hs(Γ) ×Hs(Γ) → Hs+1(Γ) ×Hs+1(Γ), and thus the operator C is compact when viewed
as an operator from the space Hs(Γ) × Hs(Γ) to itself. The matrix operator P is a continuous
mapping in the space Hs(Γ)×Hs(Γ). Furthermore, we have that
P−1 =
(
I 0
2ν
1+ν (K
⊤
1 +K
⊤
2 )Nκ1 I
)
,
which can be seen to be a continuous mapping in the same space Hs(Γ)×Hs(Γ). 
8 Construction of operators R˜
s,s
ij in the case d = 3
We begin again with the construction of the operator R˜s,s12 under the assumption that the operator
(Y 1 − νY 2)−1 is well defined. We begin with the following result:
Lemma 8.1 The operator
R˜s,s12 = −
2
1 + ν
Sκ1 −
4(1− ν)
(1 + ν)2
Sκ2K
⊤
κ2 , with ℜ(κj),ℑ(κj) ≥ 0, j = 1, 2,
has the property R˜s,s12 −R12 : H
s(Γ)→ Hs+3(Γ) for all s.
Proof. We use the following results established in Lemma 5.5, namely the operators Y˜ 1−1 =
2Nκ1 − 4Nκ2Kκ2 and Y˜
2
−1 = −2Nκ1 − 4Nκ2Kκ2 are such that Y˜
j
−1 − Y
j : Hs(Γ)→ Hs+1(Γ).
Let A = R12 = Y
1−νY 2, A˜ = 2(1+ν)Nκ1−4(1−ν)Nκ2Kκ2 and assume first that A˜ : H
s(Γ)→
Hs−1(Γ) is invertible. Applying Lemma 4.4 we conclude that R12 − A˜
−1 : Hs(Γ) → Hs+3(Γ). We
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also have
R˜s,s12 A˜ = −4Sκ1Nκ1 +
8(1 − ν)
1 + ν
Sκ1Nκ2Kκ2 −
8(1− ν)
1 + ν
Sκ2K
⊤
κ2Nκ1
+
16(1 − ν)2
(1 + ν)2
Sκ2K
⊤
κ2Nκ2Kκ2
= I − (Kκ1)
2 +
8(1 − ν)
1 + ν
(
(Sκ1 − Sκ2)K
⊤
κ2Nκ2 + Sκ2K
⊤
κ2(Nκ2 −Nκ1)
)
+
16(1 − ν)2
(1 + ν)2
Sκ2K
⊤
κ2Nκ2Kκ2 := I +Mν . (31)
Making use of Theorem 2.1 and Theorem 2.2 we obtain thatMν : H
s+1(Γ)→ Hs+3(Γ) continuously.
Thus, R˜s,s12 A˜− I = (R˜
s,s
12 − A˜
−1)A˜ : Hs+1(Γ)→ Hs+3(Γ) and hence R˜s,s12 − A˜
−1 : Hs(Γ)→ Hs+3(Γ).
Using R˜s,s12 −R
s,s
12 = (R˜
s,s
12 − A˜
−1) + (A˜−1 −Rs,s12 ) the result of the lemma now follows .
If A˜ fails to be invertible, we can apply the same argument with different wavenumbers k˜1, k˜2
for which the corresponding operator is invertible (it is easy to show, using Lemma A.1, that if
suffices to take k˜1, k˜2 with zero real part) and next apply Theorem 2.2 to replace the layer operators
with the original ones k1, k2 having in mind that the difference is a smoothing operator of enough
order. 
Lemma 8.2 The operator
R˜s,s11 =
ν
1 + ν
(
I +
4
1 + ν
Kκ2
)
, with ℜ(κ2),ℑ(κ2) ≥ 0,
has the property R˜s,s11 −R11 : H
s(Γ)→ Hs+2(Γ) for all s.
Proof. We have that
R11 = ν(R˜
s,s
12 −R12)Y
2 − νR˜s,s12 (Y
2 − Y˜ 2−1)
−4ν
(
1
1 + ν
Sκ1 +
2(1 − ν)
(1 + ν)2
Sκ2K
⊤
κ2
)
(Nκ1 + 2Nκ2Kκ2)
= R˜s,s11 +M11
with
M11 := ν(R˜
s,s
12 −R12)Y
2 − νR˜s,s12 (Y
2 − Y˜ 2−1)
−
8ν(1− ν)
(1 + ν)2
Sκ2K
⊤
κ2(Nκ1 −Nκ2)−
16ν
(1 + ν)2
(Kκ2)
3 −
4ν
1 + ν
(Kκ1)
2
−
16ν(1− ν)
(1 + ν)2
Sκ2Nκ2K
2
κ2 .
Making use of Theorem 2.1 and Theorem 2.2 we obtain that M11 : H
s(Γ)→ Hs+2(Γ) continuously,
and the result of the lemma follows. 
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Lemma 8.3 The operator
R˜s,s21 = ν
(
2
1 + ν
Nκ1 +
4(1− ν)
(1 + ν)2
Nκ2Kκ2
)
has the property R˜s,s21 −R21 : H
s(Γ)→ Hs+1(Γ) for all s.
Proof. Observe that
R21 = Y
1R11 = Y
1(R11 − R˜
s,s
11 ) + (Y
1 − Y˜ 1−1)R˜
s,s
11 + Y˜
1
−1R˜
s,s
11
= R˜s,s21 +M21
M21 := Y
1(R11 − R˜
s,s
11 ) + (Y
1 − Y˜ 1−1)R˜
s,s
11 +
8ν
(1 + ν)2
(Nκ1 −Nκ2)Kκ2 −
16ν
(1 + ν)2
Nκ2(Kκ2)
2.
Since M21 : H
s(Γ) → Hs+1(Γ) continuously, see Theorem 2.1 and Theorem 2.2, the Lemma is
proven. 
Finally, we establish the following result
Lemma 8.4 The operator
R˜s,s22 =
1
1 + ν
I −
4ν
(1 + ν)2
K⊤κ2
has the property R˜s,s22 −R22 : H
s(Γ)→ Hs+2(Γ) for all s.
Proof. Observe that
R22 = Y
1R12 = Y
1(R12 − R˜
s,s
12 ) + (Y
1 − Y˜ 1−1)R˜
s,s
12 + Y˜
1
−1R˜
s,s
12
= R˜s,s22 +M22
M22 := Y
1(R12 − R˜
s,s
12 ) + (Y
1 − Y˜ 1−1)R˜
s,s
12 −
4
1 + ν
(K⊤κ2)
2
−
8(1− ν)
(1 + ν)2
(Nκ1 −Nκ2)Sκ2K
⊤
κ2 +
16ν
(1 + ν)2
(K⊤κ2)
3 +
16(1 − ν)
(1 + ν)2
Nκ2Kκ2Sκ2K
⊤
κ2 .
Making use of Theorem 2.1 and Theorem 2.2 we obtain that M22 : H
s(Γ)→ Hs+2(Γ) continuously,
and the result of the lemma follows. 
In conclusion, the matrix operator R˜s,s1 takes on the form
R˜s,s11 =
ν
1 + ν
I +
4ν
(1 + ν)2
Kκ2 R˜
s,s
12 = −
2
1 + ν
Sκ1 −
4(1 − ν)
(1 + ν)2
Sκ2K
⊤
κ2
R˜s,s21 =
2ν
1 + ν
Nκ1 +
4ν(1 − ν)
(1 + ν)2
Nκ2Kκ2 R˜
s,s
22 =
1
1 + ν
I −
4ν
(1 + ν)2
K⊤κ2 ,
(32)
where κj are wavenumbers such that ℜ(κj) ≥ 0 and ℑ(κj) > 0 for j = 1, 2 satisfies the assumptions
in Theorem 4.1. Thus, the matrix operator that enters the GCSIE formulation (18) that uses the
operator R˜s,s1 defined in equation (32) is a compact perturbation of the identity matrix in the space
Hs(Γ) × Hs(Γ), provided that the operators (Y 1 − νY 2)−1 and Y2 are well defined. The latter
assumption is not essential, as we establish next the analogue of the result in Theorem 6.5:
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Theorem 8.5 Let d = 3 and D˜s,s be the operator in the left-hand-side of equation (18) with R˜1
being the operator R˜s,s1 defined in equation (32). Then the operator D˜
s,s is a compact perturbation
of the identity matrix in the space Hs(Γ)×Hs(Γ) for all s.
Proof. We make use of Caldero´n’s identities (26) to express each of the components of the
matrix operator D˜s,s in the case d = 3 in the form
D˜s,s11 = I −
1
1 + ν
K2 +
ν
1 + ν
K1 +
4ν
(1 + ν)2
(K1 +K2)Kκ2 − 2(Kκ1)
2
−
2ν
1 + ν
(
(S1 − Sκ1) + ν
−1(S2 − Sκ1)
)
Nκ1 −
4ν(1 − ν)
(1 + ν)2
(S1 + ν
−1S2)Nκ2Kκ2
D˜s,s12 =
1
1 + ν
(S2 − S1)−
2
1 + ν
(K1 +K2)
(
Sκ1 +
2(1− ν)
1 + ν
Sκ2K
⊤
κ2
)
+
4ν
(1 + ν)2
(S1 + ν
−1S2)K
⊤
κ2
D˜s,s21 =
ν
1 + ν
(N1 −N2) +
4ν
(1 + ν)2
((N1 −Nκ2) + ν(N2 −Nκ2))Kκ2
−
2ν
1 + ν
(K⊤1 +K
⊤
2 )(Nκ1 −Nκ2)−
2ν
1 + ν
(K⊤1 −K
⊤
κ2 +K
⊤
2 −K
⊤
κ2)Nκ2
−
4ν(1− ν)
(1 + ν)2
(K⊤1 +K
⊤
2 )Nκ2Kκ2
D˜s,s22 = I +
ν
1 + ν
K⊤2 −
1
1 + ν
K⊤1 −
2
1 + ν
(N1 −Nκ1 + ν(N2 −Nκ1))Sκ1
−
4(1− ν)
(1 + ν)2
(N1 + νN2)Sκ2K
⊤
κ2 +
4ν
(1 + ν)2
(K⊤1 +K
⊤
2 )K
⊤
κ2 − 2(K
⊤
κ1)
2. (33)
The result now follows from the mapping properties recounted in Theorem 2.1 and Theorem 2.2.

Interestingly, if we consider the following modified version of the operator R˜s,s1 given by a new
simplified operator R˜1,s,s1 whose entries are defined by
R˜1,s,s11 =
ν
1 + ν
I +
4ν
(1 + ν)2
Kκ2 R˜
1,s,s
12 = −
2
1 + ν
Sκ1
R˜1,s,s21 =
2ν
1 + ν
Nκ1 R˜
1,s,s
22 =
1
1 + ν
I −
4ν
(1 + ν)2
K⊤κ2 ,
(34)
where κj are wavenumbers such that ℜ(κj) ≥ 0 and ℑ(κj) > 0 for j = 1, 2, then it can be immedi-
ately seen that the operator R˜1,s,s1 does satisfy the relaxed smoothing requirements in Remark 4.2.
We establish
Theorem 8.6 Let d = 3 and D˜1,s,s be the operator in the left-hand-side of equation (18) with R˜1
being the operator R˜1,s,s1 defined in equation (34). Then the operator D˜
1,s,s is a compact perturbation
of the identity matrix in the space Hs(Γ)×Hs(Γ) for all s.
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Proof. We make use of Caldero´n’s identities (26) to express each of the components of the
matrix operator D˜1,s,s in the case d = 3 in the form
D˜1,s,s11 = I −
1
1 + ν
K2 +
ν
1 + ν
K1 +
4ν
(1 + ν)2
(K1 +K2)Kκ2 − 2(Kκ1)
2
−
2ν
1 + ν
(
(S1 − Sκ1) + ν
−1(S2 − Sκ1)
)
Nκ1
D˜1,s,s12 =
1
1 + ν
(S2 − S1)−
2
1 + ν
(K1 +K2)Sκ1 +
4ν
(1 + ν)2
(S1 + ν
−1S2)K
⊤
κ2
D˜1,s,s21 =
ν
1 + ν
(N1 −N2) +
4ν
(1 + ν)2
((N1 −Nκ2) + ν(N2 −Nκ2))Kκ2
−
2ν
1 + ν
(K⊤1 +K
⊤
2 )(Nκ1 −Nκ2)−
2ν
1 + ν
(K⊤1 −K
⊤
κ2 +K
⊤
2 −K
⊤
κ2)Nκ2
D˜1,s,s22 = I +
ν
1 + ν
K⊤2 −
1
1 + ν
K⊤1 −
2
1 + ν
(N1 −Nκ1 + ν(N2 −Nκ1))Sκ1 − 2(K
⊤
κ1)
2
+
4ν
(1 + ν)2
(K⊤1 +K
⊤
2 )K
⊤
κ2 .
We easily see that D˜1,s,s − I : Hs(Γ)×Hs(Γ)→ Hs+1(Γ)×Hs+1(Γ), from which the result of the
Theorem now follows. 
9 Well-posedness of the Generalized Combined Source Integral
Equations
Having proved in Theorem 6.5, Theorem 7.5, and Theorem 8.5 that the various operators D˜ are
Fredholm of the second kind in appropriate Sobolev spaces, we establish in this section the invert-
ibility of those operators under certain conditions on the wavenumbers κ1 and κ2 that enter the
definitions of the various regularizing operators R˜1. We note that the regularizing operators R˜1
defined in equations (28), (30), (32), and (34) can be all defined componentwise by
R˜11 =
ν
1 + ν
I +
4δ1ν
(1 + ν)2
Kκ2 R˜12 = −
2
1 + ν
Sκ1 −
4δ2(1− ν)
(1 + ν)2
Sκ2K
⊤
κ2
R˜21 =
2ν
1 + ν
Nκ1 +
4δ2ν(1− ν)
(1 + ν)2
Nκ2Kκ2 R˜22 =
1
1 + ν
I −
4δ1ν
(1 + ν)2
K⊤κ2
(35)
for wavenumbers κj such that ℜκj ≥ 0 and ℑκj > 0 for j = 1, 2. In equations (35) δ1 = δ2 = 0
in the case of the two-dimensional operators R˜s,s1 defined in equations (28) and in the case of
the three-dimensional operators R˜s,s−11 defined in equations (30), δ1 = δ2 = 1 in the case of the
three-dimensional operators R˜s,s1 defined in equations (32), and δ1 = 1, δ2 = 0 in the case of the
three-dimensional operators R˜1,s,s1 defined in equations (34). We have
Theorem 9.1 Let R˜1 be defined as in equations (35) and let κ1 be a wavenumber such that ℜκ1 > 0
and ℑκ1 > 0, and κ2 = iǫ, ǫ > 0. Then
1. in the case d = 2 the operators D˜s,s defined in Theorem 6.5 are invertible with continuous
inverses in the spaces Hs(Γ)×Hs(Γ) for all s;
23
2. in the case d = 3 the operators D˜s,s−1 defined in Theorem 7.5 are invertible with continuous
inverses in the spaces Hs(Γ)×Hs−1(Γ) for all s;
3. in the case d = 3 the operators D˜s,s−1 defined in Theorem 7.5 are invertible with continuous
inverses in the spaces Hs(Γ)×Hs(Γ) for all s;
4. in the case d = 3 the operators D˜s,s defined in Theorem 8.5 are invertible with continuous
inverses in the spaces Hs(Γ)×Hs(Γ) for all s.
5. in the case d = 3 the operators D˜1,s,s defined in Theorem 8.6 are invertible with continuous
inverses in the spaces Hs(Γ)×Hs(Γ) for all s.
Proof. Given that the operators D˜s,s are Fredholm of the second kind in the spaces Hs(Γ)×
Hs(Γ) for both d = 2 and d = 3 (see Theorem 6.5 and Theorem 8.5 respectively), the operators
D˜1,s,s are Fredholm of the second kind in the spaces Hs(Γ)×Hs(Γ) for d = 3 (see Theorem 8.6),
and the operators D˜s,s−1 are Fredholm of the second kind in the spaces Hs(Γ)×Hs−1(Γ) for d = 3
(see Theorem 7.5) and in the spaces Hs(Γ) × Hs(Γ) for d = 3 (see Theorem 7.6), it suffices to
establish that these operators are injective in the corresponding spaces in order to conclude their
invertibility and the continuity of their inverses. Let us assume that (a, b) is in the kernel of a
generic operator D˜ corresponding to the generic regularizing operator R˜ij, i, j = 1, 2 defined in
equations (35). Let us define
u1(z) = [DL1(R˜11a+ R˜12b)](z) − [SL1(R˜21a+ R˜22b)](z), z ∈ R
d \ Γ
and
u2(z) = −[DL2(R˜11a+ R˜12b− a)](z) + ν
−1[SL2(R˜21a+ R˜22b− b)](z), z ∈ R
d \ Γ.
Obviously u1|D1 and u
2|D2 are solutions of the transmission problem (1)-(4). Given that the
wavenumbers k1 and k2 are real, classical results about uniqueness of transmission problems [13] give
us that u1 = 0 in D1 and u2 = 0 in D2 which implies that γ
1
Du
1 = γ1Nu
1 = 0 and γ2Du
2 = γ2Nu
2 = 0.
We use the well known jump formulas of the layer potentials and we get
γ2Du
1 = −R˜11a− R˜12b, γ
2
Nu
1 = −R˜21a− R˜22b
γ1Du
2 = a− R˜11a− R˜12b, γ
1
Nu
2 = ν−1(b− R˜21a− R˜22b). (36)
We have then
ν
∫
Γ
γ1Du
2 γ1Nu
2dσ =
∫
Γ
a b dσ −
∫
Γ
a R˜21a dσ −
∫
Γ
a R˜22b dσ
−
∫
Γ
(R˜11a) b dσ −
∫
Γ
(R˜12b) b dσ +
∫
Γ
γ2Du
1γ2Nu
1dσ.
The previous relation is equivalent to
ν
∫
Γ
γ1Du
2 γ1Nu
2dσ = −
2ν
1 + ν
∫
Γ
a Nκ1a dσ +
4νδ1
(1 + ν)2
(∫
Γ
a K⊤iǫ b dσ −
∫
Γ
Kiǫa b dσ
)
+
2
1 + ν
∫
Γ
(Sκ1b) b dσ +
4δ2(1− ν)
(1 + ν)2
∫
Γ
(SiǫK
⊤
iǫ b) b dσ
−
4δ2ν(1− ν)
(1 + ν)2
∫
Γ
a NiǫKiǫa dσ +
∫
Γ
γ2Du
1γ2Nu
1dσ
24
which can be also written as
ν
∫
Γ
γ1Du
2 γ1Nu
2dσ = −
2ν
1 + ν
∫
Γ
a Nκ1a dσ +
2
1 + ν
∫
Γ
(Sκ1b) b dσ
+
4δ2(1− ν)
(1 + ν)2
∫
Γ
(SiǫK
⊤
iǫ b) b dσ −
4δ2ν(1− ν)
(1 + ν)2
∫
Γ
a NiǫKiǫa dσ
+
∫
D2
(−k21 |u|
2 + |∇u|2)dx (37)
if we use Green’s identities and the fact that Kiǫ is the adjoint of the operator K
⊤
iǫ with respect to
the complex scalar product on L2(Γ). If we take the imaginary part in both sides of equation (37)
and use the result from Lemma A.1, namely
ℑ
∫
Γ
(SiǫK
⊤
iǫ b) b dσ = 0 ℑ
∫
Γ
a NiǫKiǫa dσ = 0
we conclude
νℑ
∫
Γ
γ1Du
2 γ1Nu
2dσ =
2ν
1 + ν
ℑ
∫
Γ
(Nκ1a) a dσ +
2
1 + ν
ℑ
∫
Γ
(Sκ1b) b dσ.
But we have the following positivity property [5]
ℑ
∫
Γ
(Sκ1ϕ) ϕ dσ > 0, ϕ 6= 0, ℑ
∫
Γ
(Nκ1ψ) ψ dσ > 0, ψ 6= 0
and thus
ℑ
∫
Γ
γ1Du
2 γ1Nu
2dσ ≥ 0.
Since u2 is a radiative solution of the Helmholtz equation with wavenumber k2 in the domain D1
it follows [9, p. 78] that u2 = 0 in D1, and, thus
ℑ
∫
Γ
(Sκ1a) a dσ = 0, ℑ
∫
Γ
(Nκ1b) b dσ = 0.
Therefore, necessary both a = 0 and b = 0 on Γ which proves the theorem. 
Remark 9.2 As pointed out in [3], another possible choice of regularizing operators that leads to
results qualitatively similar to those in Theorem 9.1 consists of Fourier multipliers whose symbols
are equal to the principal symbols of the boundary layer operators featured in equations (35) when
the latter are viewed as pseudodifferential operators. In the three dimensions, the principal symbols
of the latter operators can be expressed in terms of the variable ξ ∈ TM∗(Γ) (which represents
the Fourier symbol of the tangential gradient operator ∇Γ) where TM
∗(Γ) represents the cotangent
bundle of Γ [20]:
σ(Nκ1)(x, ξ) = −
1
2
(|ξ|2 − κ21)
1/2 σ(Sκ1)(x, ξ) =
1
2(|ξ|2 − κ21)
1/2
σ(Kκ2)(x, ξ) =
K(x)ξ · ξ
2(|ξ|2 − κ22)
3/2
−
H(x)
(|ξ|2 − κ22)
1/2
σ(K⊤κ2)(x, ξ) = σ(Kκ2)(x, ξ).
(38)
25
In equations (38) above, K(x) = ∇n(x) is the curvature tensor of the surface Γ at x ∈ Γ and H(x)
is the principal curvature of the surface Γ at x ∈ Γ. We recall that a Fourier multiplier S with
symbol σ(x, ξ) is defined as
(Sϕ)(x) =
∫
σ(x, ξ)eix·ξϕ̂(ξ)dξ
where ϕ as a function defined on Γ and ϕˆ is its Fourier transform on the manifold Γ [20]. In two
dimensions the principal symbols σ(Nκ1)(x, ξ) and σ(Sκ1)(x, ξ) are the same as in three dimensions,
while σ(Kκ1)(x, ξ) = σ(K
⊤
κ1)(x, ξ) = 0.
10 Conclusions
We presented regularized Combined Field Integral Equations formulations for the solution of acous-
tic transmission problems. In this context, the regularizing operator is defined naturally as an
approximation to the admittance operator that maps the boundary data of transmission problems
(that is differences of Dirichlet and Neumann data on the interface of material discontinuity) to
the Cauchy data on the boundary of each medium. The construction of the regularizing operators
relies on approximations of Dirichlet-to-Neumann operators in each medium via suitable boundary
layer operators with complex wavenumbers and Caldero´n’s calculus. Certain positivity properties
of the imaginary parts of boundary layer operators with complex wavenumbers are used in order
to prove the well-posedness of the formulations. As shown elsewhere [3], solvers based on the new
formulations outperform solvers based on other existing integral formulations of transmission prob-
lems. The extension of this work to the electromagnetic case is currently underway. Finally, we
mention that in the case d = 2, we can select the complex wavenumber κ in the definition (28) of
the regularizing operator R˜s,s1 so that solvers based on the formulation GCSIE with corresponding
integral operators D˜s,s outperform solvers based on the classical integral formulations of transmis-
sion problems [11, 13, 19] in the high-contrast, high-frequency regime [3]. This is also the case in
three dimensions as confirmed by our preliminary results [4].
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A Positiveness properties for some operators
We prove in this section the following result:
Lemma A.1 Let ǫ > 0. Then, for any (a, b) ∈ H1/2(Γ)×H−1/2(Γ) it holds
ℑ
∫
Γ
(SiǫK
⊤
iǫ b) b dσ = 0, ℑ
∫
Γ
a NiǫKiǫa dσ = 0.
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Proof. Observe that SiεK
⊤
iε is a real self-adjoint operator. Indeed, if ϕ and psi are real functions
defined on Γ, then taking into account Caldero´n’ s identity SiεK
⊤
iε = KiεSiε (26) we obtain∫
Γ
ϕ SiεK
⊤
iεψdσ =
∫
Γ
ϕ KiεSiεψ dσ =
∫
Γ
K⊤iεϕ Siεψ dσ =
∫
Γ
ψ SiεK
⊤
iεϕ dσ.
Then, given b ∈ H−1/2(Γ) such that b = ϕ + iψ where ϕ and psi are real functions defined on Γ,
we have
ℑ
∫
Γ
SiεK
⊤
iεb b dσ =
∫
Γ
ϕ SiεK
⊤
iεψ dσ −
∫
Γ
ψ SiεK
⊤
iεϕ dσ = 0.
The proof for NiεKiε is analogous. 
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