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Abstract
Sentiment analysis provides a useful overview
of customer review contents. Many review
websites allow a user to enter a summary in
addition to a full review. It has been shown
that jointly predicting the review summary and
the sentiment rating benefits both tasks. How-
ever, these methods consider the integration
of review and summary information in an im-
plicit manner, which limits their performance
to some extent. In this paper, we propose
a hierarchically-refined attention network for
better exploiting multi-interaction between a
review and its summary for sentiment analysis.
In particular, the representation of a review is
layer-wise refined by attention over the sum-
mary representation. Empirical results show
that our model can better make use of user-
written summaries for review sentiment anal-
ysis, and is also more effective compared to
existing methods when the user summary is
replaced with summary generated by an auto-
matic summarization system.
1 Introduction
Sentiment analysis (Pang et al., 2002; Socher et al.,
2013) is a fundamental task in natural language
processing. In particular, sentiment analysis of
user reviews has wide applications(Cui et al., 2006;
Guan et al., 2016; Miyato et al., 2017; Johnson and
Zhang, 2017). In many review websites such as
Amazon and IMDb, the user is allowed to give a
summary in addition to their review. Summaries
usually contain more abstract information about
the review. As shown in Figure 1, two screenshots
of reviews were taken from Amazon and IMDb
websites, respectively. The user-written summaries
of these reviews can be highly indicative of the
* Equal contribution.
** This work is still in progress.
(a) A review for Avalon (a card game) from Amazon website
(b) A review for the movie, Titanic, from IMDb website (Noted
that we only include the first two paragraphs because the entire
review is too long.)
Figure 1: Screenshots from two review websites. Each
of them contains a brief summary along with the review
text.
final polarity. As a result, it is worth considering
them together with the review itself for making
sentiment classification.
To this end, some recent work (Ma et al., 2018;
Wang and Ren, 2018) exploits joint modeling. The
model structure can be illustrated by Figure 2a. In
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Figure 2: Three model structures for incorporating summary into sentiment classification
particular, given a review input, a model is trained
to simultaneously predict the sentiment and sum-
mary. As a result, both summary information and
review information are integrated in the review en-
coder through back-propagation training. However,
one limitation of this method is that it does not
explicitly encode a summary during test time.
One solution, as shown in Figure 2b, is to train a
separate summary generator, which learns to pre-
dict a summary given a review. This allows a senti-
ment classifier to simultaneously encode the review
and its summary, before making a prediction using
both representations. One further advantage of this
model is that it can make use of a user-given sum-
mary if it is available with the review, which is the
case for the review websites shown in Figure 1. We
therefore investigate such a model. One limitation
of this method, however, is that it does not capture
interaction of review and summary information as
thoroughly as the method shown in Figure 2a, since
the review and the summary are encoded using two
separate encoders.
To address this issue, we further investigate a
joint encoder for review and summary, which is
demonstrated in Figure 2c. The model works by
jointly encoding the review and the summary in a
multi-layer structure, incrementally updating the
representation of the review by consulting the sum-
mary representation at each layer. As shown in
Figure 3, our model consists of a summary en-
coder, a hierarchically-refined review encoder and
an output layer. The review encoder is composed
of multiple attention layers, each consisting of a
sequence encoding layer and an attention inference
layer. Summary information is integrated into the
representation of the review content at each atten-
tion layer, thus, a more abstract review represen-
tation is learned in subsequent layers based on a
lower-layer representation. This mechanism allows
the summary to better guide the representation of
the review in a bottom-up manner for improved
sentiment classification.
We evaluate our proposed model on the SNAP
(Stanford Network Analysis Project) Amazon re-
view datasets (He and McAuley, 2016), which con-
tain not only reviews and ratings, but also golden
summaries. In scenarios where there is no user-
written summary for a review, we use pointer-
generator network (See et al., 2017) to generate
abstractive summaries. Empirical results show that
our model significantly outperforms all strong base-
lines, including joint modeling, separate encoder
and joint encoder methods. In addition, our model
achieves new state-of-the-art performance, attain-
ing 2.1% (with generated summary) and 4.8% (with
golden summary) absolutely improvements com-
pared to the previous best method on SNAP Ama-
zon review benchmark.
2 Related Work
The majority of recent sentiment analysis models
are based on either convolutional or recurrent neu-
ral networks to encode sequences (Kim, 2014; Tang
et al., 2015).
In particular, attention-based models have been
widely explored, which assign attention weights
to hidden states to generate a representation of the
input sequence. A hierarchical model with two
levels of attention mechanisms was proposed for
document classification (Yang et al., 2016). Self-
attention mechanism has also been used in sen-
timent analysis (Lin et al., 2017; Letarte et al.,
2018). However, Jain and Wallace (2019) empir-
ically showed that self-attention mechanism does
not consistently agree with the most salient fea-
tures, which means that self-attention models may
Figure 3: Architecture of proposed model (Xw = xw1 , x
w
2 , ..., x
w
n : review; X
s = xs1, x
s
2, ..., x
s
m: summary).
suffer from attending on explicit but irrelevant sen-
timental words.
Rationales were also introduced to sentiment
analysis task. Bastings et al. (2019) proposed a
unsupervised latent model that selects a rationale
and then uses the rationale for sentiment analysis.
A rationale-augmented CNN model (Zhang et al.,
2016) was proposed, which regards golden ratio-
nales as additional input and uses the probability
as rationale-level attention weights to generate the
final representation for text classification.
There has also been work focusing on joint sum-
marization and sentiment classification (Ma et al.,
2018; Wang and Ren, 2018), whose general struc-
tures are illustrated in Figure 2a. These models
can predict sentiment label and summary simulta-
neously. However, they do not encode summaries
explicitly during test time, which makes their per-
formance be limited to some extent.
3 Method
In this section, we introduce our proposed model
in details. We first give the problem formulation,
followed by an overview of the proposed model,
and explain each layer of our model in details, be-
fore finally giving the loss function and training
methods.
3.1 Problem Formulation
The input to our task is a pair (Xw, Xs), where
Xw = xw1 , x
w
2 , ..., x
w
n is a summary and X
s =
xs1, x
s
2, ..., x
s
m is a review, the task is to predict
the sentiment label y ∈ [1, 5], where 1 denotes
the most negative sentiment and 5 denotes the
most positive sentiment. n and m denote the
size of the review and summary in the number
of words, respectively. The training set is D =
{(Xwi , Xsi , yi)}|Mi=1 where M is the total number
of training examples.
3.2 Model Overview
Figure 3 gives the architecture of the proposed
model, which consists of three modules: a sum-
mary encoder, a hierarchically-refined review en-
coder and an output layer. The summary encoder
encodes the summary into a hidden state matrix.
The review encoder consists of several layers for
representing xw, each containing a sequence en-
coding sublayer and an attention inference sub-
layer. The sequence encoding sublayer encodes the
review text as a word sequence. The attention infer-
ence layer acts as a key component, which takes the
hidden states from both the original review and the
summary as input calculating dot-product attention
weights for original review under additional su-
pervision from summary information. Multi-head
attention (Vaswani et al., 2017) as well as resid-
ual connection are also adopted. The output layer
predicts the potential sentiment label according to
hidden states from the previous layer.
3.3 Summary Encoder
Input for the summary encoder is a se-
quence of summary word representations xs =
xs1,x
s
2, ...,x
s
m = {emb(xs1), ..., emb(xsm)}, where
emb denotes a word embedding lookup table.
Word representations are fed into a standard BiL-
STM. We adopt a standard LSTM formulation,
where a sequence of hidden states ht are calculated
from a sequence of xt(t ∈ [1, ...,m]).
A forward left-to-right LSTM layer and a back-
ward right-to-left LSTM yield a sequence of for-
ward hidden states {
→
hs1, ...,
→
hsn} and a sequence of
backward hidden states {
←
hs1, ...,
←
hsn}, respectively.
The two hidden states are concatenated to form a
final representation:
hsi = [
→
hsi ;
←
hsi ]
Hs = {hs1, ...,hsm}
(1)
We then apply an average-pooling op-
eration over the hidden and take hs =
avg pooling(hs1,h
s
2, ...,h
s
n) as the final rep-
resentation of summary text.
3.4 Hierarchically-Refined Review Encoder
The hierarchically-refined review encoder consists
of several review encoder layers, each of which
is composed of a sequence encoding layer and an
attention inference layer.
3.4.1 Sequence Encoding Layer
Given a review xw = {emb(xw1 ), ..., emb(xwn )},
another BiLSTM is adopted (the same equation
with different parameters compared to the one used
in the summary encoder), deriving a sequence of
review hidden states Hw = {hw1 ,hw2 , ...,hsn}.
3.4.2 Attention Inference Layer
In the attention inference layer, we model the
dependencies between the original review and
the summary with multi-head dot-product atten-
tion.Each head produces an attention matrix α ∈
Rdh×1 consisting of a set of similarity scores be-
tween the hidden state of each token of the review
text and the summary representation. The hidden
state outputs are calculated by
α = softmax(HwWQi (h
sWKi )
T )
headi = αh
sWVi
Hw,s = concat(head1, . . . ,headk)
(2)
where WQi ∈ Rdh×
dh
k , WKi ∈ Rdh×
dh
k and
WVi ∈ Rdh×
dh
k are model parameters. Q, K and
V represent Query, Key and Value, respectively.
k is the number of parallel heads and i ∈ [1, k]
indicates which head is being processed.
Following (Vaswani et al., 2017), we adopt a
residual connection around each attention inference
layer, followed by layer normalization (Ba et al.,
2016) :
H = LayerNorm(Hw +Hw,s) (3)
H is then fed to the subsequent sequence encoding
layer as input, if any.
According to the equations of standard LSTM
and Equation 2, tokens of the original review that
are the most relevant to the summary are focused
on more by consulting summary representation.
The hidden states Hw,s are thus a representation
matrix of the review text that encompass key fea-
tures of summary representation. Multi-head atten-
tion mechanism ensures that multi-faced semantic
dependency features can be captured during the
process, which is beneficial for scenarios where
several key points exist in one review.
Note also that our design of the review encod-
ing part of the hierarchically-refined attention net-
work is similar to the Transformer architecture in
the use of multi-head attention, residual connec-
tion and layer normalization (Vaswani et al., 2017).
However, our experiments show that bi-directional
LSTM works better compared to self-attention net-
work as a basic layer structure. This may result
from the fact that Transformer requires a larger
amount of training data for the most effectiveness.
3.5 Output Layer
Finally, global average pooling is applied after the
previous layer, and then followed by a classifier
layer:
havg = avg pooling(h1, ...,hn)
p = softmax(Whw + b)
yˆ = argmaxp
(4)
where yˆ is the predicted sentiment label; W and b
are parameters to be learned.
3.6 Training
Given a dataset D = {(Xwt , Xst , yt)}||T |t=1, our
model can be trained by minimizing the cross-
entropy loss between
L = −
|T |∑
t=1
log(pyt) (5)
where pyt denotes the value of the label in p that
corresponds to yt.
Domain Size #Review #Summary
Toys & Games 168k 99.9 4.4
Sports & Outdoors 296k 87.2 4.2
Movies & TV 1698k 161.6 4.8
Table 1: Data statistics. Size: number of samples, #Re-
view: the average length of review, #Summary: the av-
erage length of summary.
Domain #Recall #ROUGE
Toys & Games 0.34 18.44 5.00 17.69
Sports & Outdoors 0.33 17.85 4.77 17.59
Movies & TV 0.33 14.52 4.84 13.42
Table 2: Statistics of generated summary. #Recall
refers to the percentage of words in a summary that oc-
cur in the corresponding review. #ROUGE (Lin, 2004)
indicates the abstractive summarization experimental
result reported in HSSC (Ma et al., 2018), including
ROUGE-1, ROUGE-2, ROUGE-L, respectively.
4 Experiments
We compare our model with several strong base-
lines and previous state-of-the-art methods, investi-
gating its main effects.
4.1 Datasets
We empirically compare different methods using
Amazon SNAP Review Dataset (McAuley and
Leskovec, 2013), which is a part of Stanford Net-
work Analysis Project. The raw dataset consists
of around 34 millions Amazon reviews in different
domains, such as books, games, sports and movies.
Each review mainly contains a product ID, a piece
of user information, a plain text review, a review
summary and an overall sentiment rating which
ranges from 1 to 5. The statistics of our adopted
dataset is shown in Table 1. For fair comparison
with previous work, we adopt the same partitions
used by previous work (Ma et al., 2018; Wang and
Ren, 2018), which is, for each domain, the first
1000 samples are taken as the development set, the
following 1000 samples as the test set, and the rest
as the training set.
4.2 Experimental Settings
We use GloVe (Pennington et al., 2014) 300-
dimensional embeddings as pretrained word vec-
tors. A LSTM hidden size of 256 and four heads for
multi-head attention mechanism are adopted. We
use Adam (Kingma and Ba, 2015) to optimize our
model, with an initial learning rate of 0.0003, a de-
cay rate of 0.97, momentum parameters β1 = 0.9,
β2 = 0.999, and  = 1×10−8. The dropout rate is
set depending on the size of each dataset, which is
0.5 for both Toys & Games and Sports & Outdoors
and 0.2 for Movies & TV.
We conduct experiments with both golden sum-
maries and generated summaries. For generat-
ing automatic-decoded summaries, we train a
pointer-generator network (PG-Net) with cover-
age mechanism (See et al., 2017), which is a
specially designed sequence-to-sequence attention-
based model that can generate the summary by
copying words from the text document or generat-
ing words from a fixed vocabulary set at the same
time. We generally follow the experimental set-
tings in the original paper except for some minor
adjustments specially made for our datasets. Noted
that in our work PG-Net can be replaced by any
other summarization model.
4.3 Baselines
HSSC (Ma et al., 2018). This model adopts en-
coder parameter sharing for jointly sentiment clas-
sification and summarization. It predicts the senti-
ment label using a highway layer, concatenating the
hidden state in summary decoder and the original
text representation in encoder.
SAHSSC (Wang and Ren, 2018). This work
also adopts encoder parameter sharing for jointly
sentiment classification and summarization. They
use two separate BiLSTMs with self-attention
mechanism for generating review and summary
representations.
BiLSTM+Pooling. For this baseline, we use a
BiLSTM with hidden sizes of 256 in both direc-
tions, and average pooling across all hidden states
to form the representation. This method serves as
a naive baseline for making use of both review and
summary in sentiment classification. It can also
be used to compare the effectiveness of the review
itself, the summary itself and the combination of
both when used as inputs to the problem.
BiLSTM+Self-attention (Lin et al., 2017).
This baseline uses a BiLSTM with hidden size of
256 in both directions. On the top of BiLSTM,
self-attention is used to provide a set of summation
weight vectors for the final representation. This
method is conceptually simple yet gives the state-
of-the-art results for many classification and text
matching tasks. Its main difference to our model
lies in the fact that attention is performed only in
Model #Hidden #Layer Acc #Param
128 2 76.3 1M
256 1 76.7 1.3M
BiLSTM 256 2 76.6 2.6M
+self-attention 256 3 76.4 3.9M
360 2 76.7 4.3M
Our model
128 2 77.1 2.7M
256 1 77.3 4.2M
256 2 77.6 5.3M
256 3 77.3 6.4M
360 2 77.7 9.3M
Table 3: Results (with golden summary) on the de-
velopment set of Toys&Games. #Hidden: LSTM hid-
den size, # Layer: number of layers, Acc: accuracy, #
Param: number of parameters
the top hidden layer in this method, yet in every
layer in ours.
BiLSTM+Hard Attention To demonstrate the
efficiency of our model structure, we also adopt
hard attention (Xu et al., 2015) for comparison,
which is supervised using an extractive summariza-
tion objective. In particular, words in the original
review that match to the corresponding summary
are treated as the summary in their original order.
In the case of Figure 1b, the extractive summaries
for the review are “James Cameron’s Titanic is
easily the most overrated film in history”, which
corresponds to the user-written summary “James
Cameron’s 1997 Titanic is easily the most overrated
film in history!”. The model also calculates another
loss between attention weights and extractive sum-
mary labels, so that the hard attention weights are
trained to strictly follow the extractive summary.
For baselines that adopt the separate encoder
structure, we generally calculate the representa-
tions of review and summary separately with two
encoders that hold their own parameters, and then
concatenate the two representations alongside the
hidden-size dimension. For the joint encoder base-
lines, we first concatenate the review and summary
text, and then encode the concatenated text with
one single encoder.
4.4 Development Experiments
We use the Toys & Games development set to in-
vestigate different key configurations of our model.
The results are shown in Table 3.
Self-attention Baseline We compare different
numbers of BiLSTM layers and hidden sizes in
BiLSTM self-attention. As can be seen, with more
layers a stacked BiLSTM with larger hidden sizes
does not give better results compared to a hidden
size of 256 either.
Hidden Size We see an evident improvement of
our model when the hidden size increases from
128 to 256. However, the improvement becomes
relatively small compared to a large increase in
the number of parameters when the hidden size is
further increased to 360. Therefore, we adopt 256
as the hidden size in our experiments.
Number of Layers As Table 3 shows, the accu-
racy increases when increasing layer numbers from
1 to 2. More layers do not increase the accuracy
on development set. We thus set 2 as the number
of review encoder layers in the experiments. The
best performing model size is comparable to that
of the BiLSTM self-attention, demonstrating that
the number of parameters is not the key factor to
models’ performance.
4.5 Results
Table 4 and Table 5 show the final results. Our
model outperforms all the baseline models and the
top-performing models with both generated sum-
mary and golden summary, for all the three datasets.
In the scenario where golden summaries are used,
BiLSTM+self-attention performs the best among
all the baselines, which shows that attention is a
useful way to integrate summary and review infor-
mation. Hard-attention receives more supervision
information compared with soft-attention, by super-
vision signals from extractive summaries. However,
it underperforms the soft attention model, which
indicates that the most salient words for making
sentiment classification may not strictly overlap
with extractive summaries. This justifies the im-
portance of user written or automatic-generated
summary.
A comparison between models that use summary
information and those that do not use summary in-
formation shows that the review summary is useful
for sentiment classification. In addition, the same
models work consistently better when the user writ-
ten gold summary is used compared to a system
generated summary, which is intuitively reason-
able since the current state-of-the-art abstractive
summarization models are far from perfect. In-
terestingly, as shown in the second section of the
table, the gold summary itself does not lead to bet-
ter sentiment accuracy compared with the review
Structure Model Toys & Games Sports & Outdoors Movies & TV Average
Joint Modeling
HSSC (Ma et al., 2018) 71.9 73.2 68.9 71.3
SAHSSC (Wang and Ren, 2018) 72.5 – 69.2 70.9
Separate Encoder
BiLSTM+pooling (Predicted) – – – –
BiLSTM+self-attention (Predicted) 68.3 – – –
Joint Encoder
BiLSTM+hard attention* 73.4 72.1 73.9 73.1
BiLSTM+pooling (Predicted) 73.8 72.0 72.0 72.6
BiLSTM+self-attention (Predicted) 73.9 71.6 72.4 72.6
Our model (Predicted) 74.8 72.6 72.8 73.4
Table 4: Experimental results. Predicted indicates the use of system-predicted summaries. Star (*) indicates that
hard attention model is trained with golden summaries but does not require golden summaries during inference.
Structure Model Toys & Games Sports & Outdoors Movies & TV Average
Separate Encoder
BiLSTM+pooling (Golden) 71.2 – – –
BiLSTM+self-attention (Golden) 73.0 – – –
Joint Encoder
BiLSTM+pooling (Golden) 75.4 73.4 73.2 74.0
BiLSTM+self-attention (Golden) 75.8 74.3 75.3 75.1
Our model (Golden) 77.0 75.7 75.6 76.1
Table 5: Experimental results. Golden indicates the use of user-written (golden) summaries. Noted that joint
modeling methods, such as HSSC (Ma et al., 2018) and SAHSSC (Wang and Ren, 2018), cannot make use of
golden summaries during inference time, so their results are excluded in this table.
(a) Accuracy with golden summary (b) Accuracy with generated summary
Figure 4: Accuracy against the review length
itself, which shows that summaries better serve as
auxiliary information sources to review contents.
With both gold summaries and automatic-
generated summaries, our model gives better re-
sults as compared to BiLSTM+self-attention. The
latter integrates information from reviews and sum-
maries only in the top representation layer, which
is also the standard practice in question answer-
ing (Chen et al., 2016) and machine translation
(Bahdanau et al., 2015) models. In contrast, our
model integrates summary information into the re-
view representation in each layer, thereby allowing
the integrated representation to be hierarchically
refined, leading to more abstract hidden states.
Finally, the fact that with gold summary, our
baseline and final models outperforms the state-
of-the-art methods by jointly training shows the
importance of making use of user written sum-
maries when they are available. Even with system
summary, out models still outperforms HSSC and
SAHSSC, showing that our network is more effec-
tive than parameter sharing under the same setting
without input summaries.
Review Length Figure 4 consists of line graphs
on the accuracy of BiLSTM+self-attention, BiL-
STM+pooling and our model against the review
length. As the review length increases, the per-
formance of all models decreases. BiLSTM+self-
attention does not outperform BiLSTM+pooling
on long text. Our method gives better results com-
pared to two baseline models for long reviews,
- Summary fun for the whole new game in all ages ! ! ! fun ! ! !
- Review I bought this hoping to encourage my 9 and 10 year olds to 1 ) enjoy games and 2 ) practice spelling. WHO KNEW we ’d all fall in love. My
mom comes over every afternoon and forces us all to play ! It is . . . . . .quite . . . .fun and anyone can win. I love it and buy it for friends. Highly recommend this
game. So much easier and carefree than keeping score and strategy in Scrabble .
(a) Attention heatmap with generated summary
- Summary Favorite Game to Teach to Newbies
- Review I play a lot of Board Games. I play so many that I have a collection of games that are very fun , but very hard to Ingenious is the is a simple game
of placing tiles on a board and then counting the number of matching symbols to score points. It ’s easy to teach and easy to learn. And it ’s immensely is a
deep game in this simple idea of placing tiles on a board and making the best chains of It ’s so easy that kids can play and do well and that adults can play
and try to use strategy and still come in second to the of the games in my collection are . . . . .hard to explain. There ’s games with rules that change each round
about who goes first , or there are games that have special rules about what you can and ca n’t do on your turn. Ingenious is not one of these , it is a game
that is Simple and Complex at the same time. It ’s a lot of . . . .fun and it ’s really easy to teach and still is one of the . . . . .most enjoyable games I ’ve ever played.I
would recommend this to anyone that is looking for a good board game that they can play over and over again
(b) Attention heatmap with golden summary
Figure 5: Visualizations of self-attention and hierarchically-refined attention, one with generated sum-
mary and the other with golden summary. (1) . . . . . . . . . . . . . . . . . . . . . . . . .BiLSTM+self-attention:. . . . . . .dot . . . . .line. . ./ . . . . . .blue . . . . . . .color; (2)
First layer of our model: straight line / pink color; (3) Second layer of our model: dash line / yellow color. Deeper
colors indicates higher attention weights. Noted that there exist attention visualization overlaps among different
layers.
demonstrating that our model is effective for captur-
ing long-term dependency. This is likely because
hierarchically-refined attention maintains the most
salient information while ignoring the redundant
parts of the original review text. Our model can
thus be more robust when review has irrelevant
sentimental words, which usually exists in larger
reviews such as the example in Figure 1a. The hi-
erarchical architecture allows the lower layers to
encode local information, while the higher layers
can capture long-term dependency and thus better
encode global information.
Case Study Our model has a natural advantage
of interpretability thanks to the use of attention
inference layer. We visualize the hierarchically-
refined attention of two samples from the test set
of Toys & Games. We also visualize self-attention
distribution for fair comparison. To make the visu-
alizations clear and to avoid confusion, we choose
to visualize the most salient parts, by rescaling all
attention weights into an interval of [0, 100] and
adopting 50 as a threshold for attention visualiza-
tion, showing only attention weights ≥ 50.
As shown in Figure 5a, the example with gener-
ated summary has 5 stars as its golden rating score.
The summary text is “fun for the whole new game
in all ages ! ! ! fun ! ! !”, which suggests that
the game is (1) fun (from word “fun”) and (2) not
difficult to learn (from phrase “all ages”). It can
be seen that both the self-attention model and the
first layer of our model attend to the strongly pos-
itive phrase “quite fun”, which is relevant to the
word “fun” in the summary. In comparisons the
second layer attends to the phrase “much easier”,
which is relevant to the phrase “in all ages” in the
summary. This verifies our model’s effectiveness
of leveraging abstractive summary information.
Figure 5b illustrates a 5-star-rating example with
golden summary. The summary text is “Favorite
Game to Teach to Newbies”. As shown in the
heatmap, self-attention can only attend to some
general sentimental words, such as “hard”, “fun”,
“immensely” and “most”, which deviates from the
main idea of the document text. In comparison, the
first layer of our model attends to phrases like “easy
to teach”, which is a perfect match of the phrase
“teach to newbies” in the summary. This shows
that the shallow sequence inference layer can learn
direct similarity matching information under the
supervision of summarization. In addition, the sec-
ond layer of our model attends to phrases including
“would recommend this to anyone”, which links
to “easy to teach” and “Teach to Newbies”, show-
ing that the deeper sequence inference layer of our
model can learn potential connections between the
review and the summary.
5 Conclusion
We investigated a hierarchically-refined attention
network for better sentiment prediction. Our model
allows multi-interaction between summary and re-
view representation in a hierarchical manner. Em-
pirical results show that the proposed method out-
performs all strong baselines and previous work
and achieves new state-of-the-art performance on
SNAP Amazon Review dataset.
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