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Abstract 
Direrent users have diflerent needs from the same web 
page and hence 2 is necessary to develop asystem 
which understands the needs and demands of the users. 
Web server logs have abundant information about the 
nature of users accessing it. In this paper we discussed 
how to mine these w b  server logs for a given period of 
time using unsupervised and competitive learning 
algorithm like Kohonen's self organizing maps @OM) 
and interpreting those results using Unified distance 
Matrix (U-matrix).These algorithms help us in 
efficiently clustering users based on similar web access 
patterns and each cluster having users with similar 
browsing patterns. These clusters are useful in web 
personalization so that it communicates better with its 
users and also in web traffic analysis for predicting web 
traffic at a given period of time. 
1. Introduction 
Designing a web site is a complex problem. Different 
people have different needs and requirements from the 
web site. Even a single mer can have different goals 
from the same web site. A website may have been 
designed for one primary purpose but maybe used in 
unexpected ways. Consider for example the website 
www.yahoo.com, it was started primarily as an email 
server but over the span d time is used by different 
people for different reasons other than just emails. 
Hence, an adaptive (self evolving) web site [ 1 1][ 121 are 
site that improve themselves by learning from user 
access patterns would be quite helpful in this corporate 
world of ease and comfort to make web pages more 
accessible, highlight interesting links, connect related 
pages, and cluster similar documents together. This 
process of creating an adaptive website is called web 
personalization. 
For web personalization there is a constant 
need to understand the users and cluster users having 
similar web traversal patterns. Fuzzy clustering 
algorithms like fuzzy c-means [1][2][3][5] and 
Kohonen's Self Organizing Maps (SOM) [6][7][8] help 
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us in clustering the users into different categories. This 
paper discusses how Kohonen's SOM could be used in 
our web mining architecture for generating clusters. The 
learning process being competitive and unsupervised, 
help us in categorizing the users without any prior 
knowledge about the user. The paper discusses a graphic 
visualization tool called Unified Distance Matrix (U- 
Matrix) [13] for interpreting results generated by 
Kohonen's SOM. This tool is helpful in identifying 
clusters which otherwise would have been difficult to 
identify using a crude SOM on any data using human 
eye. This cluster information generated by SOM and U- 
Matrix can be used for web personalization and in 
predicting web traffic as well as user behavior in a 
particular day [14][15]. These clusters also help in 
predicting the nature of the users in a given period of 
time depending on his previous web access patterns. 
2. Web Personalization Architecture 
The web personalization architecture is clearly 
explained in Figure 1. Web users interact directly with 
the server maintained by the owner of the web site. 
{Z.iq Engine 
U 
Figure 1: Web Personalization Architecture 
As a result the behavior of the user is recorded in the 
web server logs. These web logs provide an abundant 
opportunity to observe uers interacting with that site. 
Web log data is crude and hence needs to be pre- 
processed. A typical Apache Web log record looks like:- 
131.151.83.1 1 [26/Apr/2003:17:36:34 -05001 "GET 
/web-mining.htm1 HTTP/l. 1" 200 1982 "-I' "Mozilld4.O 
(compatible; MSIE 6.0; Windows NT 5.1; .NET CLR 
1.0.3705)" where131.151.83.11 is the machine address 
of the user accessing the webpage, 
26/Apr/2003:17:36:34 is the date and time the user 
accesses the webpage, GET is the get or post methods, 
web-mining.html is the webpage accessed. This log 
record can be used for automated analysis to create 
adaptive websites. This data is pre-processed in the Data 
Preprocessing engine for filtering , numerical modeling, 
smoothing and data cleaning. 
This pre-processed data is fed into the Smart 
Engine where various clustering algorithms like Fuzzy c 
means and Kohonen's SOM could be used to identify 
natural groupings of data. After 'learning' about the user 
access pattern using Smart tools the data is fed into the 
Web Personalization Engine for creating adaptive web 
sites in other words rearrange the web site to improve 
the structure and presentation. Web Personalization 
Engine also will predict the web traffic as well as the 
nature of users accessing the web site during given 
period of time. 
In this paper we will be concentrating primarily 
the on the Smart Engine and how Kohonen's SOM can 
be used on the preprocessed data to identify clusters 
with the given set of users in a given period of time. 
3. Unified Distance Matrix (U-Matrix) 
U-matrix representation of the Self-organizing Map 
visualizes the distances between the neurons. The 
. distance between the adjacent neurons is calculated and 
presented with different colorings between the adjacent 
nodes. A dark coloring between the neurons corresponds 
to a large distance and thus a gap between the codebook 
values in the input space. A light coloring between the 
neurons signifies that the codebook vectors are close to 
each other in the input space. Light areas can be thought 
as clusters and dark areas as cluster separators. This can 
be a helpful presentation when one tries to find clusters 
in the input data without having any a priori information 
about the clusters. 
Algorithm 
Step 1: Take the n*n*m weight matrix where n is the 
size of the topological map and m is number of 
attributes 
Step 2: 
Step3: Calculate vector difference to all eight 
neighboring neurons on the map to 
' 
For all neurons (i=l ..n, j=l..n) do 
[(i-I, j l ) ,  (i-I, j), (i+l, j), (i, j-1), (i, j+l), (i+l, 
j-1), (i+l, j), (i+l, j+l)] 
Step 4: sum it up 
Step 5 :  divide through eight 
Step 6: store the result 
Step 7: get n*n*l matrix 
The results of UMatrix can be used to easily interpret 
results of SOM which otherwise is difficult to interpret. 
The shade differences indicate cluster difference. These 
visualizations help in cluster identification. 
4 Data Preprocessing Engine 
In this Engine each web document is parsed for web 
links to other documents, which in turn were parsed 
sequentially in order to gather the links which can be 
traversed from that particular document. Each web 
document is assigned a weight scalar value according to 
its parent document. The root webpage has a weight of 1 
and all the webpage it refers to directly have a weight 
having value having starting with 1 and decimal in 
accordance to its order of placement in the root page . 
This is camed on for the entire list of web documents in 
the web server. In this way there are no two web pages 
with same weights. Figure 3 illustrates how weights are 
allocated to each web document. 
Figure 2: Web Document Weight Hierarchy 
After assigning each web page a weight, the 
web logs are parsed to capture information about the 
user. Apache web server was used to provide the web 
services and each web document was stored in the web 
server so that if the user goes to a web document is can 
be traced by mining the web logs. Each record is 
scanned to parsed to get following parameters which is 
served as a feature vector to the SOM algorithm: the 
total weight which is the sum of weights of all the web 
page the user traverses i.e. weight , number of web 
pages the user traverses, time being the total time the 
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user takes on a particular web page and its children i.e. 
z t i m e  and weight-time is weighted time i.e. 
weightx time . 
The web log file consisted of 8 records having 
different web traversal patterns for each of these 8 users. 
The log file was parsed to gather information about the 
8 users. The results of the pre-processing engine 
generated the feature vector which is shown as Table 1. 
4.5 
d -  
3 5 -  
3 -  
Table 1. Feature Vector for SOM 
5. Results and Analysis of Smart Engine 
In the Smart Engine the preprocessed data is analyzed 
using several smart and intelligent tools like Fuzzy 
Logic and Artificial Neural Networks. We used the 
Kohonen’s SOM in this engine to cluster the data. The 
algorithm takes the feature vector of Table 1 as its input. 
Repeated testing were conducted for same sets of data 
with different by changing the input parameters like the 
neuron grid dimensions, learning parameters, topology 
and neighborhood distance. The algorithm provided best 
results for “grid top” topology, learning parameter of 
5.51 1 
Figure 3: Feature VectorNeuron Map for 6 x 6 neuron 
grid 
0.9, number of epochs is 1000 and neighborhood 
distance of 1 which is calculated as the Euclidean 
distance. Figure 3 shows that the feature vector mapping 
to the 6 x 6 neuron grid. The testing data used for 
identification of clusters is same as the training data 
which is also the original data set. 
The weights generated by SOM were 
interpreted using UMatrix as explained in section 3 to 
give results as shown in Figure 4 for same 6 x 6 neuron 
grid. For simplicity purposes the users were categorized 
into three clusters. Each cluster constituting of users 
having a similar web access pattern. The cluster scale 
was decided on the basis of the weights provided by the 
SOM and U-Matrix. We see that from the figure that for 
6 x 6 neuron grid the total weight value for all the 
neurons ranges from 0-4500, we can divide the U- 
Matrix results in 3 clusters 0-1500 being clusterl, 1501- 
3000 being cluster2 and 3001-4500 being cluster3. 
6 I 6 n o ”  grid 
Figure 4: SOM results for 6 x 6 neuron grid for 6 x 6 
neuron grid 
These clusters can also be visually separated as 
wherever there exists a change in the shading there is a 
cluster difference in that region. For 5 x 6 neuron grid 
the feature vector to neuron mapping is shown in Figure 
5 and the clusters are shown in Figure 6.  
0 - rvumnmlppmQ 
I 
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Figure 5: Feature Vector Neuron Map for 5 x 6 neuron 
grid 
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By juxtaposing the neurons mappings to web page for the users to increase the popularity of the 
web page by tailoring it more to the needs of the users 
accessing it. Hence these methods will help the web 
master to develop adaptive web pages which can be self 
evolving based on the previous web traversal of the 
feature vector as well as the cluster differences as shown 
by the UMatrix results it becomes easy to identify 
which cluster each of the eight users belongs to. The 
cluster identification of the users as generated by the 6 x 
6 neuron grid is shown in Table 2 and for 
grid is shown in Table 3. 
5 x 6 neuron user. These cluster information can also help the WPE 
in predicting web traffic as well as user behavior in a 
particular day. For example based on this clustered 
information it is possible to find how many people will 
be accessing a particular web page a given day or given 
period of time depending on the past queries that each 
user has made on that page during that given period of 
time. The clusters can also help in finding the nature of 
the users in a given period of time depending on his 
previous web access pattems but that remains as future 
work. This is useful because certain group of people 
may use the web page more than others and hence 
needed to be allocated more bandwidth to avoid 






5 x 6 n e ”  gdd 
Figure 4: SOM results for 6 x 6 neuron grid for 6 x 6 
neuron grid 
Table 2. User clusters 
for 6 x 6 neuron grid 
Table 3. User cluster 
for 5 x 6 neuron grid 
6. Conclusion and Future Work 
In this paper we talked about how Kohonen’s SOM and 
U-Matrix can be used in our architecture to cluster users 
based on their web access traversal patterns. SOM is an 
easy way of clustering similar web access patterns for 
different user sessions. The use of Euclidean distance 
was very helpful to learn more about these web access 
pattems. U-Matrix provided easy results and plots which 
was highly interpretable. We observe that that SOM and 
U-Matrix provided almost stable results which is 88% 
for the two case of 5 x 6 and 6x 6 neuron grid provided 
all other parameters same and 50% for overall test 
results. The results provided by Kohonen‘s SOM can be 
used in our WPE for web personalization to create 
adaptive web sites and in decisions for allocation of 
resources for users belonging to different clusters. These 
results also help in understanding how different groups 
of users interact with the particular website. 
As shown in the above tables provided that the 
remaining parameters being same the two sets of results 
have approximately 88% stability in their cluster 
identification. For the overall testing on the test data 
using different parameters provided approximately 50% 
stability in the different set of results. = 
5. Web Personalization Engine (WPE) 
WPE takes the results and analysis provided by the 
Smart Engine to provide changes or modifications to the 
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