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Abstract
On this Bachelor’s Thesis we apply the method of layer potentials on two different contexts. On the first
part of this work we will prove some important properties of the single and double layer potentials for
the Laplacian on C 2 domains and we will use them to prove uniqueness and existence of solution for the
Dirichlet and Neumann problems (both exterior and interior). On the second part we use the method of
the layer potentials to look for an approximate solution for the flow of air around a very thin wing and we
use the solution found to compute the approximate force exerted over the wing.
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1. Introduction
This work revolves around the method of layer potentials for solving elliptic boundary value problems.This
method has been extensively used to deal with certain differential equations, and it is of great historical
importance since Fredholm developed a theory to use the compactness of various double-layer potentials
in order to solve various boundary value problems on smooth domains that arose at that time. Over the
years, layer potentials have been used to deal with several problems in analysis and PDEs, specially ones
dealing with boundary value problems for linear operators, standing out the study of linear elasticity, the
study of the Stokes system for hydrostatics and the study of the time-harmonic Maxwell system. More
recent fields of study related to the method of layer potentials involve its application to rougher domains,
see [4] and the references therein.
To illustrate the rough idea behind the method of layer potentials, let us suppose that we want to solve
the following problem:
Given linear operators T and H, with T invariant through translations, a domain U ⊂ Rn and a function
g : ∂U → Rm, find f : Rn → Rm such that Tf (x) = 0 for all x ∈ U and Hf (x) = g(x) for all x ∈ ∂U.
Typically, T is a differential operator. Let us imagine that we have a function such that Th(x) = 0 for
all x ∈ Rn \ {0}. For ~ui ∈ Rn \ U, we have that any function of the form ĥ =
∑
i h(x − ~ui ) will fulfil the
requirement T ĥ(x) = 0 for all x ∈ U, so if we were able to find a function of this type with the correct
boundary values given by H and g , the problem would be solved. Unfortunately, this is very restrictive and
it would be interesting to have a wider range of candidates for the solution, so, we could, instead of trying
linear combinations, use, as a more general expression,
ĥ(x) =
ˆ
Rn\U
h(x − y)β(y)dy , (1)
with β a distribution. As long as T commutes with the integral, once again we would only need to look for
a function of the form (1) with the desired boundary conditions. Usually, we use as h what it is called the
fundamental solution of the operator T , which is a function such that Th = δ0, being δ0 the Dirac measure
centred at the origin. The restrictions we have imposed are satisfied in a lot of problems. For example,
if T is a differential operator, it is invariant through translations and linear, and both of the problems we
would like to study (the Laplace operator and the Cauchy-Riemann equations) are differential operators.
Fundamental solutions are known explicitly for many classical differential operators, and, in general, the
commutativity between the integral and the operators is assured using the derivation under the integral
sign. Using this same idea we can also prove that not only a fundamental solution is a valid candidate for
h, but also a derivative of the fundamental solution. Indeed, this is what will be fruitful in the case of the
Dirichlet problem studied below.
This work will be divided in two parts. On the first part, namely Section 2, we study the properties of
the single and double layer potentials for the Laplace operator on a domain with smooth boundary, having
special importance the compactness of the operators involved and the expression for the boundary values,
leading finally to the prove of existence and uniqueness of solution for the interior and exterior Neumann
and Dirichlet problems for the Laplacian on smooth domains.
On the second part, that is Section 3, we find candidates for the first order correction to the problem
of the flow of air around a very thin wing. We apply the method developed by Jon Chapman in [1]. In [1]
the problem is solved for a symmetric or laminar wing and a parallel flow to it. We study the problem for
a general orientation of the wind and an almost arbitrary thin wing and we discuss the applicability of the
possible solutions. As far as we know, these results have not been published.
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In the development of this second part, we first use the classic complex theory for aerodynamics to
obtain the solution for the plate and we deduce the equations that the first order correction has to fulfil.
After that we look for solutions of these equations using layer potentials for the Cauchy-Riemann equations
and we use the found solutions to compute the approximated force exerted over the wing.
4
2. The Dirichlet and Neumann problems on bounded
C 2 domains
In this section we will apply the method of layer potentials to the Dirichlet and Neumann problem for the
Laplace operator, and we will follow [3]. On the first subsection we will give all the background needed later
on, starting with a general part that includes the statements of the problems and some basic results and
definitions, then a brief summary of the theory of compact operators and the final is devoted to the theory
of integral operators. Some of the proofs will not be included on this first subsection, especially those
which are technical or not very directly related to the topic, but most of them can be found in [3]. The
next two subsections will deal directly with the double and single layer potentials for the Laplace operator,
having special importance the Theorems 2.37 and 2.40, that relate the moment of the layer potential with
its boundary values. Finally, in the last subsection we will use the results we have already obtained to prove
the existence and uniqueness of solution for the Dirichlet and Neumann problems.
2.1 Preliminary results
2.1 Statement of the problems and initial remarks
As we have stated earlier, in this section we will talk about the single and double layer potentials for the
Laplacian, its properties and its applications in solving the Dirichlet and Neumann problems. But before
that, we need to make clear the context in which we are working. From now on, Ω will be a fixed bounded
domain in Rn with C 2 boundary and Ω′ = Rn \ Ω1. We will allow both Ω and Ω′ to be disconnected and
we will refer to its connected components as Ω1, Ω2, Ω3, ... , Ωm and Ω
′
0, Ω
′
1, Ω
′
2, ... , Ω
′
m′ respectively, where
Ω′0 will be the unbounded component. Furthermore, S = ∂Ω will denote the boundary of Ω and ν the
outward unit normal vector field on S .
Lemma 2.1. If Σ is a compact oriented hypersurface of class C k , k ≥ 2, and ν(x) is the normal vector to
x ∈ Σ, then there exists a neighbourhood V of Σ in Rn and a number  > 0 such that
F (x , t) = x + tν(x)
is a diffeomorphism of class C k−1 from Σ× (−, ) to V.
Definition 2.2. Let V be the neighbourhood given by Lemma 2.1. Then, for a given u ∈ C 1(V ) and a point
x = x0+tν(x0) with x0 ∈ Σ and t ∈ (−, ), we define the normal derivative of u as ∂νu(x) = ν(x0)·∇u(x).
Definition 2.3. We define Cν(Ω) as the space of functions u ∈ C 1(Ω) ∩ C 0(Ω) such that
∂ν−u(x) = lim
t<0,t→0
ν(x) · ∇u(x + tν(x))
exists for all x ∈ S , the convergence being uniform on S . Similarly, we define Cν(Ω′) as the space of
functions u ∈ C 1(Ω′) ∩ C 0(Ω′) such that
∂ν+u(x) = lim
t>0,t→0
ν(x) · ∇u(x + tν(x))
exists for all x ∈ S , the convergence being uniform on S . These limits are called the interior and exterior
normal derivatives respectively.
1Here U will refer to the closure of a domain U.
5
Layer potentials
Definition 2.4. We define u˜, the Kelvin transform of u : U → Rn, as u˜(x) = |x |2−nu(|x |−2x) with U ⊆ Rn.
It can be easily checked that, if u is harmonic in U ⊂ Rn \ {0}, u˜ is harmonic in U˜ = {|x |−2x : x ∈ U}.
Definition 2.5. We say that u is harmonic at infinity if u is harmonic on the complement of a bounded
set in Rn and u˜ has a removable singularity at 0.
Now we can state precisely the problems that we aim to resolve:
(a) Interior Dirichlet problem: Given f ∈ C (S), find u ∈ C (Ω) such that u is harmonic in Ω and u = f
on S .
(b) Exterior Dirichlet problem: Given f ∈ C (S), find u ∈ C (Ω) such that u is harmonic in Ω′ ∪ {∞}
and u = f on S .
(c) Interior Neumann problem: Given f ∈ C (S) find u ∈ Cν(Ω) harmonic in Ω such that ∂ν−u = f
on S .
(d) Exterior Neumann problem: Given f ∈ C (S) find u ∈ Cν(Ω) harmonic in Ω′ ∪ {∞} such that
∂ν+u = f on S .
These four problems are closely related as we shall see later. Now let us see some of their properties.
Proposition 2.6. The only solution for the interior Dirichlet problem with f = 0 is u = 0.
Proof. We know that harmonic functions achieve their maxima on the boundary. But f = 0, so u(x) ≤
0 ∀x ∈ Ω and since the same holds for −u, then u = 0.
Proposition 2.7. The only solution for the exterior Dirichlet problem with f = 0 is u = 0.
Proof. We may assume that 0 /∈ Ω¯. But then u˜ (the Kelvin transform of u) solves the interior Dirichlet
problem with zero boundary value in the new domain Ω˜ and we have already proved the uniqueness for
this problem.
For the next proposition we will need to use the Green’s identity which states that, if U is a bounded
domain with smooth boundary, and u,v ∈ C 1(U), then
ˆ
U
∇v · ∇u = −
ˆ
U
v(∆u) +
ˆ
∂U
v∂ν−u, (2)
being ∂ν− the interior normal derivative of u on ∂U. This is obtained by applying the divergence theorem
to the vector field v∇u. We will usually use this formula with v = u or v = 1, that isˆ
U
|∇u|2 = −
ˆ
U
u(∆u) +
ˆ
∂U
u∂ν−u, (3)
ˆ
U
∆u =
ˆ
∂U
∂ν−u. (4)
At last, we will sometimes also use the equation that is obtained when one applies the divergence theorem
to u∇v and to v∇u and subtracts them, that isˆ
∂U
(u∂ν−v − v∂ν−u) =
ˆ
U
(u∆v − v∆u). (5)
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Proposition 2.8. If u solves the interior Neumann problem with f = 0, then u is constant on each
connected component of Ω.
Proof. Using Green’s identity (3) with U = Ω we obtain
ˆ
Ω
|∇u|2 = −
ˆ
Ω
u(∆u) +
ˆ
S
u∂ν−u = 0
since u is harmonic and u = 0 ∀x ∈ S . Hence, u is constant on each Ωj j = 1, ..., m.
It should be noted that it is not obvious that we can use the Green’s identity since u may not be
in C 1(Ω). However, u ∈ C1(Ωt) for some t < 0, being Ωt the domain contained in Ω with boundary
St = {x + tν(x) : x ∈ S}. The propositions follows by taking t → 0.
For the uniqueness of solution of the exterior Neumann problem we will need some technical results.
Proposition 2.9. If u is harmonic in Ω′0, the following are equivalent
(i) u(x) is harmonic at infinity,
(ii) u(x)→ 0 as |x | → ∞ if n ≥ 3 and |u(x)| = o(log |x |) if n = 2,
(iii) |u(x)| = O(|x |2−n) as |x | → ∞,
and if any of them hold, then we have that |∂ru(x)| = O(|x |1−n) as |x | → ∞, and, in the case n = 2,
∂ru(x) = (O|x |−2) as |x | → ∞, where ∂ru(x) = ∇u(x) · x|x | .
We omit the proof of 2.9, which can be found in [3, Chapter 2], since, although some of the relations
are not difficult to prove (for example, (iii) obviously implies (ii) and it is not hard to prove that (i) implies
(iii)), in order to obtain all the implications we would need to put a lot of effort into prove several technical
results that will not be of any use in the rest of this work.
Proposition 2.10. If u solves the exterior Neumann problem with f = 0, then u is constant on each
connected component of Ω′. Moreover, u = 0 on Ω′0 when n > 2.
Proof. Let r > 0 be large enough so that Ω ⊂ Br (0). Using the Green’s identity (3) with U = Br (0) \ Ω
we obtain ˆ
Br0\Ω
|∇u2| = −
ˆ
Br0\Ω
u∆u −
ˆ
S
u∂ν+u +
ˆ
∂Br0
u∂ru =
ˆ
∂Br0
u∂ru.
But, according to Proposition 2.9, if n > 2 then∣∣∣∣ ˆ
Br
u∂ru
∣∣∣∣ ≤ Cr 2−n.
So, letting r →∞ we obtain that u is locally constant and, since |u(x)| = O(|x |2−n), we have proven the
statement for n > 2. In the case n = 2 we argue similarly to Proposition 2.8 on the sets Ω′1, ... , Ω
′
m′ .
We will prove later that the Dirichlet problems are always solvable, but the Neumann problems require
an additional condition (which is also in fact a sufficient condition).
Proposition 2.11. If the interior Neumann problem has a solution, then
´
Ωj
f = 0 for each j.
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Proof. We just have to apply the Green’s identity (2) with v = 1 and U = Ω. That is,
0 =
ˆ
Ω
∆u =
ˆ
S
∂ν−u.
Proposition 2.12. If the exterior Neumann problem has a solution, then
´
Ω′j
f = 0 for j = 1, 2, ..., m′, and
also for j = 0 in the case n = 2.
Proof. The proof for j = 1, 2, ..., m′ is exactly the same as in the previous proposition. For the case n = 2
and j = 0, let r > 0 be big enough so that Ω ⊂ Br0 . Then
ˆ
∂Ω′0
∂ν+u =
ˆ
∂Br
∂ru
and, since |∂ru(x)| = O(|x |−2) by Proposition 2.9, the term on the right hand side vanishes as r →∞.
2.1 Compact operators
In the sequel we will need some basic knowledge of the theory of compact operators, specially in Section
2.4. Since this theory is mostly well known, we will not provide proofs, but they can be found in [3, Chapter
0, Section F].
Let X be a Banach Space and let T be a bounded linear operator on X . We denote the kernel and the
range of T by N (T ) and R(T ). We will say that T is a compact operator if for every bounded sequence
{xj} in X , {Txj} has a convergent subsequence. Equivalently, T is compact if it maps bounded sets into
sets with compact closure. T is said to be finite rank if R(T ) is finite-dimensional. Clearly every finite
rank bounded operator is compact.
Theorem 2.13. The set of compact operators on X is a closed two-sided ideal in the algebra of bounded
operators on X with the norm topology. In particular, the limit of compact operators is compact.
Corollary 2.14. If T is a bounded operator on X and there is a sequence {Tm} of operators of finite rank
such that ‖Tm − T‖ → 0, then T is compact.
Theorem 2.15. If T is a compact operator on a Hilbert space H, then T is the norm limit of operators
of finite rank.
It should be noted that we can only assure the conclusion of Theorem 2.15 if we are on a Hilbert space,
while Corollary 2.14 holds for all Banach spaces.
Theorem 2.16. The operator T on the Banach space X is compact if and only if the dual operator T ∗
on the dual space X ∗ is compact.
Theorem 2.17. Let T be a compact operator on a Hilbert space H with inner product 〈·, ·〉. For each
λ ∈ C, let
Vλ = {x ∈ X : Tx = λx}, Wλ = {x ∈ X : T ∗x = λx}
Then
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(a) the set of λ ∈ C for which Vλ 6= {0} is finite or countable, and, in the latter case its only accumulation
point is 0. Moreover, dim(Vλ) <∞ for all λ 6= 0,
(b) if λ 6= 0, dim(Wλ) = dim(Vλ¯),
(c) if λ 6= 0, R(λI − T ) is closed,
Corollary 2.18. Suppose λ 6= 0, then:
(i) the equation (λI − T )x = y has a solution if and only if y ⊥ Wλ¯,
(ii) λI − T is surjective if and only if it is injective.
Lemma 2.19. If T is a compact self adjoint operator on a Hilbert space H with norm ‖T‖, then either
‖T‖ or −‖T‖ is an eigenvalue for T .
The following result is the well known Spectral Theorem for compact self-adjoint operators.
Theorem 2.20. If T is a compact self-adjoint operator on a Hilbert space H, then H has an orthonormal
basis consisting of eigenvectors for T .
2.1 Integral operators
The single and double layer potentials are concrete examples of integral operators, thus some basic facts and
definitions concerning integral operators on the boundary S are needed previous to further considerations.
Definition 2.21. Let K be a measurable function on S × S , and suppose 0 < α < n − 1 (from now on,
unless stated otherwise, α will always be such that 0 < α < n− 1) . We say that K is a kernel of order α
if
K (x , y) = A(x , y)|x − y |−α
and that K is a kernel of order zero if
K (x , y) = A(x , y)log |x − y |+ B(x , y),
where A and B are bounded functions on S × S .
Definition 2.22. We say that K is a continuous kernel of order α if it is a kernel of order α and it is
continuous on {(x , y) ∈ S × S : x 6= y}.
Given K a continuous kernel of order α, we formally define the operator TK by
TK f (x) =
ˆ
S
K (x , y)f (y)dσ(y),
where f ∈ L2(σ) and σ denotes the surface measure on S .The compactness of TK is the most important
result of this subsection. However, previous to prove this we need some preliminary results.
Definition 2.23. We say that K is a Hilbert-Schmidt kernel if K ∈ L2(σ × σ).
Theorem 2.24. If K is a Hilbert-Schmidt kernel, then TK is a compact operator on L
2(σ) and ||TK || ≤
||K ||L2(σ×σ).
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Proof. By the Cauchy-Schwarz inequality, we have that
|TK f (x)| =
∣∣∣∣ ˆ K (x , y)f (y)dσ(y)∣∣∣∣ ≤ ||f ||L2(σ×σ)( ˆ K (x , y)2dσ(y))1/2.
With this in mind,
||TK f ||2L2(σ) =
ˆ
|TK f (x)|2dσ(x) ≤ ||f ||2L2(σ)
ˆ ˆ
K (x , y)2dσ(y)dσ(x) = ||K ||2L2(σ×σ)||f ||2L2(σ).
Now, in order to prove the compactness of the operator, we will assume that L(σ × σ) is separable ( this
is not necessary but the proof is much simpler this way). Let φj(x), j = 1, ... ,∞ be an orthonormal basis
for L2(σ). It is easy to see using Fubini’s theorem that φj(x)φi (y) is an orthonormal basis for L
2(σ × σ).
Hence we have K (x , y) =
∑∞
i ,j=0 ai ,jφj(x)φi (y). Now,for N = 1, 2, ... we define
KN(x , y) =
∑
i ,j≤N
ai ,jφj(x)φi (y).
Let us check that TKN is an operator of finite rank and, therefore, compact. If f (y) =
∑∞
i=0 biφi (y) then
TKN f (x) =
ˆ
S
∑
i ,j≤N
aijφj(x)φi (y)
∞∑
m=0
bmφm(y)dσ(y)
=
∑
i ,j≤N
φj(x)
ˆ
S
aijφi (y)
∞∑
m=0
bmφm(y)dσ(y) =
∑
j≤N
cjφj(x).
(6)
Moreover, ||K −KN ||L2(σ×σ) → 0 as N →∞ and, since ||K −KN ||L2(σ×σ) ≥ ||TK−KN || = ||TK −TKN ||,
TK is the limit of compact operators and, thus, compact itself.
Lemma 2.25. There exists r0 > 0 such that, for every x ∈ S, there is a C 2 diffeomorphism from
Dr0 = {x ∈ Rn−1 : |x | ≤ r0} to Br0(x) ∩ S whose Jacobian’s norm is bounded uniformly on x ∈ S.
Lemma 2.26. There exists C > 0 such that σ(Br (x) ∩ S) ≤ Crn−1 for all x ∈ S , r > 0.
Proof. If r < r0, being r0 the constant given in Lemma 2.25, we have that
σ(Br (x) ∪ S) =
ˆ
S∩Br (x)
dσ(y) ≤ M
ˆ
Dr
dx = C1r
n−1
for some C1 > 0. If r ≥ r0 then
σ(Br (x) ∩ S) ≤ σ(S) = σ(S)
rn−10
rn−10 ≤
σ(S)
rn−10
rn−1 = C2rn−1
for some C2 > 0. We just have to take C = max{C1, C2}.
Proposition 2.27. If K is a kernel of order α, then TK is bounded on L
p(σ) for 1 ≤ p ≤ ∞. Moreover,
there is a positive constant C such that if K is supported in {(x , y) : |x − y | < }, then
||TKf ||Lp(σ) ≤ Cn−1−α||A||L∞(σ)||f ||Lp(σ) (α > 0),
||TKf ||p ≤ Cn−1[||A||L∞(σ)(1 + |log()|) + ||B||L∞(σ)]||f ||Lp(σ) (α = 0).
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Proof. To prove this, we will first divide our domain of integration into annuli as follows:
ˆ
S
|K(x , y)|dσ(y) ≤ ||A||L∞(σ)
ˆ
|x−y |≤
dσ(y)
|x − y |α = ||A||L∞(σ)
∞∑
j=0
ˆ
2−j−1<|x−y |≤2−j 
dσ(y)
|x − y |α
Then, using the bound for |x − y | on the annuli and extending the integrals to bigger domains we obtain
ˆ
S
|K(x , y)|dσ(y) ≤ ||A||L∞(σ)
∞∑
j=0
ˆ
|x−y |≤2−j 
dσ(y)
(2−j−1)α
.
Obviously, the same estimate holds for
´
S |K(x , y)|dσ(x). Finally, using Lemma 2.26
∞∑
j=0
ˆ
|x−y |≤2−j 
dσ(y)
(2−j−1)α
=
∞∑
j=0
σ(B2−j (x))
(2−j−1)α
≤
∞∑
j=0
C (2−j)n−1
(2−j−1)α
= Cn−1−α. (7)
Now, the result follows from (7) and the generalized Young’s inequality. The case of α = 0 follows
similarly.
Proposition 2.28. If K is a kernel of order α, then TK is compact on L
2(σ).
Proof. Given  > 0, we define K(x , y) as K (x , y) if |x − y | >  and 0 otherwise, and K ′(x , y) =
K (x , y) − K(x , y). Since K is bounded on S × S , it is a Hilbert-Schmidt kernel, and hence TK is
compact by Theorem 2.24.
Moreover, by Proposition 2.27, the norm of TK ′ tends to zero as  (let us remember that 0 < α < n−1)
tends to zero. Therefore, TK tends to TK and since the limit of compact operators is compact by Theorem
2.13, we have proven the statement.
Proposition 2.29. If K is a continuous kernel of order α, then TK transforms bounded functions into
continuous functions.
Proof. For the sake of simplicity we will suppose that α > 0 (this is possible since a continuous kernel of
order 0 is also a continuous kernel of order α > 0). Given x ∈ S and δ > 0, set Bδ = {y ∈ S : |x−y | < δ}.
If y ∈ Bδ,
|TK f (x)− TK f (y)| =
∣∣∣∣ ˆ
S
[K (x , z)− K (y , z)]f (z)dσ(z)
∣∣∣∣
≤
ˆ
B2δ
|K (x , z) + K (y , z)||f (z)|dσ(z) +
ˆ
S\B2δ
|K (x , z)− K (y , z)||f (z)|dσ(z).
(8)
The first on the right hand side can be bounded by
||A||L∞(σ)||f ||L∞(σ)
ˆ
B2δ
[|x − z |−α + |y − z |−α]dσ(z)
and, using polar coordinates, it can be shown that, for small δ, this term is of order O(δn−α−1), so we can
make this term as small as we want.
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For the second one we have to take into account that the restriction of both K (x , z) and K (y , z)
to S \ B2δ is continuous with compact support (and therefore, uniformly continuous) and K (y , z) is just
K (x , z) evaluated at a nearby point. Thus we can make |K (x , z)−K (y , z)| as small as we want uniformly
on z ∈ S \ B2δ just by taking y close enough to x .
Although it is convenient to work in L2(σ) since it is a Hilbert space, it is interesting to now under
which conditions we will obtain continuous solutions. The next theorems give us one of such conditions.
Proposition 2.30. Suppose that K is a continuous kernel of order α. If u ∈ L2(σ) and u + TKu ∈ C (S),
then u ∈ C (S).
Proof. Given  > 0, choose φ ∈ C∞(S × S) such that 0 ≤ φ ≤ 1, φ(x , y) = 1 for |x − y | < 2 and
φ(x , y) = 0 for |x − y | > . Set K0 = φK and K1 = (1 − φ)K . Now applying the Cauchy-Schwarz
inequality,
|TK1u(x)− TK1u(y)| ≤ ||u||L2(σ)
(ˆ
S
|K1(x , z)− K1(y , z)|2dσ(z)
) 1
2
Since K1(x , z) is continuous with compact support, the integral on the right tends to zero as |x − y | → 0,
so TK1(u). is continuous.
Now if we set g = (u + TKu) − TK1u = u + TK0u, this function is continuous since we have already
proved that TK1u is continuous and u + TKu is continuous by hypotesis. Also, by Proposition 2.27, we
know that it exists  such that the norm of TK0 is smaller than 1. But then I + TK0 is invertible and thus
we can express u as u =
∑∞
j=0(−TK0)jg .Moreover, by proposition 2.29 each term is continuous and the
series converges in the L∞, i.e, uniformly, so u is continuous.
This is of particular importance since it will assure us continuity of the solution later when we use the
single and double layer potentials to deal with the Dirichlet and Neumann problems.
2.2 Double layer potentials
In this section we will study the double layer potential with moment φ ∈ C (S), defined by
u(x) =
ˆ
S
∂νy N(x , y)φ(y)dσ(y) (9)
where N(x , y) is the fundamental solution in Rn for the Laplace equation evaluated at x − y for y ∈ S and
x ∈ Rn \ S , and ∂νy N(x , y) = ∇yN(x , y) · ν(y).Indeed,
∂νy N(x , y) =
−(x − y) · ν(y)
ωn|x − y |n (10)
with ωn the surface measure of B1(0). We should note that, for these points, (10) is continuous in y
and both u and ∂νy N(x , y) are harmonic in x (this is easy to check since x-derivatives commute with
y -derivatives) and, ∂νy N(x , y) is O(|x |1−n) as x tends to ∞, it is also harmonic at infinity (as well as u
for identical reasons). Now, we will prove a very important technical lemma.
Lemma 2.31. There is a constant c > 0 such that c|x − y |2 ≥ |(x − y) · ν(y)| for all x , y ∈ S
12
Proof. We can assume that |x−y | ≤ 1 since if |x−y | > 1, then we have |x−y |2 > |x−y | ≥ |ν(y)(x−y)|.In
fact, it is enough to prove the lemma for |x−y | small since, if |x−y | ∈ [, 1] then |ν(y)·(x−y)| ≤ 1 ≤ |x−y |2
2
.
Given y ∈ S , we can always suppose that y = 0 and ν(y) = (0, 0, ..., 1) using a simple change of
coordinates, so that |(x − y) · ν(y)| = xn, where x = (x1, ... , xn). Applying Lemma 2.25, we know that
Br0(0)∩S can be described by the equation so xn = f (x1, x2, ..., xn−1) for some f ∈ C 2(Dr0), with f (0) = 0.
Since
∂(x1, ..., xn−1, f )
∂xj
=
(
0, ..., 1, ...,
∂f
∂xj
)
for j = 1, ... , n − 1 and we know that ν(y) = (0, ..., 1), so ∂f (0)∂xj = 0 and ∇f (0) = 0.
Now, if we use the Taylor’s theorem on f , the linear term vanishes and we obtain
|(x − y) · ν(y)| = |f (x1, ..., xn−1)| ≤ c|(x1, ..., xn−1)|2 ≤ c1|x |2 = c1|x − y |2,
with c1 > 0 depending only on a bound for the second derivative of f . Since S is compact and of class
C 2, it exists such bound for all y ∈ S . Therefore, the constant c we are looking for is max{c1, 1r20 }.
We shall call ∂νy N(x , y) with a different name when both x and y are in S, say
K (x , y) = ∂νy N(x , y) (x ∈ S , y ∈ S , x 6= y),
to hightlight the differences with respect to the case when x ∈ Rn \ S .
Theorem 2.32. K is a continuous kernel of order n − 2 on S.
Proof. Using Lemma 2.31 the proof is trivial since we can write K as K (x , y) = A(x ,y)|x−y |n−2 with A(x , y) =
(x−y)·ν(y)
ωn|x−y |2 .
Taking this into account, we can extend our potential u to S by setting
u(x) =
ˆ
S
K (x , y)φ(y)dσ(y) = TKφ(x) (if x ∈ S)
This is a continuous function in S by Proposition 2.29, but it is not continuous in Rn: we find a discontinuity
when we approach the points of S from different sides. To illustrate this, we can explicitly compute u when
φ = 1.
Proposition 2.33. ˆ
S
∂νy N(x , y)dσ(y) =
{
1 if x ∈ Ω,
0 if x ∈ Ω′,
ˆ
S
K (x , y)dσ(y) = 1/2.
Proof. The case x ∈ Ω′ is a direct consequence of the Green’s identity (2) with v = 1, since N(x , y) is
harmonic in Ω and C∞ on Ω (as a function of y). When x ∈ Ω, the result can be derived in a very similar
way: if instead of integrating on S we integrate on the surface of the domain Ω \ B(x) (with  small
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enough so that B(x) ⊂ Ω), our function will be, once again, harmonic in the new domain, so if now we
apply (4) once again we obtain
0 =
ˆ
S
∂νy N(x , y)dσ(y)−
ˆ
∂B(x)

nωn
dσ(y) =
ˆ
S
∂νy N(x , y)dσ(y)− 1.
Finally, for the case x ∈ S , we need to consider
S = S \ B(x), ∂B ′(x) = ∂B(x) ∩ Ω, ∂B ′′ (x) = {y ∈ ∂B(x) : ν(x) · y < 0}.
First, we note that ˆ
S
K (x , y)dσ(y) = lim
→0
ˆ
S
K (x , y)dσ(y)
and we argue as before to get
0 =
ˆ
S
K (x , y)dσ(y) +
ˆ
∂B′
∂νy N(x , y)dσ(y).
Then ˆ
S
K (x , y)dσ(y) = − lim
→0
ˆ
∂B′
∂νy N(x , y)dσ(y) = lim
→0
1−n
ωn
ˆ
∂B′
dσ(y).
But since S is C 2, the symmetric difference between ∂B ′ and ∂B ′′ will be contained in a equatorial
strip
{y ∈ ∂B : |ν(x) · y | < c()} with c() = O(2).
Hence, we have
ˆ
S
K (x , y)dσ(y) = lim
→0
1−n
ωn
(ˆ
∂B′′
dσ(y) + O(n)
)
=
1
2
.
Before the proof of the most important result of this subsection, we will need some lemmas.
Lemma 2.34. There exists a constant C <∞ such that
ˆ
S
|∂νy N(x , y)|dσ(y) ≤ C for all x ∈ Rn \ S
Proof. Let d(x , S) be the distance from a point x to our surface. We will separate our proof in two
cases, namely, d(x , S) ≥ δ/2 or d(x , S) < δ/2. We will choose this δ so that it has the following two
properties: δ < 12c , where c is the constant in Lemma 2.31; the set of points such that d(x , S) < δ/2 is a
neighbourhood V of S as in Lemma 2.1. In this way, for every given point x ∈ V there are unique x0 ∈ S
such that x = x0 + tν(x0) and t ∈ Rn.
Case 1: d(x , S) ≥ δ/2. In this case |∂νy N(x , y)| ≤ C1δ1−n for all y ∈ S , so
ˆ
S
|∂νy N(x , y)|dσ(y) ≤ C1δ1−nσ(S) = C2.
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Case 2: d(x , S) < δ/2. Let x0 be the point of S such that x = x0 + tν(x0). We will divide the integral in
two parts, the integral over S \ Bδ(x0) and over Bδ(x0). For the first part we have that
|x − y | ≥ |x0 − y | − |x0 − x | ≥ δ − δ
2
=
δ
2
.
So this part of the integral is, just as on the first case, bounded by some positive constant C2. For the
second integral on Bδ(x0) we have
ωn|∂νy N(x , y)| =
|(x − y) · ν(y)|
|x − y |n ≤
|(x − x0) · ν(y)|+ |(x0 − y) · ν(y)|
|x − y |n ≤
|(x − x0) · ν(y)|+ c|x0 − y |2
|x − y |n
where we have used Lemma 2.31 in the last inequality above. After some algebraic manipulation, this
estimate can be transformed into
|∂νy N(x , y)| ≤ C3
|x − x0|
(|x − x0|2 + |x0 − y |2)n/2
+
C4
|x0 − y |n−2 .
Finally, by making the substitution r = |x0 − y | and a = |x − x0|, integrating in polar coordinates and
making the change of variables r = as, we obtain
ˆ
Bδ(x0)
|∂νy N(x , y)|dσ(y) ≤ C4
ˆ ∞
0
sn−2
(1 + s2)n/2
ds + C4δ,
and we have finished since this last integral is finite.
Lemma 2.35. If φ is a continuous function and φ(x0) = 0 for some x0 ∈ S, then the double layer potential
with moment φ given by (9) u is continuous on x0.
Proof. Let C be the constant in Lemma 2.34 and C ′ be such that C ′ ≥ ´S |K (x , y)|dσ(y) for all x ∈ S ,
which exists since K is a kernel of order n − 2 by Theorem 2.32 (see also the proof of Proposition 2.27).
We choose η > 0 such that |φ(y)| < 3/(C + C ′) for all y ∈ Bη = {z ∈ S : |z − x0| < η}. Then we have
|u(x)− u(x0)| ≤
ˆ
Bη
(
|∂νy N(x , y)|+ |∂νy N(x0, y)|
)
|φ(y)|dσ(y)
+
ˆ
S\Bη
[|∂νy N(x , y)− ∂νy N(x0, y)|]|φ(y)|dσ(y).
(11)
Recall the identification ∂νy N(x , y) = K (x , y) when both arguments are on S .
It is easy to see that the first term on the right hand side of the inequality above is bounded by
2/3 since |φ(y)| < 3/(C + C ′). For the second term, if |x − x0| < η/2, the integrand is bounded and
continuous, and tends uniformly to zero as x → x0, so we just choose δ such that, if |x − x0| < δ < η/2,
ˆ
S\Bη
(
|∂νy N(x , y)− ∂νy N(x0, y)|
)
|φ(y)|dσ(y) ≤ /3.
It should be noted that this δ only depends on η and ‖φ‖L∞(σ).
We only need one last definition.
Definition 2.36. If u is a double layer potential, we define ut for small t as ut = u(x + tν(x))
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Theorem 2.37. Let φ ∈ C (S) and u be the double layer potential with moment φ. Then the restriction of
u to Ω has a continuous extension to Ω and the restriction to Ω′ has a continuous extension to Ω′. That is
to say, the functions ut converge uniformly on S to continuous limits u−, u+ as t approaches 0 from below
and above respectively. These limit functions are given by
u−(x) =
1
2
φ(x) +
ˆ
S
K (x , y)φ(y)dσ(y),
u+(x) = −1
2
φ(x) +
ˆ
S
K (x , y)φ(y)dσ(y).
Proof. Let x ∈ S be a fixed point and let t < 0 be sufficiently small (in absolute value) so that x + tν(x)
is contained in Ω, then we can write
ut(x) = φ(x)
ˆ
S
∂νy N(x + tν(x), y)dσ(y) +
ˆ
S
∂νy N(x + tν(x), y)[φ(y)− φ(x)]dσ(y)
and, since x + tν(x) ∈ Ω, by Proposition 2.33
ut(x) = φ(x) +
ˆ
S
∂νy N(x + tν(x), y)[φ(y)− φ(x)]dσ(y).
But according to Lemma 2.35 the second term on the right hand side is continuous on x , so by Proposition
2.33 once again,
u−(x) = lim
t→0,t<0
ut(x) = φ(x) +
ˆ
S
K (x , y)φ(y)dσ(y)− φ(x)
ˆ
S
K (x , y)dσ(y)
=
1
2
φ(x) +
ˆ
S
K (x , y)φ(y)dσ(y).
The proof for t > 0 is exactly the same but the term
´
S ∂νy N(x + tν(x), y)dσ(y) is equal to zero in
this case. The last thing to do is to check that the convergence is uniform. But, in the proof of Lemma
2.35 we have seen that the δ only depends on the surface S and the L∞-norm of the moment, in this case
|φ(y)− φ(x)|, so the convergence is uniform.
Corollary 2.38. In the context of Theorem 2.37, φ = u− − u+.
2.3 Single layer potentials
We now introduce the single layer potential with moment φ ∈ C (S), which is defined similarly to the
double layer potential by
u(x) =
ˆ
S
N(x , y)φ(y)dσ(y), (12)
where, let us remember, N(x , y) is the fundamental solution of the Laplace operator evaluated at x − y :
N(x) =
|x |2−n
(2− n)ωn (n ≥ 3), (13)
N(x) =
1
2pi
log |x | (n = 2). (14)
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Some properties of the single layer potentials are similar to those of the double layer ones: u is harmonic
on Rn \ S and |u(x)| = O(|x |2−n) when |x | → ∞ for n ≥ 3, so u is harmonic at infinity (we will study the
case n = 2 later). Also N(x , y) is a continuous kernel of order n − 2.
Proposition 2.39. If u is the single layer potential with moment φ ∈ C (S), then u is continuous in Rn.
Proof. We only need to prove the proposition for x ∈ S . Given x0, δ, and Bδ = {z ∈ S : |z − x0| < δ} ,
we have
|u(x)− u(x0)| ≤
ˆ
Bδ
(
|N(x , y)|+ |N(x0, y)|
)
|φ(y)|dσ(y) +
ˆ
S\Bδ
|N(x , y)− N(x0, y)|φ(y)dσ(y).
The first term is of order O(δ) if n ≥ 3 (since N(x , y) = O(δ−n+1) by (13)) and of order O(δ2log(δ−1))
if n = 2 (since N(x , y) = O(log(δ)) by (14)), so we can make it as small as we want just by choosing a
sufficiently small δ. For the second term, we have that N(x , y) converges uniformly to N(x0, y) as x tends
to x0, so we can also make this term as small as needed.
Now, we have to make some considerations about the normal derivative of u. Taking Definition 2.2
into account, for x ∈ V \ S we have
∂νu(x) =
ˆ
S
∂νx N(x , y)φ(y)dσ(y).
This expression is very similar to that of the double layer potential, the only difference being that here
the normal derivative is with respect to x instead of y . Since N(x , y) = N(y , x), we also have that
∂νy N(y , x) = ∂νx N(x , y). We use this to interpret the normal derivative of u for x ∈ S as
∂νu(x) =
ˆ
S
K ∗(x , y)φ(y)dσ(y) = TK∗φ(x), (15)
where we have defined K ∗(x , y) = K (y , x). K ∗ is a continuous kernel of order n − 2 since K also is.
Therefore, TK∗φ(x) is a continuous function according to Proposition 2.29. Moreover, it is easy to check
that TK∗ is the adjoint of TK with the respect to scalar product of L
2(σ), that is,
ˆ
S
f (x)
ˆ
S
K (x , y)g(y)dσ(y)dσ(x) =
ˆ
S
g(y)
ˆ
S
K (x , y)f (x)dσ(x)dσ(y)
=
ˆ
S
g(x ′)
ˆ
S
K ∗(x ′, y ′)f (y ′)dσ(y ′)dσ(x ′),
(16)
thus, T ∗K = TK∗ . Similarly to what happens to the double layer potential given by (12), ∂νu possesses
a jump discontinuity across S. More concretely, we have the following result.
Theorem 2.40. Suppose u is the single layer potential with moment φ ∈ C (S). Then the restriction of u
to Ω (resp. Ω′) is in Cν(Ω) (resp. Cν(Ω)) and, for x ∈ S, the following holds:
∂ν+u(x) =
1
2
φ(x) +
ˆ
S
K (y , x)φ(y)dσ(y),
∂ν−u(x) = −
1
2
φ(x) +
ˆ
S
K (y , x)φ(y)dσ(y).
(17)
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Proof. We have already proven that u is continuous in Rn. Now, if we consider de double layer potential
v(x) =
ˆ
S
∂νy N(x , y)φ(y)dσ(y),
we can define a function f on the neighbourhood V given by Lemma 2.1 as
f (x) =
{
v(x) + ∂νu(x) if x ∈ V \ S ,
TKφ(x) + T
∗
Kφ(x) if x ∈ S .
We want to prove that f is continuous. Since its restriction to S and to V \ S are both continuous, we
only need to prove that if x0 ∈ S and x = x0 + tν(x0), then f (x) → f (x0) when t → 0, and that this
convergence is uniform. First, we have that
f (x0)− f (x) =
ˆ
S
(
∂νx N(x , y) + ∂νy N(x , y)− ∂νx N(x0, y)− ∂νy N(x0, y)
)
φ(y)dσ(y).
We will proceed on a very similar way as in Lemma 2.35, separating the integral in two parts, the integral
over Bδ and the integral over S \ Bδ, where Bδ = {y ∈ S : |y − x0| < δ}. The integral over S \ Bδ tends
to zero as in Lemma 2.35 when x → x0. So, for every fixed δ, this term can be as small as we want.
The integral over Bδ can be bounded by
||φ||L∞(σ)
ˆ
Bδ
|∂νx N(x , y) + ∂νy N(x , y)|dσ(y) (18)
plus the same expression evaluated at x0. Hence, it is enough to prove that, for all x contained in the line
perpendicular to S that goes through x0 (including x0), one can choose δ so that (18) is as required.But
∂νx N(x , y) =
(x − y) · ν(x0)
ωn|x − y |n , ∂νy N(x , y) =
−(x − y) · ν(y)
ωn|x − y |n ,
so
∂νx N(x , y) + ∂νy N(x , y) =
(x − y) · (ν(x0)− ν(y))
ωn|x − y |n .
Observe the following facts: |ν(x0)−ν(y)| ≤ C1|x0−y | (as y → x0) since ν is C 1 and |x−y | ≥ C2|x0−y |
since, for δ small, the angle θ between ν(x0) and x0 − y is close to pi2 and |x − y | ≥ sin(θ)|x0 − y |.
Representing graphically the points involved, the second bound is pretty obvious as can be seen in Figure
1.
It should be noted that we can find C1 and C2 independent of x and x0. Hence,
|∂νx N(x , y) + ∂νy N(x , y)| ≤ C |x0 − y |2−n
and we get that
||φ||L∞(σ)
ˆ
Bδ
|∂νx N(x , y) + ∂νy N(x , y)|dσ(y) ≤
ˆ δ
0
Cr 2−nrn−2dr = Cδ.
Thus, f is continuous, so applying Theorem 2.37 for x ∈ S we have that
TKφ(x) + T
∗
Kφ(x) = v−(x) + ∂ν−u(x) =
1
2
φ(x) + TKφ(x) + ∂ν−u(x).
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Figure 1: Representation of x0, x and y with S an hemisphere.
Then
∂ν−u(x) = −
1
2
φ(x) + T ∗Kφ(x)
and, similarly,
TKφ(x) + T
∗
Kφ(x) = v+(x) + ∂ν+u(x) = −
1
2
φ(x) + TKφ(x) + ∂ν+u(x),
so
∂ν+u(x) =
1
2
φ(x) + T ∗Kφ(x).
Moreover, since the convergence of v and v + ∂νu is uniform in x , ∂νu(x0 + tν(x0)) converges to
∂ν±u(x0) uniformly on x0 ∈ S as t → 0±.
Corollary 2.41. In the context of Theorem 2.40, φ = ∂ν+u − ∂ν−u.
Now, the only thing left are three lemmas that will be needed in the next subsection.
Lemma 2.42. If φ ∈ C (S) and 12φ+ T ∗Kφ = f then
´
S φ =
´
S f .
Proof. We only need to apply Fubini’s theorem and Proposition 2.33,
ˆ
S
f =
ˆ
S
1
2
φdσ +
ˆ
S
ˆ
S
K ∗(x , y)φ(y)dσ(y)dσ(x) =
=
ˆ
S
1
2
φdσ +
ˆ
S
φ(y)
ˆ
S
K (y , x)dσ(x)dσ(y) =
ˆ
S
φdσ,
(19)
where we have used that ˆ
S
K (y , x)dσ(x) =
1
2
.
Lemma 2.43. In the case n = 2, the single layer potential u with moment φ ∈ C (S) is harmonic at infinity
if and only if
´
S φ = 0.
19
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Proof. We will use that, according to Proposition 2.9, u isharmonic at infinity if and only if u = o(log |x |),
that is to say, if lim|x |→∞
u(x)
log |x | = 0. But, adding and subtracting log |x | to N(x , y), we obtain
u(x) =
1
2pi
ˆ
S
[log |x − y | − log |x |]φ(y)dσ(y) + log |x |
2pi
ˆ
S
φ(y)dσ(y)
and, since the first term on the right tends to zero as |x | → ∞, it is not relevant to us. In fact,
lim
|x |→∞
u(x)
log |x | =
log |x | ´S φ(y)dσ(y)
2pilog |x | =
1
2pi
ˆ
S
φ(y)dσ(y)
and we are done.
Lemma 2.44. If n = 2 and u is the single layer potential with moment φ ∈ C (S), ´S φ = 0 and u is
constant on Ω, then φ = 0 (and obviously u = 0).
Proof. According to Lemma 2.43, u is harmonic at infinity, so, since u = c on Ω (and this includes S), it
is a solution for the exterior Dirichlet problem with f = c . But the solution to this problem is unique by
Proposition 2.7 and is u = c in Ω′, so u = c everywhere, and Corollary 2.41 yields φ = ∂ν+u−∂ν−u = 0.
2.4 Solution of the problems
On this subsection, we are going to apply the Fredholm theory to solve the Dirichlet and Neumann problems
(both interior and exterior). If we consider the integral equations
1
2φ+ TKφ = f , −12φ+ TKφ = f , (20)
1
2φ+ T
∗
Kφ = f , −12φ+ T ∗Kφ = f , (21)
where K (x , y) = ∂νy N(x , y) and f ∈ C (S). According to Proposition 2.30, if it exists a solution φ, it will
be continuous. Moreover, since the single and double layer potentials are harmonic everywhere except in S
(including at infinity, except for the single layer with n = 2 which requires further assumptions) and using
Theorems 2.37 and 2.40, we know that if we have a solution for 12φ+ TKφ = f (resp. −12φ+ TKφ = f ),
the double layer potential with moment φ will solve the interior (resp. exterior) Dirichlet problem, and if
we have a solution for 12φ+ T
∗
Kφ = f (resp.
1
2φ+ T
∗
Kφ = f ) the single layer potential with moment φ will
solve the exterior (resp. interior) Neumann problem. As we have already pointed out,for n = 2 the single
layer potential is not always harmonic at infinity. But we know from Lemma 2.43 that it is harmonic at
infinity if
´
S f = 0, which is also a necessary condition for the existence of solution for this problem. So, if
the integral problems (20) and (21) are solvable and the necessary conditions are satisfied, The Dirichlet
and Neumann problems will be solvable.
According to the theory of compact operators, to study the solvability of the equations (20) and (21)
is equivalent to study the eigenspaces related to Theorem 2.17 and Corollary 2.18, namely,
V+ = {φ : TKφ = 12φ}, V− = {φ : TKφ = −12φ},
W+ = {φ : T ∗Kφ = 12φ}, W− = {φ : T ∗Kφ = −12φ}.
Here, although in principle we only know that φ ∈ L2(σ), using Preposition 2.30 we obtain that φ ∈ C (S)
for all φ ∈ V+ ∪ V− ∪W+ ∪W−.
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For this study, we will use αj , j = 1, 2, ... , m and α
′
i , i = 1, 2, ... , m
′ functions in S which are defined
as follows
αj =
{
1 if x ∈ ∂Ωj ,
0 otherwise,
α′i =
{
1 if x ∈ ∂Ω′i ,
0 otherwise.
Proposition 2.45. αj ∈ V+ and α′j ∈ V−.
Proof. We have that
TKαj =
ˆ
∂Ωj
K (x , y)dσ(y), TKα
′
j =
ˆ
∂Ω′j
K (x , y)dσ(y)
and we can use here Proposition 2.33, replacing Ω by Ωj and Ω
′
j respectively. We obtain a minus sign in
the second case because the normal vector ν will be pointing in the opposite direction.
Since the functions αj are linearly independent, we have that dim(V+) ≥ m. But also we know from
Theorem 2.17 that dim(V+) = dim(W+). Now, let β ∈ W+ and ω the single layer potential with moment
β. We have that, according to Theorem 2.40, ∂ν−ω = 0, and using the uniqueness of the interior Neumann
problem modulo constant functions (see Proposition 2.8), ω is constant on each Ωj , so we can define a
linear map from W+ to Cm by
β → (ω|Ω1 , ... ,ω|Ωm). (22)
In the case n > 2, if ω|Ω = 0, then, since it vanishes on S and it is harmonic in Ω′ and at infinity,
ω solves the exterior Dirichlet problem with f = 0. By Proposition 2.7, ω = 0 everywhere and due to
Corollary 2.41, β = 0, so our map is injective and we have that dim(W+) ≤ m. But we already knew that
dim(V+) ≥ m.Therefore, the map given by (22) is an isomorphism.
If n = 2 we cannot apply this argument since the single layer potential may not be a solution of the
exterior Dirichlet problem (since we do not know if ω is harmonic at infinity).Let us consider
W0+ = {β ∈ W+ :
´
S β = 0}. (23)
According to Lemma 2.43, we can apply the same argument as before with W0+ to prove that the map
from β to W 0+ is injective, and we know by Lemma 2.44 that there is no β whose image is the vector
(1,1,...,1). Hence, dim(W0+) ≤ m − 1. But also W0+ ≥ W+ − 1 since we obtained W0+ by adding a linear
restriction to W+ so, once again, we have that dim(W+) = m. The following proposition summarizes
These observations.
Proposition 2.46. dim(V+) = dim(W+) = m. Furthermore,
(a) if n > 2, for every (a1, a2, ... , am) ∈ Cm there is a unique β ∈ W+ such that the single layer potential
ω with moment β satisfies ω|Ωj = aj for j = 1, 2, ... , m,
(b) if n=2, there is an (m − 1)-dimensional subspace X of Cm such that
(i) Cm = X ⊕ C(1, 1, ... , 1),
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(ii) for each (a1, a2, ... , am) ∈ X there is a unique β ∈ W0+ such that the single layer potential ω
with moment β satisfies ω|Ωj = aj for j = 1, 2, ... , m.
ForW− and V− we will argue in a very similar way. First we have dim(W−) = dim(V−) ≥ m′ using once
again Theorem 2.17 and Proposition 2.45. If β ∈ W−, its associated single layer potential ω is constant
for every Ω′j with j = 1, 2, ... , m
′ and ω = 0 on Ω′0 according to Proposition 2.10 when n > 2. This holds
also for n = 2 since every β ∈ W− satisfies
´
S β = 0 according to Lemma 2.42 and using Lemma 2.43 ω
vanishes at infinity. Moreover, if ω = 0 on Ω′, since it is continuous, it vanishes in Ω because the solution
for the interior Dirichlet problem with f = 0 is unique by Proposition 2.6 so β = 0 by Corollary 2.41. Thus
the map
β → (ω|Ω′1 , ... ,ωΩ′m′ )
is injective from W− to Cm′ an hence and isomorphism. We have proven the following result:
Proposition 2.47. dim(V−) = dim(W−) = m′. For each (a1, ... , am′) ∈ Cn there is a unique β ∈ W−
such that the single layer potential ω with moment β satisfies ω|Ω′j = aj for j = 1, 2, ... , m and ω|Ω′0 = 0.
We need one last technical result.
Proposition 2.48. L2(σ) = V⊥+ ⊕W+ = V⊥− ⊕W−,where the direct sums are not necessarily orthogonal.
Proof. By Proposition 2.46, we know that V⊥+ is a closed subspace of codimension m and dim(W+) = m
so for the first equality it is enough to show that V⊥+ ∩W+ = {0}. If φ ∈ V⊥+ ∩W+, then 12φ = T ∗Kφ (since
φ ∈ W+) and we know from Corollary 2.18 that if φ ∈ V⊥+ then φ = −12ψ + T ∗Kψ for some ψ ∈ L2(σ).
By Proposition 2.30 we know that both φ and ψ are continuous. Now, let u and v be the single layer
potentials with moments φ and ψ. Then, using Theorem 2.40 we have that
∂ν−u = 0, ∂ν−v = φ (24)
and, since φ ∈ W+,
φ =
1
2
φ+ T ∗Kφ = ∂ν+u,
so
∂ν−v = ∂ν+u.
Now, multiplying the first equation in (24) by v , the second by u, subtracting and integrating over S , we
obtain ˆ
S
u∂ν−v − v∂ν−u =
ˆ
S
u∂ν+u.
Applying the Green’s identity (5), the left hand side equals
ˆ
Ω
u∆v − v∆u = 0
and for the right hand side applying the Green’s identity (3) we obtain(here the application of Green’s
identity is not obvious because Ω′ is unbounded, but we will justify this later)
ˆ
S
u∂ν+u = −
ˆ
Ω′
(u∆u + |∇u|2) = −
ˆ
Ω′
|∇u|2.
22
Therefore u is locally constant on Ω′, so φ = ∂ν+u = 0. The proof for V⊥− ⊕W− is very similar: again, it
suffices to show that the intersection is the empty set. But for φ ∈ V⊥− ∩W− we have T ∗Kφ = −12φ and
φ = 12ψ + T
∗
Kψ for some ψ, so if u and v are the single layer potentials with moments φ and ψ it follows
that ∂ν+u = 0 and ∂ν+v = φ = ∂ν−u. Henceˆ
S
(u∂ν+ − v∂ν+u) =
ˆ
S
u∂ν−v
and, once again, by Green’s identities
0 = −
ˆ
Ω′
(u∆v − v∆u) =
ˆ
Ω
|∇u|2,
so u is locally constant on Ω and thus φ = ∂ν−u = 0.
The only thing left is to justify the use of the Green’s identity on Ω′. For this, we apply it on Ω′∪Br (0)
and we let r →∞ as in the proof of Proposition 2.10. We only need to know that u is harmonic at infinity
in order to apply exactly the same proof (using Proposition 2.9). Harmonicity at infinity is automatic when
n > 2 and on the case n = 2 it is equivalent to
´
S φ = 0 by Lemma 2.43. This condition holds when
φ ∈ V⊥+ since
´
S φ =
∑m
j=1〈φ,αj〉 and its valid when φ ∈ W− by Lemma 2.42.
Corollary 2.49. L2(σ) = Range(−12 I + TK )⊕ V+ = Range( 12 I + TK )⊕ V−.
Proof. Since Range(−12 I + TK ) = W⊥+ and Range( 12 I + TK ) = W⊥− by Corollary 2.18, once again is
enough to show that the intersection is the empty set. Suppose φ ∈ W⊥+ ∩ V+. By Proposition 2.48 we
can write φ = φ1 + φ2 with φ1 ∈ W+ and φ2 ∈ V⊥+ . But < φ,φ1 >= 0 since φ ∈ W⊥+ and < φ|φ2 >= 0
since φ ∈ V+, so ||φ||L2(σ) = 0 and φ = 0. Likewise, W⊥− ∩ V− = {0}.
We are ready to proof the most important result of this half of the thesis.
Theorem 2.50. The following holds.
(a) The interior Dirichlet problem has a unique solution for every f ∈ C (S).
(b) The exterior Dirichlet problem has a unique solution for every f ∈ C (S).
(c) The interior Neumann problem for f ∈ C (S) has a solution if and only if ´∂Ωj f = 0 for j = 1, ... , m.
The solution is unique modulo functions which are constant on each Ωj .
(d) The exterior Neumann problem for f ∈ C (S) has a solution if and only if ´∂Ω′j f = 0 for j = 1, ... , m′
and also for j = 0 if n = 2. The solution is unique modulo functions which are constant on Ω′1, ... , Ω
′
m′
and also on Ω′0 in case n = 2.
Proof. We have already proved the uniqueness and the necessity of the conditions of f in subsection 2.1.1,
so we only need to prove the existence.
For (c) we observe that
´
∂Ωj
f = 〈f ,αj〉, so these integrals vanish if and only if f ∈ V⊥+ . By Corollary
2.18 this is necessary and sufficient to solve −12φ + T ∗Kφ = f . If φ is a solution, then φ is continuous
by Proposition 2.30, so, by Theorem 2.40, the single layer potential with moment φ solves the interior
Neumann problem. Similarly, for (d) we have
´
∂Ω′j
f = 〈f ,α′j〉, so these integrals vanish if and only if
f ∈ V⊥− , in which case we can solve the equation 12φ+ T ∗Kφ = f and then solve the problem with the single
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layer potential with moment φ. In case n = 2, by Lemmas 2.42 and 2.43 this potential is harmonic at
infinity if and only if
´
∂Ω′0
f = 0 since we have already assumed
´
∂Ω′j
f = 0 for j ≥ 1. Now, let us consider
(a). By Corollary 2.49 and Propositions 2.47 and 2.45 we can write
f =
1
2
φ+ TKφ+
m′∑
j=1
ajα
′
j (aj ∈ C), (25)
where φ is continuous according to Proposition 2.30 (since f −∑m′1 ajα′j is continuous). By Theorem
2.37 the double layer potential v with moment φ solves the problem for f ′ = f −∑m′1 ajα′j . Moreover,
by Proposition 2.47 there exists β ∈ W− such that the single layer potential w with moment β satisfies
w |Ω′j = 0 for j = 1, ... , m and w |Ω′0 = 0. But then ω|S =
∑m′
j=1 ajα
′
j since w is continuous in Rn by
Proposition 2.39 (and, in particular, in S), so the solution of the Dirichlet problem is u = v + w .
When n > 2 we can use the same proof for (b) changing the last decomposition of f by f = −12φ +
TKφ+
∑m
j=1 ajαj .
For the case n = 2 we need to be a little bit more careful since harmonicity at infinity is not assured.
We start once again writing f as
f = −1
2
φ+ TKφ+
m∑
1
ajαj .
The double layer potential with moment φ solves the exterior Dirichlet problem with f˜ = −12φ + TKφ.
Moreover, since
∑
αj = 1 on S we have that
∑
αj(aj − c) = −c +
∑
αjaj . So, using the same notation
as in Proposition 2.46, we have that
m∑
j=1
ajαj =
m∑
j=1
bjαj + c ((b1, ... , bm) ∈ X , c ∈ C)
and there exists β ∈ W0+ such that the single layer potential with moment β satisfies ω|Ωj = bj . Also
we know that ω is harmonic at infinity by Lemma 2.43, so ω solves the exterior Dirichlet problem with f
replaced by
∑
bjαj . Finally, the constant function c solves the exterior Dirichlet problem for f = c , so the
solution we are looking for is u = v + ω + c .
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3. The thin plate problem
The goal of this chapter is to obtain an approximate solution for the problem of finding the velocity of the
air flowing around a very thin aerofoil, which we suppose that behaves according to the Laplace equation
in 2-D (that is, we consider a section of the real solution). To do so, since the exact solution for the flow
around a plate (straight wing with zero width) is well known, we write our solution as
u = uplate + uapprox + O(
2)
where u is the exact solution and  the width of our wing. The goal of our work is to find the correct
uapprox , which will depend, as we will see later, on the shape of the aerofoil.
Once we find our uapprox (or, more precisely, a candidate for uapprox), we can use it to compute some
useful parameters, such as the force exerted on the wing for a wind flow straight at infinity and with a
given angle α.
It is important to note that, although a lot of research has been made on the problem of the air flow
around an aerofoil, most of it revolves around looking for exact solutions for certain types of aerofoils, for
example, using conformal maps, while here we study a method that is approximate but it can be used for
almost any thin wing.
3.1 The solution for the plate
The problem of and ideal fluid flowing around a plate was studied long ago and one can easily find the
derivation of its solution [6], [5]. Due to that, we will only make a quick review and we will not put much
effort in proving most of the statements. However, a little insight into this problem and the methods to
solve it will help us to understand better later on the real problem. Let us start with the standard, physical
formulation of the problem for a general object (instead of the plate) U ⊂ R2.
Given a domain U ⊂ R2 and a vector ~u ∈ R2, find a function φ such that
(i) ∆φ = 0 ∀x ∈ Rn \ U,
(ii) ∂ν+φ = 0 ∀x ∈ ∂U,
(iii) lim|x |→∞−∇ · φ(x) = ~u.
In the particular case of the plate, we have U = [−2a, 2a] × {0} ⊂ R2. Despite in this case U is not a
domain, most of the developments of the general theory can be also carried out for the case of the plate.
This formulation of the problem is obtained assuming that the air is inviscid, irrotational and incom-
pressible. We will not reproduce here the derivation of this model but we will provide some insight into
the meaning of the equations involved. Here φ is called the velocity potential. The importance of this
quantity is the fact that its gradient multiplied by −1 gives the velocity of the air on a given point 2 , that
is, −∇φ = v . With this in mind, if we recall the mass conservation equation
∂vx
∂x
+
∂vy
∂y
= 0, (26)
2 The reason we can write the velocity as a gradient of a potential is due to the irrotationality of the fluid.
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where vx is the x component of the air velocity, then
∆φ = ∇ · (∇φ) = ∇ · (−vx ,−vy ) = −
(∂vx
∂x
+
∂vy
∂y
)
= 0, (27)
so the first condition (i) and (27) are equivalent.
The equation in (ii) states that the air cannot pass through the wing. This is easy to check since v~a
(the speed in the ~a direction) is
~v ·~a = (∇φ) ·~a = ∂φ
∂~a
so (ii) is equivalent to say that the flow of air at ∂U is parallel to the surface of the obstacle.
Finally, (iii) just tells us that the flow of air remains undisturbed far from the wing, being ~u the velocity
of the wind in the absence of any object.
This problem has been solved for a wide variety of domains, including the degenerate case of the plate,
but we will not be solving the problem given by (i), (ii), (iii) but an equivalent one. First, remember that
the real and imaginary parts of an holomorphic function are harmonic . This is easy to check using the
Cauchy-Riemann equations, that is, if W = φ(x , y) + iψ(x , y) is holomorphic then
∂2φ
∂x2
+
∂2φ
∂y 2
=
∂2ψ
∂y∂x
− ∂
2ψ
∂x∂y
= 0.
In fact, it is also true that, given an harmonic function φ, locally it exists an holomorphic function W
whose real part is equal to φ, and this will prove useful since it is easier to work with W rather than with
φ. Conditions (i) and (iii) in the problem are easy to transform into the complex scenario (that is, given
the conditions for φ, what are the conditions for w). The second condition is more interesting. It is a well
know fact from complex analysis that the family of curves φ = const. and ψ = const. are orthogonal. But
(ii) says exactly that the curves φ = const. are perpendicular to ∂U, so (ii) is equivalent to say that the
imaginary part of W is constant on the boundary. We call streamlines the curves ψ = const..
Then, the problem in the complex scenario rewrites as follows:
given a domain U ⊂ C and a vector ~a ∈ C, find a function W such that
(i) W is holomorphic in C \ U,
(ii) Im(W ) = const. in ∂U,
(iii) lim|z|→∞W ′(z) = −ax + iay , where ~a = (ax , ay ).
Here we have used the equality
W ′(z) =
∂φ
∂x
− i ∂φ
∂y
. (28)
In order to solve the plate problem we need two main results. The first one is known as the Milne-
Thomson circle theorem.
Theorem 3.1. Let W = f (z) be the complex stream function for a fluid flow with no rigid boundaries3
and no singularities4 within |z |. If a circular cylinder |z | = a is placed into that flow, the complex potential
for the new flow is given by
W˜ = f (z) + f
(a2
z
)
3There are no rigid boundaries in C, ”within |z |” only refers to the singularities.
4Singularities here stands for vortexes, sources and so.
26
The second thing we must have in mind is the conformal mapping technique. If ζ(≡ ξ+ iη) = ζ(z) is a
holomorphic function of z , and W (z ′) is an holomorphic function, then W = W [ζ(z)] is also holomorphic
on z . Not only that, but also the conformal transformation ζ transforms streamlines into streamlines, so,
if we know the solution for a particular C \ U ′ and a conformal map from C \ U to C \ U ′, we can solve
our problem on C \ U.
With all of this in mind, we can start to deduce the solution for the plate. First, it is trivial to check
that if we are looking for W such that the velocity at infinity is ~a and with U = ∅, then the solution is
W (ζ) = −ue−iαζ, where u is the module of ~a and α its angle.
So applying Theorem 3.1, this same problem for U = {z : |z | ≤ a} will have as solution
W (ζ) = −u
(
e−iαζ +
e iαa2
ζ
)
.
The only thing left to do apparently is to find a map from the complement of the segment [−2a, 2a]×{0}
to the circle. Such map is
ζ(z) =
1
2
(
z +
√
z2 − 4a2
)
.
This function is holomorphic outside [−2a, 2a]× {0} and takes the segment to the border of the circle of
radius a. It is called the Kutta-Joukowski transformation.
So, the solution for the plate in the z plane for a stream flowing with an angle α is
W (z) = −1
2
u
(
e−iα
(
z +
√
z2 − 4a2
)
+ e iα
(
z −
√
z2 − 4a2
))
.
However, we will be considering a different solution. The reason for this is that, if we find a function
g such that is holomorphic, tends to zero as |z | tends to infinity and has constant imaginary part on the
boundary, we have that the function W + λg (λ ∈ R) is also a solution. Such a function is pretty easy to
find when our boundary is the circle: Since the logarithm has constant real part for |z | = k , i log(z) fulfils
the requirements. This term is usually referred as the circulation term of the solution since, if we try to
compute the circulation over any closed curve, this function will be the only relevant one.
Taking this into account, a more general expression for the solution is given by
W = −1
2
u
(
e−iα[z +
√
z2 − 4a2] + e iα[z −
√
z2 − 4a2]
)
+ λi log(z +
√
z2 − 4a2).
This artificial circulation is of crucial importance in order to make this model of some practical use,
since it was discovered that in the solutions without the circulation term the force exerted over the object
is always zero, independently of the shape of the object and the direction and strength of the wind far from
the wing. This is called the D’Alembert’s paradox [7]. When the circulation term is included, the forces
over the object stop being zero. But now, a new problem arises: How do we select a correct λ?
For our case, λ is chosen so that the velocity at the trailing edge5 of the plate is bounded, since,
in practice, the viscous effects ensure that the velocity there remains finite. The calculations are pretty
straightforward but a little tedious, so we will not present them here, we will just say that the final result
obtained is
λ = 2au sinα,
5The trailing edge of a wing is just the end of the wing in the wind direction.
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where, as before, 4a is the length of the segment, u the module of the air velocity and α its angle. Since
we will work with velocities later on (instead of the complex potential), the last thing we must do is to
compute the derivative W (since, as we said before, W ′(z) = ∂φ∂x − i ∂φ∂y = −vx + vy ), obtaining
W ′(z) = u cos(α)− iu sin(α) z − 2a√
z2 − 4a2 (29)
3.2 Finding a solution
As we stated at the beginning of Section 3 , we want to obtain an expression for the solution of the
velocity when the object that interrupts the flow of air is very thin. For this we will use a similar approach
to that suggested by Jon Chapman in [1], although we use a more general method. First, consider a
wing y = h±(x) (x ∈ [−2a, 2a]), where (x , h+(x)) are the points of the upper border of the wing and
analogously (x , h−(x)) are the points of the lower border. Now, let us suppose that our solution is of the
form
u = uplate + uapprox + O(
2)
so that, for small , we can approximate u = uplate + uapprox . Now, what conditions must uapprox fulfil?
First, we know that both u and uplate are of the form u∗ = ∇φ∗ with ∆φ∗ = 0, and since all of this
conditions are linear, we have that uapprox = ∇φ for some φ such that ∆φ = 0. Also, we have that
lim|z|→∞u(z) = lim|z|→∞uplate(z),
so uapprox must tend to zero as |z | tends to infinity.
The third condition, the one that states that there is no flow of air through the wing, is a little more
tricky. This condition can be written as ∂φ∂ν = 0 with ν being the normal vector on the surface of the wing.
Now, if we write φ = φ0 + φ1, where φ,φ0 and φ1 are the potentials for the solution u, the solution of
the plate uplate and our first order correction uapprox respectively, the condition can be writen as
0 =
∂φ
∂ν
(x , h(x)) =
∂φ0
∂ν
(x , h(x)) + 
∂φ1
∂ν
(x , h(x)). (30)
Here, h denotes h+ or h−. If we use that ν(x) = (
−h′(x),1
C ) (the constant is irrelevant since it will appear
once on every term, so we will omit it), then
∂φ0
∂ν
(x , h(x)) = ∇φ0(x , h(x)) · (−h′(x), 1) = −h′(x)∂xφ0(x , h(x)) + ∂yφ0(x , h(x)),
but, for the solution on the plate we have ∂yφ0(x , 0) = 0, so
∂yφ0(x , h(x)) = ∂yφ0(x , 0) + h(x)∂
2
yφ0(x , 0) + O(
2) = h(x)∂2yφ0(x , 0) + O(
2).
And we obtain
∂φ0
∂ν
(x , h(x)) = −h′(x)∂xφ0(x , 0) + h(x)∂2yφ0(x , 0) + O(2).
Finally, from (30) we deduce that
0 = −h′(x)∂xφ0(x , 0) + h(x)∂2yφ0(x , 0) + O(2) + [−h′(x)∂xφ1(x , h(x)) + ∂yφ1(x , h(x))] (31)
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and neglecting the second order terms we get the equation that we will use to find uapprox , that is
g(x) := h′(x)∂xφ0(x , 0)− h(x)∂2yφ0(x , 0) = ∂yφ1(x , 0). (32)
Now, if we define w = −∂xφ + i∂yφ with φ holomorphic (which is, in fact, the conjugate of the velocity
given by φ, the reader should not confuse it with a complex potential) it is easy to check that w is
holomorphic, since
∂x ,yφ = ∂y ,xφ
due to the Schwarz’s theorem and
−∂x ,xφ = ∂y ,yφ
since ∆φ = 0, and this are the Cauchy-Riemann equations for w . So our problem will be approximately
solved if we can find w holomorphic outside [−2a, 2a]× {0} (from now on we denote this segment by Γ),
whose imaginary part equals g+(x) when we approach the plate from above and g−(x) when we approach
the plate from below and which satisfies lim|z|→∞w(z) = 0.
The idea that we will use to solve this later question is to look for solutions of a specific form. Namely,
we will use the Cauchy Transform6.
Definition 3.2. Given a curve γ ∈ C and f : γ → C, we define the Cauchy transform of f as
Cf (z) := lim→0
1
2pii
ˆ
{|ζ−z|>}∩γ
f (ζ)
ζ − z dζ.
For the particular case when γ is R, Cf (z) for z ∈ γ is also called the Hilbert transform of f . This
transform has some useful properties that we will be able to apply to our problem since Γ ⊂ R.
All Cf functions are holomorphic outside γ and tend to zero as |z | tends to infinity if γ is bounded, so
they satisfy two out of the three conditions needed. In order to understand how we will look for functions
that fulfil the last condition, we will use the Plemelj-Sojostky’s formulas, analogous to Theorem 2.37 for
the case of the Cauchy transform.
Theorem 3.3. Let γ be a simple closed compact oriented differentiable curve and f : γ → C of class C 1
in a neighbourhood of γ . Then Cf (z) is well defined for z ∈ γ and, if we call C±f (z) the limit of Cf (ζ)
when ζ approach z ∈ γ from inside/outside the bounded connected component of C \ γ, respectively, then
C+f (z) =
1
2
f (z) + Cf (z),
C−f (z) = −1
2
f (z) + Cf (z).
Proof. The proof of this result is very similar to that of Proposition 2.33, as we shall see. We call Ω+ the
bounded connected component of C \ γ and Ω− = C \ Ω+. If z ∈ Ω−, we have that
Cf (z) =
1
2pii
ˆ
γ
f (ζ)− f (z)
ζ − z dζ +
f (z)
2pii
ˆ
γ
1
ζ − z dζ =
1
2pii
ˆ
γ
f (ζ)− f (z)
ζ − z dζ, (33)
6whenever we integrate over a closed curve, we will be integrating with positive orientation
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since 1ζ−z is holomorphic as a function of ζ when z ∈ Ω−. On the other hand, if z ∈ Ω+, we define
Ω,z+ = Ω+ \ B for  < dist(z , γ). Then, 1ζ−z is holomorphic in Ω,z+ soˆ
∂Ω,z+
1
ζ − z dζ = 0.
But we also know that ˆ
∂B(z)
dζ
ζ − z = 2pii ,
and taking into account the proper orientation of ∂B(z) (the positive orientation will be different depending
in whether we consider B(z) or Ω
,z
+ ), we obtain
f (z)
2pii
ˆ
γ
1
ζ − z dζ = f (z),
so that, analogously to (33),
Cf (z) =
1
2pii
ˆ
γ
f (ζ)− f (z)
ζ − z dζ + f (z) (34)
when z ∈ Ω+. Now, if z ∈ γ we have to be more careful, since the integral may not be absolutely
convergent. For z ∈ γ we define γ(z) = γ \ B(z), thus
Cf (z) = lim→0
1
2pii
ˆ
γ(z)
f (ζ)
ζ − z dζ.
Also, if we close γ(z) with ∂B(z) ∩ Ω+, since 1ζ−z is holomorphic inside Ω+ \ B(z) we have
1
2pii
ˆ
γ(z)∪(∂B(z)∩Ω+)
f (z)
ζ − z dζ = 0.
Using this on Cf (z) we obtain
Cf (z) = lim→0
1
2pii
ˆ
γ(z)
f (ζ)
ζ − z dζ = lim→0
( 1
2pii
ˆ
γ(z)
f (ζ)− f (z)
ζ − z dζ+
1
2pii
ˆ
∂B(z)∩Ω+
f (z)
ζ − z dζ
)
(35)
where, since we are using the positive orientation for ∂B(z) on the last term, there is a change of sign
with respect to the previous orientation. But, exactly as in Proposition 2.33, since our curve is C 1, we
have that
lim→0
1
2pii
ˆ
∂B(z)∩Ω+
1
ζ − z dζ =
1
2
,
and using this in 35 we obtain the final expression
Cf (z) =
1
2pii
ˆ
γ
f (ζ)− f (z)
ζ − z dζ +
f (z)
2
.
With this we have proved that Cf (z) is well defined for z ∈ γ. Now, since in the equations (34) and (33)
we can use dominated convergence when passing to the limit, we finally obtain
C+f (z) = Cf (z) +
1
2
f (z),
C−f (z) = Cf (z)− 1
2
f (z).
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In fact, Theorem 3.3 can be generalized to f ∈ L1(γ), obtaining that these formulas would hold for
almost every point in γ, but we have to make some restrictions in the way we approximate to z . Concretely,
these formulas hold when we approach z ∈ γ non-tangentially, which means that xn → z and it exists
α > 0 such that
∣∣∣〈 z−xn|z−xn| , ν(z)〉∣∣∣ > α. Figure 2 shows an example of a non-tangentially approach (in black)
and a tangentially approach to z (in magenta).
Figure 2: Tangential (magenta line) and non-tangential (black line) trajectories.
We will use this generalization of Theorem 3.3 for two reasons: the first one is that, obviously, L2
functions are much more general than C 1 functions. The second reason is that, since our curve is not a
closed one, we have to close it artificially, that is, to consider it as part of a closed curve, and use functions
with f = 0 outside the segment, so even if our function is C 1 inside Γ, it may not be C 1 in the closed
curve, but if it is in L1(Γ) it will also be in L1 for the new closed curve.
Thus, applying this theorem to our problem, we can rewrite it as follows (see (32)): Given g+, g− :
Γ→ C ∈ L1(Γ), find f such that
g+(z) = Im
[ f (z)
2
+
1
2pii
 
Γ
f (ζ)
ζ − z dζ
]
(36)
g−(z) = Im
[
− f (z)
2
+
1
2pii
 
Γ
f (ζ)
ζ − z dζ
]
(37)
for almost every point in z ∈ Γ, where ﬄΓ means lim→0
´
Γ∩{|ζ−z|>} .
Before entering into details of how to solve this problem, we define an auxiliary function which will help
us encoding the boundary conditions.
Definition 3.4. Given boundary conditions g+, g−, we define
G (x) =
{
g+(x + 2a) if x ∈ [−4a, 0],
g−(−x + 2a) if x ∈ (0, 4a].
Obviously, it is equivalent to give boundary conditions g+, g− than to give the auxiliary function G
associated to them. Also, we have the following proposition,
Proposition 3.5. If w1, w2 are solutions to (37) and (36) for boundary conditions G1 and G2 respectively,
then w1 + w2 is a solution for the boundary conditions G1 + G2.
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Proof. The proof is pretty simple. The sum of both functions is holomorphic because it is the sum of two
holomorphic functions, and since sum of limits is limits of sums, this latter function tends to zero as |z |
tends to infinity. Finally, the boundary conditions (37) and (36) are fulfilled also by linearity.
The interesting fact about Proposition 3.5 is that, if we can solve the problem for G even or odd (and,
as we shall soon see, we can), since we can always decompose a general G as G (x) = GEven(x)+GOdd(x) =
G(x)+G(−x)
2 +
G(x)−G(−x)
2 , we can solve the problem for arbitrary boundary conditions G . Figure 3 shows
graphically this process for an example function. Note that, if G is even, then for a given point x ∈ [−2a, 2a],
the value we want to obtain for the imaginary part is the same on the upper and lower limit, and if G is
odd, the values will be opposite.
Figure 3: This image shows function G for a particular choice of g , as well as the subsequent decomposition of G
and the final boundary conditions given by both GEven and GOdd .
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3.3 The solution for G odd
When g+ = −g−, using the Plemelj’s formulas, we see that, if are looking for solutions of the form w = Cf ,
then for z ∈ Γ we have
w+(z) = u+(z) + ig+(z) =
f (z)
2
+
1
2pii
 
Γ
f (ζ)
ζ − z dζ, (38)
w−(z) = u−(z)− ig+(z) = − f (z)
2
+
1
2pii
 
Γ
f (ζ)
ζ − z dζ. (39)
For some real valued functions u+, u−. Adding both formulas we obtain
u+(z) + u−(z) =
1
pii
 
Γ
f (ζ)
ζ − z dζ.
And since the left hand side term is purely real, the following result (see [2, page 51]) suggest to take f
purely imaginary.
Proposition 3.6. The Hilbert transform suitably normalized, is an isometry in (L2)(R)
If we suppose so and subtract both equations we get
u+ − u− + 2ig+ = f
and since u+ − u− is real and f is purely imaginary, this means that
u+ − u− = 0,
2ig+ = f ,
and then
w(z) =
1
2pii
ˆ
Γ
2ig+(ζ)
ζ − z dζ (40)
is a solution of the problem. It is, in fact, the only solution that can be written as Cf (z) for some f purely
imaginary7. It should be noted that this is not the only function that is a solution of the problem, as we
shall see explicitly later.
3.4 The solution for G even
The first thing that comes to mind when we try to obtain the solution for GEven is to use a similar method
to the one we have used when G was odd, so we take w(z) = 12pii
´
γ
f (ζ)
ζ−z dζ. If we subtract equations (38)
and (39), we obtain
u+ − u− = f ,
thus f is real. Now, if we add them and separate into real and imaginary parts,
u+ + u− + 2ig =
1
pii
 
Γ
f (ζ)
ζ − z dζ,
7Of course, here we identify functions which coincide almost everywhere on Γ.
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u+ + u− = 0, 2ig =
1
pii
 
Γ
f (ζ)
ζ − z dζ.
Unfortunately, this relations are not nearly as useful as the ones obtained in the odd case. In order to solve
this problem, we will use a change of variable.
Let us suppose that we know a holomorphic outside Γ function ω whose limits when approaching Γ
from below and from above are such that ω+(z) + ω−(z) = 0, with both of them real and non-vanishing
for almost all z ∈ Γ . Then, since Im(w+) = −Im(w−) by assumption,
Im
(w
ω
)
+
= Im
(w+
ω+
)
= Im
( w−
−ω−
)
= −Im
(w
ω
)
−
,
and this is just the odd problem for wω with
Im
((w
ω
)
+
−
(w
ω
)
−
)
= Im
(2w+
ω+
)
=
2g+
ω+
,
so that, from Section 3.3 we infer
(w
ω
)
(z) =
1
2pii
ˆ
Γ
2ig+
ω+(ζ)(ζ − z)dζ, (41)
w(z) =
ω(z)
2pii
ˆ
Γ
2ig+(ζ)
ω+(ζ)(ζ − z)dζ. (42)
We have to be careful when applying (42). First the function g+ω+ must be in L
1 in order to be able to
use the formula of Theorem 3.3. We already know that wω has limit zero at infinity but this condition must
hold for the solution of the initial problem, that is, w. Finally, the holomorphy of the function comes from
the holomorphy outside Γ of ω and wω .
Of course, all of this would be pretty useless if there were no function with these properties. Luckily,
finding such ω is not complicated. Let us suppose, for example, that we are looking for a function with
ω+(z) + ω−(z) = 0 only on one particular point on the real axis, for example, at z = 1. If we evaluate
this function in ∂B1(0), we have that at 1+, ω = ω+, and as we move through the circle the function
changes its value in a continuous way until we get to 1−, when ω = −ω+. That is to say, a change of
2pi on the argument of z has produced a change of 2pi(n + 12 ) in the argument of ω(z) with n an integer
number. But we know functions that behave this way, not only in 1, but in the whole positive part of
the real axis: zn+
1
2 8. The problem with this function is that, since there is a discontinuity in [0,∞),
it is not holomorphic outside Γ. But if instead of zn+
1
2 we consider, for example, izn+
1
2 (z + 1)m+
1
2 the
discontinuities of the two functions will compensate over [1,∞). Applying this to Γ, all the functions of
the form i(z − 2a)n+ 12 (z + 2a)m+ 12 have the desired properties. In fact, any linear combination of these
functions will still be a suitable one. We denote the set of these functions as A.
Now, let us go back to the considerations about the validity of the solutions obtained through this
change of variable. From (42) the expression for our solution in the even case is
w(z) =
ω(z)
pi
ˆ
Γ
g+(ζ)dζ
ω(ζ)(ζ − z) , (43)
8Choosing the appropriate branch for the argument.
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with ω(z) a linear combination of functions of the form i(z − 2a)n+ 12 (z + 2a)m+ 12 .The holomorphy will not
be a problem since all ω are holomorphic outside Γ, and for the function to still tend to zero at infinity,
since wω behaves asymptotically like
1
z , none of the functions with n + m > 0 must be present on the linear
combination910. Lastly, the L1 condition depends on the given g+, but for example if g+ is in L
1 and 1ω is
bounded this condition will always hold.
3.5 General solution
With the odd and even problems solved, using (42) and (40) the general expression for the solutions we
have found would be
w(z) =
1
pi
ˆ
Γ
gOdd+ (ζ)
ζ − z dζ +
ω(z)
pi
ˆ
Γ
gEven+ (ζ)dζ
ω+(ζ)(ζ − z) for z ∈ C \ Γ. (44)
However, as we showed in Subsection 3.1, we could introduce in the solution a circulation term
i log( z−
√
z2−4a2
2 ) and the result would still be an acceptable one since this does not alter neither the
boundary values nor the holomorphy and value at infinity, and we can do the very same thing here using
any ωm,n that tends to zero at infinity. We will refer to this part of the solution as the circulation term
11.
Including this term, all the functions of the form
w(z) =
1
pi
ˆ
Γ
gOdd+
ζ − z +
ω(z)
pi
ˆ
Γ
gEven+ (ζ)dζ
ω(ζ)(ζ − z) + i
∑
j+k<0
λj ,k(z − 2a)j+
1
2 (z + 2a)k+
1
2 (45)
would be, at least in principle, acceptable solutions, with gOdd+ and g
Even
+ the corresponding boundary
conditions for the decomposition of G = GOdd + GEven defined as in Definition 3.4 with g given by (32).
3.6 Choosing an specific solution
The fact that we have multiple solutions with different properties is inconvenient given that we are trying
to solve a real physical problem that should have a particular solution. Not only that, but the space of
solutions we have obtained is huge, and we have not even prove that (45) is the most general expression.
All of this suggests us that we may need some additional criterion to discriminate over the different
solutions. This is not an easy task and, although here we will provide some ideas about how to overcome
it, further study is needed in order to fully solve this issue.
As we mentioned earlier, ω must have certain properties in order to obtain a solution of the problem.
The study of the integrability condition is a little trickier than one may think for two reasons. The first
one is that, even if both h and h′ are bounded, ∂xφ(x , 0) and ∂2yφ(x , 0) are not (as we will see later).
The second reason is that if ω(x0) = 0 for x0 ∈ (−2a, 2a), then the integrability condition may not be
satisfied even if gEven is bounded. There are some properties of the problem that may help to overcome
this difficulty, like the fact that hOdd(±2a) = 0 or that ∂2yφ(x , 0) belongs to A, but these considerations
are out of the scope of this work.
9From now on, ω will always be supposed to be bounded at infinity.
10In fact, there could be non bounded terms and the final combination be bounded, but we will not consider this case for
simplicity.
11We call it the circulation term for its similarities with the circulation term on the plate, but here the relationship between
this part of the solution and the circulation is not as simple.
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However, it is not easy to find further restrictions. One could think that it is reasonable to only consider
correct those solutions that remain finite, or at least that remain finite around z = 2a since this restriction
was imposed in the plate problem in Section 3.1 (obtaining incredibly accurate results for the force when
α is small). The problem is that the solution for GOdd tends to infinity at the trailing edge if g(2a) 6= 0
and apparently we cannot use the circulation terms to bound it. However, if we only consider the even part
plus the circulation terms, it is possible to find ω and λj ,k such that the result is bounded at this point.In
general terms, the method for achieving this is to compensate the quick growth of the function near the
edge with circulation functions, and this is particularly easy to do if we choose ω so that the integral part
of w can be evaluated at z = 2a (choosing 2ig+ω that tends to zero at ζ = 2a). Once again, this condition
is not always realistic: If we compute explicitly the first order correction with h(x) = ctt, it is easy to check
that it is not bounded, although for some cases of interest this condition may hold.
Another interesting consideration to have in mind is that only the terms of the velocity that have on its
Laurent series a coefficient of the form a1z will have any effect when we compute the force over the wing
(see Subsection 3.7). This is relevant since if, we choose ω that tends to zero at infinity, then the force
suffered by the wing due to the even part of the solution will be zero independently of the value of gEven,
which seems unreasonable.
The simplest functions that produce a net force are those of the form
λ1i
√
z + 2a√
z − 2a + λ2i
√
z − 2a√
z + 2a
. (46)
but these functions may have zeros on the interval (−2a, 2a) and this would result on the function gEvenω not
being integrable. In order to avoid that, we can use a particular choice of parameters λ1, λ2, for example
λ1 = 0, λ2 = 1, so that (46) becomes
i
√
z − 2a√
z + 2a
. (47)
This ω usually also allows us to, if necessary, get rid of the unboundedness at the trailing edge, and the
integral can be evaluated for g+ bounded at every point, so we will use (47) as our candidate for choosing
a specific solution.
This function is by no means the best choice possible among all the possible candidates. In fact, it is
not hard to find h such that the resulting gEvenω will not even be integrable. However, finding a general ω
that behaves correctly for all h is quite challenging, and it would have to fulfil not only the requirements
we have already stated, but many more. For example, since using h(x) + C instead of h(x) is just a change
of coordinates, the force exerted over the wing should be independent of that C and that is not the case
for most of the possible choices of ω.
3.7 Computing the force
Usually, when solving a physical problem, we are not as interested in the whole solution as we are in some
particular aspect of it: It may be the final position of an object, the time until some event happens, or
maybe the temperature at a given point. The problem we are trying to solve is not different from a typical
one in which there are some physical quantities that give us a more direct information. Namely, the force
and the torque over the wing are both of interest to us. In particular, the expression of the force is (see [5,
12.8.41])
F = −ρ i
2
(ˆ
β
(−vx + ivy )2dz
)
= ρ
i
2
(ˆ
β
(−v0,x + iv0,y + (−v1,x + iv1,y ))2dz
)
. (48)
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But since ∇φ = −v and we defined w = −∂xφ1 + i∂yφ1 = v1,x − iv1,y , we can write (48) as
F = −ρ i
2
( ˆ
β
(−v0,x + iv0,y − w)2dz
)
= F0 + F + O(
2). (49)
We can evaluate this integral using the Laurent’s series of the integrand (since this integral is 2piia1
where a1 is the term of order
1
z ). To compute the first order correction, if
∑
j≥0
bj
z j
and
∑
j≥0
cj
z j
are the
series for the plate solution −v012 and for w respectively, then
F = −ρpi(b0c1 + b1c0).
But c0 is the limit of our correction at infinity, which is 0, and −b0 is the velocity of the wind far from the
wing, which is known, so we just need c1. By linearity, we just need to compute c1 for each part of the
solution.
For the odd solution, we have
lim
|z|→∞
z
pi
ˆ
Γ
g(ζ)Odd+
ζ − z dζ =
−1
pi
ˆ
Γ
g(ζ)Odd+ dζ,
for the even solution, we have
lim
|z|→∞
zω
pi
ˆ
Γ
g(ζ)Even+
ω(ζ − z)dζ = lim|z|→∞
−ω
pi
ˆ
Γ
g(ζ)Even+
ω
dζ,
and if we use for example ω as in (47)
lim
|z|→∞
−i
pi
ˆ
Γ
g(ζ)Even+
ω
dζ.
Finally, on the circulation term we have the contribution
lim|z|→∞iz
∑
k+j<1
λk,j(z − 2a)j+
1
2 (z + 2a)k+
1
2 = i
∑
k+j=−2
λk,j .
It is interesting to note that the even and circulation terms produce a complex term, while the odd
term produce a real one, so the forces produced by them will be perpendicular.
Of course, in order to calculate these coefficients, we need first to decompose our boundary conditions
into its even and odd parts. If we take a closer look to (32), the first thing that comes into our minds is
that we need to know the even/odd decomposition of ∂xφ0(x , 0) and ∂y2φ0(x , 0) comparing the values at
x+ and x− for x ∈ [−2a, 2a]. Note that (29) gives us an expression for ∂xφ0− i∂yφ0, so ∂xφ0(x , 0) taking
the real part
∂xφ0(x , 0) = u cos(α)− (z − 2a)√
4a2 − z2 u sin(α), (50)
where, as usual, z = x + iy , and we can proceed as in (28) to obtain ∂y2φ0(x , 0)
∂y2φ0(x , 0) =
u sin(α)
√
2a− z
2(
√
z + 2a)3
− u sin(α)
2
√
4a2 − z2 . (51)
12As we saw in Subsection 3.1, -v0 is an holomorphic function.
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The decomposition will depend on whether both sides the wing are on the same side of the segment
or not, we only need to have in mind that
√
4a2 − z2 has a discontinuity across the segment. The final
decomposition is:
gOdd = −hEven(∂y2φ0)Odd − hOdd(∂y2φ0)Even + h′Even(∂xφ0)Odd + h′Odd(∂xφ0)Even, (52)
gEven = −hOdd(∂y2φ0)Odd − hEven(∂y2φ0)Even + h′Odd(∂xφ0)Even + h′Even(∂xφ0)Odd . (53)
In order to make clear this decomposition, we apply it to an example function.
Example 3.7. If h+(x) = (x − 2a)(x + 2a) and h−(x) = −(x − 2a)(x + 2a), then, the decomposition of
h is
hEven = 0,
hOdd = (x − 2a)(x + 2a),
and taking into account that (hEven)
′ = h′Even and (hOdd)
′ = h′Odd , the decomposition for h
′ is
h′Even = 0,
h′Odd = −2a(x + 2a) + 2a(x − 2a) = −8a2.
The only thing left is to find the decomposition for both ∂xφ and ∂
2
yφ. In (50), u cos(α) has the same
value on the lower and upper parts of the wing since it is constant, and − (z−2a)√
4a2−z2 u sin(α) ∈ A, and this
family of functions was chosen so that ω+ = −ω−, so the decomposition is
(∂xφ)Even = u cos(α),
(∂xφ)Odd = − (z − 2a)√
4a2 − z2 u sin(α).
Analogously, for ∂2yφ
(∂2yφ)Even = 0,
(∂2yφ)Odd =
u sin(α)
√
2a− z
2(
√
z + 2a)3
− u sin(α)
2
√
4a2 − z2 .
3.8 Some considerations for the odd problem
As we discussed in Subsection 3.6, even if gEven is not integrable, we can choose an appropriate ω so that
gEven
ω ∈ L1. But if gOdd /∈ L1, we cannot apply this method (at least in principle), so it is particularly
important to know under which conditions we can assure integrability. In order to do this, we have to take
a close look to (52). We note that, for any closed interval [−2b, 2b] ⊂ [−2a, 2a] , if h and h′ are integrable,
since ∂xφ and ∂
2
yφ are bounded the function given by (52) is integrable in that interval. Taking this into
account, we only need to study the integrability near the points z = ±2a. We will study the integrability
around z = −2a, but the considerations are analogue for z = 2a.
The first thing we need to do is to decompose (at least, locally) the functions ∂xφ and ∂
2
yφ. If
h(−2a) 6= 0, then near z = −2a both sides of the wing will lay either on the positive half-plane or in the
negative half-plane, so locally we would have
(∂xφ)Odd = 0,
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(∂xφ)Even = ∂xφ,
(∂2yφ)Odd = 0,
(∂2yφ)Even = ∂
2
yφ.
If h(−2a) = 0, the decomposition is the same when both of the sides of the wing have the same sign and
(∂xφ)Odd = 0,
(∂xφ)Even = ∂xφ,
(∂2yφ)Odd = 0,
(∂2yφ)Even = ∂
2
yφ,
if they have different sign13. When ∂xφ and ∂
2
y are even we have that (52) becomes
gOdd = −hOdd(∂y2φ0)Even + h′Odd(∂xφ0)Even
= −hOdd
(
u sin(α)
√
2a− z
2(
√
z + 2a)3
− u sin(α)
2
√
42 − z2
)
+ h′Odd
(
u cos(α)− (z − 2a)√
4a2 − z2 u sin(α)
)
.
(54)
But, since hOdd is bounded and h
′ is integrable, both hOdd
u sin(α)
2
√
4a2−z2 and h
′
Oddu cos(α) are integrable, so
we can ignore them. If now we write h(z)u sin(α) = (z + 2a)δb(z) and h′(z)u sin(α) = (z + 2a)δ−1c(z)
with δ > 0 and both b(z) and c(z) bounded, we have to study the integrability of
b(z)(z + 2a)δ
√
2a− z
2(
√
z + 2a)3
+
c(z)(z + 2a)δ−1(z − 2a)√
4a2 − z2
=
√
2a− z(z + 2a)δ−3/2(b(z)
2
− c(z)).
(55)
The function given by (55) is always integrable if δ > 1/2 and it will be integrable for a wider range of
values if b(−2a)2 − c(−2a) = 0.
The case when the decomposition is odd instead of even can be studied in a very similar fashion, and
we can also apply this method to z = 2a obtaining integrability around that point independently of h(x).
13Here we have assumed that the sign of a function near one point is well defined. This may not be the case for rapidly
oscillating functions as sin(1/x), but since h is the boundary of a physical object, it is reasonable to assume that the sign is
well defined.
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