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∀ For all.
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ä Second time derivative of argument a.
ȧ First time derivative of argument a.
a Math font; indicates a scalar quantity.
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|||M |||2 Spectral norm of matrix M.
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a Bold math font; indicates a vector quantity.
â Unit length vector quantity.
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M∗ Indicates the conjugate transpose of matrix M .
MT Indicates the transpose of matrix M .
t̂1 Pseudo-time variable used to parameterize the initial trajectory in a
LTV two-impulse linear rendezvous.
xvi
t̂2 Pseudo-time variable used to parameterize the target trajectory in a
LTV two-impulse linear rendezvous.
aRSO Semi-major axis of the RSO orbit; one of six MCOEs.
ae Semi-major axis of the traveling ellipse formulation of LTI relative
motion; one of six LROEs.
e Eccentricity of an orbit; one of six MCOEs.
h Specific angular momentum of an orbit.
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Jp2p Point-to-point observability cost function.
J2 First zonal harmonic coefficient of the reference planet. For Earth
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J∆V Minimum ∆V cost function.
Jint/∆V Multi-objective (integral observability and ∆V ) cost function.
nRSO Mean motion of the RSO orbit.
Pr Conditional probability of an event.
Pk Filter covariance at time tk.
Q Filter process noise covariance.
R Filter measurement noise covariance.
rCHR Radial distance of the chaser in an Earth-centered frame; equivalent
to ‖rCHR‖.
rRSO Radial distance of the RSO in an Earth-centered frame; equivalent
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TRSO Orbit period of the RSO.
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tb2 Time of the second burn in a two-impulse linear rendezvous.
tc1 Duration of the time interval during which the observability due to
the first burn in a two-impulse linear rendezvous is evaluated.
xvii
tc2 Duration of the time interval during which the observability due to
the second burn in a two-impulse linear rendezvous is evaluated.
tm Transfer time between initial and target trajectories in a
two-impulse linear rendezvous.
x Radial component of the chaser position in the RSW frame.
xd Radial coordinate of the center of the traveling ellipse formulation of
LTI relative motion; one of six LROEs.
y Along-track component of the chaser position in the RSW frame.
yd In-track coordinate of the center of the traveling ellipse formulation
of LTI relative motion; one of six LROEs.
z Cross-track component of the chaser position in the RSW frame.
zmax Maximum cross-track displacement of LTI relative motion; one of six
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ABSTRACT
Franquiz, Francisco J. PhD AE, Embry-Riddle Aeronautical University, July 2019.
Spacecraft Trajectory Planning for Optimal Observability using Angles-Only
Navigation.
This work leverages existing techniques in angles-only navigation to develop
optimal range observability maneuvers and trajectory planning methods for
spacecraft under constrained relative motion. The resulting contribution is a
guidance method for impulsive rendezvous and proximity operations valid for
elliptic orbits of arbitrary eccentricity.
The system dynamics describe the relative motion of an arbitrary number of
maneuvering (chaser) spacecraft about a single non-cooperative
resident-space-object (RSO). The chaser spacecraft motion is constrained in terms
of the 1) collision bounds of the RSO, 2) maximum fuel usage, 3) eclipse avoidance,
and 4) optical sensor field of view restrictions. When more than one chaser is
present, additional constraints include 1) collision avoidance between formation
members, and 2) formation longevity via fuel usage balancing.
Depending on the type of planetary orbit, quasi-circular or elliptic, the relative
motion dynamics are approximated using a linear time-invariant or a linear
time-varying system, respectively. The proposed method uses two distinct
parameterizations corresponding to each system type to reduce the optimization
problem from 12 to 2 variables in Cartesian space, thus simplifying an otherwise
intractable optimization problem.
xxiii
An extensive simulation environment is utilized to verify the optimality of the
navigation improvements resulting from the observability maneuvers. Parameter
sweep simulation results are presented which compare the performance of Extended
and Unscented Kalman Filters for a set of representative scenarios in which
different types of relative trajectories, cost functions, and formations are tested.
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1. Introduction
On average, more than 100 spacecraft have been launched per year since the
mid 1960s and, as recently as 2013, that number has increased to over 200
(UNOOSA, 2018). This figure can only be expected to rise as technological
advances continue to make space more accessible.
Unsurprisingly, the ever increasing number of launches and the difficulty of
detecting (and effecting) spaceborne objects have long since prompted a need for
space situational awareness in both the private and public sectors. Additionally
current interest in smaller, more agile, spacecraft designs, coupled with the
competitively decreasing cost of commercial and academic satellite launches, make
the need for extracting better and more reliable navigation information from
limited sensor data ever more apparent (Di Mauro, Lawn, & Bevilacqua, 2018).
On-board vision systems can provide an appealing solution on both counts due to
their high level of accuracy, fast measurement rates, and passive sensing approach
(as opposed to radar, laser rangefinders, etc.).
Extensive research is ongoing in the area of vision systems used for spacecraft
navigation. Autonomous rendezvous, proximity operations, and docking (RPOD),
distributed space systems (DSS), and surveillance missions such as PRISMA
(Persson, Jacobsson, & Gill, 2005), TanDEM-X (D’Errico, 2013), and Orbital
Express (Howard, Heaton, Pinson, & Carrington, 2008; Dennehy & Carpenter,
2011), have pushed the envelope of what is possible with vision based relative
navigation.
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A prominent technique for passive visual sensor navigation involves measuring
the line-of-sight (LOS) angles, i.e., azimuth and elevation, between an observer and
a resident space object (RSO). Sets of measurements taken over a period of time
yield the relative position and velocity between the spacecraft. When used for state
estimation and maneuver planning, this technique is known as angles-only
navigation (AON) and has shown great promise in close proximity relative motion
applications such as orbital rendezvous and formation flying. There are, however,
certain challenges to using AON, the most notable of which is the loss of range
information over time or at long distances. This drawback has long been studied
and is well understood (Hammel & Aidala, 1985; Woffinden, 2008; Woffinden &
Geller, 2009a; Geller & Klein, 2014; Grzymisch & Fichter, 2014b), with many
solutions proposed and explored (Woffinden & Geller, 2009b; Pi & Bang, 2014; You
et al., 2017; Sullivan & D’Amico, 2017).
This work leverages existing research on AON and vision-based proximity
operations to produce a method for planning optimal range observability
trajectories and maneuvers within a practical framework for relative motion about
a non-cooperative RSO.
1.1 Structure of the Document
This document is divided into two parts: 1) theory, and 2) application. The
theory portion is covered entirely in Chapter 2, which begins with a derivation and
analysis of relative motion dynamics. The discussion follows a flowdown approach
from the general concepts of Keplerian orbits to the nonlinear equations of relative
motion, to linear time-varying representations, to well-known linear time-invariant
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approximations, and finally to a treatment of impulsive linear rendezvous. Each
step is accompanied by a brief discussion of the stability and periodicity of the
system. At the nonlinear level, the equations of motions are analyzed from a
dynamical systems standpoint. Fundamental results such as the existence and
uniqueness of solutions are proven, and the possibility of quasi-periodic invariant
surfaces is explored in the context of current literature.
Following the sections on relative motion, the concept and limitations of AON
are presented, as are observability and a geometry-based metric with which it is
quantified. Based on the concept of observability as a quantity subject to gradation,
a collection of cost functions is developed specifically for autonomous optimal
rendezvous. Concluding the theoretical portion, and serving as a bridge into
practical application, a set of constraints is formulated which focus on the
feasibility of maneuver design within the context of RPOD missions.
The application portion of the work is subdivided into: 1) numerical
simulation and results, and 2) verification and validation of the results. The first
part methodically gives representative examples of all constraints and cost functions
developed in the theory. It then obtains optimal trajectories for scenarios in
circular orbits, elliptic orbits, and for spacecraft formations with more than two
members. The second part outlines the key aspects of a parameter sweep
simulation developed to test the navigation performance resulting from rendezvous
maneuvers. The validation environment is then used to evaluate the optimality of
each trajectory obtained in the results. A comparison of different filters and
measurement models, all subject to consistency conditions, is also presented.
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Finally, concluding remarks address the overall results and possible avenues of
continued research.
1.2 Statement of Work
The main contributions of this research are divided by topic and summarized
in the following list.
• Analysis of relative motion dynamics:
– Analysis of the existence and uniqueness of solutions to the nonlinear
relative motion system
– Reformulation of the unperturbed nonlinear relative motion dynamics to
reduce the number of state variables from 10 to 8
– Analysis of the quasi-periodicity and conservative properties of the
reduced system
• Optimal observability rendezvous framework:
– Development of an augmented measurement model for LOS navigation
– Analysis of the analytical observability conditions of the augmented
measurement model
– Formulation of observability burns within the context of two-impulse
linear rendezvous
– Development of four original observability cost functions
– Extension of the rendezvous scenario for coordinated maneuvers of
formations with an arbitrary number of members
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– Development of practical feasibility and performance constraints
applicable to individual spacecraft and formations alike
– Reformulation of the rendezvous optimization problem in circular orbits
to reduce the number of free parameters from 12 to 2
– Introduction of an original pseudo-time parameterization of relative
motion in elliptic orbits
– Identification of three distinct cases within which to develop optimal
observability maneuvers using the pseudo-time parameterization
– Reformulation of the rendezvous optimization problem in elliptic orbits
to reduce the number of free parameters from 12 to 2 using the
pseudo-time parameterization
• Numerical simulations:
– Development of a two-layer numerical scheme which avoids convergence
to local minima by utilizing an original grid-search algorithm
– Creation of a cost-map representation of the optimization solution space
which allows visual verification of convergence to global minima
– Development of a two-layer optimization scheme which pairs an optimal
observability burn with a minimum control effort burn, and which results
in periodic trajectories for elliptic orbits
– Development of a parameter sweep scenario for validation of filter
consistency and navigation performance of rendezvous maneuvers
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2. Theory and Procedure
This chapter presents the main contribution of this work: an original
constrained optimization framework for developing optimal range observability
trajectories for satellite formations in arbitrary, bounded, planetary orbits. It is
roughly divided into 1) an introductory discussion of the underlying system
dynamics, and 2) the development of optimal observability maneuvers and
rendezvous.
The first part defines the reference systems used throughout the work,
describes the relative orbit dynamics, and gives a short analysis of cycling behavior
present in the nonlinear system. The second part shows the limitations of LOS
measurements and the range observability implications for AON. It then presents
the metrics, cost functions, and constraints used to obtain optimal trajectories.
2.1 Relative Orbital Motion
This section presents the general dynamics which describe the relative position
and velocity of a maneuvering spacecraft (chaser) about an uncooperative RSO.
First, the nonlinear dynamics are derived from the unperturbed Keplerian motion
of the two spacecraft. This is followed by an analysis of the cycling behavior and
periodicity present in the nonlinear system and its implication for trajectory design.
Linear time-varying (LTV) and linear time-invariant (LTI) representations of the
system are then obtained through subsequent simplification of the nonlinear
formulation.
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2.1.1 Reference Frames
The planetary orbits of the RSO and the chaser are described in an
Earth-centered inertial (ECI) reference frame denoted by the unit vectors {Î, Ĵ , K̂}
as shown in Figure 2.1; note that Î and Ĵ are parallel to the equatorial plane. Each
orbit is uniquely defined by a set of modified classical orbit elements (MCOEs)
{rp, e, ν, i, ωp,Ω}: the radius at perigee (rp), eccentricity (e), true anomaly (ν),
inclination (i), argument of perigee (ωp), and the right ascension of the ascending
node (Ω). Alternatively, the state vector description may be used, e.g.,
xS/C = [r
T
S/C,v
T
S/C]
T , where rS/C is the position of a spacecraft in the ECI frame, and
vS/C is its velocity. The subscripts RSO and CHR (see Figure 2.1) are used to
indicate inertial parameters which pertain to the RSO and the chaser, respectively.
Figure 2.1. Definition and notation of the modified classical orbit elements used to
define the planetary orbits of the RSO and chaser.
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The position of the chaser relative to the RSO, r, is of principal interest for
autonomous navigation. The latter is described in the RSW frame, a local-vertical
local-horizontal (LVLH) frame centered at the RSO and defined as shown in
Figure 2.2. It is denoted by the unit vectors {R̂, Ŝ, Ŵ }, where R̂ is parallel to the
inertial position of the RSO (rRSO), Ŵ is normal to the perifocal plane, and Ŝ
completes the right-handed system. The RSW frame is also known as the Gaussian
coordinate system, the radial-transverse-normal (RTN) frame, and in recent
literature as the Euler-Hill, or simply Hill, frame (in recognition of the
contributions to the field by George William Hill). Throughout the rest of this
document, the terms radial, along-track, and out-of-plane directions will be used to
correspond to the R̂, Ŝ, and Ŵ directions, respectively. Note that for circular
orbits, Ŝ is parallel to vRSO. In such cases, the RSW frame is also known as the
radial, in-track, cross-track (RIC) frame.
2.1.2 Nonlinear Relative Motion
The equations of motion of a comparatively massless body (e.g., the RSO)
orbiting a celestial body centered in an inertial frame are given by the well-known
restricted two-body equation
r̈RSO =
µ
r3RSO
rRSO . (2.1)
Where µ is the standard gravitational parameter of the reference planet (Earth),
rRSO is the position of the RSO in the ECI frame, and rRSO = ‖rRSO‖ is the radial
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Figure 2.2. RSW frame definition for an RSO in an arbitrary bounded planetary
orbit. The frame is centered at the RSO with unit vectors R̂ parallel to the
position vector rRSO, Ŵ normal to the orbit plane, and Ŝ completing the
right-handed system.
distance of the RSO in the ECI frame. The latter is usually expressed in terms of
MCOEs
rRSO =
aRSO(1 − e2RSO)
1 + eRSO cos(νRSO)
,
where aRSO is the semi-major axis of the orbit and is, in turn, defined as
aRSO =
rp,RSO
1 − eRSO
.
The equivalent definitions for the chaser are
r̈CHR =
µ
r3CHR
rCHR , (2.2)
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rCHR =
aCHR(1 − e2CHR)
1 + eCHR cos(νCHR)
.
The relative position of the chaser in the ECI frame is defined as
ECIr = rCHR − rRSO .
Note that the relative position in the RSW frame as shown in Figure 2.2 is
RSWr = r = [x, y, z]T . Then, subtracting Equation (2.1) from Equation (2.2), the
relative acceleration in the ECI frame is
ECIr̈ = −µ(rRSO +
ECI r)
‖rRSO +ECI r‖3
+
µ
r3RSO
rRSO . (2.3)
Simplifying Equation (2.3) and rotating the resultant equation into the RSW frame,
the equations of nonlinear relative motion can be expressed in their common
component form (Alfriend, Vadali, Gurfil, How, & Breger, 2010)
ẍ = ν̇2RSOx− ν̈RSOy + 2ν̇RSOẏ −
µ(rRSO + x)
[
(rRSO + x)2 + y2 + z2
] 3
2
+
µ
r2RSO
, (2.4)
ÿ = ν̈RSOx+ ν̇
2
RSOy − 2ν̇RSOẋ−
µy
[
(rRSO + x)2 + y2 + z2
] 3
2
, (2.5)
z̈ = − µz[
(rRSO + x)2 + y2 + z2
] 3
2
, (2.6)
ν̈RSO = −2
ṙRSOν̇RSO
rRSO
, (2.7)
r̈RSO = rRSOν̇RSO −
µ
r2RSO
. (2.8)
Equations (2.4) to (2.8) are the exact, nonlinear, equations of relative motion for
unperturbed Keplerian motion. Although superscripts are now omitted, an
important detail which must not be overlooked is that ṙRSO is now defined in the
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RSW frame, therefore, it represents the rate of change of rRSO in the radial (R̂)
direction (see Figure 2.2). It is not to be confused with with ‖ECIvRSO‖ (Vallado,
2013).
Note that the relative chaser position (x, y, z) and velocity (ẋ, ẏ, ż)
components only appear in Equations (2.4) to (2.6). Consequently, the latter are
often given as the equations of nonlinear relative motion (especially when the RSW
frame is centered at a non-maneuvering RSO, or at a point which is not physically
occupied by a spacecraft), with the remaining terms driven by Equations (2.7)
and (2.8) treated as external, time-dependent, parameters. Disturbances and
control inputs acting on the chaser may be accounted for by introducing the
appropriate forcing terms on the right-hand side (RHS) of Equations (2.4) to (2.6)
(Schaub & Junkins, 2009).
2.1.3 Periodic and Quasi-Periodic Behavior
Equations (2.4) to (2.8) admit any type of orbit accurately described by the
two-body equation. However, orbits not bound to a planetary body quickly diverge
in the relative frame and lie outside the scope of this research. Instead, only orbits
with eccentricity e ∈ [0, 1), i.e., strictly elliptic orbits, are considered. Because all
such orbits are bound to the planetary body, it follows that νRSO, and hence ν̇RSO
and ν̈RSO, are periodic functions of time.
In effect, this means that the relative motion in the RSW frame will be a
function of two distinct frequencies, viz., the orbital rates of the RSO and the
chaser. Dynamical systems that depend on multiple frequencies exhibit periodic or
quasi-periodic behavior depending on the commensurability of their periods (Lam,
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1997). This property leads to energy matching conditions which can be exploited to
obtain bounded relative trajectories (Gurfil, 2005b). Commensurability conditions
can also be used to identify invariant manifolds in the dynamics, which in turn
manifest as invariant topological surfaces in the phase-space (Howell, 1998; Baresi
& Scheeres, 2017; Olikara, 2016). It is this latter behavior which this section
explores in the context of targetable trajectories.
Mathematical Preliminaries
A handful of definitions are necessary to accurately describe the behavior of a
dynamical system. These terms are used consistently in subsequent sections, thus,
they are stated here for reference.
Definition 2.1.1 (Flow) Consider a dynamical system
d
dt
x ≡ ẋ = f(x) ,
where x = x(t) ∈ Rn is a vector valued function, and f : U → Rn is a smooth
function defined in some subset U ⊆ Rn.
Then the vector field f generates a flow φt : U → Rn, where φt(x) = φ(x, t)
and is a smooth function defined for all x in U and t ∈ I = (a, b) ⊆ R. φ satisfies
the dynamical system in the sense that
d
dt
(
φ(x, t)
)
t=τ
= f
(
φ(x, τ)
)
,
for all x ∈ U and τ ∈ I (Guckenheimer & Holmes, 1983).
Using the same definition and accompanying notation for the flow of a
dynamical system φt as before:
14
Definition 2.1.2 (Trajectory) Given an initial condition
x(0) = x0 ∈ U ,
for which there exists a solution φ(x0, t) (or equivalently x(x0, t)) such that
φ(x0, 0) = x0 ,
then φ(x0, ·) : I → Rn defines a solution curve, trajectory, or orbit of the dynamical
system (Guckenheimer & Holmes, 1983).
Definition 2.1.3 (Phase-space) The set of all possible states x : U ⊆ Rn of a
system is called the phase space of the system (Lam, 1997).
To paraphrase, for every initial condition of a dynamical system for which a
solution exists, there is a resulting trajectory that evolves with time on the phase
space of the system. The flow of the system is the family of all such trajectories for
all possible initial conditions.
Existence and Uniqueness of the Relative Motion Flow
In order to apply the previous concepts to the analysis of relative orbital
motion, the continuity (smoothness) of the dynamical system must be established.
Furthermore, for practical applications, the existence and uniqueness of the
solutions, and indeed the flow of the system, must be ascertained.
Fortunately, to prove the existence and uniqueness of the solution to any
initial value problem (IVP) described by ordinary differential equations (ODEs), it
is enough that the system satisfies the following theorem:
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Theorem 2.1.1 (Picard–Lindelöf existence and uniqueness) Suppose that
for x0 ∈ Rn there is a b such that f : Bb(x0) → R is Lipschitz with constant L;
where Bb(x0) is a ball of radius b, with center x0. Then an IVP of the form
ẋ = f(x), x(t0) = x0 ,
has a unique solution, x(t) for t ∈ [t0 − a, t0 + a], provided that
a = b/M, where M = max
x∈Bb(x0)
|f(x)| .
This statement of Theorem 2.1.1 is given by Meiss (2007), who also gives three
separate original proofs.
A system is Lipschitz if it satisfies the following condition:
Definition 2.1.4 (Lipschitz condition) Consider the function f(t,x) with
f : Rn+1 → Rn, |t− t0| ≤ a,x ∈ D ⊂ Rn; f(t,x) satisfies the Lipschitz condition with
respect to x if in [t0 − a, t0 + a] ×D there is
‖f(t,x1) − f(t,x2)‖ ≤ L‖x1 − x2‖ ,
with x1 ,x2 ∈ D and a scalar constant L (Verhulst, 1996).
An important clarification is that Theorem 2.1.1 only requires that a system be
locally Lipschitz, i.e., Definition 2.1.4 need not apply globally, only within some
interval t ∈ [t0 − a, t0 + a].
For local arguments, the Lipschitz condition can also be stated as
‖f(t,x1) − f(t,x2)‖
‖x1 − x2‖
≤ L .
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If, f(t,x) is differentiable at x1 and x2, then as x1 → x2
∣∣∣∣
∣∣∣∣
∣∣∣∣
∂f
∂x
(t,x)
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
≤ L . (2.9)
Where the matrix norm |||·|||2 is taken to be the matrix spectral norm
|||A|||2 =
√
λmax
(
A∗(t,x)A(t,x)
)
= σmax
(
A(t,x)
)
.
Here A∗ indicates the conjugate transpose of A, λmax(·) refers to the largest
eigenvalue, and σmax(·) refers to the largest singular value.
The nonlinear equations of relative motion in the RSW frame, expressed in the
same form as the dynamical system in Definition 2.1.1 are
ẋ1 = x4 ,
ẋ2 = x5 ,
ẋ3 = x6 ,
ẋ4 = ν̇
2
RSOx1 − ν̈RSOx2 + 2ν̇RSOx4 −
µ(rRSO + x1)
[
(rRSO + x1)2 + x22 + x
2
3
] 3
2
+
µ
r2RSO
,
ẋ5 = ν̈RSOx1 + ν̇
2
RSOx2 − 2ν̇RSOx4 −
µx2
[
(rRSO + x1)2 + x22 + x
2
3
] 3
2
,
ẋ6 = −
µx3
[
(rRSO + x1)2 + x22 + x
2
3
] 3
2
.
Note that Equations (2.7) and (2.8), have not been included. It is enough for the
following analysis that they appear in the system as external time-varying
parameters, since their evolution is independent of the relative state
x = [x1, x2, x3, x4, x5, x6]
T .
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Further simplification is possible by making use of the angular momentum (h)
conservation properties of Keplerian orbits
‖hRSO‖ = hRSO = ν̇RSOr2RSO ≡ constant ,
from which follows that
k2 = µ2/h3RSO = constant . (2.10)
Substituting Equation (2.10) into the system, the matrix of partial derivatives on
the left-hand side (LHS) of Equation (2.9), i.e., the Jacobian, is simply
∂f
∂x
(t,x) =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
2kν̇
3
2
RSO + ν̇
2
RSO ν̈RSO 0 0 2ν̇RSO 0
−ν̈RSO −kν̇
3
2
RSO + ν̇
2
RSO 0 −2ν̇RSO 0 0
0 0 −kν̇
3
2
RSO 0 0 0


. (2.11)
Note that the rRSO terms have been absorbed by the constant k.
Given that x ∈ Rn, and that k and ν̇RSO are strictly positive for any elliptic
orbit, the singular value (SV) spectrum of the system is
σLTV =
{
1, kν̇
3
2
RSO,
1
2
[
c2 − 3kν̇
3
2
RSOc1 −
[
c3 + 2k
3ν̇
9
2
RSO(28ν̇
2
RSO − 15c1)
+ 4kν̇
3
2
RSO(−1 + 4ν̇2RSO + ν̇4RSO)(2ν̇2RSO − 3c1) + 4ν̈2RSO(c4 − 3kν̇
3
2
RSOc1)
+ 4k2ν̇3RSO
(
− 5 + 15ν̇4RSO + ν̇2RSO(20 − 3c1)
)] 12
] 1
2
,
1
2
[
c2 − 3kν̇
3
2
RSOc1 +
[
c3 + 2k
3ν̇
9
2
RSO(28ν̇
2
RSO − 15c1)
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+ 4kν̇
3
2
RSO(−1 + 4ν̇2RSO + ν̇4RSO)(2ν̇2RSO − 3c1) + 4ν̈2RSO(c4 − 3kν̇
3
2
RSOc1)
+ 4k2ν̇3RSO
(
− 5 + 15ν̇4RSO + ν̇2RSO(20 − 3c1)
)] 12
] 1
2
, (2.12)
1
2
[
c2 + 3kν̇
3
2
RSOc1 −
[
c3 + 2k
3ν̇
9
2
RSO(28ν̇
2
RSO + 15c1)
+ 4kν̇
3
2
RSO(−1 + 4ν̇2RSO + ν̇4RSO)(2ν̇2RSO + 3c1) + 4ν̈2RSO(c4 + 3kν̇
3
2
RSOc1)
+ 4k2ν̇3RSO
(
− 5 + 15ν̇4RSO + ν̇2RSO(20 + 3c1)
)] 12
] 1
2
,
1
2
[
c2 + 3kν̇
3
2
RSOc1
[
c3 + 2k
3ν̇
9
2
RSO(28ν̇
2
RSO + 15c1)
+ 4kν̇
3
2
RSO(−1 + 4ν̇2RSO + ν̇4RSO)(2ν̇2RSO + 3c1) + 4ν̈2RSO(c4 + 3kν̇
3
2
RSOc1)
+ 4k2ν̇3RSO
(
− 5 + 15ν̇4RSO + ν̇2RSO(20 + 3c1)
)] 12
] 1
2
}
.
Where c1 through c4 are the repeating terms of a quartic polynomial
c1 =
√
4ν̈2RSO +
(
k + 2
√
ν̇RSO
)2
ν̇3RSO ,
c2 = 2 + 2ν̈
2
RSO + 8ν̇
2
RSO + 5k
2ν̇3RSO + 2kν̇
7
2
RSO + 2ν̇
4
RSO ,
c3 = 4 + 4ν̈
4
RSO + 32ν̇
2
RSO + 34k
4ν̇6RSO + 4ν̇
4
RSO(14 + 8ν̇
2
RSO + ν̇
4
RSO) ,
c4 = −2 + 8ν̇2RSO + 14k2ν̇3RSO + 2kν̇
7
2
RSO + 2ν̇
4
RSO .
To gain intuitive knowledge of the numerical value of each SV it is necessary to
have a grasp of the physical quantities represented by the external parameters.
Suffice it to say that the quantities ν̇RSO and ν̈RSO will be very small for all
realizable orbits about Earth.
Through the linearization implicit in Equation (2.9), it is also apparent that
the x3 and x6 states (the out-of-plane components) have become completely
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decoupled from the rest of the system; the SVs associated with these two states
correspond to the first two entries in Equation (2.12). The rest of the SVs are
obtained through the solution of a quartic polynomial, which explains the
permuting signs of c1 through c4.
Further inspection of Equation (2.12) reveals that three of the six SVs are very
close to 1, indeed the first SV is identically 1. The other two (which correspond to
the fourth and sixth entries) can be identified by c2 and c3 both being positive
(remember that ν̇RSO and ν̈RSO are small!). The expected behavior of the SVs is,
therefore, for three to be very close to 1, and the others to be very small, all of
them fluctuating with a frequency corresponding to the natural period of the orbit,
TRSO. This is confirmed by the numerical results in Figure 2.3, which shows the
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
Time  [s] 10
4
S
in
g
u
la
r 
V
a
lu
e
s
10
-7
10
-6
10
-5 1 2 3 4 5 6
0.999996
0.999998
1
1.000002
Figure 2.3. Singular value spectrum of the six-state linearized relative motion
equations Equation (2.12). The numerical values of the time varying parameters
correspond to five revolutions of a LEO with rp = 500 km +R⊕, e = 0.3, and
νRSO(t0) = 30
◦.
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progression of the SVs for a typical low Earth orbit (LEO). Note that LEOs have
short periods (on average ≈2 h) which yields the largest values for those SVs not
close to 1.
It is clear from both the analytical and numerical results that the maximum
SV of the six-state nonlinear system fluctuates. However, the fluctuations are small,
predictable, and bounded from below by 1. Therefore, the system is indeed
Lipschitz with L = 1 and, by Theorem 2.1.1, its flow is unique.
Periodic Solutions
It is worth noting at this point that the nonlinear system admits only a single
(unstable) equilibrium at x = 0. However, it is possible to leverage its
quasi-periodic properties to obtain closed (periodic) trajectories in the phase-space.
The existence of these trajectories is dependent on the commensurability of the
planetary orbits of the chaser and the RSO. Simply put, the ratio of their periods
must be a rational number.
Although commensurate orbits of any ratio will produce periodic trajectories,
most practical applications focus on the 1:1 case as it produces the closed curve
with the simplest geometry; it also guarantees that one orbital period results in one
revolution of the relative trajectory. In relative dynamics this is more commonly
known as the energy matching condition, since two orbits with the same energy
(equivalently, the same semi-major axis or period) will also have 1:1
commensurability. Hereafter, the term periodic is used to refer to commensurable
orbits with a strictly 1:1 ratio.
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It is quite simple to produce (by design) orbits of arbitrary commensurability
in terms of the MCOEs in the ECI frame. However, given the present context, it is
desirable to obtain a way of enforcing periodicity using only relative parameters.
Alfriend et al. (2010) give just such a relation in terms of the 10-element relative
state presented in Section 2.1.2
1
2
[(
ẋ− ν̇RSOy + ṙRSO
)2(
ẏ + ν̇RSO(x+ rRSO)
)2
+ ż2
]
− µ√
(rRSO + x)2 + y2 + z2
= − µ
2aRSO
. (2.13)
Equation (2.13) is simply an energy balance between the chaser on the LHS and
the RSO on the RHS. It contains six design variables, viz., (x, y, z, ẋ, ẏ, ż), which
many be manipulated to enforce periodicity.
The latter is an under-constrained relation, but this is quickly remedied by
imposing some sensible limitations. For example: 1) the relative position of the
chaser typically follows a path that is chosen ahead of time, and 2) it is desirable to
use the least amount of propellant possible for any given maneuver. Consequently,
the only free parameters at the time to execute a maneuver are ẋ, ẏ, and ż. The
magnitude of the resulting change in velocity is also bounded by the amount of
propellant allotted, thereby considerably shrinking the set of allowable maneuvers.
Figures 2.4 and 2.5 show the position and velocity portions, respectively, of a
sample periodic trajectory corresponding to a chaser with initial conditions (ICs)
x(t0) = [−500, 500, 100, 0, ẏ, 0]T , where ẏ indicates the free parameter determined
through Equation (2.13) while keeping the rest of the relative state fixed. The RSO
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MCOEs at t0 are {500 km +R⊕, 0.3, 30◦, 0◦, 0◦, 0◦}, where R⊕ = 6378 km is the
average equatorial radius of Earth.
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Figure 2.4. Position portion of a periodic trajectory in the relative motion phase
space corresponding to a planetary orbit with rp = 500 km +R⊕ and e = 0.3,
subject to periodicity conditions. The resulting ẏ at t0 is 1.1334 m/s.
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Figure 2.5. Velocity portion of a periodic trajectory in the relative motion phase
space corresponding to a planetary orbit with rp = 500 km +R⊕ and e = 0.3,
subject to periodicity conditions. The resulting ẏ at t0 is 1.1334 m/s.
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As expected, periodic trajectories in the phase-space also result in periodic,
non-intersecting, projections in the phase-plane (two-dimensional projections of the
state); see Figure 2.6. This is generally not the case for orbits with arbitrary
commensurability, nor is it the case when comparing projections across different
direction in the phase-space, e.g., the non-intersection conditions will hold for (x, ẋ),
and (y, ẏ), but not for (x, ẏ) or (y, ż). Appendix A shows representative examples
orbits with non-1:1 commensurability ratios.
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Figure 2.6. Planar phase portraits of the periodic relative motion trajectory shown
in Figures 2.4 and 2.5. Sub-figure (a) shows the radial phase portrait, (b) shows the
along-track, and (c) shows the out-of-plane.
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An important observation is that although periodic trajectories do produce
cycles in the phase-plane, these cannot be shown to be limit cycles. Since
Equation (2.13) can be used produce an infinite number of closed trajectories, any
cycle resulting from its application will not exhibit the isolated and attractive (or
repelling) behavior required of a stable (or unstable) limit cycle (Khalil, 2002; Ye,
1985). Furthermore, generalized existence theorems and criteria (such as the
Poincaré-Bendixon theorem and the Bendixon criterion) apply only to planar
systems (those with x ∈ C2) (Khalil, 2002). Despite increased interest in the field
due to its relation to Hilbert’s 16th problem (Hilbert, 2000), methods for the
analysis of limit cycles in higher-dimensional systems and/or systems with
time-dependent parameters remain quite limited, and rely mostly on approximate
methods which have been modified for specific classes of problems (Christopher &
Li, 2007; Bobieński & Żo ladek, 2003; Choudhury & Atherton, 1974).
A somewhat more interesting property of the relative motion system (and all
systems with time-dependent parameters) is the deformation of the set of possible
solutions by the flow as time (the independent parameter) changes from its initial
value. Simply put, the trajectories resulting from a fixed set of ICs for the relative
state may be different depending on time, or more explicitly, on the parameters
(νRSO, ν̇RSO, rRSO, ṙRSO). This may seem like a trivial observation at first glace but it
leads to evidence of quasi-periodic behavior present in the system.
Figures 2.7 and 2.8 show the deformation of five sample trajectories in the
(x, ẋ) phase-plane throughout one orbit period of the same RSO conditions used to
produce the previous examples. Each snapshot (sub-figure) shows the periodic
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trajectories that would follow from enforcing Equation (2.13) on the same fixed
(x, y, ẋ) ICs, allowing ẏ to vary as necessary to maintain periodicity. Figures 2.7a
and 2.8f show that the flow of the system is identical after one full revolution of the
RSO orbit has elapsed, thereby showing that the flow of the system is explicitly
dependent on the period (or rather frequency) of both the chaser (seen from the
periodicity of the individual trajectories) and the RSO (seen from the periodicity of
the flow). Note that although separate trajectories appear to intersect in some
snapshots, the intersections are a product of their projection onto the plane and, in
fact, correspond to different instances in time along each trajectory. This
observation is a consequence of Theorem 2.1.1, since any true intersection would
require the vector field to take on two possible values given a single set of
parameters, which would violate the uniqueness principle.
The identification of periodic and quasi-periodic trajectories in the systems is
of particular importance to spacecraft RPOD mission design because they represent
regions in which the unperturbed system exhibits naturally repetitive (and, more
importantly, predictable) motion. If these trajectories can be characterized in such
a way that the conditions required to acquire them can be determined, then they
become viable targets during the maneuver design process.
Quasi-periodic Solutions
Quasi-periodic behavior of systems with multiple frequencies is strictly
dependent on their incommensurability. Where periodic trajectories manifest as
closed curves which repeat endlessly, incommensurate orbits result in trajectories
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which evolve on surfaces, specifically n-dimensional tori (where n is the dimension
of the state).
The idea of quasi-periodic tori in dynamical systems is not new. In the context
of general nonlinear dynamics, it is usually referenced in the study of chaos,
bifurcations, and higher-dimensional attractors (Broer, Huitema, & Sevryuk, 1996;
Gutzwiller, 1990). Within the realm of celestial mechanics, where they are referred
to as invariant tori, they form part of a modern approach to large-scale trajectory
design loosely termed space manifold dynamics (Perozzi & Ferraz-Mello, 2010).
They are typically concerned with applying previously intractable computational
techniques to bring topological concepts directly to bear on celestial mechanics
(Olikara, 2016).
In the field of relative motion and spacecraft formation flying, such tools have
resulted in the development of techniques for finding invariant manifolds near
libration points (Broer et al., 1996), in the Earth-Moon system (Howell, 1998), in
close proximity to large asteroid bodies (Baresi, Scheeres, & Schaub, 2015), in
interplanetary trajectory design, and in general variants of the three-body problem
(Olikara & Howell, 2010). In the vicinity of Earth orbit (at a height equal to or
lower than geosynchronous orbits), results are focused on finding invariant tori
which can survive atmospheric drag and zonal harmonic perturbations for a
relatively long duration of time using stroboscopic mapping techniques (Baresi,
2017; Baresi & Scheeres, 2017; Olikara, 2016).
The process of finding and analyzing suitable tori (in the RPOD sense) in the
relative motion phase-space is a research field to itself. However, in the case of
29
unperturbed restricted two-body motion (Equation (2.1)), it seems all
incommensurate relative trajectories evolve on surfaces which can be shown to be
homeomorphic to n-dimensional quasi-periodic tori. This statement is not
rigorously proved, but rather implied by the energy conserving properties and
non-degeneracy of the system (Meiss, 2007). Note that any such tori are not the
higher-dimensional attractors studied in chaotic systems, but rather they
correspond to the particular constant energy surface associated with the state.
In order to better represent the quasi-periodic behavior suggested by
Figures 2.7 and 2.8, it is advantageous to reformulate the relative motion equations
in a reduced but equivalent form. By making continued use of the assumption that
all planetary orbits are unperturbed
ν̇RSO =
hRSO
r2RSO
,
and substituting the definition of ν̈RSO (Equation (2.7)) into the rest of the state, an
eight-state reformulation of the dynamics (as opposed to the ten-state
representation shown in Section 2.1.2) is reached
ẍ =
hRSO
r2RSO
ẏ − 2 ṙRSOhRSO
r3RSO
y +
h2RSO
r4RSO
x− µ(rRSO + x)
r3CHR
+
µ
r2RSO
,
ÿ = −hRSO
r2RSO
ẋ+ 2
ṙRSOhRSO
r3RSO
x+
h2RSO
r4RSO
y − µ(rRSO + x)
r3CHR
,
z̈ = −µ(z)
r3CHR
,
r̈RSO =
hRSO
r3RSO
− µ
r2RSO
;
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where
rCHR =
∥∥[(rRSO + x), y, z
]∥∥ .
This effectively removes the implicit time-dependency of the system without
altering the geometry of the flow, since no artificial (i.e., extraneous or
non-physical) parameters have been added to the system (Betounes, 2010). Note
that the system equilibrium remains at x = y = z = ẋ = ẏ = ż = 0, for all values of
rRSO and ṙRSO. Figure 2.9 shows the SVs for the new representation of the system;
the largest singular value remains bounded from below by 1, therefore the system is
still Lipschitz with L = 1.
Figures 2.10 and 2.11 show the position and velocity portions, respectively, of
the trajectory resulting from a 100 orbit propagation of the reduced system using
Figure 2.9. Singular value spectrum of the eight-state nonlinear relative motion
equations. The numerical results corresponding to the (x, y, z, ẋ, ẏ, ż) components
of the state are comparable to those shown in Figure 2.3.
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the same orbital parameters for the RSO as in Section 2.1.3, and a set of relative
ICs which result in strictly incommensurate orbits. It is immediately apparent that
the position portion of the trajectory does indeed resemble a deformed torus
whereas the velocity projection resembles a self-intersecting solid. This apparent
self-intersection is a consequence of projecting a portion of the n-dimensional (with
n > 3) state onto three-dimensional space.
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Figure 2.10. Quasi-periodic behavior of nonlinear relative motion position
corresponding to a planetary orbit with rp = 500 km +R⊕ and e = 0.3 propagated
for 100 orbit periods.
Relative motion tori have intriguing practical properties: 1) all trajectories of
the flow are dense on the torus, i.e., trajectories on the surface of a torus will never
repeat themselves and will cover the entire surface as t→ ∞. 2) Periodic orbits are
actually degenerate tori (n− a dimensional tori, for a ≥ 1) (Lam, 1997). 3) Relative
motion tori have analytically determinable bounds (Allgeier, 2011; Gurfil &
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Kholshevnikov, 2006). These properties suggest that analysis of quasi-periodic tori
is a promising way of determining targetable trajectories in RPOD missions.
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Figure 2.11. Quasi-periodic behavior of nonlinear relative motion velocity
corresponding to a planetary orbit with rp = 500 km +R⊕ and e = 0.3 propagated
for 100 orbit periods.
An alternative way of detecting the existence of tori is to calculate the
spectrum of Lyapunov exponents (LEs) of the system (Guckenheimer & Holmes,
1983):
Definition 2.1.5 Given a ball Bǫ(x0) of infinitesimal radius ǫ, for x0 ∈ Rn, the
spectrum of Lyapunov exponents for a trajectory x(t) is defined as
λi = lim
t→∞
lim
ǫ(t)→0
1
t
ǫi(t)
ǫ(0)
,
for i = 1, 2, ..., n.
Lyapunov exponents have a long list of applications for evaluating the stability and
behavior of nonlinear systems near bifurcations, though there is much debate as to
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the validity of those results for complicated systems (Guan, 2014a, 2014b).
However, such debate and applications are beyond the scope of this work.
The principal property of interest here is that systems with n-dimensional tori
will have n LEs which are identically zero. Unfortunately, analytical methods of
obtaining LEs are only viable for the simplest of systems, therefore, numerical
methods must be employed. One of the most robust and widely used algorithms is
that developed by Wolf et al. (1985) (Govorukhin, 2004). An important caveat is
that the numerical calculation of the LEs is subject to fluctuation, as is indeed the
case for the relative motion system. Figure 2.12 shows that fluctuations occur with
a frequency corresponding to the orbit of the RSO. In fact, the sharp spikes
correspond to the increased numerical sensitivity of the equations of motion near
apogee (this is a well documented occurrence when using time as the independent
variable (Alfriend et al., 2010; Vallado, 2013)).
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Figure 2.12. Lyapunov exponent spectrum for nonlinear relative motion
corresponding to the trajectories shown in Figures 2.10 and 2.11.
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From Figure 2.12 it can also be seen that the exponents slowly converge to
zero. However, because of the comparably small magnitude of other parameters in
the system, it cannot be said that they are unequivocally zero (to within working
precision). The obvious alternative would be to propagate the motion for an even
longer duration of time, but given the slow convergence rate, the error introduced
through the numerical integration of the equations would obscure the results. One
observation which is certain though, is that the sum of the exponents remains zero
throughout the propagation, which is representative of the expected conservative
behavior of the system. This fact, coupled with the non-degeneracy of the system
Jacobian at the equilibrium (singular point) is consistent with the implications laid
out at the beginning of the section.
Analysis of the quasi-periodicity and conservative properties of the reduced
system has revealed interesting traits of the dynamical system that are indirectly
exploited in the following sections to identify useful properties which arise when
further simplifying assumptions are introduced. These assumptions correspond to
typical RPOD conditions, and they result in linearized dynamics of varying
complexity depending on the planetary orbits. Periodicity conditions in particular
are seen to persist for eccentric orbits, whereas altogether different behavior is
observed for circular orbits.
2.1.4 Linear Relative Motion in Elliptic Orbits
For RPOD guidance and trajectory design purposes, the nonlinear system is
analytically intractable. As with most well-behaved dynamical systems, it is
preferable to work from a set of simplified (ideally linear) equations which
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accurately represent the system under nominal conditions; the approach taken here
is no different.
Historically, RPOD operations have been divided into multiple phases (from
launch to docking) characterized by the distance to the RSO and the level of
autonomy involved at each stage (Fehse, 2003). Long range rendezvous typically
begin at approximately 100 km from the RSO and are controlled from the ground,
whereas docking and mating procedures begin at a few tens of meters and are fully
automated. Revisiting Equation (2.3) with this range (0 km to 100 km) in mind
immediately yields an intuitive simplifying assumption, i.e., the chaser must remain
close to the RSO
ECIr ≪ rRSO ,
‖rRSO +ECI r‖ ≅ ‖rRSO‖ = rRSO. (2.14)
Although the exact bounds of close proximity are generally case specific, the
concept is introduced here as a motivating factor in favor of simplified dynamics.
Applying Equation (2.14) to Equations (2.4) to (2.6) and regarding rRSO(t),
ṙRSO(t), νRSO(t), and ν̇RSO as time varying parameters independent of the relative
state, the component form of the equations of relative motion can be expressed as a
system of linear equations
ẍ = 2ν̇RSOẏ − ν̈RSOy + ν̇2RSOx− µ
x
r3RSO
,
ÿ = −2ν̇RSOẋ+ ν̈RSOx+ ν̇2RSOy − µ
y
r3RSO
,
z̈ = −µ z
r3RSO
.
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Introducing the same constant as in Equation (2.10), the system becomes


ẍ
ÿ
z̈

 =


(2kν̇
3
2
RSO + ν̇
2
RSO)x+ ν̈RSOy + 2ν̇RSOẏ
−ν̇RSOx+ (−kν̇
3
2
RSO + ν̇
2
RSO)y − 2ẋν̇RSO
−kν̇
3
2
RSOz

 ; k
2 = µ2/h3RSO . (2.15)
Equation (2.15) describes a linear system which is driven by the time-dependent,
periodic, RSO orbital parameters ν̇RSO and ν̈RSO. These equations are valid only for
strictly elliptic orbits.
It is worth mentioning that there exists some discrepancy over the proper
terminology used to refer to systems which include time-dependent parameters, but
do not explicitly include time itself. Some authors call them non-autonomous
(Guckenheimer & Holmes, 1983; Lam, 1997) whereas others call them time-varying
(Bittanti & Colaneri, 2009; Hespanha, 2009), others yet use the term
interchangeably (Khalil, 2002). The arguments seem largely divided along levels of
mathematical rigor. This notwithstanding, systems such as those in Equation (2.15)
are hereby referred to as linear time-varying, the key distinction being that the
system is described by a time-dependent (explicitly or otherwise) vector field
(Betounes, 2010).
State-Space Form of Linear Systems
State-space notation is an effective tool for representing and manipulating
dynamical systems in a compact way. Although its use is not exclusive to linear
systems, much of modern linear control theory is centered around the use of
state-space techniques. The following sections make use of it extensively to
propagate the system states and apply maneuvers.
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A general linear system and its solution are represented in state-space as
ẋ(t) = A(t)x(t) + B(t)u(t), x(t0) = x0 ,
x(t, t0) = Φ(t, t0)x(t0) +
∫ t
0
Φ(t, τ)B(τ)u(τ)dτ . (2.16)
Where x(t) is the system state vector and u(t) is an input. A(t) and B(t) are the
potentially time-varying state and input matrices, respectively. The state transition
matrix (STM) Φ(t, t0) maps the state x(t0) from t0 to any time t. A more detailed
account of STM notation and the different derivations used throughout this work is
presented in Appendix B.
The state of the LTV system is simply the relative position and velocity of the
chaser in the RSW frame
x(t) = [x, y, z, ẋ, ẏ, ż]T .
The control input is taken to be a superposition of component-wise disturbances
(ud) and control forces (uc) such that
u(t) = ud(t) + uc(t) = [ux, uy, uz]
T .
The system matrix ALTV(t) follows straightforwardly from Equation (2.15)
ALTV(t) =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
2kν̇
3
2
RSO + ν̇
2
RSO ν̈RSO 0 0 2ν̇RSO 0
−ν̈RSO −kν̇
3
2
RSO + ν̇
2
RSO 0 −2ν̇RSO 0 0
0 0 −kν̇
3
2
RSO 0 0 0


.
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Unsurprisingly, this is identical to the Jacobian calculated in Equation (2.11). For
simplicity, it is assumed that the chaser spacecraft is either oriented exactly with
the RSW frame or has the ability to activate its actuators in such a way that the
input matrix is constant
B(t) = B = [03, I3]
T . (2.17)
Where 03 and I3 indicate a 3 × 3 zero and identity matrix, respectively.
Periodicity and Stability of the LTV System
As with the nonlinear system, the LTV system has only one (unstable)
equilibrium point at x = 0. However, first-order approximations of the
commensurability condition (Equation (2.13)) can be used to obtain periodic orbits
anywhere the linearization of the system is still valid. Sengupta and Vadali (2007)
obtained the following periodicity relation by finding conditions which remove
secular drift terms (terms corresponding to unbounded motion; typically in the
along-track direction) from the STM of the LTV system proposed by Yamanaka
and Ankersen (2002) (see Appendix B for more details)
p[ẏ + ν̇RSOx] + eRSO sin(νRSO)[ẋ− ν̇RSOy] + ν̇RSOx = 0 . (2.18)
Where p = 1 + eRSO cos(νRSO), and ν̇RSO is approximated by
ν̇RSO =
µ2
h3
p2 .
These conditions can be used to enforce periodicity in a manner similar to
that shown in Figures 2.7 and 2.8. However, the limitations of the first-order
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approximation must be considered at all times. Figure 2.13 shows a numerical
example of the sensitivity of Equation (2.18) near apogee. In contrast with the
trajectories seen in Figure 2.7f, which used the nonlinear periodicity relation, those
obtained using the first-order approximation begin to diverge after only a few
revolutions; the severity of the divergence is proportional to the separation of the
chaser and the RSO. Another important observation is that due to the linearization
of the system, non-periodic orbits (incommensurate or otherwise) will no longer
remain bounded in the RSW frame.
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Figure 2.13. Sensitivity of first-order periodicity conditions near apogee. This
snapshot corresponds to Figure 2.7f after five orbit periods.
2.1.5 Linear Relative Motion in Circular Orbits
Relative motion in circular orbits is of particular interest for RPOD missions
due to the comparatively uncomplicated dynamics involved. This considerably
simplifies the process of coordinating spacecraft formations and interactions while
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simultaneously reducing the amount of active control required to maintain long
term operations. Therefore, circular orbits can be considered a proving ground for
the future of DSS (D’Errico, 2013) and space-based evolving systems (Gehlot &
Balas, 2018).
Hill-Clohessy-Wiltshire Equations
A spacecraft in a near-circular planetary orbit moves at a near-constant
angular rate, that is
ν̈RSO ≅ 0 , (2.19)
ν̇RSO ≅ nRSO = constant . (2.20)
Where nRSO is the mean motion of the orbit
nRSO ≡
2π
TRSO
=
√
µ
a3RSO
,
where TRSO is the period of the orbit. Note that the semi-major axis of a circular
orbit is identical to the radius, which is constant (ṙRSO = 0), thus
nRSO =
√
µ
r3RSO
. (2.21)
Substituting Equations (2.19) to (2.21) into Equation (2.15) yields the linear
equations of relative motion in circular orbit, widely known as the
Hill-Clohessy-Wiltshire (HCW) equations (Hill, 1878; Clohessy & Wiltshire, 1960)


ẍ
ÿ
z̈

 =


3n2RSOx+ 2nRSOẏ
−2nRSOẋ
−n2RSOz

 . (2.22)
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Which in state-space representation corresponds to a linear time-invariant (LTI)
system matrix
ALTI =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2RSO 0 0 0 2nRSO 0
0 0 0 −2nRSO 0 0
0 0 −n2RSO 0 0 0


.
Transition Matrix Representation
Recall from Equation (2.16) the state-space representation of the flow of a
dynamical system
x(t, t0) = Φ(t, t0)x(t0) +
∫ t
0
Φ(t, τ)B(τ)u(τ)dτ . (2.16)
For LTI systems, Φ(t, t0) is also the fundamental matrix and is given by the
exponential of the system matrix
Φ(t, t0) = e
ALTI(t−t0) .
The integral on the RHS of Equation (2.16) is also known as the convolution
integral; it denotes the zero-state (non-homogeneous) solution of the dynamical
system. If the type of input u(t) is known (e.g., impulse, step, ramp, etc.) for all t
and so is the input matrix B (defined in Equation (2.17)), then the solution to the
system may be written as
x(t, t0) = Φ(t, t0)x0 +G(t, t0)u(t0) . (2.23)
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Where G(t, t0) is known as the input transition matrix (ITM) which maps the state
response to the input u(t0) from time t0 to t (Fehse, 2003; Grzymisch & Fichter,
2014b).
The STM/ITM representation is applicable to arbitrary dynamical systems,
although the analytical computation of the transition matrices may be impossible
for all but the simplest systems. For linear systems with simple maneuver types,
however, the ITM is often a sub-matrix of the STM which makes this notation
quite straightforward when describing maneuver sequences relative to some initial
state, as is the case in subsequent sections for the LTI and LTV system alike.
Periodicity and Stability of the LTI System
Unlike their nonlinear and LTV counterparts, which only admit a single
equilibrium at x = 0, the equations for relative motion in a circular orbit admit a
infinite number of equilibria. From the eigenvalues of ALTI
ζLTI =
{
0, 0, nRSOj,−nRSOj, nRSOj,−nRSOj
}
,
it is clear that no stable equilibrium exists. However, the resulting solutions allow
the full range of trochoidal motion in the plane. The out-of-plane states are once
more decoupled from the rest of the system and result in constant harmonic motion.
Due to the linearity of the system, all trajectories will be a superposition of
trochoidal and harmonic modes. Figures 2.14 and 2.15, show examples of typical
natural motion trajectories (NMTs), which result from the unforced evolution of
the system, in and out of the plane. Closed periodic orbits in the LTI system
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manifest as 2-by-1 ellipses in the plane; they can centered anywhere along the x = 0
(zero radial displacement) line.
Figure 2.14. Natural motion trajectories in the plane for the LTI system. The
trochoidal motion exhibited by the chaser ranges from a straight-line drift (SLD) to
a closed natural motion circumnavigation (NMC) trajectory. Mirrored counterparts
of these trajectories can be achieved by choosing opposite ICs.
Figure 2.15. Natural motion trajectories with out-of-plane components for the LTI
system. The football, snaking, and corkscrew trajectories result from the
superposition of in-plane NMCs, SLDs, and cusping drifts with added cross-track
harmonics, respectively.
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Linear Relative Orbit Elements
The HCW equations may be described using a traveling ellipse formulation
which parameterizes the flow as 2-by-1 ellipses with a center that drifts (travels)
with time. A more sophisticated parameterization which expands upon this idea is
presented by Lovell et al. (2004, 2004a) in the form of linear relative orbit elements
(LROEs).
In this parameterization, the geometrical subtleties of which are laid out in
great detail by Lovell and Spencer (2014) , six new state variables are introduced.
They are related to the Cartesian relative state seen so far by
r(β) =


x
y
z

 =


−0.5ae cos(β) + xd0
ae sin(β) + yd0 − 1.5xd0(β − β0)
zmax sin(γ + β)

 ,
v(β) =


ẋ
ẏ
ż

 =


0.5ae sin(β)
aenRSO cos(β) − 1.5nRSOxd0
zmaxnRSO cos(γ + β)

 .
Where ae is the semi-major axis of the traveling ellipse, xd0 and yd0 are the
coordinates of its center at t0, β is a cumulative parametric angle which denotes the
displacement of the spacecraft along the trajectory, and zmax is the maximum
offtrack displacement. γ = ψ0 − β0 is an auxiliary constant defined by ψ0, the initial
phase angle of the harmonic oscillator which describes cross-track motion of the
system, and β0, the initial value of β at t0.
LROEs have the advantage that for all NMTs, the only free (time-varying)
parameter is β, which may be thought of as analogous to the eccentric anomaly of
the relative trajectory. Furthermore, because the orbit of the RSO is circular,
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β̇ = nRSO = constant, therefore the relative state can be described using β as the
independent variable through the substitution t = β/nRSO. This relation is used in
subsequent sections as a way of conveniently describing entire LTI trajectories in
terms of a single parameter. The ICs of the NMTs presented in Figures 2.14
and 2.15 are shown in terms of LROEs in Table 2.1.
Table 2.1
Initial Conditions for Natural Motion in the LTI System
Trajectory type LROE† ICs Figures 2.14 and 2.15 ICs
Station-keeping [0, 0, yd0, 0, 0, 0] [0, 0, 1500, 0, 0, 0]
NMC [ae, 0, yd0, β0, 0, 0] [1000, 0, 0, 0, 0, 0]
Football orbit [ae, 0, yd0, β0, zmax, ψ0] [1000, 0, 0, 0, 250, 0]
Corkscrew [ae, x
‡
d0, yd0, β0, zmax, ψ0] [500, 100, 0, 0, 500, 0]
Cusping drift [aae, x
‡
d0, yd0, β0, 0, 0] [1500, 500, 0, 0, 0, 0]
Cuspless drift [abe , x
‡
d0, yd0, β0, 0, 0] [500, 500, 0, 0, 0, 0]
SLD [0, x‡d0, yd0, β0, 0, 0] [0, 500, 0, 0, 0, 0]
Snaking [0, x‡d0, yd0, β0, zmax, ψ0] [0, 100, 0, 0, 500, 0]
Note. Generalized LROE ICs required for typical NMTs. The specific numerical
values corresponding to the trajectories shown in Figures 2.14 and 2.15 are shown
in the third column; note that some quantities which are given as zero need not be
identically zero for all trajectories of that type.
† LROEs are given in the order [ae, xd0, yd0, β0, zmax, ψ0] with units [m, m, m, rad,
m, rad]
‡ xd0 6= 0
a ae <
3
2
xd0
b ae >
3
2
xd0
2.1.6 Two-Impulse Linear Rendezvous
All models of relative orbit dynamics presented thus far have been discussed
within the context of general dynamical systems. However, the ultimate goal of this
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work is to apply this knowledge to the planning of maneuvers in an effort to aid the
guidance aspect of RPOD missions. To this end, there must exist a distinction
between maneuver design, as the forcing of a current trajectory from its natural
evolution with the aim of acquiring a predetermined state (target), and the
selection of suitable trajectories, as the process of identifying the trajectory which
contains the target of a maneuver. The focus of this work is undoubtedly the first
of the two categories; the second is best left as the subject of spacecraft formation
and mission design. For this reason, it is assumed that a target state or trajectory
has already been selected prior to the maneuver design process.
The analysis and identification of quasi-periodic tori in the nonlinear system,
although certainly an attractive prospect, also falls into the category of mission
design. Even though no barrier exists to using nonlinear dynamics models to
propagate trajectories during the maneuver design process, the close-proximity
aspect of RPOD missions lends itself well to the use of linear models. An additional
incentive is also the reduced computational complexity, which makes any resulting
design strategy better suited to on-board processing for systems with limited
computational resources (e.g., CubeSats and other small payloads).
A key assumption introduced in Section 2.1.5 is that input types are known for
all time. Hereafter, it is also assumed that all inputs (also referred to as burns) are
impulsive, that is, they result in an instantaneous change in the velocity of the
chaser, leaving its position unchanged. Apart from facilitating the STM and ITM
notation introduced previously, this assumption lends an intuitive aspect to the
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design process: since all burns are impulsive, all maneuvers can be regarded as a
series of NMTs simply stitched together by instantaneous changes to the state.
For example, given an initial and a target state x1(t1) = [r
T
1 (t1),v
T
1 (t1)]
T , and
x2(t2) = [r
T
2 (t2),v
T
2 (t2)]
T , respectively, there exists a transfer trajectory xm(t)
which, given two impulsive burns u1(t1) and u2(t2) will bring x1(t1) to x2(t2) in a
duration of time ∆t = t2 − t1. Using STM and ITM notation one can simply express
x2(t2) in terms of the initial state and the two burns
x2(t2) =

r2(t2)
v2(t2)

 =
(
Φ(t2, t1)x1(t1) +G(t2, t1)u1(t1)
)
+G(t2, t2)u2(t2) ;
where G(t2, t2) = I. The individual burns can, in turn, be expressed in terms of the
end states and the transfer trajectory
u1(t1) = G
−1
s (t2, t1)[r2(t2) − Φs(t2, t1)x1(t1)] , (2.24)
u2(t2) = v2(t2) − vm(t2) . (2.25)
Where Φs and Gs are the position portions of Φ and G, respectively, using the
sub-matrix notation for STMs outlined in Appendix B. Equations (2.24) and (2.25)
are known as the solution to the two-impulse linear rendezvous problem. All the
maneuvers designed in this work are expressed as a pair of burns of this form.
2.2 Angles-Only Navigation and Observability
AON is defined as the use of LOS measurements to determine the relative
position and velocity of an object as seen by an observer. Although usually deemed
too risky for large scale missions which have the mass, power, and financial budget
to accommodate redundant navigation systems, AON holds great appeal for small
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satellites and emerging DSS applications due to its simplicity and readily available
sensors (i.e., cameras).
2.2.1 Line-of-Sight Observability
Given a single set of LOS measurements (azimuth and elevation, as described
in Figure 2.16), it is impossible to determine the distance between an observer
(chaser) and a target (RSO). This is a trivial observation, since an angles-only set
of measurements is equivalent to a set of incomplete spherical coordinates, however,
it has been shown that range determination remains a problem even when an
ongoing sequence of measurements is available for tracking and estimation (Aidala,
1979); the same effect has received considerable attention in planar and underwater
naval applications (Hammel & Aidala, 1985).
Figure 2.16. Definition of line-of-sight measurements in the RSW frame. θ and φ
are the azimuth and elevation angles, respectively, corresponding to the relative
position of the chaser.
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More recently, a comprehensive treatise on the use of AON and its limitations
in spacecraft relative motion has been published by Woffinden (2007, 2008, 2009a),
with further material on pose estimation contributed by additional authors (Chari,
2001; Geller & Klein, 2014; Grzymisch & Fichter, 2014b; Gaias, D’Amico, &
Ardaens, 2014; Kaufman, Lovell, & Lee, 2016). The emerging consensus from
literature is that when the applicable dynamics of a systems can be accurately
described by linear models, the relative range cannot be reliably determined unless
a maneuver occurs which changes the otherwise unforced LOS measurement
sequence.
The lack of consistent range information prevents estimators and navigation
filters from accurately recovering the state of the system. This has resulted in AON
being referred to as unobservable, and the maneuvers which restore said range
information being referred to as observability maneuvers. Naturally, observability
maneuvers, or more specifically optimal observability maneuvers, have been the
subject of great attention (Passerieux, 1998; Woffinden & Geller, 2009b; Grzymisch
& Fichter, 2014a; Pi & Bang, 2014; You et al., 2017). It is on these that most of
this work builds upon.
An important remark made by Woffinden (2008) is that any non-conservative
accelerations acting on the system (e.g., unmodeled nonlinearities, environmental
disturbances, etc.) are sufficient to produce a forced LOS measurement sequence
and hence, observability. However, within the region of validity of linear
approximations, the effects of such accelerations are small and taking advantage of
them in any practical way would involve violating either linearity conditions or the
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premise of RPOD applications. Figure 2.17 illustrates this point by comparing the
contribution of higher-order-terms (HOTs) to the LTI and LTV systems in
representative orbit scenarios. Results easily indicate that within the region of
operations of RPOD missions (0 km - 100 km), HOTs contribute less than 1% to
the overall relative range calculation.
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Figure 2.17. Comparison of higher order terms contribution to range error using
LTV (e = 0.25) and LTI (e = 0) propagations for a duration of five orbit periods.
In both cases, the planetary orbit of the RSO has a radius at perigee of
rp = 500 km +R⊕. The chaser is following a relative snaking trajectory with an
initial separation of [−500, 0, 250] m.
A crucial argument for observability maneuvers, and indeed the entirety of the
work herein, is the concept of the degree of observability of a system. Although
observability is, in theory, a binary property (its either existent or non-existent) in
practice it is often more accurate to regard it as subject to gradation. This follows
from the notion that a system being observable does not make it well suited for
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estimation. Therefore the term optimal observability refers to maximizing whatever
parameters are necessary to improve the overall estimation error of a filter.
2.2.2 Angles-Only and Angle Rates Measurement Models
The following is a general restatement of the process for identifying observable
and unobservable maneuvers outlined by Grzymisch and Fichter (2014b). It is then
adapted for two types of LOS measurement models.
Let y be a vector of measurable quantities defined by the measurement model
hM (not to be confused with the angular momentum vector hRSO) as
y = hM(x) .
Assuming the measured quantities are linear with respect to the state x, define an
equivalent formulation
0 = H(y)x , (2.26)
where H is a linear pseudomeasurement matrix corresponding to a single set of
measurements, i.e., all measurable quantities associated with a single instant in
time.
Adopting the notation of Equation (2.23) (with suppressed time variables) and
Equation (2.26), a sequence of discrete measurements 0, 1, 2, ..., n can be expressed
as
0 = H(y0)x0
0 = H(y1)x1 = H(y1)Φx0 + H(y1)Gu
0 = H(y2)x2 = H(y2)Φ2x0 + H(y2)ΦGu ,
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...
0 = H(yn)xn = H(yn)Φnx0 + H(yn)Φn−1Gu
or, in matrix form


0
−H(y1)G
−H(y2)ΦG
...
−H(yn)Φn−1G


︸ ︷︷ ︸
LHS
u =


H(y0)
H(y1)Φ
H(y2)Φ2
...
H(yn)Φn−1


︸ ︷︷ ︸
RHS
x0 . (2.27)
Note that only a single maneuver occurs at time instance n = 1. Grzymisch and
Fichter (2014b) showed how, for any given measurement model, the observability
criteria for Equation (2.27) depends on the LHS and RHS matrices having
non-empty null spaces, i.e., they must be full rank. This implies that, for
non-trivial solutions, u 6= 0 and x0 6= 0.
Angles-Only Measurements
The measurement model for line-of-sight angles as defined in Figure 2.2, is
given by
hAOM
(
x(t)
)
=

θ
φ

 =

arctan(y/x)
arcsin(z/ρ)

 , (2.28)
where ρ = ‖[x, y, z]T‖, which yields the pseudomeasurement matrix
HAOM(y) =

 − sin(φ) 0 cos(φ) cos(θ) 0 0 0
− sin(θ) cos(θ) 0 0 0 0

 . (2.29)
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Given the size of the angles-only measurement vector (2 × 1) and the size of the
state (6 × 1), the shortest sequence of measurements required for the RHS matrix to
be full rank is


0
−HAOM(y1)G
−HAOM(y2)ΦG

u =


HAOM(y0)
HAOM(y1)Φ
HAOM(y2)Φ2

x0 , (2.30)
which yields a 6 × 6 RHS matrix. Expressly, a minimum of three discrete
measurements are needed. Given Equations (2.23), (2.28) and (2.29), an
appropriately sized RHS matrix will always be full rank. This reduces the
observability requirements to LHSu 6= 0, which exposes the need for an appropriate
maneuver u.
Angle Rates Measurements
In practice, LOS rate information can often be extracted from angle
measurement time series, or through visual servoing of the attitude control system;
neither method requires additional sensor information. Therefore, the number of
discrete measurement instances can be reduced by defining an augmented
measurement model
hARM
(
x(t)
)
=


θ
φ
θ̇
φ̇


=


arctan(y/x)
arcsin(z/ρ)
(xẏ − yẋ)/(x2 + y2)
(
ż(x2 + y2) − z(xẋ+ yẏ)
)
/
(
ρ2
√
x2 + y2
)


. (2.31)
Which in turn yields the pseudomeasurement matrix
HARM(y) =

 HARM, 11(y) HARM, 12(y)
HARM, 21(y) HARM, 22(y)

 ,
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where
HARM, 11(y) =

− sin(φ) 0 cos(φ) cos(θ)
− sin(θ) cos(θ) 0

 ,
HARM, 12(y) = 02×3 ,
HARM, 21(y) =

−φ̇ cos(φ) 0 −
(
φ̇ sin(φ) cos(θ) + cos(φ)θ̇ sin(θ)
)
−θ̇ sec2(θ) 0 0

 ,
HARM, 22(y) =

− sin(φ) 0 cos(φ) cos(θ)
− tan(θ) 1 0

 .
Note that the first two rows of HARM are in fact HAOM.
Since the augmented measurement vector now has a size of 4 × 1, the number of
discrete measurements needed to achieve the required RHS matrix size can be
reduce to two

 0
−HARM(y1)G

u =

 HARM(y0)
HAOM(y1)Φ

x0 . (2.32)
This maintains the observability requirement LHSu 6= 0. However, the condition is
now dependent on a single set of measurements HARM(y1).
2.2.3 Observability Metric
Equations (2.30) and (2.32) show, within the familiar context of linear
systems, that there exists a simple analytical criterion for determining which
maneuvers result in an observable measurement sequence. Continuing to build on
the idea of observability as something to be maximized, Woffinden (2008) and
Grzymisch (2014a) have presented separate, but equivalent, metrics with which to
evaluate the change in observability associated with a maneuver.
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Definition 2.2.1 (Observability Angle) Given the position portion of a
trajectory r(t) and the position portion a secondary trajectory rm(t), accessible only
after a maneuver u(t0), then the observability measure associated with the maneuver
after some time ∆t is defined as the observability angle
η(t) = arccos
(
r̂T (t0 + ∆t)r̂m(t0 + ∆t)
)
. (2.33)
Where the hat (̂·) denotes an Euclidean unit vector. Note that the observability
angle η is dependent solely on the relative position of the observer and target, since
it is defined for use with LOS measurements only. Figure 2.18 gives a graphical
representation of Definition 2.2.1.
Figure 2.18. Geometric description of the observability metric. The angle η serves
to quantify the difference between the LOS measurement profiles corresponding to
r(t) and rm(t) after a burn u(t0).
Another important property of the observability angle is that it is dependent
on the time ∆t elapsed from the execution of the maneuver and the evaluation of
the metric. This would seem to imply that a larger ∆t results in greater
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observability. However, this is generally untrue. This is because estimation
algorithms have a finite convergence time, after which no change in η will result in
an improved state estimate. Therefore an important caveat is that
∆t ≤ tc ,
where tc is the filter convergence time, a design parameter.
The exact value of tc is unique to each filter and depends on the structure and
tuning parameters used in the design process. If available, a good initial estimate is
the steady-state convergence time of the filter (Etzion, 2015). Ultimately, however,
the final value is based on the practical performance of the filter and some heuristic
iteration is expected depending on the maneuver scenario.
Optimal Observability
Given Definition 2.2.1 and Equation (2.27) optimal observability is achieved by
ensuring the observability angle η is as close to π/2 as possible within a finite span
of time ∆t. From a linear algebra standpoint, this is equivalent to maximizing the
positive linear independence of the unit vectors r̂(t0 + ∆t) and r̂m(t0 + ∆t) (Davis,
1954), thereby ensuring the two vectors are as close to orthogonal as possible.
2.3 Observability Cost Functions
This section proposes various cost functions designed to produce maximum
observability solutions to different scenarios of the two-impulse linear rendezvous
problem. Initially, two cost functions are developed for the LTI system. The first
addresses maneuvers for which observability is evaluated only after the filter
convergence time tc has elapsed. The second evaluates the change in η continuously
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throughout the filter convergence time interval, attempting to accommodate sensors
with higher measurement rates. Then, additional variations of the second cost
function which are applicable to the LTV system and to scenarios involving
multiple chasers observing a single RSO are provided.
Note that, besides the ability to locate the centroid of the RSO as projected
onto the sensor field of view (FOV), no feature detection or a priori information
about the geometry of the RSO is necessary for this method to be applied.
2.3.1 Optimal Observability Rendezvous
The cost functions presented in the remainder of this section attempt to
characterize the observability gains obtained from both burns in the two-impulse
linear rendezvous problem. Through parameterizations such as those introduced
with the LROEs in Section 2.1.5 entire trajectories are represented in terms of their
ICs and a single free parameter (e.g., β). This allows the trajectories themselves to
become the end conditions of the maneuver instead of individual predetermined
states.
Recall that the pair of impulses which satisfy the rendezvous problem
(Equations (2.24) and (2.25)) are uniquely defined by the initial and target
conditions. Since the observability angle is defined based on position alone, the goal
of the optimal observability rendezvous is to find the positions along initial and
target trajectories which maximize the observability angle according to a given cost
(objective) function. Thanks to the parameterization of the trajectories, this is
equivalent to finding the free parameters (e.g., β1 and β2) associated with each
position. Such a scenario is shown in Figure 2.19.
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Figure 2.19. Two-burn impulsive observability maneuver using LROEs, where the
angles η1 and η2 represent the observability angle for burn 1 and burn 2. The
position portion of the initial and target trajectories are denoted by r1 and r2,
respectively; rm indicates the transfer trajectory.
Figure 2.20. Times of interest for the observability cost function in terms of LROEs.
The times of the burns are denoted by tb1 and tb2, respectively, and tc1 and tc2
identify the integration limits introduced in Equation (2.35). The transfer time tm
between initial and target trajectories is specified prior to the maneuver.
Note that a minimum of two burns are required for rendezvous, therefore
observability should be evaluated twice, once for each burn; this is represented by
the blue and red highlighted portions in Figure 2.19. The arc-length of the
highlighted curves is determined by the filter convergence time (tc) allotted for each
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maneuver. Figure 2.20 shows a timeline of the key events for every two-impulse
rendezvous sequence.
If more involved approach sequences are needed due to operation or safety
constraints, the observability of the entire sequence may simply be evaluated in
pairs. The advantage of this approach being that it allows observability
considerations to be incorporated into routine maneuver planning procedures.
2.3.2 LTI System Optimization
The arc-cosine function used in the definition of the observability metric
(Equation (2.33)) has a 1-to-1 monotonic relation with its inner product argument
within the range of [0,π]. In this interval, maximization of the observability angle is
equivalent to minimization of the inner product of two LOS unit vectors. Using the
LROE parameterization introduced in Section 2.1.5, the goal of any optimal
rendezvous can be stated as a minimization problem in two variables, viz., β1, β2
[β1, β2]Opt = argmin
(β1, β2)
(
J(β1, β2)
)
.
J indicates a cost function appropriate to the type of optimization desired.
Point-to-Point Observability Cost
The following cost function is designed to maximize the weighted observability
of a two-burn rendezvous through minimization of the inner product in
Equation (2.33) at the time of each burn. It evaluates observability only once per
burn: between the positions at the time of burn, and the positions after time
∆t = tc has elapsed, exactly as shown in Figure 2.18.
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Given an initial state
x1(t0,1) = x1(β0,1) =

r1(β0,1)
v1(β0,1)

 ,
and a target trajectory (following the notation in Figure 2.19)
x2(β2) =

r1(β2)
v1(β2)

 ,
the pair of burns which yield a solution to the point-to-point optimal rendezvous
problem are found by minimizing
Jp2p(β1, β2) =
wwkobs, 1
(
r̂T1 (β1)r̂m,b1(β1, β2)
)
+
kobs, 2
(
r̂Tm,b2(β1, β2)r̂2(β1, β2)
)ww .
(2.34)
Where kobs, 1 and kobs, 1 are positive weighting constants (it is the value of each
weight relative to the other that matters, rather than their absolutes), and
r1(β1) = Φs(tb1, tb1)x1(β1) ,
rm,b1(β1, β2) = Φs(tb1 + tc1, tb1)x1(β1) +Gs(tb1 + tc1, tb1)u1(β1, β2) ,
rm,b2(β1, β2) = Φs(tb2 + tc2, tb2) [Φ(tb2, tb1)x1(β1) +G(tb2, tb1)u1(β1, β2)] ,
r2(β1, β2) = Φs(tb2 + tc2, tb1) [Φ(tb2, tb1)x1(β1) +G(tb2, tb1)u1(β1, β2)] +
Gs(tb2 + tc2, tb1)u2(β2) .
Where, as in Figure 2.20, tb1 and tb2 indicate the times at which each burn (u) is
executed (measured from t0). tc1and tc2 indicate the lengths of time allotted for the
navigation filter to converge after each burn; these are ∆t quantities. Note that,
consistently with the goal of approaching orthogonality, the norm in
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Equation (2.34) ensures that the smallest possible minimum is exactly zero, which
corresponds to the inner product of two perpendicular vectors.
Integral Observability Cost
While valid from a theoretical standpoint, and inexpensive from a
computational one, Equation (2.34) may underestimate observability if tc1 or tc2 are
large. This is particularly impactful if the sensor used to obtain the LOS
measurements is capable of sampling at higher rates (many navigational sensors can
actually sample at near real-time, despite the image processing algorithms not
being able to operate as fast). Consequently, a cost function which evaluates
observability continuously during the corresponding time intervals is presented as
an alternative
Jint(β1, β2, tc1, tc2) = kobs, 1
∫ tb1+tc1
tb1
(
1 + r̂T1 (β1, τ)r̂m,b1(β1, β2, τ) dτ
)
+
kobs, 2
∫ tb2+tc2
tb2
(
1 + r̂Tm,b2(β1, β2, τ)r̂2(β1, β2, τ) dτ
)
.
(2.35)
Where
r1(β1, τ) = Φs(τ, tb1)x1(β1) ,
rm,b1(β1, β2, τ) = Φs(τ, tb1)x1(β1) +Gs(τ, tb1)u1(β1, β2) ,
rm,b2(β1, β2, τ) = Φs(τ, tb2) [Φ(tb2, tb1)x1(β1) +G(tb2, tb1)u1(β1, β2)] ,
r2(β1, β2, τ) = Φs(τ, tb2) [Φ(tb2, tb1)x1(β1) +G(tb2, tb1)u1(β1, β2)] +
Gs(τ, tb2)u2(β2) .
tc1 and tc2 are used as limits of integration to account for the practical limitations
of a position determination system, thereby avoiding an overconfident solution.
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Note that the norm used in Equation (2.34) is no longer needed since the
evaluation of observability is infinitesimal and thus the instantaneous change in η
will never exceed π/2. The +1 terms ensure the cost is always strictly positive.
Regardless of the cost function used, once a minimizing set of values [β1, β2]Opt
has been obtained, the optimal observability maneuver is given by
u1(β1, β2) = G
−1
s (tb2, tb1)[rf(β1, β2) − Φs(tb2, tb1)x(β1)] ,
u2(β2) = vf(β2) − v(tb2) .
Where rf is the position at which the transfer trajectory intersects the target
trajectory, and vf is the velocity required to acquire the latter. Note that the
second burn u2 is solely a function of β2 since it only acquires the target trajectory
by matching its velocity. Furthermore, because the time between burns tm is
predefined (by the user), the time of the second burn tb2 = tb1 + tm is defined by tb1,
and hence β1.
2.3.3 LTV System Optimization
When designing optimal observability maneuvers in elliptic orbits, the HCW
equations, and by extension the LROE parameterization, no longer adequately
describe the system. Although a suitable linearization has already been presented
in Equation (2.15), an unparameterized system would result in a 12-variable
minimization problem which, apart from being computationally intensive, produces
a highly non-intuitive optimization space. Drawing from the interchangeability
between β and time in the LTI parameterization, two pseudo-time variables, one
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per trajectory, are introduced which allow for an equivalent reduction in
complexity.
Pseudo-time Parameterization
Define two pseudo-time variables t̂1 and t̂2 which parameterize the initial,
x1(t), and target, x2(t), relative trajectories, respectively. The pseudo-time
variables are related to the real time t by
t0 = t̂0,1 , (2.36)
ṫ0 =
˙̂t0,1 =
˙̂t0,2 , (2.37)
ẗ0 =
¨̂t0,1 =
¨̂t0,2 ≡ 0 . (2.38)
Since at t0 the spacecraft must already be on the initial trajectory, it follows
that t̂1 is indistinguishable from t. However, t̂2 has no such restriction. Recall that
the only time-varying MCOE of the (unperturbed) RSO orbit is the true anomaly
νRSO, which is uniquely related to t through Kepler’s equation. Therefore, given
initial and target trajectories, t̂1 and t̂2 can be used to uniquely define any state
which satisfies Equation (2.15). This effectively reduces the number of free
parameters from 12 to 2. Figures 2.21 and 2.22 show the optimal observability
rendezvous problem in terms of the new parameterization.
Observability Cost
The following cost function is a restatement of the integral observability cost
in Equation (2.35), redefined in terms of (t̂1, t̂2). Given two trajectories defined by
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Figure 2.21. Two-burn impulsive observability maneuver using the t̂
parameterization, where the angles η1 and η2 represent the observability metric for
burn 1 and burn 2. The position portion of the initial and target trajectories are
denoted by r1 and r2, respectively; rm indicates the transfer trajectory.
Figure 2.22. Times of interest for the observability cost function in terms of
pseudo-time.
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x1(t̂0,1) and x2(t̂0,2), the pair of burns which yield an optimal observability
maneuver in the LTV system is found by minimizing
Jint(t̂1, t̂2, tc1, tc2) = kobs, 1
∫ tb1+tc1
tb1
(
1 + r̂T1 (t̂1, τ)r̂m,b1(t̂1, t̂2, τ) dτ
)
+
kobs, 2
∫ tb2+tc2
tb2
(
1 + r̂Tm,b2(t̂1, t̂2, τ)r̂2(t̂1, t̂2, τ) dτ
)
,
(2.39)
where
r1(t̂1, τ) = Φs(τ, tb1)x1(t̂1) ,
rm,b1(t̂1, t̂2, τ) = Φs(τ, tb1)x1(t̂1) +Gs(τ, tb1)u1(t̂1, t̂2) ,
rm,b2(t̂1, t̂2, τ) = Φs(τ, tb2)[Φ(tb2, tb1)x1(t̂1) +G(tb2, tb1)u1(t̂1, t̂2)] ,
r2(t̂1, t̂2, τ) = Φs(τ, tb2)[Φ(tb2, tb1)x1(t̂1) +G(tb2, tb1)u1(t̂1, t̂2)]+
Gs(τ, tb2)u2(t̂2) .
As before, once a minimizing set of values has been obtained, the burns themselves
are given by
u1(t̂1, t̂2) = G
−1
s (tb2, tb1)[rf(t̂1, t̂2) − Φs(tb2, tb1)x(t̂1)] ,
u2(t̂2) = vf(t̂2) − v(tb2) . (2.40)
Maneuver Scenarios
The pseudo-time parameterization carries one complication: since the target
orbit can be chosen arbitrarily and t̂0,2 is only used to select a particular state
belonging to that trajectory, which will serve as the IC x2(t̂0,2) for the rendezvous
problem, then the target trajectory propagation has no fixed relation to νRSO. In
short, while it is possible to target any particular relative state belonging to the
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target trajectory using Equation (2.15), the target trajectory may not be reachable
at a given time, e.g., at the time to execute a burn.
This difficulty is palpable when looking at the original dynamical system prior
to linearization (Equations (2.4) to (2.8)): the linear rendezvous problem
formulation only restricts the relative position and velocity of the chaser, but makes
no assumptions as the remaining states (i.e., those which depend solely on the
RSO). While this is understandable given that this type of rendezvous was
conceived for maneuvers in circular orbits, it raises definite cause for concern when
the orbits are elliptic.
Taking advantage of the fact that only the relative position directly affects
LOS observability, a set of three cases are presented which place different
constraints on the rendezvous problem in an attempt to mitigate this difficulty
while preserving some flexibility in the maneuver design.
• Case 1 : t̂2 = t̂1 + tm. This effectively enforces t̂0,2 =̂ νRSO(t0). Applying this
constraint for all possible values of t̂1 further reduces the number of free
parameters from two to one. Then, from Equations (2.36) to (2.38), and
because tm is fixed, it follows that a maneuver matching v2(t̂2) at r2(t̂2) will
also acquire the intended target trajectory. This case completely avoids the
reachability problem described above, but also results in the most restrictive
scenario.
• Case 2 : No constraints are placed on t̂2, therefore matching v2(t̂2) at r2(t̂2)
will result in a trajectory shifted according to the change in νRSO. This case
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retains all flexibility in the design aspect, but at the cost of not acquiring the
intended target trajectory.
• Case 3 : t̂2 is free to take any value as in Case 2. However, the second burn,
Equation (2.40), is redefined as a minimum control effort (also referred to as
minimum ∆V due to the control being a change in velocity) burn which also
satisfies the first-order periodicity conditions in Equation (2.18). Let
rf = [xf, yf, zf]
T ,
vf = [ẋf, ẏf, żf]
T .
Then the in-plane portion of the optimal burn u2 = [ẋ2, ẏ2, ż2]
T is given by
[ẋ2, ẏ2] = [ẋ, ẏ]Opt = argmin
(ẋ, ẏ)
(
‖u2(t̂2)‖
)
,
subject to
p[ẏ + ν̇RSOxf] + eRSO sin(νRSO)[ẋ− ν̇RSOyf] + ν̇RSOxf = 0 ,
evaluated at t̂2. The out-of-plane component is still given by Equation (2.40)
ż2(t̂2) = żf(t̂2) − ż(tb2) .
2.3.4 Multiple-Chaser Optimization
DSS applications which rely on AON will need the ability to optimize the
observability of coordinated maneuvers across the entire constellation (or subsets
thereof). The LTI and LTV optimizations proposed above are easily scaled to
spacecraft formations with more than one chaser (see Figure 2.23). This section
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presents the overall scheme with which to apply the observability angle metric to
such formations. The specific cost function used is not intended to capture all the
subtleties of a spacecraft constellation or swarm, but rather to give a
straightforward example of how such a cost may be applied to multiple chasers
simultaneously.
Figure 2.23. RSW frame definition for a multiple-chaser formation. Specifically, a
three-chaser formation centered at an RSO in a circular planetary orbit is shown.
Formation Cost
The following cost function attempts maximize the lump sum observability of
a multiple-chaser formation. It takes a weighted sum of the individual change in
observability resulting from each chaser completing a two-impulse linear rendezvous
within a set span of time (the observability contribution of each chaser may be
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evaluated using any of the cost functions discussed previously, but the LTI notation
is used here for consistency with the results presented in Chapter 3)
JF(β1,β2, tc1, tc2) =
N∑
n=1
[
γF, nJn(β1, n, β2, n, tc1, n, tc2, n)
]
. (2.41)
Where γF, n are scalar weights, N is the number of satellites in the formation, and
Jn represents the individual cost functions being used. The formation variables
β1,β2, tc1, tc2 are N × 1 vectors consisting of the corresponding stacked chaser
variables
β1 = [β1, 1, β1, 2, . . . , β1, N ]
T ,
β2 = [β2, 1, β2, 2, . . . , β2, N ]
T ,
tc1 = [tc1, 1, tc1, 2, . . . , tc1, N ]
T ,
tc2 = [tc2, 1, tc2, 2, . . . , tc2, N ]
T .
tc1 and tc2 are user defined parameters, thus the subsequent optimization will have
a total of 2N variables.
2.3.5 Alternative Cost Functions
Each cost function presented thus far focuses on maximizing the observability
angle metric in Equation (2.33). As this depends on the relative position of the
chaser and it must occur in a finite amount of time, it is expected that optimal
observability maneuvers will tend to require a comparatively high amount of ∆V .
In order to establish a baseline for comparison and then mitigate the propellant
expense, a minimum ∆V cost function and a multi-objective cost function which
incorporates both ∆V and observability are presented.
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Minimum ∆V
The cost function for minimizing control effort is standard in both theory and
practice; it is stated here for reference
J∆V (β1, β2) = k∆V, 1‖u1(β1, β2)‖ + k∆V, 2‖u2(β1)‖ . (2.42)
Where k∆V, 1 and k∆V, 2 are the weights of each burn (as with their observability
counterparts, it is their relative difference which matters rather than their absolute
values).
Weighted Observability and ∆V
A multi-objective cost function, which is a direct superposition of the integral
observability cost, Equation (2.35), and the minimum ∆V cost, is proposed as an
alternative to mitigate the potentially high amounts of control effort required for
optimal observability maneuvers. As before, any observability cost function
formulation is valid, but the LTI notation is used here for consistency with the
results in Chapter 3
Jint/∆V (β1, β2, tc1, tc2) = kobs, 1
∫ tb1+tc1
tb1
(
1 + r̂T1 (β1, τ)r̂m,b1(β1, β2, τ) dτ
)
+
kobs, 2
∫ tb2+tc2
tb2
(
1 + r̂Tm,b2(β1, β2, τ)r̂2(β1, β2, τ) dτ
)
+
k∆V, 1‖u1(β1, β2)‖ + k∆V, 2‖u2(β1)‖ .
(2.43)
Note that due to the difference in the units of the parameters being optimized,
the absolute values of the weighting constants has a sharp impact in multi-objective
optimization. Specifically, because the time integral involved in the observability
portion of the cost will grow to be very large in comparison to the ∆V portion
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(depending on tc1, tc2), the weights k∆V, 1 and k∆V, 2 need to account for the
magnitude difference. Typically, scaling each of the latter by the order of
magnitude of the orbit period is sufficient to ensure that only small changes in the
relative values of the weights are needed to obtain the desired results.
2.4 Constraints
Despite the perceived complexity of Equations (2.34) and (2.35), it is simple to
find a combination of angles (η1, η2) which maximize overall observability. However,
such a solution says nothing of the feasibility of the resultant maneuver. A set of
constraints is presented which can be selectively imposed by the user in order to
enforce the limitations of a realizable system.
2.4.1 Single-Chaser Constraints
Since all subsequent results assume that the RSO is uncooperative, constraints
apply only to the chaser. All constraints are defined using the LROE
parameterization from the LTI system, but all definitions hold for any two-impulse
rendezvous regardless of the free-parameters used; for the LTV case (β1, β2) is
simply replaced with (t̂1, t̂2).
Trajectory Bounds
The first constraint places bounds on (β1, β2) relative to (β0,1, β0,2) so that
only realistic segments of the initial and target trajectories are considered in the
optimization process
(∆β1,min + β0,1) ≤ β1 ≤ (β0,1 + ∆β1,max) ,
(∆β2,min + β0,2) ≤ β2 ≤ (β0,2 + ∆β2,max) .
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Where (∆β1,min,∆β2,min) and (∆β1,max,∆β2,max) are the lower and upper bounds on
(β1, β2), respectively.
Maximum Control Effort
The duration of the maneuver, tm, is a design choice. Thus, finite limits must
be placed on the magnitude of the inputs to the system (u1,u2)
‖u1(β1, β2)‖ ≤ m1 ,
‖u2(β2)‖ ≤ m2 .
The constraints are formulated as inequalities in order to limit the maximum
control effort (m1,m2) allowed per burn.
Collision Avoidance
To prevent possible collisions, safety bubbles are placed around the RSO; it is
assumed that the initial and target trajectories given by the user do not violate the
constraints. The constraints are actively enforced on two trajectory segments: the
transfer trajectory between the two burns, rm,b1(β1, β2, t), and the continuation of
that same trajectory, rm,b2(β1, β2, t), to account for possible failure of the second
burn
RRSO, 1 ≤ ‖rm,b1(β1, β2, t)‖ ∀ tb1 ≤ t ≤ (tb1 + tm) , (2.44)
RRSO, 2 ≤ ‖rm,b2(β1, β2, t)‖ ∀ tb2 ≤ t ≤ (tb2 + tc2) . (2.45)
Where RRSO, 1 and RRSO, 2 are the radii of the RSO safety bubbles associated with
each burn. The radii are allowed to be different values at each burn to account for
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the expected improvement in state estimation after the first burn. In practice, this
mean that RRSO, 2 ≤ RRSO, 1 for nominal scenarios.
Eclipses & Field of View Obstructions
RPOD missions require the RSO to be well lit, centered in the FOV, and on a
clear background (i.e., no secondary bodies). Assuming perfect attitude control, the
constraints necessary to ensure these conditions are divided into two groups:
eclipses and FOV obstructions.
The geocentric coordinates of the Earth and Moon, obtained from
approximate force models of the Sun-Earth-Moon system, are used to determine
eclipse conditions throughout the trajectory segments in which observability is
evaluated (Montenbruck & Gill, 2000). The eclipse constraints ensure that the
integration intervals of Equation (2.35) occur when the RSO is neither in the
umbra, or penumbra of either occulting body.
FOV obstructions occur when a celestial body appears in the frame,
preventing proper centroid identification of the RSO, or when light from said body
saturates the optical sensor. Using the same coordinates as for the eclipse
constraints, an angle αSafe is defined (shown in green, 2©, on Figure 2.24) which
denotes the minimum clearance between the edge of the FOV and the celestial
body in question. In summary,
αBore(t) − αFOV(t) − αBody(t) = αSafe(t) > αKO,Body(t) . (2.46)
Where αKO,Body (keep-out) is constant but has a different value for each celestial
body based on the amount of emitted or reflected light; it is a user defined
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Figure 2.24. Description the angles which make up the FOV constraint for a
particular celestial body. αFOV is a hardware-dependent parameter; it indicates the
half-angle corresponding to sensor FOV. αBody is defined as half of the apparent
angular diameter of the celestial body. αBore is the angle between the pointing
direction of the sensor, and the position vector of the celestial body as seen by the
sensor.
parameter. The sensor FOV half-angle, αFOV (shown in magenta, 4©, on
Figure 2.24), is a hardware specification. αBody depends on the size and distance
from the celestial body; it is defined as half of the apparent angular diameter of the
celestial body (shown in blue, 3©, on Figure 2.24). αBore is the angular distance
between the relative position of the celestial body and the sensor pointing direction
(shown in red, 1©, on Figure 2.24). Equation (2.46) is applied, per body, during the
same integration intervals as the eclipse constraints.
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2.4.2 Multiple-Chaser Constraints
Formations with multiple chasers are subject to additional constraints
designed to improve the overall lifetime and safety entire formation. As before, all
constraints are given in term of the LROE free-parameters but are applicable
regardless of the parameterization in use.
Burn Balancing
It is desirable to prolong the mission lifetime of the formation as a whole, i.e.,
the amount of time the formation can operate as a collective. Therefore, it is
important to ensure that all chasers expend their fuel at similar rates. This
constraint ensures that the magnitude of each burn remains within a chosen
percentage of the formation average burn magnitude
‖u1,n(β1,n, β2,n)‖ ≤
mavg
N
N∑
i=0
‖u1,i(β1,i, β2,i)‖; n = 1, 2, . . . , N ,
‖u2,n(β2,n)‖ ≤
mavg
N
N∑
i=0
‖u2,i(β2,i)‖; n = 1, 2, . . . , N .
Where mavg > 1 is the maximum allowable deviation from the mean, and N is the
total number of chasers in the formation.
Collision Avoidance
In addition to avoiding collisions with the RSO, members of a formation must
take care to keep a safe distance from each other. Therefore, in addition to the
constraints described in Equations (2.44) and (2.45), the following constraints are
enforced
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RCHR ≤‖rm,b1, n(β1, n, β2, n, t) − rm,b1, n̂(β1, n̂, β2, n̂, t)‖ (2.47)
∀ tb1, n ≤ t ≤ (tb1, n + tm, n) ,
RCHR ≤‖rm,b2, n(β1, n, β2, n, t) − rm,b2, n̂(β1, n̂, β2, n̂, t)‖ (2.48)
∀ tb2, n ≤ t ≤ (tb2, n + tc2, n) .
Where 1 ≤ n ≤ N denotes the chaser being evaluated, and 1 ≤ n̂ ≤ N, n̂ 6= n
denotes all other chasers. This effectively creates a minimum safe distance that all
chasers must maintain throughout the maneuver.
As with previous collision avoidance constraints, Equations (2.47) and (2.48)
do not prevent collisions after the target trajectory has been acquired, such
considerations are part of the target trajectory selection and design process.
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3. Numerical Simulations and Results
This chapter showcases representative rendezvous scenarios in which the
various cost formulations and constraints developed in Chapter 2 are applied.
Solutions are obtained through a two-stage (coarse and refined) optimization
approach which takes full advantage of the two-variable parameterization of the
problem to 1) significantly reduce the risk of convergence to local minima and 2)
produce a visual representation of all possible valid and invalid solutions.
Results are divided into four main sections:
1. LTI system dynamics in a geosynchronous equatorial orbit (GEO). A
qualitative comparison of the restrictions created by each single-chaser
constraint.
2. LTI system dynamics in GEO. A performance comparison of each
observability and alternative single-chaser cost function.
3. LTV system dynamics in LEO. An examination of the three different cases
proposed in Section 3.2 for elliptic orbits.
4. LTI system dynamics in GEO. A sample of the performance of a three-chaser
coordinated observability maneuver.
All fixed quantities and user-defined parameters which remain constant
throughout the numerical simulations are listed in Table 3.1. A summary of all
results in terms of the ∆V required and the integral observability objective
resulting from each burn is compiled at the end of the chapter (Table 3.18).
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Table 3.1
User-Defined Optimization Parameters
Parameter name Symbol Value Units
Maneuver duration tm 0.40 TRSO
Burn 1 integration window tc1 0.25 TRSO
Burn 2 integration window tc2 0.25 TRSO
Burn 1 observability objective weight kobs, 1 1 -
Burn 2 observability objective weight kobs, 2 1 -
Burn 1 ∆V magnitude objective weight k∆V, 1 50 000 -
Burn 2 ∆V magnitude objective weight k∆V, 2 50 000 -
Camera FOV half-angle αFOV 2.5
◦
FOV Sun keep-out angle αKO,⊙ 35
◦
FOV Earth keep-out angle αKO,⊕ 10
◦
FOV Moon keeo-out angle αKO,% 10
◦
Note. These parameters and constants apply to all optimization scenarios unless
otherwise specified.
3.1 Circular Orbit Maneuvers
The constrained minimization problems presented in Section 2.3 have no
analytical solution and must be solved numerically. However, local gradient-based
optimization algorithms only guarantee local convergence, therefore, a two-stage
numerical approach is developed which makes use of 1) grid-search (GS) methods
which perform an exhaustive search over the entire solution space to obtain a
coarse estimate of the global minimum, and 2) nonlinear programming methods
which refine the initial estimate to within working precision; the salient points are
outlined in Figure 3.1.
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Chaser Initialization
Given the inputs
x1(β1) → initial trajectory provided by user
x2(β2) → desired trajectory provided by user
Global (Coarse) Grid Search
An approximate solution is found by evaluating
[β1, β2]GS = grid-search : argmin
(β1, β2)
(
J(β1, β2, tc1, tc2)
)
subject to chaser constraints for all combinations of [β1, β2]
Local (Refined) Optimization
The refined cost minimizing solution is given by
[β1, β2]Opt = nlopt
†
(
J(β1, β2, tc1, tc2), [β1, β2]GS
)
subject to chaser constraints
† nlopt denotes an arbitrary nonlinear optimization algorithm.
Figure 3.1. Pseudocode flowchart for the numerical solution approach to the single
chaser optimal observability problem using LROE parameterization. The
interior-point method algorithm IPOPT (Wächter & Biegler, 2006) is used as the
nonlinear solver; parameters and settings are detailed in Appendix E.
3.1.1 Maneuvers in Geosynchronous Orbit: Constraint Sensitivity
In order to give a qualitative description of the individual contribution of each
single-chaser constraint discussed in Section 2.4, a LTI rendezvous scenario in GEO,
with ECI frame parameters as shown in Table 3.2, is proposed. The initial and
target conditions for the maneuver (shown in Table 3.3) describe two NMC
trajectories (see green trajectory in Figure 2.14) shifted along the in-track direction
so that they are behind and ahead of the RSO, respectively. All constraints settings
are also given in Table 3.3.
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Table 3.2
RSO MCOEs in Geosynchronous Equatorial Orbit - Epoch 1
rRSO e ν i ω
†
p Ω
35 786 km + R⊕ 0 0
◦ 0◦ 0◦ 0◦
Note. Epoch date is February 25th, 2018 at 12:00am; MCOEs are defined as shown
in Figure 2.1.
† Argument of perigee is not strictly defined for circular orbits.
Table 3.3
NMC to NMC Trajectory - Initial Conditions
Parameter name Symbol Value Units
Initial Trajectory LROE
(
xT1 (β0,1)
)
[500, 0,−750, 0, 0, 0] †
Final Trajectory LROE
(
xT2 (β0,2)
)
[500, 0, 750, 0, 0, 0] †
Input Bounds [m1,m2] [0.065, 0.065] m/s
Collision Bounds [RRSO, 1, RRSO, 2] [250, 100] m
Trajectory Bounds
[∆β1,min,∆β1,max] [0, 2π] rad
[∆β2,min,∆β2,max] [−π, π] rad
Note. Initial and target trajectory conditions for an NMC to NMC maneuver in
GEO. Constraints are given using the LROE parameterization.
† LROEs are given in the order [ae, xd0, yd0, β0, zmax, ψ0] with units [m, m, m, rad,
m, rad]
The output of the grid-search portion of the optimization process produces a
carpet plot of the cost function evaluated over the entire solution space (e.g.,
Figure 3.3). The plot is divided into feasibility regions: feasible regions, those which
do not violate any constraints, are shown in blue, and infeasible regions, those
which violate any constraint, are shown in red. Due to the finite coarseness of the
exhaustive search, the regions are separated by empty space. When plotting the
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optimal solution (or its estimate), if the minimum occurs at the boundary of an
inequality constraint, the solution will lie exactly between feasible and infeasible
regions, i.e., somewhere in the empty space. In this case, the space can be regarded
as the neighborhood in which the local solver must find the refined optimal solution.
In the event that the minimum occurs away from the boundary of any constraints,
the optimal solution will simply lie on a valley in the feasible region.
(a) (b)
(c) (d)
Figure 3.2. Comparison between cost function map feasibility regions resulting from
toggling individual constraints. Sub-figure(a) through (d) show the feasibility
regions when the only active constraints are maximum input, collision avoidance,
eclipse avoidance, and FOV obstruction avoidance, respectively.
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Figure 3.2 shows the feasibility regions resulting from activating each set of
constraints individually for the NMC maneuver scenario. Since constraints are
independent of the cost function or weighting in use, these regions remain
unchanged for a given scenario. The combined effect of all constraints is simply the
intersection of all feasibility regions. The plot resulting from this intersection and
the evaluation of the integral observability cost at every (β1, β2) combination
(referred to a cost map) is shown in Figure 3.3. This figure also shows the initial
grid-search estimate (magenta) and the refined solution (green). As expected, they
lie fairly close to each other and also avoid local minima present elsewhere in the
map (e.g., the top right-hand corner of the plot.)
Figure 3.3. Cost function map for the transfer between NMC trajectories in GEO.
Figure 3.4 shows the propagation of the optimal observability maneuver in the
RSW frame. The initial, x1(t), and target, x2(t), trajectory NMCs are indicated by
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blue and green lines, respectively. The transfer trajectory, xm(t), indicated by the
red line, can be seen to skirt the first-burn safety radius (blue sphere); a sign that
Figure 3.4. RSW frame view of an optimal observability transfer between NMC
trajectories in GEO.
Table 3.4
NMC to NMC Trajectory - Optimization
Parameter name Symbol Value Units
Optimal Set [β1, β2]Opt [0.9587, 3.7883] rad
Cost Minimum min(Jint) 41 110 -
Position at Burn 1 rT1 (β1,Opt) [−143.6470,−340.7786, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [199.5843, 448.6817, 0.0000] m
Impulsive Burn 1 uT1 [−0.0344, 0.0048, 0.0000] m/s
Impulsive Burn 2 uT2 [−0.0386,−0.0048, 0.0000] m/s
Note. Optimal observability maneuver between two NMC trajectories in GEO. The
results correspond to an optimization with respect to the integral observability cost
function, Equation (2.35).
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the solution in Figure 3.2 lies on the collision avoidance constraint boundary. The
cyan and magenta portions highlight the trajectory segments which correspond to
the observability evaluation intervals tc1 and tc2, respectively. The solid and dashed
lines identify the acquired (forced) and alternate (unforced) trajectories between
which the observability angles are measured (see Figure 2.18). Table 3.4 shows all
the data corresponding to the optimal maneuver.
3.1.2 Maneuvers in Geosynchronous Orbit: Cost Function Comparison
This section gives a comparison between the optimal maneuvers resulting from
the use of all single-chaser cost functions presented in Section 2.4.1. The integral
observability cost, Equation (2.35), is also evaluated for each result to use as the
baseline for comparison.
Each result corresponds to a LTI rendezvous scenario in GEO, with ECI frame
parameters as shown in Table 3.5. The initial and target conditions for the
maneuvers (shown in Table 3.6) describe teardrop and corkscrew trajectories (see
cyan and red trajectories in Figures 2.14 and 2.15), respectively. All constraints
shown previously are active for all maneuvers; their updated settings are also shown
Table 3.5
RSO MCOEs in Geosynchronous Equatorial Orbit - Epoch 2
rRSO e ν i ω
†
p Ω
35 786 km + R⊕ 0 0
◦ 0◦ 0◦ 0◦
Note. Epoch date is January 1st, 2018 at 12:00am; MCOEs are defined as shown in
Figure 2.1.
† Argument of perigee is not strictly defined for circular orbits.
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in Table 3.6. However, since the feasibility regions remain the same for each
maneuver, only the cost map for the multi-objective optimization, Equation (2.43),
is shown.
Table 3.6
Teardrop to Corkscrew Trajectory - Initial Conditions
Parameter name Symbol Value Units
Initial Trajectory LROE
(
xT1 (β0,1)
)
[1500, 500, 2350, π, 0, 0] †
Final Trajectory LROE
(
xT2 (β0,2)
)
[1000,−250,−500, π/3, 500, π] †
Input Bounds [m1,m2] [0.15, 0.15] m/s
Collision Bounds [RRSO, 1, RRSO, 2] [500, 250] m
Trajectory Bounds
[∆β1,min,∆β1,max] [0, 2π] rad
[∆β2,min,∆β2,max] [−π, π] rad
Note. Initial and target trajectory conditions for a teardrop to corkscrew maneuver
in GEO. Constraints are given using the LROE parameterization.
† LROEs are given in the order [ae, xd0, yd0, β0, zmax, ψ0] with units [m, m, m, rad,
m, rad]
As expected, each maneuver comparatively outperformed the rest with respect
to its corresponding objective. Some notable observations are that both the integral
and point-to-point optimal observability variants consume high amounts of ∆V ,
whereas the multi-objective optimization results in better observability that the
point-to-point solution, at a lower ∆V cost than either. The minimum ∆V solution
performs poorly in terms of observability and serves mostly as a marker for the best
possible control effort.
Figures 3.5 to 3.7 and 3.9 and correspondingly Tables 3.7 to 3.10 outline the
results for each maneuver. The respective cost function minimum achieved by each
optimization is shown alongside the equivalent integral observability rating
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associated with the maneuver; recall that the lower the cost value, the better the
maneuver.
Figure 3.5. RSW frame view of an optimal observability (integral form) transfer
between teardrop and corkscrew trajectories in GEO.
Table 3.7
Teardrop to Corkscrew Trajectory - Optimization (Observability - Integral Form)
Parameter name Symbol Value Units
Optimal Set [β1, β2]Opt [7.4576, 2.3335] rad
Cost Minimum min(Jint) 54 463 -
Position at Burn 1 rT1 (β1,Opt) [210.4254, 496.6935, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [95.4813, 705.3420,−479.7887] m
Impulsive Burn 1 uT1 [−0.0724,−0.0093,−0.0595] m/s
Impulsive Burn 2 uT2 [0.0071,−0.0180,−0.0584] m/s
Note. Optimal observability maneuver between teardrop and corkscrew trajectories
in GEO. The results correspond to an optimization with respect to the integral
observability cost function, Equation (2.35).
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Figure 3.6. RSW frame view of an optimal observability (point-to-point) transfer
between teardrop and corkscrew trajectories in GEO.
Table 3.8
Teardrop to Corkscrew Trajectory - Optimization (Observability - Point-to-Point)
Parameter name Symbol Value Units
Optimal Set [β1, β2]Opt [5.0452, 3.2274] rad
Cost Minimum min(Jp2p) 0.1929 -
Integral Observability min(Jint) 68 809 -
Position at Burn 1 rT1 (β1,Opt) [255.0247,−495.3786, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [248.2390, 231.8091,−409.8862] m
Impulsive Burn 1 uT1 [0.0076,−0.0019,−0.0509] m/s
Impulsive Burn 2 uT2 [−0.0471,−0.0254,−0.0203] m/s
Note. Optimal observability maneuver between teardrop and corkscrew trajectories
in GEO. The results correspond to an optimization with respect to the
point-to-point observability cost function, Equation (2.34).
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Figure 3.7. RSW frame view of a minimum ∆V transfer between teardrop and
corkscrew trajectories in GEO.
Table 3.9
Teardrop to Corkscrew Trajectory - Optimization (Minimum ∆V )
Parameter name Symbol Value Units
Optimal Set [β1, β2]Opt [4.5926, 1.0230] rad
Cost Minimum min(J∆V ) 35 821 -
Integral Observability min(Jint) 83 471 -
Position at Burn 1 rT1 (β1,Opt) [589.6423,−227.4873, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [−510.4188, 344.7650, 12.0972] m
Impulsive Burn 1 uT1 [0.0223,−0.0137, 0.0015] m/s
Impulsive Burn 2 uT2 [0.0252,−0.0136,−0.0352] m/s
Note. Minimum control effort maneuver between teardrop and corkscrew
trajectories in GEO. The results correspond to an optimization with respect to the
minimum ∆V cost function, Equation (2.42).
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Figure 3.8. Multi-objective cost function map for the transfer between teardrop and
corkscrew trajectories in GEO.
Figure 3.9. RSW frame view of a multi-objective maneuver transfer between
teardrop and corkscrew trajectories in GEO.
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Table 3.10
Teardrop to Corkscrew Trajectory - Optimization (Multi-Objective)
Parameter name Symbol Value Units
Optimal Set [β1, β2]Opt [7.2449, 3.1630] rad
Cost Minimum min(Jint/∆V ) 116 935 -
Integral Observability min(Jint) 63 300 -
Position at Burn 1 rT1 (β1,Opt) [70.8963, 502.7770, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [249.9206, 272.0411,−427.4734] m
Impulsive Burn 1 uT1 [−0.0526,−0.0108,−0.0530] m/s
Impulsive Burn 2 uT2 [−0.0127,−0.0166,−0.0240] m/s
Note. Weighted observability and control effort optimal maneuver between teardrop
and corkscrew trajectories in GEO. The results correspond to an optimization with
respect to the multi-objective cost function, Equation (2.43).
A closer look at the propagation of both optimal observability trajectories
(Figures 3.5 and 3.6) reveals that the positions at the time of the second burn for
each maneuver are close to the point in the target trajectory with the greatest
possible out-of-plane displacement: roughly 480 km and 410 km for the integral and
point-to-point maneuvers, respectively; the maximum displacement zmax of the
target trajectory is 500 km. This tendency to maximize the out-of-plane
displacement seems to be a trait of observability burns in general. Upon inspection,
this is quite a natural result since the decoupling of the in-plane and out-of-plane
motion means that an out-of-plane maneuver is an easy way of increasing the
observability angle η without affecting the in-plane motion. Therefore, a major
drawback of using linear dynamics in the optimization process is that if the initial
and target trajectories are both planar (as in the previous NMC example),
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maneuvers with out-of-plane components will not be part of the allowable solution
space.
3.2 Elliptic Orbit Maneuvers
This section parallels the structure of the previous one to present a
comparison of the different LTV rendezvous cases introduced in Section 3.2. All
cases are subject to optimization using the integral observability cost function in
terms of the pseudo-time parameterization, Equation (2.39), as the objective. The
solution approach flowchart has been likewise updated to reflect the change in
parameterization (see Figure 3.10).
Chaser Initialization
Given the inputs
x1(t̂0,1) → initial trajectory provided by user
x2(t̂0,2) → desired trajectory provided by user
Global (Coarse) Grid Search
An approximate solution is found by evaluating
[t̂1, t̂2]GS = grid-search : argmin
(t̂1, t̂2)
(
J(t̂1, t̂2, tc1, tc2)
)
subject to chaser constraints for all combinations of [t̂1, t̂2]
Local (Refined) Optimization
The refined cost minimizing solution is given by
[t̂1, t̂2]Opt = nlopt
†
(
J(t̂1, t̂2, tc1, tc2), [t̂1, t̂2]GS
)
subject to chaser constraints
† nlopt denotes an arbitrary nonlinear optimization algorithm.
Figure 3.10. Pseudocode flowchart for the numerical solution approach to the
single chaser optimal observability problem using pseudo-time parameterization.
The interior-point method algorithm IPOPT (Wächter & Biegler, 2006) is used as
the nonlinear solver; parameters and settings are detailed in Appendix E.
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The LTV rendezvous scenario is set in LEO, with ECI frame parameters as
shown in Table 3.11. The initial and target conditions for the maneuver describe
two drifting trajectories analogous to mirrored snaking maneuvers in a LTI system
(see green trajectory in Figure 2.15); the details, including constraint settings are
given in Table 3.12.
Table 3.11
RSO MCOEs in Low Earth Orbit
rp e ν i ωp Ω
500 km + R⊕ 0.25 0
◦ 0◦ 0◦ 0◦
Note. Epoch date is January 1st, 2018 at 12:00am, with MCOEs are defined as
shown in Figure 2.1.
Table 3.12
Elliptic Orbit Trajectory - Initial Conditions
Parameter name Symbol Value Units
Initial Trajectory xT1 (t̂0,1) [−100,−500, 250, 0, 150nRSO, 0] [m, m/s]
Final Trajectory xT2 (t̂0,2) [100, 500,−250, 0,−150nRSO, 0] [m, m/s]
Input Bounds [m1,m2] [0.75, 0.75] m/s
Collision Bounds [RRSO, 1, RRSO, 2] [100, 50] m
Trajectory Bounds
[∆t̂1,min,∆t̂1,max] [0, TRSO/2] s
[∆t̂2,min,∆t̂2,max] [−TRSO/2, TRSO/2] s
Note. Initial and target trajectory conditions for a maneuver between two drifting
trajectories in LEO with eRSO = 0.25. Constraints are given using the pseudo-time
parameterization.
Due to the short orbit period of LEOs, eclipse and FOV constraints may easily
render the problem unsolvable (i.e., no feasible solutions are possible). Finding a
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target trajectory that can accommodate a full set of constraints then becomes a
mission design problem (although feasibility conditions may certainly be used to
inform the latter). For simplicity, the only active constraints used in the LTV
scenario are: trajectory bounds, control effort limits and collision avoidance. Note
that maneuvers in LEO tend to require much more ∆V than those in GEO,
consequently, the control effort limits are considerably higher.
3.2.1 Case 1: Single Variable Optimization
Recall that Case 1 conditions enforce that t̂2 = t̂1 + tm, which effectively
reduces the number of optimization variables to one. This is immediately apparent
in Figure 3.11 which shows the cost map is reduced to a region represented by a
single curve. The intended effect of this order reduction, viz., avoiding the
reachability problem described in Section 2.3.3, is confirmed by the trajectory
Figure 3.11. Cost function map for the elliptic orbit Case 1 conditions in LEO.
Note that the case-dependent restriction results in a single-variable optimization.
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propagation in Figure 3.12, which shows that the second burn acquires the target
trajectory exactly. As with previous examples, the data pertaining to the optimal
observability maneuver is detailed in Table 3.13.
Figure 3.12. RSW frame view of an optimal observability transfer between using
Case 1 conditions.
Table 3.13
Elliptic Orbit Trajectory - Optimization: Case 1
Parameter name Symbol Value Units
Optimal Set [t̂1, t̂2]Opt [2047, 5543] s
Cost Minimum min(Jint) 5955 -
Position at Burn 1 rT1 (t̂1,Opt) [−290.9956,−248.1252,−132.4905] m
Position at Burn 2 rT2 (t̂2,Opt) [1000.0246,−1452.0742, 341.4590] m
Impulsive Burn 1 uT1 [0.5267, 0.0982, 0.3882] m/s
Impulsive Burn 2 uT2 [−0.0469, 0.0902,−0.1507] m/s
Note. Optimal observability maneuver for the LTV Case 1 conditions in LEO
(eRSO = 0.25). The results correspond to an optimization with respect to the
integral observability cost function, Equation (2.35).
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3.2.2 Case 2: Two Variable Optimization
Case 2 conditions place no restrictions on t̂2, therefore this case is the most
similar to the previous LTI examples. As seen in Figure 3.13, the cost map is again
a function of both t̂1 and t̂2 as free parameters. However, the maneuver propagation
in Figure 3.13 illustrates the aforementioned reachability problem: although the
executed maneuver results in a transfer trajectory which intersects the target
trajectory at the time of the second burn, it only does so at the relative position
level. The incompatible true anomaly propagation (see Section 2.3.3) makes it so
there is no guarantee that any burn will produce the desired trajectory. Thus,
although the second burn satisfies the optimal observability criteria, this
application of the pseudo-time parameterization fails to properly acquire the target
trajectory. Table 3.14 shows the optimal observability results.
Figure 3.13. Cost function map for elliptic orbit Case 2 conditions in LEO.
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This limitation is mitigated by accompanying constraints such as collision
avoidance, and the fact that this type of maneuver design is intended as part of the
guidance and planning process, not as a real-time application. Nonetheless, the
level of risk and uncertainty associated with Case 2 maneuvers may outweigh any
potential observability gains.
Interestingly, when the RSO is on a circular orbit, this case produces identical
results to those obtained with the LROE parameterization for the LTI system.
Appendix C shows a comparison of the optimal observability maneuver results
obtained from each method.
Finally, note that different formulations of the rendezvous problem may avoid
difficulties altogether. For instance, Case 1 and Case 2 could be merged into a
three-burn sequence in which the first and second burns are executed according to
Case 2 criteria, and the third burn is constrained at the free parameter level, as in
Case 1, such that it acquires the target trajectory exactly after the observation
period has elapsed.
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Figure 3.14. RSW frame view of an optimal observability transfer between using
Case 2 conditions.
Table 3.14
Elliptic Orbit Trajectory - Optimization: Case 2
Parameter name Symbol Value Units
Optimal Set [t̂1, t̂2]Opt [583,−1948] s
Cost Minimum min(Jint) 5724 -
Position at Burn 1 rT1 (t̂1,Opt) [−121.1730,−453.0483, 200.8909] m
Position at Burn 2 rT2 (t̂2,Opt) [277.6664, 1088.6808, 109.1532] m
Impulsive Burn 1 uT1 [−0.4805, 0.2812, 0.5025] m/s
Impulsive Burn 2 uT2 [−0.5507,−0.3218, 0.0022] m/s
Note. Optimal observability maneuver for the LTV Case 2 conditions in LEO
(eRSO = 0.25). The results correspond to an optimization with respect to the
integral observability cost function, Equation (2.35).
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3.2.3 Case 3: Layered Objective Optimization
Case 3 represents a compromise between the stringent restrictions of Case 1
and the uncertainty of the second burn in Case 2. The free parameters remain
unrestricted, but the second burn, rather than a simple velocity match with the
target trajectory, is now a minimum ∆V burn subject to first-order periodicity
conditions (see Section 2.3.3). This means that even though there is still some level
of uncertainty associated with the maneuver, the acquired trajectory will always be
closed and tangent to the target trajectory at the position of the second burn.
Although more computationally expensive than the previous cases, since a
second optimization must be performed at every iteration of the (t̂1, t̂2) solution
space, it significantly reduces the risk presented by the drifting behavior resulting
from Case 2. Figures 3.15 and 3.16 show the cost map and trajectory propagation
Figure 3.15. Cost function map for elliptic orbit Case 3 conditions in LEO.
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of the optimal observability maneuver. The corresponding data is given in
Table 3.15.
Figure 3.16. RSW frame view of an optimal observability transfer between using
Case 3 conditions. The solid magenta line corresponds to three orbit periods of
post-maneuver propagation to show that periodicity conditions hold.
Table 3.15
Elliptic Orbit Trajectory - Optimization: Case 3
Parameter name Symbol Value Units
Optimal Set [t̂1, t̂2]Opt [1725, 4370] s
Cost Minimum min(Jint) 6234 -
Position at Burn 1 rT1 (t̂1,Opt) [−245.0852,−316.4267,−56.1752] m
Position at Burn 2 rT2 (t̂2,Opt) [726.2257,−674.7877, 416.5122] m
Impulsive Burn 1 uT1 [0.2616, 0.1787, 0.4727] m/s
Impulsive Burn 2 uT2 [0.0144,−0.1176, 0.0000] m/s
Note. Optimal observability maneuver for the LTV Case 3 conditions in LEO
(eRSO = 0.25). The results correspond to an optimization with respect to the
integral observability cost function, Equation (2.35).
100
3.3 Multiple-Chaser Formation Maneuvers
The multiple-chaser formation optimization scheme applies to an arbitrary
number of chasers using any of the cost functions proposed above, limited only by
computation time, which scales exponentially with the number of chasers.
Figure 3.17 captures the iterative aspect of the updated solution approach using the
LROE parameterization. The first stage simply gathers the initial and target
conditions for each chaser. During the second stage, the chaser-level optimization,
the same coarse grid-search as in the single-chaser scenarios is performed for each
member of the formation individually; formation-level constraints are ignored at
this stage. At the third stage, formation-level optimization, the simplicity of the
two-variable optimization is lost due to formation constraints which apply to all
chasers simultaneously, resulting in a 2N variable process.
3.3.1 Three-Chaser Formation
A three-chaser formation optimal rendezvous scenario offers results which can
be qualitatively extrapolated for larger formations without steep computational
requirements. The formation is centered around a RSO in GEO, with ECI frame
parameters as stated in Table 3.5. All constraints, including eclipse, FOV, and all
formation-level restrictions are active in this scenario.
The initial and target conditions for each chaser are detailed in Table 3.16.
Each chaser starts out in a different NMC trajectory (see green trajectory in
Figure 2.14) shifted along the negative in-track direction, then targets the same
non-drifting football trajectory (see blue trajectory in Figure 2.15).
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Chaser Initialization
Given the inputs
for n = 1 : N
x1,n(β1,n) → initial trajectory provided by user
x2,n(β1,n, β2,n) → desired trajectory provided by user
end
Where N is the the number of chasers in the formation
Global (Chaser-Level) Grid Search
An approximate solution is found by evaluating
for n = 1 : N
[β1,n, β2,n]GS = grid-search : argmin
(β1,n, β2,n)
(
J(β1,n, β2,n, tc1,n, tc2,n)
)
end
subject to individual chaser constraints. The rows of
[β1,β2]GS =


β1,1 β2,1
...
...
β1,N β2,N


GS
∈ RN×2
are the appropriate single-chaser cost (J) minimizing variables
Local (Formation-Level) Optimization
The refined cost minimizing solution is given by
[β1,β2]Opt = nlopt
†
(
JF(β1,β2, tc1, tc2), [β1,β2]GS
)
subject to individual chaser and formation constraints
† nlopt denotes an arbitrary nonlinear optimization algorithm.
Figure 3.17. Pseudocode flowchart for the numerical solution approach to the N
chaser formation optimal observability problem using LROE parameterization.
The interior-point method algorithm IPOPT (Wächter & Biegler, 2006) is used as
the nonlinear solver; parameters and settings are detailed in Appendix E.
Figure 3.18 shows the individual cost maps of each chaser, evaluated for the
integral observability cost, Equation (2.35). The combination of all the grid-search
estimates becomes the initial conditions of the refined N × 2 nonlinear optimization.
In direct contrast with all previous cost maps, the refined solution will not
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necessarily improve the initial estimate of each individual chaser since the last stage
of the process is subject to additional constraints and weights which cannot be
represented in each individual map. The coordinated optimal observability
maneuver is shown in Figure 3.19, with the specific details given in Table 3.17.
Note that although the chaser trajectories seem to intersect, the chaser
collision constraints, Equations (2.47) and (2.48), will not allow this. The apparent
(a) (b)
(c)
Figure 3.18. Individual cost function maps for a three-chaser formation in GEO.
Note how the grid-search estimate in each subplot corresponds to a lower cost
function value than the refined solution; this is due to the additive formation cost
outlined in Section 3.3.1. Sub-figures (a) through (c) correspond to chasers #1 to
#3, respectively)
103
Figure 3.19. RSW frame view of an optimal observability maneuver of a
three-chaser formation in GEO. All chasers start in different NMC trajectories,
upstream of the RSO and target the same non-drifting football orbit downstream
of the RSO.
intersection actually corresponds to three different points in time. This can be
quickly verified by looking at the positions of the first burn for each chaser, which
occur at different points along their respective NMC trajectories, thereby
corresponding to different β1,n values, and hence time offsets. Another telling sign
that the chaser collision constraints are in effect is the arrangement of the relative
positions on the target trajectory: they naturally assemble into a formation with
mutual separations larger than RCHR.
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Table 3.16
Three-Chaser Formation - Initial Conditions
Parameter name Symbol Value Units
Formation
Burn Balancing mavg 1.20 -
Chaser #1
Initial Trajectory xT0 (β0,1) [0,−250, 0, 0.015, 0, 0] [m,m/s]
Final Trajectory xTf (β0,2) [0, 1000, 500, 500nRSO, 0, 0] [m, m/s]
Input Bounds [m1,m2] [0.25, 0.25] m/s
Collision Bounds
[RRSO, 1, RRSO, 2] [250, 100] m
RCHR 100 m
Trajectory Bounds
[∆β1,min,∆β1,max] [0, 2π] rad
[∆β2,min,∆β2,max] [−π, π] rad
Chaser #2
Initial Trajectory xT0 (β0,1) [0,−500, 0, 0.015, 0, 0] [m, m/s]
Final Trajectory xTf (β0,2) [0, 1000, 500, 500nRSO, 0, 0] [m, m/s]
Input Bounds [m1,m2] [0.25, 0.25] m/s
Collision Bounds
[RRSO, 1, RRSO, 2] [250, 100] m
RCHR 100 m
Trajectory Bounds
[∆β1,min,∆β1,max] [0, 2π] rad
[∆β2,min,∆β2,max] [−3π/4, 5π/4] rad
Chaser #3
Initial Trajectory xT0 (β0,1) [0,−750, 0, 0.015, 0, 0] [m, m/s]
Final Trajectory xTf (β0,2) [0, 1000, 500, 500nRSO, 0, 0] [m, m/s]
Input Bounds [m1,m2] [0.25, 0.25] m/s
Collision Bounds
[RRSO, 1, RRSO, 2] [250, 100] m
RCHR 100 m
Trajectory Bounds
[∆β1,min,∆β1,max] [0, 2π] rad
[∆β2,min,∆β2,max] [−π/2, 3π/2] rad
Note. Initial and target trajectory conditions for a coordinated maneuver of a
three-chaser formation in GEO. Constraints are given using the LROE
parameterization.
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Table 3.17
Three-Chaser Formation Trajectory - Optimization
Parameter name Symbol Value Units
Formation
Cost Minimum min(JF) 132 575 -
Chaser #1
Optimal Set [β1, β2]Opt [7.6134, 1.0079] rad
Cost Minimum min(Jint) 41 799 -
Position at Burn 1 rT1 (β1,Opt) [−49.0089,−261.8471, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [−266.8134, 845.7240, 422.8578] m
Impulsive Burn 1 uT1 [−0.0306,−0.0036, 0.0525] m/s
Impulsive Burn 2 uT2 [0.0200, 0.0036, 0.0619] m/s
Chaser #2
Optimal Set [β1, β2]Opt [7.6773, 1.1874] rad
Cost Minimum min(Jint) 44 609 -
Position at Burn 1 rT1 (β1,Opt) [−36.1560,−506.4050, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [−187.0346, 927.4103, 463.6974] m
Impulsive Burn 1 uT1 [−0.0432, 0.0003, 0.0575] m/s
Impulsive Burn 2 uT2 [0.0090,−0.0003, 0.0602] m/s
Chaser #3
Optimal Set [β1, β2]Opt [7.2560, 1.4000] rad
Cost Minimum min(Jint) 46 167 -
Position at Burn 1 rT1 (β1,Opt) [−115.8124,−821.3996, 0.0000] m
Position at Burn 2 rT2 (β2,Opt) [−84.9978, 985.4506, 492.7222] m
Impulsive Burn 1 uT1 [−0.0496, 0.0024, 0.0611] m/s
Impulsive Burn 2 uT2 [−0.0020,−0.0024, 0.0556] m/s
Note. Coordinated optimal observability maneuver for a three-chaser formation in
GEO. The results correspond to an optimization with respect to the integral
observability cost function, Equation (2.35). All chasers are weighted equally.
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3.4 Summary of Results
A brief summary of all the results presented in this chapter, is given here in
the form of a ∆V table and integral observability cost rating. Given that propellant
consumption and state estimation error are two of the most critical quantities
affecting the survivability of an AON reliant RPOD mission, it provides a good
roadmap for the different cost functions, their usage, and possible applications.
Table 3.18
Optimal Maneuver Summary
‖u1‖ ‖u2‖ Jint
Jint
TRSO
Units [m/s] [m/s] [-] [-]
G
E
O
NMC maneuver 0.0347 0.0389 41 110 0.4771
Teardrop maneuver (Jint) 0.0942 0.0615 54 463 0.6320
Teardrop maneuver (Jp2p) 0.0515 0.0572 68 809 0.7986
Teardrop maneuver (J∆V ) 0.0262 0.0454 83 471 0.9687
Teardrop maneuver (Jmix) 0.0754 0.0318 63 300 0.7346
L
E
O
Elliptic orbit: Case 1 0.6616 0.1818 5955 0.6813
Elliptic orbit: Case 2 0.7500 0.6379 5724 0.6549
Elliptic orbit: Case 3 0.5690 0.1185 6234 0.7132
G
E
O
Three-chaser formation: chaser # 1 0.0608 0.0651 41 799 0.4851
Three-chaser formation: chaser # 2 0.0719 0.0608 44 609 0.5177
Three-chaser formation: chaser # 3 0.0787 0.0557 46 167 0.5358
Note. Results summary outlining the magnitude (∆V ) of each burn for the optimal
maneuvers discussed above. As a baseline for comparison, the unweighted
observability rating of each maneuver is given in terms of the integral cost Jint
regardless of the cost function used in the optimization. The last column gives
observability rating normalized with respect to the orbit period.
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An important distinction between ∆V usage and the observability rating, is
that the former is a measurable physical quantity whereas the latter depends on
user defined parameters and maneuver types. In short, comparing observability
maneuvers with different integration windows or constraints is not a
straightforward process. However, since tc1 and tc2 are constant functions of the
orbital period across all the results presented thus far, dividing by the
corresponding TRSO for each case gives a valid heuristic tool for comparison. Note
that small differences in observability ratings which are weighted this way, and
which correspond to orbits with markedly different geometries (e.g., GEO and
elliptic LEO), or relative trajectories with different sets of constraints, are not to be
trusted. Contrasting maneuvers with similar end conditions and in similar
planetary orbits will always result in a more reliable comparison.
Overall observations are consistent with the case specific remarks for each
example: 1) higher observability ratings are accompanied by higher ∆V usage. 2)
The opposite is also true; results which include some type of ∆V optimization
suffer in terms of observability (e.g., the GEO J∆V and the elliptic orbit Case 3
results). 3) If ∆V usage is a concern rather than a priority, the multi-objective
optimization offers the best compromise.
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4. Verification and Validation
Results presented thus far show that the optimal observability rendezvous
framework does indeed fulfill its design purpose of maximizing the observability
angle η under various conditions. This chapter presents an overview of a validation
environment which tests the correlation between optimal observability maneuvers
and improved state estimation. In particular, the navigation performance resulting
from an optimal observability maneuver is compared to that from other admissible
maneuvers subject to the same constraints. This is in contrast to traditional
navigation validation scenarios which attempt to establish the statistical
performance limits of the filter itself through Monte Carlo simulations.
Multiple parameter sweep simulations with random inputs are performed for a
selection of the integral observability maneuvers obtained in Chapter 3: 1) two
different filter designs are each tested on the LTI system using both measurement
models from Section 2.2.2. 2) A single filter configuration is chosen and used to test
all three LTV cases. 3) The combined performance of the three-chaser coordinated
maneuver is compared to the individual performance of each chaser.
Navigation performance is evaluated for all simulations using range error and
filter covariance metrics. The consistency and stability of the filters are tested using
a chi-squared test.
4.1 Validation Environment
The validation environment consists of four specific components: 1) a
simplified dynamics model used by the filter for internal state propagation, 2) a
truth model assumed to represent all dynamics of interest 3) a measurement model
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used by the filter to sample the dynamics from the truth model, and 4) a
consistency test algorithm which evaluates the optimality of the filter (in the
Gaussian sense) over multiple runs.
4.1.1 Estimation Truth Model
The truth model used in the navigation simulations is an augmented version of
the restricted two-body equation for point masses (Equation (2.1)), which accounts
for the oblateness of Earth through the use of zonal harmonic terms (Bate, Mueller,
& White, 1971; Kaplan, Black, & Gray, 1976)
r̈RSO = −
µ
r3RSO
rRSO − µ
J2R
2
⊕
2r5RSO
(
6(rTRSOω̂⊕)ω̂⊕ + 3rRSO − 15(r̂TRSOω̂⊕)2rRSO
)
. (4.1)
Where the hat (̂·) indicates unit vector quantities (not to be confused with
estimated quantities in the rest of this section), ω̂⊕ is the rotation axis of the
planet, and J2 = 1082.6358 × 10−6 is the first zonal harmonic coefficient.
For the purpose of validating linear rendezvous maneuvers, the level of
accuracy provided by Equation (4.1) is sufficient. Since the filter state propagation
is carried out using linearized dynamics, there already exists a considerable
mismatch between the two models, thus ensuring the filter will be constantly
stressed. Alternative models with a higher degree of fidelity such as GMAT(NASA,
2018) and OreKit(CS Systèmes d’Information, 2019) are openly available and may
be used as viable substitutes.
4.1.2 Estimation Measurement Models
The analysis in Section 2.2 shows how the addition of LOS angle rates to the
measurement model results in requiring only a single set of measurements to regain
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observability after a maneuver. In an effort to determine whether this addition
provides sustained estimation improvement or robustness, both measurement
models introduced in Section 2.2.2 are used in conjunction with two different filter
formulations. The models are restated here for convenience
hAOM
(
x(t)
)
=

θ
φ

 =

arctan(y/x)
arcsin(z/ρ)

 , (2.28)
hARM
(
x(t)
)
=


θ
φ
θ̇
φ̇


=


arctan(y/x)
arcsin(z/ρ)
(xẏ − yẋ)/(x2 + y2)
(
ż(x2 + y2) − z(xẋ+ yẏ)
)
/
(
ρ2
√
x2 + y2
)


, (2.31)
where ρ = ‖[x, y, z]T‖.
4.1.3 Filter Design and Tuning
The two filters used throughout the validation process are a
continuous-discrete extended Kalman filter (EKF) and an unscented Kalman filter
(UKF). The overall design and formulation of these filters is standard in practice; a
succinct restatement of their structures and application to AON is outlined in
Appendix D. A summary of their respective tuning parameters and initialization
procedure is given here.
Assumptions
In order to simplify the filter implementation, perfect attitude pointing of the
chaser towards the RSO is assumed throughout the entire navigation scenario. This
eliminates the need to account for body rotations in the filter dynamics, but also
causes all angle measurements to be zero in the sensor frame. Consequently, all
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LOS measurements are evaluated directly in the RSW frame. Furthermore, it is
assumed that all measurement noise follows a normal distribution.
Filter Initialization
Let the true state of the continuous-time dynamics be given as x(t), and the
estimated state at a time t = tk be specified as x̂k (the hat (̂·), as applied to the
state, indicates the filter estimated quantities in the rest of this section). Both
states are appropriately sized vectors corresponding to the dynamics being
propagated. The estimation error is defined as
x̃k = x(tk) − x̂k .
Where x̃k = [r̃
T
k , ṽ
T
k ]
T ; it is assumed that some prior knowledge exists as to the
expected order of magnitude of x̃k, specifically at k = 0.
An educated guess of the initial error is a reasonable assumption in simulated
dynamics, for which the initial estimate is defined as
x̂0 = ∆multx(t0) + ∆add .
Where ∆mult is a scalar parameter which indicates a multiplicative offset from the
initial state, and ∆add is a vector parameter which indicates an additive offset. The
initial covariance of the filter is then given as
P0 =

 P0,rr P0,rv
P0,vr P0,vv

 =

 round
(
max(r̃0)
)2
I3 03
03 round
(
max(ṽ0)
)2
I3

 .
Where round
(
max(·)
)
indicates the maximum order of magnitude of the
anticipated position and velocity error, respectively. It is well known that too small
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a P0 often leads to filter divergence (Crassidis & Junkins, 2012), whereas overly
inflated estimates lead to long convergence times. This method of choosing P0 aids
in mitigating the sensitivity of the filter to initial conditions (particularly the EKF)
and helps ensure consistent performance across randomized runs.
Additional initialization parameters are detailed in Table 4.1. Note that the
LOS standard deviation parameters are derived from current state-of-the-art
hardware specifications for nano-satellites (BCT, 2019), which are the fastest
growing market for experimental RPOD and DSS applications. However, the values
for σθ,φ and σθ̇,φ̇ displayed in Table 4.1 have been carefully augmented to include
contingencies for limiting assumptions made throughout the modeling process.
Table 4.1
Filter Initialization Parameters
Parameter name Symbol Value Units
Initial additive offset ∆add case dependent s
Initial multiplicative offset ∆mult case dependent s
LOS angles noise (1 − σ deviation) σθ,φ 1/10 ◦
LOS angle rates noise (1 − σ deviation) σθ̇,φ̇ 1/60 ◦/s
Note. Filter initiation parameters. Angle properties are based on hardware
parameters of a nano-satellite star camera (BCT, 2019), then augmented to account
for unmodeled inaccuracies.
Tuning Parameters
The EKF and UKF require a number of additional user-defined parameters,
particularly, the process and measurement noise covariances Q and R, respectively.
These and other design-specific parameters are shown in Tables 4.2 and 4.3. As
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with the deviations in Table 4.1, the initial covariance values for each filter are at
first determined from standard formulas (Ku, 1966; Grewal & Andrews, 2015), but
are then augmented to account for the limitations of the simplified navigation
simulation.
Since both filters use a continuous-time model to propagate the dynamics, Q is
a function of the continuous process-noise spectral density. However, due to the
mismatch between the filter model (which assumes linearized dynamics) and the
truth model, the spectral density is not always representative of the model noise
uncertainty. The latter is exacerbated by the fact that the model process noise is
coupled with the estimation error through the state dependence of the gravitational
potential. Therefore, Q becomes a design parameter chosen based on the
performance of the filter over multiple runs and scenarios. The choices of Q in
Tables 4.2 and 4.3 are not designed to yield optimal performance for any single
maneuver, but rather to provide stable results for all the scenarios presented in the
following sections.
Table 4.2
Extended Kalman Filter Parameters
Parameter name Symbol Value Units
Propagation time-step ∆tEKF 5 s
Measurement time-step ∆hEKF 20 s
Process Covariance QEKF diag
[
10−2I3,10
−6I3
] [
m2, (m/s)2
]
Measurement Covariance REKF diag
[
(1/2)2I2,(1/30)
2I2
]
∆t̄EKF
[
(◦)2, (◦/s)2
]
Note. Tuning parameters for the continuous-discrete extended Kalman filter
described in Appendix D. ∆t̄EKF indicates the average time step (∆tEKF + ∆hEKF)/2.
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Table 4.3
Unscented Kalman Filter Parameters
Parameter name Symbol Value Units
Propagation time-step ∆tUKF 5 s
Measurement time-step ∆hUKF 20 s
Process Covariance QUKF diag
[
10−3I3,10
−7I3
] [
m2, (m/s)2
]
Measurement Covariance RUKF diag
[
(1/2)2I2,(1/30)
2I2
]
∆t̄UKF
[
(◦)2, (◦/s)2
]
Spread parameter αUKF 5 × 10−4 -
Scaling parameter κUKF 3 - L -
Distribution parameter βUKF 2 -
Note. Tuning parameters for the unscented Kalman filter. L corresponds to the
length of the state being estimated (see Appendix D). ∆t̄UKF indicates the average
time step (∆tUKF + ∆hUKF)/2.
The choice of R is developed through a similar process. Recall that all LOS
measurements are evaluated directly in the RSW frame. In reality, lack of perfect
attitude knowledge, coupled with consecutive frame transformations, leads to
compounding sources of measurement error which are unmodeled in the present
navigation simulation. As a result, although the initial choice of R corresponds to
the variances of σθ,φ and σθ̇,φ̇, this value is then augmented to account for
unmodeled and unsuspected covariances. The values shown in Tables 4.2 and 4.3
are comparable, at least in magnitude, to recent publications on the use of AON for
autonomous docking of CubeSats using hardware with similar capabilities (Pirat,
Ankersen, Walker, & Gass, 2018).
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4.1.4 Filter Consistency Analysis
Dynamical systems which do not reach some steady-state equilibrium require
constant, non-static, state estimation. This means that, as with the true state, the
filter estimate will never converge to a single state. Instead, only the current
estimate x̂k and corresponding error covariance Pk are available at any given time.
However, outside of simulation, it is impossible to know the true state of a system
(hence, also the estimation error), and the covariance may not always be
representative of the true performance of a filter (Zarchan & Musoff, 2009).
Evaluating the consistency of a filter in simulation amounts to an evaluation of
the estimator optimality, at least in the Gaussian sense. In essence, if the
consistency of a filter can be established a priori, then it can be trusted to remain
unbiased during operation and hence, compliant with the linear-Gaussian
assumptions which define the ideal statistical behavior of estimators. This work
does not claim, to give a comprehensive treatment of the underlying statistical
properties of Kalman filters (nor estimators in general), the interested reader is
directed towards the works of Bar-Shalom (2001), Young (2011), and Gibbs (2011)
for a thorough treatment of the subject. Instead, a test to evaluate filter
consistency which is proven to work for fault detection in Kalman filters is
presented (Bar-Shalom, Li, & Kirubarajan, 2001; Brumback & Srinath, 1987).
Chi-Square Test
Define the normalized estimation error squared (NEES) of a state for all time
t = tk as
ǫk = x̃
T
kP
−1
k x̃k .
116
For multiple simulations (runs) using the same filter, the sample average NEES is
ǭk =
1
N
N∑
i=1
ǫi,k ,
where N is the total number of runs.
Definition 4.1.1 (Null Hypothesis H0) The filter is consistent and Nǭk is
chi-squared distributed with Nnx degrees of freedom. Where nx is the number of
elements in x.
Definition 4.1.2 (Consistency Criterion) The state errors should be acceptable
as zero mean and have magnitude commensurate with the state covariance as
yielded by the filter.
The consistency criterion, i.e., the chi-squared test, is accepted if the average
NEES belongs to the interval
ǭk ∈ [r1, r2] . (4.2)
Where (r1, r2) define an acceptance interval determined by
Pr
{
ǭk ∈ [r1, r2]
∣∣H0
}
= 1 − αchi . (4.3)
Pr indicates the conditional probability of an event accepting the chi-squared test,
given H0 (not to be confused with the filter error covariance Pk). The acceptance
interval is a two-sided probability concentration region for ǭk. In the results that
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follow, a 95% (i.e., αchi = 0.05) one-sided region is considered, so Equations (4.2)
and (4.3) become
ǭk ∈ [0, r2] ,
Pr
{
ǭk ∈ [0, r2]
∣∣H0
}
= 0.95 .
In brevi, the chi-squared test is accepted, and the filter considered consistent, if the
average NEES remains under r2 95% of the time. r2 (and r1) may be obtained from
a chi-squared distribution table.
4.1.5 Simulation Approach
All components of the validation environment come together under two nested
processes: a parameter-sweep and a navigation simulation. The truth model, filter,
and individual NEES calculations are used directly as part of the navigation
process outlined in Figure 4.1. Note that although the filters use a deterministic
input scheme, i.e., they know to expect an input, the parameter tunbias enforces a
minimum amount of propagation time before the first burn to avoid instability due
to maneuvers occurring too close to the filter initialization time.
The navigation, however, is part of a rendezvous scenario parameter sweep
which finds N uniformly distributed random maneuvers (subject to the feasibility
constraints of the scenario as laid out in Section 2.4.1) and feeds each one into the
navigation process (Figure 4.2). The results used for the validation analysis
correspond to the compiled data histories of N runs per scenario.
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ECI Frame Initialization
Given initial conditions in the ECI frame
ECIxRSO(t0) → initial state of the RSO
ECIxCHR(t0) → initial state of the chaser
[u1(tb1),u2(tb2)] → pre-computed burns
Truth Model Propagation
Numerically integrate the chaser and RSO states
ECIxRSO(t) = f
(ECI
xRSO(t0), t, t0
)
ECIxCHR(t) = f
(ECI
xCHR(t0),u1(tb1),u1(tb2), t, t0
)
Ensure first burn occurs after filter unbiasing period
if (tb1 < tunbias)
t′0 = t0 − (tb1 − tunbias)
else
t′0 = t0
end
Transform intial conditions to the RSW frame
ECIxCHR(t
′
0) →RSW xCHR(t′0) = x(t′0)
State Estimation
Initialize filter
x̂(t′0) = x(t
′
0)∆mult + ∆add
Propagate the estimated state according to filter equations
x̂(t) = f
(
x̂(t),h
(
x(t)
)
,u1(tb1),u1(tb2), t, t0
)
Post-Processing
Obtain range error history: ‖r̃(t)‖ = ‖r(t) − r̂(t)‖
Obtain position covariance history: tr(Prr)
Calculate normalized estimation error squared (NEES): ǫ(tk)
Figure 4.1. Navigation simulation process flowchart.
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ECI Frame Initialization
Given initial conditions in the ECI frame
ECIxRSO(t0) → initial state of the RSO
ECIxCHR(t0) → initial state of the chaser
Initialize run counter: run# = 0
Parameter Sweep
Find N random feasible maneuvers and run each one through the
navigation process
while run# < N
[β1, β2]sweep = rand(β1, β2)
if ([β1, β2]sweep == feasible)
Compute maneuver burns from free-parameters
[
u1(β1, β2)u2(β2)
]
→
[
u1(tb1)u2(tb2)
]
Use burns and ICs as input for navigation process
in Figure 4.1.
run# ++
else
Try again.
end
end
Post-Processing
Plot range error history ‖r̃(t)‖ for N runs
Plot position covariance history tr(Prr) for N runs
Calculate average NEES for N runs: ǭk
Figure 4.2. Parameter sweep pseudocode flowchart using LROE parameterization.
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4.2 Circular Orbit Maneuvers: Filter Performance Comparison
This section examines the performance of four filter and measurement model
combinations, all subject to the feasibility constraints and initial conditions of the
rendezvous scenario in Section 3.1.2, viz., the teardrop to corkscrew maneuver in
GEO. The parameter sweep results are compared against the navigation
performance of the optimal observability trajectory obtained by minimizing the
integral observability cost function, as do all other comparisons in this chapter.
Since the lack of observability in AON stems from the lack of directly measurable
range information, the main properties used evaluate navigation performance focus
on the range estimation error and position error covariance. The case dependent
filter and parameter sweep settings are given in Table 4.4.
Table 4.4
Case-Dependent Validation Parameters - LTI
Parameter name Symbol Value Units
Initial additive offset ∆add [0, 0, 100, 0, 0, 0] [m, m/s]
Initial multiplicative offset ∆mult 1.5 -
Number of runs N 1000 -
Filter unbiasing period tunbias 0.25TRSO s
Note. Parameter sweep and navigation simulation settings for a LTI maneuver
scenario between teardrop and corkscrew trajectories.
4.2.1 Extended Kalman Filter Performance
An important detail which must be noted during the interpretation of results
is the format of the integral cost function in Equation (2.35). Since the cost aims to
maximize the change in the observability angle over two finite intervals tc1 and tc2,
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satisfying its optimality conditions does not translate to an overall minimum range
error (nor covariance). Instead, a better way to interpret the results is to look for
the most improvement during the shaded regions in the figures, which correspond
to the tc1 and tc2 intervals. Another important detail to remember is the relative
weighting of each burn. Regardless of how heavily a burn is weighted, there is a
limited amount of improvement a filter can achieve; it is therefore unreasonable to
expect the same amount of error reduction from the second burn after the overall
error becomes too small. Finally, due to initialization offsets and lack of
observability, the estimation error of each trajectory propagates differently in time,
so while the optimal burn may result in the most improvement relative to its error
at the time of the first burn, the absolute error of other burns may still be lower.
EKF with Angles-Only Measurements
The first filter is an EKF using HCW linear dynamics with a nonlinear,
angles-only, LOS measurement model. The filter tuning parameters are set
according to Table 4.2, however, note that only the first 2-by-2 sub-matrix of REKF
is needed since the measurement vector is 2-by-1 in size. Figures 4.3 and 4.4 show
the parameter sweep results for the best 250 runs (in terms of range error); this is
done to avoid excessively cluttered figures. Also note that, in order to facilitate the
comparison between individual runs, all data has been shifted in time so that t = 0
corresponds to tb1. Since the time between burns tm is fixed, the times of both
burns will appear to coincide for all runs.
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Figure 4.3. Range estimation error for an EKF using an angles-only measurement
model. For visual clarity, only the best (lowest range error) 250 runs of the
parameter sweep simulation are shown.
Figure 4.4. Error covariance for an EKF using an angles-only measurement model.
Each result shows the trace of the position portion of the error covariance matrix P
for the same 250 runs displayed in Figure 4.3.
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The former remarks on filter limitations are evident from Figure 4.3, where the
observability gain due to the first burn results in the range error being less than
20 m at the time of the second burn, so not much improvement is possible after
that. However, Figure 4.4 shows there is a noticeable reduction in the trace of the
position error covariance, Prr. This indicates an improvement of the filter
performance despite the apparent lack of error reduction. From Definition 4.1.2, the
correlation between estimation error and covariance is guaranteed in a consistent
filter (see Section 4.2.2), therefore both these properties should be considered in
unison when evaluating maneuvers. Altogether, the results indicate good
performance.
Figures 4.3 and 4.4 also show the navigation results corresponding to the
remaining cost functions presented in Section 2.3. Consistently with the conclusions
drawn in Section 3.1.2, the integral observability solution yields superior estimation
overall. The mixed-objective and point-to-point solutions, although comparable
after the second burn, underperform (only slightly in the case of the multi-objective
maneuver) when compared to the latter during the first integration interval. The
minimum ∆V solution severely underperforms after the first burn, but recovers
after the second.
EKF with Angles and Angle Rates Measurements
The second filter is an EKF using HCW linear dynamics with a nonlinear,
angles and angle rates, measurement model. The filter tuning parameters are set
according to Table 4.2. Figures 4.3 and 4.4 show the parameter sweep results for
the best 250 runs.
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Comparison with the previous EKF results reveals that, on the whole, the
performance of both EKF configurations is nearly the same. No marked
improvements are offered by the augmented measurement model in terms of
navigation performance. However, this is not an exhaustive comparison. These
results leave as many tuning parameters as possible unchanged between simulations
in order to have an even basis for comparison. It is expected that the augmented
measurement model would perform better than the simple angles-only model in
cases where sampling rates are lower, or do not allow accurate rate estimation from
angle measurements alone.
Figure 4.5. Range estimation error for an EKF using an angles-and-rates
measurement model. For visual clarity, only the best (lowest range error) 250 runs
of the parameter sweep simulation are shown.
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Figure 4.6. Error covariance for an EKF using an angles-and-rates measurement
model. Each result shows the trace of the position portion of the error covariance
matrix P for the same 250 runs displayed in Figure 4.5.
4.2.2 Unscented Kalman Filter Performance
The next set of results uses an UKF with tuning parameters as given in
Table 4.3. Although the on-board dynamics are still the LTI HCW equations, some
improvements are expected from the lack of measurement model linearization.
UKF with Angles-Only Measurements
Figures 4.7 and 4.8 show the best 250 runs from the parameter sweep
simulation of the UKF with angles-only measurements. An interesting behavior
exhibited in both figures is that there appear to be two distinct trajectory bundles
approaching roughly the same point at the time of the first burn. The explanation
for this behavior goes back to the feasibility regions of this particular scenario
shown in Figure 3.8. Since there are separate regions of feasible solutions, and
hence multiple local minima, maneuvers with initial conditions close to these
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Figure 4.7. Range estimation error for an UKF using an angles-only measurement
model. For visual clarity, only the best (lowest range error) 250 runs of the
parameter sweep simulation are shown.
minima will result in similar trajectories which tend to stay grouped together
throughout propagation. The fact that two distinct groups appear in the subset of
the best 250 runs, suggest there are two minima, the global and a local, with
observability cost values which are close to each other.
As with previous results, the optimal observability maneuver results are
indicative of optimal performance, with the covariance results in Figure 4.8 being
particularly favorable. Overall, the UKF also outperforms the EKF in terms of
range error. Although the absolute range error in both cases is comparable (with
the UKF being slightly lower), the state estimate propagation is smoother with the
UKF; evidenced by the reduced amount of chatter in Figure 4.7, as opposed to that
in Figure 4.3.
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Figure 4.8. Error covariance for an UKF using an angles-only measurement model.
Each result shows the trace of the position portion of the error covariance matrix P
for the same 250 runs displayed in Figure 4.7.
UKF with Angles and Angle Rates Measurements
Figures 4.9 and 4.10 show the best 250 runs from the parameter sweep
simulation of the UKF with angles and angle rates measurements. As with the
EKF, changing measurement models does not produce much improvement without
adjusting the simulation parameters to stress the filter further. Comparing the
performance of both UKF configurations reveals virtually identical results.
Root Mean Square Error
As an alternative interpretation of results, the root mean square (RMS) level
of the true range error ρ̃ of each parameter sweep run is calculated according to
ρ̃RMS =
√√√√ 1
N
N∑
n=1
|ρ̃|2 , (4.4)
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Figure 4.9. Range estimation error for an UKF using an angles-and-rates
measurement model. For visual clarity, only the best (lowest range error) 250 runs
of the parameter sweep simulation are shown.
Figure 4.10. Error covariance for an UKF using an angles-and-rates measurement
model. Each result shows the trace of the position portion of the error covariance
matrix P for the same 250 runs displayed in Figure 4.9.
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where N indicates the total number of runs in the parameter sweep simulation.
Note that since ρ̃ is already a non-negative measure of error, Equation (4.4) may
also be interpreted as the RMS error (RMSE) of the filter range estimate.
The RMSE statistics for all the runs in this section are shown in Table 4.5,
where the Burn #1 and Burn #2 categories refer to the evaluation of the RSME
over the same intervals as the integral observability. The Combined category
indicates the total RMSE according to
RMSETotal =
√
RMSE2Burn 1 +RMSE
2
Burn 2 .
The data shown is consistent with the interpretation of the true range error and
position covariance discussed above. However, the RMSE calculations are sensitive
to the comparatively large estimation error after each burn (particularly the first
burn), accordingly, analysis should occur in conjunction with the former graphical
results.
Consistency Test
The consistency of each filter configuration, evaluated with respect to the
chi-squared test discussed in Section 4.1.4, is established here. For a state with six
variables (three for position and three for velocity), and a total of 1000 runs, the
total number, Nnx, of degrees of freedom (DOF) needed for the consistency test is
6000, which results in a one sided 95% acceptance interval of [0, 5.82]. The average
NEES for each parameter sweep simulation must then be below 5.82, for 95% of the
total number of samples. Figure 4.11 shows that this is indeed the case for all four
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Table 4.5
True Range Error RMS Level - Filter Performance Comparison
Simulation RMSE(nint) [RMSEmin, RMSEmax] Mean Median
Burn #1
EKF AOM 24.7764 [8.9813, 467.8317] 51.0481 31.9691
EKF ANR 25.5621 [8.2495, 468.7024] 50.8155 31.5398
UKF AOM 43.8219 [41.6642, 387.8757] 126.3279 81.3152
UKF ANR 43.8157 [41.6440, 387.9691] 126.5857 81.9432
Burn #2
EKF AOM 7.3925 [2.0211, 64.9200] 12.1762 10.7343
EKF ANR 7.4097 [1.8701, 68.8756] 12.0872 10.7514
UKF AOM 5.8511 [1.2805, 86.2776] 8.2274 6.1064
UKF ANR 5.8542 [1.2411, 86.1108] 8.2140 6.0985
Combined
EKF AOM 25.8557 [9.7749, 469.6118] 53.3027 35.3239
EKF ANR 26.6144 [8.5605, 470.4985] 53.0774 34.8429
UKF AOM 44.2108 [41.9078, 387.9849] 126.8090 81.7204
UKF ANR 44.2051 [41.8874, 388.0790] 127.0658 82.4430
Note. True range RMSE statistics for the LTI filter performance comparison; all
quantities have units of m/s. nint indicates the parameter sweep run corresponding
to the integral observability solution.
filter configurations. Therefore, the performance results reviewed above correspond
to properly operating filters.
The sharp spikes which go above the acceptance value correspond to the times
at which burns are executed. This behavior is expected since, at the instant of each
burn, a filter experiences abrupt changes which are reflected in the NEES
calculation at that time.
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Figure 4.11. Average normalized estimation error for each estimator and
measurement model combination. Each results uses the estimation error and
covariance data from all corresponding iterations of the parameter sweep
simulations.
4.3 Elliptic Orbit Maneuvers: Sub-case Performance Comparison
This section examines the navigation performance resulting from the optimal
observability maneuvers of all three LTV system sub-cases shown in Section 3.2.
The simulations use an UKF with an angle and angle rates measurement model. As
before, all randomly selected maneuvers are subject to the feasibility constraints of
the scenario, which are outlined in Table 3.12. The case dependent settings for the
filter and parameter sweep are given in Table 4.6.
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Table 4.6
Case-Dependent Validation Parameters - LTV
Parameter name Symbol Value Units
Initial additive offset ∆add [25,−25, 10,−2, 2, 1] [m, m/s]
Initial multiplicative offset ∆mult 1.25 -
Number of runs N 1000 -
Filter unbiasing period tunbias 0.25TRSO s
Note. Parameter sweep and navigation simulation settings for a LTV maneuver
scenario between mirrored drifting trajectories.
4.3.1 Case 1 Navigation Performance
Recall Case 1 requires that t̂2 = tm + t̂1, thereby reducing the number of free
parameters in the optimization to one. The restrictive nature of these conditions
are expected to result in overall decreased performance. Figures 4.12 and 4.13 show
the range error and covariance propagation results for this case.
Figure 4.12. UKF range estimation error for a Case 1 elliptic orbit maneuver. For
visual clarity, only the best (lowest range error) 250 runs of the parameter sweep
simulation are shown.
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Figure 4.13. UKF error covariance for a Case 1 elliptic orbit maneuver. Each result
shows the trace of the position portion of the error covariance matrix P for the
same 250 runs displayed in Figure 4.12.
At first glance, the collective estimation error is comparable, if slightly inferior,
to those of the LTI maneuvers. However, closer inspection of the covariance results
reveals that the second burn (of all the maneuvers) does not appear to make a
significant contribution to the filter performance. Furthermore, the results
corresponding to the optimal observability maneuver are markedly sub-optimal.
This last observation may be subject to sampling bias since published results
compare favorably (although somewhat sub-optimally) to data from a different
parameter sweep (Franquiz, Udrea, & Henderson, 2019). Nevertheless, the optimal
maneuver offers consistent performance with burns that greatly improve the initial
estimate.
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4.3.2 Case 2 Navigation Performance
Case 2, as the scenario with the least restrictions, is expected to have
comparable results to those obtained with the previous LTI maneuvers. Indeed, the
range error results in Figure 4.14 show good performance from all maneuvers, in
particular that corresponding to the optimal observability solution, which achieves
an accuracy consistently less than 2.5 m in error after the second burn. These
observations are supported by the covariance propagation in Figure 4.15, which
shows that the second burn of most maneuvers positively impacts the filter
performance, in contrast with Case 1 result where it had no effect.
Figure 4.14. UKF range estimation error for a Case 2 elliptic orbit maneuver. For
visual clarity, only the best (lowest range error) 250 runs of the parameter sweep
simulation are shown.
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Figure 4.15. UKF error covariance for a Case 2 elliptic orbit maneuver. Each result
shows the trace of the position portion of the error covariance matrix P for the
same 250 runs displayed in Figure 4.14.
4.3.3 Case 3 Navigation Performance
Recall Case 3 is a two-layer optimization in which the second burn is
constrained to be a minimum ∆V maneuver. Consequently, good observability is
expected from the first burn, but not from the second. The results shown in
Figures 4.16 and 4.17 confirm these expectations. The range error is significantly
reduced after the first burn, but begins to diverge after the second; this is
consistent with the low observability rating of minimum ∆V maneuvers seen in
Section 3.1.2. As with Case 1, the second burn also produces no improvement on
the filter covariance.
The results of all three parameter sweeps are consistent with the expected
behavior and performance suggested by the observability ratings of the maneuvers
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Figure 4.16. UKF range estimation error for a Case 3 elliptic orbit maneuver. For
visual clarity, only the best (lowest range error) 250 runs of the parameter sweep
simulation are shown.
Figure 4.17. UKF error covariance for a Case 3 elliptic orbit maneuver. Each result
shows the trace of the position portion of the error covariance matrix P for the
same 250 runs displayed in Figure 4.16.
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and the limitations enforced on each case. Although the optimal observability
results only corresponded to optimal filter performance in Case 2, the performance
in the other two cases was quite close among all the runs displayed in the figures.
Since these amount to the best of those sampled in each sweep, near-optimal
performance in that subset is indicative of comparatively high performance among
the full solution space. The RMSE statistics of all runs for the three cases are
shown in Table 4.7.
Table 4.7
True Range Error RMS Level - LTV Case Comparison
Simulation RMSE(nint) [RMSEmin, RMSEmax] Mean Median
Burn #1
Case #1 15.6740 [8.2943, 29.8371] 13.5198 11.4039
Case #2 14.2131 [8.9561, 68.0602] 27.3121 27.5791
Case #3 11.8471 [7.7513, 68.0602] 26.1940 25.0248
Burn #2
Case #1 8.1478 [2.4084, 84.1335] 17.9654 11.9081
Case #2 1.2793 [1.2793, 228.6026] 44.3241 21.5808
Case #3 5.2083 [1.6652, 231.3905] 44.4222 22.5825
Combined
Case #1 17.6653 [9.0190, 89.2676] 23.3411 16.6261
Case #2 14.2706 [9.1982, 234.5196] 55.2077 38.5203
Case #3 12.9414 [9.4601, 238.1166] 54.6355 40.1639
Note. True range RMSE statistics for the LTV case comparison; all quantities have
units of m/s. nint indicates the parameter sweep run corresponding to the integral
observability solution.
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Consistency Test
As with the LTI case, the average NEES of each sweep is compared to the 95%
one-sided acceptance interval for a 6000 DOF chi-squared distribution. The results
in Figure 4.18 show that the UKF is consistent for all three sweeps.
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Figure 4.18. Average normalized estimation error for each elliptic orbit maneuver.
Each result uses the UKF estimation error and covariance data from all iterations
of the parameter sweep simulation.
4.4 Multiple-Chaser Formation Maneuvers: Combined Performance
This section examines the navigation performance resulting from the
coordinated optimal observability maneuver of the three-chaser formation discussed
in Section 3.3.1. The simulations use an EKF with an angle and angle rates
measurement model. As before, all randomly selected maneuvers are subject to the
feasibility constraints of the scenario (both chaser and formation level constraints)
outlined in Table 3.16. The case dependent settings for the filter and parameter
sweep are given in Table 4.8.
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Table 4.8
Case-Dependent Validation Parameters - Multi-Chaser
Parameter name Symbol Value Units
Initial additive offset ∆add [0, 0, 100, 0, 0, 0] [m, m/s]
Initial multiplicative offset ∆mult 1.5 -
Number of runs N 1000 -
Filter unbiasing period tunbias 0.25TRSO s
Note. Parameter sweep and navigation simulation settings for a LTI coordinated
maneuver scenario of a three-chaser formation.
Recall the formation observability cost (Equation (2.41)) maximizes the
weighted sum of the integral observability gain of each chaser. Therefore, as shown
in Section 3.3.1, the performance of each chaser is expected to be sub-optimal in
favor of formation-wide improvements. Although a weighted summation might
prove a sufficient method of accomplishing the latter during the optimization
process, the straight forward addition of estimation error and covariance may not
be truly representative (nor mathematically valid in the case of covariance) of the
formation performance. Thus, results are presented in both per-chaser, and
formation-wide formats. The 250 runs depicted throughout correspond to those
with best formation performance so that figures showing individual chaser data
correspond to the same navigation simulations.
Figure 4.19 shows the range estimation error for each member of the
formation. From the corresponding cost maps in Figure 3.18, it is expected for
chaser #1 to have the best performance since its maneuver has the best
observability rating. Counter-intuitively, it is also the furthest from its optimal
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(per-chaser) solution. Additional comparison with Figure 4.20 confirms that the
individual performance of each chaser relative to one another matches the predicted
results in Table 3.17, i.e., chaser #1 had the best overall performance, then #2,
then #3.
(a) (b)
(c)
Figure 4.19. EKF range estimation error for individual members of a formation.
Sub-figures (a) through (c) correspond to the best (lowest range error) 250 runs of
chasers #1 to #3, respectively.
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(a) (b)
(c)
Figure 4.20. EKF error covariance for individual members of a formation. Each
result shows the trace of the position portion of the error covariance matrix P for
the same 250 runs displayed in Figure 4.19. Sub-figures (a) through (c) correspond
to chasers #1 to #3, respectively.
As a comparison parallel to the formation cost function structure, Figure 4.21
shows the sum of the range estimation error for all chasers. This representation of
results does not offer much in the way of determining optimality but it provides a
raw depiction of the range error reduction across the entire formation. An
alternative interpretation is given in the in Table 4.9, which shows the RMSE
statistics of the formation.
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Figure 4.21. Combined EKF range estimation error for an entire formation. Each
result corresponds to a µn weighted sum of the estimation error of each individual
chaser; the best 250 runs are shown.
Consistency Test
Although the results presented in this section correspond to a single parameter
sweep for the formation as a whole, the navigation performance of each chaser is
established individually; In other words, the filters do not share information and
operate independently of each other. Therefore, the consistency of each EKF is
evaluated separately. As in previous scenarios, a 95% one-sided acceptance interval
for a 6000 DOF chi-squared distribution is used as the threshold for consistency.
The average NEES of each chaser is shown in Figure 4.22; each filter is well within
the set margins.
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Table 4.9
True Range Error RMS Level - Multiple-Chaser Formation
Simulation RMSE(nint) [RMSEmin, RMSEmax] Mean Median
Burn #1
Chaser #1 2.5427 [1.3090, 596.5006] 4.2756 3.5561
Chaser #2 5.8633 [4.3085, 617.7471] 19.7079 12.7865
Chaser #3 33.2353 [21.9095, 935.6962] 95.5911 60.6517
Formation 40.1031 [31.6725, 945.3431] 124.7616 80.0251
Burn #2
Chaser #1 9.2529 [3.4841, 636.6085] 32.1184 9.5413
Chaser #2 9.8020 [1.8565, 643.9920] 26.6185 9.0400
Chaser #3 11.1405 [2.5643, 637.7834] 24.7833 9.4119
Formation 29.9865 [16.1570, 899.7039] 91.3564 28.4907
Combined
Chaser #1 9.5959 [5.3552, 636.6180] 33.4069 10.2195
Chaser #2 11.4218 [6.9170, 644.0276] 39.5640 15.8788
Chaser #3 35.0527 [24.4384, 939.9485] 104.8370 62.4068
Formation 50.0744 [38.9791, 1050.9956] 178.7199 90.8083
Note. True range RMSE statistics for the multiple-chaser formation; all quantities
have units of m/s. nint indicates the parameter sweep run corresponding to the
integral observability solution.
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Figure 4.22. Average normalized estimation error for each member of a formation.
Each results uses the EKF estimation error and covariance data from all iterations
of the parameter sweep simulation.
4.5 Final Thoughts
A final detail to keep in mind is that this entire work is intended as a
maneuver design framework. Therefore, it is unrealistic to expect that no tuning or
iteration of the optimization parameters should occur before finding the best fit for
a particular scenario. This observation applies not only to weights and other
gain-like quantities, but also to the selection of constraints, cost functions, and
target trajectories. The fact that such favorable results are obtained without the
need for extensive Monte Carlo simulations at the early stages of the design process,
well before the validation and verification stage, already presents a significant
advancement.
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5. Conclusions
A comprehensive framework for the design of (constrained) optimal
observability maneuvers for autonomous spacecraft proximity operations and
rendezvous is developed throughout this dissertation. Although applied within the
context of observability, the method is, first and foremost, an optimal rendezvous
design tool which may be utilized to obtain a wide variety of maneuvers. This is
illustrated by the use of five different cost functions, two which maximize
observability for discrete and continuous measurements respectively, one which
minimizes the amount of control effort required in the maneuver, another which has
the dual objective of maximizing observability while simultaneously minimizing
control effort, and finally one which allows the design of coordinated optimal
observability maneuvers for a formation with an arbitrary number of chasers.
The methodology is shown to be applicable for circular and elliptic orbits alike,
each case making use of a different parameterization which reduces the
optimization problem to two free parameters. This results in an increase in
computational efficiency and a reduction in complexity which allows for a visual
representation of the solution space, and which provides an intuitive grasp of how
constraints limit the number of feasible maneuvers.
The concept of observability as a quantity subject to gradation, and which
may indeed be optimized, is at the heart of the underlying analysis which supports
the validity of observability maneuvers. This notion is tested through the
evaluation of the navigational performance resulting from each optimal maneuver,
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and an assortment of random feasible maneuvers (chosen through a parameter
sweep process) from the corresponding scenarios.
Depending on the restrictiveness of the scenario, the optimal observability
maneuver does not necessarily result in optimal navigational performance. Even so,
the results are favorable given the un-tuned nature of the tested maneuvers.
Particularly due to the fact that no extensive stochastic optimization prior to
verification and validation is required as part of the design process.
5.1 Future Work
The framework presented here, aside from being compatible with the current
state-of-the-art, can be expanded to incorporate higher performance mathematical
devices such as those explored in Section 2.1. An efficient analytical way of
targeting invariant surfaces (tori or otherwise) with reachable set theory (Snow,
1967; I. M. Mitchell, 2002; I. Mitchell, Bayen, & Tomlin, 2005), or through use of
homeomorphisms (Meiss, 2007; Frauenfelder & Schlenk, 2007) would extend the
range of applicability beyond linear systems or first-order periodicity conditions.
Thus giving the tool the potential to target arbitrary nonlinear trajectories, or
adding members to existing formations occupying an invariant surface or space.
Such an approach would likely necessitate the relaxation of user defined parameters
such as the maneuver duration time due to the time-varying nature of the flow of
the dynamical system.
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A. Commensurate Orbits in the Nonlinear System Dynamics
This section is a qualitative exposition of relative motion trajectory
propagation for orbits with a commensurability ratio higher than 1:1. Given the
RSO orbit conditions in the ECI frame shown in Table A.1, the position and
velocity projections of the relative state of the chaser are examined over a period of
100 revolutions.
Table A.1
RSO MCOEs in Low Earth Orbit
rp e ν i ωp Ω
500 km 0.30 30◦ 0◦ 0◦ 0◦
Note. MCOEs are defined as shown in Figure 2.1.
Figures A.1 to A.12 show the progressive change of the relative motion
manifolds (Allgeier, 2011; Gurfil & Kholshevnikov, 2006; Gurfil, 2005a), also
referred to as quasi-periodic tori in Section 2.1.3. An interesting observation is that
although the sizes of the manifolds change (increase) as the commensurability ratio
also increases, the overall shape remains unchanged. Furthermore, as the ratio
increases, the flow on the manifold appears to become progressively smoother and
less prone to complex patterns. Although all motion is periodic and therefore
self-repeating, no such relation appears to exist with respect to how dense the
trajectory is on the surface, as may be seen by comparing Figures A.1 and A.5.
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Figure A.1. Periodic behavior of 1:2 commensurable nonlinear relative motion
position corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
Figure A.2. Periodic behavior of 1:2 commensurable nonlinear relative motion
velocity corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
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Figure A.3. Periodic behavior of 1:3 commensurable nonlinear relative motion
position corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
Figure A.4. Periodic behavior of 1:3 commensurable nonlinear relative motion
velocity corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
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Figure A.5. Periodic behavior of 1:4 commensurable nonlinear relative motion
position corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
Figure A.6. Periodic behavior of 1:4 commensurable nonlinear relative motion
velocity corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
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Figure A.7. Periodic behavior of 1:5 commensurable nonlinear relative motion
position corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
Figure A.8. Periodic behavior of 1:5 commensurable nonlinear relative motion
velocity corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
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Figure A.9. Periodic behavior of 1:7 commensurable nonlinear relative motion
position corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
Figure A.10. Periodic behavior of 1:7 commensurable nonlinear relative motion
velocity corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
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Figure A.11. Periodic behavior of 1:10 commensurable nonlinear relative motion
position corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
Figure A.12. Periodic behavior of 1:10 commensurable nonlinear relative motion
velocity corresponding to a planetary orbit with Rp = 500 km and e = 0.3
propagated for 100 orbit periods.
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B. State Transition Matrices in Linear Systems
The solution to a linear dynamical system is usually expressed in terms of the
state transition matrix (STM) and convolution integral
x(t, t0) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, τ)B(τ)u(τ)dτ . (B.1)
Where Φ(t, t0) is the STM that maps the homogeneous (unforced) portion of the
state at time t0 to that at time t. If the input to the system u(t) is zero, then the
convolution integral disappears from Equation (B.1) and the STM accurately
describes the evolution of the state. The STM of a system must satisfy the
following properties (Kailath, 1980)
Φ−1(t, t0)Φ(t, t0) = I ,
Φ−1(t, t0) = Φ(t0, t) ,
Φ(t, t1)Φ(t1, t0) = Φ(t, t0) ,
Φ(n∆t, t0) = Φ
n(∆t, t0) .
If the type of input (e.g., impulsive, continuous, etc.) u(t) is known, and the
input matrix B(t) is specified, the solution is reduced to the more compact form
x(t, t0) = Φ(t, t0)x(t0) +G(t, t0)u(t0) .
Where G(t, t0) is the input transition matrix (ITM).
The STMs associated with dynamical systems of the form
x(t) = [rT (t),vT (t)]T are traditionally separated into sub-matrices, and labeled
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according to position (indicated by subscripts s and r) and velocity (indicated by
the subscript v) terms
Φ(t, t0) =

Φs(t, t0)
Φv(t, t0)

 =

 Φrr(t, t0) Φrv(t, t0)
Φvr(t, t0) Φvv(t, t0)

 .
For impulsive maneuvers, with an input matrix
B = [03, I3]
T ,
the ITM resulting from the convolution integral in Equation (B.1) is simply
G(t, t0) =

Gs(t, t0)
Gv(t, t0)

 =

Φvr(t, t0)
Φvv(t, t0)

 .
Different G matrices exist for other maneuver types (Fehse, 2003) which can be
applied using the same method described above.
B.1 Hill-Clohessy-Wiltshire STM
When the dynamical system in question is linear time-invariant (LTI), the
STM satisfies the additional property
Φ(t, t0) = e
A(t−t0) .
The STM associated with the solution of the Hill-Clohessy-Wiltshire equations with
the system matrix
ALTI =


0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2RSO 0 0 0 2nRSO 0
0 0 0 −2nRSO 0 0
0 0 −n2RSO 0 0 0


, (B.2)
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where nRSO denotes the mean motion of the orbit, is given by
ΦLTI(t, t0) =

ΦLTI, s(t, t0)
ΦLTI, v(t, t0)

 =

 ΦLTI, rr(t, t0) ΦLTI, rv(t, t0)
ΦLTI, vr(t, t0) ΦLTI, vv(t, t0)

 .
The corresponding sub-matrices are defined as
ΦLTI, rr(t, t0) =


4 − 3 cos(νRSOt) 0 0
6(sin(νRSOt) − νRSOt) 1 0
0 0 cos(νRSOt)

 ,
ΦLTI, rv(t, t0) =


1
νRSO
sin(νRSOt)
2
νRSO
(1 − cos(νRSOt)) 0
2
νRSO
(cos(νRSOt) − 1)
1
νRSO
(4 sin(νRSOt) − 3νRSOt) 0
0 0
1
νRSO
sin(νRSOt)


,
ΦLTI, vr(t, t0) =


3νRSO sin(νRSOt) 0 0
6νRSO(cos(νRSOt) − 1) 0 0
0 0 −νRSO sin(νRSOt)

 ,
ΦLTI, vv(t, t0) =


cos(νRSOt) 2 sin(νRSOt) 0
−2 sin(νRSOt) 4 cos(νRSOt) − 3 0
0 0 cos(νRSOt)

 .
The ITM is simply
G(t, t0) =

ΦLTI, rv(t, t0)
ΦLTI, vv(t, t0)

 .
B.2 Yamanaka-Ankersen STM
The STM associated with the linear time-varying (LTV) equations for relative
motion in elliptic orbits referred to throughout the text was first presented by
Yamanaka and Ankersen (2002) (YA). The STM is a function of both the time of
flight ∆t = t− t0 and the corresponding change in true anomaly
∆νRSO = νRSO − νRSO, 0 of the orbit. In its original formulation, the YA STM is
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designed to operate on a transformed state x̄. The relation between x̄ and the true
relative state x is defined by
x̄ =

r̄
v̄

 =

 pr
−eRSO sin(νRSO)r +
(
1/(k2p)
)
v

 ,
and its inverse
x =

r
v

 =

 (1/p)r̄
k2(eRSO sin(νRSO)r̄ + pv̄)

 .
The mapping from a time t0 to t is denoted as
x̄(t) = Φνν0(t, t0)x̄(t0) ,
where the complete STM is broken down into the product of two matrices to
accommodate the transformation of the state, and the difference in both time and
true anomaly
Φνν0(t, t0) = Φν(t, t0)Φ
−1
ν0
(t0) .
The first portion of the YA STM is defined as
Φν(t, t0) =

Φν, s(t, t0)
Φν, v(t, t0)


ν
=

 Φν, rr(t, t0) Φν, rv(t, t0)
Φν, vr(t, t0) Φν, vv(t, t0)


ν
,
with corresponding sub-matrices given by
Φν, rr(t, t0) =


s 2 − 3eRSOsV 0
c(1 + 1/p) −3p2V 0
0 0 cos(νRSO)


ν
,
Φν, rv(t, t0) =


c 0 0
−s(1 + 1/p) 1 0
0 0 sin(νRSO)


ν
,
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Φν, vr(t, t0) =


s′ −3eRSO(s′V + s/p2) 0
−2s −3(1 − 2eRSOsV ) 0
0 0 − sin(νRSO)


ν
,
Φν, vv(t, t0) =


c′ 0 0
eRSO − 2c 0 0
0 0 cos(νRSO)


ν
.
The νRSO dependent terms used throughout are defined as
p = 1 + eRSO cos(νRSO), κ =
√
1 − eRSO cos(νRSO),
s = p sin(νRSO), s
′ = cos(νRSO) + eRSO cos(2νRSO),
c = p cos(νRSO), c
′ = −(sin(νRSO) + eRSO sin(2νRSO)) .
Note that
V = k2(t− t0), k2 = µ2/h3RSO ,
are constants.
The second portion of the YA STM is defined as
Φ−1ν0 (t0) =
1
κ2

Φ
−1
ν0, s
(t, t0)
Φ−1ν0, v(t, t0)


ν0
=
1
κ2

 Φ
−1
ν0, rr
(t, t0) Φ
−1
ν0, rv
(t, t0)
Φ−1ν0, vr(t, t0) Φ
−1
ν0, vv
(t, t0)


ν0
,
with corresponding sub-matrices given by
Φ−1ν0, rr(t, t0) =


−3s0(p0 + e2RSO)/p20 0 0
3p0 − κ20 0 0
0 0 κ20 cos(νRSO, 0)


ν0
,
Φ−1ν0, rv(t, t0) =


c0 − 2eRSO −s0(p0 + 1)/p0 0
eRSOs0 p
2
0 0
0 0 −κ20 sin(νRSO, 0)


ν0
,
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Φ−1ν0, vr(t, t0) =


−3(eRSO + c0/p0) 0 0
−3eRSOs0(p0 + 1)/p20 κ20 0
0 0 κ20 sin(νRSO, 0)


ν0
,
Φ−1ν0, vv(t, t0) =


−s0 −
(
c0(p0 + 1)/p0 + eRSO
)
0
−2 + eRSOc0 −eRSOs0(p0 + 1)/p0 0
0 0 κ20 cos(νRSO, 0)


ν0
.
The νRSO, 0 dependent terms used throughout are defined as
p0 = 1 + eRSO cos(νRSO, 0), κ0 =
√
1 − eRSO cos(νRSO, 0),
s0 = p0 sin(νRSO, 0), s
′
0 = cos(νRSO, 0) + eRSO cos(2νRSO, 0),
c0 = p0 cos(νRSO, 0), c
′
0 = −
(
sin(νRSO, 0) + eRSO sin(2νRSO, 0)
)
.
The change in true anomaly ∆νRSO can be calculated for any given ∆t by
solving Kepler’s equation
E − eRSO sin(E) =
√
µ/a3RSO(∆t) ,
and making the substitution
tan(∆νRSO/2) =
√
1 + eRSO
1 − eRSO
tan(E/2) ,
where E is the corresponding change in eccentric anomaly.
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C. Linear System Parameterization - Comparison
This section compares the optimal integral observability solutions to a LTI
rendezvous problem in LEO resulting from the LROE and pseudo-time (Case 2 )
parameterizations. The ECI parameters of the scenario are given in Table C.1. The
initial and target trajectories (shown in Table C.2) correspond to mirrored snaking
trajectories (straight line drift motion with an added cross-track component.)
Table C.1
Low Earth Orbit MCOEs
rp e ν i ωp Ω
500 km + R⊕ 0 0
◦ 0◦ 0◦ 0◦
Note. Epoch date is January 1st, 2018 at 12:00am, with MCOEs are defined as
shown in Figure 2.1.
† Argument of perigee is not strictly defined for circular orbits.
Table C.2
Elliptic Orbit Trajectory - Initial Conditions
Parameter name Symbol Value Units
Initial Trajectory xT1 (t̂0,1) [−100,−500, 50, 0, 150nRSO, 0] [m, m/s]
Final Trajectory xT2 (t̂0,2) [100, 500,−50, 0,−150nRSO, 0] [m, m/s]
Input Bounds [m1,m2] [0.25, 0.25] m/s
Collision Bounds [Rsafe,1, Rsafe,2] [100, 50] m
Trajectory Bounds
[∆t̂1,min,∆t̂1,max] [0, T
†
RSO/2] s
[∆t̂2,min,∆t̂2,max] [−TRSO/2, TRSO/2] s
Note. Initial and target trajectory conditions for a maneuver between two mirrored
snaking trajectories in LEO with eRSO = 0.0. Constraints are given using the
pseudo-time parameterization.
† TRSO is equivalent to 2π in terms of the LROE β.
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(a) (b)
Figure C.1. Comparison of cost functions resulting from the (a) LROE
parameterization and the (b) pseudo-time parameterization. The active constraints
are trajectory bounds, control effort limits, and collision constraints.
Figure C.2. RSW frame view of an optimal observability transfer between snaking
trajectories in LEO.
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Table C.3
Snaking Trajectory - LTI Parameterization Results
Parameter name Symbol Value Units
Optimal Set [β1, β2]Opt [9.4248, 2.6541] rad
Cost Minimum min(Jint) 4044 -
Position at Burn 1 rT1 (β1,Opt) [−100.0000, 442.3154, 50.0000] m
Position at Burn 2 rT2 (β2,Opt) [99.76851, 101.1637, 43.8338] m
Impulsive Burn 1 uT1 [0.1719, 0.0332, 0.1591] m/s
Impulsive Burn 2 uT2 [0.0999, 0.0775, 0.1871] m/s
Note. Optimal observability maneuver between mirrored snaking trajectories in
LEO (eRSO = 0). The results correspond to an optimization with respect to the
integral observability cost function, Equation (2.35).
Table C.4
Snaking Trajectory - LTV Parameterization Results
Parameter name Symbol Value Units
Optimal Set [t̂1, t̂2]Opt [5676, 2398] s
Cost Minimum min(Jint) 4044 -
Position at Burn 1 rT1 (t̂1,Opt) [−100.0000, 442.3154, 50.0000] m
Position at Burn 2 rT2 (t̂2,Opt) [99.76851, 101.1637, 43.8338] m
Impulsive Burn 1 uT1 [0.1719, 0.0332, 0.1591] m/s
Impulsive Burn 2 uT2 [0.0999, 0.0775, 0.1871] m/s
Note. Optimal observability maneuver for the LTV Case 2 conditions in LEO
(eRSO = 0). The results correspond to an optimization with respect to the integral
observability cost function, Equation (2.39).
Figure C.1a shows the cost map for the LROE parameterization of the integral
observability cost function, Equation (2.35). Figure C.1b shows the cost map for
the equivalent Case 2 pseudo-time parameterization, Equation (2.39).
Understandably, both functions produce different maps, which has some impact on
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the numerical stability of the optimization process. However, computational
performance aside, Tables C.3 and C.4 show that the optimal maneuver results are
identical. Figure C.2 shows the resulting trajectories in the RSW frame.
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D. Navigation Filters
D.1 Navigation Filters
Two navigation filter schemes, an extended Kalman filter (EKF) and an
unscented Kalman filter (UKF), are proposed with which to test the validity of the
optimal observability maneuvers. Two variants of each filter are given, one for each
measurement model. For simplicity, perfect attitude pointing of the chaser towards
the resident space object (RSO) is assumed. Therefore, all measurements are
interpreted in the RSW frame instead of the sensor frame (as all angles would be
zero, necessitating more complex dynamics to properly incorporate all the
information).
Each filter uses the linear relative dynamics (system matrix A) corresponding
to the orbit type of the scenario, i.e., the Hill-Clohessy-Wiltshire equations
(Equation (2.22)) for circular orbits, and the linear time-varying (LTV) equations
(Equation (2.15)) for the elliptic orbits
model



ẋ(t) = Ax(t) + Bu(t) + w(t)
yk = hM, k
(
x(tk)
)
+ vk
.
Where w(t) and vk represent continuous and discrete Gaussian white noise,
respectively. k is an index associated with a unique instant in time tk.
The nonlinear measurement models are discrete versions of those with
angles-only and angles-and-rates in Equations (2.28) and (2.31)
hAOM, k
(
x(tk)
)
=

θ
φ


k
=

arctan(y/x)
arcsin(z/ρ)


k
,
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hARM, k
(
x(tk)
)
=


θ
φ
θ̇
φ̇


k
=


arctan(y/x)
arcsin(z/ρ)
(xẏ − yẋ)/(x2 + y2)
(
ż(x2 + y2) − z(xẋ+ yẏ)
)
/
(
ρ2
√
x2 + y2
)


k
.
D.1.1 Extended Kalman Filter
The EKF uses a standard continuous-discrete architecture (Gelb, 1974). The
propagation, and update equations are reproduced here for reference. The
continuous estimated state x̂ (not to be confused with unit vector notation) and
error covariance P propagations are given according to
propagation



˙̂x(t) = Ax̂(t) + Bu(t)
Ṗ (t) = AP (t) + P (t)AT +QEKF(t)
.
Where QEKF is the process noise correlation matrix.
The update step incorporates the symmetric (Joseph) form of the P -update
equation in order to help preserve its symmetric-definiteness throughout extensive
numerical computations (Brown & Hwang, 2012)
update



Kk = P
−
k H
T
k (x̂
−
k )[Hk(x̂
−
k )P
−
k H
T
k (x̂
−
k ) +REKF]
−1
P+k =
(
I −KkHk(x̂−k )
)
P−k
(
I −KkHk(x̂−k )
)T
+KkREKFK
T
k
x̂+k = x̂
−
k +Kk[yk − hM, k(x̂−k )]
.
Where H is the Jacobian matrix of the measurement model hM (also known as the
measurement matrix), K is the Kalman gain, REKF is the measurement noise
correlation matrix, and the superscripts (−) and (+) indicate pre-update and
post-update quantities, respectively.
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Note that this propagation and update architecture is applicable to either of
the measurements models discussed above, provided the right hM and
corresponding H are used. The Jacobian matrix for angle-only measurements
(Equation (2.28)) is defined as
HAOM =

H11 H12 0 0 0 0
H21 H22 H23 0 0 0

 .
where
H11 = −
y
x2 + y2
,
H12 =
x
x2 + y2
,
H21 = −
xz√
1 − z
2
x2 + y2 + z2
(x2 + y2 + z2)
3
2
,
H22 =
yz√
1 − z
2
x2 + y2 + z2
(x2 + y2 + z2)
3
2
,
H23 =
x2 + y2√
x2 + y2
x2 + y2 + z2
(x2 + y2 + z2)
3
2
.
In contrast, the Jacobian matrix for angles and angle rates measurements
(Equation (2.31)) is defined as
HARM =


H11 H12 0 0 0 0
H21 H22 H23 0 0 0
H31 H32 0 H34 H35 0
H41 H42 H43 H44 H45 H46


,
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where the additional entries not already defined for the HAOM matrix are
H31 =
−ẏx2 + 2ẋxy + ẏy2
(x2 + y2)2
,
H32 = −
(ẋx2 + 2ẏxy − ẋy2)
(x2 + y2)2
,
H34 = −
y
(x2 + y2)
,
H35 =
x
(x2 + y2)
,
H41 =
(
− żx5 + 2ẋx4z − 2żx3y2 + 3ẏx3yz + żx3z2 + ẋx2y2z...
−żxy4 + 3ẏxy3z + żxy2z2 + ẏxyz3 − ẋy4z − ẋy2z3
)
(x2 + y2)
3
2 (x2 + y2 + z2)
,
H42 =
(
− żx4y − ẏx4z + 3ẋx3yz − 2żx2y3 + ẏx2y2z + żx2yz2...
−ẏx2z3 + 3ẋxy3z + ẋxyz3 − ży5 + 2ẏy4z + ży3z2
)
(x2 + y2)
3
2 (x2 + y2 + z2)
,
H43 = −
ẋx+ ẏy√
x2 + y2(x2 + y2 + z2)
− 2ż(żx
2 − ẋxz + ży2 − ẏyz)√
x2 + y2(x2 + y2 + z2)2
,
H44 = −
xz√
x2 + y2(x2 + y2 + z2)
,
H45 = −
yz√
x2 + y2(x2 + y2 + z2)
,
H46 =
√
x2 + y2
x2 + y2 + z2
.
These parameters are specific to the EKF and are not to be confused with other
notation elsewhere in the text.
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D.2 Unscented Kalman Filter
The UKF uses a zero-mean additive noise architecture with a symmetric
sigma-point (X ) sampling scheme as proposed by Wan and van der Merwe (2001).
The propagation and update equations are reproduced here for reference
state
propagation



Xk−1 =
[
x̂k−1, x̂k−1 + γUKF
√
Pk−1, x̂k−1 − γUKF
√
Pk−1
]
X uk|k−1 = f(Xk−1,uk−1)
x̂−k =
2L∑
i=0
W
(m)
i X ui,k|k−1
P−k =
2L∑
i=0
W
(c)
i (X ui,k|k−1 − x̂−k )(X ui,k|k−1 − x̂−k )T +QUKF
.
Where
√
P refers to the Cholesky decomposition of the error covariance matrix
(Crassidis & Junkins, 2012), and the superscript (u) indicates un-augmented sigma
points. W (m) and W (c) are the mean and covariance weight matrices
W
(m)
0 =
λUKF
L+ λUKF
,
W
(c)
0 =
λUKF
L+ λUKF
+ 1 − α2UKF + βUKF ,
W
(m)
i = W
(c)
i =
1
2(L+ λUKF)
.
Where the scaling parameter is defined as λUKF = α
2
UKF(L+ κUKF), with tuning
parameters 10−4 ≤ αUKF ≤ 0, κUKF (usually set to 3 − L), and βUKF = 2 (optimal
value for Gaussian distributions). L is the length of the estimated state x̂k−1.
Together, these define the additional parameter γUKF =
√
L+ λUKF. These
parameters are specific to the UKF and are not to be confused with other notation
elsewhere in the text.
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The measurement propagation further augments the selected sigma points
with information from the process noise correlation matrix
√
QUKF
measurement
propagation



Xk|k−1 =
[
X uk|k−1, X u0,k|k−1 + γUKF
√
QUKF, X u0,k|k−1 − γUKF
√
QUKF
]
Yk|k−1 = hM(Xk|k−1)
ŷ−k =
2L∑
i=0
W
(m)
i Yi,k|k−1
.
Y are sigma points of the measurement vector.
Lastly, the state and error covariance are updated in terms of the
measurement correlation and cross-correlation matrices
update



Kk = PxkykP−1ỹk ỹk
x̂k = x̂
−
k + Kk(yk − ŷ−k )
Pk = P
−
k −KkPỹk ỹkKTk
,
Pỹk ỹk =
2L∑
i=0
W
(c)
i (Yi,k|k−1 − ŷ−k )(Yi,k|k−1 − ŷ−k )T +RUKF ,
Pxkyk =
2L∑
i=0
W
(c)
i (Xi,k|k−1 − x̂−k )(Yi,k|k−1 − ŷ−k )T .
Where K is the Kalman gain, RUKF is the measurement noise correlation matrix,
and the superscripts (−) and (+) indicate pre-update and post-update quantities,
respectively. Note that, unlike with the EKF, the only change necessary when using
different measurement models occurs in the sigma point calculation included in the
measurement propagation step since the nonlinear model is used directly.
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E. Optimization Parameters
All results presented throughout this document may be reproduced without
the need of proprietary software. The pseudocode flowcharts and simulation
processes are presented in such a way that any mathematical computation library,
such as SciPy (Jones, Oliphant, Peterson, & Others, 2001-Present), in combination
with arbitrary numerical optimization algorithms may be used interchangeably. The
specific results detailed in Chapters 3 and 4 were obtained using a base installation
of MATLAB R© R2017b (MathWorks, 2017) and a corresponding port of IPOPT
(Wächter & Biegler, 2006) with parameters and settings as outlined in Table E.1.
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Table E.1
MATLAB R© Implementation of IPOPT - Optimization Parameters
Parameter name Actual value Default value
IPOPT termination optionsa
options.ipopt.max iter 1500 3000
options.ipopt.dual inf tol 1 × 10−4 1
options.ipopt.constr viol tol 1 × 10−8 1 × 10−4
options.ipopt.tol 1 × 10−6 1 × 10−6
options.ipopt.acceptable constr viol tol 1 × 10−4 1 × 10−2
options.ipopt.bound relax factor 0 1
IPOPT barrier parameter optionsb
options.ipopt.mu strategy adaptive monotone
options.ipopt.mu oracle probing quality-function
IPOPT derivative test optionsc
options.ipopt.derivative test first-order none
IPOPT linear solver optionsd
options.ipopt.neg curv test tol 1 × 10−4 0
options.ipopt.perturb always cd yes no
options.ipopt.expect infeasible problem yes no
options.ipopt.linear scaling on demand no yes
IPOPT line search optionse
options.ipopt.alpha for y min primal
options.ipopt.recalc y yes no
options.ipopt.constraint violation norm type 2-norm 1-norm
Note. Non-default optimization parameters settings for IPOPT solver used to
produce results throughout the document.
a https://www.coin-or.org/Ipopt/documentation/node42.html
b https://www.coin-or.org/Ipopt/documentation/node46.html
c https://www.coin-or.org/Ipopt/documentation/node54.html
d https://www.coin-or.org/Ipopt/documentation/node51.html
e https://www.coin-or.org/Ipopt/documentation/node48.html

