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SCHUR-TYPE BANACH MODULES OF INTEGRAL KERNELS
ACTING ON MIXED-NORM LEBESGUE SPACES
NICKI HOLIGHAUS† AND FELIX VOIGTLAENDER∗ ‡
Abstract. Schur’s test for integral operators states that if a kernel K : X × Y → C satisfies∫
Y
|K(x, y)|dν(y) ≤ C and
∫
X
|K(x, y)| dµ(x) ≤ C, then the associated integral operator is
bounded from Lp(ν) into Lp(µ), simultaneously for all p ∈ [1,∞]. We derive a variant of this
result which ensures that the integral operator acts boundedly on the (weighted) mixed-norm
Lebesgue spaces Lp,qw , simultaneously for all p, q ∈ [1,∞]. For non-negative integral kernels,
our criterion is sharp; that is, the integral operator satisfies our criterion if and only if it acts
boundedly on all of the mixed-norm Lebesgue spaces.
Motivated by this new form of Schur’s test, we introduce solid Banach modules Bm(X,Y ) of
integral kernels with the property that all kernels in Bm(X,Y ) map the mixed-norm Lebesgue
spaces Lp,qw (ν) boundedly into L
p,q
v (µ), for arbitrary p, q ∈ [1,∞], provided that the weights
v, w are m-moderate. Conversely, we show that if A and B are non-trivial solid Banach spaces
for which all kernels K ∈ Bm(X,Y ) define bounded maps from A into B, then A and B are
related to mixed-norm Lebesgue-spaces, in the sense that
(
L
1 ∩ L∞ ∩ L1,∞ ∩ L∞,1
)
v
→֒ B and
A →֒
(
L
1 + L∞ + L1,∞ + L∞,1
)
1/w
for certain weights v, w depending on the weight m used in
the definition of Bm.
The kernel algebra Bm(X,X) is particularly suited for applications in (generalized) coorbit
theory. Usually, a host of technical conditions need to be verified to guarantee that the coorbit
space CoΨ(A) associated to a continuous frame Ψ and a solid Banach space A are well-defined
and that the discretization machinery of coorbit theory is applicable. As a simplification, we
show that it is enough to check that certain integral kernels associated to the frame Ψ belong
to Bm(X,X); this ensures that the spaces CoΨ(L
p,q
κ ) are well-defined for all p, q ∈ [1,∞] and all
weights κ compatible with m. Further, if some of these integral kernels have sufficiently small
norm, then the discretization theory is also applicable.
1. Introduction
For integral kernels that do not exhibit cancellations—in particular for non-negative kernels—
Schur’s test is one of the most important criteria to verify that the associated integral operator
acts boundedly on the Lebesgue space Lp. More precisely, given σ-finite measure spaces (X,F , µ)
and (Y,G, ν) and a measurable integral kernel K : X × Y → C, the integral operator ΦK
associated to the kernel K is defined by
[ΦK f ](x) :=
∫
Y
K(x, y) f(y) dν(y) for measurable f : Y → C and x ∈ X, if the integral exists;
one then wants to study conditions on K which guarantee that ΦK acts boundedly on a given
function space.
1.1. The different versions of Schur’s test. Schur’s test provides such a criterion for oper-
ators acting on the Lebesgue spaces Lp. In fact, there are two somewhat different results in the
literature that are commonly referred to as “Schur’s test”. The first variant yields boundedness
of ΦK on L
p for a specific choice of p ∈ (1,∞):
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Theorem (Schur’s test, specific version). Under the above assumptions, let p, q ∈ (1,∞) be
conjugate exponents. Assume that there exist A,B > 0 and measurable functions g : Y → (0,∞)
and h : X → (0,∞) satisfying∫
Y
|K(x, z)| · [g(z)]q dν(z) ≤ A · [h(x)]q and
∫
X
|K(z, y)| · [h(z)]p dµ(z) ≤ B · [g(y)]p
for µ-almost all x ∈ X and ν-almost all y ∈ Y . Then ΦK : L
p(ν) → Lp(µ) is bounded with
‖ΦK‖Lp→Lp ≤ A
1/q B1/p.
The above formulation of Schur’s test appeared for the first time in [3, Pages 239–240]; it is
a highly generalized version of a result by Schur [26], which considered matrix operators acting
on ℓ2. Gagliardo showed for non-negative kernels K that the sufficient condition given above is
“almost” necessary; see [16] for the details.
While the above theorem is very flexible and in particular allows to prove boundedness of
operators which act boundedly on Lp only for some but not all exponents p, the second version
of Schur’s test—which yields boundedness on Lp simultaneously for all p ∈ [1,∞]—is more
frequently used in applications related to time-frequency analysis [18, Lemma 6.2.1] and coorbit
theory [10–12,14,20,23]. This second version reads as follows:
Theorem (Schur’s test, uniform version). Assume that the integral kernel K : X × Y → C is
measurable and such that∫
X
|K(z, y)| dµ(z) ≤ C and
∫
Y
|K(x, z)| dν(z) ≤ C for almost all x ∈ X and y ∈ Y. (1.1)
Then ΦK : L
p(ν)→ Lp(µ) is bounded for all p ∈ [1,∞], with ‖ΦK‖Lp→Lp ≤ C.
This second version of Schur’s test is again a generalization of an estimate in Schur’s original
work [26]; it is a folklore result and can be found for instance in [13, Theorem 6.18].
An important application of this second form of Schur’s test occurs in generalized coorbit
theory [14], where a Schur-type Banach algebra of integral kernels is considered. More precisely,
in the setting where (X,F , µ) = (Y,G, ν), define
A(X) :=
{
K : X ×X → C : K measurable and ‖K‖A <∞
}
,
where
‖K‖A := max
{
ess sup
y∈X
∫
X
|K(x, y)| dµ(x), ess sup
x∈X
∫
X
|K(x, y)| dµ(y)
}
∈ [0,∞].
Clearly, A(X) contains all kernels that satisfy Schur’s test, so that A(X) →֒ B(Lp(µ)).
Moreover, A(X) is a Banach algebra with multiplication given by
L⊙K(x, z) :=
∫
Y
L(x, y)K(y, z)dµ(y), for (almost) all x, z ∈ X.
1.2. Our contribution. We are concerned with extending the “uniform version” of Schur’s
test for integral operators acting on the Lebesgue spaces Lp to a version for operators acting on
the mixed-norm Lebesgue spaces Lp,q, which were originally introduced in [4].
Precisely, given a measure space (X,F , µ) = (X1×X2,F1⊗F2, µ1⊗µ2) which is the product of
two σ-finite measure spaces (Xi,Fi, µi), the mixed Lebesgue-norm with exponents p, q ∈ [1,∞]
is given by
‖f‖Lp,q(µ) :=
∥∥∥x2 7→ ∥∥f(•, x2)∥∥Lp(µ1)∥∥∥Lq(µ2) ∈ [0,∞] for f : X → C measurable. (1.2)
As usual, Lp,q(µ) is the set of all (equivalence classes of) measurable functions for which this
norm is finite. One can show that Lp,q(µ) is indeed a Banach space; see [4].
We make the following contributions regarding Schur’s test for mixed-norm Lebesgue spaces:
• We derive a variant of the condition (1.1) which guarantees that ΦK : L
p,q(ν)→ Lp,q(µ) is
bounded simultaneously for all p, q ∈ [1,∞].
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• This sufficient condition turns out to be reasonably sharp, meaning that for non-negative
integral kernels K, our sufficient condition is in fact necessary.
• In the same way that the Banach algebra A(X) relates to the Schur-type condition (1.1),
we introduce a novel family B(X,Y ) of Banach spaces of integral kernels related to our
generalized Schur-type condition and study its properties.
• In particular, we study necessary conditions that a function space A has to satisfy in order
for B(X,X) to act boundedly on it. Our main result in this direction shows that such a
space A necessarily satisfies
L1 ∩ L∞ ∩ L1,∞ ∩ L∞,1 →֒ A →֒ L1 + L∞ + L1,∞ + L∞,1.
• We indicate how our results can be used to obtain streamlined conditions for the applica-
bility of generalized coorbit theory using the kernel spaces B(X,Y ).
In the above list, we only restricted ourselves to the unweighted spaces B(X,Y ) for simplicity.
In fact, each of the listed questions is also considered for the weighted spaces Bm(X,Y ), acting
boundedly on weighted mixed-norm Lebesgue spaces Lp,qw .
1.3. Related work. Mixed-norm Lebesgue spaces—originally introduced in [4]—appear natu-
rally whenever one considers functions of more than one variable where the different variables
are related to fundamentally different notions or physical quantities. Such is the case in time-
frequency analysis [18], where the variables represent time (or space) and frequency, respectively.
In particular, the modulation space norms [8,9,18,19] are defined by putting a (weighted) mixed
Lebesgue norm on the short-time Fourier transform of the considered functions.
Generalizing from this, Feichtinger and Gro¨chenig developed coorbit theory [10–12, 17], a
general framework for defining function spaces by putting certain function space norms on suit-
able integral transforms of the functions under consideration, and for discretizing such function
spaces. The prototypical examples of coorbit spaces are the modulation spaces and the Besov
spaces [29,30], which can be described by putting a weighted mixed Lebesgue norm on either the
short-time Fourier transform or the continuous wavelet transform of the given functions. Other
examples include Triebel-Lizorkin spaces; see for instance [21, 31]. The coorbit description of
Besov spaces was generalized in [15] to function spaces associated to more general wavelet-type
transforms, including the anisotropic Besov spaces studied in [6].
In the original setup of Feichtinger and Gro¨chenig, the considered integral transforms were
required to stem from an irreducible, integrable group representation. This assumptions has
been significantly relaxed by the combined work of several authors [14, 20, 24], leading to the
theory of general coorbit spaces, for which the integral transform is merely required to be induced
by a continuous (Parseval) frame; see Sections 3 and 8.1. However, while mixed-norm Lebesgue
spaces have seen substantial interest and applications for group-based coorbit theory, they have
been mostly neglected in general coorbit theory. In Sections 3 and 8, we demonstrate how our
results can be applied to fill this gap.
Extensions of Schur’s test to mixed-norm Lebesgue spaces have been studied in [28] and [25].
In [28], Taylor considers generalizations of the “specific version” of Schur’s test to the setting
of n-variable mixed-norm Lebesgue spaces LP with P = (p1, . . . , pn) ∈ (1,∞)
n. In addition to
generalizing the sufficient conditions to this setting, most of [28] is concerned with showing that
these sufficient conditions are also (almost) necessary, similar to the results of Gagliardo [16]
for the usual Lebesgue spaces. Motivated by applications in time-frequency analysis, the work
[25] by Samarah et al. studies sufficient criteria regarding the integral kernel K which ensure
that ΦK : L
p,q → Lp,q is bounded1 for p, q ∈ (1,∞). Again, these sufficient conditions are in
the spirit of the “specific version” of Schur’s test. Furthermore, it should be noted that most of
the results in [25] assume one of the measure spaces under consideration to have finite measure;
the only result which does not do so is [25, Proposition 4], in which it is assumed instead that
1 < p ≤ q <∞, leaving open the case where q < p.
1It should be observed that while the theorem statements in [25] seem to consider boundedness of
ΦK : L
p,q → Lp
′,q′ , an analysis of the proofs shows that actually ΦK : L
p,q → Lp,q is meant.
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For the Lebesgue spaces Lp, the “uniform” version of Schur’s test (for p ∈ (1,∞)) is a
straightforward consequence of the “specific” version, derived by simply choosing h ≡ g ≡ 1.
However, it is unclear how such a derivation can be obtained from the results in [25, 28] in the
case of the mixed-norm Lebesgue spaces. Besides formalizing the “uniform” version of Schur’s
test in that setting, our work confirms its necessity and studies the properties of the closely
related kernel spaces Bm(X,Y ), thereby complementing the results in [25,28] by the addition of
a new toolset for the study of integral operators on mixed-norm Lebesgue spaces.
1.4. Structure of the paper. In the next section we state the main results of this paper.
Namely, we formulate the “uniform version” of Schur’s test for mixed-norm Lebesgue spaces and
discuss its relevance as sufficient and necessary criterion for integral operators mapping Lp,q(ν)
into Lp,q(µ). We also introduce the Schur-type Banach modules B(X,Y ) and their weighted
variants, and we discuss the properties of these spaces. In Section 3, we present an overview
of general coorbit theory with respect to mixed-norm Lebesgue spaces. All proofs are deferred
to the later sections: Section 4 covers all proofs related directly to the proposed extension of
Schur’s test, while Sections 5 and 6 are concerned with proving the properties of B(X,Y ) and
the kernels contained therein. In Section 7 we consider additional mapping properties of the
integral operators derived from kernels in B(X,Y ). Finally, Section 8 closes our treatment with
a more detailed account of general coorbit theory using mixed-norm Lebesgue spaces. Several
technical proofs are deferred to the Appendices. In particular, we show in Appendix A that
L1+L∞+L1,∞+L∞,1 is the associate space of the space L1 ∩L∞ ∩L1,∞ ∩L∞,1, which might
be of independent interest.
2. Schur’s test for mixed-norm Lebesgue spaces
As for the classical Schur test, we aim for readily verifiable conditions concerning the kernel
K : X × Y → C which guarantee that the associated integral operator ΦK defines a bounded
linear map ΦK : L
p,q(ν)→ Lp,q(µ), simultaneously for all p, q ∈ [1,∞].
In order to conveniently state our result, given a measurable function K : X × Y → C, we
define
C1(K) := ess sup
x∈X
∫
Y
|K(x, y)| dν(y) ∈ [0,∞],
C2(K) := ess sup
y∈Y
∫
X
|K(x, y)| dµ(x) ∈ [0,∞],
C3(K) := ess sup
x2∈X2
[∫
Y2
(
ess sup
y1∈Y1
∫
X1
∣∣K((x1, x2), (y1, y2))∣∣ dµ1(x1)) dν2(y2)
]
∈ [0,∞],
C4(K) := ess sup
y2∈Y2
[∫
X2
(
ess sup
x1∈X1
∫
Y1
∣∣K((x1, x2), (y1, y2))∣∣ dν1(y1)) dµ2(x2)] ∈ [0,∞].
(2.1)
It should be observed that C3(K), C4(K) ∈ [0,∞] are well-defined—that is, all appearing inte-
grands are indeed measurable—as follows by combining Tonelli’s theorem with Lemma B.4.
Using the quantities C1(K), . . . , C4(K), we can now conveniently state our version of Schur’s
test for mixed Lebesgue spaces:
Theorem 2.1. Let (X,F , µ)=(X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν)=(Y1×Y2,G1⊗G2, ν1⊗ν2)
and assume that µ1, µ2, ν1, ν2 are all σ-finite.
If K : X × Y → C is measurable and satisfies Ci(K) < ∞ for all i ∈ {1, 2, 3, 4}, where the
Ci(K) are as in Equation (2.1), then the integral operator ΦK is well-defined and bounded as
an operator ΦK : L
p,q(ν) → Lp,q(µ) for all p, q ∈ [1,∞], with absolute convergence a.e. of the
defining integral.
More precisely:
• If p ≤ q and Ci(K) <∞ for i ∈ {1, 2, 3}, then |||ΦK |||Lp,q→Lp,q ≤ max
i∈{1,2,3}
Ci(K) <∞.
• If p > q and Ci(K) <∞ for i ∈ {1, 2, 4}, then |||ΦK |||Lp,q→Lp,q ≤ max
i∈{1,2,4}
Ci(K) <∞.
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Proof. The proof is given in Section 4.1. 
Even though the developed criterion is very convenient, one might wonder how sharp it is.
At first sight, it might be possible that there are kernels K for which ΦK : L
p,q(ν) → Lp,q(µ)
is bounded for all p, q ∈ [1,∞], but for which the generalized Schur test does not prove this
boundedness. At least for kernels without cancellations—that is, non-negative kernels—this
does not happen.
Theorem 2.2. Let (X,F , µ)=(X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν)=(Y1×Y2,G1⊗G2, ν1⊗ν2),
and assume that µ1, µ2, ν1, ν2 are all σ-finite.
Let K : X × Y → [0,∞] be measurable, and let the constants Ci(K) be as defined in Equa-
tion (2.1). Then the following hold:
(1) If ΦK : L
1(ν)→ L1(µ) is well-defined and bounded, then C2(K) ≤ |||ΦK |||L1→L1.
(2) If ΦK : L
∞(ν)→ L∞(µ) is well-defined and bounded, then C1(K) ≤ |||ΦK |||L∞→L∞.
(3) If ΦK : L
1,∞(ν)→ L1,∞(µ) is well-defined and bounded, then C3(K) ≤ |||ΦK |||L1,∞→L1,∞.
(4) If ΦK : L
∞,1(ν)→ L∞,1(µ) is well-defined and bounded, then C4(K) ≤ |||ΦK |||L∞,1→L∞,1.
Proof. The proof is given in Section 4.2. 
Remark. This shows in particular that if K is non-negative, then ΦK : L
p,q(ν) → Lp,q(µ) is
well-defined and bounded simultaneously for all p, q ∈ [1,∞] if and only if this holds for all the
“boundary cases” p, q ∈ {1,∞}.
The stated results readily generalize to the weighted mixed-norm Lebesgue spaces Lp,qw . To
describe this, let us first define these spaces. In general, given any Banach space (A, ‖ • ‖A)
whose elements are (equivalence classes of) measurable functions f : X → C on a measure space
(X,A, µ), and given any measurable function w : X → (0,∞) (called a weight), we define the
weighted space Aw as
Aw :=
{
f : X → C : f measurable and w · f ∈ A
}
with norm ‖f‖Aw := ‖w · f‖A. (2.2)
Now, given weights v : X → (0,∞) and w : Y → (0,∞), and an integral kernelK : X×Y → C,
define
Kv,w : X × Y → C, (x, y) 7→
v(x)
w(y)
·K(x, y). (2.3)
It is then straightforward to verify that for a given measurable function f : Y → C, ΦKf is
well-defined if and only if ΦKv,w(w · f) is well-defined, and in this case we have
v · (ΦK f) = ΦKv,w(w · f).
Then, by applying the results from above for the unweighted spaces to the weighted kernel
Kv,w, we obtain the following generalized Schur-test concerning the boundedness of the integral
operator ΦK acting on weighted mixed-norm Lebesgue spaces.
Theorem 2.3. Let (X,F , µ)=(X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν)=(Y1×Y2,G1⊗G2, ν1⊗ν2),
and assume that µ1, µ2, ν1, ν2 are all σ-finite. Let v : X → (0,∞) and w : Y → (0,∞), as well as
K : X×Y → C be measurable, and let the weighted kernel Kv,w be as defined in Equation (2.3).
Then the following hold for p, q ∈ [1,∞]:
• If p ≤ q and if Ci(Kv,w) < ∞ for i ∈ {1, 2, 3}, then ΦK : L
p,q
w (ν)→ L
p,q
v (µ) is well-defined
and bounded, with |||ΦK |||Lp,qw →Lp,qv ≤ max1≤i≤3
Ci(Kv,w).
• If p > q and if Ci(Kv,w) < ∞ for i ∈ {1, 2, 4} then ΦK : L
p,q
w (ν) → L
p,q
v (µ) is well-defined
and bounded, with |||ΦK |||Lp,qw →Lp,qv ≤ maxi∈{1,2,4}
Ci(Kv,w).
Finally, if K : X × Y → [0,∞] is non-negative, then the following hold:
• If ΦK : L
1
w(ν)→ L
1
v(µ) is well-defined and bounded, then C2(Kv,w) ≤ |||ΦK |||L1w→L1v .
• If ΦK : L
∞
w (ν)→ L
∞
v (µ) is well-defined and bounded, then C1(Kv,w) ≤ |||ΦK |||L∞w →L∞v .
• If ΦK : L
1,∞
w (ν)→ L
1,∞
v (µ) is well-defined and bounded, then C3(Kv,w) ≤ |||ΦK |||L1,∞w →L1,∞v .
• If ΦK : L
∞,1
w (ν)→ L
∞,1
v (µ) is well-defined and bounded, then C4(Kv,w) ≤ |||ΦK |||L∞,1w →L∞,1v .
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2.1. A novel Banach module of integral kernels. Motivated by the classical form of Schur’s
test, Fornasier and Rauhut considered in [14] the algebra A of integral kernels, and also its
weighted variant Am. Precisely, given σ-finite measure spaces (X,F , µ) and (Y,G, ν), and an
integral kernel K : X × Y → C, the A-norm of K is given by
‖K‖A := ‖K‖A(X,Y ) := max
{
ess sup
x∈X
‖K(x, •)‖L1(ν) ess sup
y∈Y
‖K(•, y)‖L1(µ)
}
∈ [0,∞]. (2.4)
Given this norm, the associated space is defined as
A := A(X,Y ) :=
{
K : X × Y → C : K measurable and ‖K‖A <∞
}
.
In [14], it was observed that if (X,F , µ) = (Y,G, ν), then A(X,X) is a Banach algebra which
satisfies A(X,X) →֒ B(Lp,Lp) for all p ∈ [1,∞], where we denote by B(A,B) the space of all
bounded linear operators T : A→ B, for given Banach spaces A,B.
Here and in the following, we frequently identify a space of kernels, e.g., A(X,X), with the
space of integral operators induced by such kernels, e.g., {ΦK : K ∈ A(X,X)}. Hence, the
statement A(X,X) →֒ B(A,B) is to be interpreted as follows: For all K ∈ A(X,X), the
operator ΦK : A → B is well-defined and satisfies |||ΦK |||A→B . ‖K‖A, where the implied
constant is independent of the choice of K ∈ A(X,X).
Remark. The space A can also be expressed in terms of mixed-norm Lebesgue spaces. In fact,
using the notation KT (y, x) := K(x, y) for the transposed kernel, it follows directly from the
definition that ‖K‖A = max
{
‖KT ‖L1,∞(ν⊗µ), ‖K‖L1,∞(µ⊗ν)
}
.
Given our generalized form of Schur’s test, it is natural to introduce an associated kernel
algebra similar to the algebra A, and to study its basic properties. In fact, we will not assume
that (X,F , µ) = (Y,G, ν), so that in general we will not obtain a Banach algebra of kernels, but
rather a Banach module of kernels. The formal definition is as follows:
Definition 2.4. Let (Xi,Fi, µi) and (Yi,Gi, νi) be σ-finite measure spaces for i ∈ {1, 2}, and
let (X,F , µ) = (X1 ×X2,F1 ⊗F2, µ1 ⊗ µ2) and (Y,G, ν) = (Y1 × Y2,G1 ⊗ G2, ν1 ⊗ ν2). Given a
measurable kernel K : X × Y → C (or K : X × Y → [0,∞]), we define
K(x2,y2)(x1, y1) := K
(
(x1, x2), (y1, y2)
)
for (x1, x2) ∈ X and (y1, y2) ∈ Y. (2.5)
Using this notation, we define
‖K‖B := ‖K‖B(X,Y ) :=
∥∥∥(x2, y2) 7→ ‖K(x2,y2)‖A(X1,Y1)∥∥∥
A(X2,Y2)
∈ [0,∞],
and B(X,Y ) := {K : X × Y → C : K measurable and ‖K‖B <∞}.
Finally, given a weight m : X × Y → (0,∞), we define ‖K‖Bm := ‖m · K‖B ∈ [0,∞] and
Bm(X,Y ) := {K : X × Y → C : m ·K ∈ B(X,Y )}.
Remark. It should be observed that the norm ‖K‖B ∈ [0,∞] is indeed well-defined, since
X2 × Y2 → [0,∞], (x2, y2) 7→ ‖K
(x2,y2)‖A(X1,Y1) is measurable, as can be seen by recalling the
definition of ‖ • ‖A and by combining Tonelli’s theorem with Lemma B.4.
We now collect important basic properties of the spaces Bm(X,Y ). The proofs of Proposi-
tions 2.5–2.7 are given in Section 5.
Proposition 2.5. Let (Xi,Fi, µi) and (Yi,Gi, νi) be σ-finite measure spaces for i ∈ {1, 2}, and
let (X,F , µ) = (X1 × X2,F1 ⊗ F2, µ1 ⊗ µ2) and (Y,G, ν) = (Y1 × Y2,G1 ⊗ G2, ν1 ⊗ ν2). The
following hold for any (measurable) weight m : X × Y → (0,∞):
(1) Bm(X,Y ) is solid. That is, if K ∈ Bm(X,Y ) and if L : X × Y → C is measurable with
|L| ≤ |K| almost everywhere, then L ∈ Bm(X,Y ) and ‖L‖Bm ≤ ‖K‖Bm .
(2) ‖ • ‖Bm satisfies the Fatou property: If Kn : X × Y → [0,∞] with Kn ≤ Kn+1 and if
K := limn→∞Kn (pointwise), then ‖Kn‖Bm → ‖K‖Bm .
(3)
(
Bm(X,Y ), ‖ • ‖Bm
)
is a Banach space.
(4) Each K ∈ Bm(X,Y ) satisfies K ∈ Am(X,Y ) and ‖K‖Am ≤ ‖K‖Bm .
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Proposition 2.6 below concerns transpositions and compositions of kernels. In particular, it
shows that the spaces Bm(X,Y ) are compatible with the usual product of kernels, given by
(K ⊙ L)(x, z) :=
∫
Y
K(x, y)L(y, z) dν(y) for all (x, z) ∈ X × Z for which the integral exists,
for arbitrary measurable kernels K : X × Y → C and L : Y × Z → C.
Proposition 2.6. Let (Xi,Fi, µi) and (Yi,Gi, νi) be σ-finite measure spaces for i ∈ {1, 2}, and
let (X,F , µ) = (X1 × X2,F1 ⊗ F2, µ1 ⊗ µ2) and (Y,G, ν) = (Y1 × Y2,G1 ⊗ G2, ν1 ⊗ ν2). The
following hold for any (measurable) weight m : X × Y → (0,∞):
(1) Define mT : Y ×X → (0,∞), (y, x) 7→ m(x, y). If K ∈ Bm(X,Y ), then the transposed
kernel KT : Y × X → C, (y, x) 7→ K(x, y) satisfies KT ∈ BmT (Y,X) and furthermore
‖KT ‖B
mT
(Y,X) = ‖K‖Bm(X,Y ).
(2) Let (Z,H, ̺) = (Z1×Z2,H1⊗H2, ̺1⊗̺2), where (Z1,H1, ̺1) and (Z2,H2, ̺2) are σ-finite
measure spaces. Let ω : X×Y → (0,∞), σ : Y ×Z → (0,∞) and τ : X×Z → (0,∞) be
measurable and such that τ(x, z) ≤ C · ω(x, y) · σ(y, z) for all x ∈ X, y ∈ Y and z ∈ Z,
and some C > 0.
If K ∈ Bω(X,Y ) and L ∈ Bσ(Y,Z), then
K ⊙ L ∈ Bτ (X,Z) and ‖K ⊙ L‖Bτ ≤ C ‖K‖Bω ‖L‖Bσ .
Furthermore, the integral defining (K ⊙ L)(x, z) converges absolutely for almost all
(x, z) ∈ X × Z.
In particular, if the assumptions hold for X = Y = Z and τ = ω = σ, then Bτ (X,X)
is an algebra with respect to ⊙, and a Banach algebra if C = 1.
Finally, the integral operators ΦK induced by kernels K ∈ Bm(X,Y ) act boundedly on mixed-
norm Lebesgue spaces.
Proposition 2.7. Let (Xi,Fi, µi) and (Yi,Gi, νi) be σ-finite measure spaces for i ∈ {1, 2}, and
let (X,F , µ) = (X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν) = (Y1×Y2,G1⊗G2, ν1⊗ν2). Let further
v : X → (0,∞), w : Y → (0,∞), and m : X×Y → (0,∞) be measurable, and assume that there
is C > 0 such that v(x)w(y) ≤ C ·m(x, y) for all (x, y) ∈ X × Y .
For any K ∈ Bm(X,Y ) and p, q ∈ [1,∞], the integral operator ΦK is well-defined and bounded
as an operator ΦK : L
p,q
w (ν) → L
p,q
v (µ), with absolute convergence almost everywhere of the
defining integral. Finally, |||ΦK |||Lp,qw (ν)→Lp,qv (µ) ≤ C · ‖K‖Bm(X,Y ).
2.2. Necessary conditions for spaces compatible with the kernel modules Bm. Propo-
sition 2.7 shows in particular that kernels belonging to Bm induce integral operators that act
boundedly on mixed-norm Lebesgue spaces. In addition to these spaces, there certainly exist
other function spaces A,B such that every kernel K ∈ Bm gives rise to a bounded integral
operator ΦK : A→ B. To mention just one possibility, we note that if A = L
1,∞(ν) ∩ L∞,1(ν)
and B = L1,∞(µ)∩L∞,1(µ), then each kernel K ∈ B(X,Y ) defines a bounded integral operator
ΦK : A→ B. Here, we equip the space A with the norm ‖f‖A = max
{
‖f‖L1,∞(ν), ‖f‖L∞,1(ν)
}
,
and similarly for B. Of course, a host of other choices for A,B are possible as well.
Still, the following question appears natural: Given function spacesA,B such that each kernel
K ∈ Bm(X,Y ) induces a bounded integral operator ΦK : A → B, what can be said about the
spaces A,B? Are they “similar” to (weighted) mixed-norm Lebesgue spaces in some sense?
We will give a (partial) answer to this question for the case thatA,B are solid function spaces.
Intuitively, the membership of a function f in a solid space does not depend on any regularity
properties of f , but only on the magnitude of the function values f(x). Formally, we say that
a normed vector space (A, ‖ • ‖A) is a solid function space on a measure space (X,F , µ) if A
consists of (equivalence classes of almost everywhere equal) measurable functions f : X → C,
with the additional property that if f ∈ A and if g : X → C is measurable with |g| ≤ |f | almost
everywhere, then g ∈ A and ‖g‖A ≤ ‖f‖A. In case that a solid function space A is complete,
we say that it is a solid Banach function space. For more details on such spaces, we refer to [33]
and [5], or to [32, Section 2.2] for readers interested in Quasi-Banach spaces.
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We will show in Theorem 2.9 below that Banach function spaces “compatible” with the
kernel modules Bm(X,Y ) are indeed somewhat similar to certain weighted mixed-norm Lebesgue
spaces. To formulate this conveniently, we first introduce two special spaces related to mixed-
norm Lebesgue spaces.
Definition 2.8. Let (X,F , µ) = (X1 × X2,F1 ⊗ F2, µ1 ⊗ µ2) where µ1, µ2 are σ-finite. We
denote by L1(µ) + L∞(µ) + L1,∞(µ) + L∞,1(µ) the space of all (equivalence classes of almost
everywhere equal) measurable functions f : X → C, for which the norm
‖f‖L1+L∞+L1,∞+L∞,1
:= inf
{
‖f1‖L1 + ‖f2‖L∞ + ‖f3‖L1,∞ + ‖f4‖L∞,1 :
f1, f2, f3, f4 : X → C measurable
and f = f1 + f2 + f3 + f4
} (2.6)
is finite. We further denote by L1(µ)∩L∞(µ)∩L1,∞(µ)∩L∞,1(µ) the space of all (equivalence
classes of almost everywhere equal) measurable functions f : X → C, for which the norm
‖f‖L1∩L∞∩L1,∞∩L∞,1 := max
{
‖f‖L1 , ‖f‖L∞ , ‖f‖L1,∞ , ‖f‖L∞,1
}
(2.7)
is finite.
Remark. It is not quite obvious that the functional ‖•‖L1+L∞+L1,∞+L∞,1 is indeed definite, and
hence a norm. We verify definiteness as part of Theorem 6.3.
Theorem 2.9. Let (X,F , µ)=(X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν)=(Y1×Y2,G1⊗G2, ν1⊗ν2),
where µ1, µ2, ν1, ν2 are all σ-finite. Let m : X × Y → (0,∞) be measurable, and let A be a
solid Banach function space on Y and B a solid Banach function space on X. Finally, let
v : X → (0,∞) and w : Y → (0,∞) be measurable and such that m(x, y) ≤ C · v(x) · w(y) for
all (x, y) ∈ X × Y and some C > 0. Then the following hold:
(1) If A 6= {0} and if each K ∈ Bm(X,Y ) induces a well-defined operator ΦK : A → B,
then (
L1(µ) ∩ L∞(µ) ∩ L1,∞(µ) ∩ L∞,1(µ)
)
v
→֒ B.
(2) If µ(X) 6= 0 and if for each non-negative kernel K ∈ Bm(X,Y ) and each non-negative
f ∈ A, the function ΦKf : X → [0,∞] is almost-everywhere finite-valued, then
A →֒
(
L1(ν) + L∞(ν) + L1,∞(ν) + L∞,1(ν)
)
1/w
.
Proof. The proof of Theorem 2.9 is given in Section 6. 
Remark 2.10. In many cases, C = H :=
(
L1(ν) +L∞(ν) +L1,∞(ν) +L∞,1(ν)
)
1/w
turns out to
be the minimal space with the property that A →֒ C for every solid Banach function space A on
Y for which ΦKf is almost-everywhere finite-valued for all 0 ≤ K ∈ Bm(X,Y ) and 0 ≤ f ∈ A.
Indeed, let us assume that C is a space with this property and that there is a weight
u : X → (0,∞) satisfying
u(x)
1/w(y)
= u(x) · w(y) ≤ m(x, y) for all (x, y) ∈ X × Y. (2.8)
Then, Proposition 2.7 shows for K ∈ Bm(X,Y ) that ΦK : L
p,q
1/w(ν) → L
p,q
u (µ) is well-defined
and bounded, for arbitrary p, q ∈ {1,∞}. In particular, this means that ΦKf(x) < ∞ almost
everywhere for all 0 ≤ K ∈ Bm(X,Y ) and 0 ≤ f ∈ L
p,q
1/w(ν), with p, q ∈ {1,∞}. By our
assumption on C, this means Lp,q1/w(ν) →֒ C for all p, q ∈ {1,∞}, and hence H →֒ C.
The existence of u with u(x) ·w(y) ≤ m(x, y) is for example satisfied in the common case that
X = Y and
m(x, y) = mw(x, y) := max
{w(x)
w(y)
,
w(y)
w(x)
}
for a weight w : X → (c,∞) with c > 0. (2.9)
Indeed, if we set u : X → (0,∞), x 7→ 1/w(x), then u(x) · w(y) ≤ m(x, y) ≤ 1c2 · w(x) · w(y).
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2.3. Am as a special case of Bm. The classical spaces Am(X1, Y1) arise as special cases
of the newly introduced spaces Bm(X,Y ). Indeed, given σ-finite measure spaces (X1,F1, µ1)
and (Y1,G1, ν1), define X2 := Y2 := {0} and µ2 := ν2 := δ0, and as usual X := X1 × X2 and
Y := Y1×Y2, as well as µ := µ1⊗µ2 and ν := ν1⊗ν2. Now, let us identify a function f : X1 → C
with f˜ : X → C, (x1, x2) 7→ f(x1), and g : Y1 → C with g˜ : Y → C, (y1, y2) 7→ g(y1). A direct
calculation shows that ‖f˜ ‖Lp,q(µ) = ‖f‖Lp(µ1) and similarly ‖g˜‖Lp,q(ν) = ‖g‖Lp(ν1), for arbitrary
p, q ∈ [1,∞]. In other words, Lp,q(µ) = Lp(µ1) and L
p,q(ν) = Lp(ν1), up to canonical identifi-
cations. Finally, an easy calculation shows that if we identify a given kernel K : X1 × Y1 → C
with K˜ : X × Y → C,
(
(x1, x2), (y1, y2)
)
7→ K(x1, y1), then ‖K˜‖B(X,Y ) = ‖K‖A(X1,Y1), and thus
Am(X1, Y1) = Bm(X,Y ), up to canonical identifications.
By using this identification of the spaces Am(X1, Y1) as special Bm(X,Y ) spaces, all of our
results imply a corresponding result for Am(X1, Y1). Most of the conclusions obtained in this
way are already well-known, but some seem to be new. As an example of such a result, we
explicitly state the consequences of Theorem 2.9 for the spaces Am.
Corollary 2.11. Let (X,F , µ) and (Y,G, ν) be σ-finite measure spaces, let A be a solid Banach
function space on Y , and B a solid Banach function space on X. Finally, letm : X×Y → (0,∞),
v : X → (0,∞), and w : Y → (0,∞) be measurable and such that m(x, y) ≤ C · v(x) · w(y) for
all (x, y) ∈ X × Y and some C > 0. Then the following hold:
(1) If A 6= {0} and if each K ∈ Am(X,Y ) induces a well-defined operator ΦK : A → B,
then
(
L1(µ) ∩ L∞(µ)
)
v
→֒ B.
(2) If µ(X) 6= 0 and if for each 0 ≤ K ∈ Am(X,Y ) and each 0 ≤ f ∈ A, the function
ΦKf : X → [0,∞] is almost-everywhere finite-valued, then A →֒
(
L1(ν) + L∞(ν)
)
1/w
.
Remark. Part (2) of the corollary is strictly stronger than the inclusion A →֒ D
(
U , L1, (L∞1/w)
♮
)
obtained in [14, Lemma 8(a)]. Furthermore, the space (L1+L∞)1/w seems more natural than the
space D
(
U , L1, (L∞1/w)
♮
)
, the definition of which is more involved (see [14, Pages 261 and 265]).
To see that the above result is indeed a strict improvement, first note that Remark 2.10 shows
(L1 + L∞)1/w →֒ D
(
U , L1, (L∞1/w)
♮
)
. Here, Condition (2.8) is satisfied under the assumptions
imposed in [14], since these imply that X = Y and that w(y)w(x) ≤ m(x, y) ≤ w(x) · w(y) for
w(x) := m(x, z) with z ∈ X fixed; see [14, Equations (3.2), (3.3), and (3.7)].
Finally, if one chooses (X,µ) = (R, λ) with the Lebesgue measure λ, and m ≡ w ≡ 1,
as well as U = (Uk)k∈Z =
(
(k − 1, k + 1)
)
k∈Z
, then the function f :=
∑∞
n=1 2
n · 1[n,n+2−n]
satisfies f /∈ L1 + L∞, but f ∈ D
(
U , L1, (L∞1/w)
♮
)
. To see this, note that ‖f · 1Uk‖L1 ≤ 3 for
all k ∈ Z and hence f ∈ D
(
U , L1, (L∞1/w)
♮
)
, but that
∫
E f dλ = ∞ for the finite measure set
E :=
⋃
n∈N[n, n+ 2
−n]; this shows f /∈ L1 + L∞.
2.4. Boundedness of ΦK : A → L
∞
1/v. In some applications it is not enough to merely know
that an integral kernel K induces a bounded integral operator ΦK : A → A. Instead, it might
be required that ΦK : A → C is well-defined and bounded, for some space C that does not
necessarily contain A. In particular for general coorbit theory—see Section 3—such a property
is required for C = L∞1/v , for a suitable weight v. Having to verify this additional condition can
be a serious obstruction for the application of coorbit theory.
Using the kernel modules Bm(X,X), it is possible to simplify proving that ΦK : A → L
∞
1/v
is indeed bounded for a suitable choice of v. All one needs to verify are the following two
conditions:
(1) Bm(X,X) →֒ B(A,A), which holds for all (suitably) weighted mixed-norm Lebesgue
spaces A = Lp,qw ; and
(2) a certain maximal kernel MUK of the kernel K belongs to Bm(X,X).
The maximal kernelMUK is defined using a suitable covering U ofX = X1×X2. The following
definition clarifies the conditions that this covering has to satisfy, and formally introduces the
maximal kernel MUK.
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Definition 2.12. Let (X,F , µ) = (X1 ×X2,F1 ⊗ F2, µ1 ⊗ µ2), where (Xi,Fi, µi) is a σ-finite
measure space for i ∈ {1, 2}. A family U = (Uj)j∈J is said to be a product-admissible covering
of X, if it satisfies the following conditions:
(1) the index set J is countable;
(2) we have X =
⋃
j∈J Uj;
(3) each Uj is of the form Uj = Vj ×Wj with Vj ∈ F1 and Wj ∈ F2 and we have µ(Uj) > 0;
(4) there is a constant C > 0 such that the covering weight wU defined by
(wU )j := min
{
1, µ1(Vj), µ2(Wj), µ(Uj)
}
for j ∈ J (2.10)
satisfies (wU )i ≤ C · (wU )j for all i, j ∈ J for which Ui ∩ Uj 6= ∅.
Given such a product-admissible covering U = (Uj)j∈J and any kernel K : X ×X → C, the
associated maximal kernel MUK is defined as
MUK : X ×X → [0,∞], (x, y) 7→ sup
z∈U(x)
|K(z, y)| where U(x) :=
⋃
j∈J with x∈Uj
Uj. (2.11)
Finally, given a weight u : X → (0,∞), we say that u is U-moderate, if there is a constant
C ′ > 0 such that u(x) ≤ C ′ · u(y) for all j ∈ J and all x, y ∈ Uj .
Our precise sufficient criterion for ensuring that ΦK : A→ L
∞
1/v reads as follows:
Theorem 2.13. Let (X,F , µ) = (X1 × X2,F1 ⊗ F2, µ1 ⊗ µ2), where (Xi,Fi, µi) is a σ-finite
measure space for i ∈ {1, 2}. Let m : X ×X → (0,∞) and u : X → (0,∞) be measurable and
such that m(x, y) ≤ C · u(x) · u(y) for all x, y ∈ X and some constant C > 0. Let U = (Uj)j∈J
be a product-admissible covering of X for which u is U -moderate. Then the following hold:
(1) There is a measurable weight wcU : X → (0,∞) (a “continuous version” of the discrete
weight wU defined in (2.10)) such that
sup
j∈J
sup
x∈Uj
[
(wU )j
wcU (x)
+
wcU (x)
(wU )j
]
<∞. (2.12)
For any two such weights wcU , v
c
U , we have w
c
U ≍ v
c
U .
(2) Let A be a solid Banach function space on X such that Bm(X,X) →֒ B(A). Let the
kernel K : X ×X → C be measurable, and assume that there is a measurable kernel
L : X ×X → [0,∞] satisfying MUK ≤ L and ‖L‖Bm <∞. Define
v : X → (0,∞), x 7→
u(x)
wcU (x)
. (2.13)
Then K ∈ Bm(X,X) (so that ΦK : A → A is bounded), and K induces a well-defined
and bounded integral operator ΦK : A→ L
∞
1/v.
Remark. The slightly convoluted formulation involving the additional kernel L is only chosen to
avoid having to assume that the maximal kernel MUK is measurable.
Proof. The proof of Theorem 2.13 is given in Section 7. 
3. Application: Simplified conditions for coorbit theory using Bm(X)
The main idea of coorbit theory is to quantify the “niceness” of a function in terms of the
decay of its frame coefficients with respect to a fixed continuous frame F . This approach gives
rise to a family of function spaces—the so-called coorbit spaces—and an associated discretization
theory for these spaces.
Coorbit theory was originally introduced by Feichtinger and Gro¨chenig in the seminal pa-
pers [10–12] for frames generated by an integrable, irreducible group representation. It was
later generalized to arbitrary continuous frame; see [14, 24]. Our presentation is based on the
recent contribution by Kempka et al. [20], which generalizes and streamlines coorbit theory for
continuous frames (general coorbit theory).
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In this introduction, we only present a sketch of the theory and give an honest but simplified
account of how the kernel spaces Bm can be used to simplify the process of verifying the necessary
assumptions. The reader interested in the finer details is referred to Section 8.
Let H be a separable Hilbert space, and let (X,F , µ) = (X1 ×X2,F1 ⊗ F2, µ1 ⊗ µ2), where
(Xj ,Fj , µj) (j ∈ {1, 2}) is a σ-compact, second countable, locally compact Hausdorff space with
Borel σ-algebra Fj , and a Radon measure µj with suppµj = Xj . Furthermore, fix a continuous
Parseval frame Ψ = (ψx)x∈X ⊂ H, which by definition means that the voice transform
VΨf : X → C, x 7→ 〈f, ψx〉H (3.1)
is measurable for each f ∈ H and satisfies
‖f‖2H = ‖VΨf‖
2
L2(µ) ∀ f ∈ H. (3.2)
We will only be working with Parseval frames as above; for a detailed treatment of general
continuous frames, we refer to [1, 27].
The idea of coorbit theory is to generalize the description (3.2) of the H-norm in terms of
the L2-norm of the voice transform to different decay conditions regarding the voice transform.
Somewhat more precisely, we say that a solid Banach function space A on X is rich, if 1K ∈ A
for all compact sets K ⊂ X. Given such a rich solid Banach function space A satisfying certain
additional technical conditions, the associated coorbit space Co(A) is defined as
Co(A) := CoΨ(A) :=
{
f ∈ R : VΨf ∈ A
}
, with norm ‖f‖Co(A) := ‖VΨf‖A.
Here, the space R—the “reservoir” from which the elements of Co(A) are taken—can be thought
of as a generalization of the space of (tempered) distributions to the general setting considered
here; see Lemma 8.1 for the precise definition.
The first component of coorbit theory is a set of “compatibility criteria” between the repro-
ducing kernel (or Gramian kernel)
KΨ : X ×X → C, (x, y) 7→ 〈ψy, ψx〉H (3.3)
of the frame Ψ, and the Banach function space A, which ensure that the coorbit spaces are
actually well-defined Banach spaces. In their usual formulation, these conditions are quite
technical. Using the kernel spaces Bm, however, one can formulate a set of conditions which is
less tedious to verify. To conveniently formulate these conditions, we will assume the following:
U = (Uj)j∈J is a product admissible covering of X,
u : X → (0,∞) is U -moderate and locally bounded,
v : X → [1,∞) is measurable with v(x) & max
{
‖ψx‖H, [w
c
U (x)]
−1 u(x)
}
,
m0 :X×X → (0,∞) is measurable with m0(x, y)≤C u(x)u(y) and m0(x, y)=m0(y, x),
A 6= {0} is a solid Banach function space on X, and ‖ΦK‖A→A ≤ ‖K‖Bm0 ∀K ∈ Bm0 .
(3.4)
Here, wcU is as defined in Part (1) of Theorem 2.13.
Remark. (i): By means of Proposition 2.7, we see that the condition ‖ΦK‖A→A ≤ ‖K‖Bm0 is
satisfied if A = Lp,qκ (µ) and
κ(x)
κ(y) ≤ m0(x, y).
(ii): If only ‖ΦK‖A→A ≤ C0 ‖K‖Bm0 holds, then one can achieve C0 = 1 by replacing m0
with C0 ·m0. Thus, there is no real loss of generality in assuming C0 = 1.
Our simplified condition for the well-definedness of the coorbit spaces reads as follows:
Theorem 3.1. Let (X,F , µ) and Ψ as above, and assume that Condition (3.4) is satisfied. With
mv as in Equation (2.9) and MUKΨ as in Equation (2.11), assume that
KΨ ∈ Amv and there exists L ∈ Bm0 satisfying MUKΨ ≤ L. (3.5)
Then all technical assumptions imposed in [20, Sections 2.3 and 2.4] are satisfied; consequently,
the coorbit space CoΨ(A) is a well-defined Banach space.
Remark. The conclusion of the theorem is deliberately left somewhat vague; the finer details are
given in Proposition 8.6.
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The second component of coorbit theory is the discretization theory. This provides conditions
under which a sampled version Ψd = (ψxi)i∈I of the continuous frame Ψ = (ψx)x∈X can be used
to describe the coorbit space CoΨ(A). More precisely, if the discretization theory is applicable,
then there are solid sequence spaces A♭,A♯ ⊂ CI associated to A (see Equation (8.4)) such that
the coefficient and synthesis maps
CΨd : CoΨ(A)→ A
♭, f 7→
(
〈f, ψxi〉
)
i∈I
and DΨd : A
♯ → CoΨ(A), (ci)i∈I 7→
∑
i∈I
ci ψxi (3.6)
are well-defined and bounded, and such that CΨd has a bounded linear left-inverse, while DΨd
has a bounded linear right-inverse. In the language of [17], the former means that the sampled
frame Ψd forms a Banach frame and the latter implies that Ψd is an atomic decomposition for
CoΨ(A). Put briefly, we say that Ψd forms a Banach frame decomposition of CoΨ(A) if both
conditions are satisfied.
To conveniently state our simplified criteria for the applicability of the discretization theory,
we require the notion of the oscillation oscU ,Γ(K) of a kernel K : X ×X → C with respect to a
covering U = (Ui)i∈I and a (not necessarily measurable) phase function Γ : X ×X → S
1, where
S1 := {z ∈ C : |z| = 1}. This oscillation is defined as
oscU ,Γ(K) : X ×X → [0,∞], (x, y) 7→ sup
z∈U(y)
∣∣K(x, y)− Γ(y, z)K(x, z)∣∣, (3.7)
with U(y) :=
⋃
i∈I with y∈Ui
Ui as in Equation (2.11).
Furthermore, we need the notion of an admissible covering. Precisely, a family U = (Ui)i∈I of
subsets of X is an admissible covering of X, if it satisfies the following properties:
(1) U is a covering of X; that is, X =
⋃
i∈I Ui;
(2) U is locally finite, meaning that each x ∈ X has an open neighborhood intersecting only
finitely many of the Ui;
(3) each Ui is measurable, relatively compact, and has non-empty interior;
(4) the intersection number σ(U) := supi∈I |{ℓ ∈ I : Uℓ ∩ Ui 6= ∅}| is finite.
Theorem 3.2. Suppose that the assumptions of Theorem 3.1 hold, and define m := mv +m0.
If there exist an admissible covering U˜ = (U˜i)i∈I of X, a phase function Γ : X ×X → S
1, and
some L ∈ Bm such that
oscU˜ ,Γ(KΨ) ≤ L and ‖L‖Bm ·
(
2 ‖KΨ‖Bm + ‖L‖Bm
)
< 1,
and if for each i ∈ I some xi ∈ U˜i is chosen, then all technical assumptions imposed in
[20, Theorem 2.48] are satisfied; consequently, Ψd = (ψxi)i∈I is a Banach frame decomposition
for CoΨ(A).
Remark. Again, the conclusion of the theorem is deliberately not completely precise; a rigorous
version is given in Proposition 8.7.
4. Proving Schur’s test for weighted mixed-norm Lebesgue spaces
In this section, we prove our generalization of Schur’s test to (weighted) mixed-norm Lebesgue
spaces; that is, we prove Theorems 2.1 and 2.2. We will assume throughout that (Xi,Fi, µi)
and (Yi,Gi, νi) are σ-finite measure spaces for i = 1, 2. Define X := X1 ×X2 and Y := Y1 × Y2,
which we equip with the respective product σ-algebras F := F1 ⊗F2 or G := G1 ⊗G2, and with
the product measures µ := µ1 ⊗ µ2 and ν := ν1 ⊗ ν2.
4.1. Sufficiency of the generalized Schur condition. In this subsection, we prove that the
integral operator ΦK : L
p,q(ν) → Lp,q(µ) is indeed well-defined and bounded if Ci(K) < ∞ for
all i ∈ {1, 2, 3, 4}, with Ci(K) as defined in Equation (2.1).
To simplify the subsequent proofs, we first show that it suffices to only consider non-negative
kernels K ≥ 0 and functions f ≥ 0, and show that ‖ΦK f‖Lp,q(µ) ≤ [maxi∈J Ci(K)] · ‖f‖Lp,q(ν)
for some subset J ⊂ {1, 2, 3, 4} that might depend on p, q.
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To see why this is enough, suppose we know that ‖Φ|K| f‖Lp,q(µ) ≤
[
maxi∈J Ci(|K|)
]
·‖f‖Lp,q(ν)
for all f ≥ 0. Now, first note that Ci(K) = Ci(|K|); hence, if Ci(K) <∞, then Ci(|K|) <∞ as
well. Next, note that if Ci(K) <∞ for all i ∈ J , then
|ΦKf(x)| ≤
∫
Y
|K|(x, y) |f |(y) dν(y) = [Φ|K| |f |](x) <∞
for f ∈ Lp,q(ν) and almost all x ∈ X. Hence, ΦK f is an almost-everywhere well-defined function
which is measurable by Fubini’s theorem, and which satisfies
‖ΦK f‖Lp,q(µ) ≤
∥∥Φ|K||f |∥∥Lp,q(µ) ≤ [maxi∈J Ci(|K|)] · ‖ |f | ‖Lp,q(ν) = [maxi∈J Ci(K)] · ‖f‖Lp,q(ν),
as desired. Therefore, in the following proofs we will concentrate on the case where K, f are non-
negative. This has the advantage that ΦK f : X → [0,∞] is always a well-defined measurable
function, as a consequence of Tonelli’s theorem.
We start our proof by considering the case p ≤ q. In the proof and in the remainder of the
paper, we will frequently use the (elementary) estimate
ess sup
ω∈Ω
∫
Λ
F (ω, λ) dµ(λ) ≤
∫
Λ
ess sup
ω∈Ω
F (ω, λ) dµ(λ), (4.1)
which holds for any measurable function F : Ω×Λ→ [0,∞], where (Ω, ν) and (Λ, µ) are σ-finite
measure spaces. To see this, first note that λ 7→ ess supω∈Ω F (ω, λ) is measurable, for instance
as a consequence of Lemma B.4. Next, Equation (4.1) is trivial if the right-hand side is infinite.
On the other hand, if the right-hand side is finite, we see for arbitrary g ∈ L1(ν) with g ≥ 0
that∫
Ω
g(ω)
∫
Λ
F (ω, λ) dµ(λ) dν(ω) =
∫
Λ
∫
Ω
g(ω)F (ω, λ) dν(ω) dµ(λ) ≤‖g‖L1(ν)
∫
Λ
ess sup
ω∈Ω
F (ω, λ) dµ(λ).
In view of the characterization of the L∞(ν)-norm by duality (see [13, Theorem 6.14]), this
implies ‖ω 7→
∫
Λ F (ω, λ) dµ(λ)‖L∞(ν) ≤
∫
Λ ess supω∈Ω F (ω, λ) dµ(λ), which is precisely (4.1).
With these preparations, we now prove Theorem 2.1 for the case p ≤ q.
Proposition 4.1. Let (Xi,Fi, µi) and (Yi,Gi, νi) be σ-finite measure spaces for i ∈ {1, 2}, and
let (X,F , µ) = (X1 ×X2,F1 ⊗F2, µ1 ⊗ µ2) and (Y,G, ν) = (Y1 × Y2,G1 ⊗ G2, ν1 ⊗ ν2).
Assume that K : X × Y → C is measurable and satisfies Ci(K) < ∞ for i ∈ {1, 2, 3}, where
Ci(K) is as defined in Equation (2.1). Finally, assume that p, q ∈ [1,∞] with p ≤ q. Then
ΦK : L
p,q(ν)→ Lp,q(µ)
is well-defined (with absolute convergence of the defining integral for µ-almost all x ∈ X) and
bounded, with |||ΦK |||Lp,q(ν)→Lp,q(µ) ≤ max1≤i≤3 Ci(K).
Proof. As discussed at the beginning of Section 4.1, it suffices to consider non-negative kernels
K ≥ 0, and to show that ‖ΦK f‖Lp,q(µ) ≤ max{C1(K), C2(K), C3(K)}·‖f‖Lp,q(ν) for f ∈ L
p,q(ν)
with f ≥ 0. We divide the proof of this fact into three steps.
Step 1 (the case p = ∞): This implies q = ∞, since p ≤ q. For f ∈ Lp,q(ν) = L∞(ν) with
f ≥ 0, we have
0 ≤ ΦKf(x) ≤
∫
Y
K(x, y) f(y) dν(y) ≤
∫
Y
K(x, y) dν(y) · ‖f‖L∞(ν) ≤ C1(K) · ‖f‖Lp,q(ν) <∞
for µ-almost all x ∈ X, and hence ‖ΦKf‖Lp,q(µ) ≤ C1(K) · ‖f‖Lp,q(ν).
Step 2 (the case p = 1): If we also have q = 1, then Lp,q = L1, so that the standard version
of Schur’s test (see [13, Theorem 6.18]) shows that ΦK : L
1(ν) → L1(µ) is well-defined and
bounded, with |||ΦK |||Lp,q→Lp,q = |||ΦK |||L1→L1 ≤ max{C1(K), C2(K)}, as desired.
For the case q ∈ (1,∞], define
H : X2 × Y → [0,∞], (x2, y) 7→
∫
X1
K
(
(x1, x2), y
)
dµ1(x1),
and note that
∫
X2
H(x2, y) dµ2(x2) ≤ C2(K) for ν-almost all y ∈ Y .
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Now, we distinguish two cases. First, if q =∞, we see for f ∈ Lp,q(ν) with f ≥ 0 that
‖ΦKf‖Lp,q(µ) = ess sup
x2∈X2
∫
X1
∫
Y
K
(
(x1, x2), y
)
f(y) dν(y) dµ1(x1)
(Tonelli’s theorem) = ess sup
x2∈X2
∫
Y2
∫
Y1
H
(
x2, (y1, y2)
)
f(y1, y2) dν1(y1) dν2(y2)
(Ho¨lder) ≤ ess sup
x2∈X2
∫
Y2
‖f(•, y2)‖L1(ν1) ess sup
y1∈Y1
H
(
x2, (y1, y2)
)
dν2(y2)
≤ ‖f‖L1,∞(ν) · C3(K) <∞.
It remains to consider the case q ∈ (1,∞). Here, we see by repeated applications of Tonelli’s
theorem and Ho¨lder’s inequality for f ∈ Lp,q(ν) and h ∈ Lq
′
(µ2) with f, h ≥ 0 that∫
X2
∥∥(ΦKf)(•, x2)∥∥L1(µ1) · h(x2) dµ2(x2)
(Tonelli) =
∫
Y
f(y)
∫
X2
h(x2) · [H(x2, y)]
1
q′
+ 1
q dµ2(x2) dν(y)
(Ho¨lder) ≤
∫
Y
f(y)
[∫
X2
[h(x2)]
q′H(x2, y) dµ2(x2)
] 1
q′
[∫
X2
H(x2, y) dµ2(x2)
] 1
q
dν(y)
(Tonelli) ≤ [C2(K)]
1
q
∫
Y2
∫
Y1
f(y1, y2)
[∫
X2
[h(x2)]
q′H
(
x2, (y1, y2)
)
dµ2(x2)
] 1
q′
dν1(y1) dν2(y2)
(Eq. (4.1), p=1) ≤ [C2(K)]
1
q
∫
Y2
‖f(•, y2)‖Lp(ν1)
[∫
X2
[h(x2)]
q′ ess sup
y1∈Y1
H
(
x2, (y1, y2)
)
dµ2(x2)
]1
q′
dν2(y2)
(Ho¨lder, Tonelli) ≤ [C2(K)]
1
q ‖f‖Lp,q(ν)
[∫
X2
[h(x2)]
q′
∫
Y2
ess sup
y1∈Y1
H
(
x2, (y1, y2)
)
dν2(y2)dµ2(x2)
] 1
q′
≤ [C2(K)]
1
q ‖f‖Lp,q(ν)[C3(K)]
1
q′
[∫
X2
[h(x2)]
q′dµ2(x2)
] 1
q′
= [C2(K)]
1
q [C3(K)]
1
q′ ‖f‖Lp,q(ν)‖h‖Lq′ (µ2) <∞.
Using the characterization of the Lq(µ2)-norm by duality (see [13, Theorem 6.14]), and recall-
ing again that p = 1, this implies ‖ΦKf‖Lp,q(µ) ≤ [C2(K)]
1
q [C3(K)]
1
q′ ‖f‖Lp,q(ν) < ∞. This
completes the proof for the case p = 1.
Step 3 (the case p ∈ (1,∞)): Define r := qp (with the understanding that r = ∞ if q = ∞),
and note r ∈ [1,∞] since p ≤ q. Let f ∈ Lp,q(ν) with f ≥ 0, and set g := fp. A straightforward
calculation shows that g ∈ L1,r(ν), with ‖g‖L1,r(ν) = ‖f‖
p
Lp,q(ν)
. Furthermore, we see by Ho¨lder’s
inequality and by definition of C1(K) that
0 ≤ (ΦKf)(x) =
∫
Y
[K(x, y)]
1
p′
+ 1
p f(y) dν(y) ≤
[∫
Y
K(x, y) dν(y)
] 1
p′
[∫
Y
K(x, y)g(y) dν(y)
] 1
p
≤ [C1(K)]
1
p′ · [(ΦK g)(x)]
1
p
for µ-almost all x ∈ X. Therefore, by employing the result from Step 2, we see that
‖ΦKf‖Lp,q(µ) ≤ [C1(K)]
1
p′ ·
∥∥∥x2 7→ ∥∥[(ΦK g)(•, x2)]1/p∥∥Lp(µ1)∥∥∥Lq(µ2)
= [C1(K)]
1
p′ ·
∥∥∥x2 7→ ∥∥(ΦK g)(•, x2)∥∥L1(µ1)∥∥∥1/pLr(µ2)
≤ [C1(K)]
1
p′ ·
[
‖g‖L1,r · max
1≤i≤3
Ci(K)
]1/p
≤ ‖f‖Lp,q(ν) · max
1≤i≤3
Ci(K) <∞. 
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For the proof of the case p > q, we will make use of the following duality result:
Lemma 4.2. Let (X,F , µ) = (X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν) = (Y1×Y2,G1⊗G2, ν1⊗ν2)
and assume that µ1, µ2, ν1, ν2 are σ-finite.
Let K : X × Y → [0,∞] be measurable, and define the transposed kernel as
KT : Y ×X → [0,∞], (y, x) 7→ K(x, y). (4.2)
Let p, q ∈ [1,∞]. Then ΦK : L
p,q(ν) → Lp,q(µ) is well-defined and bounded if and only if
ΦKT : L
p′,q′(µ)→ Lp
′,q′(ν) is. In this case, |||ΦK |||Lp,q→Lp,q = |||ΦKT |||Lp′,q′→Lp′,q′ .
The proof of the above result is based on the following characterization of the mixed Lp,q-norm
by duality.
Theorem 4.3. (easy consequence of [4, Theorem 2 in Section 2]) Let (Y1,G1, ν1) and (Y2,G2, ν2)
be σ-finite measure spaces. Let f : Y1 × Y2 → C be measurable, and let p, q ∈ [1,∞]. Then
‖f‖Lp,q(ν) = sup
g:Y1×Y2→[0,∞)
‖g‖
Lp
′,q′≤1
∫
Y
|f(y)| · g(y) dν(y).
Proof of Lemma 4.2. By symmetry (noting that (KT )T = K), it is enough to prove that if
the operator ΦKT : L
p′,q′(µ)→ Lp
′,q′(ν) is bounded, then so is ΦK : L
p,q(ν) → Lp,q(µ), with
operator norm |||ΦK |||Lp,q→Lp,q ≤ |||ΦKT |||Lp′,q′→Lp′,q′ . Furthermore, as explained at the beginning
of Section 4.1, it is enough to prove ‖ΦKf‖Lp,q(µ) ≤ |||ΦKT |||Lp′,q′→Lp′,q′ ·‖f‖Lp,q(ν) for f ∈ L
p,q(ν)
with f ≥ 0; here we use that K is non-negative in Lemma 4.2.
To see that the last inequality holds, let f ∈ Lp,q(ν) and g ∈ Lp
′,q′(µ) with f, g ≥ 0. Tonelli’s
theorem (which is applicable since all involved functions are non-negative), combined with
Ho¨lder’s inequality for the mixed-norm Lebesgue spaces (see [4, Equation (1) in Section 2])
shows that∫
X
[ΦK f ](x) · g(x) dµ(x) =
∫
Y
∫
X
KT (y, x) f(y) g(x) dµ(x) dν(y)
=
∫
Y
f(y) · [ΦKT g](y) dν(y) ≤ ‖f‖Lp,q(ν) · ‖ΦKT g‖Lp′,q′(ν)
≤ |||ΦKT |||Lp′,q′→Lp′,q′ · ‖f‖Lp,q(ν) · ‖g‖Lp′ ,q′(µ) <∞.
(4.3)
On the one hand, this implies2 that [ΦKf ](x) < ∞ for µ-almost all x ∈ X. Then, using the
dual characterization of the Lp,q-norm from Theorem 4.3, we see that ΦKf ∈ L
p,q(µ), and
furthermore ‖ΦKf‖Lp,q(µ) ≤ |||ΦKT |||Lp′,q′→Lp′,q′ · ‖f‖Lp,q(ν). 
Finally, we will also use the following relation between the constants Ci(K) from Equa-
tion (2.1) for the kernel K and the constants Ci(K
T ) for the transposed kernel.
Lemma 4.4. Let (X,F , µ) = (X1×X2,F1⊗F2, µ1⊗µ2) and (Y,G, ν) = (Y1×Y2,G1⊗G2, ν1⊗ν2)
and assume that µ1, µ2, ν1, ν2 are σ-finite.
Let K : X × Y → [0,∞] be measurable, and let the transposed kernel KT : Y ×X → [0,∞] be
as in Equation (4.2). Then the constants Ci introduced in Equation (2.1) satisfy
C1(K
T ) = C2(K), C2(K
T ) = C1(K), C3(K
T ) = C4(K), and C4(K
T ) = C3(K).
Proof. The assertion follows easily from the definitions. 
With this, we can now handle the case p > q.
Proposition 4.5. Let (Xi,Fi, µi) and (Yi,Gi, νi) be σ-finite measure spaces for i ∈ {1, 2}, and
let (X,F , µ) = (X1 ×X2,F1 ⊗F2, µ1 ⊗ µ2) and (Y,G, ν) = (Y1 × Y2,G1 ⊗ G2, ν1 ⊗ ν2).
2Otherwise, since µ1, µ2 are σ-finite, there would be sets M ∈ F , as well as A ∈ F1, B ∈ F2 with µ1(A) <∞ and
µ2(B) < ∞ and such that µ(M ∩ (A× B)) > 0 and ΦKf ≡ ∞ on M ∩ (A × B). But then the left-hand side of
the inequality (4.3) would be infinite for the choice g := 1M∩(A×B), although g ∈ L
p′,q′(µ).
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Assume that K : X×Y → C is measurable, and that the constants C1(K), C2(K), and C4(K)
introduced in Equation (2.1) are finite. Furthermore, let p, q ∈ [1,∞] with p > q. Then
ΦK : L
p,q(ν)→ Lp,q(µ)
is well-defined and bounded (with absolute convergence of the defining integral for µ-almost all
x ∈ X), with |||ΦK |||Lp,q→Lp,q ≤ max
{
C1(K), C2(K), C4(K)
}
.
Proof. Let L := |K|T : Y × X → [0,∞) denote the transposed kernel of the (pointwise) ab-
solute value of K. By Lemma 4.4 and the explanation at the beginning of Subsection 4.1,
we see that C1(L) = C2(|K|) = C2(K) <∞, C2(L) = C1(|K|) = C1(K) < ∞, and finally also
C3(L) = C4(|K|) = C4(K) <∞. Furthermore, since p
−1 < q−1, we see that the conjugate ex-
ponents p′, q′ satisfy 1p′ = 1− p
−1 > 1− q−1 = 1q′ , and hence p
′ < q′.
Therefore, Proposition 4.1 shows that ΦL : L
p′,q′(µ)→ Lp
′,q′(ν) is well-defined and bounded,
with |||ΦL|||Lp′,q′→Lp′,q′ ≤ max1≤i≤3 Ci(L) = max{C1(K), C2(K), C4(K)} =: C. Since L
T = |K|,
Lemma 4.2 shows that Φ|K| : L
p,q(ν)→ Lp,q(µ) is bounded, with
∣∣∣∣∣∣Φ|K|∣∣∣∣∣∣Lp,q→Lp,q ≤ C. Finally,
the reasoning from the beginning of Subsection 4.1 shows that ΦK : L
p,q(ν) → Lp,q(µ) is
bounded, with |||ΦK |||Lp,q→Lp,q ≤
∣∣∣∣∣∣Φ|K|∣∣∣∣∣∣Lp,q→Lp,q ≤ C, as claimed. 
By combining Propositions 4.1 and 4.5, we obtain Theorem 2.1.
4.2. Necessity of the generalized Schur condition. In this subsection, we prove Theo-
rem 2.2. For this, we will need the following technical result, the proof of which we defer to
Appendix B.
Lemma 4.6. Let (Ω, C) be a measurable space, and let (Y,G, ν) = (Y1 × Y2,G1 ⊗ G2, ν1 ⊗ ν2),
where ν1, ν2 are σ-finite measures.
Finally, let H : Ω × Y → [0,∞] be measurable. Then there is a countable family (hn)n∈N of
measurable functions hn : Y → [0,∞) such that ‖hn‖L1,∞(ν) ≤ 1, hn ∈ L
1(ν), and
‖H(ω, •)‖L∞,1(ν) = sup
n∈N
∫
Y
H(ω, y) · hn(y) dν(y) ∀ω ∈ Ω.
Remark. The claim is non-trivial, since usually neither of the spaces L∞,1(ν) or L1,∞(ν) is
separable. Furthermore, it should be noted that the countability of the family (hn)n∈N is crucial
for our purposes. Indeed, for each ω ∈ Ω and k ∈ N, it follows by the dual characterization
of the mixed Lebesgue norm (see Theorem 4.3) that there is a function hω,k ≥ 0 satisfying
‖hω,k‖L1,∞(ν) ≤ 1 and
∫
Y H(ω, y)hω,k(y) dν(y) ≥ (1 − k
−1)‖H(ω, •)‖L∞,1(ν). Yet, in the proof
of Part (3) of Theorem 2.2, we will have to introduce an exceptional null-set Nn ⊂ Ω for each
function hn, where in the setting of the proof, Ω = X2 is equipped with a measure. Since
the family (hn)n∈N is countable, we know that
⋃
n∈NNn is still a null-set. If instead of the
hn we would use the uncountable family (hω,k)ω∈Ω,k∈N, it could happen that the union of the
exceptional null-sets Nω,k is no longer a null-set—in fact, these sets could cover all of Ω.
Proof of Theorem 2.2. Ad (1): Define H : Y → [0,∞], y 7→
∫
X K(x, y) dµ(x) and furthermore
C := |||ΦK |||L1→L1 . For arbitrary f ∈ L
1(ν) with f ≥ 0, we see by Tonelli’s theorem that∫
Y
H(y) · f(y) dν(y) =
∫
X
∫
Y
K(x, y) f(y) dν(y) dµ(x) = ‖ΦK f‖L1(µ) ≤ C · ‖f‖L1(ν).
In view of the dual characterization of the L∞-norm (see [13, Theorem 6.14]), the preceding
estimate implies that C2(K) = ‖H‖L∞(ν) ≤ C < ∞, as desired. Note that it is enough to
consider only non-negative functions for the dual characterization of the L∞-norm of H, since
H ≥ 0. Also recall that ν is σ-finite, so that the dual characterization is indeed applicable.
Ad (2): Let f : Y → [0,∞), y 7→ 1, and note f ∈ L∞(ν). We then get
|||ΦK |||L∞→L∞ ≥ |||ΦK |||L∞→L∞ · ‖f‖L∞ ≥ ‖ΦK f‖L∞(µ) = ess sup
x∈X
∫
Y
K(x, y) dν(y) = C1(K).
Page 16 of 39
Schur-type kernel modules acting on mixed-norm Lebesgue spaces
Section 5: Proofs for the properties of the kernel modules Bm(X, Y )
Ad (3): Let C := |||ΦK |||L1,∞→L1,∞ andH : X2×Y → [0,∞], (x2, y) 7→
∫
X1
K
(
(x1, x2), y
)
dµ1(x1).
By Tonelli’s theorem, H is F2 ⊗ G-measurable. Thus, Lemma 4.6 yields a sequence (hn)n∈N of
measurable functions hn : Y → [0,∞) with ‖hn‖L1,∞(ν) ≤ 1 and such that
‖H(x2, •)‖L∞,1(ν) = sup
n∈N
∫
Y
H(x2, y) · hn(y) dν(y) ∀x2 ∈ X2. (4.4)
For each n ∈ N, there is a µ2-null-setNn ⊂ X2 with ‖(ΦK hn)(•, x2)‖L1(µ1) ≤‖ΦK hn‖L1,∞(µ) ≤ C
for all x2 ∈ X2 \Nn.
Define N :=
⋃
n∈NNn. For x2 ∈ X2 \ N , we then see by definition of H and by Tonelli’s
theorem that∫
Y
H(x2, y)·hn(y) dν(y)=
∫
X1
∫
Y
K
(
(x1, x2), y
)
hn(y) dν(y) dµ1(x1) = ‖(ΦK hn)(•, x2)‖L1(µ1)≤C.
In view of Equation (4.4), this implies ‖H(x2, •)‖L∞,1(ν) ≤ C for all x2 ∈ X2 \N . Directly from
the definitions of H and of C3(K), we see that this implies C3(K) ≤ C = |||ΦK |||L1,∞→L1,∞ <∞,
as claimed.
Ad (4): Let KT denote the transposed kernel of K. By Lemma 4.2, ΦKT : L
1,∞(µ)→ L1,∞(ν)
is bounded, with |||ΦKT |||L1,∞→L1,∞ ≤ |||ΦK |||L∞,1→L∞,1 =: C <∞. By Part (3) (applied to K
T ,
with interchanged roles of µ and ν), this implies C3(K
T ) ≤ C. Finally, Lemma 4.4 shows that
C4(K) = C3(K
T ) ≤ C <∞, as claimed. 
5. Proofs for the properties of the kernel modules Bm(X,Y )
In this section, we prove the properties of the kernel module Bm(X,Y ) that are stated in
Propositions 2.5–2.7.
Proof of Proposition 2.5. Ad (1): This is an immediate consequence of the definitions, once
one notes that if |L| ≤ |K| holds µ⊗ν-almost everywhere, then Tonelli’s theorem shows that for
µ2⊗ν2-almost every (x2, y2) ∈ X2×Y2, we have |L
(x2,y2)| ≤ |K(x2,y2)| µ1⊗ν1-almost everywhere.
Ad (2): We first prove that ‖ • ‖A(X,Y ) satisfies the Fatou property, for arbitrary σ-finite
measure spaces (X,F , µ), (Y,G, ν) (not necessarily of product structure). Indeed, if a sequence
of kernels Kn : X × Y → [0,∞] satisfies Kn ր K pointwise, then the monotone convergence
theorem shows that ‖Kn(x, •)‖L1(ν) ր ‖K(x, •)‖L1(ν) and ‖Kn(•, y)‖L1(µ) ր ‖K(•, y)‖L1(µ).
Next, it is easy to see that if 0 ≤ Gn ր G, then ‖Gn‖L∞ ր ‖G‖L∞ . If we combine this with
the preceding observations, we see ess supx∈X ‖Kn(x, •)‖L1(ν) ր ess supx∈X ‖K(x, •)‖L1(ν) and
ess supy∈Y ‖Kn(•, y)‖L1(µ) ր ess supy∈Y ‖K(•, y)‖L1(µ). Recalling the definition of ‖ • ‖A, this
implies ‖Kn‖A ր ‖K‖A.
Now we prove the actual claim, first for the unweighted case. Clearly, K
(x2,y2)
n ր K(x2,y2).
Therefore, the preceding considerations show that
Γn(x2, y2) := ‖K
(x2,y2)
n ‖A(X1,Y1) ր ‖K
(x2,y2)‖A(X1,Y1) =: Γ(x2, y2).
Applying the Fatou property for ‖ • ‖A, we see ‖Kn‖B = ‖Γn‖A(X2,Y2) ր ‖Γ‖A(X2,Y2) = ‖K‖B.
Finally, for the weighted case, note that ‖Kn‖Bm = ‖m · Kn‖B ր ‖m · K‖B = ‖K‖Bm , since
m ·Kn ր m ·K.
Ad (3): It is not hard to see that ‖ • ‖Bm is a function-norm in the sense of Zaanen (see
[33, Section 63]); that is, for K,L : X × Y → [0,∞] measurable and α ∈ [0,∞), the following
hold:
‖K‖Bm = 0 ⇐⇒ K = 0 almost everywhere,
‖K + L‖Bm ≤ ‖K‖Bm + ‖L‖Bm and ‖αK‖Bm = α ‖K‖Bm ,
as well as ‖K‖Bm ≤ ‖L‖Bm if K ≤ L almost everywhere.
Since we just showed that ‖•‖Bm also satisfies the Fatou property, and since ‖K‖Bm = ‖ |K| ‖Bm
for K : X × Y → C measurable, it follows from the theory of normed Ko¨the spaces that(
Bm(X,Y ), ‖ • ‖Bm
)
is indeed a Banach space; see [33, Section 65, Theorem 1].
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Ad (4): We start with the unweighted case. On the one hand, we have for each x2 ∈ X2 that
ess sup
x1∈X1
∫
Y
|K
(
(x1, x2), y
)
| dν(y) = ess sup
x1∈X1
∫
Y2
‖K(x2,y2)(x1, •)‖L1(ν1) dν2(y2)
(Eq. (4.1)) ≤
∫
Y2
ess sup
x1∈X1
‖K(x2,y2)(x1, •)‖L1(ν1) dν2(y2)
≤
∫
Y2
‖K(x2,y2)‖A dν2(y2).
By definition of ‖ • ‖B, we have
∫
Y2
‖K(x2,y2)‖A dν2(y2) ≤ ‖K‖B for almost all x2 ∈ X2. Overall,
we thus see
C1(K) = ess sup
x∈X
∫
Y
|K(x, y)| dν(y) ≤ ‖K‖B.
Now, combine the identity C2(K) = C1(K
T ) from Lemma 4.4 with Part (1) of Proposition 2.6
(which will be proven independently) to get C2(K) = C1(K
T ) ≤ ‖KT ‖B(Y,X) = ‖K‖B(X,Y ). But
directly from the definition of ‖ • ‖A, we see ‖K‖A(X,Y ) = max{C1(K), C2(K)} ≤ ‖K‖B(X,Y ).
The weighted case is now a direct consequence of the definitions. 
Proof of Proposition 2.6. Ad (1): We start with the unweighted case. By definition, we see
‖LT ‖A(W,V ) = ‖L‖A(V,W ) for arbitrary (σ-finite) measure spaces (V,V, γ) and (W,W, θ), and
any measurable function L : V ×W → C. Also, it is easy to see that (KT )(y2,x2) = (K(x2,y2))T .
By combining these observations, we see
Ψ(y2, x2) :=
∥∥(KT )(y2,x2)∥∥
A(Y1,X1)
=
∥∥(K(x2,y2))T∥∥
A(Y1,X1)
=
∥∥K(x2,y2)∥∥
A(X1,Y1)
=: Γ(x2, y2).
In other words, Ψ = ΓT . This finally implies KT ∈ B(Y,X), since
‖KT ‖B(Y,X) = ‖Ψ‖A(Y2,X2) = ‖Γ
T ‖A(Y2,X2) = ‖Γ‖A(X2 ,Y2) = ‖K‖B(X,Y ) <∞.
For the weighted case, note that KT ∈ BmT (Y,X) if m
TKT = (mK)T ∈ B(Y,X), which
holds by the unweighted case, since mK ∈ B(X,Y ). Finally, we also see
‖KT ‖B
mT
(Y,X) = ‖m
T KT‖B(Y,X) = ‖(mK)
T ‖B(Y,X) = ‖mK‖B(X,Y ) = ‖K‖Bm(X,Y ).
Ad (2): We start with the unweighted case and with non-negative kernels K : X × Y → [0,∞]
and L : Y × Z → [0,∞]. For brevity, let us define K0(x2, y2) := ‖K
(x2,y2)‖A(X1,Y1) and
L0(y2, z2) := ‖L
(y2,z2)‖A(Y1,Z1). By definition of the product K ⊙ L, by Tonelli’s theorem, and
since ‖L(y2,z2)(y1, •)‖L1(̺1) ≤ L0(y2, z2) for almost every y1 ∈ Y1, we see for all (x2, z2) ∈ X2×Z2
that
ess sup
x1∈X1
∥∥(K ⊙ L)(x2,z2)(x1, •)∥∥L1(̺1)
(Definitions, Tonelli) = ess sup
x1∈X1
∫
Y2
∫
Y1
K(x2,y2)(x1, y1) · ‖L
(y2,z2)(y1, •)‖L1(̺1) dν1(y1) dν2(y2)
(Eq. (4.1), Def. of L0) ≤
∫
Y2
L0(y2, z2) · ess sup
x1∈X1
‖K(x2,y2)(x1, •)‖L1(ν1) dν2(y2)
(Def. of K0) ≤
∫
Y2
L0(y2, z2) ·K0(x2, y2) dν2(y2).
Using an almost identical calculation, we see for every (x2, z2) ∈ X2 × Z2 that
ess sup
z1∈Z1
∥∥(K ⊙ L)(x2,z2)(•, z1)∥∥L1(µ1) ≤
∫
Y2
K0(x2, y2) · L0(y2, z2) dν2(y2).
By definition of ‖ · ‖A(X1,Z1), we have thus shown
Γ(x2, z2) := ‖(K ⊙ L)
(x2,z2)‖A(X1,Z1) ≤
∫
Y2
K0(x2, y2) · L0(y2, z2) dν2(y2).
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By another application of Tonelli’s theorem, and since ‖L0(y2, •)‖L1(̺2) ≤ ‖L0‖A = ‖L‖B for
almost all y2 ∈ Y2, this implies
ess sup
x2∈X2
‖Γ(x2, •)‖L1(̺2) ≤ ess sup
x2∈X2
∫
Y2
K0(x2, y2) · ‖L0(y2, •)‖L1(̺2) dν2(y2)
≤ ‖L‖B · ess sup
x2∈X2
‖K0(x2, •)‖L1(ν2) ≤ ‖L‖B · ‖K0‖A = ‖L‖B · ‖K‖B.
Using similar arguments, we also see ess supz2∈Z2 ‖Γ(•, z2)‖L1(µ2) ≤ ‖K‖B · ‖L‖B. By definition
of Γ and of ‖Γ‖A, we have thus shown ‖K ⊙L‖B = ‖Γ‖A ≤ ‖K‖B · ‖L‖B <∞, which completes
the proof for the unweighted case and non-negative kernels. Note in particular that we get
(K ⊙ L)(x, z) <∞ for almost all (x, z) ∈ X × Z, since ‖K ⊙ L‖B is finite.
Finally, we consider complex-valued kernels including weights. Since K0 := ω · |K| ∈ B(X,Y )
and L0 := σ · |L| ∈ B(Y,Z) are non-negative, the above considerations imply K0⊙L0 ∈ B(X,Z)
and ‖K0 ⊙L0‖B ≤ ‖K0‖B · ‖L0‖B = ‖K‖Bω · ‖L‖Bσ . Since τ(x, z) ≤ C ·ω(x, y) · σ(y, z), we have
τ(x, z) · |K(x, y)| · |L(y, z)| ≤ C ·K0(x, y) · L0(y, z), and thus
τ(x, z) · |K ⊙ L(x, z)| ≤ τ(x, z) ·
∫
Y
|K(x, y)| · |L(y, z)| dν(y)
≤ C ·
∫
Y
K0(x, y) · L0(y, z) dν(y) = C · (K0 ⊙ L0)(x, z) <∞
for almost all (x, z) ∈ X×Z. Finally, we see by solidity of B(X,Z) that K⊙L ∈ Bτ (X,Z) with
‖K ⊙ L‖Bτ = ‖τ · (K ⊙ L)‖B ≤ C · ‖K0 ⊙ L0‖B ≤ C · ‖K‖Bω · ‖L‖Bσ . 
Proof of Proposition 2.7. We again start with the unweighted case v,w,m ≡ 1 and C = 1.
By Theorem 2.1, it suffices to prove Ci(K) ≤ ‖K‖B(X,Y ) for i ∈ {1, 2, 3, 4}, with Ci(K) as
defined in Equation (2.1). The cases i ∈ {1, 2} were already handled in the proof of Part (4) of
Proposition 2.5. Furthermore, once we show C3(K) ≤ ‖K‖B(X,Y ), a combination of Lemma 4.4
and Part (1) of Proposition 2.6 will show that C4(K) = C3(K
T ) ≤ ‖KT ‖B(Y,X) = ‖K‖B(X,Y ),
so that it suffices to consider the case i = 3.
Let Γ(x2, y2) := ‖K
(x2,y2)‖A(X1,Y1), and note Γ(x2, y2) ≥ ess supy1∈Y1 ‖K
(x2,y2)(•, y1)‖L1(µ1),
as well as ‖K‖B = ‖Γ‖A. By definition of C3(K), this implies as desired that
C3(K) = ess sup
x2∈X2
∫
Y2
ess sup
y1∈Y1
‖K(x2,y2)(•, y1)‖L1(µ1) dν2(y2)
≤ ess sup
x2∈X2
‖Γ(x2, •)‖L1(ν2) ≤ ‖Γ‖A = ‖K‖B.
Finally, we handle the weighted case. As noted in the discussion around Equation (2.3), if
we define Kv,w : X × Y → C, (x, y) 7→
v(x)
w(y) · K(x, y), then ΦK : L
p,q
w (ν) → L
p,q
v (µ) is well-
defined and bounded if and only if ΦKv,w : L
p,q(ν) → Lp,q(µ) is, and in this case we have
‖ΦK‖Lp,qw (ν)→Lp,qv (µ) = ‖ΦKv,w‖Lp,q(ν)→Lp,q(µ). Next, by our assumptions on v,w,m, and by the
unweighted case, we see that ΦKv,w : L
p,q(ν)→ Lp,q(µ) is indeed well-defined and bounded, with
‖ΦKv,w‖Lp,q(ν)→Lp,q(µ) ≤ ‖Kv,w‖B
(†)
≤ C · ‖m ·K‖B = C · ‖K‖Bm .
Here, the step marked with (†) used that |Kv,w(x, y)| =
∣∣ v(x)
w(y) ·K(x, y)
∣∣ ≤ C · |(m ·K)(x, y)|. 
6. Spaces compatible with the kernel modules Bm
In this section, we prove the necessary conditions for spaces compatible with Bm that we
stated in Section 2.2. The proof itself is presented in Section 6.2, preceded by a richness re-
sult for the space Bm(X,Y ) which is given in Section 6.1 below. This result, which provides
sufficient conditions on f : X → C and g : Y → C which guarantee that the tensor product
f ⊗ g : X × Y → C, (x, y) 7→ f(x) · g(y) belongs to Bm(X,Y ), will be useful for proving Theo-
rem 2.9 in Section 6.2.
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6.1. A richness result for the kernel modules Bm(X,Y ). Before we state our richness
result, we fix the following notation for the spaces introduced in Definition 2.8:
G := G (µ) := L1(µ)∩L∞(µ)∩L1,∞(µ)∩L∞,1(µ), with ‖•‖G := ‖•‖L1∩L∞∩L1,∞∩L∞,1 . (6.1)
Likewise, H := H (µ), where
H (µ) := L1(µ)+L∞(µ)+L1,∞(µ)+L∞,1(µ), with ‖ • ‖H := ‖ • ‖L1+L∞+L1,∞+L∞,1 . (6.2)
Given a measurable function w : X → (0,∞), the weighted spaces Gw and Hw are defined as in
Equation (2.2). This notation will allow for a succinct formulation of the following results.
Remark. We will see in Theorem 6.3 that ‖ • ‖H is indeed a norm, and that with this norm H
becomes a Banach space.
Having introduced the proper notation, we can now state and prove the announced richness
result for the kernel module Bm(X,Y ).
Lemma 6.1. With notation and assumptions as in Definition 2.4, let m : X × Y → (0,∞),
v : X → (0,∞), and w : Y → (0,∞) be measurable and such that m(x, y) ≤ C · v(x) · w(y) for
all x ∈ X and y ∈ Y and some C > 0.
If f ∈ Gv(µ) and g ∈ Gw(ν), then f ⊗ g ∈ Bm(X × Y ) with ‖f ⊗ g‖Bm ≤ 2C ‖f‖Gv · ‖g‖Gw .
Here, f ⊗ g : X × Y → C, (x, y) 7→ f(x) · g(y).
Proof. We first consider the case where m, v,w ≡ 1 and C = 1. Directly from the definitions,
we see for arbitrary (x2, y2) ∈ X2 × Y2 that
ess sup
x1∈X1
∥∥(f ⊗ g)(x2,y2)(x1, •)∥∥L1(ν1) = ‖f(•, x2)‖L∞ · ‖g(•, y2)‖L1
and ess sup
y1∈Y1
∥∥(f ⊗ g)(x2,y2)(•, y1)∥∥L1(µ1) = ‖f(•, x2)‖L1 · ‖g(•, y2)‖L∞ .
Therefore,
Γ(x2, y2) := ‖(f ⊗ g)
(x2,y2)‖A(X1,Y1) ≤ ‖f(•, x2)‖L∞ · ‖g(•, y2)‖L1 + ‖f(•, x2)‖L1 · ‖g(•, y2)‖L∞ ,
which easily implies
ess sup
x2∈X2
∥∥Γ(x2, •)∥∥L1(ν2) ≤ ‖f‖L∞ ‖g‖L1 + ‖f‖L1,∞ ‖g‖L∞,1
and ess sup
y2∈Y2
∥∥Γ(•, y2)∥∥L1(µ2) ≤ ‖f‖L∞,1 ‖g‖L1,∞ + ‖f‖L1 ‖g‖L∞ .
Overall, this implies ‖f ⊗ g‖B = ‖Γ‖A ≤ 2 ‖f‖G (µ) ‖g‖G (ν).
It remains to consider the case including the weights. But by assumption on the weights, we
have |m · (f ⊗ g)| ≤ C · (v · |f |) ⊗ (w · |g|), where v · |f | ∈ G (µ) and w · |g| ∈ G (ν). By the
unweighted case, this implies m · (f ⊗ g) ∈ B. In other words, f ⊗ g ∈ Bm, and
‖f⊗g‖Bm =
∥∥m·(f⊗g)∥∥
B
≤ C ·
∥∥(v·|f |)⊗(w·|g|)∥∥
B
≤ 2C ·
∥∥v·|f |∥∥
G
·
∥∥w·|g|∥∥
G
= 2C ·‖f‖Gv ·‖g‖Gw ,
as claimed. 
In view of the preceding lemma, it is natural to ask for which spaces A we can guarantee that
A ∩ Gv is nontrivial. The next lemma shows that this is always the case if A is a non-trivial
solid function space on (X,F , µ); the definition of these spaces was given in Section 2.2.
Lemma 6.2. Let (X,F , µ) := (X1 ×X2,F1 ⊗F2, µ1 ⊗ µ2), where (X1,F1, µ1) and (X2,F2, µ2)
are σ-finite measure spaces. Let A be a solid function space on X with A 6= {0}, and let
v : X → (0,∞) be measurable. Then there exists a measurable set E ⊂ X such that µ(E) > 0
and 1E ∈ A ∩ Gv ∩ G .
Proof. A is non-trivial and solid; hence, there exists a non-negative function g ∈ A such that
{x ∈ X : g(x) > 0} has positive measure. Thus, E1 := {x ∈ X : g(x) ≥ n
−1
0 } has positive mea-
sure for a suitable n0 ∈ N. Next, since X =
⋃
k∈N{x ∈ X : v(x) ≤ k}, we see by σ-additivity
that there is k ∈ N such that E2 := E1 ∩ {x ∈ X : v(x) ≤ k} has positive measure.
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Furthermore, since X1,X2 are σ-finite, we have Xi =
⋃
n∈NX
(n)
i for certain X
(n)
i ∈ Fi
satisfying X
(n)
i ⊂ X
(n+1)
i and µi
(
X
(n)
i
)
< ∞ for all n ∈ N and i ∈ {1, 2}. Because of
X =
⋃
n∈N
(
X
(n)
1 × X
(n)
2
)
, there is thus some n ∈ N such that E := E2 ∩
(
X
(n)
1 × X
(n)
2
)
has positive measure.
Define f := 1E , and note that g ≥ n
−1
0 on E1 ⊃ E2 ⊃ E, so that 0 ≤ f ≤ n0 · g. By solidity
of A and since g ∈ A, this implies f ∈ A. Furthermore, 0 ≤ (1 + v) · f ≤ (1 + k) · 1
X
(n)
1 ×X
(n)
2
,
so that
‖(1 + v) · f‖L1(µ) ≤ (1 + k) · µ1
(
X
(n)
1
)
· µ2
(
X
(n)
2
)
<∞,
‖(1 + v) · f‖L∞(µ) ≤ 1 + k <∞,
‖(1 + v) · f‖L1,∞(µ) ≤ (1 + k) · µ1
(
X
(n)
1
)
<∞,
‖(1 + v) · f‖L∞,1(µ) ≤ (1 + k) · µ2
(
X
(n)
2
)
<∞,
and thus f ∈ Gv ∩ G . Finally, µ(E) > 0 holds by our choice of n0, k, and n. 
6.2. Necessary conditions for spaces compatible with the kernel modules Bm. In this
section, we prove Theorem 2.9, considering both parts of the theorem individually.
Proof of Part (1) of Theorem 2.9: Since B is a solid function space, convergence in B
implies local convergence in measure (that is, convergence in measure on sets of finite measure);
see [32, Lemma 2.2.8]. The same holds for the space Gv(µ) introduced in Definition 2.8 and
Equation (6.1). Since X is σ-finite, local convergence in measure determines the limit uniquely,
up to changes on a set of measure zero. Thus, the closed graph theorem shows that the continuous
embedding Gv(µ) →֒ B holds if and only if we have Gv(µ) ⊂ B as sets, which we now prove.
Since A 6= {0} is a solid function space on Y , Lemma 6.2 produces a measurable set E ⊂ Y
satisfying ν(E) ∈ (0,∞) and such that 1E ∈ A ∩ Gw(ν). Define g := 1E/ν(E). Now, let
f ∈ Gv(µ) be arbitrary and note |f | ∈ Gv(µ) as well. According to Lemma 6.1, we have
K := |f | ⊗ g ∈ Bm(X,Y ). By assumption, this implies that ΦK : A → B is well-defined, and
thus h := ΦK [1E ] ∈ B. But we have
(ΦK1E)(x) = |f(x)| ·
∫
Y
g(y) · 1E(y) dν(y) = |f(x)| ∀x ∈ X,
and thus |f | = ΦK [1E] ∈ B. Since B is solid, we see f ∈ B, and thus Gv(µ) ⊂ B, since f ∈ Gv(µ)
was arbitrary. As seen above, this proves Gv(µ) →֒ B. 
Proof of Part (2) of Theorem 2.9: Our proof of Part (2) of Theorem 2.9 is crucially based
on the following description of the space H (µ) as the associate space of G (µ). The proof of this
result is surprisingly involved, and thus postponed to Appendix A.
Theorem 6.3. Let (X,F , µ) = (X1 ⊗ X2,F2 ⊗ F2, µ1 ⊗ µ2), where µ1, µ2 are σ-finite. Let
furthermore G and H be as in (6.1) and (6.2), respectively. Then the space
(
H , ‖ • ‖H
)
is a
Banach space.
Furthermore, if f : X → C is measurable, then f ∈ H if and only if f · g ∈ L1(µ) for all
g ∈ G .
Finally, for f ∈ H , we have
1
16
‖f‖H ≤ sup
{∫
X
|f · g| dµ : g ∈ G with ‖g‖G ≤ 1
}
≤ 16 ‖f‖H .
With this dual characterization of H = L1+L∞+L1,∞+L∞,1 at hand, we can now complete
the proof of Theorem 2.9.
Proof of Part (2) of Theorem 2.9. By the same reasoning as in the proof of Part (1), the con-
tinuous embedding A →֒ H1/w(ν) holds if and only if we have A ⊂ H1/w(ν) as sets.
Thus, let f ∈ A. Proving f ∈ H1/w(ν) means proving that g :=
1
w · f ∈ H (ν). For this,
it suffices by Theorem 6.3 to prove that g · h ∈ L1(ν) for all h ∈ G (ν). Thus, let h ∈ G (ν)
be arbitrary, and define ψ := 1w · |h|, noting that ψ ∈ Gw(ν). The rest of the proof again
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1/v
proceeds similar to the proof of Part (1): By applying Lemma 6.2 (to the measure space (X,µ)
and with A = L1(µ), noting that L1(µ) is non-trivial since µ(X) 6= 0 and µ is σ-finite), we
obtain a measurable set E ⊂ X such that µ(E) > 0 and such that ϕ := 1E ∈ G (µ) ∩ Gv(µ).
Finally, Lemma 6.1 shows that K := ϕ ⊗ ψ ∈ Bm(X,Y ); by our assumption, this means that(
ΦK |f |
)
(x) < ∞ for µ-almost all x ∈ X, since |f | ∈ A. In particular since µ(E) > 0, there is
some x ∈ E such that
∞ >
(
ΦK |f |
)
(x) = ϕ(x) ·
∫
Y
|f(y)| · ψ(y) dν(y) =
∫
Y
|g(y)| · |h(y)| dν(y),
which means that indeed g · h ∈ L1(ν), as was to be shown. 
7. Boundedness of ΦK : A→ L
∞
1/v
In this section, we prove Theorem 2.13. For doing so, we will need the following auxiliary
result, the proof of which can be found in Appendix A.1.
Lemma 7.1. Let (X,F , µ) = (X1×X2,F1⊗F2, µ1⊗µ2), where (Xi,Fi, µi) is a σ-finite measure
space for i ∈ {1, 2}. For V ∈ F1 and W ∈ F2, we have
‖1V×W‖L1+L∞+L1,∞+L∞,1 ≥ min{1, µ1(V ), µ2(W ), µ(V ×W )}.
Using this estimate, we can now prove Theorem 2.13.
Proof of Theorem 2.13. Ad (1): Since J is countable, there exists a (not necessarily injective)
surjection N→ J, n 7→ jn. Define Ωn := Ujn \
⋃n−1
ℓ=1 Ujℓ , noting that the Ωn are pairwise disjoint
and satisfy
⊎
n∈NΩn =
⋃
n∈N Ujn =
⋃
j∈J Uj = X, as well as Ωn ⊂ Ujn . Using this partition,
define
wcU : X → (0,∞), x 7→
∑
n∈N
[
(wU )jn · 1Ωn(x)
]
.
Clearly, wcU is well-defined (and in particular (0,∞)-valued) and measurable.
To prove Equation (2.12), first note that since U is a product-admissible covering, there
is C0 > 0 satisfying (wU )i ≤ C0 · (wU )j for all i, j ∈ J for which Ui ∩ Uj 6= ∅. Now, let
j ∈ J and x ∈ Uj be arbitrary. We have x ∈ Ωn for a unique n ∈ N, and then w
c
U (x) = (wU )jn .
Furthermore, since x ∈ Uj∩Ωn ⊂ Uj∩Ujn, we have (wU )jn ≤ C0 ·(wU )j and (wU )j ≤ C0 ·(wU )jn ,
meaning
wcU (x)
(wU )j
+
(wU )j
wcU (x)
≤ 2C0. Overall, we see supj∈J supx∈Uj
[
wcU (x)
(wU )j
+
(wU )j
wcU (x)
]
≤ 2C0 < ∞, as
desired.
Finally, let vcU : X → (0,∞) satisfy (2.12); that is, Cv := supj∈J supx∈Uj
[
(wU )j
vcU (x)
+
vcU (x)
(wU )j
]
<∞.
Let x ∈ X and note that x ∈ Uj for some j ∈ J . Hence, v
c
U (x) ≤ Cv · (wU )j ≤ 2C0Cv · w
c
U (x).
Conversely, wcU(x) ≤ 2C0 · (wU )j ≤ 2C0Cv · v
c
U (x). Overall, this shows that w
c
U ≍ v
c
U , as claimed.
Ad (2): First, note that for arbitrary x, y ∈ X, we have x ∈ Uj ⊂ U(x) for some j ∈ J , and
hence |K(x, y)| ≤ MUK(x, y) ≤ L(x, y). Since K is measurable and because of ‖L‖Bm < ∞,
this implies K, |K| ∈ Bm(X,X) →֒ B(A). In case of A = {0}, the operator ΦK : A → L
∞
1/v is
trivially bounded, so that we can assume in the following that A 6= {0}. Note that this implies
µ(X) > 0. As in Definition 2.12, let us write Uj = Vj ×Wj .
Now, let f ∈ A. For arbitrary j ∈ J and x, y ∈ Uj , we then have x ∈ Uj ⊂ U(y), and hence
|K(x, z)| ≤MUK(y, z) ≤ L(y, z) for arbitrary z ∈ X. Therefore,
|ΦKf(x)| ≤
∫
X
|K(x, z)| · |f(z)| dµ(z) ≤
∫
X
L(y, z) · |f(z)| dµ(z) = (ΦL |f |)(y).
Since this holds for all x, y ∈ Uj, we see that if we define
Θj := sup
x∈Uj
|ΦKf(x)| for j ∈ J,
then Θj ≤ (ΦL |f |)(y) for all y ∈ Uj, meaning that Θj · 1Uj(y) ≤ (ΦL |f |)(y) for all j ∈ J and
y ∈ X. Since ΦL |f | ∈ A and by solidity of A, this implies
Θj ·
∥∥1Uj∥∥A ≤ ∥∥ΦL |f |∥∥A ≤ C(1) · ‖ΦL‖Bm · ‖f‖A =: C(2) · ‖f‖A ∀ j ∈ J. (7.1)
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Here, the constant C(1) = C(1)(A,m) is provided by our assumption Bm(X,X) →֒ B(A).
Next, Part (2) of Theorem 2.9 shows because of Bm(X,X) →֒ B(A) and µ(X) 6= 0, and
thanks to our assumption m(x, y) ≤ C · u(x) · u(y) that A →֒ H1/u. As before, we use the
notation H := L1 + L∞ + L1,∞ + L∞,1 for brevity. Hence, there is C(3) = C(3)(A, u) > 0 such
that ‖1Uj‖H1/u ≤ C
(3) · ‖1Uj‖A for all j ∈ J .
Now, since u is U -moderate, there is C(4) > 0 satisfying u(y) ≤ C(4) · u(x) and hence also
1
u(x) ≤ C
(4) · 1u(y) for all j ∈ J and all x, y ∈ Uj . This entails
1
u(x)1Uj(y) ≤ C
(4) · 1u(y)1Uj(y) for
all x ∈ Uj and all y ∈ X. In combination with Lemma 7.1, this implies
(wU )j
u(x)
=
min{1, µ1(Vj), µ2(Wj), µ(Vj ×Wj)}
u(x)
≤
1
u(x)
· ‖1Vj×Wj‖H =
1
u(x)
· ‖1Uj‖H
≤ C(4) ·
∥∥∥1
u
1Uj
∥∥∥
H
= C(4) · ‖1Uj‖H1/u ≤ C
(3)C(4) · ‖1Uj‖A ∀ j ∈ J and x ∈ Uj.
By construction of the weight wcU , the constant C
(5) := supj∈J supx∈Uj
wcU (x)
(wU )j
is finite; further-
more, by definition of the weight v (see Equation (2.13)), we see 1v(x) =
wcU (x)
u(x) ≤ C
(5) ·
(wU )j
u(x) for
all x ∈ Uj. By combining these observations with Equation (7.1) and recalling the definition of
Θj, we conclude that
1
v(x)
|ΦKf(x)| ≤ Θj ·
1
v(x)
≤ C(3)C(4)C(5) ·Θj · ‖1Uj‖A ≤ C
(2)C(3)C(4)C(5) · ‖f‖A
for all j ∈ J and x ∈ Uj . Since X =
⋃
j∈J Uj , this implies ‖ΦKf‖L∞1/v ≤ C
(6) · ‖f‖A. Note
that the constant C(6) := C(2)C(3)C(4)C(5) satisfies C(6) = C(6)(A,U , u,m,wcU , L); that is, it is
independent of the choice of f ∈ A. 
8. Application: General coorbit theory with mixed-norm Lebesgue spaces
In this section, we first give a more precise exposition of coorbit theory, based on the article
[20] by Kempka et al. We then give rigorous formulations and proofs of Theorems 3.1 and 3.2.
8.1. A formal review of general coorbit theory. As in Section 3, we assume throughout
that H is a separable Hilbert space, and that (X,F , µ) = (X1 × X2,F1 ⊗ F2, µ1 ⊗ µ2), where
(Xj ,Fj , µj) (j ∈ {1, 2}) is a σ-compact, locally compact Hausdorff space with Borel σ-algebra
Fj, and a Radon measure µj with suppµj = Xj . Furthermore, we assume that F1 ⊗ F2 is
the Borel σ-algebra on X and that µ is a Radon measure; this holds for instance if X1,X2
are second-countable; see [13, Theorem 7.20]. Finally, we assume that Ψ = (ψx)x∈X ⊂ H is a
continuous Parseval frame (see Equation (3.2)) with reproducing kernel KΨ as in Equation (3.3).
As mentioned in Section 3, the reproducing kernel KΨ and the Banach function space A have
to satisfy certain technical conditions to ensure that the coorbit space CoΨ(A) is well-defined. In
the following two lemmas, we first collect the conditions from [20] which ensure that the reservoir
R is well-defined, and then the conditions which guarantee that also the coorbit spaces CoΨ(A)
are well-defined. Simplifications of these conditions will be presented in the next subsection.
As previously in Equation (2.9), for a measurable function v : X → (0,∞), we define
mv : X ×X → (0,∞), (x, y) 7→ max{v(x)/v(y), v(y)/v(x)}.
Lemma 8.1 ([20, Section 2.3]). Let v : X → [1,∞) be measurable and assume that there is a
constant CB > 0 such that
‖ψx‖H ≤ CB v(x) for all x ∈ X, and KΨ ∈ Amv . (8.1)
Then all results in [20, Section 2.3] apply. In particular, the following hold:
(1) The space H1v := {f ∈ H : ‖VΨf‖L1v(µ) <∞}, equipped with the norm ‖f‖H1v := ‖VΨf‖L1v(µ)
is a Banach space which satisfies H1v →֒ H. Furthermore, there is a null-set N ⊂ X such
that ψx ∈ H
1
v for all x ∈ X \ N . Finally, the map X \ N → H
1
v, x 7→ ψx is Bochner
measurable.
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(2) The extension of VΨ to the antidual
3
R := (H1v)
q of H1v, given by
VΨ : R → L
∞
1/v(µ), f 7→ VΨf with VΨf : X \N → C, x 7→ 〈f, ψx〉(H1v)q,H1v (8.2)
is a well-defined, continuous and injective map from (H1v)
q into L∞1/v(µ), and f 7→ ‖VΨf‖L∞1/v
is an equivalent norm on R.
(2) For F ∈ L∞1/v(µ), we have F = ΦKΨ(F ) if and only if F = VΨf for some f ∈ (H
1
v)
q.
Remark. The possible issue that ψx /∈ H
1
v on a null-set can be circumvented by redefining ψx = 0
on this null-set. Thus, as in [20] (see [20, Remark 2.16]), we assume in the following that ψx ∈ H
1
v
for all x ∈ X.
Lemma 8.2 ([20, Section 2.4]). Suppose that the assumptions of Lemma 8.1 are satisfied. Let
A be a rich solid Banach function space on X, and assume that
(1) The integral operator ΦKΨ acts continuously on A;
(2) We have ΦKΨ(A) →֒ L
∞
1/v(µ), meaning that there is a constant C > 0 such that
‖ΦKΨ(f)‖L∞1/v ≤ C · ‖ΦKΨ(f)‖A ∀ f ∈ A. (8.3)
Then all results in [20, Section 2.4] apply; in particular the space
Co(A) = CoΨ,v(A) :=
{
f ∈ (H1v)
q : VΨf ∈ A
}
with norm ‖f‖Co(A) := ‖VΨf‖A
is a Banach space; also, F ∈ A is of the form F = VΨf for some f ∈ Co(A) if and only if
F = ΦKΨ(F ).
Remark 8.3. By definition, CoΨ,v(A) is dependent on the weight v and the analyzing frame Ψ.
However, in [20, Lemma 2.26], it is shown that for any other weight v˜ for which the assumptions
of Lemmas 8.1–8.2 are satisfied, CoΨ,v(A) = CoΨ,v˜(A). Furthermore, in [20, Lemma 2.29], it is
shown that CoΨ,v(A) = CoΨ˜,v(A) for any continuous Parseval frame Ψ˜ = {ψ˜x}x∈X for which the
mixed kernel KΨ,Ψ˜ : X×X → C, (x, y) 7→ 〈ψy, ψ˜x〉 and its transpose K
T
Ψ,Ψ˜
are both contained in
Amv and induce bounded integral operators on A. All in all, this justifies the compact notation
Co(A) for CoΨ,v(A).
To formally state the discretization theory for the coorbit spaces, we first need to properly
define the sequence spaces A♭ and A♯ that occur in the definition of the analysis and synthesis
operators; see Equation (3.6).
Definition 8.4 (see [20, Section 2.2]). Let U = (Ui)i∈I be an admissible covering of X and let
A be a rich solid Banach function space on X. The spaces A♭ = A♭(U) and A♯ = A♯(U) are
comprised by the sequences (λi)i∈I ∈ C
I for which the norms
‖(λi)i∈I‖A♭ :=
∥∥∥∥∑
i∈I
|λi|1Ui
∥∥∥∥
A
and ‖(λi)i∈I‖A♯ :=
∥∥∥∥∑
i∈I
|λi|
µ(Ui)
· 1Ui
∥∥∥∥
A
(8.4)
are finite, respectively.
As a convenient shorthand, we will use the notation ‖K‖Av,A := max{‖mvK‖A, ‖ΦK‖A→A}
for a given kernel K, where mv is as defined in Equation (2.9).
Theorem 8.5 ([20, Theorem 2.48]). Suppose that the continuous frame Ψ = (ψx)x∈X , the weight
v : X → [1,∞) and the solid Banach function space A satisfy the assumptions of Lemma 8.2
(and thus also those of Lemma 8.1).
Assume ‖ |KΨ| ‖Av,A <∞. Let U = (Ui)i∈I an admissible covering of X, let Γ : X ×X → S
1,
let oscU ,Γ be as defined in Equation (3.7), and let L : X × X → [0,∞] be measurable with
oscU ,Γ(KΨ) ≤ L. Define
δ = δ(v,A, L) := max
{
‖L‖Av,A ,
∥∥LT∥∥
Av,A
}
∈ [0,∞].
3That is, R = {ϕ : H1v → C : ϕ continuous and antilinear}, where ϕ is called antilinear if ϕ(x+ y) = ϕ(x) + ϕ(y)
and ϕ(αx) = αϕ(x) for all x, y ∈ H1v and α ∈ C.
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If
δ ·
(
2 ‖ |KΨ| ‖Av,A + δ
)
< 1, (8.5)
and if for each i ∈ I some xi ∈ Ui is chosen arbitrarily, then there exists a “dual” family
Φd = (ϕi)i∈I ⊂ H
1
v ∩ Co(A), such that the following are true:
(1) A given f ∈ (H1v)
q is an element of Co(A) if and only if
(
〈f, ψxi〉(H1v)q,H1v
)
i∈I
∈ A♭(U), if
and only if
(
〈f, ϕi〉(H1v)q,H1v
)
i∈I
∈ A♯(U). In this case, we have
‖f‖Co(A) ≍
∥∥(〈f, ψxi〉(H1v)q,H1v)i∈I∥∥A♭(U) ≍ ∥∥(〈f, ϕi〉(H1v)q,H1v)i∈I∥∥A♯(U). (8.6)
(2) If (λi)i∈I ∈ A
♯(U), then
∑
i∈I λi ψxi ∈ Co(A) with
∥∥∑
i∈I λi ψxi
∥∥
Co(A)
. ‖(λi)i∈I‖A♯(U),
with unconditional convergence of the series in the weak-∗ topology induced by (H1v)
q.
If (λi)i∈I ∈ A
♭(U), then
∑
i∈I λi ϕi ∈ Co(A) with
∥∥∑
i∈I λi ϕi
∥∥
Co(A)
. ‖(λi)i∈I‖A♭(U).
(3) For all f ∈ Co(A), we have
∑
i∈I 〈f, ϕi〉(H1v)q,H1v ψxi = f =
∑
i∈I 〈f, ψxi〉(H1v)q,H1v ϕi.
Remark. In [20], the above conditions are formulated directly in terms of oscU ,Γ(KΨ) and not
using the auxiliary kernel L. This, however, has the minor issue that in general oscU ,Γ(KΨ)
might not be measurable, since Γ might not be measurable and also since the definition of
oscU ,Γ(KΨ) involves taking a supremum over a (potentially) uncountable set. The above formu-
lation circumvents these problems; it can be obtained via straightforward minor modifications
of the arguments given in [20].
8.2. Simplification of the well-definedness conditions. While Lemma 8.1 relies only on
properties of the reproducing kernel KΨ, Lemma 8.2 must be verified individually for every
target space A, except when we generally have Amv →֒ B(A,A) and Amv (A) →֒ L
∞
1/v(µ).
As shown in [14, Corollary 4], both conditions are satisfied if A = Lp(µ) and if there is
an admissible covering U = (Ui)i∈I such that the maximal kernel MU (KΨ) is in Amv and
supi∈I supx,y∈Ui v(x)/v(y) <∞.
For more general choices of A, either condition may be violated. In particular, the embedding
Amv →֒ B(A,A) is not generally true when A = L
p,q
w (µ). This is a significant obstruction to
the development of a coherent coorbit theory for such spaces.
Using the kernel algebras Bm, we will now state a set of conditions which ensures that Lem-
mas 8.1 and 8.2 can be applied for a larger family of functions spaces, including weighted,
mixed-norm Lebesgue spaces.
Proposition 8.6. Let (X,F , µ) and Ψ = (ψx)x∈X ⊂ H as at the beginning of Section 8.1.
Furthermore, assume that Conditions (3.4) and (3.5) are satisfied.
Then the conditions of Lemmas 8.1 and 8.2 are satisfied. Therefore, Co(A) = CoΨ,v(A) is a
well-defined Banach space.
Proof. Condition (8.1) is an immediate consequence of Conditions (3.4) and (3.5). Thus, all
assumptions of Lemma 8.1 are satisfied.
Next, since Bm0(X) →֒ B(A) and A 6= {0} as well as m0(x, y) ≤ C · u(x)u(y) by Condi-
tion (3.4), Theorem 2.9(1) shows that (L1∩L∞∩L1,∞∩L∞,1)u →֒ A. Since u is locally bounded
and since each compact set K ⊂ X satisfies K ⊂ K1 ×K2 for suitable compact sets Ki ⊂ Xi,
we see that the space on the left-hand side contains 1K for each compact K ⊂ X, which shows
that A is rich.
Further, note that for each x ∈ X, we have x ∈ Uj ⊂ U(x) for some j ∈ J , and hence
L(x, y) ≥ (MUKΨ)(x, y) ≥ |KΨ(x, y)|. Since L ∈ Bm0 and since KΨ is measurable, this implies
by solidity of Bm0 that KΨ, |KΨ| ∈ Bm0(X) →֒ B(A), so that ΦKΨ : A→ A and Φ|KΨ| : A→ A
are bounded.
Finally, since u is U -moderate with m0(x, y) ≤ C ·u(x)u(y), and since MUKΨ ≤ L ∈ Bm0(X)
and Bm0(X) →֒ B(A), Part (2) of Theorem 2.13 shows for v0 : X → (0,∞), x 7→ [w
c
U (x)]
−1 u(x)
that ΦKΨ : A → L
∞
1/v0
(µ) is well-defined and bounded. Note that Condition (3.4) implies that
v & v0, so that also ΦKΨ : A → L
∞
1/v(µ) is well-defined and bounded. By Lemma C.1, this
implies that ΦKΨ(A) →֒ L
∞
1/v(µ). We have thus verified all assumptions of Lemma 8.2. 
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8.3. Simplification of the discretization conditions. Here we present our unified conditions
for discretization in coorbit spaces Co(A) for the setting where Bm0(X) →֒ B(A).
Proposition 8.7. Suppose that the assumptions of Proposition 8.6 hold, and set m := mv +m0.
If there exist an admissible covering U˜ = (U˜i)i∈I of X, a phase function Γ : X ×X → S
1, and
some L ∈ Bm such that
KΨ, L ∈ Bm and oscU˜ ,Γ(KΨ) ≤ L (8.7)
and
‖L‖Bm · (2 ‖KΨ‖Bm + ‖L‖Bm) < 1, (8.8)
then all assumptions of Theorem 8.5 (with U˜ instead of U) are satisfied.
In particular, if for each i ∈ I a point xi ∈ U˜i is chosen arbitrarily, then there exists a “dual”
family Φd = (ϕi)i∈I ⊂ H
1
v ∩ Co(A), such that the following are true:
(1) f ∈ (H1v)
q is an element of Co(A) if and only if
(
〈f, ψxi〉(H1v)q,H1v
)
i∈I
∈ A♭(U˜) if and only
if
(
〈f, ϕi〉(H1v)q,H1v
)
i∈I
∈ A♯(U˜), and in this case
‖f‖Co(A) ≍
∥∥(〈f, ψxi〉(H1v)q,H1v)i∈I∥∥A♭(U˜) ≍ ∥∥(〈f, ϕi〉(H1v)q,H1v)i∈I∥∥A♯(U˜). (8.9)
(2) If (λi)i∈I ∈ A
♯(U˜), then
∑
i∈I λi ψxi ∈ Co(A) with ‖
∑
i∈I λi ψxi‖A . ‖(λi)i∈I‖A♯(U˜), with
unconditional convergence of the series in the weak-∗ topology induced by (H1v)
q. Further,
if (λi)i∈I ∈A
♭(U˜), then
∑
i∈I λi ϕi∈Co(A) and ‖
∑
i∈I λi ϕi‖A . ‖(λi)i∈I‖A♭(U˜).
(3) For all f ∈ Co(A), we have
∑
i∈I 〈f, ϕi〉(H1v)q,H1v ψxi = f =
∑
i∈I 〈f, ψxi〉(H1v)q,H1v ϕi.
Proof. Since by assumption Proposition 8.6 is applicable, that proposition shows that the as-
sumptions of Lemma 8.2 are satisfied.
Next, recall from Part (4) of Proposition 2.5 that ‖•‖Amv ≤ ‖•‖Bmv ≤ ‖•‖Bm . Furthermore,
Condition (3.4) shows that ‖Φ•‖A→A ≤ ‖ • ‖Bm0 ≤ ‖ • ‖Bm . Overall, we thus see with ‖ • ‖Av,A
as defined before Theorem 8.5 that ‖K‖Av,A ≤ ‖K‖Bm for each measurable kernel K.
Since KΨ, L ∈ Bm, we thus see that |KΨ|, L ∈ Av,A, where we note that oscU˜ ,Γ(KΨ) ≤ L, as
required in Theorem 8.5. Furthermore, since mTv = mv and m
T
0 = m0 we also have m
T = m, so
that Proposition 2.6 shows ‖KT ‖Bm = ‖K‖Bm for each measurable kernel K. Overall, we thus
see that the constant δ in Theorem 8.5 satisfies
δ = max
{
‖L‖Av,A , ‖L
T ‖Av,A
}
≤ max
{
‖L‖Bm , ‖L
T ‖Bm
}
= ‖L‖Bm ,
and hence
δ ·
(
2 ‖ |KΨ| ‖Av,A + δ
)
≤ ‖L‖Bm ·
(
2 ‖ |KΨ| ‖Bm + ‖L‖Bm
)
= ‖L‖Bm ·
(
2 ‖KΨ‖Bm + ‖L‖Bm
)
< 1;
see Equation (8.8). This completes the proof. 
Appendix A. A dual characterization of the space L1 + L∞ + L1,∞ + L∞,1
The main objective of this appendix is to prove Theorem 6.3. That is, we show that if
F : X1 × X2 → C satisfies F · G ∈ L
1(µ1 ⊗ µ2) for all G ∈ L
1 ∩ L∞ ∩ L1,∞ ∩ L∞,1, then
F ∈ L1 + L∞ + L1,∞ + L∞,1, with a corresponding norm estimate. Along the way, we will also
obtain everything necessary to prove Lemma 7.1; see Appendix A.1.
The general structure of the proof of Theorem 6.3 is as follows: First, we show that there
is an equivalent norm ‖ • ‖∗ for the space L
1 + L∞ + L1,∞ + L∞,1, such that with this norm,
L1 + L∞ + L1,∞ + L∞,1 is a so-called normed Ko¨the space, whose defining function norm satis-
fies the Fatou property. Once this is established, the claim of Theorem 6.3 is proven in Appen-
dix A.2 as a consequence of the Luxemburg representation theorem. All of these notions (Ko¨the
spaces, function norms, etc) will be recalled below.
In the following, we will always use the convention ∞− λ = ∞ for λ ∈ R. Note that this
implies (θ − λ) + λ = θ = (θ + λ)− λ for all θ ∈ [0,∞] and λ ∈ [0,∞).
We begin by studying the norm that defines the space L1 + L∞.
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Lemma A.1. Let (X,F , µ) be a measure space. For any measurable function f : X → [0,∞],
define
̺(f) := inf
{
‖g‖L∞ + ‖h‖L1 : g, h : X → [0,∞] measurable and f = g + h
}
∈ [0,∞]
and Xf,λ := {x ∈ X : f(x) > λ}, for λ ∈ [0,∞]. Then the following properties hold:
(1) We have ̺(f) = minλ∈[0,∞)
[
λ + ‖1Xf,λ · (f − λ)‖L1
]
. In particular, the minimum is
attained.
(2) We have ̺(f) = infλ∈[0,∞)∩Q
[
λ+ ‖1Xf,λ · (f − λ)‖L1
]
.
(3) If F : X → C is measurable and α := ̺(|F |) ∈ [0,∞], then∥∥F · (1− 1X|F |,2α)∥∥L∞ ≤ 2 ̺(|F |) and ∥∥F · 1X|F |,2α∥∥L1 ≤ 2 ̺(|F |).
Proof. We start by showing that the auxiliary function
Ψf : [0,∞)→ [0,∞], λ 7→ λ+ ‖1Xf,λ · (f − λ)‖L1
is lower semicontinuous; this means that if (λn)n∈N ⊂ [0,∞) satisfies λn → λ ∈ [0,∞), then
Ψf (λ) ≤ lim infn→∞Ψf (λn). Since the identity map λ 7→ λ is continuous, it suffices to consider
only the second summand in the definition of Ψf (λ). If x ∈ Xf,λ, then f(x) > λn for all n ≥ nx,
for a suitable nx ∈ N. From this, we derive
1Xf,λ(x) · (f(x)− λ) ≤ lim infn→∞
[
1Xf,λn
(x) · (f(x)− λn)
]
∀x ∈ X,
where all involved functions are non-negative. Thus, an application of Fatou’s lemma shows as
claimed that ‖1Xf,λ · (f − λ)‖L1 ≤ lim infn→∞ ‖1Xf,λn · (f − λn)‖L1 .
We now prove each claim individually.
Ad (1): Define ̺∗(f) := infλ∈[0,∞) [λ + ‖1Xf,λ · (f − λ)‖L1 ] = infλ≥0Ψf (λ). We first show
̺(f) ≤ ̺∗(f). Indeed, if λ ∈ [0,∞) is arbitrary, define gλ := min{f, λ} = f · 1f≤λ + λ · 1Xf,λ ,
and hλ := 1Xf,λ · (f − λ). Then gλ, hλ : X → [0,∞] are measurable and satisfy f = gλ + hλ.
Therefore,
̺(f) ≤ ‖gλ‖L∞ + ‖hλ‖L1 ≤ λ+ ‖1Xf,λ · (f − λ)‖L1 .
Since this holds for all λ ∈ [0,∞), we see ̺(f) ≤ ̺∗(f).
In case of ̺(f) =∞, the preceding derivations imply∞ = ̺(f) ≤ ̺∗(f) ≤ λ+‖1Xf,λ ·(f−λ)‖L1
for every λ ∈ [0,∞), which shows that the desired equality holds and that the infimum is
attained. Therefore, let us assume ̺(f) < ∞, and let g, h : X → [0,∞] be measurable with
f = g+h and ‖g‖L∞+‖h‖L1 <∞. Define λ := ‖g‖L∞ . For µ-almost every x ∈ X, we then have
|g(x)| ≤ λ <∞, and hence h(x) = f(x)− g(x) ≥ f(x)− λ. This implies 0 ≤ 1Xf,λ · (f − λ) ≤ h
µ-almost everywhere, and hence
̺∗(f) ≤ λ+
∥∥1Xf,λ · (f − λ)∥∥L1 ≤ ‖g‖L∞ + ‖h‖L1 .
Since this holds for all admissible choices of g, h, we get ̺∗(f) ≤ ̺(f). It remains to show that the
infimum in the definition of ̺∗(f) is attained. Choose a sequence (λn)n∈N ⊂ [0,∞) satisfying
Ψf (λn) → ̺
∗(f). Note that 0 ≤ λn ≤ Ψf (λn) → ̺
∗(f) ≤ ̺(f) < ∞, so that the sequence
(λn)n∈N is bounded. Therefore, there is a subsequence (λnℓ)ℓ∈N and some λ ∈ [0,∞) satisfying
λnℓ → λ. By lower semicontinuity of Ψf , this implies ̺
∗(f) ≤ Ψf (λ) ≤ lim inf
ℓ→∞
Ψf (λnℓ) = ̺
∗(f),
proving that the infimum is attained.
Ad (2): Let ̺♮(f) := infλ∈[0,∞)∩QΨf (λ). By Part (1), we see ̺(f) = ̺
∗(f) ≤ ̺♮(f).
To prove the converse estimate, we first show that Ψf is right continuous. To see this, let
(λn)n∈N ⊂ [0,∞) be a non-increasing sequence. Then (f(x)−λn)n∈N is a non-decreasing sequence
which converges pointwise to f(x) − λ, where λ = infn∈N λn = limn→∞ λn. Furthermore, we
have 1Xf,λn ≤ 1Xf,λn+1 ≤ 1Xf,λ. Finally, if x ∈ X is such that f(x) > λ, then f(x) > λn
for all n ≥ nx (for a suitable nx ∈ N), proving that 1Xf,λn ր 1Xf,λ pointwise. Overall, we
see 0 ≤ 1Xf,λn · (f − λn) ր 1Xf,λ · (f − λ), so that the monotone convergence theorem shows
‖1Xf,λn · (f − λn)‖L1 → ‖1Xf,λ · (f − λ)‖L1 . In view of this, we easily see that Ψf is right
continuous.
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Now, let λ ∈ [0,∞). There is a non-increasing sequence (λn)n∈N ⊂ [0,∞) ∩ Q such that
λn → λ. Note that ̺
♮(f) ≤ Ψf (λn) for all n ∈ N, and hence ̺
♮(f) ≤ limn→∞Ψf (λn) = Ψf (λ).
Since λ ∈ [0,∞) was arbitrary, this implies ̺♮(f) ≤ infλ∈[0,∞)Ψf (λ) = ̺
∗(f) = ̺(f).
Ad (3) The claim is trivial in case of α = ∞, so that we can assume α < ∞. Part (1) shows
that there is some λ ∈ [0,∞) satisfying α = λ+‖1X|F |,λ · (|F |−λ)‖L1 . In particular, this implies
that 2α ≥ α ≥ λ. Next, note that if |F (x)| > 2α, then |F (x)| ≤ 2 · (|F (x)|−α) ≤ 2 · (|F (x)|−λ).
Therefore,∥∥F · 1X|F |,2α∥∥L1 ≤ 2 · ∥∥1X|F |,2α · (|F | − λ)∥∥L1 ≤ 2 · ∥∥1X|F |,λ · (|F | − λ)∥∥L1 ≤ 2α.
The estimate ‖F · (1− 1X|F |,2α)‖L∞ ≤ 2α is trivial. 
As a first corollary of the preceding lemma, we can now show that ̺ is a so-called function-
norm which satisfies the Fatou property. Before we prove this, we recall the pertinent definitions
for the convenience of the reader.
Definition A.2. (see [33, §§ 63 and 65])
Let (X,F , µ) be a σ-finite measure space. We denote byM+ the set of all equivalence classes
of measurable functions f : X → [0,∞], where two functions are equivalent if they agree µ-
almost everywhere. By the usual abuse of notation, we will often not distinguish between a
function and its equivalence class.
A map ̺ :M+ → [0,∞] is called a function seminorm if it satisfies the following properties:
(1) ̺(f) = 0 if f ∈ M+ with f = 0 almost everywhere;
(2) ̺(a f) = a ̺(f) for all f ∈ M+ and a ∈ [0,∞);
(3) ̺(f + g) ≤ ̺(f) + ̺(g) for all f, g ∈ M+;
(4) if f, g ∈ M+ satisfy f ≤ g almost everywhere, then ̺(f) ≤ ̺(g).
A function seminorm is called a function norm if it has the additional property that f = 0
almost everywhere for every f ∈M+ with ̺(f) = 0.
A function seminorm ̺ is said to have the Fatou property if for every sequence (fn)n∈N ⊂M
+
with lim infn→∞ ̺(fn) <∞, we have ̺(lim infn→∞ fn) ≤ lim infn→∞ ̺(fn).
Remark. The definition of the Fatou property given above is not the one given in [33], but it is
equivalent, as shown in [33, §65, Theorem 3].
Proposition A.3. Let (X,F , µ) be a σ-finite measure space. The map ̺ : M+ → [0,∞]
introduced in Lemma A.1 is a function norm which satisfies the Fatou property.
Proof. The first two properties in Definition A.2 are trivially satisfied.
Next, if f, g ∈ M+ with f ≤ g, then 0 ≤ 1Xf,λ · (f − λ) ≤ 1Xg,λ · (g − λ), and hence
λ+ ‖1Xf,λ · (f − λ)‖L1 ≤ λ + ‖1Xg,λ · (g − λ)‖L1 for all λ ∈ [0,∞). In view of the first part of
Lemma A.1, this implies ̺(f) ≤ ̺(g).
Furthermore, if f, g ∈ M+ and f = f1 + f2 as well as g = g1 + g2 for measurable functions
f1, f2, g1, g2 : X → [0,∞], then f + g = (f1 + g1) + (f2 + g2). By definition of ̺, this implies
̺(f + g) ≤ ‖f1 + g1‖L∞ + ‖f2 + g2‖L1 ≤
(
‖f1‖L∞ + ‖f2‖L1
)
+
(
‖g1‖L∞ + ‖g2‖L1
)
.
Since this holds for all admissible f1, f2, g1, g2, we get by definition of ̺ that ̺(f+g) ≤ ̺(f)+̺(g).
To verify that ̺ is a function norm, let f ∈ M+ satisfy ̺(f) = 0. By the first part of
Lemma A.1, there is λ ∈ [0,∞) such that 0 = ̺(f) = λ+‖1Xf,λ · (f −λ)‖L1 . This implies λ = 0,
and then 0 = ‖f‖L1 , so that we see f = 0 almost everywhere.
Finally, we verify the Fatou property. Let (fn)n∈N ⊂ M
+ with θ := lim infn→∞ ̺(fn) < ∞.
Set f := lim infn→∞ fn. Choose a subsequence (fnk)k∈N such that ̺(fnk)→ θ. The first part of
Lemma A.1 yields a sequence (λk)k∈N ⊂ [0,∞) satisfying ̺(fnk) = λk+ ‖1fnk>λk · (fnk −λk)‖L1
for all k ∈ N. In particular, 0 ≤ λk ≤ ̺(fnk)→ θ, so that (λk)k∈N is a bounded sequence. Thus,
there is a subsequence (λkℓ)ℓ∈N and some λ ∈ [0,∞) satisfying λkℓ → λ.
Note f ≤ lim infℓ→∞ fnkℓ , and hence f − λ ≤ lim infℓ→∞(fnkℓ − λkℓ) =
sup
L∈N
inf
ℓ≥L
(fnkℓ − λkℓ).
Thus, for each x ∈ X satisfying f(x)−λ > 0, there is Lx ∈ N such that fnkℓ (x)−λkℓ ≥
f(x)−λ
2 > 0
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for all ℓ ≥ Lx. Overall, we see 1Xf,λ(x) · (f(x)− λ) ≤ lim infℓ→∞
[
1fnkℓ
>λkℓ
(x) ·
(
fnkℓ (x)−λkℓ
)]
,
where all involved functions are non-negative. Therefore, Fatou’s lemma and Part (1) of
Lemma A.1 imply that
̺(f) ≤ λ+ ‖(f − λ) · 1Xf,λ‖L1 ≤ lim
ℓ→∞
λkℓ +
∥∥∥ lim inf
ℓ→∞
[
(fnkℓ − λkℓ) · 1fnkℓ>λkℓ
]∥∥∥
L1
≤ lim inf
ℓ→∞
(
λkℓ +
∥∥(fnkℓ − λkℓ) · 1fnkℓ>λkℓ∥∥L1) = limℓ→∞ ̺(fnkℓ ) = θ = lim infn→∞ ̺(fn). 
Up to now, we have shown that the norm defining the space L1 + L∞ is a function norm
satisfying the Fatou property. Our next goal is to construct a function-norm ̺⊗ satisfying
the Fatou property and such that F 7→ ̺⊗(|F |) is equivalent to the norm defining the space
L1 + L∞ + L1,∞ + L∞,1. For this, the following property will be crucial.
Lemma A.4. Let (X,F , µ) be a σ-finite measure space, and let (Y,G) be a measurable space.
Let ̺ be as defined in Lemma A.1.
If F : X × Y → [0,∞] is measurable with respect to the product σ-algebra F ⊗ G, then the
map
Y → [0,∞], y 7→ ̺
(
F (•, y)
)
is measurable.
Proof. For each λ ∈ [0,∞), the map
Y → [0,∞], y 7→
∥∥∥1F (•,y)>λ · (F (•, y) − λ)∥∥∥
L1
=
∫
X
1F (x,y)>λ ·
(
F (x, y)− λ
)
dµ(x)
is measurable as a consequence of the Fubini-Tonelli theorem. Now, the formula
̺
(
F (•, y)
)
= inf
λ∈[0,∞)∩Q
[
λ+
∥∥1F (•,y)>λ · (F (•, y) − λ)∥∥L1]
given in the second part of Lemma A.1 shows that y 7→ ̺
(
F (•, y)
)
is measurable as the infimum
of a countable family of non-negative measurable functions. 
In view of Lemma A.4, we see that if (X,F , µ) and (Y,G, ν) are σ-finite measure spaces, and
if F : X×Y → [0,∞] is measurable, then the map y 7→ ̺
(
F (•, y)
)
is a measurable non-negative
function to which we can again apply ̺, which is as defined in Lemma A.1, but now on Y instead
of on X. Thus, the following definition makes sense.
Definition A.5. Let (X,F , µ) and (Y,G, ν) be σ-finite measure spaces. Let ̺X and ̺Y be as
defined in Lemma A.1, applied to the measure spaces (X,F , µ) or (Y,G, ν), respectively.
For every measurable function F : X × Y → [0,∞], define
̺⊗(F ) := ̺Y
(
y 7→ ̺X
(
F (•, y)
))
∈ [0,∞].
Lemma A.6. Let (X,F , µ) and (Y,G, ν) be σ-finite measure spaces. The map ̺⊗ introduced in
Definition A.5 is a function norm on (X × Y,F ⊗ G, µ⊗ ν) which satisfies the Fatou property.
Proof. The first two properties in Definition A.2 are clear. Next, if F,G : X × Y → [0,∞] are
measurable, then ̺X
(
[F + G](•, y)
)
≤ ̺X
(
F (•, y)
)
+ ̺X
(
G(•, y)
)
for all y ∈ Y , since ̺X is a
function norm. By the monotonicity and subadditivity of ̺Y , this entails
̺⊗(F +G) = ̺Y
(
y 7→ ̺X
(
[F +G](•, y)
))
≤ ̺Y
(
y 7→ ̺X
(
F (•, y)
))
+ ̺Y
(
y 7→ ̺X
(
G(•, y)
))
= ̺⊗(F ) + ̺⊗(G),
as desired. The monotonicity of ̺⊗ follows easily from that of ̺X and ̺Y .
Next, if ̺⊗(F ) = 0, then since ̺Y is a function-norm, there is a ν-null-set N ⊂ Y such that
̺X(F (•, y)) = 0 for all y ∈ Y \N . Since ̺X is a function-norm, this implies F (•, y) = 0 µ-almost
everywhere for y ∈ Y \N . Hence, Tonelli’s theorem shows ‖F‖L1 =
∫
Y
∫
X F (x, y)dµ(x)dν(y) = 0,
and hence F = 0 almost everywhere with respect to µ⊗ ν.
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It remains to verify the Fatou property. If (Fn)n∈N is a sequence of measurable functions
Fn : X × Y → [0,∞] and F = lim infn→∞ Fn, then F (•, y) = lim infn→∞ Fn(•, y), so that the
Fatou property for ̺X implies ̺X
(
F (•, y)
)
≤ lim infn→∞ ̺X
(
Fn(•, y)
)
for all y ∈ Y . Strictly
speaking, this only follows from the Fatou property if the right-hand side is finite; but otherwise
the estimate is trivially satisfied. By the monotonicity and the Fatou property of ̺Y , we thus
see
̺⊗(F ) = ̺Y
(
y 7→ ̺X
(
F (•, y)
))
≤ ̺Y
(
y 7→ lim inf
n→∞
̺X
(
Fn(•, y)
))
≤ lim inf
n→∞
̺Y
(
y 7→ ̺X
(
Fn(•, y)
))
= lim inf
n→∞
̺⊗(Fn). 
The following proposition shows that the norm F 7→ ̺⊗(|F |) is equivalent to the defining
norm of the space L1 + L∞ + L1,∞ + L∞,1.
Proposition A.7. Let (X,F , µ) and (Y,G, ν) be σ-finite measure spaces. With ̺⊗ as in Defi-
nition A.5 and ‖ • ‖L1+L∞+L1,∞+L∞,1 as introduced in Definition 2.8, we then have
1
16
· ‖F‖L1+L∞+L1,∞+L∞,1 ≤ ̺⊗(|F |) ≤ ‖F‖L1+L∞+L1,∞+L∞,1
for each measurable F : X × Y → C.
Remark. In the terminology of solid function spaces, the proposition shows (in combination with
Lemma A.6) that the space L1 + L∞ + L1,∞ + L∞,1 with its canonical norm satisfies the weak
Fatou property ; see [33, § 65] for the definition. Here, we would like to remark that there is
a characterization of (possibly infinite) families (Xi)i∈I of solid Banach spaces for which the
sum
∑
i∈I Xi with its natural norm satisfies the Fatou property ; see [22]. This characterization,
however, is quite technical, and we were unable to verify it in our setting. Thus, although we
know that L1 + L∞ + L1,∞ + L∞,1 with its natural norm satisfies the weak Fatou property, we
could not confirm whether it actually satisfies the Fatou property as well.
Proof. We first show ̺⊗(|F |) ≤ ‖F‖L1+L∞+L1,∞+L∞,1 , which is trivial if the right-hand side
is infinite. Thus, we can assume ‖F‖L1+L∞+L1,∞+L∞,1 < ∞. Let F1, . . . , F4 : X × Y → C be
measurable with F = F1+· · ·+F4 and such that ‖F1‖L1 + ‖F2‖L∞ + ‖F3‖L1,∞ + ‖F4‖L∞,1 <∞.
With F
(1)
y := F2(•, y) + F4(•, y) and F
(2)
y := F1(•, y) + F3(•, y), we have F (•, y) = F
(1)
y + F
(2)
y ,
and therefore
∣∣F (•, y)∣∣ ≤ ∣∣F (1)y ∣∣+ ∣∣F (2)y ∣∣. Using the monotonicity and the definition of ̺X (see
Lemma A.1), this implies for each y ∈ Y that
̺X
(
|F (•, y)|
)
≤ ̺X
( ∣∣F (1)y ∣∣+ ∣∣F (2)y ∣∣ ) ≤ ∥∥F (1)y ∥∥L∞ + ∥∥F (2)y ∥∥L1
≤
(
‖F2(•, y)‖L∞ + ‖F3(•, y)‖L1︸ ︷︷ ︸
=: G1(y)
)
+
(
‖F1(•, y)‖L1 + ‖F4(•, y)‖L∞︸ ︷︷ ︸
=: G2(y)
)
.
By using the monotonicity of ̺Y and the definition of ̺Y , we finally arrive at
̺⊗(|F |) = ̺Y
(
y 7→ ̺X
(
|F (•, y)|
))
≤ ̺Y
(
G1 +G2
)
≤ ‖G1‖L∞ + ‖G2‖L1 ≤ ‖F2‖L∞ + ‖F3‖L1,∞ + ‖F1‖L1 + ‖F4‖L∞,1 .
Since this holds for all admissible F1, . . . , F4, we see ̺⊗(|F |) ≤ ‖F‖L1+L∞+L1,∞+L∞,1 .
We now prove ‖F‖L1+L∞+L1,∞+L∞,1 ≤ 16 ̺⊗(|F |). In case of ̺⊗(|F |) = ∞ this is trivial, so
that we can assume α := ̺⊗(|F |) ∈ [0,∞). Define G : Y → [0,∞], y 7→ ̺X
(
|F (•, y)|
)
and note
α = ̺Y (G). Note that G is measurable by Lemma A.4. Let
A :=
{
y ∈ Y : G(y) > 2α
}
and B :=
{
(x, y) ∈ X × Y : |F (x, y)| > 2G(y)
}
.
Finally, define F1, . . . , F4 : X × Y → C by
F1(x, y) := F (x, y) · 1A(y) · 1B(x, y), F2(x, y) := F (x, y) · 1Ac(y) · 1Bc(x, y)
and
F3(x, y) := F (x, y) · 1Ac(y) · 1B(x, y), F4(x, y) := F (x, y) · 1A(y) · 1Bc(x, y).
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We clearly have F = F1 + · · · + F4. Furthermore, by the last part of Lemma A.1, and since
G(y) = ̺X
(
|F (•, y)|
)
and α = ̺Y (G), we see the following:
(1) ‖F1(•, y)‖L1 = 1A(y)·
∥∥F (•, y)·1|F (•,y)|>2G(y)∥∥L1 ≤ 1A(y)·2̺X(|F (•, y)|) = 1A(y)·2G(y),
and hence ‖F1‖L1(µ⊗ν) ≤ 2‖G · 1A‖L1(ν) = 2‖G · 1G>2α‖L1(ν) ≤ 4̺Y (G) = 4 ̺⊗(|F |).
(2) |F2(x, y)| ≤ 2G(y)1Ac(y) ≤ 4α = 4 ̺⊗(|F |) for all (x, y) ∈ X × Y , which shows that
‖F2‖L∞ ≤ 4 ̺⊗(|F |).
(3) Similar to the estimate for ‖F1‖L1 , we see that
‖F3(•, y)‖L1 ≤ 1Ac(y) · ‖F (•, y) · 1|F (•,y)|>2G(y)‖L1 ≤ 1Ac(y) · 2G(y) ≤ 4α = 4 ̺⊗(|F |)
for all y ∈ Y , and hence ‖F3‖L1,∞ ≤ 4 ̺⊗(|F |).
(4) |F4(x, y)| ≤ 2G(y) · 1A(y) for all x ∈ X and y ∈ Y . From this estimate, it follows that
‖F4‖L∞,1 ≤ 2 ‖G · 1A‖L1 ≤ 4 ̺⊗(|F |). Here, the last step was justified in the estimate of
‖F1‖L1 above.
Overall, we see ‖F‖L1+L∞+L1,∞+L∞,1 ≤ ‖F1‖L1 + ‖F2‖L∞ + ‖F3‖L1,∞ + ‖F4‖L∞,1 ≤ 16 ̺⊗(|F |),
which completes the proof. 
A.1. Proof of Lemma 7.1. We will now use Lemma A.1 and Proposition A.7 to prove
Lemma 7.1.
Proof of Lemma 7.1. With the function norm ̺⊗ introduced in Definition A.5, Proposition A.7
shows that ‖1V×W ‖L1+L∞+L1,∞+L∞,1 ≥ ̺⊗(1V×W ). Next, with ̺ as in Lemma A.1, and writing
̺X1 and ̺X2 to indicate the space on which ̺ acts, a direct computation shows that
̺⊗(1V×W ) = ̺X2
(
y 7→ ̺X1
(
1V×W (•, y)
))
= ̺X2
(
y 7→ 1W (y) · ̺X1(1V )
)
= ̺X1(1V ) · ̺X2(1W ).
To complete the proof, it therefore suffices to show that ̺X1(1V ) ≥ min{1, µ1(V )} and likewise
̺X2(1W ) ≥ min{1, µ2(W )}, since this implies the claimed estimate
‖1V×W‖L1+L∞+L1,∞+L∞,1 ≥ ̺⊗(1V×W ) = ̺X1(1V ) · ̺X2(1W )
≥ min
{
1, µ1(V )
}
·min
{
1, µ2(W )
}
≥ min
{
1, µ1(V ), µ2(W ), µ1(V ) · µ2(W )
}
= min
{
1, µ1(V ), µ2(W ), µ(V ×W )
}
.
We only prove that ̺X1(1V ) ≥ min{1, µ1(V )}, since ̺X2(1W ) ≥ min{1, µ2(W )} can be shown
with the same arguments. Let Vλ := {x1 ∈ X1 : 1V (x1) > λ}, for λ ≥ 0. Recall from Lemma A.1
that
̺X1(1V ) = inf
λ∈[0,∞)
[
λ+ ‖1Vλ · (1V − λ)‖L1
]
.
Now, in case of λ ≥ 1, we trivially have λ+‖1Vλ · (1V −λ)‖L1 ≥ λ ≥ 1 ≥ min{1, µ1(V )}. Finally,
if 0 ≤ λ < 1 then 1Vλ = 1V , and hence 1Vλ · (1V − λ) = 1V · (1V − λ) = (1 − λ) · 1V , which
implies that
λ+
∥∥1Vλ · (1V − λ)∥∥L1 = λ+ (1− λ) · ∥∥1V ∥∥L1 = λ+ (1− λ) · µ1(V ) ≥ min{1, µ1(V )}.
In combination, the two cases show that indeed ̺X1(1V ) ≥ min{1, µ1(V )}. 
A.2. Proving Theorem 6.3 using the Lorentz-Luxemburg representation theorem.
We now proceed with the proof of Theorem 6.3, based on the Lorentz-Luxemburg representation
theorem. To that end, we first recall the concept of associate function seminorms.
Definition A.8. (see [33, § 68]) Let (X,F , µ) be a σ-finite measure space, and let ̺ be a
function seminorm on X. The associate function seminorm ̺′ of ̺ is defined as
̺′(f) := sup
{∫
X
f · g dµ : g : X → [0,∞] measurable and ̺(g) ≤ 1
}
∈ [0,∞]
for f : X → [0,∞] measurable.
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As shown in [33, Theorem 1 in § 68], ̺′ is always a function seminorm which satisfies the
Fatou property. We now compute—up to a constant factor—the associated seminorm ̺′⊗ of the
function norm ̺⊗.
Lemma A.9. Let (X,F , µ) and (Y,G, ν) be σ-finite measure spaces, and let ̺⊗ as in Defini-
tion A.5. For F : X × Y → [0,∞] measurable, let us write
‖F‖L1∩L∞∩L1,∞∩L∞,1 := max
{
‖F‖L1 , ‖F‖L∞ , ‖F‖L1,∞ , ‖F‖L∞,1
}
.
Then, the associate seminorm ̺′⊗ satisfies
‖F‖L1∩L∞∩L1,∞∩L∞,1 ≤ ̺
′
⊗(F ) ≤ 16 · ‖F‖L1∩L∞∩L1,∞∩L∞,1
for any measurable function F : X × Y → [0,∞]. In particular, ̺′⊗ is a function norm, not just
a function seminorm.
Proof. We first prove the right-hand estimate. If the right-hand side is infinite, this estimate is
trivial; hence, we can assume that θ := ‖F‖L1∩L∞∩L1,∞∩L∞,1 <∞. Let G : X × Y → [0,∞] be
measurable with ̺⊗(G) ≤ 1. Since ̺⊗ is a function norm (see Lemma A.6), this implies that
G <∞ almost everywhere; see [33, Theorem 1 in § 63]. Hence, we can assume G <∞ every-
where. Let ε > 0. By Proposition A.7, there exist measurable functions G1, . . . , G4 : X × Y → C
such that G = G1 + · · · +G4 with ‖G1‖L1 + ‖G2‖L∞ + ‖G3‖L1,∞ + ‖G4‖L∞,1 ≤ 16 + ε. There-
fore, Ho¨lder’s inequality for the mixed-norm Lebesgue spaces (see [4, Equation (1) in Section 2])
shows that∫
X×Y
F ·Gd(µ ⊗ ν) ≤
4∑
j=1
∫
X×Y
F · |Gj | d(µ ⊗ ν)
≤ ‖F‖L∞ ‖G1‖L1 + ‖F‖L1 ‖G2‖L∞ + ‖F‖L∞,1 ‖G3‖L1,∞ + ‖F‖L1,∞ ‖G4‖L∞,1
≤ θ · (‖G1‖L1 + ‖G2‖L∞ + ‖G3‖L1,∞ + ‖G4‖L∞,1)
≤ (16 + ε) · ‖F‖L1∩L∞∩L1,∞∩L∞,1 .
Since ε > 0 was arbitrary, and by definition of the associate norm, this proves the right-hand
estimate.
For proving the left-hand estimate, we can assume that θ := ̺′⊗(F ) < ∞. First, note that if
G ∈ L1(µ⊗ ν) with ‖G‖L1 ≤ 1, then ̺⊗(|G|) ≤ 1, by Proposition A.7. Therefore, the definition
of ̺′⊗ yields
∣∣ ∫
X×Y F ·Gd(µ⊗ν)
∣∣ ≤ ∫X×Y F · |G| d(µ⊗ν) ≤ ̺′⊗(F ). By the dual characterization
of the L∞-norm (see [13, Theorem 6.14]), this implies ‖F‖L∞ ≤ ̺
′
⊗(F ) < ∞. In the same way
(taking G such that ‖G‖L∞ ≤ 1), we also see ‖F‖L1 ≤ ̺
′
⊗(F ) < ∞. In particular, this implies
that F is finite almost everywhere.
Finally, note that if G ∈ L1,∞(µ ⊗ ν) with ‖G‖L1,∞ ≤ 1, then ̺⊗(|G|) ≤ 1, by Propo-
sition A.7. Therefore,
∣∣ ∫
X×Y F · Gd(µ ⊗ ν)
∣∣ ≤ ∫X×Y F · |G| d(µ ⊗ ν) ≤ ̺′⊗(F ). By the dual
characterization of the L∞,1-norm (see Theorem 4.3, or [4, Theorem 2 in Section 2]), this implies
‖F‖L∞,1 ≤ ̺
′
⊗(F ) <∞. Again, we get in the same way (by taking G such that ‖G‖L∞,1 ≤ 1)
that ‖F‖L1,∞ ≤ ̺
′
⊗(F ) <∞. Overall, these considerations establish the left-hand estimate.
The left-hand estimate also shows that ̺′⊗ is a function norm, since if ̺
′
⊗(F ) = 0, then in
particular ‖F‖L∞ = 0, and thus F = 0 almost everywhere. 
We will derive Theorem 6.3 as a consequence of the preceding lemma and of three beautiful
results from the theory of Ko¨the spaces that we now recall.
Theorem A.10. (Lorentz-Luxemburg representation theorem; see [33, Theorem 1 in § 71])
Let (X,F , µ) be a σ-finite measure space, and let ̺ be a function seminorm on X that satisfies
the Fatou property. Then ̺ = ̺′′; that is, ̺ coincides with the associate seminorm of the associate
seminorm ̺′ of ̺.
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Proposition A.11. Let (X,F , µ) be a σ-finite measure space, and let ̺ be a function seminorm
on X. If the associate seminorm ̺′ of ̺ is in fact a function norm, then we have the following
equivalence for every measurable function f : X → C:
̺′′(|f |) <∞ ⇐⇒ ∀ g : X → C measurable with ̺′(|g|) <∞ :
∫
X
|f · g| dµ <∞.
Proof. Since ̺′ is a function norm, [33, Theorem 4 in § 68] shows that ̺ is saturated. Therefore,
[33, Corollary in § 71] yields the claim. 
Proposition A.12. (consequence of [33, Theorem 1 in § 65])
Let (X,F , µ) be a σ-finite measure space, and let ̺ be a function norm on X which satisfies
the Fatou property. Then the space
L̺ :=
{
f : X → C : f measurable and ̺(|f |) <∞
}
is a Banach space when equipped with the norm ‖f‖L̺ := ̺(|f |). As usual, one identifies two
elements of L̺ if they agree almost everywhere.
We can finally prove Theorem 6.3.
Proof of Theorem 6.3. We first show that (L1 + L∞ + L1,∞ + L∞,1, ‖ • ‖L1+L∞+L1,∞+L∞,1) is a
Banach space. It is not hard to verify that ‖•‖L1+L∞+L1,∞+L∞,1 is a seminorm. Further, Propo-
sition A.7 states (in the language of Proposition A.12) that L1 + L∞ + L1,∞ + L∞,1 = L̺⊗ , and
that the (semi)-norms ‖ • ‖∗ := ̺⊗(| • |) and ‖ • ‖L1+L∞+L1,∞+L∞,1 are equivalent. Furthermore,
Lemma A.6 shows that the function semi -norm ̺⊗ is in fact a function norm, and that ̺⊗ sat-
isfies the Fatou property. In particular, this implies that ‖ • ‖L1+L∞+L1,∞+L∞,1 is definite, and
hence a norm. Since the function norm ̺⊗ satisfies the Fatou property, Proposition A.12 shows
that (L̺⊗ , ‖•‖∗) is a Banach space. Hence so is (L
1+L∞+L1,∞+L∞,1, ‖•‖L1+L∞+L1,∞+L∞,1).
Next, since ̺⊗ satisfies the Fatou property (Lemma A.6), the Lorentz-Luxemburg repre-
sentation theorem (Theorem A.10) shows that ̺′′⊗ = ̺⊗. Furthermore, we saw above that
L1 + L∞ + L1,∞ + L∞,1 = L̺⊗ . Finally, Lemma A.9 shows that ̺
′
⊗ is a function norm. There-
fore, Proposition A.11 shows for every measurable function F : X1 ×X2 → C that
F ∈L1+L∞+L1,∞+L∞,1 ⇐⇒ F ∈ L̺⊗
̺⊗=̺′′⊗
⇐⇒ ̺′′⊗(|F |) <∞
⇐⇒ F ·G ∈ L1(µ1⊗µ2) ∀G :X1×X2 → C meas. with ̺
′
⊗(|G|) <∞
(Lemma A.9)⇐⇒ F ·G ∈ L1(µ1 ⊗ µ2) ∀G ∈ L
1 ∩ L∞ ∩ L1,∞ ∩ L∞,1.
Here, we used in the last step that Lemma A.9 shows that ̺′⊗(|G|) < ∞ if and only if
|G| ∈ L1 ∩ L∞ ∩ L1,∞ ∩ L∞,1 if and only if G ∈ L1 ∩ L∞ ∩ L1,∞ ∩ L∞,1 (if G is measurable).
It remains to prove the norm equivalence. To this end, note as a consequence of Proposi-
tion A.7, Lemma A.6, Theorem A.10, and Lemma A.9 that
‖F‖L1+L∞+L1,∞+L∞,1 ≤ 16 ̺⊗(|F |) = 16 ̺
′′
⊗(|F |)
= 16 sup
{∫
X1×X2
|F | ·Gd(µ1 ⊗ µ2)
∣∣∣G : X1×X2 → [0,∞] meas. and ̺′⊗(G) ≤ 1}
(Lemma A.9) ≤ 16 sup
{∫
X1×X2
|F ·G| d(µ1 ⊗ µ2)
∣∣∣ G ∈ L1 ∩ L∞ ∩ L1,∞ ∩ L∞,1
and ‖G‖L1∩L∞∩L1,∞∩L∞,1 ≤ 1
}
,
which is precisely the first estimate claimed in Theorem 6.3.
In a similar way, we get
sup
{∫
X1×X2
|F ·G| d(µ1 ⊗ µ2)
∣∣∣ G ∈ L1 ∩ L∞ ∩ L1,∞ ∩ L∞,1
and ‖G‖L1∩L∞∩L1,∞∩L∞,1 ≤ 1
}
(Lemma A.9) ≤ 16 sup
{∫
X1×X2
|F | ·Gd(µ1⊗µ2)
∣∣∣G : X1×X2 → [0,∞] meas. and ̺′⊗(G) ≤ 1}
= 16 · ̺′′⊗(|F |) = 16 · ̺⊗(|F |) ≤ 16 · ‖F‖L1+L∞+L1,∞+L∞,1 . 
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Appendix B. Proof of Lemma 4.6
For the proof of Lemma 4.6, we need two auxiliary results from measure theory that we first
collect.
Lemma B.1. (see [7, Proposition 3.4.5])
Let (X,F , µ) be a σ-finite measure space, and assume that F is countably generated (meaning
that there is a countable set F0 ⊂ F such that F is generated by F0; that is, σX(F0) = F).
Then the space L1(µ) is separable.
In connection with this criterion, the following result will also turn out to be helpful:
Lemma B.2. Let X be a set, and let F0 ⊂ 2
X be an arbitrary subset of the power set of X. Let
F := σX(F0) be the σ-algebra generated by F0.
For each A ∈ F , there is a countable family FA ⊂ F0 such that A ∈ σX(FA).
Proof. (see [7, Exercise 7 in Section 1.1]) Define
G :=
{
A ∈ F : ∃FA ⊂ F0 countable such that A ∈ σX(FA)
}
.
It is straightforward to verify that G is a σ-algebra. Furthermore, F0 ⊂ G, because one can
choose FA := {A} for A ∈ F0. Therefore, F = σX(F0) ⊂ G ⊂ F . 
We will heavily use the following consequence of Lemma B.2.
Lemma B.3. Let (Θ,A) and (Λ,B) be measurable spaces. If F : Θ × Λ → [0,∞] is A ⊗ B-
measurable, then there are countably generated σ-algebras A0 ⊂ A and B0 ⊂ B such that F is
A0 ⊗ B0-measurable.
Furthermore, if µ : B → [0,∞] is a σ-finite measure, then B0 can be chosen in such a way
that µ|B0 is still σ-finite.
Proof. First, note that
σ(F ) :=
{
F−1(M) : M ⊂ [0,∞] measurable
}
⊂ A⊗ B
is countably generated. One way to see this is that—since F is σ(F )-measurable—there is
a sequence (Fn)n∈N of simple, non-negative, σ(F )-measurable functions such that Fn ր F
pointwise; see [7, Proposition 2.1.8]. Let us write Fn =
∑Nn
ℓ=1 α
(n)
ℓ 1L
(n)
ℓ
with α
(n)
ℓ ∈ [0,∞) and
L
(n)
ℓ ∈ σ(F ). Then, each Fn is Σ-measurable, where Σ := σ({L
(n)
ℓ : n ∈ N, 1 ≤ ℓ ≤ Nn}) ⊂ σ(F )
is a countably generated σ-algebra. As a pointwise limit of the Fn, also F is Σ-measurable, and
hence σ(F ) ⊂ Σ ⊂ σ(F ). Therefore, σ(F ) = Σ is indeed countably generated.
Next, note that
L
(n)
ℓ ∈ σ(F ) ⊂ A⊗B = σ({A ×B : A ∈ A, B ∈ B}) for each n ∈ N and 1 ≤ ℓ ≤ Nn.
In combination with Lemma B.2, this implies that there are countable families (Am)m∈N ⊂ A
and (Bm)m∈N ⊂ B such that L
(n)
ℓ ∈ σ({Am × Bm : m ∈ N}) for all n ∈ N and 1 ≤ ℓ ≤ Nn.
Therefore, if we define A0 := σ({Am : m ∈ N}) and B0 := σ({Bm : m ∈ N}), then both A0 ⊂ A
and B0 ⊂ B are countably generated, and σ(F ) = σ({L
(n)
ℓ : n ∈ N, 1 ≤ ℓ ≤ Nn}) ⊂ A0 ⊗ B0.
Since F is σ(F )-measurable, this implies that F is A0 ⊗ B0-measurable.
Finally, if µ : B → [0,∞] is σ-finite, then Λ =
⋃
n∈NEn for suitable En ∈ B with µ(En) <∞.
Instead of the definition of B0 from above, we then define B0 := σ({Bm : m ∈ N}∪{En : n ∈ N}),
so that B0 ⊂ B is still countably generated, µ|B0 is σ-finite, and one sees precisely as before that
F is A0 ⊗B0-measurable. 
Using Lemmas B.1 and B.3, we prove the following final technical ingredient that we need for
the proof of Lemma 4.6.
Lemma B.4. Let (Θ,A) be a measurable space and let (Λ,B, µ) be a σ-finite measure space
with µ(Λ) > 0.
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If F : Θ × Λ → [0,∞] is measurable with respect to the product σ-algebra A ⊗ B, then
there is a countable family (Mn)n∈N ⊂ B of sets of finite, positive measure such that if we set
fn := 1Mn/µ(Mn), then
ess sup
λ∈Λ
F (θ, λ) = sup
n∈N
∫
Λ
F (θ, λ) · fn(λ) dµ(λ) ∀ θ ∈ Θ.
In particular, the map θ 7→ ess supλ∈Λ F (θ, λ) is measurable.
Proof. First, Lemma B.3 yields countably generated sub-σ-algebras A0 ⊂ A and B0 ⊂ B such
that F is A0 ⊗ B0-measurable and such that µ|B0 is still σ-finite. The remainder of the proof
proceeds in two steps.
Step 1 (Constructing the sets Mn): Since B0 is countably generated and µ|B0 is σ-finite,
Lemma B.1 shows that L1(µ|B0) is separable. Since non-empty subsets of separable metric
spaces are again separable (see [2, Corollary 3.5]), this implies that
F :=
{
1M/µ(M) : M ∈ B0 and 0 < µ(M) <∞
}
⊂ L1(µ|B0)
is separable, so that there is a sequence of sets (Mn)n∈N ⊂ B0 such that 0 < µ(Mn) <∞ for all
n ∈ N, and such that (fn)n∈N :=
(
1Mn/µ(Mn)
)
n∈N
⊂ F is dense. Here, we implicitly used that
µ(Λ) > 0, which implies that F 6= ∅, by σ-finiteness of µ|B0 .
Now, for each n ∈ N, let us define
Ψn : Θ→ [0,∞], θ 7→
∫
Λ
F (θ, λ) · fn(λ) dµ(λ) and Ψ : Θ→ [0,∞], θ 7→ sup
n∈N
Ψn(θ),
as well as Ψ˜ : Θ→ [0,∞], θ 7→ ess supλ∈Λ F (θ, λ).
Since Θ×Λ→ [0,∞], (θ, λ) 7→ F (θ, λ) · fn(λ) is measurable, it follows from Tonelli’s theorem
(see [7, Proposition 5.2.1]) that each Ψn is measurable, so that Ψ is measurable as well; see
[7, Proposition 2.1.5]. Note that strictly speaking, we need to have a σ-finite measure ν on
(Θ,A) to apply Tonelli’s theorem, but we can simply take ν ≡ 0.
Step 2 (Proving the claim of the lemma, that is, Ψ = Ψ˜): Since ‖fn‖L1(µ) = 1 for all n ∈ N,
it is clear that Ψn ≤ Ψ˜ for all n ∈ N, and hence Ψ ≤ Ψ˜. Now, assume towards a contradiction
that Ψ(θ) < Ψ˜(θ) for some θ ∈ Θ. Then we can choose α ∈ R with 0 ≤ Ψ(θ) < α < Ψ˜(θ). By
definition of Ψ˜, this implies that
M := [F (θ, •)]−1([α,∞]) = {λ ∈ Λ: F (θ, λ) ≥ α}
has positive measure. Furthermore, since F is A0⊗B0-measurable, [7, Lemma 5.1.2] shows that
F (θ, •) is B0-measurable, and hence M ∈ B0.
Since µ|B0 is σ-finite, we see that there is some setM
′ ∈ B0 satisfyingM
′ ⊂M and furthermore
0 < µ(M ′) < ∞. Hence, f := 1M ′/µ(M
′) ∈ F , so that there is a sequence (nk)k∈N such that
fnk → f , with convergence in L
1(µ|B0). By [7, Propositions 3.1.3 and 3.1.5], it follows that there
is a further subsequence (nkℓ)ℓ∈N such that fnkℓ → f µ-almost everywhere. Therefore, recalling
that F (θ, •) ≥ α on M ′ ⊂M , while f ≡ 0 on Λ \M ′, and recalling that
∫
Λ fnk(λ) dµ(λ) = 1, we
see as a consequence of Fatou’s lemma that
α = α ·
∫
Λ
fdµ ≤
∫
Λ
f(λ) · F (θ, λ) dµ(λ) =
∫
Λ
lim inf
ℓ→∞
(
fnkℓ (λ) · F (θ, λ)
)
dµ(λ)
≤ lim inf
ℓ→∞
∫
Λ
fnkℓ (λ) · F (θ, λ) dµ(λ) = lim infℓ→∞
Ψnkℓ (θ) ≤ Ψ(θ),
which is the desired contradiction, since Ψ(θ) < α. 
Finally, we prove Lemma 4.6.
Proof of Lemma 4.6. In case of ν1(Y1) = 0 or ν2(Y2) = 0, we have ‖H(ω, •)‖L∞,1(ν) = 0 for all
ω ∈ Ω, so that we can simply take hn ≡ 0 for all n ∈ N. In the following, we can thus assume
that ν1(Y1) > 0 and ν2(Y2) > 0. The proof is divided into three steps.
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Step 1 (Writing ‖H
(
ω, (•, y2)
)
‖L∞(ν1) as a countable supremum of integrals): We aim to ap-
ply Lemma B.4. To this end, define (Θ,A) := (Ω × Y2, C ⊗ G2) and (Λ,B, µ) := (Y1,G1, ν1).
Finally, set F : Θ × Λ → [0,∞],
(
(ω, y2), y1
)
7→ H
(
ω, (y1, y2)
)
. By applying Lemma B.4 with
these choices, we obtain a sequence (fn)n∈N ⊂ L
1(ν1) of non-negative functions which satisfy
‖fn‖L1(ν1) = 1 and∥∥H(ω, (•, y2))∥∥L∞(ν1) = ∥∥F ((ω, y2), •)∥∥L∞(µ) = sup
n∈N
∫
Λ
F
(
(ω, y2), λ
)
· fn(λ) dµ(λ)
= sup
n∈N
∫
Y1
H
(
ω, (y1, y2)
)
· fn(y1) dν1(y1) =: sup
n∈N
Ψn(ω, y2)
(B.1)
for all (ω, y2) ∈ Ω×Y2. Here, it follows from Tonelli’s theorem that Ψn : (Ω×Y2, C⊗G2)→ [0,∞]
is measurable.
Step 2 (Finding gk : Ω × Y → [0,∞) such that
∫
Y H(ω, y)gk(ω, y) dν(y) −−−→k→∞
‖H(ω, •)‖L∞,1
and ‖gk(ω, •)‖L1,∞ ≤ 1, as well as gk(ω, •) ∈ L
1(ν)):
Since ν2 is σ-finite, we have Y2 =
⋃
n∈NEn for certain En ∈ G2 with ν2(En) < ∞ and
En ⊂ En+1 for all n ∈ N. Now, given k ∈ N, define gk : Ω× Y → [0,∞) by
gk
(
ω, (y1, y2)
)
:= 1Ek(y2) ·
k∑
ℓ=1
(
fℓ(y1) ·
ℓ−1∏
m=1
1Ψℓ>Ψm(ω, y2) ·
k∏
m=ℓ+1
1Ψℓ≥Ψm(ω, y2)
)
.
The significance of this convoluted-seeming definition will be explained shortly. Before that,
however, it should be noted that gk is C ⊗ G-measurable. Now, given fixed (ω, y2) ∈ Ω× Y2, let
ℓ0 = ℓ0(ω, y2, k) ∈ {1, . . . , k} be minimal with Ψℓ0(ω, y2) = max1≤ℓ≤k Ψℓ(ω, y2). We claim that
then gk(ω, (•, y2)) = 1Ek(y2) · fℓ0 . Indeed, for ℓ ∈ {1, . . . , k}, there are three cases:
• If ℓ < ℓ0, then Ψℓ(ω, y2) < Ψℓ0(ω, y2), while ℓ0 ∈ {ℓ+ 1, . . . , k}. Hence, the ℓ-th summand
in the definition of gk
(
ω, (•, y2)
)
vanishes.
• If ℓ > ℓ0, then Ψℓ(ω, y2) ≤ Ψℓ0(ω, y2) and ℓ0 ∈ {1, . . . , ℓ− 1}. Hence, the ℓ-th summand in
the definition of gk
(
ω, (•, y2)
)
again vanishes.
• If ℓ = ℓ0, then Ψℓ0(ω, y2) > Ψm(ω, y2) for m ∈ {1, . . . , ℓ0 − 1} and Ψℓ0(ω, y2) ≥ Ψm(ω, y2)
for m ∈ {ℓ0 + 1, . . . , k}. Therefore, the ℓ0-th summand in the definition of gk
(
ω, (•, y2)
)
is
simply fℓ0 .
This representation of gk(ω, (•, y2)) has two crucial implications:
(1) With ℓ0 = ℓ0(ω, y2, k) as above, we have gk(ω, (•, y2)) = 1Ek(y2) · fℓ0 , which implies that
‖gk(ω, (•, y2))‖L1(ν1) ≤ 1Ek(y2), since ‖fℓ0‖L1(ν1) = 1. Therefore, ‖gk(ω, •)‖L1,∞(ν) ≤ 1
and
‖gk(ω, •)‖L1(ν) =
∫
Y2
∥∥gk(ω, (•, y2))∥∥L1(ν1) dν2(y2) ≤ ν2(Ek) <∞.
(2) For fixed (ω, y2) ∈ Ω× Y2 and with ℓ0 = ℓ0(ω, y2, k) as above, we have∫
Y1
H
(
ω, (y1, y2)
)
· gk
(
ω, (y1, y2)
)
dν1(y1) = 1Ek(y2)
∫
Y1
H
(
ω, (y1, y2)
)
· fℓ0(y1) dν1(y1)
= 1Ek(y2) ·Ψℓ0(ω, y2) = 1Ek(y2) · max
1≤ℓ≤k
Ψℓ(ω, y2)
ր sup
n∈N
Ψn(ω, y2) =
∥∥H(ω, (•, y2))∥∥L∞(ν1)
as k → ∞, thanks to Equation (B.1). By the monotone convergence theorem and
Tonelli’s theorem, this shows for arbitrary ω ∈ Ω that∫
Y
H(ω, y) · gk(ω, y) dν(y) =
∫
Y2
∫
Y1
H
(
ω, (y1, y2)
)
· gk
(
ω, (y1, y2)
)
dν1(y1) dν2(y2)
−−−→
k→∞
∫
Y2
∥∥H(ω, (•, y2))∥∥L∞(ν1) dν2(y2) = ‖H(ω, •)‖L∞,1(ν).
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Step 3 (Completing the proof): Since gk is C ⊗G-measurable, Lemma B.3 yields for each k ∈ N
countably generated σ-algebras C(k) ⊂ C and G(k) ⊂ G—say G(k) = σ
({
M
(k)
n : n ∈ N
})
—such
that gk is C
(k) ⊗ G(k)-measurable and such that ν|G(k) is σ-finite. Define
G0 := σ({M
(k)
n : n, k ∈ N}) ⊂ G,
and note that ν|G0 is σ-finite. Lemma B.1 shows that L
1(ν|G0) is separable. Since any non-empty
subset of a separable metric space is again separable (see [2, Corollary 3.5]), this implies that
F :=
{
h ∈ L1(ν|G0) : h ≥ 0 and ‖h‖L1,∞ ≤ 1 <∞
}
is separable as well. Thus, let {hn : n ∈ N} ⊂ F be dense with respect to ‖ • ‖L1(ν). Note that
since gk is measurable with respect to C
(k) ⊗ G(k) ⊂ C ⊗ G0, and by the properties of gk derived
in Step 2, we have gk(ω, •) ∈ F for all ω ∈ Ω.
For brevity, write Ψ(ω) := ‖H(ω, •)‖L∞,1 and Ψ˜(ω) := supn∈N
∫
Y H(ω, y)hn(y) dν(y). We
want to prove that Ψ = Ψ˜. First, by the Ho¨lder inequality for the mixed-norm Lebesgue spaces
(see [4, Equation (1) in Section 2]), we see that
0 ≤
∫
Y
H(ω, y)hn(y) dν(y) ≤ ‖H(ω, •)‖L∞,1‖hn‖L1,∞ ≤ Ψ(ω)
for all n ∈ N, and hence Ψ˜ ≤ Ψ.
To prove the converse, let ω ∈ Ω and k ∈ N be arbitrary. Since gk(ω, •) ∈ F , there is
a sequence (nm)m∈N satisfying hnm → gk(ω, •) as m → ∞, with convergence in L
1(ν). It
is well-known (see for instance [7, Propositions 3.1.3 and 3.1.5]) that this implies that there
is a subsequence (nmℓ)ℓ∈N such that hnmℓ → gk(ω, •) as ℓ → ∞, with convergence ν-almost
everywhere. By Fatou’s lemma, this implies that∫
Y
H(ω, y) · gk(ω, y) dν(y) =
∫
Y
lim inf
ℓ→∞
(
H(ω, y) · hnmℓ (y)
)
dν(y)
≤ lim inf
ℓ→∞
∫
Y
H(ω, y) · hnmℓ (y) dν(y) ≤ Ψ˜(ω).
Since we saw in Step 2 that
∫
Y H(ω, y) · gk(ω, y) dν(y)−−−→k→∞
Ψ(ω), we arrive at Ψ(ω) ≤ Ψ˜(ω), as
desired. 
Appendix C. A technical result concerning the embedding ΦKΨ(A) →֒ L
∞
1/v
In [20], it is assumed that ΦKΨ(A) →֒ L
∞
1/v(µ), meaning that Equation (8.3) holds. For general
integral kernels K instead of KΨ, this would be a much stronger condition than boundedness of
ΦK : A→ L
∞
1/v(µ). Since KΨ is a reproducing kernel, however, the two conditions are actually
equivalent, as we now show.
Lemma C.1. Let (X,F , µ) be a σ-finite measure space, let H be a separable Hilbert space, and
let Ψ = (ψx)x∈X ⊂ H be a continuous Parseval frame for H. Finally, let A be a solid Banach
function space on X and let v : X → (0,∞) be measurable.
With KΨ as defined in Equation (3.3), assume that Φ|KΨ| : A→ A and ΦKΨ : A→ L
∞
1/v are
well-defined and bounded. Then ΦKΨ(A) →֒ L
∞
1/v, meaning that Equation (8.3) holds.
Proof. Note that if (ϕn)n∈I is a countable orthonormal basis for H (which exists by separa-
bility), then KΨ(x, y) = 〈ψy, ψx〉H =
∑
n∈I〈ψy, ϕn〉H〈ϕn, ψx〉H, where x 7→ 〈ϕn, ψx〉H and
y 7→ 〈ψy, ϕn〉H are measurable by definition of a continuous frame. Hence, K := KΨ : X×X → C
is measurable.
By definition of a continuous Parseval frame, the voice transform VΨ : H → L
2(µ), f 7→ VΨf
with VΨf(x) = 〈f, ψx〉H is an isometry, so that V
∗
ΨVΨ = idH. Thus, P := VΨV
∗
Ψ : L
2(µ)→ L2(µ)
satisfies PP = P . Now, note that V ∗ΨF =
∫
X F (y)ψy dµ(y) (with the integral understood in the
weak sense), so that (PF )(x) = 〈V ∗ΨF,ψx〉 =
∫
X F (y)〈ψy , ψx〉 dµ(y) = (ΦKF )(x), meaning that
P = ΦK . Because of PP = P , this means that ΦKΦKF = ΦKF for all F ∈ L
2(µ).
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∞
1/v
We now claim that ΦKΦKF = ΦKF also holds for all F ∈ A. Once we show this, we
immediately get the claim of the lemma, since then
‖ΦKF‖L∞
1/v
= ‖ΦKΦKF‖L∞
1/v
≤ C · ‖ΦKF‖A ∀F ∈ A,
since ΦK : A→ L
∞
1/v(µ) is bounded by assumption of the lemma.
Let F ∈ A be arbitrary. Since X is σ-finite, we have X =
⋃∞
n=1Xn where Xn ⊂ Xn+1 and
µ(Xn) < ∞. Define Yn := {x ∈ Xn : |F (x)| ≤ n}, and note that Yn ⊂ Yn+1, µ(Yn) < ∞,
and X =
⋃∞
n=1 Yn, so that Fn := 1Yn · F ∈ A ∩ L
2(µ) satisfies Fn → F pointwise. Note
that ΦKΦKFn = ΦKFn and |Fn| ≤ |F |. Since Φ|K| : A → A is well-defined, we have
G := Φ|K||F | ∈ A, and in particular (Φ|K||F |)(x) <∞ for µ-almost all x ∈ X. For each such x,
we see by the dominated convergence theorem that
Gn(x) := ΦKFn(x) =
∫
X
K(x, y)Fn(y) dµ(y) −−−→
n→∞
∫
X
K(x, y)F (y) dµ(y) = ΦKF (x).
Next, we also have
∫
X |K(x, y)|G(y) dµ(y) = (Φ|K|G)(x) < ∞ for µ-almost all x ∈ X. Since
|Gn(y)| ≤ G(y), the dominated convergence theorem thus shows for x ∈ X with (Φ|K|G)(x) <∞
(and hence for µ-almost all x ∈ X) that
ΦKGn(x) =
∫
X
K(x, y)Gn(y) dµ(y) −−−→
n→∞
∫
X
K(x, y)ΦKF (y) dµ(y) = ΦK [ΦKF ](x).
Since we also have ΦKGn = ΦKΦKFn = ΦKFn −−−→
n→∞
ΦKF almost everywhere, we thus see
ΦK [ΦKF ] = ΦKF almost everywhere, as desired. 
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