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Music transcription can be defined as the act of listening to a piece of music and 
writing down the music notation for the notes that constitute the piece, either 
manually by humans or automatically by machines.  Automated music transcription 
has many applications and is indispensable in music retrieval and remixing. 
 
One of the most important and difficult parts in music transcription is pitch estimation.  
Since the transcription of monophonic music is considered a solved problem, our 
research focuses on the transcription of polyphonic music. 
 
We introduce a method to transcribe music with the help of an instrument model.  The 
instrument model provides the harmonic structure of instruments, which is very 
helpful to polyphonic pitch estimation in the situations such as missing fundamental, 
missing harmonics and sharing frequencies.  The model can be easily built up with 
instrument samples.  We devise a spectrum subtraction algorithm and implement a 
system to transcribe polyphonic single-instrument music.  The algorithm can be 
extended to transcribe polyphonic multi-instrument music as well.  Through 
experiments, we find our method outperforms many current methods. 
 
Keywords: music transcription, fundamental, harmonic, harmonic structure, 




1.1 Problem Statement 
 
Music transcription can be defined as the act of listening to a piece of music and 
writing down the music notation for the notes that constitute the piece [MF02].  It 
requires extraction of notes, their pitches, loudness, timings, and classification of the 
instrument used [Nag03]. 
 
In the past, human have to rely on their ears for music transcription.  Although most 
people are able to transcribe monophonic music without much training, transcription 
of polyphonic music proves to be a very difficult task, even for well trained musicians.   
After the invention of computers, human started to study the possibility to transcribe 
music with machines.  Moorer [Moo75, Moo77] and Piszczalski and Galler [PG77] 
were the first to try to perform music transcription with computers.  Our research also 
focuses on music transcription with computers. 
 
The input of music transcription is music waveform, represented by discrete audio 
signal.  These music waveforms may come from not only music audio files, such as 
WAVE files (*.wav) and MP3 files (*.mp3), but also CD audio and microphone input.  
The sound quality of the music is determined by two main factors: sampling rate and 
bits per sample. 
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The output of music transcription is music notation.  The most basic unit in music 
notation is the note, which has four main properties: pitch, loudness, onset (starting 
time) and duration.  A music notation contains the information of all the notes that 
make up of the music, and can be represented by a 2D note table (Figure 1). 
 
 
Onset (ms) Duration (ms) Pitch Loudness (dB) 
23 667 C4 45.834 
598 690 D4 44.214 
1196 690 C4 44.178 
1196 690 E4 44.856 
1771 713 D4 42.564 
1771 713 F4 42.966 
2369 690 G4 43.815 
2967 690 A4 43.779 
3542 736 B4 67.872 
3565 690 D4 44.028 
3565 690 G4 44.076 
4140 483 C5 69.504 
4163 460 E4 45.492 
Figure 1: Music notation in the form of 2D note table 
 
 
There are also graphic representations of music notation, such as piano roll and score 
(Figure 2).  Note that loudness is usually not shown in a score. 
 
 
       




The typical file format for music notation is MIDI files (*.mid).  A music notation 
cannot be played back directly.  A music synthesizer is needed to convert it into the 
waveform before it can be played back [Web2].  Music synthesis can be considered 
the inverse process of music transcription.  Nowadays, a lot of MIDI synthesizers are 
available to play MIDI files. 
 
The relationship between the input and the output is that they must represent the same 
piece of music, that is, they must have the same melody and rhythm.  The output 
music notation, say the generated score, should correctly describe the notes in the 
input music.  The performance of a music transcription system is measured by the 
similarity between the input and the output under certain metrics.  Detecting an 
incorrect note, detecting a non-existing note or missing an existing note is considered 
as an error in music transcription. 
 
In order to enable computers to perform music transcription, generic signal processing 
techniques and specific music transcription methods and algorithm are required.  The 
input audio signal is needed to processed or transformed so that the notes can be 
detected and their pitch, loudness, onset and duration can be computed. 
 
1.2 Motivation and Applications 
 
Why music transcription?  Why do we need the music notation besides the music 
waveform?  The underlying reason is: Music notation is more useful than music 
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waveform in some cases, e.g. writing down a music melody onto a piece of paper.  
Music notation is a language for music.  It is a compact representation of music and it 
is more efficient to process and transmit than the full audio signal. 
 
Music transcription is useful in a number of situations.  For example, if a person 
wants to listen to a piece of piano music, he can buy a CD.  If he wants to play it with 
the piano, he needs the score.  If he cannot find the printed sheet music on the market, 
a music transcription system can help him to get the score from the piece of piano 
music in the CD. 
 
Many times musicians find it enjoyable and helpful to view the score of a piece of 
music while it is being played.  Other times, musicians form a melody in their mind, 
but are too busy to write the score down to a piece of paper.  With a music 
transcription system, they can simply hum the melody to a microphone and let the 
machine do the job. 
 
Music transcription has many other useful applications in music education, melody-
based music retrieval and music remixing.  That is why music transcription is worth 
researching and improving.  We use diagram to show how music transcription plays 
an important part in these applications.  In the diagram, circles represent data and 
rectangles represent processes. 
 
1. Music education.  A student learning instrument plays a piece of music 
according to the score.  A microphone is used to record his performance and a 
real-time music transcription system is used to detect the notes the student has 
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played.  By comparing the notes on the score and the notes the student has 





Figure 3: Diagram of performance mistake detector system 
 
 
2. Melody-based music retrieval.  The typical system of melody-based music 
retrieval is query by humming, in which a user hums a short melody into the 
microphone, and the query system finds the pieces of music that contain the 
melody from the database.  One way to retrieve music is by matching the 
notation of the query music with that of the music stored in the database.  
Music transcription system is used twice here, offline when the music 
waveform database is transcribed and indexed, and online when the query 

















Figure 4: Diagram of query by humming system 
 
 
3. Music remixing.  Music remixing is a high level of music processing, in which 
notes are added or removed and their properties are changed.  New music 
effects can be achieved by changing instruments, transposing and add new 
melodies and variations.  Music transcription is used because it is easier to 






















transpose, add new 
























1.3 Focus of Our Research 
 
Music transcription with computers is a vast area.  The input music can be 
instrumental, vocal or hybrid.  The music may contain percussions or not contain 
percussive sounds.  Based on the number of simultaneous notes, music can be divided 
into two types: monophonic and polyphonic.  Our research is focused on the 
transcription of polyphonic instrumental music without percussions. 
 
Since a note has four properties: pitch, loudness, onset and duration, a complete music 
transcription system requires at least four modules in order to estimate each of the 
note properties.  Our research is only focused on polyphonic pitch estimation, which 
is one of the most important and difficult parts in music transcription. 
 
Current polyphonic pitch estimation methods tend to have some errors in the 
following three situations: missing fundamental, missing harmonics, and two notes 
sharing frequencies.  We believe a pitch estimation method using instrument model 
can be more robust dealing with the three situations. 
 
Therefore, though the complete system we implemented is designed to transcribe 
polyphonic instrumental music without percussions, our research and contribution is 
only in pitch estimation of polyphonic instrumental music without percussions. 
  
1.4 Outline of the Thesis 
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The rest of the thesis is organized as follows:  In Chapter 2, some music terminologies 
used in the thesis are introduced.  Chapter 3 has two sections, which talk about what 
previous researchers have done with music transcription and how they did it, 
respectively.  In Chapter 4, a shortcoming of previous methods is identified along 
with its reason, and a novel idea is proposed to deal with the problem.  Then we 
describe the novel idea and the system we built on the idea in detail in Chapter 5.  
Finally, the contribution, conclusion of the thesis and future works are discussed in 
Chapter 6. 
 
2 Some Music Terminologies 
 
2.1 Musical Sound 
 
The sound of a note played by a musical instrument is called a musical sound.  A 
musical sound is made up of a series of sinusoids of a fundamental frequency and 
several harmonic frequencies [KPC00].  Fundamental is usually the sinusoid of the 
lowest frequency in the sound while harmonics are sinusoids whose frequencies are 
integer multiples of fundamental frequency.  A musical sound is also called a 
harmonic sound because of the integer multiple relationship between fundamental 
and harmonics.  For example, a sound that has a fundamental of 100 Hz will have its 
first harmonic at 200 Hz, the second at 300 Hz and the third at 400 Hz, etc. 
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Hence, a musical sound x(f,t) of f as fundamental frequency at time t can be expressed 









where n is the number of frequencies in the sound, amp(k,t) is the amplitude of the k 
th frequency at time t, and phase(k) is the phase of the k th frequency. 
 
For a specific instrument, the musical sound it plays has some properties.  The ratio of 
the amplitude of the sinusoids in the sound is defined as harmonics structure.  For 
some instruments such as piano and clarinet, this ratio remains approximately the 
same, which does not change over time t, amplitude a and fundamental frequency f of 
the sound.  We make this assumption in this thesis.  Different instruments have 
different harmonic structures, although instruments of the same family (for example, 
oboe and clarinet) have similar structures.  The type and family of instrument can 
usually be characterized by the harmonic structure. 
 
2.2 Musical Scale 
 
Musical scale refers to the way in which particular frequencies are picked as the 
fundamental frequencies of the notes used in playing music [Web1].  Unlike 
fundamental and harmonic frequencies, which are linearly stepped, musical scale 
frequencies are exponentially stepped.  There are 12 semitones in an octave.  The step 
of each semitone is 12 2  while the step of an octave is 2.  The fundamental frequency 
of note A3 is tuned to 220 Hz.  Then the frequencies of other notes can be calculated 





Note Frequency (Hz) 
A3 A3*(12 2 )0=220 
A#3 A3*(12 2 )1=233 
B3 A3*(12 2 )2=247 
C4 A3*(12 2 )3=262 
C#4 A3*(12 2 )4=277 
D4 A3*(12 2 )5=294 
D#4 A3*(12 2 )6=311 
E4 A3*(12 2 )7=330 
F4 A3*(12 2 )8=349 
F#4 A3*(12 2 )9=370 
G4 A3*(12 2 )10=392 
G#4 A3*(12 2 )11=415 
A4 A3*(12 2 )12=440 
Table 1: Some musical notes and their frequencies 
 
 
An 88-key piano can play notes from A0 to C8 [Pri03]. 
 
2.3 Frequencies versus Pitch 
 
Frequencies, amplitudes and harmonic structure are the physical properties of a 
musical sound, while pitch, loudness and timbre are the perceptual properties of a note.  
In this section, the relationship between the pitch of a note and the frequencies in the 
musical sound is discussed. 
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In most cases, the inverse of the minimum period of a musical sound S(f,t) is 
perceived as its pitch.  The inverse of the period, or the frequency, is related to the 
pitch according to Table 1.  However, the frequency according to the pitch varies very 
slightly with the range of frequency [Ear95, Han89], and the intensity of the sound 
[CWE94]. 
 
If a musical sound has the fundamental, the fundamental frequency will be the pitch.  
For sounds played by instruments such as the oboe, the fundamental exists, but its 
amplitude is significantly lower than that of its harmonic frequency, and for several 
sounds that electronic synthesizers are able to produce, the fundamental is not there at 
all.  In this case, human ears will still hear the note as if it is being played at the 
fundamental frequency [KPC00]. 
 






fT == ) is missing.  The first harmonic ( 0101 2,402 ff
T






T === ), and the third ( 0303 4,204 ff
T
T === ) are shown in Figure 
6 top left, top right and bottom left respectively.  The sum of the three sinusoids is 
shown in Figure 6 bottom right.  We can see that the period of the sound is still 





Figure 6: Missing fundamental 
 
 
Therefore in music transcription, it is reasonable to set the pitch of a note to the 
fundamental frequency of the sound. 
 
3 Literature Survey 
 
This chapter is divided into two sections: what has been done and how it was done.  In 
the first section, the history of music transcription is stated.  We will briefly talk about 
the problems that various researchers have tried to solve.  In the second section, we 
will categorize various pitch estimation techniques and talk about them in details. 
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3.1 The History 
 
The first attempts to perform music transcription by computers date back to the 1970s, 
when Moorer [Moo75, Moo77] and Piszczalski and Galler [PG77] developed the first 
transcription systems, and invented the term “music transcription”. 
 
Piszczalski and Galler’s system [PG77] can transcribe only monophonic music, and 
requires the instrument to have a strong fundamental frequency.  Their method uses 
DFT to analyze the frequencies and estimates the fundamental directly from the 
frequency spectrum.  After that, pattern recognition is used to find the onset and end 
of the notes. 
 
Likewise, Sterian and Wakefield’s system [SW96] can transcribe only monophonic 
music.  Their system can be divided into four modules: time-frequency analyzing, 
peak picking and track formation, track grouping and note formation.  Their method 
uses short-time Fourier transform to obtain the spectrogram first, and then forms 
tracks by picking peaks in the spectrogram.  These tracks are grouped according to the 
relationship between fundamental and harmonics, and notes are created finally. 
  
Moorer’s system [Moo77] is designed to transcribe polyphonic music.  But the 
polyphony is restricted to maximum two simultaneous sounds which can be played by 
two different instruments.  Their method uses complex filtering functions to estimate 
the pitch in time domain.  Their system will fail if the fundamental frequency of the 
higher note coincides at one of the harmonic frequencies of the lower note. 
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Masataka Goto uses a probability model and the EM algorithm [Got00] to transcribe 
polyphonic music from CD recordings.  His method can extract a high pitch melody 
and a low pitch bass line from very complex music.  He also made three extensions 
[Got01] to make his method more robust.  Moreover, the music can contain more than 
two simultaneous sounds, but his method only detects the melody and base line within 
high frequency range and low frequency range.  The average accuracy of his system is 
85% for the 10 pieces of testing music. 
 
The development of algorithms for polyphonic music transcription with more than 
two simultaneous sounds was slower.  These systems were demonstrated only in the 
last few years. 
 
Klapuri et al [Kla00] proposed a method for multiple pitch estimation of concurrent 
musical sounds within a single frame of the music.  Their method works for 
monophonic and is easy to extend to work for polyphonic signals.  For monophonic 
signal, it uses discrete Fourier transform to estimate the frequencies, and then pick up 
the fundamental frequency among them, with a maximum likelihood algorithm.  For 
polyphonic signal, the sound with detected fundamental frequency is subtracted from 
the signal, and then it repeats the previous step to detect the next sound with another 
fundamental frequency.  Their method achieves a high accuracy of 82% for 
polyphonic signals of six concurrent sounds. 
 
Using their multiple pitch estimation technique, Klapuri et al developed a system and 
published another paper titled “Automatic Transcription of Music” [Kla03].  The 
-20- 
project “Music Transcription for the Lazy Musician” by Kruvczul et al [KPC00] was 
mainly using Klapuri’s methods. 
 
Martins and Ferreira [MF02] developed a complete polyphonic music transcription 
system, which is able to convert a WAVE file to a MIDI file.  Their method uses 
ODFT [Fer98] to convert the music signal from time domain to frequency domain.  In 
each frame of spectrogram, frequencies are analyzed to find if there are harmonic 
structures linking them.  If the harmonic structures are found, they are tracked over 
time, trajectories are formed, and notes are created at the fundamental frequency.  
These processes are based on a set of rules. 
 
Marolt and Privosnik’s system [MP01] is designed to transcribe piano music.  They 
use oscillators to model human perception of music.  Each oscillator is tuned to a 
frequency in the musical scale and the frequency of their harmonics.  The output of 
oscillators are linked together to form a neural network.  The neural network is trained 
and be able to transcribe piano music at an overall accuracy of around 80%. 
 
Except for Masataka Goto’s system [Got00, Got01], all the other systems mentioned 
above are very sensitive to noise or non-harmonic sounds such as percussions.  They 
cannot be used to transcribe music with percussions. 
 
There are also several commercial music transcription software products.  Some 
examples are shown in Table 2. 
 
 
Name Price Website 
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AmazingMIDI v1.60 $29 http://www.pluto.dti.ne.jp/~araki/amazingmidi/inde
x.html 
GAMA v2.02 $18 http://www.asahi-net.or.jp/~ri7h-
obt/htdocs/soft/e_gama.html 
intelliScore v5.1 $79 http://www.intelliscore.net/ 
WIDI v2.70 $33 http://www.widisoft.com/ 
Table 2: Commercial music transcription software 
 
 
All of these products can transcribe polyphonic music.  But intelliScore requires the 
user to tell the system the number of polyphony of the music before transcription.  All 
of these products are also sensitive to non-harmonic sounds, and have a high error rate 
dealing with music with percussions. 
 
We summarize the previous work in Table 3. 
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3.2 Pitch Estimation Techniques  
 
Since each note has four basic properties: pitch, loudness, onset and duration, the goal 
of music transcription is to detect each note and find its four property values.  Since 
our research is focused on pitch estimation, we will only talk about the current pitch 
estimation techniques. 
 
Pitch estimation refers to determining the pitch components within a short time period, 
called frame, in which the signal is quasi stationary.  Pitch estimation can be done in 
either time domain or frequency domain. 
 
3.2.1 Time Domain Methods 
 
There are three common techniques to estimate pitch in time domain: autocorrelation, 




The autocorrelation function for an N-length signal sequence ][kx  is defined as: 
{ }][][)( nkxkxEnrxx +=  












where n is the lag, or the period length, and ][kx  is a time domain signal.  This 
function is particularly useful for identifying periodicities in a signal.  The zero lag 
autocorrelation )0(xxr  is the energy of the signal.  A large m lag autocorrelation 
0),( ≠mmrxx  indicates a periodicity of m in the signal.  The autocorrelation itself is 
also periodic.  If a signal has a high autocorrelation for a lag value M, it will have a 
high autocorrelation for lag values n*M (n is a positive integer).  Based on this 
characteristic, the first peak M after zero lag is considered the inverse of the 
fundamental frequency, while peaks at n*M are discarded. 
 
The advantage of autocorrelation is simple fast and reliable [BMS00].  The 
disadvantage of autocorrelation is that, for musical sounds which have a strong 
harmonic, the first peak will appear at the harmonic rather than the fundamental.  This 
reduces the robustness of autocorrelation method [Ger03].  The following systems use 
autocorrelation as pitch estimation method: [Bro91, MO97].  Cheveigne and 
Kawahara developed the YIN f0 estimator [CK02] based similar principle of 
autocorrelation. 
 
3.2.1.2 Waveform Feature Counting 
 
Waveform feature counting method estimate pitch based on how often the waveform 
fully repeats itself.  A full period of the waveform is detected by certain waveform 
features.  Zero-crossing rate (ZCR) is one of such methods.  It measures how often the 
waveform crosses zero per unit time, and considers two crosses to be a full period. 
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ZCR method has a problem if the waveform contains high frequency harmonics, as in 
Figure 7(b).  In such case, the waveform crosses zero more than twice per cycle.  This 
requires an initial filter to remove the high frequencies before applying ZCR.  But it is 
difficult to determine the cutoff frequency, so that any high frequency fundamental is 
not removed.  Another possible solution is for ZCR to detect the patterns in the zero-




Figure 7: Influence of high frequency harmonics on zero crossing rate 
 
 
Zero-crossing rate is mentioned at [Ked86].  There are also other waveform feature 




An oscillator works like a spring vibrator or a pendulum.  An oscillator has three 
variables that change with time: phase, frequency and output.  If a periodic waveform 
is presented to an oscillator, it tries to adjust its phase and frequency to match that of 
the input signal.  When the frequency of the input signal is the same as the natural 
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frequency of the oscillator, the output amplitude is high, due to the resonance.  When 
the frequency of the input signal is different from the natural frequency of the 
oscillator, the output amplitude is low. 
  
The advantage of oscillator technique is it best simulates the way in which human 
listen to a sound or music.  There are a lot of tiny sensors in the human cochlea.  Like 
an oscillator, each sensor cell in the cochlea has its natural frequency according to its 
cell hair length.  When a sensor resonates with a specific frequency in the sound, it 
sends a nerve impulse to the brain.  The disadvantage of oscillator is that each 
oscillator can only oscillate with or detect one frequency.  Since music has many 
frequencies, many oscillators are needed for analysis.  For example, Marolt and 
Privosnik [MP01] uses 880 oscillators to transcribe piano music. 
 
3.2.2 Frequency Domain Method 
 
Pitch estimation methods in frequency domain can usually be divided into two parts: a 
frequency analysis front end and a fundamental estimation back end.  The front end 
converts the signal from time domain to frequency domain and creates a frequency 
spectrum.  The back end tries to extract only the fundamental frequencies from all the 
frequencies in the spectrum. 
 
Discrete Fourier Transform (DFT) is the most common and basic technique for 
frequency analysis in the front end, which is used in [Kla00, Kla03]. 
 














and N is the length of the signal x[n], 10 −≤≤ Nn  
 














Just by looking at the inverse DFT equation, it is hard to see its usefulness in 














ktkA ⋅= π , that is, ],[ tkA is the value of cosine wave of frequency 
N
k π2  at time t; )2sin(],[ t
N
ktkB ⋅= π , that is, ],[ tkB is the value of sine wave of 
frequency 
N
k π2  at time t; ])[Re(][ kXkC = , the real part of ][kX ; ])[Im(][ kXkD = , 
the imaginary part of ][kX . 
 












































Now, we can see that DFT is nothing but representing a signal as the sum of a 
constant part and a series of cosines with different amplitudes and phases. 
 
The advantage of the Discrete Fourier Transform is that it is fast and effective.  There 
is Fast Fourier Transform (FFT) to compute DFT in ( )NNO log  time.  The 
disadvantage of the Discrete Fourier Transform is the trade-off between frequency-
resolution and time-resolution.  In order to have a high frequency-resolution, a larger 
point DFT is required on a larger number of samples, which results in a low time-
resolution.  One must compromise between frequency-resolution and time-resolution. 
 
There are some variations of Fourier transform, such as Short-Time Fourier 
Transform (STFT) used in [SW96], Odd Discrete Fourier Transform (ODFT) used in 
[MF02], and Multi-Resolution Fourier Transform used in [KPC00, Geo96].  There 
also other frequency analysis methods, such as wavelet transform and its variation 
Constant-Q Transform (CQT).  We do not discuss those methods in this thesis. 
 
After we get the frequency spectrum from the front end, a back end is needed to 
extract the fundamental frequencies from the spectrum.  Common methods are 
component frequency ratios, rule-based and statistic model. 
 
3.2.2.1 Component Frequency Ratios 
 
This method was first proposed by Piszczalski and Galler in 1979 [PG79].  First, 
peaks are detected in the frequency spectrum.  For each pair of these peaks, the 
algorithm finds the quasi greatest common divisor within a certain threshold.  For 
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example, if the two peaks occur at 420 Hz and 488 Hz, the quasi greatest common 
divisor is 70 Hz, which suggests a hypothesis that the fundamental frequency is 70 Hz 
while 420 Hz and 488 Hz are the sixth and the seventh harmonic frequencies.  After 
all the pairs of peaks are considered in this way, the fundamental is chosen at the 
frequency with the strongest hypothesis.  Each hypothesis is weighted based on the 
amplitude of the pair of peaks. 
 
This method works well when the fundamental or a few harmonics are missing.  But it 
may fail if the frequency spectrum has two sounds of one octave apart.  The higher 




Rule-based methods try to set up a number of rules to find fundamental frequencies in 
the spectrum.  Different system may have different assumptions and thus use different 
rules. 
 
For example, Martin and Ferreira’s online processing [MF02] uses the following rules 
to estimate the fundamental frequencies.  The algorithm starts from the lowest 
frequency peak as the fundamental frequency and scans its integer multiple 
frequencies for its harmonics.  The scanning stops when it finds two harmonics 
missing.  Then it removes the fundamental frequency and all scanned harmonic 
frequencies from the spectrum, and restarts from the next lowest frequency.   
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The advantage of rule-based methods is fast and able to get a good result if 
assumptions hold true in the input signal.  But it may fail if the assumptions are not 
satisfied in the input signal.  For example, Martin and Ferreira’s algorithm cannot deal 
with the situations when the fundamental is missing or more than two harmonics are 
missing. 
 
3.2.2.3 Statistics Model 
 
Neural networks and maximum likelihood estimators are two common kinds of 
fundamental estimation back end.   
 
Neural network consists of a collection of input nodes, middle nodes and output nodes, 
connected by links with associated weights.  The input nodes are corresponding to the 
amplitude of certain frequencies in the spectrum.  At each node, signals from all the 
incoming links are summed according to the weights of these links.  If the sum 
satisfies a certain condition, the value of the node is sent to another node in the neural 
network.  The output nodes are the result of fundamental frequencies.  Neural network 
needs to be trained before it can be used.  In the training phase, both input and output 
are presented to network, but the weights of the links are adjusted.  Neural network is 
used in [MP01]. 
 
The performance of the neural network depends on how well it is trained and how 
similar the training data and the testing data are. 
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Maximum likelihood methods estimate the fundamental frequency at where it most 
likely to appear. Different implementations use different functions to compute the 
likelihood.  But the main idea is as follows: Each frequency in the spectrum is 
assumed to be produced by a sound with a particular fundamental frequency of a 
particular probability.  For each candidate fundamental frequency, the method 
computes the probability that it is the fundamental, based on the frequency in the 
spectrum.  The fundamental frequency of the greatest probability is chosen as the 
fundamental.  Maximum likelihood method is used in [Kla00]. 
 
The performance of maximum likelihood methods depends on how well the 
maximum likelihood function is defined. 
 
As a whole, methods using statistics models are relatively more robust, and tolerate 
missing fundamental or harmonics.  But they may still have problems in the situation 
that two sounds share frequencies in the spectrum. 
 
3.2.3 Conclusion of Pitch Estimation Algorithms 
 
Pitch estimation refers to determining the pitch components in a sound frame.  Pitch 
estimation methods can be divided into two categories: time domain methods and 
frequency domain methods. 
 
Most time domain methods try to detect the periodicity in the signal sequence.  
Fundamental frequency is determined by the number of complete periods in the unit 
time.  However, only monophonic sounds are periodic signals.  Polyphonic sounds 
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that consist of more than two fundamental frequencies are not periodic in general.  
Therefore, time domain methods are more suitable to work with monophonic signals. 
 
Frequency domain methods use a frequency analysis front end to obtain the frequency 
components in the signal, and then use a fundamental estimation back end to 
determine the fundamental frequencies from those frequency components.  Frequency 
domain methods work with both monophonic signals and polyphonic ones.  Three 
common types of fundamental estimation algorithm are component frequency ratios, 
rule-based and statistic model.  They work on certain assumptions, but will make 
mistakes in certain situations we mentioned before. 
 
4 Problems in Pitch Estimation 
 
4.1 Existing Problems 
 
Most of the available papers only describe the steps and techniques used in musical 
transcription.  They also describe the experiments and their results.  But the 
experiments and results are not comparable.  Different researchers design different 
experiments, use different testing sets, and define different formulae to measure the 
accuracy.  This is because music transcription is a broad topic.  There are no public 
and universal testing sets in music transcription.  Different systems are designed to 
transcribe different types of music.  Some can only transcribe monophonic music; 
some can only transcribe polyphonic music; and some can only transcribe music of a 
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certain instrument.  Researchers have to create their own testing sets to test their own 
system.  Another reason is that some papers focus on the performance of the whole 
system while some others just focus on the performance of pitch estimation.  As a 
result, they define different formulae to measure the accuracy.  Furthermore, very few 
papers talk about in which situations their system is likely to have errors, and what is 
the type of errors when they occur, and what is the reason for the occurrence of those 
errors. 
 
In order to discover the main unsolved problems in pitch estimation, we did the 
following experiment with the demo version of the commercial software products 
mentioned in Section 3.1. 
 
We use Cakewalk SONER 2 to create three short MIDI files: a monophonic piano 
solo, a polyphonic piano solo, and a monophonic piano solo with percussions.  Then 
we use Microsoft Software Wavetable Synthesizer to synthesize them into WAVE 
files.  We apply each of the commercial software to these WAVE files and obtain the 
transcription results.  Through these music transcription results, along with what is 
mentioned in the papers, we conclude that pitch estimation still has the following 
unsolved problems: 
 
4.1.1 Polyphonic Pitch Estimation 
 
According to Klapuri et al’s report [Kla00], the note error rate of their system for 
monophonic, 2-phonic, 3-phonic, 4-phonic, 5-phonic and 6-phonic are 1.6%, 2.4%, 
4.0%, 7.8%, 12% and 18%, respectively.  In our experiment, monophonic piano solo 
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gets better result than polyphonic piano solo too.  Monophonic pitch estimation has 
such a low error rate and is considered solved.  Polyphonic pitch estimation has a high 
error rate and still needs to be developed. 
 
In polyphonic pitch estimation, note error refers to creating a note that does not exist 
in the music, missing a note that exists in the music and creating a note of a different 
pitch from the one in the music.  The source of note error is that there are a lot of 
frequencies in a polyphonic sound frame, and it is difficult to correctly determine only 





Figure 8: Frequency spectrum of musical sounds 
 
 
Let us look at the frequency spectrum in Figure 8.  In this sound frame, there are three 
oboe notes of difference pitches, but there are many frequencies in the spectrum.  
Obviously some of these frequencies are fundamental while others are harmonics.  
Through our experiment and the literature survey, we find there are three situations in 
which current algorithms tend to have errors: missing fundamental, missing 
harmonics, and two notes sharing the same frequencies.  The errors can further be 
divided into two types: 1) the fundamental frequency is not correctly identified, 
therefore a wrong note is created; 2) the fundamental frequency is correctly identified, 
but the amount of its harmonics is not correctly estimated, therefore it influences the 
identification of other fundamental frequencies. 
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Let us look at Martin and Ferreira’s current online process algorithm [MF02] for an 
example.  The algorithm starts from the lowest frequency peak as the fundamental 
frequency and scans its integer multiple frequencies for harmonic structure.  The 
scanning stops when it finds two harmonic frequencies missing.  Then it removes the 
fundamental frequency and all scanned harmonic frequencies from the spectrum, and 
restarts from the next lowest frequency.  Though this algorithm works for many 
situations, but it will cause errors in the following situations: 
 
• Missing fundamental.  Some instruments such as oboe have a week 
fundamental and some electronic instruments have no fundamental at all.  In 
the case of missing fundamental, this algorithm will start from the second 
harmonic frequency, and take it as the fundamental frequency.  As a result, it 
creates a note that is one octave higher. 
• Missing harmonics.  In the case of two consecutive harmonics missing, after 
the algorithm stops scanning the harmonic frequencies, there are still more 
harmonic frequencies left.  As a result, it will create another note whose 
fundamental frequency is the lowest frequency among the left harmonic 
frequencies. 
• Two notes sharing one or more same frequencies.  The shared frequency may 
come from a harmonic frequency from each note, or from a harmonic 
frequency from one note, and the fundamental frequency from the other note.  
In this situation, after the algorithm detects the first note and removes all the 
frequencies of the first note, it actually removes the shared frequency of the 
-35- 
second note at the same time.  As a result, the second node may be missing or 
cannot be correctly created. 
 
4.1.2 Inability to Deal with Percussions 
 
Through our experiments, we find that the transcription result of monophonic piano 
solo with percussions is very bad.  Many false but loud notes are created at low pitch 
area.  Needless to say, the transcription result of polyphonic piano solo with 




Figure 9: Frequency spectrum of percussions 
 
 
Although percussions are also an important part in music, they are not musical sounds 
or harmonic sounds.  Their frequencies are not integer multiples of a fundamental 
frequency.  Instead, the frequency spectrum of percussion instruments usually 
contains a lot of continuous frequencies over a wide range (Figure 9).  Dealing with 
monophonic or polyphonic pitch estimation in the presence of percussions is still a 
challenging problem.  As can be seen from our experiments, the commercial software 
we tried cannot handle music with percussions.  Therefore, they create a number of 
false musical notes to represent the percussions. 
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4.2 Proposed Solution 
 
Our research is focused on the problem stated in Section 4.1.1, polyphonic pitch 
estimation.  We wish to improve the accuracy of polyphonic pitch estimation, 
especially in the three situations in which current algorithms tend to have errors.  
Most of the current polyphonic pitch estimation algorithms are relatively heuristically.  
Though they work in many cases and can detect most fundamentals and eliminate the 
harmonics, they still tend to have errors in the three situations mentioned in Section 
4.1.1. 
 
We believe the reason for the errors is that those algorithms do not know the harmonic 
structure of the instruments used in the music.  Since they do not know how many 
harmonic frequencies a sound of a certain instrument has, and what the ratios are, they 
may remove a frequency from the spectrum that does not belong to the note, or retain 
a frequency in the spectrum that belongs to an already detected note.  As a result, they 
have trouble detecting the next note with the remainder spectrum. 
 
Our thought is that, if we have instrument samples beforehand, then we can compute 
the harmonic structure for each kind of instruments, and use this information to 
analyze the spectrum.  In this way, we hope to be able to remove only the frequencies 
that belong to the note, and possibly to tell which instrument is used to play the note.  
It can also make the algorithm more robust against missing frequencies in the 
harmonic structure or in the spectrum. 
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However, there are several issues to consider, such as how to define the instrument 
model, how to define the problem and how to estimate multiple pitches with the 
known harmonic structures.  We will describe them in detail in next chapter.  We 
believe that the instrument model is a powerful tool to estimate harmonic frequencies 
and detect notes in polyphonic music. 
 
5 Pitch Estimation using Instrument Model 
 
5.1 Amplitude Estimation 
 
In pitch estimation using instrument model, the harmonic structure of the instrument 
must be accurately computed.  The harmonic structure is an array that represents the 
relative amplitude of the sinusoids, the fundamental and the harmonics.  To compute 
the harmonic structure accurately, the amplitude of individual frequency must be 
estimated accurately.  Since we are going to match the harmonic structure to the 
polyphonic musical signal, the amplitude of each frequency in the musical signal must 
also be estimated accurately. 
 
Our method belongs to frequency domain pitch estimation method, and DFT is 
adopted as our frequency analysis front end.  As is mentioned in Section 1.1, an audio 
signal is discretely stored in the computer.  After DFT is applied to a block of the 
audio signal, the frequency spectrum is also discrete.  How to accurately estimate the 
amplitude of a frequency with the discrete spectrum is very important. 
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We did necessary research on this problem.  In this section, the leakage characteristic 
of DTFT and DFT are stated.  Our unique and accurate energy based amplitude 
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where x[n] is a discrete time signal, and ω is the angular frequency. 
 











From the definition we can see DTFT is a tool to analyze continuous frequencies of a 
discrete finite or infinite signal.  Let us look at an example.  The signal x[n] is a 
sinusoid given by 
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Figure 10: x (left); X=DTFT(x) (right) 
 
 
Signal x[n] is an infinite sinusoidal signal.  To analyze a block of signal, the signal is 
multiplied by a window before applying DTFT, which is called Windowed DTFT. 
 





















where N is the length of the signal in the block, w[n] is the window, and v[n] is the 











Let us look at an example, applying windows DTFT to signal x[n] with a rectangular 





Figure 11: v (left); V=DTFT(v) (right) 
 
 
We can see from the result that, in frequency domain over [-pi, pi], the two impulses 
in DTFT is replaced to two large peaks in windowed DTFT.  The peak is called 
mainlobe, those small peaks besides the mainlobe are called sidelobes. 
 
This kind of replacement is caused by the window.  Let us look at the definition of 
windowed DTFT.  Windowed signal v[n] is generated by multiplication of the signal 
x[n] by the window w[n].  In frequency domain, it is equivalent to a periodic 
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Figure 12: w (left); W=DTFT(w) (right) 
 
 
Therefore, each impulse in )( ωjeX  is replaced by )( ωjeW .  As a result, )( ωjeX  
becomes )( ωjeV .  This phenomenon is called leakage [OS89], for the component at 
one frequency leaks into the nearby frequency components due to the windowing.  
There are other types of window besides the rectangular window, such as Bartlett, 
Hamming, Hanning and Blackman.  But they all have a mainlobe and sidelobes which 




Windowed DTFT is a continuous function of angular frequency ω.  The result of a 
continuous function must be discretized so that it can be stored into the computer.  
Discrete Fourier Transform (DFT) [OS89] is such a tool that samples windowed 
DTFT at discrete equidistant angular frequencies.  DFT and inverse DFT are defined 
at Section 3.2.2.   
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Due to leakage and sampling, DFT spectra of two similar DTFT spectra may appear 
















Rectangular window of length 64 is used.  64-point DFT is applied.  The result of 









We can see from Figure 13 that though DTFT(x1) and DTFT(x2) are very similar but 
DFT(x1) and DFT(x2) are strikingly different.  DFT(x2) has only two strong lines 
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shooting up right at the frequency components of the signal, but no lines at other 
frequencies.  This is because DFT(x2) is sampling all the zero points in DTFT(x2) 
except at the frequency components of the signal.  In the point of view of linear 
algebra, this is because signal x2 consists of only two bases out of the 64 bases of 64-
point DFT.  DFT(x1) looks similar to DTFT(x1).  But the component at each peak 
leaks into nearby frequency components.  The amplitude of each peak also drops and 
is less than the amplitude of the peak in DFT(x2). 
 
5.1.3 Estimate the Amplitude of One Sinusoid 
 
The simplest music signal is the sinusoid.  Suppose the signal consists of a single 
sinusoid of a known frequency.  The frequency can be any value between 0 and the 
Nyquist frequency.  If we have the DFT amplitude spectrum of the signal, how can we 
estimate the amplitude of the sinusoid? 
 
















Their DFT amplitude spectra are shown in Figure 13 top right and bottom right. 
 
Problem 1: Let 630)
6
2sin(11 ≤≤= nnax π , and given ))(( 11 xDFTabsY = , 
estimate 1a . 
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Problem 2: Let 630)
64
102sin(22 ≤≤⋅= nnax π , and given ))(( 22 xDFTabsY = , 
estimate 2a . 
 
Now we are going to present two common methods in the literature and our own 
method to solve the problems.  
 
5.1.3.1 Interpolation (method in the literature) 
 
In Problem 2, the angular frequency of the sinusoid is π2
64
10 ⋅ , whose amplitude 
corresponds to ]10[2Y  or ]54[2Y .  (If the signal is real, the amplitude of its Fourier 
transform is even.)  But in Problem 1, the angular frequency of the sinusoid is 
6







10 ⋅<<⋅ , the frequency lies between ]10[1Y  and ]11[1Y , or 
between ]53[1Y  and ]54[1Y . 
 
The DFT amplitude spectrum is discrete.  There is no definition at non-integer index, 
for example 1110][1 << kkY  is not defined.  In order to solve Problem 1, 
interpolation algorithm is used to estimate the value of 1110][1 << kkY .  Linear 
interpolation is one of those interpolation algorithms.  It will estimate 
89.21)64
6
1(1 =⋅Y , which is less than 32]10[2 =Y , though the amplitude of 1x  equals 
to that of 2x .  As a result, the estimated amplitude of 1x  will be less than that of 2x . 
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This is because of leakage, which interpolation methods do not take into consideration.  
The main frequency components of 1x  leak to the nearby frequency components, 
which results in the amplitude drop in the main frequency components.  Other 
interpolation algorithms do not work well either, because they lack theory bases. 
 
5.1.3.2 Image Sharpening (method in the literature) 
 
This kind of method regards the DFT amplitude spectrum as a one dimension image.  
If leakage does not occur in the spectrum, such as 2X , it considers that the image is 
clear.  If leakage occurs in the spectrum, such as 1X , it considers that the image is 
blurred.  Then it uses filters to sharpening the image to estimate the amplitude of the 
sinusoid. 
 
For example, one of the image sharpening methods is to sum the amplitudes of the 
nearby frequency components to estimate the amplitude of the leaked frequency 
component.  If it sums four nearby frequency, in Problem 1, it will estimate 
68.51)64
6
1(1 =⋅Y , which is greater than 32]10[2 =Y , though the amplitude of 1x  
equals to that of 2x .  As a result, the estimated amplitude of 1x  will be greater than 
that of 2x . 
 




5.1.3.3 Energy Based (our own method) 
 
Signal 1x  and signal 2x  are two sinusoids of close frequencies, but their DFT 
amplitude spectra are quite different.  No matter how different those spectra are, and 
whether leakage occurs or not, there are two facts.  Fact 1, the peaks in the spectrum 
appear at the main frequencies of the signal.  Fact 2, the energy of the signal in time 
domain is conserved in frequency domain according to Parseval’s Theorem. 
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the square amplitude 2a  can be estimated by the ratio of the energy of the signal to 
the energy of the unit signal. 
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therefore, the amplitude 1a  is estimated as 15.31
5.31 = . 
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therefore, the amplitude 2a  is estimated as 132
32 = . 
 
Therefore, our energy based method does not fail whether leakage occurs or not. 
  
5.1.4 Estimate the Amplitudes of Two Sinusoids 
 
If the signal consists of two sinusoids with known frequencies, given the DFT 
amplitude spectrum of the signal, how can we estimate the amplitudes of the two 
sinusoids? 
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Figure 14: x3 (left); DFT(x3) (right) 
 
 




2sin( 213 ≤≤⋅+= nnanax ππ , and given 
))(( 33 xDFTabsY = , estimate 1a  and 2a . 
 
This time, the energy of the signal, whether in time domain or in frequency domain, 
has two contributions, one from each sinusoid.  It is difficult to know how much of 
the total energy is from the first sinusoid and how much is from the other.  However, 
we notice the fact that the peaks in the amplitude spectrum appear at the main 
frequencies of the signal.  Therefore, most energy of a certain frequency concentrates 
near the frequency.  Thus, we can compute the energy of a certain frequency in a 
small window covering that frequency.   
 
In Problem 3, the frequency of the first sinusoid is 
6
1 , which is corresponding to 
)67.10()
6
64( 33 YY =  and )3.53()6
6464( 33 YY =− .  We choose two windows from 
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indices [8, 13] and [51, 56] to compute the energy of this sinusoid.  The energy is 
estimated as 30.32 and the amplitude 1a  is estimated as 0.98. 
 
The frequency of the second sinusoid is 
10
3 , which is corresponding to 
)2.19()
10
643( 33 YY =⋅  and )8.44()10
64364( 33 YY =⋅− .  We choose two windows from 
indices [17, 22] and [42, 47] to compute the energy of this sinusoid.  The energy is 
estimated as 20.18 and the amplitude 2a  is estimated as 0.80. 
 
We can see that the two estimated amplitudes are very close to the actual amplitudes, 
which are 1.00 and 0.80.  But they are not estimated precisely because of leakage.  
Some of the main frequency components leak to all the other frequency components 
in the DFT amplitude spectrum.  Therefore, small windows, such as the 5 point 
windows we used to solve Problem 3, cannot capture all the energy that belongs to a 
frequency, but also captures some energy from other frequencies. 
 
Fortunately, the leakage problem is not severe, because most of the energy still 
concentrates at the peak.  As we mentioned before, leakage is caused by windowing.  
Windows of different type and length have different shapes of the mainlobe and the 
sidelobes, which cause different extent of leakage.  Among common windows, 
rectangular windows have the smallest mainlode width, but have the largest sidelobe 
height.  Blackman windows have the largest mainlobe width, but have the smallest 
sidelobe height.  For a Blackman window of length 8192, the mainlobe captures 
99.9% of the energy, and its approximate width is π0.0029  for DTFT or 6 points for 
DFT.  This indicates that, using a Blackman window of length 8192 to estimate the 
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amplitude of a sinusoid, a small window of 6 points covering the frequency is big 
enough to estimate the energy of the frequency. 
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Figure 15: x4 (left); DFT(x4) (right) 
 
 
In the signal 4x , the frequencies of two sinusoids are 6
1  and 
20
3 , which are very 
close to each other.  Each of the two peaks in the half spectrum is greatly influenced 
by the leakage of the other peak.  Even if a decent window is chosen to compute the 
energy of a frequency, it will not be computed accurately.  If we choose windows in 
the same way as in Problem 3, the two windows will overlap.  How much of the 
energy in the overlapped part belongs to which frequency cannot be resolved.  As a 
result, the amplitudes of the two sinusoids will not be estimated accurately. 
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Our energy based method does not work when the frequencies of two sinusoids are 
too close.  However, it is good that we can still know that the sum energy of the two 
sinusoids from the DFT amplitude spectrum.  In other words, most energy of the two 
sinusoids concentrate near the two frequencies, say in window [7, 13] and window [51, 
57]. 
 
Our energy based method can also be used to estimate the amplitudes of more than 
two sinusoids, as long as the frequencies of those sinusoids are not too close.  In the 
following sections, we will explain how we circumvent this problem in the context of 
pitch estimation. 
 
5.1.5 Estimate the Amplitudes with Unknown Frequencies 
 
If a signal is composed of one or several sinusoids, but we do not know how many 
sinusoids there are, and what their frequencies are, can we estimate the amplitude of 
each sinusoid in the signal from the DFT amplitude spectrum? 
 
In general, we cannot.  Let us look at the signal 1x  in Section 5.1.2: 
630)
6
2sin(1 ≤≤= nnx π  
The DFT amplitude spectrum ))(( 11 xDFTabsY =  is shown in Figure 13 top right. 
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In this case, we cannot tell, whether the signal is made up of only one sinusoid whose 
frequency is 
6
1 , or it is made up of 64 sinusoids whose frequencies are 
64
k  and whose 
amplitude are ][1 kY  630 ≤≤ k  respectively. 
 
However, in a musical signal, we can assume the frequencies of the sinusoids 
presented in the signal are frequencies on the musical scale and their harmonics.  
Denote A0(0) as the fundamental frequency of A0, and A0(n) as the n th harmonic A0.  
The frequencies on the piano musical scale are [A0(0), A#0(0), B0(0), …, A3(0)=220, …, 
C8(0)] (see Section 2.2).  The frequencies of the first harmonics are [A0(1)=2*A0(0), …, 
C8(1)=2*C8(0)].  The frequencies of the second harmonics are [A0(2)=3*A0(0), …, 
C8(2)=3*C8(0)].  Assume the amplitude of any harmonic after the 16th is very small, 
and we only consider the first 16 harmonics, there will be 88*(1+16)=1496 sinusoids 
in a musical signal. 
 
If those frequencies are not close to one another, we can estimate the amplitude of 
those frequencies.  But it is not the case.  Some frequencies are overlapped, for 
example, the first harmonic of A0 equals to the fundamental of A1: 
A3(1)=2*A3(0)=A4(0)=880 
Also, some frequencies are very close, for example, the second harmonic of A3 is 
very close to the fundamental of E5: 
A3(2)=3*A3(0)=1320 
E5(0)=A3(0)* ( 12 2 )12+7=2.9966*A3(0)=1318.5 
 





Figure 16: Relationship between harmonics of A3 and frequencies on musical scale 
 
 
Because of this relationship, we can group 1496 frequencies into 88 bands.  These 
band frequencies are from A0 to C8 and each band captures the energy of all the 
frequencies equal to or near its band frequency.  For example, band A4 will capture 
the energy of not only A4(0), but also A3(1) and the harmonics of many lower notes. 
 




Let x be a block of signal, )(xDFTX = , )(XabsY = .  Y is called the amplitude 
spectrum, from which we can compute the energy in each of the 88 bands.  In order to 
compute the energy of band k, a band window [LB[k], UB[k]] must be chosen to cover 
the band frequency, where LB[k] and UB[k] are the lower bound and the upper bound 
of the window. 
 
The musical spectrum is an 88-element array of the energy in the 88 bands.  Each 












In our implementation, a Blackman window of length 8192 is applied to the block of 
the signal.  Although a band window of only 6 points can already cover the mainlobe 
and capture 99.9% of the energy of the band frequency (see Section 5.1.4), a bigger 
band window is preferred because: 
• The band can capture even more energy of the band. 
• The band must also capture all the energy of frequencies near the band 
frequency.  For example, band E5 must capture not only E5(0)=1318.5 but also 
A3(2)=1320, etc. 
 
Therefore, we choose the lower bound and upper bound of the band window as the 
following: Let BF[k] be the band frequency of band k, 
⎥⎥
⎤⎢⎢





⎢ ⋅= ][2][ 24
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kBFkUB  
LB[k] and UB[k] are half of a semitone away from frequency BF[k].  These band 
windows are adjacent to each other but do not overlap. 
 
For example, the amplitude spectrum of a C4 piano note is shown in Figure 17 (left).  
According to the definition of musical spectrum, its musical spectrum is shown in 





Figure 17: Amplitude spectrum (left) and musical spectrum (right) of a piano note 
 
 
5.1.6.2 Matching Two Musical Spectra 
 
Let us look at two notes of the same pitch and the same harmonic structure, but of 
different volumes.  Let 1Y  and 2Y  be the amplitude spectra of the two notes.  Because 
of the same pitch and the same harmonic structure, 1Y  and 2Y  must satisfy 21 rYY = , 
where r is the ratio of the two amplitude spectra, which describes whether the first 
note is louder or softer than the second one.  Let 1Z  and 2Z  be the musical spectra of 
two notes.  The relationship between 1Z  and 2Z  will be 2
2
1 ZrZ = . 
 
 
Lemma: If 21 rYY = , 1Z  and 2Z  must satisfy 221 ZrZ = . 
































This indicates that we can compute amplitude ratio of two musical spectra without 
computing the amplitudes first.  Later we are going to match the musical spectrum of 
the instrument sample to that of the musical signal, and compute the square ratio 
directly.  The square ratio is used to estimate the relative volume of the note in the 
musical signal to the instrument sample. 
 
5.1.6.3 Distance of Two Musical Spectra 
 
Euclidian distance is used to measure the distance of two musical spectra.  The 











If 1Z  and 2Z  are the musical spectra of two notes of the same pitch and the same 
harmonic structure, but of different volumes, and if 2
2
1 ZrZ = , then .0),( 221 =ZrZD   
This indicates, when the softer note is amplified with ratio 2r , its distance from the 
louder note is zero. 
 
5.2 Instrument Model 
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5.2.1 Building the Model 
 
An instrument model contains harmonic structure information of the instruments used 
in the music.  For example, to transcribe a piano solo, the model must contain the 
piano instrument.  To transcribe a piano-violin duet, the model must contain both the 
piano and the violin. 
 
The instrument model can be built from instrument samples.  For each instrument in 
the model, we record or synthesize one sample note played by that instrument, and 
apply DFT to obtain an amplitude spectrogram (Figure 18 (left)).   
 
 
         




We use only one sample for each instrument because the harmonic structure of the 
instrument remains approximately the same regardless of the pitch and the amplitude 




In fact, the harmonic structure of an instrument is slightly different for notes of 
different pitch and loudness.  Theoretically, we can record as many sample notes as 
we wish to get the harmonic structures of different pitch and loudness.  Practically, we 
assume they are the same, and thus record or synthesize only one sample note per 
instrument of medium pitch and loudness for simplicity. 
 
It can be seen from the spectrogram that the amplitudes of the fundamental and the 
harmonics decrease along with time.  The harmonic structure or the ratio of these 
amplitudes also changes a little along with time.  We pick up a typical frame (block) 
from the amplitude spectrogram and store the typical amplitude spectrum for the 
instrument as part of the model (Figure 18 (right)). 
 
What does “typical” mean here?  There are two categories of instruments, transient, 
for example, piano and guitar, and sustaining, for example, organ and clarinet.  A 
sound played by transient instruments has an attack phase, followed by a decay phase 
and a release phase [Web3].  The envelop of a piano sample is shown in Figure 19 
(left).  A sound played by sustained instruments has an attack phase, followed a decay 





         
Figure 19: Envelop of transient instruments (left) and sustaining instruments (right) 
 
 
For instruments of both categories, the frequencies in the attack phase and decay 
phase have more noise.  A typical frame is considered the frame in the beginning part 
of release phase for transient instruments, and in sustain phase for sustaining 
instruments respectively. 
 
5.2.2 The Use of the Model 
 
Now that we have the typical amplitude spectrum of a sample note of each instrument, 
what can we do with it?  First, since the frequencies of a musical sound are the 
fundamental and harmonics, which do not overlap or close the each other, the 
amplitude of each frequency can be computed with the method in Section 5.1.4.  The 
harmonic structure of the instrument can be computed with those amplitudes.  Second, 
a typical musical spectrum can be computed from the typical amplitude spectrum with 
the definition of musical spectrum.  But the most interesting part is that, with the 
typical musical spectrum, the musical spectrum of another note of different volume 
and pitch can be generated without computing the harmonic structure first. 
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5.2.2.1 Changing Volume 
 
For a specific instrument in the model, let the typical amplitude spectrum be Y1, and 
let its corresponding musical spectrum be Z1.  Suppose the volume of Z1 is the unit 
volume.  How can we generate Z2, the musical spectrum of another note of the 
different volume but of the same pitch? 
 
In order to generate a note of the same instrument, the harmonic structure must be 
preserved.  To generate a note of the different volume but of the same harmonic 
structure, the amplitude of each frequency in the spectrum must be multiplied by the 
same ratio.  Let the ratio be 2a  or the square ratio be a2.  According to Section 
5.1.6.2, the relationship between Z1 and Z2 is: 
][][ 122 iZaiZ ⋅=  
 
In this paper, we consider the volume of the typical musical spectrum to be the unit 
volume, and the square ratio to be the volume of the new musical spectrum. 
 
5.2.2.2 Changing Pitch 
 
For a specific instrument in the model, let the typical amplitude spectrum be Y1, and 
let its corresponding musical spectrum be Z1.  Suppose the pitch of Z1 is p1.  How can 




In order to generate a note of the same instrument, the harmonic structure must be 
preserved.  According to the definition of musical spectrum, if frequency f lies in band 
p, frequency nf will lie in band )log12( 2 nroundp + .  )(xround  is the nearest integer 








Let f1 and f2 be the fundamental frequencies of Z1 and Z2 respectively.  The n th 
















That means, each frequency in Z2 is shifted right by p2-p1 from the corresponding 
frequency in Z1. 
 
For example, if Z1 is a note of A3, its fundamental, first, second and third harmonics 
will lie in Z1[37], Z1[49], Z1[56] and Z1[61] respectively.  If Z2 is a note of A#3, then 
its fundamental, first, second and third harmonics will lie in Z2[38], Z2[50], Z2[57] and 
Z2[62] respectively.  In general, the relationship between Z1 and Z2 is: 
][][ 1212 ppiZiZ −+=  
 
Assume the amplitude of any harmonic after the 16th is very small and can be ignored, 
Z1[p1..p1+48] will characterize the harmonic structure of the instrument.  Define 
I1[0..48]=Z1[p1..p1+48].  The musical spectrum of Z2 can be rewritten as: 
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][][ 212 piIiZ +=  
 
I1 is called instrument feature musical spectrum.  It is pitch-independent and is the 
kernel of the instrument model. 
 
5.2.2.3 Changing Both Volume and Pitch 
 
Let the typical musical spectrum be Z1, whose volume is the unit and whose pitch is p1.  
The musical spectrum of a new note, whose volume is a2 and whose pitch is p2 can be 
generated by the following function: 
),,( 2212 paIFZ =  
][][][ 21212122 piIappiZaiZ +⋅=−+⋅=  
This function F is called “musical spectrum generating function”.  This is one 
important advantage of musical spectrum over amplitude spectrum, because a new 
musical spectrum can be generated just by multiplying the array by a constant and 
shifting the array.  No complicated calculation is required.  The new generated 
musical spectrum is used to match the music spectrum of the music. 
 
5.3 Single-Instrument Pitch Estimation 
 
We apply DFT to the input polyphonic music and obtain the amplitude spectrogram of 
the music (Figure 20 (left)).  Each frame of the amplitude spectrogram is an amplitude 
spectrum (Figure 20 (right)).  The frequency components in the spectrum are formed 
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by notes of different volume and pitch.  What we need to do is to estimate the volume 
and pitch of those notes from the spectrum. 
 
 
         





Single-frame single-instrument pitch estimation with an instrument model is defined 
as the following: 
 
Input: Music amplitude spectrum YM, typical instrument amplitude spectrum Y1. 
Compute: Musical spectrum ZM from YM, typical instrument musical spectrum Z1 
from Y1, instrument feature musical spectrum I1. 







iiM paIFZD  is minimized.  The number of notes n is also unknown. 
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YM is an amplitude spectrum from the musical frequency spectrum that we need to 
analyze.  Y1 is the typical amplitude spectrum of the single instrument sample in the 
model.  Musical spectra ZM and Z1 can be computed from YM and Y1.  Instrument 
feature musical spectrum I1 can be computed from Z1. With I1, we can generate the 
spectrum of a new note of different volume a and pitch p, with the musical spectrum 
generating function F.   
 
Our definition is based on the principle that if notes are correctly detected and their 
volumes and pitches are correctly estimated, the sum energy of those notes in each 









In practice, due to the noise, the sum energy of notes in each band cannot equal to that 
of the music exactly.  Therefore, we hope the distance be small between the sum 
musical spectrum of the notes and the musical spectrum of the music.  We detect 
notes and estimate their volumes and pitches by minimized the distance. 
 
5.3.2 Constrained Optimization Algorithm 
 
According to the definition of the problem, the output is volume and pitch pairs (ai, pi), 
1≤i≤n, n is the number of notes.  On the piano musical scale, there are only 88 notes 
from A0 to C8.  At most 88 notes can be played at the same time.  Based on this fact, 
we can modify the problem as the following: 
 
Set: n=88, volume and pitch pairs are (a1, 1), (a2, 2), …, (a88, 88). 
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iM iaIFZD  with constraints 0≥ia . 
 
With this modification and the property of musical spectrum generating function F, 
the original problem is converted to a constrained linear least-squares problem.  It is 
equivalent to solve the following linear equation in the least-squares sense with 

























































































































We can use Matlab to solve the constrained linear least-squares problem.  Let the 
leftmost column vector be Z, the middle matrix be M, the rightmost column vector be 





This algorithm is slow but outputs the optimal solution.  It works well on condition 
that all the notes in the music signal share exactly the same harmonic structure as that 
of the instrument sample in the model.  But in practice, all the notes in the music 
signal cannot have exactly the same harmonic structure as that in the model.  Higher 
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harmonics are usually less stable than the fundamental and lower harmonics.  They 
may appear stronger or weaker than they should be according to the harmonic 
structure.  That is, let [ ]nhhh L10  be the harmonic structure, [ ]naaa L10  





v =  be the volume.  The 
probability of the amplitudes appears to satisfy the following inequality. 
}{}{}{ 2211 εεε <−>><−><− nn vhaPvhaPvhaP K  
In this case, the performance of the algorithm is degraded. 
 
Let us look at one of the worst situations: Suppose there is only one note in the music 
spectrum, but its higher harmonics are weaker than those in the instrument spectrum.  
The algorithm aims for minimizing the square error.  As a result, it generates two 
notes: one at the real pitch of the note with a relatively low volume, to match all the 
higher harmonics and part of the fundamental and lower harmonics, the other at a 
lower pitch, using its higher harmonics to match the remainder fundamental and lower 
harmonics.  The note at the lower pitch is a false note, whose fundamental does not 
exist in the music spectrum at all. 
 
One solution to this is to penalize a solution with many notes.  That is, we favor the 
solution with smaller n.  In order to do this, we need to change the objective function 
to minimize by adding a penalty term.  The object function becomes: 
22)1( wnMAZwFobj +−−=  
where n is the number of ai in A which is not equal to 0, or practically greater than a 
silence threshold e, w ( 10 ≤≤ w ) is the weight of the penalty. 
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However, neither of the two constrained optimization algorithms takes the fact into 
consideration that higher harmonics are usually less stable than the fundamental and 
lower harmonics.  Therefore, their performances are still not satisfactory.  We will 
compare their performances with our spectrum subtraction algorithm in later sections. 
 
5.3.3 Spectrum Subtraction Algorithm 
 
In order to prevent false notes from being generated and solve the over fitting problem 
in constrained optimization algorithm, we devise a spectrum subtraction algorithm.  






Figure 21: Diagram of our spectrum subtraction algorithm 
 
 
Like the previous algorithm, this algorithm works based on the fact that there are at 
most 88 simultaneous notes and tries to estimate the volume of each note.  We start 
from the lowest note A0, and match the instrument feature spectrum I1[0..48] to a 
section of the music spectrum ZM[1..49].  The volume of note A0 is estimated by 
finding such a coefficient a1 that ZM[1..49] approximately equals to a1I1[0..48] 
(minimum sum square error).  If a1 is greater than a threshold, and the fundamental 
exists in ZM, the note (a1, 1) is created.  If the note (a1, 1) is created, its spectrum is 
estimated as F(I1, a1, 1)=a1I1[0..48], which is subtracted from the music spectrum 
ZM[1..49].  Then we match the instrument feature spectrum I1[0..48] to the remainder 
music spectrum ZM[2..50] to estimate the volume of note A#0.  If it satisfies the 
conditions and the note is created, its spectrum is subtracted from the music spectrum 
as well.  This process continues until the volumes of all the 88 notes are estimated. 
 
Please note that the sequence of matching must be from the lowest note to the highest.  
If we start matching from the middle, say ZM[21..69], each of the elements in 
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a21 will be overestimated.  Therefore, we would rather match lower notes first, and 
subtract their energy from spectrum ZM before a21 is estimated. 
 






for i=1 to 88 
{ 









Mii kiZkIaE ; 
if OLMIN_NOTE_V≥ia  
{ 
/* note detected*/ 












In each loop, we need to evaluate the coefficient ai.  This can be solved by standard 























If the coefficient is greater than a threshold, a note is considered detected and its 
spectrum is subtracted from the music spectrum.  This makes the remainder music 
spectrum closer and closer to a zero vector.  In other words, the distance from the 





iM iaIFZD  becomes closer and 
closer with each loop. 
 
5.3.4 Weighted Spectrum Subtraction Algorithm 
 
In the previous algorithm, we were matching the whole instrument feature spectrum to 
a segment of the music spectrum.  This can cause problems when the segment of the 
music spectrum contains frequencies other than the fundamental and harmonics of the 
note to be estimated, particularly when those frequencies coincide on the harmonics of 
the note to be estimated. 
 
For example, look at the two spectra in Figure 22.  I1[0..48] is matched to ZM[i..i+48].  
ZM has two notes.  The fundamental, first and second harmonics of the first note lie at 
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ZM[i], ZM[i+12] and ZM[i+19] respectively.  The second note is 19 semitones higher, 
whose fundamental, first and second harmonics lie at ZM[i+19], ZM[i+31] and 
ZM[i+38].  The fundamental of the second note coincide on the second harmonic of 
the first note at ZM[i+19].  Now that ZM[i+19] has two components, it will affect the 





     I1[0..48]:  
Figure 22: A segment of input spectrum (top); the instrument feature spectrum (bottom) 
 
 
We tackle this problem by modifying the standard linear regression to weighted linear 
regression and setting higher weights to the fundamental and lower harmonics. 
 























where wk is the weight of band k. 
 
Since the fundamental and lower harmonics are more stable, we can set higher 
weights to them.  For example, w0=0.6, w12=0.3 and w19=0.1.  Also, in order to filter 
out the noise at non frequency bands, such as I1[1..11], I1[13..18], ZM[i+1..i+11], 
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ZM[i+13..i+18] and so on, wk is set to zero in those bands.  For example, wk=0 when 
19,12,0 ≠≠≠ kkk . 
 
5.3.5 Advantages and Disadvantages 
 
Pitch estimation with the instrument model has several advantages: 
 
1. Robust at the situation that the fundamental of the instrument is weak or 
missing.  If the music is using an instrument whose fundamental is weak or 
missing, many methods reported in the literature will output the frequency of 
its first harmonic as the pitch of the note, which is an octave higher than the 
actual pitch of the note.  In our method, even if the fundamental does not exist 
in either the input music spectrum or the instrument feature spectrum, as long 
as their harmonics are matched perfectly, we can output the fundamental 
frequency as the pitch of the note. 
 
2. Robust at the situation that some frequencies in the input music spectrum are 
missing.  In our method, we are matching all the frequencies in the instrument 
feature spectrum to a segment of the input music spectrum.  Missing 
individual frequency will not greatly affect the match.  Only the estimated 
amplitude of the note will be slightly less than the actual amplitude. 
 
3. Robust at the situation that two or more notes share a same frequency in the 
input music spectrum.  For example, if two notes of one octave apart are 
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played simultaneously, all the frequencies of the higher note will coincide on 
the harmonics of the lower note.  Many methods reported in the literature will 
regard all the frequencies of the higher note as the harmonics of the lower note, 
and output only the lower note as a result.  Since our method uses the 
instrument model, we subtract only the amount of frequencies that belongs to 
the lower note from the spectrum, and leave the remainder for next iteration.  
Therefore we can find two notes instead of one. 
 
The disadvantage of the method is: 
 
1. An instrument sample must be recorded or synthesized to build the model and 
then to estimate the pitch.  The instrument must be the same as the one used in 
the music. 
 
As for the weighted spectrum subtraction algorithm we devised, the advantages are: 
 
1. The computational complexity of the algorithm is only O(n), where n is the 
number of notes on the musical scale.  This algorithm works very fast and is 
suitable for real time applications. 
 
2. Since we find the notes by iteration, there is no upper limit of the maximum 
number of simultaneous notes.  There is no need to know the number of notes 
in the spectrum beforehand, either. 
 
The disadvantage of the algorithm is: 
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1. The spectrum subtraction algorithm is a simple algorithm with a single for-
loop.  The distance from the music spectrum and the sum note spectrum   
becomes closer and closer with each loop.  But this cannot ensure the solution 
is global optimal. 
 
5.4 System Implementation (Single-Instrument) 
 
Based on our weighted spectrum subtraction algorithm of single-instrument pitch 
estimation with the instrument model, we developed a complete, workable music 
transcription system which is able to transcribe polyphonic single-instrument music 
without percussions. 
 
5.4.1 Input and Output 
 
Input: Two 22 kHz 16-bit mono WAVE files, one for the music, one for the 
instrument sample. 
 
Intermediate output: A 2D table [oi, di, pi, ai] which contains the note information, 
where oi, di, pi, ai are the onset, duration, pitch, loudness of the i th note, respectively. 
 






































































5.4.3 Steps and Intermediate Results 
 
Let us follow the diagram shown in the previous section, and describe what is done in 
each step of the system. 
 
Step 1: Create amplitude spectrograms. 
 
DFT is used to perform the frequency analysis of the input waveform.  In order to 
accelerate the computation, we adopt FFT as the DFT implementation, with the 
following parameters: window size 213=8192, window type Blackman, neighboring 
window offset 512. 
 
The maximum frequency that a 22 kHz WAVE file can represent is 11 kHz.  8192 
point DFT can analyze 4096 meaningful frequencies (due to the symmetry of DFT 
function).  Therefore the resolution of analyzable frequency is 11025/4096=2.69 Hz. 
 
There are 22050 samples per second in a 22 kHz WAVE file.  The time length of a 
window is 8192/22050=0.37 second.  The time offset of neighboring windows, or the 
time resolution, is 512/22050=0.023 second. 
 
We create amplitude spectrograms for both the music waveform and the instrument 





         
Figure 24: Music amplitude spectrogram (left) and instrument amplitude spectrum (right) 
 
 
Step 2: Create musical spectrograms from amplitude spectrograms. 
 
For each amplitude spectrum in the amplitude spectrogram, we use the definition of 
musical spectrum in Section 5.1.6.1 to create its corresponding musical spectrum.  We 
create musical spectrograms for both the music and the instrument.  After Step 2, we 
get two musical spectrograms, such as shown in Figure 25. 
 
 
         
Figure 25: Music musical spectrogram (left) and instrument musical spectrum (right) 
 
 
Step 3: Extract instrument feature musical spectrum. 
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We assume that the sixth frame in the instrumental musical spectrogram (t=0.12 - 
0.49 second) is in the typical phase of the instrument (referring to Section 5.2.1).  We 





(c)   
Figure 26: (a) typical spectrum; (b) binary typical spectrum; (c) instrument feature spectrum 
 
 
The definition of the instrument feature spectrum in Section 5.2.2.2 is: 
I1[0..48]=Z1[p1.. p1+48] 
where p1 is the pitch of the note in the musical spectrum Z1. 
 
In order to get the instrument feature spectrum from the typical musical spectrum, the 
pitch of the note must be estimated correctly.  If the instrument has a strong 
fundamental, the first predominant frequency in the musical spectrum will be the 
fundamental, or the pitch.  If not, the first predominant frequency in the musical 
spectrum will be one of the harmonics.  In other words, the pitch p1 is not always the 
position of the first predominant frequency.  Therefore, we estimate the pitch by the 
following method. 
 
For each element in (a), we set a threshold to filter out the predominant frequencies 
and form a binary typical spectrum (b), which shows the positions of the fundamental 
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and the harmonics of the instrument sample note.  We assume that an instrument can 
miss at most one frequency among the first three frequencies (the fundamental and the 
first two harmonics).  With this assumption, and the fact that fundamental, first and 





Let f1 and f2 are the positions of the first two frequencies in the spectrum. 
If f2-f1=12, pitch p1=f1, the first two frequencies are not missing. 
If f2-f1=19, pitch p1=f1, the first harmonic is missing. 
If f2-f1=7, pitch p1=f1-12, the fundamental is missing. 
Otherwise, two or more frequencies among the first three frequencies are missing, 
which is out of our assumption. 
 
 
After we estimate the pitch p1, we extract the segment [p1..p1+48] from (a) and form 
the instrument feature spectrum (c). 
 
Step 4: Estimate pitch with the instrument feature spectrum. 
 
For each frame in the music musical spectrogram, we use the weighted spectrum 
subtraction algorithm described in Section 5.3.4 to estimate the pitch.  The weights we 
use are: w0=0.6, w12=0.3, w19=0.1, wj=0 (j≠0, 12, 19). 
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We create an empty matrix P of the same size of the music musical spectrogram.  For 
each note (a, p) we get in frame t, we put it into P by setting P[p, t]=a.  P is called 
pitch and volume graph.  After Step 4, we get the pitch and volume graph, such as 




Figure 27: Pitch and volume graph 
 
 
Step 5: Estimate loudness and detect onsets with pitch and volume graph. 
 
Since loudness estimation and onset detection is not our focus of research, we 
implement them with primitive methods.  We assume that human perception of the 
loudness of a sound is the logarithm of the energy of the sound.  Hence, we just take 
the logarithm of the pitch and volume graph to estimate the loudness. 
 
For onset detection, we notice the fact that the sound of each note has an attack phase, 
in which the amplitude increases very quickly.  We take a derivative on the pitch and 
amplitude graph horizontally and make a threshold to find out the onsets. 
 





         
Figure 28: Loudness graph (left) and onset graph (right) 
 
 
Step 6: Create notes from loudness and onset graph. 
 
We consider each onset in the onset graph as a note in the music.  Therefore, we trace 
the trajectory in loudness graph from the starting point of each onset.  We use three 
thresholds in the tracing: maximum pitch deviation, minimum note length, maximum 
pause length.  If the maximum pitch deviation is set to the half of a semitone, the 
deviation will not be shown in the musical spectrogram, so that we can completely 
ignore it.  For notes whose length is short than minimum note length, we do not 
generate them.  For two notes which the pause between them is short than maximum 
pause length, we link them into a long note. 
 
After Step 6, we get a 2D note information table (Table 4) containing all the note 










to the sample note) 
1 29 20 1.5278 
26 30 22 1.4738 
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52 30 20 1.4726 
52 30 24 1.4952 
77 31 22 1.4188 
77 31 25 1.4322 
103 30 27 1.4605 
129 30 29 1.4593 
154 32 31 2.2624 
155 30 22 1.4676 
155 30 27 1.4692 
180 21 32 2.3168 
181 20 24 1.5164 
Table 4: Note information table 
 
 
Step 7: Convert the note information table to a MIDI file. 
 
The MIDI file format is quite complicated.  However, we managed to write a program 
to convert the note information table to a format-0 MIDI file.  This enables us to play 
the MIDI file directly as well as see the score (Figure 29 (bottom)).  Comparing with 
the input score which is shown in Figure 29 (top), we can see that the pitches of all the 
notes are estimated correctly.  No false or incorrect notes are created and no existing 









Step 1 to Step 6 of our system are implemented with Matlab 6.5.  Step 7 is 
implemented in C language with Visual Studio .NET. 
 




In order to test the accuracy of our music transcription system, we designed a 
systematic method to perform the tests.  In each test, an input MIDI file is manually 
generated according to the aspect of the test.  The MIDI file is played back with 
Microsoft Wavetable Synthesizer and recorded to a WAVE file.  Then the WAVE file 
along with the instrument sample is inputted to the system, and an output MIDI file is 
obtained.  Finally the notes in the output MIDI file are compared with those in the 
input MIDI file. 
 
To measure the accuracy of the transcription, we need to define what is considered as 
a correctly detected note, and what is considered as an incorrectly detected one in the 
output MIDI file.  Since the purpose of the tests is to validate our pitch estimation 
algorithm, we are strict about the pitch of the note, but allow errors in the amplitude, 
onset and duration of the note. 
 
The following four situations are considered correct: 
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1. The amplitude of the output note is different from that of the input note. 
2. The onset of the output note is within 0.5 second from that of the input note. 
3. The duration of the output note is shorter than that of the input note. 
4. A long input note is split into two short consecutive output notes of the same 
pitch, or two short consecutive input notes of the same pitch are merged into 
one long output note. 
 
The following three situations are considered as error: 
1. The pitch of the output note is different from that of the input note. 
2. An existing note in the input is missing in the output. 
3. A false note is detected in the output which does not exist in the input.  
 
The accuracy is measured in terms of two criteria: recall and precision.  Recall is 
defined as the number of correctly detected notes divided by the number of notes in 
the input music.  Precision is defined as the number of correctly detected notes 
divided by the total number of detected notes.  The value of both criteria is greater 
than or equal to zero, and less than or equal to one. 
 
The pitch range of the notes used in the tests is from A2 to C8, two octaves less than 
the piano’s musical scale in the low pitch area.  The minimum duration of the notes 
used in the tests is 32nd note at 120 BPM (beat per minute), or 0.0625 in second.  The 
maximum number of simultaneous notes is 10 in the tests. 
 
5.5.2 Data Preparation 
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We design eight tests, to find out the answers to the following eight questions: 
1. Does the accuracy depend on notes’ pitch? 
2. Does the accuracy depend on notes’ duration? 
3. Does the accuracy decrease with the increase of simultaneous notes? 
4. Does the accuracy vary with different instrument? 
5. Does the accuracy drop if a wrong instrument model is used? 
6. Which algorithm is better, constrained optimization algorithm, constrained 
optimization algorithm with penalty term, or spectrum subtraction algorithm? 
7. How does the use of instrument model improve the accuracy in music 
transcription? 
8. What is the overall accuracy for synthesized and real performed music pieces? 
 
We generate three MIDI files for Test 1: monophonic, 2-phonic and 3-phonic.  Each 
of the three files contains a complete set of notes from A2 to C8.  2-phonic is formed 
by a root and a major third.  3-phonic is formed by a major chord.  The instrument is 
set to the piano. 
 
We also generate three MIDI files for Test 2: monophonic, 2-phonic and 3-phonic.  
Each of the three files contains notes whose durations vary from a whole note to a 
32nd note at 120 BPM.  The monophonic is played with note E4.  The 2-phonic is 
played with simultaneous notes E4 and G4.  The 3-phonic is played with simultaneous 
notes E4, G4 and C5.  The instrument is also the piano. 
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We generate 10 MIDI files for Test 3: The number of simultaneous notes in each file 
is from 1 to 10.  The polyphonic is formed by various chords.  The instrument is still 
the piano. 
 
In Test 4, we change the instrument used in all the files for Test 1-3 to the clarinet, 
and perform Test 1-3 again.  Then we compare these results with those obtained with 
the piano. 
 
In Test 5, we repeat Test 3, but the music is transcribed with a wrong instrument 
model.  There are two sub-tests here: (1) transcribe piano music with the clarinet 
model, and (2) transcribe clarinet music with the piano model.  Then we compare 
these results with those of (1) transcribe piano music with the piano model, and (2) 
transcribe clarinet music with the clarinet model, which are obtained in the previous 
tests. 
 
In Test 6, we use the 3-phonic clarinet MIDI file used in Test 4.  We test this file with 
three different algorithms proposed in this thesis: constrained optimization algorithm, 
constrained optimization algorithm with penalty term, and spectrum subtraction 
algorithm.  Performance of these algorithms is compared. 
 
We compare the accuracy of our system with Klapuri et el’s system [Kla00] in Test 7.  
Comparative tests are run using six MIDI files in Test 3, whose polyphony numbers 
are from one to six. 
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The results of the previous tests cannot show the overall accuracy of our system for 
actual music pieces.  The reason is that actual music pieces are usually polyphonic, 
but with moderate number of simultaneous notes (2-5).  And the notes of median pitch 
range are used more often.  In Test 8, we use the system to transcribe the following 
three synthesized music pieces: 
• Lawn Tennis, by Wilhelm Peterson-Berger 
• Fugue Invention No 13, by Wilhelm Friedemann Bach 
• Minuet In G Major, by Johann Sebastian Bach 
and the following two real performed piano music pieces: 
• Plaisir D'amour, by Fritz Kreisler 
• Wave of the Danube, by Josef Ivanovich 
 
Finally we need to prepare for one piano sample and one clarinet sample.  Both 
samples are obtained from a note of C4 synthesized by Microsoft Wavetable 
Synthesizer. 
 
5.5.2 Result and Analysis 
 























































Figure 30: Accuracy of monophonic, 2-phonic and 3-phonic piano sounds of different pitch. Low 
pitch notes have low accuracy. 
 
 
From the result, we can see that our system has some trouble detecting a few low 
pitch notes when the number of simultaneous notes increases.  This is because the 
frequency difference of low pitch notes is much smaller compared to that of high 
pitch notes; hence DFT cannot provide enough resolution to analyze them.  For 
pitches higher than D3, DFT can provide enough resolution; hence the accuracy does 
not depend on the pitch. 
 


























































































Figure 31: Accuracy of monophonic, 2-phonic and 3-phonic piano sounds of different length. All 
notes have 100% accuracy. 
 
 
Most professional music can play 16th notes at speeds of up to 120 BPM [KPC00].  
Our test goes one step beyond this to 32nd notes, which is much faster than most 
people can play.  We can see from the result that the accuracy of our system does not 
depend on the note length and the number of simultaneous notes.  A 32nd note at 120 
BPM is 0.0625 second.  The time resolution of our system is 0.023 second, for the 
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FFT offset is set to 512.  Since the time resolution is less than the length of 32nd notes, 
our system does not have trouble detecting short notes. 
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Figure 32: Accuracy of piano sounds of different number of simultaneous notes. 
 
 
We can see from the result that the accuracy of the system is perfect when the number 
of simultaneous notes is equal to or less than three.  When the number of 
simultaneous notes exceeds five, the system fails to detect all the existing notes, but 
detects some non-existing notes, and thus the average recall and precision drops to 
around 0.95.  However, 0.95 is still a very high accuracy, which outperforms Klapuri 
et al’s system [Kla00]. 
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This is because when the number of simultaneous notes increases, the musical 
spectrum contains more and more frequencies and becomes more and more 
complicated.  The algorithm may not estimate the volume of the note accurately.  As a 
result, it over subtracts or under subtracts the spectrum, which accumulates errors for 
the next iteration. 
 
In Test 4 (does accuracy depend on the instrument?), we change the instrument of 
both the input music and the instrument sample to clarinet, and repeat Test 1-3.  We 
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Figure 33: Results of Test 1, 2 and 3 using clarinet instrument 
 
 
We find that the results of the clarinet are similar to those of the piano.  The system 
still has some trouble in estimating the low pitches, but still can detect very short 
notes.  The accuracy drops when the number of simultaneous notes exceeds three.  
However, the overall performance of the tests on the clarinet is higher than on the 
piano.  This is because the clarinet is a sustaining instrument, whose harmonic 
structure is relatively stable than that of a transient instrument. 
 
In Test 5 (what if wrong model is used?), we repeat Test 3, but transcribe the music 
with wrong instrument models.  We compute the average recall and precision and get 
the following tables: 
 
 
   Recall     Precision 





































Figure 34:  When wrong instrument model is used, the recall is not affected much, but the 
precision is degraded. 
 
 
We can see from the result that if wrong instrument models are used, the recall is not 
greatly affected, but the precision is greatly affected.  This is because the harmonic 
structure a wrong model provides is different from that of the instrument used in the 
music.  As a result, the harmonics cannot be eliminated by spectrum subtraction, and 
the system outputs many false notes. 
 
In Test 6 (which algorithm is better?), we applied three different pitch estimation 
algorithms to the test data.  The result is shown in the chart below.  We can see that all 
the algorithms achieve a high recall rate (>96%).  But spectrum subtraction algorithm 
archives the highest precision rate, followed by constrained optimization algorithm 
with penalty term, and then constrained optimization algorithm.  It shows that, though 
constrained optimization algorithm with penalty term can suppress some false notes, 















Figure 35: Spectrum subtraction algorithm has the highest accuracy in the comparison.  
 
 
The result of Test 7 (accuracy comparison with Klapuri et al’s system) is shown 
below.  NER (note error rate, defined in [Kla00]) is used to measure the accuracy of 
our system and Klapuri et al’s system.  We find out, in the case that sounds in the 
music have the same harmonic structure, using instrument model can improve the 
accuracy in music transcription. 
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Figure 36: Our system has 0% NER when the number of simultaneous notes is below or equal to 




The result of Test 8 (what is the overall accuracy?) is shown below.  We applied 
spectrum subtraction algorithm to several pieces of synthesized and real performed 
music.  From our experiment, the overall precision for synthesized music is 0.96 
while the overall recall is 0.98.  The overall precision for real performed music is 0.52 
while the overall recall is 0.94.  The reason why real performed music has a much 
lower precision is that the harmonic structure of the sounds in real performed music is 
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less stable.  Another possible important reason is that we are not able to get the 
instrument sample from just the real performed music, so a synthesized instrument 
sample is used to build the instrument model, which may not share the same harmonic 
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Figure 37: Overall accuracy. Real performed music has lower accuracy. 
 
 
From all the experiment results, we can conclude that our idea about pitch estimation 
with an instrument model and our weighted spectrum subtraction algorithm are very 
helpful in pitch estimation and music transcription.  Our system has a much higher 
accuracy than most of current systems, especially in the following three situations: 
missing fundamental, missing harmonics and sharing frequencies. 
 
Through our experiments, we found the following three factors do not greatly affect 
the accuracy of our system: 
• The duration of the note 
• The number of simultaneous notes 
• The instrument of the music, as long as the correct instrument model is used 
But the following two factors degrade the accuracy of our system: 
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• The pitch of the note is too low. 
• The harmonic structure of the notes in the music differs from that in the 
instrument sample.  This includes a wrong instrument sample is used to 
transcribe the music. 
 
5.6 Multi-Instrument Pitch Estimation 
 
Now let us look at pitch estimation when multiple instruments are present.  We can 
extend our single-instrument pitch estimation algorithm to work with multiple-




Single-frame multi-instrument pitch estimation with an instrument model is defined as 
the following: 
 
Input: Music amplitude spectrum YM, typical instrument frequency spectrum Y1, 
Y1, …, Ym, where m is the number of instruments in the model. 
Compute: Musical spectrum ZM, typical instrument musical spectrum Z1, Z2, …, Zm, 
instrument feature musical spectrum I1, I2, …, Im. 
Output: Volume, pitch and instrument pairs (ai, pi, qi), 1≤i≤n, n is the number of 






iiqM paIFZD i is minimized. 
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Unlike single-instrument pitch estimation, the output of multi-instrument pitch 
estimation is a list of three-element pairs, with an additional element qi, which is the 
index of instrument in the model.  This implies that we need to not only estimate the 
volume and the pitch of the note, but also the instrument used to play the note.  
However, with the power of the instrument model, we can even recognize the 
instrument. 
 
The minimization condition is the same.  We hope the distance be small between the 
sum musical spectrum of the notes and the musical spectrum of the music.  We detect 




Similar to the single-instrument case, each instrument in the multi-instrument model 
can play at most 88 notes at the same time.  There are m instruments in the model.  
Therefore there are at most 88m simultaneous notes.  Based on this fact, we can 
modify the problem as the following: 
 
Set: n=88m, volume, pitch and instrument pairs are (a1,1, 1, 1), (a2,1, 2, 1), …, (a88,1, 
88, 1), (a1,2, 1, 2), (a2,2, 2, 2), …, (a88,2, 88, 2), …, (a1,m, 1, m), (a2,m, 2, m), …, (a88,m, 
88, m). 









jijM iaIFYD  with constraints 0, ≥jia .  
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The algorithm of multi-instrument pitch estimation is an extension of that of single-
instrument pitch estimation.  We can still have constrained optimization algorithm, 
constrained optimization algorithm with penalty term and weighted spectrum 
subtraction algorithm.  Since weighted spectrum subtraction algorithm works the best, 
we only talk about it in this thesis. 
 
The diagram and the basic idea of the algorithm are the same in multi-instrument and 
single-instrument.  But in each match, it is possible that several instruments are 
playing notes of the same pitch, so that we need to estimate the volume of each of 









for i=1 to 88 
{ 













jjii kiZkIaE ; 
for j=1 to m 
if OLMIN_NOTE_V, ≥jia  
{ 
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/* note detected*/ 


















In each loop of the algorithm, we need to evaluate the coefficient ai,1..m.  This can be 
solved by standard linear regression: 
ZIIIA TT 1)( −=  
where 




























[ ]TMMM iZiZiZZ ]48[]1[][ ++= L  
 
The corresponding weighted linear regression is: 
[ ]WIWIWII mW ⋅⋅⋅= L21  
-102- 




1)( −=  
where 




Based on our weighted spectrum subtraction algorithm of multi-instrument pitch 
estimation with the instrument model, we developed another complete, workable 
music transcription system which is able to transcribe polyphonic music of two 
instruments without percussions. 
 
The input and output of the system are: 
 
Input: Three 22 kHz 16-bit mono WAVE files, one for the music, two for the 
instrument samples. 
 
Intermediate output: A 2D table [oi, di, pi, ai, qi] which contains the note information, 
where oi, di, pi, ai, qi are the onset, duration, pitch, loudness and instrument of the i th 
note, respectively. 
 
Final output: A format-0 MIDI file which can be played directly. 
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The diagram and the structure of the multi-instrument system is similar to those of the 
single-instrument one, expect the pitch and volume estimator module is changed.  The 
algorithm used is weighted spectrum subtraction algorithm, with weights set to w0=1, 
w12=1, w19=1, wj=0 (j≠0, 12, 19). 
 
We use this system to transcribe a piano clarinet duet, and get the following pitch and 
volume graph (Figure 38), in which red lines indicate clarinet notes and green lines 




Figure 38: Pitch and volume graph of a piano-clarinet duet 
 
 
The 2D note information table we get is shown in Table 5, in which Instrument 1 
represents the clarinet and Instrument 2 represents the piano.  The accuracy in this 
example is 100%.  But due to the length of this thesis, we will not show the result of 

















25 33 40 1.1084 1 
51 32 42 1.1291 1 
77 32 44 0.6753 2 
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103 31 45 0.6721 2 
129 32 44 1.1368 1 
129 29 47 0.6714 2 
155 32 45 1.1339 1 
155 19 49 0.8527 2 
180 33 42 1.0981 1 
181 32 47 1.1696 1 
181 18 51 0.8245 2 
206 28 44 1.0912 1 
207 17 52 0.8373 2 





6.1 Conclusion and Contributions 
 
In this thesis we researched on one of the most important and difficult parts of music 
transcription: pitch estimation.  We studied basic acoustic knowledge, surveyed the 
current pitch estimation methods, and found the shortcomings of those methods.  
Those methods tend to make mistakes in three situations mentioned in Section 4.1.1, 
because they do not know the harmonic structures of the instruments of the notes.  
Based on this principle, we proposed a new idea of polyphonic pitch estimation with 
instrument model.  We devised weighted spectrum subtraction algorithms for both 
single-instrument signal and multi-instrument signal.  We also developed two systems 
to transcribe single-instrument music and two-instrument music respectively.  Our 
systems are more robust in the three situations and achieve a higher accuracy than 
many current systems. 
-105- 
 
The main contributions of the thesis are: 
• Propose the idea of pitch estimation with instrument model 
• Invent the energy based method to estimate the amplitudes of sinusoids in 
frequency domain 
• Devise the weighted spectrum subtraction algorithm to estimate pitches of 
single-instrument signal 
• Develop an system to transcribe single-instrument polyphonic music 
• Devise the weighted spectrum subtraction algorithm to estimate pitches of 
multi-instrument signal 
• Develop an system to transcribe multi-instrument polyphonic music 
 
6.2 Future Works 
 
There are still some future works which can be done. 
 
1. Extend typical harmonic structures to time variant ones. 
 
Our current pitch estimation algorithm extracts the typical harmonic structure from 
each instrument, and uses only the typical harmonic structure to match frequency 
components in the music.  However, we find the harmonic structure of some 
instruments changes with time, though the change is not significant.  For example, for 
many transient instruments such as the piano, the amplitudes of higher harmonics 
drop faster than that of the fundamental and lower harmonics, which results in a slight 
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change of the harmonic structure.  Therefore, the harmonic structure of an instrument 
should be a function of time.  In the future, we will incorporate the change of the 
harmonic structure into the instrument model, and use the time variant harmonic 
structure to match frequency components in the music. 
 
2. Create the instrument model automatically. 
 
Our current algorithm and system require the user to input the samples of instruments 
used in the music, and then use those samples to compute the harmonic structures and 
create the instrument model.  This requires more user interaction because the user 
needs to input not only the music itself but also one or several instrument samples.  In 
the future, we hope to develop an algorithm to analyze the harmonic structures of the 
instruments directly from the music.  It is relatively easy for monophonic music, but is 
very challenging for polyphonic music. 
 
3. Set various thresholds and parameters automatically. 
 
There are several thresholds and parameters in our current system, such as minimum 
note volume, minimum onset volume, minimum note length, maximum gap length, 
and weights for linear regression.  We set these thresholds and parameters manually 
currently.  In the future, we will study how to set these thresholds and parameters 
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