Cauchy problem Continuous dependence on modeling Nonlinear ill-posed problem
Introduction
Recently the authors obtained continuous dependence on modeling results for inhomogeneous ill-posed Cauchy problems in Banach space [8] , extending earlier work by Ames and Hughes (cf. [4, 6, 7] ). That work builds on the earlier results of several authors, including Lattes and Lions [11] , Miller [12, 13] , and Showalter [16] , who use quasireversibility methods to approximate the original ill-posed problem. For homogeneous ill-posed problems, Ames et al. [5] construct numerical approximations using the quasi-boundary value regularization of Clark and Oppenheimer (cf. [9] ) and present several sample calculations. In this paper, we use new methods to extend the continuous dependence results of [7, 8] to more general nonlinear problems. To describe these results, we follow [8] and first consider the linear inhomogeneous Cauchy problem du dt = Au(t) + h(t), u(0) = χ , (1) where A is a positive self-adjoint operator on a Hilbert space H, χ ∈ H, and h : [0, T ) → H. We approximate this problem
where f is a real-valued Borel function bounded above that approximates A in a suitable sense. For example, it is standard to take f (A) = A − A 2 (cf. [4, 11, 12] ). For A = −Δ, this yields the approximate problem
Homogeneous problem in Hilbert space
In Hilbert space, the homogeneous Cauchy problem is given by du dt = Au(t), u(0) = χ , (4) where 0 t < T , A is a positive self-adjoint operator on a Hilbert space H, and χ ∈ H. The approximate problem is given by dv dt = f (A)v(t), v(0) = χ , (5) where f is a real-valued Borel function that is bounded above and approximates A in a suitable sense. In [7] , Ames and Hughes define the following condition on f that is central to our proofs: We will use this repeatedly in our proofs, together with the fact that this relationship holds for all α ∈ C: e αg(A) = e −α A e α f (A) .
Theorem 3. (See [7, Theorem 1] .) Let A be a positive self-adjoint operator acting on H, let f satisfy Condition (A), and assume that there exists a constant γ , independent of β and ω, such that (g(A)ψ, ψ) γ (ψ, ψ) , for all ψ ∈ Dom(g( A)). If u(t) and v(t) are solutions of (4) and (5) , respectively, and u(T ) M, then there exist constants C and M, independent of β, such that for 0 t < T ,
Inhomogeneous problem in Hilbert space: the linear case
In Hilbert space, the linear inhomogeneous ill-posed problem is given by
where A is a positive self-adjoint operator on a Hilbert space H, χ ∈ H, and h : [0, T ) → H. We assume that h is differentiable on (0, T ) and that h ∈ L 1 ((0, T ); H). As an example, consider the backward heat equation given by
where h(t) represents an external temperature source or sink. Here, A = −Δ, a positive self-adjoint operator on L 2 (R).
A solution for (8) is defined as follows:
Some functions may satisfy the differential equation while not meeting all the conditions for a classical solution. We define another type of solution as follows: We assume that u(t) is a known strong solution of the linear homogeneous ill-posed problem given in (8) . The following theorem states conditions under which such a solution exists: Theorem 6. (See [14, Corollary 4.2.10] .) Let X be a Banach space and let A be the infinitesimal generator of a C 0 semigroup T (t) on X .
If h : [0, T ) → X is differentiable almost everywhere on [0, T ] and h ∈ L 1 ((0, T ); X), then for every χ ∈ Dom( A) the initial value problem (8) has a unique strong solution u on [0, T ] given by
Recall that self-adjoint operators bounded above generate C 0 semigroups. This yields the following corollary: Corollary 7. Let H be a Hilbert space, and let A : H → H be a closed, densely-defined linear operator. If A is self-adjoint and bounded above and h : [0, T ) → H is differentiable on (0, T ) with h ∈ L 1 (0, T ), then for every χ ∈ Dom( A) the initial value problem (8) has a unique solution u on [0, T ] given by (9) .
If A is an unbounded operator, it is not defined everywhere and thus solutions may not exist for all χ . If solutions do exist, they may not be continuously dependent on the data. In either of these cases, the problem is ill-posed. Formally, the solution to this problem has the form [14] .
We approximate the inhomogeneous ill-posed problem with (10) where f is again a real-valued Borel function bounded above that satisfies Condition (A). Here, since f is bounded above, the operator f (A) is bounded above, so by Corollary 7 the problem has a unique solution. The solution to this problem is given by
As mentioned above, A is unbounded and thus not defined everywhere. We need to regularize our data so that it is in the domain of these operators. In Hilbert space, we use the resolution of the identity for this regularization. First, let {E(·)} represent the resolution of the identity for the linear operator A. Set e n = {λ ∈ [0, ∞) | |g(λ)| n}. Using the definition of g from (7) , where f satisfies Condition (A), we see that e n is a bounded set since
The following lemma is used repeatedly throughout this work: Both of our proofs in Hilbert space begin with approximations u n (t) and v n (t), and these approximations rely on the Spectral Theorem for unbounded self-adjoint operators. As above, let E n = E(e n ), and set χ n = E n χ and h n (s) = E n h(s). Note that f (λ) = e tλ is a Borel function bounded on bounded sets, so by Lemma 8 
Lemma 8. Let A be a self-adjoint operator with E the resolution of the identity for A and e n
Proof. First, we show that du dt = A E n u(t) + h n (t),
has a unique solution. Using Lemma 8, we know A E n is a bounded operator and so A E n generates a C 0 semigroup. Further, if h : [0, T ) → H is differentiable on (0, T ) and h ∈ L 1 (0, T ), then the same is true of h n since E n is a bounded operator.
Thus by Theorem 6 (11) has a unique strong solution. Note that E n u(t) is a solution of (11).
Next, we show that
is a classical solution for (11) . We are able to show that ψ(t) = e t A χ n + t 0 e (t−s)A h n (s)ds is continuous on [0, T ], continuously differentiable on (0, T ), and that it satisfies (11) , and thus (12) is a solution for (11) . Since (11) has a unique solution and E n u(t) = u n (t) is also a solution of (11), we have
Proof. Recall that since f (A) is bounded above, f (A) generates a C 0 semigroup. Then by Theorem 6, (10) has a unique solution given by
Our proof uses the following function, motivated by work in [2] :
We require the following technical facts:
Lemma 11. (See [2] .) Let ψ(γ ) be a complex function with γ = x + i y. Assume ψ(γ ) is continuous and bounded on the strip S = 
for u(t) and v(t) solutions of the inhomogeneous and the approximate inhomogeneous problems, respectively, assume e T A χ
L and e T A h(t) N for all t ∈ [0, T ). Then there exist constants C and M, independent of β, such that for 0 t < T ,
Our proof requires the further stabilizing condition that u(T ) M 1 . This follows from the stability assumptions made in the statement of the theorem, a result that we state in the following: Proof. From the definition of E n , we have e T A χ n e T A χ and e T A h n (t) e T A h(t) . Then, using Lemma 9 and the Spectral Theorem, we have
We omit the proof of Theorem 12 since the argument will be clear in the proof of the nonlinear case.
Inhomogeneous problem in Hilbert space: the nonlinear case
In a Hilbert space H, the nonlinear inhomogeneous Cauchy problem is given by
where 0 t < T , A is a positive self-adjoint operator on H, χ ∈ H, and h : [0, T ) × H → H. We assume that h is Lipschitz continuous in both variables, i.e.
where K is a constant. Further, we assume that h(t, u(t)) is differentiable (as a function of t) on the interval (0, T ) and that
A solution of (14) is defined as follows:
is called a mild solution of the initial value problem (14) .
The following theorem states conditions under which such a solution exists: 
Again using the fact that self-adjoint operators bounded above generate C 0 semigroups, we have the following corollary: 
As in the linear case we introduce a second type of solution, in this case by placing more restrictions on u:
The next theorem provides conditions under which the mild solution is in fact a strong solution:
Theorem 18. (See [14, Theorem 6.1.6] .) Let A be the infinitesimal generator of a C 0 semigroup T (t) on a reflexive Banach space X . If h : [0, T ) × X → X is Lipschitz continuous in both variables, χ ∈ Dom( A) and u is the mild solution of the initial value problem (14) , then u is the strong solution of this initial value problem.
Note that we assume u(t) is a known strong solution of the nonlinear inhomogeneous Cauchy problem given in (14) . We approximate the nonlinear inhomogeneous problem (14) with
where f is a real-valued Borel function that is bounded above that satisfies Condition (A). Since f is bounded above, this approximate problem is well-posed and thus by Corollary 16 has strong solution
Note that A is unbounded and thus not defined everywhere. We need to regularize our data so that it is in the domain of these operators. Again we use the resolution of the identity for this regularization. As in the linear case, let E n = E(e n ), and set χ n = E n χ . Set h n (s, u(s)) = E n h(s, u(s)). Again, since f (λ) = e tλ is a Borel function bounded on bounded sets, χ n ,
Define H(t) = h(t, u(t)). Note that from our assumptions on h it follows that H(t) is differentiable on (0, T ) and H (t) ∈ L 1 ((0, T ); H). We have the following:
Lemma 19. The differential equation given by
is a well-posed linear problem.
Proof. By Lemma 8, A E n is a bounded operator and thus A E n generates a C 0 semigroup. Since H(t) is differentiable on (0, T ) and H (t) ∈ L 1 ((0, T ); H), the same is true of H n = E n H since E n is a bounded operator. Thus by Theorem 6 the problem given in (16) 
Next, we show that E n u(t) is a solution of (17). We have
Also,
Hence E n u(t) is a solution of (17). Since this solution is unique, we have We extend u and v into the complex strip. To determine the analyticity of the resulting function, we use the Cauchy-Riemann operator. Now we state our result. Recall that g(λ) = −λ + f (λ). (14) . Let v(t) be a solution of the approximate inhomogeneous problem (15) .
Theorem 22. Let A be a positive self-adjoint operator acting on a Hilbert space H, let f satisfy Condition (A), and let u(t) be a known solution of the inhomogeneous problem given in
Assume there exists a constant γ , independent of β and ω, such that (g(A)ψ, ψ) γ (ψ, ψ) for all ψ ∈ Dom(g( A) ). Also, assume
N for all t ∈ [0, T ) and for all ψ ∈ H. Then there exist constants C and M, independent of β, such that for 0 t < T ,
Our proof of this theorem requires a bound on u(t) − v(t) , a bound that we obtain in the following lemma. Note that while our main result is also a bound on u(t) − v(t) , it is of a specific form, one that we are unable to obtain without extending u and v to the complex strip. The bound obtained in the following lemma is more general.
Lemma 23. Under the conditions of Theorem 22,
Proof. By definition of u n and v n , we have 
Consider now the integrand in (20). Using f (A) = A + g( A), we have e (t−s)A − e (t−s) f (A) h n s, u(s) = e (t−s)A − e (t−s)A e (t−s)g(A) h n s, u(s)
= I − e (t−
s)g(A) e (t−s)A h n s, u(s) .
Now, for ψ ∈ Dom(g( A) ), by properties of semigroups (cf. [10] ) we have
Together with the assumption that (g(A)ψ, ψ) γ (ψ, ψ) for all ψ ∈ Dom(g( A) ), this yields
So, for ψ ∈ Dom( A 1+δ ) ∩ Dom(g( A) ),
In particular, since e (t−s)A h n (s, u(s)) ∈ Dom( A 1+δ ) ∩ Dom(g( A) ), this yields
s)A h n s, u(s) .
Together with the assumption that
For the integrand in (21), we again use the fact that h satisfies a Lipschitz condition. Note also that e (t−s) f (A) is bounded above. Thus
where L 1 is a constant. Combining the results in (22) and (23) with (18)-(21) yields
Taking the supremum over all n yields
Then by Gronwall's inequality (cf. [14, proof of Theorem 6.1.2]),
We now proceed with the proof of Theorem 22, using the Three Lines Theorem (cf. [15, p. 33] ) to obtain our result. Note that the Three Lines Theorem is obtained in Agmon [1] as an application of abstract theorems about the uniqueness of the Cauchy problem for second order elliptic equations; see also [3] .
Proof. Let {E(·)} represent the resolution of the identity for A, and set e n = {λ ∈ [0, ∞) | |g(λ)| n}, E n = E(e n ), and χ n = E n χ , h n (s, u(s)) = E n h(s, u(s)). Set
From Lemmas 20 and 21 we have u n (t) = e t A χ n + Extend u n , v n into the strip {α = t + iη | 0 t T , η ∈ R} by setting
Apply the Cauchy-Riemann operator∂ to φ n , wherē
Note that e iη A u n (t) ∈ Dom( A) and e iη f (A) v n (t) ∈ Dom( f (A) ) for Borel functions f that are bounded on bounded sets, using Lemma 8. We havē
Since this quantity is not identically zero, φ n is not analytic and thus we cannot apply the Three Lines Theorem [15] directly to φ n . Instead, we use a related function introduced in [2] . Define
where γ = x + i y and α = t + iη. To use Lemma 11, we must show that e γ 2∂ φ n (γ ) is continuous and bounded as a function of γ on the strip S = {γ = x + i y | 0 < x < T , y ∈ R}. First, we show it is bounded. Using (25) from above, we have e γ 2∂ φ n (γ ) = e γ 2 · 
From our assumption that A 1+δ e T A h(t, ψ) N for all t ∈ [0, T ) and for all ψ ∈ H, we have that h n (x, u(x)) and h n (x, v(x)) are bounded on the strip S. Hence e γ 2∂ φ n (γ ) is bounded. To see that
is continuous on S, note that both the exponential function and h are continuous on S. Since e γ 2∂ φ n (γ ) is bounded and continuous on S, the results of Lemma 11 hold. Define a new function w n as follows:
We claim that w n is holomorphic on S and bounded and continuous on the closed strip 0 Re(α) T , and hence w n meets the criteria of the Three Lines Theorem. We have∂(e α 2 ) = 0 since e α 2 is entire, and from Lemma 11 we havē ∂Φ n (α) = e α 2∂ φ n (α). Thus for α ∈ S,
and so w n is a holomorphic vector-valued function in S.
To show that w n is bounded on the closed strip 0 Re(α) T , first consider e α 2 φ n (α) on the sides of the strip. For the left hand side, t = 0, we have α = iη, so
Similarly, on the right hand side α = T + iη, so we have
Thus, on the sides of the strip, we have e α 2 φ n (α)
To show that Φ n is bounded on the strip, examine ∂ φ n (γ ) . As we saw above in (26), ∂ φ n (γ ) is bounded on S. Using this and (13) from Lemma 11, we have Φ n (α)
where K is a constant. Since w n (α) = e α 2 φ n (α) − Φ n (α), we see that on the sides of the strip 0 Re(α) T we have w n (α)
By the maximum modulus principle, this same bound holds in all of the closed strip. Now, consider (w n (α), τ ), where (·,·) represents the inner product in H and τ is an arbitrary element of H . Using (28), we obtain w n (α), τ w n (α) τ 2 χ n + e T 2 u n (T ) + v n (T )
It remains to show that w n is continuous on the closed strip 0 Re(α) T . Since w n is holomorphic on the open strip S, it follows that w n is continuous on the open strip S. However, we still need to consider continuity on the sides of the strip. First, examine
We know that e α 2 is continuous, and we know u n (t), v n (t) are continuous in t. It follows from an easy argument that φ n (α)
is continuous on the edges of the strip. Hence e α 2 φ n (α) is continuous in α.
With a simple Dominated Convergence Theorem proof, we are able to show that lim α→α 0 Φ n (α) = Φ n (α 0 ). Then Φ n (α)
is continuous in α, and so w n is continuous on the closed strip 0 Re(α) T . Having satisfied all of the conditions, we now apply the Three Lines Theorem to (w n (α), τ ). By the Three Lines Theorem,
for 0 t T , where M(t) = max α=t+iη,η∈R |(w n (α), τ )|. First we find a different bound for ∂ φ n . Note that for γ = x + i y, γ ∈ S, we have from Eq. (25) ∂ φ n (γ ) = Recall that for ψ ∈ Dom(g( A) ), by properties of semigroups we have
Together with the fact that e iwg( A) = 1 since g( A) is self-adjoint, this yields
For ψ ∈ Dom( A 1+δ ) , by Condition (A) and the above inequality we have
In particular, since h n (x, u(x)) ∈ Dom( A 1+δ ), this yields
for all n.
, the second summand in (30). Using the fact that e i yf (A) is bounded above and h is Lipschitz continuous,
for some constant K . By Lemma 23,
To obtain a bound for e xA χ − e xf (A) χ , we follow the approach used above in Eqs. 
Since γ ∈ S, 0 < x < T . Thus it follows from our assumption A 1+δ e T A h (t, 
where K 1 is a constant.
Now we return to the result (29) from the Three Lines Theorem. For M(0), we have t = 0 and thus α = iη. Using (32) and (37) from above, along with Lemma 23, we have
Here, we also used (13) from Lemma 11. Our assumption A 1+δ e T A χ L implies A 1+δ χ L 1 for constant L 1 . Thus from the above inequality we have w n (iη), τ β e −η 2 |η|L 1 + K T 0 1 + log 1 |x| dx τ , (38) and so M(0) βC 1 τ , where C 1 is a constant independent of β.
To find M(T ) we follow a similar approach, but in this case we use a different bound for ∂ φ n . We have ∂ φ n (γ ) = 
