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We propose a general way to construct an effective Hamiltonian in the Self-learning Monte Carlo
method (SLMC) method, which speeds up Monte Carlo simulations by training an effective model
to propose uncorrelated configurations in the Markov chain. Its applications are, however, limited.
This is because it is not obvious to find the explicit form of the effective Hamiltonians. Particularly, it
is difficult to make effective Hamiltonians including many body interactions. In order to overcome
this critical difficulty, we introduce the Behler–Parrinello neural networks (BPNNs) as “effective
Hamiltonian” without any prior knowledge, which is used to construct the potential-energy surfaces
in interacting many particle systems for molecular dynamics. We construct self-learning continuous-
time interaction-expansion quantum Monte Carlo method with BPNNs and apply it to quantum
impurity models. We observed significant improvement of the acceptance ratio from 0.01 (the
effective Hamiltonian with the explicit form) to 0.76 (BPNN). This drastic improvement implies
that the BPNN effective Hamiltonian includes many body interaction, which is omitted in the
effective Hamiltonian with the explicit forms. The BPNNs make SLMC more promising.
I. INTRODUCTION
Quantum Monte Carlo (QMC) is one of the unbi-
ased numerical methods for studying quantum many-
body systems7–10. The developments of the continuous-
time QMC have made great successes for strongly corre-
lated electron systems11–14. In this algorithm, the par-
tition function is expanded in the powers of the pertur-
bation terms. Both the number and position of pertur-
bation terms on the imaginary-time interval change con-
stantly during the simulation. To compute the weight of
each configuration, the continuous-time QMC methods
require integrating out the fermions, which is very time
consuming.
The self-learning Monte Carlo (SLMC)15,17,18,22 was
recently introduced as a general method, which speeds
up the MC simulation by designing and training a model
to propose efficient global updates. There are many kinds
of applications, such as classical statistical mechanics
models15,16, classical spin-fermion models17, determinant
QMC18–20, continuous-time QMC21,22, and hybrid MC in
high-energy physics23. The SLMC is one of the successes
in machine learning techniques in physics24–30,32–39. The
philosophy behind SLMC is “first learn, then earn”. In
the learning stage, we perform trial simulations to gener-
ate a large set of configurations and their weights. These
configurations and weights are then used to train an effec-
tive model Heff , whose Boltzmann weight e
−βHeff fits the
probability distribution of the original problem. Next, in
the actual simulation, Heff is used as a guide to propose
highly efficient global moves in configuration space.
A good effective model makes simulations with the
SLMC more efficient. The efficient effective model is
usually invented based on the human understanding of
the original system15,17–19,22. However, it is not easy to
construct effective models including many body interac-
tion, since we do not know systematic procedure appli-
cable in arbitrary systems. Recently, H. Shen et al. gave
pioneering work to construct the effective Hamiltonian
including many body interaction without explicit forms
using the convolutional deep neural network (CNN)40.
Although the CNN method is powerful, its applicabil-
ity is limited to the system whose particle configurations
are given by discrete indices. This is because the inputs
of the CNN is usually discretized like pixels in a digital
picture. For example, SLMC with the CNN cannot be
applied to the continuous-time QMC, since the inputs of
the continuous-time QMC have both discrete position on
a lattice and continuous imaginary-time. Therefore, fur-
ther extension of SLMC with neural networks are needed.
The machine learning including artificial neural net-
works have been used for about twenty years in the
field of the molecular dynamics (MD) to construct the
potential-energy surfaces (PESs) providing inter-atom
forces with accuracy and computational complexity re-
spectively comparable to quantum and classical mechan-
ical calculations In the method, the neural network is
trained using a large data set consisting of pairs of an
atom configuration with continuous position index and
corresponding total energy in some systems given by
quantum mechanical calculation (e.g., the density func-
tional theory)44. We point out that the neural network
PESs can be considered as a general scheme to construct
effective Hamiltonians of systems consisting of interact-
ing particles with continuous indices. The wide appli-
cability of this method allow us to apply it to complex
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2problems like the imaginary-time MC calculation of elec-
trons in a solid, which has both discrete and continuous
coordinates corresponding to positions on a lattice and
imaginary-time, respectively.
In this paper, we propose a method to construct the
effective Hamiltonians with Behler–Parrinello neural net-
works (BPNN)44, which is one of most succeeded meth-
ods in the field of the molecular dynamics with ma-
chine learning. We regard the the configuration and
effective Hamiltonian in SLMC as the positions of the
atoms and the PESs in the MD, respectively. We use the
recently proposed method46 to map continuous coordi-
nates (atom positions) onto discrete (inputs of BPNN)
variables, whose advantage is availability of systematic
improvement of the mapping accuracy. As a concrete
example, we demonstrate self-learning continuous-time
interaction-expansion (CTINT) QMC with BPNNs on
quantum impurity models. We implement the simplest
neural networks and test their performances. We also
develop the fast updates which is applicable even with
deep neural networks to reduce the computational cost
significantly in the SLMC simulation.
The paper is organized as follows. The Markov chain
Monte Carlo method is briefly described in Sec.II, the
self-learning Monte Carlo method is introduced in Sec.
III, The Machine-learning technique in molecular dynam-
ics and Behler–Parrinello neural networks are introduced
in Sec.IV, the SLMC and BPNN is combined in Sec.V,
the SLMC on quantum impurity models is demonstrated
in Sec. VI, the discussion is given in Sec. VII, and the
conclusion is given in Sec.VIII.
II. MARKOV PROCESS MONTE CARLO
METHOD IN PHYSICS
The Markov process Monte Carlo method (MCMC) is
a powerful method for an integration in high-dimensional
space. Partition functions and physical exception values
are calculated by the MCMC. We describe the MCMC
method in Physics and point out its problems and diffi-
culties in the following.
A. Multi-dimensional integration
Let us consider the following multi-dimensional inte-
gration:
I =
∫
· · ·
∫
dx1 · · · dxNw(x1, · · · , xN )f(x1, · · · , xN ),
(1)
where w(x1, · · · , xN ) is a localized function in N -
dimensional space, and f(x1, · · · , xN ) is an arbitral func-
tion. In the Monte Carlo method, the integration I is
approximated as
I ∼
∑
C
f(x1, · · · , xN ), (2)
where C = (x1, · · · , xN ) is randomly generated with the
probability w(x1, · · · , xN ), which is called a configura-
tion.
In Physics, the partition function Z and physi-
cal exception value 〈A〉 are expressed with the multi-
dimensional integration:
Z =
∫
· · ·
∫
dφ1 · · · dφNe−S(φ1,··· ,φN ), (3)
〈A〉 = 1
Z
∫
· · ·
∫
dφ1 · · · dφNA(φ1, · · · , φN )e−S(φ1,··· ,φN ).
(4)
For example, the physical exception value 〈A〉 in the clas-
sical Ising model on one-dimensional lattice is expressed
as
〈A〉 = 1
Z
∑
s1,··· ,sN
A(s1, · · · , sN )e−βE(s1,··· ,sN ), (5)
∼ 1
Z
∑
C
A(s1, · · · , sN ). (6)
where Z =
∑
s1,··· ,sN exp(−βE(s1, · · · , sN )), β is an in-
verse temperature, N is a number of spins, si = ±1,
E(s1, · · · , sN ) = J
∑
〈i,j〉 sisj , and
∑
〈i,j〉 is a summa-
tion of the nearest neighbor spins. The configuration
C = (s1, · · · , sN ) is randomly generated with the Boltz-
mann weight e−βE(s1,··· ,sN ).
B. Metropolis-Hastings algorithm
In the Monte Carlo method, we have to generate the
configuration C with the probability distribution w(C).
By constructing a Markov chain that has the desired dis-
tribution as its equilibrium distribution, we can obtain a
sample of the desired distribution by observing the chain
after a number of steps. To construct the Markov chain,
we introduce the condition of the detailed balance ex-
pressed as
w(C)P (C′|C) = w(C′)P (C|C′). (7)
Here, P (C′|C) is the probability of transitioning from a
configuration C to a configuration C′. The Metropolis-
Hastings approach is to separate the transition in two
sub-steps:
P (C′|C) = g(C′|C)A(C′, C), (8)
where the proposal distribution g(C′|C) is the conditional
probability of proposing a configuration C′ given C, and
the acceptance ratio A(C′, C) is the probability to accept
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FIG. 1. (Color online) Schematic figures of Behler-Parrinello neural networks for the self-learning continuous-time
interaction-expansion quantum Monte Carlo method. The configuration with N vertices on the imaginary-time axis
C = {τ1, τ2, · · · , τN} is mapped to the set of the “element-wize” configurations Cele(τi − τj) around a vertex j: C →
{Cele(τ1 − τj), Cele(τ2 − τj), · · · , Cele(τN − τj)}. The element-wise configuration is expressed as a distribution function with
δ functions. The total potential E of the original calculation is expressed as E = logw(C)/(−β). E obtained by the neural
networks is expressed as E = logweff(C)/(−β) = Heff(C). The partial energy Ei is defined as Ei = hαieff(cj)/(−β). The color of
the circle denotes a kind of a vertex. Same neural networks are used if the kind of a vertex is same.
the proposed configuration C′. By inserting the above
expression into Eq. (7), we have
A(C′, C)
A(C, C′) =
w(C′)
w(C)
g(C|C′)
g(C′|C) . (9)
The Markov chain that has the desired distribution w(C)
is obtained when the acceptance ratio is given as
A(C′, C) = min
(
1,
w(C′)
w(C)
g(C|C′)
g(C′|C)
)
. (10)
Then, we can generate the Markov chain expressed as
C1 → · · · → Ci → · · · . (11)
C. Design of the proposals
One can design various kinds of the Monte Carlo
method based on Eq. (10). We need the update method
from C to C′ with the high acceptance ratio for good ef-
ficiency of the MCMC.
1. Hand-designed proposals: conventional local and global
updates
The most simple update method is so-called local up-
date, where the configuration is updated locally. One
randomly chooses a single site in the current configura-
tion and proposes a new configuration by changing the
variable on this site. For example, in the Ising spin
model, the candidate of the next configuration is gener-
ated by flipping a randomly chosen spin. In this case, the
proposal probability g(C|C′) from C ′ to C equals g(C′|C)
from C to C ′. The acceptance ratio in Eq. (10) becomes
A(C′, C) = min
(
1, w(C
′)
w(C)
)
. In the local update, one can
expect that w(C) is similar to w(C′) so that the accep-
tance rate is high, since the configuration C is similar to
C′. Although the local update is general-purpose, model-
independent method, there is an evident disadvantage.
When w(C′) is not similar to w(C) even if C′ is similar to
C, it is hard to obtain uncorrelated configurations. Thus,
the local update suffers heavily from a critical slowing
down close to phase transitions. In such cases, the auto-
correlation time within the Markov chain τ becomes very
large.
To overcome the increase of the autocorrelation time
for the local update, various kinds of global update
method have been developed1–5. In all these global up-
date methods, variables on a large number of sites are
simultaneously changed in a single Monte Carlo update.
The autocorrelation time τ can be reduced in these meth-
ods. The global update method is designed for specific
model, since one has to use properties that a model has
to obtain good efficiency. For example, the Wolff method
can simulate the two-dimensional Ising model. However,
by adding the interaction among the four spins in the
same plaquette to this model, no simple and efficient
global update method is known15. For a given generic
model, it is hard to design an efficient global update
method.
42. Proposals by time evolution: Hybrid Monte Carlo
updates
The hybrid Monte Carlo (HMC) method is known
as the one of the good global update methods, which
is widely used in the lattice quantum chromodynamics
(QCD). In the HMC, by introducing pseudo momen-
tum, the pseudo-time evolution from the configuration C,
which is called a molecular dynamics (MD) evolution in
analogy to simulations of classical particles, generates the
next configuration C′. In this method, the proposal prob-
ability g(C|C′) from C ′ to C equals g(C′|C) from C to C ′,
since the time evolution due to the Hamiltonian dynam-
ics is time-reversal symmetric. The exact MD evolution
due to the Hamilton equation conserves ”energy” logw.
In actual simulation, the discretized time step changes
the energy. Thus, the MD evolution generates the con-
figuration C′ whose probability w(C′) is similar to w(C)
so that the acceptance ratio A(C′, C) = min
(
1, w(C
′)
w(C)
)
is high. Recently, the HMC method is revisited in the
condensed matter physics to treat strongly correlated
electron systems6, since the HMC method is general to
obtain uncorrelated configurations. Although the HMC
method might be suitable for reducing the autocorrela-
tion time, its computational cost of the HMC is not small.
One has to calculate the forces which is the derivative of
the energy to do the MD evolution. For example, in the
lattice QCD simulation, the inverse matrices related to
the Dirac operator on four dimensional lattice have to be
calculated.
III. SELF-LEARNING MONTE CARLO
METHOD
A. Basic concept
In the MCMC, we can design the proposal probability
g(C|C′). If the ratio of the probability g(C|C′)/g(C′|C) =
w(C)/w(C′), the new configuration C′ is always accepted
(i.e. A(C′, C) = 1). To design the proposal probabil-
ity, we use the another Markov chain with the probabil-
ity wprop(C). We consider that the configuration C′ is
obtained by the random walk from C on this proposal
Markov chain. Its detailed balance condition is given as
wprop(C)Pprop(C′|C) = wprop(C′)Pprop(C|C′). (12)
This proposal probability Pprop(C′|C) can be regarded
as the conditional probability g(C′|C) on the original
Markov chain, which proposes a configuration C′ from
given C. Thus, with the use of the relation:
g(C|C′)
g(C′|C) =
wprop(C)
wprop(C′) , (13)
the acceptance ratio in the SLMC is given as
A(C′, C) = min
(
1,
w(C′)
w(C)
wprop(C)
wprop(C′)
)
. (14)
TABLE I. Difference between three update methods
Hand-designed HMC SLMC
Propose method by hand MD Markov chain
g(C|C′)/g(C′|C) usually 1 1 weff(C)/weff(C′)
If we can design the proposal Markov chain whose prob-
ability is equal to that of the original Markov chain
wprop(C) = w(C), the proposed configuration C′ is always
accepted. The average acceptance rate 〈A〉 can be esti-
mated by 〈A〉 = exp
[
−√MSE
]
with the mean squared
error MSE = (1/n)
∑
i(lnwprop(Ci) − lnw(Ci))2.40 Here,
n is the number of the measurements in Monte Carlo
simulations.
The difference between several update methods is
shown in Table I. The HMC and SLMC are global up-
dates where the configurations are changed globally. In
the SLMC, the configuration is proposed by the proposal
Markov chain. We have to find a good proposal Markov
chain whose probability wprop(C) is similar to original one
w(C).
To design the proposal Markov chain, we have to con-
struct an effective model. We introduce an effective
Hamiltonian Heff(C):
wprop(C) = weff(C) = exp [−βHeff(C)] . (15)
This model Heff(C) can be constructed by a supervised
machine-learning technique15. In the learning stage, trial
simulations are performed to generate a large set of con-
figurations and their weights. These data are then used
to train an effective model Heff(C), whose weight fits
the probability distribution of the original problem w(C).
Next, in the actual simulation, Heff(C) is used as a guide
to propose highly efficient global moves in configuration
space. It is important to obtain good effective models in
the SLMC simulations. In the previous study22, we have
successfully obtained the form of the effective Hamilto-
nian with two-body interactions in the continuous-time
auxiliary-field QMC (CTAUX) for the Anderson impu-
rity model. In the CTINT simulations, Huang et al. have
produced the classical Hamiltonian with two- and three-
body interactions to reproduce the weights21. However,
it seems hard to construct the effective Hamiltonian in
other systems or other methods.
B. Autocorrelation time of the SLMC
We show that the autocorrelation time of the SLMC
can be estimated by the average acceptance ratio 〈A〉.
We consider the autocorrelation time of the original MC
simulation τoriginal and that of the SLMC τSLMC. If the
effective Hamiltonian is perfect weff(C) = w(C), the av-
erage acceptance ratio is always one 〈A〉 = 1. In this
case, if the length of the proposal Markov chain is longer
5TABLE II. Similarity between first-principle-based MD and
QMC
MD QMC
Input atomic positions configurations
Time-consuming DFT calculation weight calculation
Output potential energy weight
than τoriginal, there is no correlation between the previ-
ous and proposed configurations C and C′. Thus, the
autocorrelation time of the SLMC τSLMC should be one.
When the autocorrelation time of the original MC sim-
ulation τoriginal is long, we can use more longer proposal
Markov chain to obtain uncorrelated configurations. If
the effective Hamiltonian is not perfect, the proposal
configuration is accepted by the acceptance ratio 〈A〉.
Even in this case, we can choose the length of the pro-
posal Markov chain to obtain uncorrelated configura-
tions. Thus, the autocorrelation time of the SLMC τSLMC
should be τSLMC ∼ 1/〈A〉. In general, the autocorrela-
tion time τSLMC is expressed as
τSLMC ∼ min
(
1,
τoriginal
Npropsteps
)
1
〈A〉 , (16)
where Npropsteps is the length of the proposal Markov chain.
C. Effective two-body interaction
The problem in SLMC is how to construct effective
Hamiltonian lnweff(C) to fit the Hamiltonian lnw(C) as a
functional of C. The most simplest effective Hamiltonian
has two-body interactions defined as
Heff(C) =
M∑
ij
L(Ci, Cj), (17)
where Ci is the i-th element of the configuration C =
(C1, · · · , CM ). Here, M is the number of the elements.
The element is usually the position of the ”atoms” in the
imaginary-time and/or real space. Although we can add
three or many body interactions to obtain good efficiency
of the SLMC, there is no systematic procedure to make
good effective Hamiltonian.
In the field of MD, the machine learning and neural
networks have been used for about twenty years to con-
struct effective inter-atom or inter-molecule potentials to
fit the PESs calculated by the first-principle calculations.
We point out that the BPNNs can be considered as a
general scheme to construct effective Hamiltonians. We
show the method to reproduce the effective Hamiltonian
with many-body interactions as follows.
IV. MACHINE LEARNING TECHNIQUE IN
MOLECULAR DYNAMICS:
BEHLER–PARRINELLO NEURAL NETWORKS
Machine learning techniques are widely used in the
research fields of physics and chemistry. For example,
“material informatics” has been developing rapidly31.
Another remarkable development can be found in MD
simulations. Machine learning techniques enable us to
perform MD simulations in large systems with high ac-
curacy comparable to quantum mechanical calculation
(e.g., density functional theory) and low computational
costs close to classical MD. We briefly introduce the ma-
chine learning techniques in MD simulations in this sec-
tion.
A. Potential energy surfaces
The basic procedure to realize large-system MD sim-
ulation is construction of PESs in the large systems by
“patching” PESs obtained in the small systems. The out-
line is shown below. First, we prepare a small system con-
sisting of N (S) atoms. Quantum mechanical calculations
are performed to obtain an accurate PES E
(S)
tot
(R(S)),
where R(S) = {ri | i = 1, · · · , N (s)} and ri are a set rep-
resenting an atom configuration and the coordinate of
the i-th atom, respectively.
Next, the total energy in the small system E
(S)
tot
(R(S))
is assumed to be divided into “partial energies” associ-
ated with each atoms in the system, which are deter-
mined by “environment” around each atoms, i.e.,
E
(S)
tot
(
R(S)
)
=
N(s)∑
i=1
E
(S)
part
(
∆
(S)
i
)
, (18)
where
∆
(S)
i =
{
rij
∣∣ j = 1, · · · , i− 1, i+ 1, · · · , N (s)} (19)
is a set representing an atom configuration around the
i-th atom (rij = rj − ri).
B. Symmetry and descriptor
Here, we consider energy degeneracy due to transla-
tional and rotational invariance of the energy, i.e., ener-
gies given by a configuration and translated and rotated
ones have a same value. Elimination of the degeneracy is
desired for accurate evaluation of PES. Therefore, a set
called “descriptor” (or “fingerprint”)31 is introduced as
F (S)i =
{
FI
(
∆
(S)
i
) ∣∣∣ I = 1, · · · ,M} , (20)
where FI and M are an function FI : ∆
(S)
i → R and the
number of them, respectively. Using the descriptor, the
6total energy is given as
E
(S)
tot
(
R(S)
)
=
N(s)∑
i=1
E
(S)
part
(
F (S)i
)
, (21)
The descriptor F (S)i is typically a set of functions of rel-
ative distances between atoms and angles between two
vectors from one atom to other two atoms, which are
obviously translational and rotational invariant. For ex-
ample, the following function was proposed44,45,
F
(d)
I
(
∆
(S)
i
)
=
N(S)∑
j=1,j 6=i
f
(d)
i,j;I , (22)
f
(d)
i,j;I = exp
[
−ηI (rij − rI)2
]
, (23)
where rij = |rij | and ηI and rI are parameters. The func-
tion (23) works as a detector of bond length around rI ,
and it is obviously translational and rotational invariant.
Here is an another example of the function44,45,
F
(a)
I
(
∆
(S)
i
)
=
N(S)∑
j=1,j 6=i
N(S)∑
k=1,k 6=i,j
f
(a)
i,j,k;I , (24)
f
(a)
i,j,k;I = 2
1−ζI (1 + λI cos θijk)
ζI e−ηI(rij+rik),
(25)
where θijk = rij · rik/rijrik and ζI and λI are parame-
ters. This function can detect the angle, and it is also
translational and rotational invariant. These functions
are usually used as elements of a descriptor, i.e.,
FI =
{
F
(d)
I (I = 1, · · · ,m)
F
(a)
I (I = m+ 1, · · · ,M)
. (26)
C. Extension from small systems to large systems
Toward the extension from small systems to large sys-
tems, we introduce a further assumption: the partial en-
ergy E
(S)
part
(
F (S)i
)
can be approximately determined by
the configuration of the atoms whose distances from the
i-th atom are less than a cutoff radius rc. It is realized
by introducing a new descriptor
G(S)i (rc) =
{
GI
(
∆
(S)
i ; rc
) ∣∣∣ I = 1, · · · ,M} , (27)
where the function GI satisfies the following condition:
GI
(
∆˜
(S)
i ; rc
)
= 0 , (28)
∆˜
(S)
i (rc)
=
{
rij
∣∣∣ rij > rc, j = 1, · · · , i− 1, i+ 1, · · · , N (S)} .
(29)
Using the functions, we obtain the following equation.
E
(S)
part
(
F (S)i
)
' E(S)part
(
G(S)i (rc)
)
, (30)
This assumption means that the partial ener-
gies are determined by not global configura-
tions ∆
(S)
i but local ones ∆
(S)
i \ ∆˜(S)i (rc) ={
rij
∣∣ rij ≤ rc, j = 1, · · · , i− 1, i+ 1, · · ·N (S)}. Note
that the assumption is justified when there is no long
range interaction among the atoms or long range inter-
actions are screened in a system. We show an example
of functions for the local descriptor below,
GI =
{
G
(d)
I (I = 1, · · · ,m)
G
(a)
I (I = m+ 1, · · · ,M)
, (31)
G
(d)
I
(
∆
(S)
i ; rc
)
=
N(S)∑
j=1,j 6=i
f
(d)
i,j;I ξij(rc) , (32)
G
(a)
I
(
∆
(S)
i ; rc
)
=
N(S)∑
j,k=1,j,k 6=i,k 6=j
f
(a)
i,j,k;I ξij(rc) ξij(rc) ,
(33)
ξij(rc) =

1
2
[
cos
(
pirij
rc
)
+ 1
]
(rij ≤ rc)
0 (rij > rc)
.
(34)
Finally, we obtain the following partitioning of the to-
tal energy to the partial energies,
E
(S)
tot
(
R(S)
)
=
N(S)∑
i=1
E
(S)
part
(
G(S)i (rc)
)
, (35)
This partitioning enables us to extend MD simulations
from the small system to a large system by constructing
the total energy in the large system E
(L)
tot as
E
(L)
tot
(
R(L)
)
=
N(L)∑
i=1
E
(S)
part
(
G(L)I (rc)
)
, (36)
where
R(L) =
{
ri
∣∣∣ i = 1, · · · , N (L)} , (37)
G(L)i (rc) =
{
GI
(
∆
(L)
i ; rc
) ∣∣∣ I = 1, · · · ,M} , (38)
∆
(L)
i =
{
rij
∣∣∣ j = 1, · · · , i− 1, i+ 1, · · · , N (L)} ,
(39)
and N (L) is the number of atoms in the large system.
We mention that the function E
(S)
part defined in the small
system works even with the local descriptor in the large
system G(L)I (rc). Because it contains information of the
atom configuration within the cutoff rc, which is consis-
tent with the local descriptor in the small system.
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FIG. 2. Schematics of the Behler-Parrinello high-
dimensional neural networks. This figure shows an example
corresponding to a system containing N atoms and M de-
scriptor functions.
D. Behler–Parrinello neural networks
Now we have a method of the extension. The remain-
ing problem is how to obtain the function E
(S)
part. Ma-
chine learning techniques give a solution of the problem.
Behler and Parrinello (BP) proposed an energy partition-
ing method using neural networks (NNs)44, i.e., the par-
tial energies are determined by HDNNS. Figure 2 shows
a schematics of the BP-NN method. Although this ap-
proach loses explicit physical meaning of the partial en-
ergies, it is effective. It is a common issue about ap-
plication of machine learning techniques, i.e., machine
learning works as a black box.
We mention that there was a serious problem about
the descriptors. The number of the descriptors blows
up as increase of the number of atom types. For exam-
ple, the number of descriptors is in propotion to NtC3 if
they contain the angles between the centered atom and
other two atoms when they have Nt types. Artrith et
al. solved the problem by introducing new descriptor us-
ing the Chebyshev polynomials46. The new descriptor
expresses information of the radial and angular distribu-
tion functions including information of the atom types by
Chebyshev coefficients. They were succeeded in provid-
ing accurate energies of materials containing eleven atom
types46.
E. Similarity between first-principle-based MD and
QMC
Before closing this section, let us discuss the similarity
between first-principle-based MD and QMC, as shown in
Table.II. In first-principle-based MD simulations, forces
among atoms are needed for the dynamics, which are
obtained by derivative of the total energy, i.e., the to-
tal energy as a function of the atom configuration is the
essential quantity. On the other hand, in QMC simu-
lations, the Monte Carlo weights are critical quantity,
which is also a function of the configuration. These two
method are not similar on the view point of algorithm and
physical meaning. But there is a similarity: both of the
energies in MD and Monte carlo weights are functions of
the configuration. Therefore, we can apply the machine
learning techniques in MD simulations to speedup the
QMC simulations based on the similarity.
V. COMBINE SLMC WITH BPNN
A. General Effective Hamiltonian in SLMC
As described in the previous section, the total energy
in the BP neural network is expressed by the sum of
the “partial” energies associated with each atoms in the
system. This expression enables us to have a portabil-
ity: one can increase the number atoms with same neu-
ral networks. According to this method, we introduce
the effective Hamiltonian expressed as the sum of the
“element-wise” Hamiltonian:
Heff(C) =
N∑
j=1
h
αj
eff(N, c
j), (40)
where cj is an “element-wise” configuration around an
“atom” j, which corresponds to Eq. (19) in the original
BP method. Here, N is a number of atoms and αj is a
kind of atoms. The above division is justified in Fermion
systems as follows.
In fermion systems, most methods in various kinds of
systems calculate the partition function Z expressed as
the determinant of the matrix:
Z =
∑
C
detM(C) =
∑
C
w(C). (41)
The dimension of the matrix depends on a method. For
example, in continuous-time QMC (e.g. CT-AUX and
CT-INT) for an impurity model, the dimension of the
matrix M is the number of the vertices on the imaginary-
time axis. The logarithm of the original weight can be
expressed as the sum of the ”element-wise” Hamiltonian,
since the logarithm of the weight lnw(C) is expressed as
lnw(C) = ln detM(C), (42)
=
N∑
j=1
[lnM(C)]jj . (43)
Therefore, the effective Hamiltonian defined in Eq. (40)
can imitate the original model.
8B. Effective Hamiltonian in SLMC
In actual SLMC simulations, we adopt the effective
Hamiltonian defined as
Heff(C) = 1
N
N∑
j=1
h
αj
eff(c
j) + f(N), (44)
Here, f(N) is a polynomial function f(N) =∑nmax
k=0 fkN
k. We assume t h
αj
eff(N, c
j) = (1/N)h
αj
eff(c
j).
This factor 1/N is introduced as the normalization, which
is appropriate for the CTAUX in the previous paper. The
h
αj
eff(c
j) is constructed by neural networks. Note that the
nonlinear function h
αj
eff(c
j) does not depend on j and only
depends on αj , since we assume that the same kind of
atoms feels same interactions.
C. Construction of the element-wise configurations
We have to generate element-wise configurations cj
from C. Usually, in QMC simulations, the configuration
C is a set of positions of ”atoms” (e.g. spins or vertices)
on real and/or imaginary-time axes. We can make the
element-wise configurations cj which consist of the dis-
tances between the atom j and other atoms. However, if
a coordinate is continuous, the set of distances is not a
good configuration since the number of elements of the
input vector cj depends on the number of atoms: we can
not increase the number of atoms. In continuous-time
QMC simulations, the number of atoms changes during
simulations.
One of the method to construct the element-wise con-
figurations on continuous axis is the Chebyshev polyno-
mial expansion method in the field of machine-learning
MD simulations46. The element-wise configuration is
expressed by the basis functions as follows. For sim-
plicity, we consider a configuration which has vertices
on the imaginary-time axis such as a quantum impurity
model. We map the configuration C onto the set of the
element-wise configurations Cele(τi − τj) around a vertex
j: C → {Cele(τ1 − τj), Cele(τ2 − τj), · · · , Cele(τN − τj)}.
The element-wise configuration is expressed by the basis
functions. We introduce the density distribution func-
tions defined as
ρ(τ, Cele(τi − τj)) =
N∑
i=1
δ(τ − τij), (45)
where τij = 2|τi−τj |/β−1 is the distance between atom i
and atom j. This distribution is expanded by the Cheby-
shev polynomial functions46:
ρ(τ, Cele(τi − τj)) =
∑
m
cjmφm(τ), (46)
where
cjm =
N∑
i=1
φm(τij). (47)
Here, φm(x) is the Chebyshev polynomial function
φm(x) = cos(m arccos(x)). Thus, we map the element-
wise configuration Cele(τi − τj) onto the set of mcut co-
efficients of the Chebyshev polynomials Cele(τi − τj) →
{cj0, · · · , cjmcut−1}, as shown in Fig. 1. The element-wise
configuration cj is expressed as cj ≡ {cj0, · · · , cjmcut−1},
which does not depend on the number of atoms.
To introduce a difference of species, we can add another
distribution functions. For example, if the vertex has a
spin index sj and there is spin-reversal symmetry (i.e. the
weight is not changed by flipping all spins), it is better
to add ”spin-density” distribution functions defined as
ρs(τ, Cele(τi − τj)) =
N∑
i=1
sisjδ(τ − τij), (48)
With the use of the Chebyshev polynomial expansions,
we have
ρs(τ, Cele(τi − τj)) =
∑
m
djmφm(τ), (49)
where
djm =
N∑
i=1
sisjφm(τij). (50)
Then, the element-wise configuration cj is cj ≡
{cj0, · · · , cjmcut−1, dj0, · · · , djmcut−1}.
D. Relation between the SLMC with BPNN and
previous effective model
In the previous paper in the CTAUX QMC, the con-
figuration C consists of vertices with a spin index on the
imaginary-time continuous axis. We show that the effec-
tive Hamiltonian in this previous paper can be regarded
as Eq. (44) with linear functions h
αj
eff(c
j) without hid-
den layers. If the function h
αj
eff(c
j) is linear, the effective
Hamiltonian is expressed as
Heff(C) = 1
N
N∑
j=1
WT cj + b+ f(N). (51)
Here, W is M -dimensional vector and M is the number of
the input elements. With the use of the element-wise con-
figuration cj is cj ≡ {cj0, · · · , cjmcut−1, dj0, · · · , djmcut−1},
this effective Hamiltonian is rewritten as
Heff(C) = 1
N
N∑
j=1
mcut∑
m=1
W cl c
j
l−1 +
1
N
N∑
j=1
mcut∑
m=1
W dl d
j
l−1 + f(N).
(52)
Here, the coefficient b is included in f(N). With the use
of Eqs. (47) and (50), we obtain
Heff(C) = 1
N
N∑
i,j=1
L(τi − τj) + 1
N
N∑
i,j=1
J(τi − τj)sisj + f(N),
(53)
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FIG. 3. (Color online) Schematic figures of input and out-
put data in Behler-Parrinello neural networks. The weight is
expressed as a sum of the element-wise effective Hamiltoni-
ans. If we neglect hidden layers, the effective Hamiltonian is
constructed by linear combinations.
where
L(τi − τj) ≡
mcut∑
m=1
W cl φm(τij), (54)
J(τi − τj) ≡
mcut∑
m=1
W dl φm(τij). (55)
This effective Hamiltonian is completely equivalent to
that used in the previous paper.
E. Many body interactions with neural networks
The effective Hamiltonian with linear functions
h
αj
eff(c
j) includes only two-body interactions as shown in
Eq. (53). To include the many-body interactions, we can
add hidden layers. For example, in the case of the neu-
ral networks with one hidden layer with Nu units, the
effective element-wise Hamiltonian is expressed as
h
αj
eff(c
j) = Wˆ
αj
2 F
(
Wˆ
αj
1 c
j + b
αj
1
)
+ b
αj
2 , (56)
with the activation function [F (x)]i = F ([x]i). Here,
Wˆ
αj
1 is the Nu ×M matrix, Wˆαj2 is 1 ×Nu matrix, bαj1
is the Nu-dimensional bias vector, and b
αj
2 is the bias.
The activation function F (x) makes the effective Hamil-
tonian nonlinear, which can represent many-body inter-
actions. The schematic figure of the effective Hamilto-
nian is shown in Fig. 3. We use same weight matrix W
with same atomic species.
VI. DEMONSTRATIONS ON QUANTUM
IMPURITY MODELS
A. Continuous-time QMC for fermions
In continuous-time QMC simulations, by splitting
the Hamiltonian into non-perturbative and perturbative
parts H = H0 + H1, the partition function is expanded
as
Z = Tr
[
e−βH0Tτe−
∫ β
0
H1(τ)dτ
]
, (57)
=
∞∑
N=0
(−1)N
N !
∫ β
0
dτ1 · · ·
∫ β
0
dτNTr
[
Tτe
−βH0H1(τN )
× H1(τN−1) · · ·H1(τ1)] , (58)
=
∑
C
W (C). (59)
Here, a configuration C has N vertices on the imaginary-
time axis13. The number of vertices N changes during
simulation.
B. Continuous-Time interaction expansion
quantum Monte Carlo in impurity models
We demonstrate self-learning CTINT with BPNNs on
impurity model. The CTINT method is a good example
to demonstrate the SLMC with BPNN, since Huang et
al. claimed that the three body interactions are needed
to construct good effective model in CTINT method.21
We consider the Hamiltonian of the single impurity
Anderson model, which is written as the combination of
a free fermion part and interaction part13,22,
H = −µ
∑
σ
nσ +
∑
σ,p
(V c†σap,σ + H.c.)
+
∑
σ,p
pa
†
p,σap,σ + Un↑n↓, (60)
where σ =↑, ↓, c†σ and a†p,σ are the fermion creation op-
erators for an impurity electron with spin σ, and that
for a bath electron with spin σ and momentum p, re-
spectively. nσ is the impurity electron number oper-
ator. We consider a bath with a semicircular density
of states ρ0() = [2/(piD)
√
1− (/D)2] and set the half
bandwidth D = 1 as the energy unit. In the CTINT
algorithm, we rewrite the interaction part expressed as
H1 =
U
2
∑
s=±1
(
n↑ − ρ
2
− sδ
)(
n↓ − ρ
2
+ sδ
)
. (61)
Here, we introduce additional Ising variable s and pa-
rameter δ, and ρ corresponds to the average electron
density51–53. We consider the half filling (ρ = 1).
The non-perturbative part is H0 =
(−µ+ U2 ρ)∑σ nσ +
10∑
σ,p(V c
†
σap,σ + H.c.) +
∑
σ,p pa
†
p,σap,σ. The partition
function is expanded as
Z
Z0
=
∑
C
W (C) =
∑
C
(−U
2
)N
1
N !
∏
σ
detMσ(C). (62)
Here, the N×N matrix Mσ(C) is defined by [Mσ(C)]ij ≡
g0(τi−τj)−ασ(sn)δij with ασ(s) ≡ ρ/2+σsδ. g0(τi−τj)
is the free fermion Green’s function at the impurity site.
We implement the CTINT with the Julia language 0.6.2
and gather training data in this code. We train the neu-
ral networks with one hidden layer as shown in Fig. 3
with 50000 training data, which is done by the Tensor-
Flow 1.4, one of the deep learning frameworks, in Python
3.6.5. The sigmoid function F (x) = 1/(1 + exp(−x)) is
used as the activation function. We develop the batch-
atom normalization, variant of the batch normalization54
which is one of the modern techniques accelerating train-
ing procedures for neural network by normalizing along
batch index. In the batch-atom normalization, we nor-
malize both batch and atomic index j (See, Appendix
A). The input vector is M = 2mcut dimensional vec-
tor: cj = (cj0, · · · , cjmcut−1, dj0, · · · , dmcut−1)T . The total
number of parameters in neural networks with one hidden
layer with Nu units is MNu+Nu+4Nu+Nu+nmax+1 =
MNu + 6Nu + nmax + 1.
Figure 4 shows the inverse-temperature dependence of
the acceptance ratio of the SLMC. We consider U = 3D,
δ = 0.5, V = 1D, and nmax = 3. We set the number
of the SLMC steps n is n = 500. We also consider the
linear SLMC, which is equivalent to the previous effective
Hamiltonian22. In the case with β = 40, the acceptance
ratio with 10 units (Nu = 10) is around 0.8, while that of
the linear SLMC is less than 0.02. The results indicates
that the BPNNs can systematically improve the effective
Hamiltonian with increasing the number of units.
VII. DISCUSSION
A. Computational cost and fast updates.
We estimate the computational cost of SLMC with
BPNNs. The computational cost to calculate the
element-wise effective Hamiltonian heff(c
j) with the neu-
ral networks with one hidden layer is O(NuM) when the
M -dimensional input vector cj are given. The computa-
tional cost to calculate the coefficients cj is O(N) since
there are N δ-functions shown in Eq. (46). Thus, the
computational cost to calculate the effective Hamiltonian
Heff(C) is O(NuMN2), whose order is equivalent to that
in the original CTINT simulation with fast updates13,22.
To speedup SLMC, we reduce the cost to calculate the
coefficients O(N) to O(1) with fast local updates. If
we consider the insertion of the vertex, the new coeffi-
cient cj,newm is calculated as c
j,new
m = c
j,old
m + φm(τiN+1),
whose calculation cost is O(1). With use of this local
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FIG. 4. (Color online) Inverse-temperature dependence of
the acceptance ratio in the self-learning continuous-time in-
teraction expansion quantum Monte Carlo simulation in the
Anderson impurity model. We consider U = 3D, δ = 0.5,
V = 1D and 500 SLMC steps.
update, the total computational cost to calculate the ef-
fective Hamiltonian is O(NuMN). Therefore, the order
of the computational cost of SLMC with BPNNs as a
functional of N is equivalent to that in SLMC in the
previous paper for the CTAUX22.
VIII. CONCLUSION
We developed SLMC method with BPNNs, which can
be considered as a general scheme to construct effec-
tive Hamiltonians with many body interactions even on
continuous axis. We demonstrated the continuous-time
interaction-expansion (CTINT) SLMC with BPNNs on
quantum impurity models. The effective Hamiltonian
without any prior knowledge was obtained. We obtained
the significant improvement of the acceptance rate with
respect to the SLMC with the effective Hamiltonian us-
ing explicit expression. This improvement implies that
obtained effective Hamiltonian of SLMC with BPNNs
includes many body interaction effects, which is omit-
ted in the effective Hamiltonians with the explicit forms.
Our SLMC with BPNNs has many potential applications,
since this method can accept both continuous and dis-
crete indices of interacting particles as inputs of neural
networks.
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Appendix A: Batch-atom normalization
We describe the detail of the batch-atom normaliza-
tion in the CTINT QMC simulation. We consider neu-
ral networks with one hidden layer. The input vector is
cj = (cj0, · · · , cjmcut−1, dj0, · · · , djmcut−1)T . Here, the coef-
ficients are defined as
cjm =
N∑
i=1
φm(τij), (A1)
djm =
N∑
i=1
sisjφm(τij), (A2)
with the pseudo-spin index si. The effective Hamiltonian
is defined as
Heff(C) = 1
N
∑
j=1
heff(c
j) + f(N), (A3)
where
heff(c
j) = Wˆ2F (Wˆ1c
j + b1) + b2, (A4)
=
Nu∑
j1=1
[Wˆ2]j1F
(
[x]jj1
)
+ b2, (A5)
where
[x]jj1 ≡
M∑
j2=1
[Wˆ1]j1j2 [c
j ]j2 + [b1]j1 (A6)
Here, [F (x)]i = F ([x]i) denotes the activation function,
Wˆ1 is the Nu×M matrix, Wˆ2 is 1×Nu matrix, b1 is the
Nu-dimensional bias vector, b2 is the bias, and M is a
number of coefficients cj . We introduce the batch-atom
normalization function G as
heff(c
j) =
Nu∑
j1=1
[Wˆ2]j1G(F
(
[x]jj1
)
) + b2, (A7)
where
G(F
(
[x]jj1
)
) = γj1
F
(
[x]jj1
)
− µj1√
σ2j1 + 
2
+ βj1 . (A8)
Here, the parameters γj1 and βj1 are trainable parame-
ters.  is a small number. The batch-atom mean µj1 and
variance σj1 are defined as
µj1 =
1
NNbatch
Nbatch∑
l=1
N∑
j=1
F
(
[xl]jj1
)
, (A9)
σ2j1 =
1
NNbatch
Nbatch∑
l=1
N∑
j=1
(
F
(
[xl]jj1
)
− µj1
)2
. (A10)
The index l in xl is the index of the training data. Here,
Nbatch is the number of the batch size of the training
data.
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