In this paper, we propose a new Newton-type method for solving the nonlinear complementarity problem (NCP) based on a class of one-parametric NCP-functions, where an approximate Newton direction can be obtained by solving a modified Newton equation in each iteration. The method is shown to be globally convergent without any additional assumption. To investigate the fast convergence of this class of methods, we propose a modified version of the proposed method and show the method is globally and locally superlinearly convergent. The preliminary numerical results show the effectiveness of the modified method.
Introduction
Consider the nonlinear complementarity problem NCP(F)
where F : R n → R n is a continuously differentiable function. We assume that F is a P  -function throughout this paper. It is well known that NCP(F) can be reformulated as a system of nonsmooth equations, where the so-called NCP-function plays an important role in this class of methods. In this paper, we use a family of NCP-functions based on the FB function, which was introduced by Kanzow and Kleinmichel [] ,
where λ is a fixed parameter such that λ ∈ (, ). In the case of λ = , the NCP-function φ λ obviously reduces to the Fischer-Burmeister function. By using φ λ defined by (), the NCP is equivalent to a system of nonsmooth equations
Let θ λ (x) =   λ (x)  . Then solving NCP(F) is equivalent to solving the unconstrained minimization min x∈R n θ λ (x) with the optimal value . Kanzow and Kleinmichel [] studied the properties of λ and θ λ and proposed the corresponding semismooth Newton method. Their method first attempted to use the Newton direction, but if the Newton equation is unsolvable or the Newton direction is not a direction of sufficient decrease for θ λ , then it switches to the steepest descent direction. In this paper, we propose a Newton-type method for the P  -NCP(F), where, in each iteration, we need to construct an approximation of ∂ λ (x) (the Clarke subdifferential of λ at x, which is defined in the next section), which is nonsingular, and hence the directionfinding problem can be solved only by solving a system of perturbed Newton equations. We show that the proposed method is globally convergent without any additional assumption. The proposed method is similar to the one discussed by Yamashita and Fukushima [] , where the NCP-function φ FB was used. Since φ FB is a special case of φ λ , the proposed method can be used more widely. However, it is hard for us to discuss the locally fast convergence of the proposed method. In order to investigate the locally fast convergence of this class of methods, we revise the proposed method. We show that the modified method is globally and locally superlinearly convergent. The preliminary numerical results show the effectiveness of the modified method.
Preliminaries
In this section, we recall some basic concepts and known results.
Definition  A matrix M ∈ R n×n is a P  -matrix if each of its principal minors is nonnegative.
It is known that the Jacobian of every continuously differentiable P  -function is a P  -matrix. The following theorem will play an important role in our analysis. Notice that, for a vector a, D a denotes the diagonal matrix with the ith diagonal element being a i . Definition  Let D denote the set {x ∈ R n | is differentiable at x}, then the B-subdifferential of at x is defined as
The Clarke subdifferential of at x is defined as
where co denotes the convex hull of a set.
By the definition of λ , we know that λ is not differentiable at x if x i =  = F i (x) for some i. However, since λ is locally Lipschitz continuous [, Lemma .], ∂ B λ (x) is nonempty at every x ∈ R n . But how to specify the set ∂ B λ (x) exactly at x where ∇ λ (x)
does not exist?
To solve this problem, we construct two mappingsH andĤ which approximate ∂ B λ . For a set X, we denote the power set of X by P(X).
Define the mappingH : R n → P(R n×n ) as
Here, C λ denotes the constant  -
, and
In the following, we defineĤ similarly toH, which is a subset ofH. The mappingĤ :
Here Z(x) = {z ∈ R n |z i = , if i ∈ β}, and β denotes the set {i|x i =  = F i (x)}. The components of a vector g(x, z) are given by
and the components of a vector h(x, z) are given by
Remark From (), we find that, for every
It is the same with elements inĤ.
The mappingsH andĤ have the following property which will play an important role in our analysis. 
Theorem  For an arbitrary x
where z ∈ Z(x) and {ε k } is a sequence of positive numbers converging
We can see, by continuity, that if ε k is small enough, then for each i, either y
T tends to the ith row ofĤ. So, we only concern the case of i ∈ β.
where
By Taylor-expansion, we have, for each i ∈ β,
Substituting () into () and passing to limit, we have, by the continuity of ∇F, that the rows of ∇ λ (y k ) T tend to the corresponding rows ofĤ when i ∈ β. Hence, ∇ λ (y k ) T tends toĤ.
In this paper, we present two algorithms. The first one, which is presented in Section , uses matrices obtained by perturbingH ∈H. We will establish its global convergence. While in Section , we present another algorithm based onĤ ∈Ĥ, which is a restricted version of the first one. The second algorithm can be superlinearly convergent.
Algorithm and global convergence
Considering the Newton-type method, the direction-finding problem is solved byHd = -λ (x k ), whereH ∈H(x k ). However,H is not necessarily nonsingular. In this section, we will perturbH toG, which is nonsingular. Then a search direction can be obtained by solvingGd = -λ (x k ). Now, let us constructG as follows.
First, mapping i :
where ε ∈ (,  -√ C λ /), and σ : R + → R + is a nondecreasing continuous function such that σ () =  and σ (t) >  for all t > .
Because ε ∈ (,  -
, it is obvious that for (a, b) ∈˜ (x), the case of -ε < a i and -ε < b i will not happen.
In the following, we constructG as
wherep andq are vectors such that
with (ã,b) ∈˜ (x), and (
If θ λ (x) > , the definition of i and () imply that both Dp, Dp are negative definite matrices. Furthermore, we defineG : R n → P(R n×n ) as follows:
It is obvious thatG = Dp + DqF (x) andH = Dã + D˜bF (x) are closely related.G is nonsingular under proper conditions.
Theorem  If x is not a solution of
Proof For everyG ∈G(x), if θ λ (x) > , then it follows from the definition ofG that Dp and Dq are negative definite matrices. Since F is a P  -function, the Jacobian of F is a P  -matrix. So, F (x k ) is a P  -matrix. Hence, by Theorem ,G is nonsingular.
By the mappingG, we define˜ :
It is easy to see that˜ (x) is nonempty for every x such that θ λ (x) > . Now we give the first algorithm.
Algorithm 
Step . Initialization:
, and set k := .
Step . Termination criterion: if θ λ (x) = , stop. Otherwise, go to Step .
Step . Search direction calculation: find a vector
Step . Line search: let m be the smallest nonnegative integer such that
Step . Update: set 
It is obvious that ∇θ λ (x * ) T d * =  is satisfied.
• Suppose that inf{t k } = . In this case, we assume lim k→∞ k∈K t k =  without loss of generality. By line search, we have
We get the contradiction. The proof is complete.
Modified algorithm and fast convergence
In the above section, we established global convergence of Algorithm . It determines a search direction based onH which contains the generalized Jacobian ∂ B λ (x). However, it is hard for us to show the superlinear convergence of Algorithm . In the following, we should modify the search direction properly to accelerate the convergence of algorithm.
By the definition ofĤ, we know thatĤ ∈Ĥ is not necessarily nonsingular. Can we perturb H similar toH? Next, we give a positive answer to this question. DefineĜ aŝ
with (â,b) ∈ˆ (x), and (
If θ λ (x) > , the definition of i and () imply that both Dp, Dp are negative definite matrices.
MappingĜ :
From Theorem ,Ĥ ⊆H. It is obvious thatĜ ⊆G. And from Theorem , everyĜ ∈Ĝ(x) is nonsingular if θ λ (x) > .
Defineˆ :
For any x, sinceĜ(x) ⊆G(x), we obtainˆ (x) ⊆˜ (x). Hence,ˆ (x) is nonempty for every x such that θ λ (x) > . Next, we will give the second algorithm. The search direction is chosen fromˆ (x). The only difference from Algorithm  is the search direction. http://www.journalofinequalitiesandapplications.com/content/2012/1/286
Algorithm 
Step . Initialization: choose λ ∈ (, ), x  ∈ R n , ρ ∈ (, .), β ∈ (, ), and set k := .
Step . Search direction calculation: find a vector d k ∈ˆ (x k ).
Step . Update: set x k+ := x k + t k d k , where t k = β m , k := k + , and go to Step .
Sinceˆ (x k ) ⊆˜ (x k ) at each x k as mentioned above, global convergence of Algorithm  is directly obtained from Theorem . We state the following theorem without proof.
Theorem  Every accumulation point of a sequence {x k } generated by Algorithm  is a solution of NCP(F).
In the following, we focus our attention on the superlinear convergence rate of Algorithm . To begin with, we assume that the sequence {x k } generated by Algorithm  has a unique limit point x * .
Lemma  We have x
Proof For each k, we have
. Moreover, by the definition of i and (), we have
Consequently, it follows that It then follows from Lemma  that
The proof is complete.
Numerical results
In this section, we do some preliminary numerical experiments to test Algorithm  and compare its performance with that of the algorithms proposed in Chen and Pan [] and Sun and Zeng [] . First, we set β = ., ρ =  - , ε = . and σ (t) = . min{, t}.
For z ∈ Z(x), we define
The stopping criterion for Algorithm  is θ λ (x k ) ≤  - . The programs are coded in MATLAB and run on a personal computer with a . GHZ CPU processor. The meaning of the columns in the tables are stated as follows: iter: the total iteration number, resi: the value of θ λ (x).
Problem  Let F(x) = Ax + q, where
The corresponding complementarity problem has the unique solution. Table  lists the test results for Problem  with different n, λ and initial points a = (-, . . . , -)
From Table  , we see that the test results for λ ∈ (, ) are better than for other cases. Especially, the good numerical results are obtained when λ closes to . Then we compare the test results with Chen and Pan [], where we set p = , ε = .e-, σ = .e-, β = . for convenience. Table  lists Consider the following problem: find u such that
where f (u, x, y) is a continuously differentiable P  -function. We discretize the problem by the five-point difference scheme with mesh-step h. Then we get the following complementarity problem: find x ∈ R n such that
Set initial point as x  = (, . . . , ) T . Table  lists the test results with different functions f , λ, and h.
From Table  , we have the following observations.
• Our test results become better when λ decreases. It is obvious that when λ =  the result is not good enough. That is to say, Algorithm  with the NCP-function φ λ The above examples indicate that the results are better when λ closes to . A reasonable interpretation for this is that the values of g i (x, z) and h i (x, z) become smaller when λ increases and hence causes some difficulty for Algorithm . This also implies that the performance of Algorithm  will become worse when p increases. When λ → , the NCP obviously reduces to min{x, F(x)} = . But it is a nonsmooth equation so we cannot use this method.
Concluding remarks
In this paper, we have studied a class of one-parametric NCP-functions φ λ (·, ·) which include the well-known Fischer-Burmeister function as a special case and proposed modified Newton-type algorithms for solving P  complementarity problems.
Numerical results for the test problems have shown that this method is promising when λ ∈ (, ). Moreover, our numerical results indicated that the performance of the modified Newton-type method becomes better when λ decreases, which is a new and important numerical result. We believe that Algorithm  can effectively solve more practical problems if they can be reformulated as an NCP(F). We leave this as a future research topic.
