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Abstract
This paper focuses on robust estimation in the structural errors-in-variables (EV) model. A
new class of robust estimators, called weighted orthogonal regression estimators, is
introduced. Robust estimators of the parameters of the EV model are simply derived from
robust estimators of multivariate location and scatter such as the M-estimators, the S-
estimators and the MCD estimator. The inﬂuence functions of the proposed estimators are
calculated and shown to be bounded. Moreover, we derive the asymptotic distributions of the
estimators and illustrate the results on simulated examples and on a real-data set.
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1. Introduction
The errors-in-variables (EV) model has given rise to an extensive literature notably
in the Biometrics and in the Econometrics ﬁelds. Fuller [17] gives a summary of the
principal results concerning EV models. In the multivariate case, we consider
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unobservable vectors zi ¼ ðx0i; yiÞ0; i ¼ 1;y; n where xiAR p1; yiAR and which are
linearly related by yi ¼ x0ibþ a with bAR p1 and aAR: These variables are subject to
measurement errors and we only observe Zi ¼ zi þ ei with ei; i ¼ 1;y; n
independent and identically distributed vectors with zero mean and diagonal
covariance matrix. The model is called functional when the xi are deterministic [2]
and it is called structural when the xi are considered as random variables [1]. In this
paper, we focus on the structural model and assume that zi and ei are independent
and that the error variances are equal (denoted by s2).
It is well known that in the EV model, the ordinary least-squares (OLS) estimators
are biased and inconsistent and that orthogonal regression is better in that case [16].
However, both methods are very sensitive to outliers in the data and some robust
alternatives have been proposed. Brown [3] and Ketellapper and Ronner [25] applied
robust ordinary regression techniques in the EV model. Zamar [38] proposed robust
orthogonal regression M-estimators and shows that it outperforms the robust
ordinary regression. Cheng and Van Ness [6] generalize the proposal of Zamar by
deﬁning robust orthogonal Generalized M-estimators which have bounded inﬂuence
function in the simple case. Recently, in a more general context, He and Liang [19]
propose a regression quantile approach in the EV model which allows for heavier-
tailed errors distribution than the gaussian distribution.
In the present paper, we propose a new class of robust orthogonal regression
estimators called robust weighted orthogonal regression estimators. These estimators
are deﬁned through a weighted least-squares criterion and are easily derived from
robust multivariate estimators of location and scatter. We consider three robust
multivariate estimators of location and scatter namely, the M-, the S- and the MCD
estimators (see [9], for a review). For each of these estimators, we calculate the
inﬂuence functions of the corresponding estimators in the EV model and show that
they are bounded. We also derive the asymptotic variances of the proposed
estimators in the EV model. Finally, we compare the robust estimators based on the
M-, S- and MCD estimators with the usual nonrobust estimators on some simulated
examples and on a real-data set.
The paper is organized as follows. In the Section 2, we propose to deﬁne robust
estimators of the slope and intercept parameters in the multivariate EV model by
minimizing a weighted general least-squares criterion based on some robust
multivariate estimators of location and scatter. In the Section 3, we calculate the
inﬂuence functions of the proposed estimators for different robust mutivariate
estimators, namely the M-, S- and MCD estimators. We use these inﬂuence functions
to derive the asymptotic variances of the slope and intercept estimators. Finally, in
the Section 4, we validate the results on simulated experiences and on a real-data set.
2. Deﬁnition of the robust weighted orthogonal regression
Let Zi ¼ ðX 0i ; YiÞ0 and zi ¼ ðx0i; yiÞ0 with yi ¼ x0ibþ a: We have: Zi ¼ zi þ ei: The
model is a random effect model [1] with zi belonging to the afﬁne direction Da;b ¼
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fðx; yÞ=y ¼ x0bþ ag: We deﬁne a new class of robust estimators of a and b by
minimizing the following criterion:Xn
i¼1
wðjjZi  mnjj2S1n ÞjjZi  zijj
2; ð1Þ
where jjZi  mnjj2S1n ¼ ðZi  mnÞ
0S1n ðZi  mnÞ; w is a weight function from Rþ into
Rþ and mn and Sn are multivariate estimators of location and scatter. Note that this
criterion is invariant by translation and orthogonal transformations.
We denote by PDa;b the orthogonal projector onto the afﬁne direction Da;b:
We haveXn
i¼1
wðjjZi  mnjj2S1n ÞjjZi  zijj
2
¼
Xn
i¼1
wðjjZi  mnjj2S1n ÞjjZi PDa;bðZiÞjj
2
þ
Xn
i¼1
wðjjZi  mnjj2S1n Þjjzi PDa;bðZiÞjj
2:
So, criterion (1) is minimized by zi ¼ PDan ;bn ðZiÞ with Dan;bn minimizingXn
i¼1
wðjjZi  mnjj2S1n ÞjjZi PDa;bðZiÞjj
2:
Let
mR;n ¼
Pn
i¼1 wðjjZi  mnjj2S1n ÞZiPn
i¼1 wðjjZi  mnjj2S1n Þ
ð2Þ
and
SR;n ¼
Pn
i¼1 wðjjZi  mnjj2S1n ÞðZi  mR;nÞðZi  mR;nÞ
0Pn
i¼1 wðjjZi  mnjj2S1n Þ
ð3Þ
be the one-step reweighted versions of the mn and Sn estimators, respectively. The
afﬁne direction Dan;bn contains mR;n and is orthogonal to the direction spanned by an
eigenvector vn associated with the smallest eigenvalue of SR;n:
The weighted orthogonal regression estimators of the slope and the intercept are
given by
bn ¼ 
vx;n
vy;n
and an ¼ mR;y;n  m0R;x;nbn;
where vn ¼ ðv0x;n; vy;nÞ0; vx;nAR p1; vy;nAR and mR;n ¼ ðm0R;x;n; mR;y;nÞ0; m0R;x;nAR p1;
mR;y;nAR:
The simple choice w  1 corresponds to the classical orthogonal regression also
called total least squares (TLS). These estimators are the maximum likelihood
estimators in the gaussian case but are highly sensitive to the presence of outliers in
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the data. Introducing a decreasing weight function w ensures that observations with
large jjZi  mnjj2S1n are downweighted. Theoretical results are given under general
assumptions on the weight function w and under the assumption that Zi has a ﬁnite
fourth moment. In the examples, since we propose to use the simple weight function
1½0;c where c is the 97.5% quantile of a w2 distribution with p degrees of freedom, this
assumption on ﬁnite fourth moment is not necessary. Three robust estimators of
multivariate location and scatter are considered hereafter, namely the M-, S- and
MCD estimators. We index the estimators mn; Sn; an and bn by M, S or
MCD according to the robust multivariate location and scatter estimators
we use.
First, we consider multivariate M-estimators of location and scatter. Let u1 and u2
be two nonnegative functions. M-estimators are implicitly deﬁned by
mM;n ¼
Pn
i¼1 u1ðjjZi  mM;njjS1M;nÞZiPn
i¼1 u1ðjjZi  mM;njjS1M;nÞ
;
SM;n ¼ 1
n
Xn
i¼1 u2ðjjZi  mM;njj
2
S1M;n
ÞðZi  mM;nÞðZi  mM;nÞ0:
The existence and the uniqueness of the solution, as well as the consistency and the
asymptotic normality, were ﬁrst derived by Maronna [31] under certain conditions,
which include that d/du2ðdÞ is nondecreasing. General results on the existence and
the uniqueness of the solution for important classes of M-estimates are given in
[24,36]. Assuming monotonicity of u2; Maronna [31] showed that the breakdown
point of multivariate M-estimators is at most 1
pþ1: Therefore, M-estimators are less
robust as the dimension increases.
Let us consider that the Zi are elliptically distributed with density
f ðzÞ ¼ jSj12gðjjz  mjj2S1Þ ð4Þ
with m ¼ ðm0x; myÞ0AR p; SAPDSð pÞ; where PDSð pÞ is the class of positive-deﬁnite
symmetric p  p matrices, and g : ½0;N½-½0;N½ is independent of z; m and S: Note
that if we choose wðd2Þ ¼ u1ðdÞ ¼ u2ðd2Þ ¼ 2g0ðd2Þ=gðd2Þ; then the slope and the
intercept estimators bM;n and aM;n are the maximum likelihood estimators of b and a:
Asymptotic properties of these estimators are developed in [14]. In the examples, we
consider, as [9], the weight functions:
u1ðtÞ ¼
cHðt;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2p;0:9
q
Þ
t
and u2ðtÞ ¼
cHðt; w2p;0:9Þ
e0t
with the Huber’s function cHðt; kÞ ¼ maxfk;minft; kgg and the constant e0 chosen
in order to ensure the consistency of the scatter estimator at the normal distribution.
Secondly, we consider multivariate S-estimators of location and scatter [34,12]
which are deﬁned in the following way. Let r be a function from Rþ into Rþ:
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The S-estimators ðmS;n;SS;nÞ minimizes detðVÞ under the constraint
1
n
Xn
i¼1
rðjjZi  mjjV1Þ ¼ b0:
among all ðm; VÞAR p  PDSð pÞ: Generally, the constant b0 is chosen equal to
EF ðrðjjZ  mjjV1ÞÞ where F is the assumed distribution of the Zi; typically the
multivariate normal distribution, and the function r is differentiable. To have a
nonzero breakdown point, r must be bounded and the breakdown point is given by
the ratio of b0 and the maximum of r [30]. In contrast with M-estimators, S-
estimators have a high breakdown point in any dimension. Properties of S-
estimators have been investigated by Davies [12] and Lopuhaa¨ [27]. In the examples,
we consider, as [9], the biweight function rðtÞ ¼ minft2
2
 t4
2f 2
0
þ t6
6f 4
0
;
f 2
0
6
g where f0 is such
that rðf0Þ ¼ b0=d with d ¼ 0:25 or 0.5.
Finally, we consider the minimum covariance determinant estimator denoted by
MCD [33] which is determined by selecting a subset fZi1 ;y; Zihng of size
hn ð1phnpnÞ which minimizes the determinant of the covariance matrix calculated
with the observations of this subset, among all possible subsets of size hn: The MCD
estimators of location and scatter are deﬁned by
mMCD;n ¼
1
hn
Xhn
j¼1
Zij ;
SMCD;n ¼ cd
hn
Xhn
j¼1
ðZij  mMCD;nÞðZij  mMCD;nÞ0;
where cd is a constant deﬁned in order to obtain a consistent estimator typically at
the multivariate gaussian distribution. In the univariate case, mMCD;n and SMCD;n
correspond to the least trimmed squares estimators. In this case, asymptotic
properties have been obtained by Butler [4], Rousseeuw [33] and Croux and
Rousseeuw [10]. In the general case, the theoretical properties of the MCD
estimators have been investigated in [5,9]. The size of the subset equals hn ¼
½nð1 dÞ with dp0:5 and the breakdown point is equal to d: Hereafter, in order to
have a consistent estimator, we use
cd ¼ ð1 dÞ p
p
2
Gðp
2
þ 1Þ
Z rd
0
r pþ1gðr2Þ dr
 !1
;
where rd is determined by
2p
1
2
Gðp
2
Þ
Z rd
0
r p1gðr2Þ dr ¼ 1 d:
The an and bn estimators are derived from mR;n and SR;n which are one-step
reweighted estimators with mn and Sn as initial estimators. One-step reweighted
estimators have been studied notably in [29,30]. It is shown that one-step reweighted
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estimators inherit the robustness properties of the initial estimators. Notably, the
breakdown point is preserved. In the following, we index by RC ¼ RM; RS and
RMCD the reweighted estimators obtained, respectively, with C ¼ M; S and MCD
as initial estimators.
3. Inﬂuence function and asymptotic properties
In the following, we focus on the problem of estimating the parameters b and a of
the model when the distribution of Zi is elliptical with density given by (4). We
denote by l1Xl2XyXlp14lp the eigenvalues of S: We denote by v ¼ ðvx 0; vyÞ0;
with vxAR p1 and vyAR; an eigenvector associated with the smallest eigenvalue lp of
S and by Pj the p  p orthogonal projection matrix on the eigenspace associated with
lj; j ¼ 1;y; p:
3.1. Influence function
The inﬂuence function measures the sensitivity of the functional to small amounts
of contamination in the distribution. By deﬁnition, the inﬂuence function of the
functional version of an estimator T at F is given by
IFðz;T ; FÞ ¼ lim
er0
Tðð1 eÞF þ eDzÞ  TðFÞ
e
;
where Dz is a Dirac measure putting all its mass on z: In other words, the inﬂuence
function describes the effect of an inﬁnitesimal contamination at the point z on the
estimator, standardized by the mass of the contamination. If its inﬂuence function is
bounded then the estimator is said B robust. For more details and interpretation of
the inﬂuence function, see [18].
The inﬂuence functions of the naturally associated functional versions of the slope
and the intercept estimators are determined from the inﬂuence functions of the
naturally associated functionals versions of the location and scatter estimators. As
soon as we consider the functional version of an estimator, we drop the index n
which corresponds to the empirical version of the estimator. We recall the
inﬂuence functions for the M-, S- and MCD estimators hereafter. For the M-
estimators [31],
IFðz;mM; FÞ ¼
1
a0
u1ðjjz  mjjS1Þðz  mÞ;
IFðz;SM; FÞ ¼ 1
a1
u2ðjjz  mjj2S1Þ ðz  mÞðz  mÞ0 
1
p
jjz  mjj2S1S
 	
þ u2ðjjz  mjj
2
S1Þjjz  mjj2S1  p
Eðu02ðjjZ  mjj2S1ÞjjZ  mjj2S1Þ þ p
S;
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where a0 ¼ E u1ðjjZ  mjjS1Þ þ
1
p
u01ðjjZ  mjjS1ÞjjZ  mjjS1
 	
and a1 ¼ 1þ 2
pð p þ 2Þ Eðu
0
2ðjjZ  mjj2S1ÞjjZ  mjj4S1Þ:
For the S-estimators [27],
IFðz;mS; FÞ ¼
1
a2
r0ðjjz  mjjS1Þ
jjz  mjjS1
ðz  mÞ;
IFðz;SS; FÞ ¼ p
a3
r0ðjjz  mjjS1Þ
jjz  mjjS1
ðz  mÞðz  mÞ0 þ 2
a4
ðrðjjz  mjjS1Þ  b0Þ

 1
a3
r0ðjjz  mjjS1Þjjz  mjjS1
	
S;
where a2 ¼ E 1 1
p
 	
r0ðjjZ  mjjS1Þ
jjZ  mjjS1
þ 1
p
r00ðjjZ  mjjS1Þ
 	
;
a3 ¼ 1
p þ 2 Eðr
00ðjjZ  mjjS1ÞjjZ  mjj2S1 þ ð p þ 1Þr0ðjjZ  mjjS1ÞjjZ  mjjS1Þ
and a4 ¼ Eðr0ðjjZ  mjjS1ÞjjZ  mjjS1Þ:
For the MCD estimators [8]
IFðz;mMCD; FÞ ¼ 
1
2a5
1fjjzmjj2
S1pqdg
ðz  mÞ;
IFðz;SMCD; FÞ ¼  1
2a6
1fjjzmjj2
S1pqdg
ðz  mÞðz  mÞ0 þ oðjjz  mjjS1ÞS;
where qd ¼ G1ð1 dÞ with GðtÞ ¼ PðjjZ  mjj2S1ptÞ;
a5 ¼ 2p
p
2
Gðp
2
Þ
Z ﬃﬃﬃqdp
0
g0ðr2Þr pþ1 dr;
a6 ¼ p
p
2
ð p þ 2ÞGðp
2
þ 1Þ
Z ﬃﬃﬃqdp
0
g0ðr2Þr pþ3 dr
and o is a certain real-valued function.
Lopuhaa¨ [29] gives the inﬂuence function of one-step reweighted estimators of
multivariate location and scatter. We use these results and derive easily the inﬂuence
functions of reweighted orthogonal regression estimators of the slope and the
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intercept. The inﬂuence functions IFðz; mRC; FÞ and IFðz;SRC; FÞ of the reweighted
estimators deﬁned by (2) and (3) are given by
IFðz;mRC; FÞ ¼
d2
d1
IFðz; mC; FÞ þ
1
d1
wðjjz  mjj2S1Þðz  mÞ;
IFðz;SRC; FÞ ¼ d4
d1
IFðz;SC; FÞ þ d4
2d1
trðIFðz;SC; FÞÞS ð5Þ
þ 1
d1
wðjjz  mjj2S1Þðz  mÞðz  mÞ0 
d3
d1
S; ð6Þ
where
d1 ¼ 2p
p
2
Gðp
2
Þ
Z þN
0
wðr2Þgðr2Þr p1 dr;
d2 ¼ 2p
p
2
Gðp
2
Þ
Z þN
0
wðr2Þ gðr2Þ þ 2
p
g0ðr2Þr2
 	
r p1 dr;
d3 ¼ 1
p
2p
p
2
Gðp
2
Þ
Z þN
0
wðr2Þgðr2Þr pþ1 dr;
d4 ¼ 2p
p
2
Gðp
2
Þ
Z þN
0
wðr2Þ r
2
p
gðr2Þ þ 2r
4
pð p þ 2Þ g
0ðr2Þ
 	
r p1 dr:
Proposition 1. The influence functions of the slope b and the intercept a estimators as
defined in the second section, at F ; are given by
IFðz;bC ; FÞ ¼
gCðjjz  mjjS1Þ
vyc0
Ib
Xp1
j¼1
1
lj  lp Pjðz  mÞðz  mÞ
0
v
and IFðz; aC ; FÞ ¼ ðb0; 1Þ IFðz; mrC ; FÞ  m0xIFðz; bC ; FÞ
with C ¼ TLS;M; S;MCD:
gTLSðtÞ ¼ 1;
gMðtÞ ¼
d4
d1
1
a1
u2ðt2Þ þ 1
d1
wðt2Þ;
gSðtÞ ¼
d4
d1
p
a3
r0ðtÞ
t
þ 1
d1
wðt2Þ
gMCDðtÞ ¼ 
d4
d1
1
2a6
1ft2pqdg þ
1
d1
wðt2Þ;
c0 ¼ d3=d1; is a consistency factor and Ib ¼ ðIp1; bÞ
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Proof. The inﬂuence function of b is deﬁned by
IFðz;bC ; FÞ ¼ lim
er0
1
e
ðbðð1 eÞF þ eDzÞ  bðFÞÞ
¼  1
vyðFÞ Ib limer0
1
e
ðvðð1 eÞF þ eDzÞ  vðFÞ
 	
:
Therefore,
IFðz;bC ; FÞ ¼ 
1
vyðFÞ IbIFðz; vC ; FÞ:
We have
Sðð1 eÞF þ eDzÞ ¼ SðFÞ þ eIFðz;SRC; FÞ þ Oðe2Þ
and by using the perturbation theory [22],
vðð1 eÞF þ eDzÞ ¼ vðFÞ þ e
Xp1
j¼1
1
c0ðlp  ljÞ PjIFðz;SRC; FÞvðFÞ þ Oðe
2Þ
So; IFðz; vC ; FÞ ¼ gCðjjz  mjjS1Þ
Xp1
j¼1
1
c0ðlp  ljÞ Pjðz  mÞðz  mÞ
0
vðFÞ:
Finally,
IFðz;bC ; FÞ ¼
gCðjjz  mjjS1Þ
vyc0
Ib
Xp1
j¼1
1
lj  lp Pjðz  mÞðz  mÞ
0
v:
The inﬂuence function of a is given by
IFðz; aC ; FÞ ¼ lim
er0
myðð1 eÞF þ eDzÞ  myðFÞ
e

 m0xðFÞ
bðð1 eÞF þ eDzÞ  bðFÞ
e
 b0ðð1 eÞF þ eDzÞ mxðð1 eÞF þ eDzÞ  mxðFÞe
	
:
Therefore,
IFðz; aC ; FÞ ¼ IFðz; mRC;y; FÞ  m0xðFÞIFðz; bC ; FÞ  b0IFðz; mRC;x; FÞ
¼ ðb0; 1ÞIFðz; mRC; FÞ  m0xIFðz; bC ; FÞ &
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Remark 1. For the simple errors-in-variables model we have
IFðz;bC ; FÞ ¼
1
c0
gCðjjz  mjjS1Þ
ðl1  l2Þ ð1; bÞðz  mÞðz  mÞ
0ðb; 1Þ0:
Thus, as soon as we consider B robust reweighted M-, S- or MCD location and
scatter estimators, the inﬂuence functions of the associated estimators of the slope
and the intercept are bounded. In particular, this is true for the estimators we focus
on in the examples.
Now, we derive the consistency and the asymptotic distribution of the slope and
the intercept estimators from results on the associated reweighted estimators of
location and scatter. The consistency of the multivariate estimators of location and
scatter has been derived by Maronna [31] and Huber [20] for the M-estimators, by
Davies [12] and Lopuhaa¨ [27,28] for the S-estimators and by Butler et al. [5] for the
MCD estimators. The consistency of the reweighted estimators of location and
scatter is based on the following lemma by Le Cam [26] which is a uniform version of
the strong law of large numbers.
Lemma 1. Let X1; X2;y; be independent and identically distributed random variables
and gðx; yÞ a continuous function in yAY where Y is a compact set. If there exists a
function H such that EðHðX ÞÞoN and jjgðx; yÞjjpHðxÞ; for all x and y; then
supyAYjj1n
Pn
i¼1 gðXi; yÞ  EðgðX ; yÞÞjj converge a.s. to 0.
Since the initial estimators mC;n and SC;n converge a.s. to m and S; respectively,
there exist a compact set and an integer N such that for all n4N; ðmC;n;SC;nÞ are
inside this compact set with probability one. So, under the hypothesis that w is
bounded and almost everywhere continuous on ½0;þN½; we can use the lemma and
we obtain the a.s. convergence of
1
n
Xn
i¼1
wðjjZi  mC;njj2S1c;nÞðZi  mC;nÞ to :
EðwðjjZ  mjj2S1ÞðZ  mÞÞ ¼EðwðjjZ  mjj2S1ÞjjZ  mjjS1ÞE
Z  m
jjZ  mjjS1
 	
¼ 0:
Then mRC;n converges a.s. to m:
By the same way,
SRC;n ¼
Pn
i¼1 wðjjZi  mC;njj2S1C;nÞðZi  mC;nÞðZi  mC;nÞ
0
Pn
i¼1 wðjjZi  mC;njj2S1C;nÞ
converges a:s: to :
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EðwðjjZ  mjj2S1ÞðZ  mÞðZ  mÞ0Þ
EðwðjjZ  mjj2S1ÞÞ
¼EðwðjjZ  mjj
2
S1ÞjjZ  mjj2S1Þ
EðwðjjZ  mjj2S1ÞÞ
 E ðZ  mÞðZ  mÞ
0
jjZ  mjj2S1
 !
¼EðwðjjZ  mjj
2
S1ÞjjZ  mjj2S1Þ
pEðwðjjZ  mjj2S1ÞÞ
S
¼ c0S:
Remark 2. The deﬁnitions of an and bn relies on the eigenvectors of SRC;n: So, we
need the convergence of SRC;n to S up to a proportionality coefﬁcient.
Proposition 2. Assume that w is bounded with bounded variation and almost
everywhere continuous on ½0;þN½: The asymptotic distribution of robust weighted
orthogonal estimators of the slope and intercept are respectively:ﬃﬃﬃ
n
p ðbC;n  bÞ!d Nð0;ASVCðbÞÞ;
ﬃﬃﬃ
n
p ðaC;n  aÞ!d Nð0;ASVCðaÞÞ;
where
ASVCðbÞ ¼ Eðg2CðjjZ  mjjS1ÞjjZ  mjj4S1Þ
1þ jjbjj2
pð p þ 2Þc20
Xp1
j¼1
ljlp
ðlj  lpÞ2
IbPjI
0
b;
ASVCðaÞ ¼ Eðx2CðjjZ  mjjS1ÞjjZ  mjj2S1Þ
lpð1þ jjbjj2Þ
p
þ m0xASVCðbÞmx;
xTLSðtÞ ¼ 1; ð7Þ
xMðtÞ ¼
d2
d1a0
u1ðtÞ þ 1
d1
wðt2Þ; ð8Þ
xSðtÞ ¼
d2
d1
r0ðtÞ
a2t
þ 1
d1
wðt2Þ; ð9Þ
xMCDðtÞ ¼ 
d2
d1
1
2a5
1ft2pqag þ
1
d1
wðt2Þ: ð10Þ
Proof. The asymptotic properties of the orthogonal least-squares estimators are
given under general assumptions in [15] as an example of sample mean and
covariance function. For robust weighted orthogonal regression estimators, under
the assumption that w is bounded and almost everywhere continuous on ½0;þN½; bn
and an converge a.s. to b and a; respectively. If we assume in addition that w has
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bounded variation, the reweighted estimators of location and scatter are
asymptotically normal. So, it is possible to derive the asymptotic distribution of
bC;n and aC;n by using the results of Tyler [37], Dauxois et al. [11] and Doussou-
Gbete and Pousse [13]. But hereafter, we derive the asymptotic variances of bC;n and
aC;n from the inﬂuence functions.
We have ASVCðbÞ ¼
Z
R p
IFðz; bC ; FÞðIFðz; bC ; FÞÞ0dFðzÞ:
We use the following notations:
* vec S denotes the column vector obtained by piling up the columns of the matrix
S;
* # denotes the Kronecker product,
* Kp denotes the commutation matrix p
2  p2 such that Kp  vec A ¼ vec A0:
ASVCðbÞ ¼Eðg
2
CðjjZ  mjjS1ÞjjZ  mjj4S1Þ
v2y c
2
0
v0#Ib
Xp1
j¼1
1
lp  lj Pj
 !
E
vecðZ  mÞðZ  mÞ0
jjZ  mjj2S1
vecðZ  mÞðZ  mÞ0
jjZ  mjj2S1
 !0 !
 v#
Xp1
j¼1
1
lp  lj PjI
0
b
 !
¼Eðg
2
CðjjZ  mjjS1ÞjjZ  mjj4S1Þ
v2y c
2
0pð p þ 2Þ
v0#Ib
Xp1
j¼1
1
lp  lj Pj
 !
 ððIp2 þ KpÞðS#SÞ þ vec Sðvec SÞ0Þ v#
Xp1
j¼1
1
lp  lj PjI
0
b
 !
¼Eðg
2
CðjjZ  mjjS1ÞjjZ  mjj4S1Þ
v2y c
2
0pð p þ 2Þ
v0#Ib
Xp1
j¼1
1
lp  ljPj
 !
 ðS#SÞ v#
Xp1
j¼1
1
lp  lj PjI
0
b
 !
¼Eðg
2
CðjjZ  mjjS1ÞjjZ  mjj4S1Þ
v2yc
2
0pð p þ 2Þ
Xp
j¼1
lplj
ðlp  ljÞ2
IbPjI
0
b:
In the same way, we have
ASVCðaÞ ¼EðIF2ðZ; aC ; FÞÞ
¼ ðb0; 1ÞEðIFðZ; mC ; FÞðIFðZ; mC ; FÞÞ0Þðb0; 1Þ0
þ m0xðFÞASVCðbÞmxðFÞ:
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By a symmetry argument, EðIFðZ; bC ; FÞðIFðZ; mC ; FÞÞ0Þ ¼ 0: Therefore,
ASVCðaÞ ¼Eðx
2
CðjjZ  mjjS1ÞjjZ  mjj2S1Þ
p
 ðb0; 1ÞSðb0; 1Þ0 þ m0xðFÞASVCðbÞmxðFÞ: &
Remark 3. For the simple errors-in-variables model we have
ASVCðbÞ ¼ ð1þ b
2Þ2
8c20
l1l2
ðl1  l2Þ2
Eðg2CðjjZ  mjjS1ÞjjZ  mjj4S1Þ:
4. Simulations, comparisons and examples
4.1. Simulation results
In this section, we use simulations to compare the performance of different robust
weighted estimators of the slope and the intercept in the EV model. The population
parameters are b ¼ ð1; 0:7; 2; 1;3:2Þ0; a ¼ 7:4; Sx ¼ 2I5; s2 ¼ 1 and m ¼
ð0; 0; 0; 0; 0; 7:4Þ0: The simulations consist of 1000 replications of samples with size
n ¼ 100 from different distributions, namely:
1. The normal distribution: NORðm;SÞ;
2. Symmetric contaminated normal distributions SCNðeÞ; which are mixtures of
ð1 eÞ percent NORðm;SÞ and e percent NORðm; kSÞ; with e ¼ 10%; 20% and
k ¼ 2; 4; 8; 10; 20:
3. Asymmetric contaminated normal distributions ACNðeÞ; which are mixtures of
ð1 eÞ percent NORðm;S) and e percent NORðmk;SÞ with e ¼ 10%; 20%; mk ¼
kð0; 0; 0; 0; 10; 10Þ0; k ¼ 1; 2; 5; 10:
In Table 1, in order to compare the different estimators, we calculate their
empirical means, their mean relative errors and their mean squared errors.
Concerning the symmetric and the asymmetric contaminated normal distributions,
we only report, for each e and for each of the estimators we consider, the worst result
(in terms of mean squared errors) over k: For the normal and for the 10%
contaminated distributions, we consider a 25% breakdown point S-estimator and a
10% breakdown point MCD estimator while, for 20% contaminated distributions,
we consider a 50% breakdown point S-estimator and a 20% breakdown point MCD
estimator. At the uncontamined normal, the classical orthogonal least-squares
estimator is of course the most efﬁcient but the loss for the RM, the RS and the
RMCD estimators is not important. At the symmetric contaminated distributions
which are elliptically distributed distributions, the results given by the TLS
method are not good in comparison with the results given by the robust proposed
estimators, especially in the 20% contamination case. At the asymmetric 10%
contaminated distributions, the TLS and the RM estimators give poor results
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Table 1
Empirical means and mean squared errors for the four proposed estimators of b ¼ ð1; 0:7; 2; 1;3:2Þ0 and a ¼ 7:4 under different sampling distributions
Empirical mean Mean relative error Mean squared error
TLS RM RS RMCD TLS RM RS RMCD TLS RM RS RMCD
NOR b1 1.00 1.00 1.00 1.01 0.31 0.35 0.35 0.39 0.16 0.24 0.25 0.32
b2 0.71 0.71 0.71 0.71 0.45 0.48 0.48 0.54 0.16 0.25 0.26 0.32
b3 2.02 2.03 2.03 2.03 0.16 0.17 0.17 0.19 0.15 0.25 0.25 0.32
b4 1.00 1.01 1.01 1.02 0.31 0.34 0.34 0.38 0.15 0.23 0.24 0.29
b5 3.21 3.22 3.22 3.18 0.09 0.10 0.10 0.11 0.14 0.20 0.21 0.24
a 7.43 7.42 7.42 7.41 0.05 0.05 0.05 0.05 0.19 0.25 0.25 0.29
SCN 10% b1 1.00 1.02 1.00 1.02 0.90 0.36 0.38 0.38 3.31 0.22 0.24 0.24
b2 0.91 0.71 0.74 0.71 1.39 0.51 0.56 0.52 23.79 0.21 0.25 0.22
b3 2.20 2.03 2.02 2.04 0.45 0.18 0.17 0.19 12.60 0.22 0.20 0.24
b4 0.71 0.98 1.01 0.98 1.23 0.37 0.37 0.38 142.40 0.23 0.22 0.25
b5 3.26 3.23 3.23 3.23 0.23 0.10 0.10 0.10 1.94 0.17 0.18 0.18
a 7.28 7.43 7.40 7.43 0.10 0.05 0.05 0.05 8.47 0.23 0.26 0.25
SCN 20% b1 1.06 0.98 0.99 0.99 1.08 0.37 0.39 0.43 50.37 0.24 0.26 0.31
b2 0.73 0.73 0.74 0.73 1.33 0.58 0.62 0.66 17.42 0.38 0.87 0.48
b3 2.27 2.04 2.04 2.04 0.43 0.19 0.20 0.22 15.79 0.26 0.41 0.36
b4 1.06 1.01 1.00 1.01 0.90 0.39 0.40 0.43 13.06 0.34 0.67 0.40
b5 3.31 3.24 3.24 3.24 0.25 0.11 0.11 0.12 10.22 0.18 0.24 0.28
a 7.26 7.37 7.40 7.39 0.12 0.06 0.06 0.06 5.49 0.29 0.34 0.34
ACN 10% b1 5.32 1.93 1.01 1.01 20.20 4.64 0.36 0.35 91,194 255 0.23 0.21
b2 8.34 2.60 0.68 0.68 21.95 8.60 0.52 0.49 38,828 1063 0.23 0.20
b3 8.11 5.68 2.03 2.04 7.61 2.34 0.17 0.16 20,240 157 0.19 0.17
b4 4.91 3.36 1.02 1.03 20.58 5.45 0.35 0.34 78,507 484 0.20 0.18
b5 0.31 0.95 3.22 3.22 1.37 0.82 0.10 0.09 142 30 0.17 0.14
a 8.16 7.83 7.40 7.39 0.99 0.26 0.05 0.05 5619 24 0.25 0.24
ACN 20% b1 19.94 8.27 9.68 1.00 35.98 17.75 13.94 0.38 2,34,635 56,249 53,470 0.25
b2 9.67 1.90 4.64 0.72 49.60 22.87 18.47 0.54 1,81,735 21,358 20,945 0.24
b3 9.38 9.09 5.61 2.02 18.31 6.21 4.53 0.19 1,68,097 5862 3011 0.23
b4 26.28 6.99 6.86 1.03 46.65 15.02 13.13 0.37 5,19,435 29,297 27,591 0.22
b5 1.21 2.03 0.87 3.22 1.47 1.72 1.39 0.10 108 1201 1090 0.17
a 2.05 5.63 6.00 7.41 8.95 0.86 0.66 0.05 26,387 3754 2765 0.26
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while the results for the RS and RMCD estimators are good. At the asymmetric 20%
contaminated distributions, the RMCD estimator is the only estimator which
remains reliable. So, we may recommend the use of the RMCD estimator which is
globally the best.
As a measure of performance for the slope estimators, we adopt the absolute value
of the cosine of the angle formed by the slope parameter in the population and its
estimator. Figs. 1–4 give the empirical cumulative distribution functions for the 1000
replications, respectively under the distributions NOR, CAU, SCN(10%) with k ¼
10 and ACN(10%) with k ¼ 10 for the TLS, the RM, the RS and the RMCD
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Fig. 1. Simulated cumulative distributions for the absolute values of the cosines of the angles between the
estimated slope and the population slope for the NOR distribution.
Fig. 2. Simulated cumulative distributions for the absolute values of the cosines of the angles between the
estimated slope and the population slope for the CAU distribution.
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estimators. The empirical cumulative distribution function should be peaked
towards one, because the cosine of the angle between the true parameter and its
estimate should be close to one.
In the gaussian case, the four curves are peaked towards one and are near
from each other. This is no more the case for the TLS method when we
consider contaminated distributions. While the RM, the RS and the RMCD
estimators give good results, the classical orthogonal least-squares estimator
give poor result for the symmetric contaminated and the Cauchy distributions
(Figs. 2 and 3) and clearly breaks down for the asymmetric contaminated
distribution (Fig. 4).
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Fig. 3. Simulated cumulative distributions for the absolute values of the cosines of the angles between the
estimated slope and the population slope for the SCN distribution.
Fig. 4. Simulated cumulative distributions for the absolute values of the cosines of the angles between the
estimated slope and the population slope for the ACN distribution.
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4.2. Real example and empirical influence function
Within the framework of principal component analysis, several authors [7,35] have
proposed the empirical inﬂuence function (EIF) as a local inﬂuence measure to
detect inﬂuential points. This measure was originally based on the nonrobust sample
covariance matrix. Jaupi and Saporta [21] generalize this result by using an EIF
based on M-estimators. To detect inﬂuential point within the scope of EV model,
Kelly [23] uses an EIF based on the sample mean and sample covariance matrix. In
this paper, we propose to use, as in [9], the RMCD estimator which is a high
breakdown estimator.
The EIF of the slope b and the intercept a is obtained by substituting, in
Proposition 1, m and S by mMCD;n and SMCD;n: We give an illustration on the data set
proposed by Kelly [23]. The data consist in simultaneous pairs of measurements of
serum kanamycin levels in blood samples drawn from 20 babies. One of the
measurements was obtained by a heelstick method, the other by using an umbilical
catheter. The 20 pairs of values are presented in Table 2.
By visual inspection of the plot of the original data, we see that observations 2 and
16 have a large inﬂuence on the slope when using usual orthogonal regression. This
point conﬁrms the results obtained by Kelly [23]. As in [38], we change the original
value (33.2, 26) of case 2 to (39.2, 32). The classical orthogonal regression estimators
of the slope and the intercept give #bTLS ¼ 0:97 and #aTLS ¼ 0:86; while #bM ¼ #bS ¼
#bMCD ¼ 1:29 and #aM ¼ #aS ¼ #aMCD ¼ 5:26: Now, if case 2 is deleted, #bTLS ¼ 1:29
and #aTLS ¼ 5:26: This example points out the sensitivity of the usual orthogonal
regression even if only one outlier is present in the data.
Now, we introduce a second contamination by changing also the original values
(20.6, 22.2) of case 7 to (32.6, 22.2).
In Figs. 5 and 6, the EIF of the slope and the intercept are plotted for each
observation with respect to its index for the orthogonal least-squares estimators (ﬁrst
column) and for the RMCD estimators (second column). The solid lines correspond
to the EIF curves for the original Kelly data set while the dashed lines correspond to
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Table 2
Serum kanamycin levels in blood samples drawn simultaneously from an umbilical catheter and a heel
veapunture in 20 babies
Case Heelstick Catheter Case Heelstick Catheter
1 23.0 25.2 11 26.4 24.8
2 33.2 26.0 12 21.8 26.8
3 16.6 16.3 13 14.9 15.4
4 26.3 27.2 14 17.4 14.9
5 20.0 23.2 15 20.0 18.1
6 20.0 18.1 16 13.2 16.3
7 20.6 22.2 17 28.4 31.3
8 18.9 17.2 18 25.9 31.2
9 17.8 18.8 19 18.9 18.0
10 20.0 16.4 20 13.8 15.6
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the EIF curves for the second contaminated data set (with cases 2 and 7
contaminated). By examining the solid curves, we conﬁrm that observations 2 and
16 are inﬂuential observations for the total least-squares method while no
observation has a bigger inﬂuence than all the others when using the weighted
orthogonal regression based on the RMCD estimators. Besides, when comparing the
solid curves with the dashed ones, they hardly change for the robust method while
case 7 becomes inﬂuential for the total least-squares method.
5. Concluding remarks
In this paper we deﬁne a new class of bounded inﬂuence robust estimators for the
slope and the intercept parameters in the multivariate elliptical EV model. These
estimators are deﬁned as weighted least-squares estimators and are derived from
reweighted multivariate estimators of location and scatter. In the present paper, we
consider reweighted M-, S- and MCD estimators, but it is clear that robust
estimators of the slope and the intercept parameters in the EV model may be deﬁned
starting from any robust estimators of location and scatter. Such estimators would
not necessarily be derived from a weighted least-squares criterion but would inherit
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Fig. 6. EIF for the TLS (left column) and for the RMCD (right column) estimators of the intercept.
Fig. 5. EIF for the TLS (left column) and for the RMCD (right column) estimators of the slope.
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the robustness properties of the starting estimators. For instance, robust estimators
of location and scatter such as P-estimators [32] could be used.
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