Determining conditional dependence is a challenging but important task in both model building and in applications such as genetic association studies and graphical models. Research on this topic has focused on kernel-based methods or has used categorical conditioning variables because of the challenge of the curse of dimensionality. To overcome this challenge, we propose a class of tests for conditional independence without any restriction on the distribution of the conditioning variables. The proposed test statistic can be treated as a generalized weighted Kendall's tau, in which the generalized odds ratio is utilized as a weight function to account for the distance between different values of the conditioning variables. The test procedure has desirable asymptotic properties and is easy to implement. We evaluate the finite sample performance of the proposed test through simulation studies and illustrate it using two real data examples.
Introduction 1.Motivation
Statistical conditional independence is a fundamental premise in various applications or is a necessary assumption to ensure the correctness of inference in statistical models. It is much more challenging to test for conditional independence than for unconditional independence, as pointed out by Bergsma. 1 Let Y, S and X denote three sets of random variables. The conditional independence between Y and S, given X, denoted by Y?SjX, means that given X, further information about Y does not provide any additional information about S. One commonly used method to measure conditional dependence is Pearson's partial correlation coefficient YSÁX , defined as the Pearson correlation between the errors from the regressions Y ¼ gðXÞ þ 1 and S ¼ hðXÞ þ 2 . When X is a scalar variable, YSÁX ¼ ðY, SÞ À ðY, XÞðS, XÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi f1 À 2 ðY, XÞgf1 À 2 ðS, XÞg p where ðW 1 , W 2 Þ denotes the Pearson correlation between two random variables, W 1 and W 2 . We can similarly define Kendall's partial tau and Spearman's partial rank correlation by replacing ðÁ, ÁÞ with appropriate coefficients. However, test statistics based on such measures are not always consistent estimators of zero under the null hypothesis Y?SjX 2 and therefore may lead to inflated type I error rates. Approaches that compare the conditional distribution of Y, given both X and S, with that of Y, given only X, have also received a fair amount of attention. Su and White 3, 4 have considered the differences in the corresponding density functions and characteristic functions. Without requiring estimation on the distribution of Y, given {X, S}, Song 5 has
Examples
This section contains five examples to illustrate our targeted problem.
Example 1: Validation of surrogate endpoints
Surrogate endpoints are often used in the evaluation of experimental treatments or other interventions. The surrogate endpoints replace or supplement the true endpoints when the surrogate endpoints can be measured earlier, more conveniently or more frequently. 16 Prentice 17 has proposed a formal definition of surrogate endpoints and outlined a set of criteria. A key component for a valid surrogate endpoint is that the true endpoint must be conditionally independent of the treatment assignment, given the surrogate endpoint. Such conditional independence ensures that all factors that influence the true endpoint act solely through the surrogate. Hence, determining the best procedure by which to ascertain conditional independence is an essential task in the evaluation of surrogate endpoints.
Example 2: Markov transition model in longitudinal data analysis
Markov transition models are often used in analyzing longitudinal data, 18 in which the conditional independence is the fundamental assumption to account for the within-subject correlation. A qth-order Markov transition model assumes that for a series of observations fY j g m j¼1 over time points ft j g m j¼1 , the conditional distribution of Y j , given the history up to Y jÀ1 , depends on only the last q observations up to Y jÀ1 . For a first-order transition model (q ¼ 1), this means that Y j ?fY 1 , . . ., Y jÀ2 gjY jÀ1 . Hence, testing for conditional independence is an important component of model checking when using Markov transition models. Our proposed method can be directly applied for testing a first-order Markov assumption and can be extended for a qth-order (q > 1) Markov assumption by combining the test statistics for each component. 19 
Example 3: Conditional independence screening for biomarker discovery
Genomic research has generated a large number of candidate biomarkers that have potential use in cancer diagnosis and prognosis. When established risk factors exist, researchers seek to determine whether the new biomarkers can improve risk prediction beyond what is possible with the established risk factors. For example, when evaluating the risk of progression from liver cirrhosis to hepatocellular carcinoma, the question of interest is to identify whether blood-based assays of serum biomarkers (e.g., leptin, adiponectin) are conditionally independent of the risk of developing hepatocellular carcinoma given the established risk factors, including the baseline Child-Turcotte-Pugh score and the baseline liver biopsy Ishak score. 20 We let Y denote the binary outcome of disease progression from liver cirrhosis to hepatocellular carcinoma, X denote the set of the established risk factors via the standard logistic regression models 21 and S denote the candidate biomarkers. The scientific question is then whether the candidate biomarkers S, which are often expensive to measure, can improve risk prediction, given the information on X.
Example 4:
Association test in a genetic study Association analysis in many genetic studies has emerged as a powerful tool for identifying genes associated with the disease of interest. Genetic studies generally measure covariates (X), such as environmental factors, which may affect the relationship between the genes (S) and traits (Y). Ignoring such potentially important covariates in the association analysis may result in misleading associations between the genes and traits or affect the test power. 14 The test for conditional independence can identify genes with pathogenic associations such that they are still associated with the traits after adjusting the covariates.
Example 5: Validation of instrumental variables
Instrumental variables provide a way to correct for nonrandom treatment assignment and are commonly used in economics and in observational medical studies to draw causal conclusions about a treatment. 22 An instrumental variable's only impact on the outcome is through the treatment. Formally, an instrument S for outcome Y from treatment X satisfies two conditions: (1) Y?SjX and (2) X 6 ?S. The latter condition is easy to examine while the former condition can be examined using our proposed methods.
Main results

Test procedure
Without loss of generality, suppose X is a scalar variable. If the conditioning variable X is discrete, then Kendall's tau can be applied for each value of X, and a weighted sum of Kendall's tau over the possible values of X can be used to test for conditional independence. 10 As X is continuous, it would be difficult to find two subjects who have the same value of X. Although some work has been done to compare concordant and discordant pairs when the values of X are close, determining whether the pairs are close based on the values of X is challenging. Also, when only close pairs are compared and utilized in the test procedures, we may lose statistical efficiency. To enable pairwise comparison regardless of the distances between the values of X, we employ the generalized odds ratio proposed by Liang and Qin. 15 For a pair of subjects with measurements ð y i , x i , s i Þ and ð y j , x j , s j Þ, the generalized odds ratio is defined as
where is the parameter involved in the conditional distribution of Y given X. For brevity, hereinafter we denote f Y ð yjx; Þ by f Y ð yjxÞ and Rð y i , x i , y j , x j ; Þ by R ij ðy, x; Þ. Our goal is to evaluate whether further information about S provides any additional information about Y given X and the established conditional distribution of Y given X. Under the assumption of conditional independence Y?SjX, for any function
Then by the double expectation theorem, we can show that
Þ with the roles of Y i and Y j switched. Equation (1) implies that the generalized odds ratio can adjust for the distance between x i and x j such that the adjusted difference by switching the roles of Y i and Y j has a mean of zero under the conditional independence assumption. Accordingly, we can construct the following class of test statistics for testing
Motivated by Kendall's tau, a special case in this class is attained by letting
and the resulting test statistic is
where
This test statistic calculates the difference between concordant pairs and weighted discordant pairs, in which the generalized odds ratio is used as the weight function to account for the effect of the conditioning variable X. Note that R ij ðy, x; Þ ¼ 1 when x i ¼ x j , implying that there is no need to adjust the discordant indicator for pairs that share the same value of X. In a very special case with constant values of X, T Y ðÞ reduces to the conventional Kendall's tau. Therefore, we term T Y ðÞ as a generalized Kendall's tau statistic. The test statistic involves an unknown quantity, . However, under H 0 : Y?SjX, can be readily estimated by, the maximizer of the conditional log-likelihood:
We have established the asymptotic property of T Y ðÞ under H 0 after accounting for the additional variation due to the estimated value of . From equation (1) and the fact that is the maximum-likelihood estimator for the true value 0 , it is easy to see that, under mild regularity conditions for the consistency of, we have T Y ðÞ ! p 0: The large sample properties of the test statistic are summarized in Theorem 1, with proofs given in the Appendix.
Theorem 1. Under the null hypothesis and regularity conditions A(1)-A(4) in the Appendix
ffiffi ffi n p T Y ðÞ ! D Nð0, Y Þ where Y ¼ E 2ðY, X, SÞ À A 1 Á J À1 1 @f Y ð yjX; 0 Þ @ n o 2 , J 1 ¼ E À @ 2 l Y ð 0 Þ @@ T n o =n, ð y i , x i , s i Þ ¼ Efð y i , x i , s i , Y j , X j , S j ; 0 Þj y i , x i , s i g and A 1 ¼ E IfðY i À Y j ÞðS i À S j Þ 5 0g @R ij ð1Y, 1X; 0 Þ @ h i .
Alternative tests by symmetry
It is worth noting that the test statistic in equation (3) is symmetric with respect to Y and S. By switching the roles of Y and S, we can develop an alternative test. Under the null hypothesis Y?SjX, we have
and is the parameter involved in the conditional distribution of S given X. The corresponding test statistic can be defined as
Þ. By utilizing both (3) and (4), we can obtain a combined test statistic
where 
While the proposed tests based on (3), (4) and (5) are valid, an interesting question is which one leads to a more efficient test for conditional independence. The test based on (5) appears to be more powerful than the others; however, it requires the correct specification of both conditional distributions f Y ð yjx; Þ and f S ðsjx; Þ, and thus may lose some robustness as a result. Next, we will use empirical studies to compare the performance of three tests.
Simulation studies
We used Monte Carlo simulations to evaluate and compare the performance (type I error rate and power) of the proposed tests and Taylor's test 10 under various scenarios. We used small (n ¼ 50) to moderate (n ¼ 400) sample sizes. We used 5000 and 1000 replications of the tests to calculate the type I error rate and power, respectively.
We generated independent triplets of ðY i , S i , X i Þ, i ¼ 1, . . ., n. For the distribution of X i , we considered a continuous case, where X i followed Unif(0, 1), and an ordinal case, where X i followed Discrete Unif ð0, 1; MÞ
We generated the variable S i from the model S i ¼ 2 À X i þ i , where i followed a standard normal distribution N(0, 1), independently of X i . For the variable Y i , we also considered two cases: (a) Y i was continuous, generated from
, where e i followed N(0, 1), independently of X i and i ; and (b) Y i was binary, generated from logitðY i Þ ¼ 0:5 þ 0:5X i þ kS i : In both cases, k was a constant that ranged from 0 to 1, indicating the strength of the conditional dependence between Y and S given X. Tables 1 and 2 list the rates of rejecting the null hypothesis at a significance level of 0.05 based on simulations with continuous Y. In Table 1 , the conditioning variable X was generated from a standard uniform distribution. To apply Taylor's test, 10 which was only applicable to the cases with discrete X, we dichotomized the variable X using cutoff values of 0.7 or 0.8. We fitted a linear regression model to derive the generalized odds ratio in the proposed tests. As seen in Table 1 , when both Y and X were continuous, each of the three proposed tests based on T Y , T S and T C performed satisfactorily and comparably. The type I error rates were well maintained in the null scenario (k ¼ 0), especially for larger sample sizes. When k ! 0:6, powers greater than 95% were achieved at n ! 200. Unlike the proposed tests, Taylor's test could not preserve the specified significance level. For instance, when the cutoff value to dichotomize X was 0.8 and the sample size was 400, the rate of rejection achieved by Taylor's test was 0.142, which is much larger than the nominal value of 0.05. We conducted additional simulations by increasing the sample size. When the sample size increased to 1000, the rate of rejection achieved by Taylor's test increased to 0.280, while those of the three proposed tests were close to 0.05. As expected, the power of the proposed tests increased with the increasing sample size and the increasing strength of the conditional dependence between Y and S given X (i.e., increasing value of k). Somewhat surprisingly, the three proposed tests produced comparable powers, suggesting that the combined test T C may not gain additional efficiency compared with the tests T Y and T S when both Y and X are continuous variables. For the scenarios with discrete values of variable X from Unif ð0, 1; MÞ, we conducted several sets of simulations by choosing different values of M over. 2, 10 Similar findings were observed across the scenarios with different values of M. In Table 2 , we present simulation results when M ¼ 5. Under this scenario, the type I error rates for both the proposed tests and Taylor's test were reasonably close to the nominal value of 0.05. For the power comparison, the proposed tests exhibited comparable power and had slightly superior power compared to that of Taylor's test. In addition, the simulation results suggest that our methods are most advantageous over Taylor's test when M ¼ 10, i.e., when the distribution of X is closest to the uninform distribution. This is expected, as Taylor's test is only applicable for categorical X, while our test statistics work regardless of the distribution of X.
In Tables 3 and 4 , we present the rate of rejecting the null hypothesis at a significance level of 0.05 for binary values of Y, with X $ Unif ð0, 1Þ and with X $ Discrete Unif ð0, 1; MÞ respectively. To apply Taylor's test when X $ Unif ð0, 1Þ, we again dichotomized the variable X using cutoff values of 0.7 or 0.8. We fitted a logistic regression model to derive the generalized odds ratio in the proposed tests. We observed results from the proposed tests for binary values of Y that were similar to those for continuous values of Y: the proposed tests preserved the nominal error rate under the null hypothesis and had similar performance levels under the alternative hypothesis regardless of the distribution of X. It is interesting that the rejection rates achieved by Taylor's test were close to 0.05 even when the underlying conditional covariate X was first generated from the uniform distribution and then was dichotomized in the test procedure. However, when the sample size increased to 1000, the rejection rates achieved by Taylor test's remained slightly inflated (around 0.06) and did not converge to the nominal value, which was different than the results achieved by the proposed tests. For the power comparison, the proposed tests exhibited superior power compared to Taylor's test in the scenarios with continuous values of X. For example, in Table 3 , the proposed tests achieved 15% to 22% greater power than Taylor's test for the scenario with k ¼ 0.3 and n ¼ 400. When both Y and X were discrete, the validity of Taylor's test, which was originally proposed for this scenario, was not in doubt (see Table 4 ). Our methods, which were designed for a more general purpose, showed comparable performance in this scenario. Note that the proposed test had slightly larger type I error rates when the sample size was 50. A possible explanation is that the performance of the proposed tests partially relies on the maximum likelihood estimators of the regression model and may need a reasonably large sample size to have satisfactory performance.
Data application
We applied the proposed tests to data from two studies. The first application concerns the clearance rate of the cardiac drug digoxin in patients treated for heart failure. The digoxin clearance rates of 35 consecutive patients under treatment for heart failure were reported by Halkin et al. 23 and further analyzed by Bergsma. 24 The hypothesis of interest is whether digoxin clearance is independent of urine flow after conditioning for creatinine clearance. Considering the skewness of the marginal distributions, we first used log transformation on the three variables of interest (digoxin clearance, urine flow and creatinine clearance), and fit a regression model of the log digoxin clearance on the log creatinine clearance to derive the generalized odds ratio. We then computed the generalized Kendall's tau test statistic from a pairwise comparison of the log digoxin clearance and the log urine flow, adjusted by the generalized odds ratio. The normalized test statistic was 5.81, with a p-value < 0.001, which suggested that the digoxin clearance was not independent of the urine flow even after controlling for the creatinine clearance. As an alternative approach, we regressed the log urine flow on the log creatinine clearance and then derived the other two test statistics. We obtained the same conclusion from the alternative approach, that the digoxin clearance and urine flow were statistically dependent even when given the information on the creatinine clearance.
The purpose of the second application is to test the conditional independence for model building in longitudinal data analysis. We applied our method to the AIDS Clinical Trials Group 175 Study, 25 a randomized clinical trial that compared monotherapy with combination therapy in the treatment of adults with HIV who had CD4 T cell counts between 200 and 500 per cubic millimeter of blood. Among the 2139 patients enrolled in this trial, 1093 were treated by monotherapy (either zidovudine or didanosine) and 1046 were treated by combination therapy (zidovudine and didanosine or zidovudine and zalcitabine). One important outcome was the CD4 count, which was measured at baseline, at 20 weeks and at the last visit at 96 weeks. Complete records of each patient's CD4 counts at baseline and at 20 weeks were available, while 37% of the records at 96 weeks were missing. To construct an appropriate Markov transition model to evaluate the treatment effects on the CD4 count, we were interested in testing the conditional independence between a patient's CD4 count at 96 weeks and that at baseline, given his/her CD4 count at 20 weeks.
We applied log transformation to the CD4 counts to ensure the normality of the outcomes. The logarithms of the CD4 counts at baseline, at 20 weeks and at 96 weeks are denoted by Y, X and S, respectively. Our test for Y?SjX was conducted in two phases. To fully utilize the observed information, we first regressed Y on X and obtained the generalized odds ratio. At that stage, we did not include S; therefore, the skewness and missingness of S had no impact on our analysis. We then computed the generalized Kendall's tau test statistic from a pairwise comparison of Y and S. This phase was non-parametric, and only data from patients who had complete records of CD4 counts at all three time points were included.
Our analysis resulted in a normalized test statistic of -0.96, with a 0.34 p-value. To explore the potential influence on the variability of the results, we conducted a sensitivity analysis. Figure 1 displays the diagnostics of the linear regression of Y on X, which suggest adequate model fitting, except that the tails of the residuals appear to be somewhat heavy. After removing the candidate(s) for outliers, observation(s) with an absolute value of the residual greater than 1.5 (one subject) or 1.0 (seven subjects), we obtained test statistics of À0.34 (variance ¼ 0.069) and -0.49 (variance ¼ 0.147), respectively. Both cases resulted in a p-value of 0.19, indicating failure to reject the null hypothesis Y?SjX, which was consistent with the findings we observed before removing the outliers. Therefore, we concluded that, given the CD4 count at 20 weeks, the CD4 count at baseline did not provide any additional information toward the CD4 count at 96 weeks. Accordingly, it appeared that the use of a first-order transition model of the CD4 counts was adequate for the longitudinal data. 
Discussion
Conditional independence is often required in statistical analysis but is infrequently tested before being assumed. One possible reason is that we lack a simple unifying approach for conducting the test. We have built a new framework for testing conditional independence that is based on a generalized Kendall's tau that incorporates the generalized odds ratio. The implementation of the proposed test procedure is straightforward and is greatly facilitated by the closed-form asymptotic nature of our test statistic under the null hypothesis.
To estimate the generalized odds ratio, which involves estimating the conditional density of Y given X, we adopted a parametric approach. Therefore, it is important to conduct proper diagnostics to validate the adequacy of the parametric model we assumed. Considering the main goal of our study is to evaluate whether further information about S provides any additional information about Y given X and the established conditional distribution of Y given X, we chose the parametric model to estimate the conditional density of Y given X. For example, in biomarker discovery studies (Example 3), the density function of the disease status given the established biomarkers, obtained by using logistic regression, has been well studied in the existing literature. Our test is to evaluate whether the new biomarkers can improve risk prediction beyond what is possible with the established risk factors. Alternatively, we can consider using nonparametric regression approaches, such as kernel smoothing and smoothing splines, to estimate the conditional densities. This will substantially impact the large sample property of the test statistic and merits future research.
This work presents a general framework for conditional independence testing that can be extended to numerous settings. Thus, there remain many interesting extensions and questions to study in future work, including how to accommodate complications such as truncation and censoring to enable testing for conditional independence in survival data.
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