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Abstract
This paper deals with a proof theory for a theory TN of ΠN -reflecting
ordinals using a system Od(ΠN) of ordinal diagrams. This is a sequel to
the previous one [6] in which a theory for Π3-reflecting ordinals is analysed
proof-theoretically.
1 Prelude
This is a sequel to the previous ones [5] and [6]. Namely our aim here is to give
finitary analyses of finite proof figures in a theory for ΠN -reflecting ordinals,
[14] via cut-eliminations as in Gentzen-Takeuti’s consistency proofs, [10] and
[15]. Throughout this paper N denotes a positive integer such that N ≥ 4.
Let T be a theory of ordinals. Let Ω denote the (individual constant corre-
sponding to the) ordinal ωCK1 . We say that T is a Π
Ω
2 -sound theory if
∀Π2 A(T ⊢ A
Ω ⇒ AΩ).
Definition 1.1 (ΠΩ2 -ordinal of a theory) Let T be a Π
Ω
2 -sound and recursive
theory of ordinals. For a sentence A let Aα denote the result of replacing
unbounded quantifiers Qx (Q ∈ {∀, ∃}) in A by Qx < α. Define the ΠΩ2 -ordinal
|T |ΠΩ2 of T by
|T |ΠΩ2 := inf{α ≤ ω
CK
1 : ∀Π2 sentence A(T ⊢ A
Ω ⇒ Aα)} < ωCK1
Roughly speaking, the aim of proof theory for theories T of ordinals is to describe
the ordinal |T |ΠΩ2 . This gives Π
Ω
2 -ordinal of an equivalent theory of sets, cf. [5].
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Let KPΠN denote the set theory for ΠN -reflecting universes. KPΠN is
obtained from the Kripke-Platek set theory with the Axiom of Infinity by adding
the axiom: for any ΠN formula A(u)
A(u)→ ∃z(u ∈ z&Az(u)).
In [9] we introduced a recursive notation system Od(ΠN ) of ordinals, which
we studied first in [1]. An element of the notation system is called an ordinal
diagram (henceforth abbreviated by o.d.). The system is designed for proof
theoretic study of theories of ΠN -reflection. We [9] showed that for each α < Ω
in Od(ΠN ) KPΠN proves that the initial segment of Od(ΠN ) determined by α
is a well ordering.
Let TN denote a theory of ΠN -reflecting ordinals. The aim of this paper is
to show an upper bound theorem for the ordinal |TN |ΠΩ2 :
Theorem 1.1 ∀Π2A(TN ⊢ AΩ ⇒ ∃α ∈ Od(ΠN ) | ΩAα)
Combining Theorem1.1 with the result in [9] mentioned above yields the:
Theorem 1.2 |KPΠN |ΩΠ2=|TN |
Ω
Π2
= the order type of Od(ΠN ) | Ω
Proof theoretic study for ΠN -reflecting ordinals via ordinal diagrams were
first obtained in a handwritten note [2].
For an alternative approach to ordinal analyses of set theories, see M. Rath-
jen’s papers [11], [12] and [13].
Let us mention the contents of this paper.
In Section 2 a preview of our proof-theoretic analysis for ΠN -reflection is
given. As in [6] inference rules (c)σα1 are added to analyse an inference rule
(ΠN -rfl) saying the universe of the theory TN is ΠN -reflecting. A chain is
defined to be a consecutive sequence of rules (c).
In Subsection 2.1 we expound that chains have to merge each other for a
proof theoretic analysis of TN for N ≥ 4. An ordinal diagram in the system
Od(ΠN ) defined in [9] may have its Q part, which has to obey complicated
requirements. In Subsection 2.2 we explain what parts correspond to the Q
part in proof figures.
In Section 3 the theory TN for ΠN -reflecting ordinals is defined. In Section
4 let us recall briefly the system Od(ΠN ) of ordinal diagrams (abbreviated by
o.d.’s) in [9].
In Section 5 we extend TN to a formal system TNc. The language is ex-
panded so that individual constants cα for o.d.’s α ∈ Od(ΠN ) | pi are included.
Inference rules (c)σα1 are added. Proofs in TNc defined in Definition 5.8 are
proof figures enjoying some provisos and obtained from given proofs in TN by
operating rewriting steps. Some lemmata for proofs are established. These are
needed to verify that rewrited proof figures enjoy these provisos. To each proof
P in TNc an o.d. o(P ) ∈ Od(ΠN ) | Ω is attached. Then the Main Lemma 5.1
is stated as follows: If P is a proof in TNc, then the endsequent of P is true.
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In Section 6 the Main Lemma 5.1 is shown by a transfinite induction on
o(P ) ∈ Od(ΠN ) | Ω.
This paper relies heavily on the previous ones [5] and [6].
General Coventions. Let (X,<) be a quasiordering. Let F be a function
F : X ∋ α 7→ F (α) ⊆ X . For subsets Y, Z ⊂ X of X and elements α, β ∈ X ,
put
1. α ≤ β ⇔ α < β or α = β
2. Y | α = {β ∈ Y : β < α}
3. Y < Z :⇔ ∃β ∈ Z∀α ∈ Y (α < β)
4. Y < β :⇔ Y < {β} ⇔ ∀α ∈ Y (α < β); α < Z :⇔ {α} < Z
5. Z ≤ Y :⇔ ∀β ∈ Z∃α ∈ Y (β ≤ α)
6. β ≤ Y :⇔ {β} ≤ Y ⇔ ∃α ∈ Y (β ≤ α); Z ≤ α :⇔ Z ≤ {α}
7. F (Y ) =
⋃
{F (α) : α ∈ Y }
2 A preview of proof-theoretic analysis
In this section a preview of our proof-theoretic analysis for ΠN -reflection is
given.
Let us recall briefly the system Od(ΠN ) of o.d.’s in [9]. The main constructor
in Od(ΠN ) is to form an o.d. d
q
σα from a symbol d and o.d.’s in {σ, α} ∪ q,
where σ denotes a recursively Mahlo ordinal and q = Q(dqσα) a finite sequence
of quadruples of o.d.’s called Q part of dqσα. By definition we set d
q
σα < σ. Let
γ ≺2 δ denote the transitive closure of the relation {(γ, δ) : ∃q, α(γ = d
q
δα)},
and 2 its reflexive closure. Then the set {τ : σ ≺2 τ} is finite and linearly
ordered by ≺2 for each σ.
An o.d. of the form ρ = dqσα is introduced in proof figures only when an
inference rule (ΠN -rfl) for ΠN -reflection is resolved by using an inference rule
(c)ρ.
q in ρ = dqσα includes some data sti(ρ), rgi(ρ) for 2 ≤ i < N . stN−1(ρ) is an
o.d. less than επ+1 and rgN−1(ρ) = pi, while sti(ρ), rgi(ρ) for i < N − 1 may
be undefined. If these are defined, then we write rgi(ρ) ↓, etc. and κ = rgi(ρ)
is an o.d. such that ρ ≺i κ, where γ ≺i δ is a transitive closure of the relation
pdi(γ) = δ on o.d.’s such that ≺i+1⊆≺i and ≺2 is the same as one mentioned
above. q also includes data pdi(ρ). stN−1(ρ) is defined so that
γ ≺N−1 ρ⇒ stN−1(γ) < stN−1(ρ) (1)
In Subsection 2.2 we explain what parts correspond to the Q part in proof
figures.
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A theory TN for ΠN -reflection is formulated in Tait’s logic calculus, i.e.,
one-sided sequent calculus and Γ,∆ . . . denote a sequent , i.e., a finite set of
formulae. TN has the inference rule (ΠN -rfl):
Γ, A ¬∃zAz,Γ
Γ
(ΠN -rfl)
where A ≡ ∀xN∃xN−1 · · ·Qx1B with a bounded formula B.
So (ΠN -rfl) says A→ ∃zAz. 1
To deal with the inference rule (ΠN -rfl) we introduce new inference rules
(c)σρ and (Σi)
σ (1 ≤ i ≤ N) as in [6]:
Γ,Λσ
Γ,Λρ
(c)σρ
where Λ is a set of ΠN -sentences as above, Λ
σ = {Aσ : A ∈ Λ}, the side formulae
Γ consists solely of Σσ1 -sentences and ρ is of the form d
q
σα.
Γ,¬Aσ Aσ,Λ
Γ,Λ
(Σi)
σ
whereA is a Σi sentence. Although this rule (Σi)
σ is essentially a (cut) inference,
we need to distinguish between this and (cut) to remember that a (ΠN -rfl) was
resolved.
When we apply the rule (c)σρ it must be the case:
any instance term β < σ for the existential quantifiers ∃xN−i < σ(i:odd)
in Aσ ≡ ∀xN < σ∃xN−1 < σ · · ·Qx1 < σB is less than ρ (2)
As in [6] an inference rule (ΠN -rfl) is resolved by forming a succession of rules
(c)’s, called a chain, which grows downwards in proof figures. We have to
pinpoint, for each (c), the unique chain, which describes how to introduce the
(c). To retain the uniqueness of the chain, i.e., not to branch or split a chain,
we have to be careful in resolving rules with two uppersequents. Our guiding
principles are:
(ch1) For any
Aσ
Aτ
(c)στ with τ = dqσα, if an o.d. β is substituted for an existen-
tial quantifier ∃y < σ in Aσ, i.e., β is a realization for ∃y < σ, then β < τ ,
cf. (2),
and
(ch2) Resolving rules having several upperseuquents must not branch a chain.
1For simplicity we suppress the parameter. Correctly ∀u(A(u) → ∃z(u < z&Az(u))).
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2.1 Merging chains
As contrasted with [6] for Π3-reflection we have to merge chains here. Let us
explain this phenomenon.
We omit side formulae in this subsection.
1) First resolve a (ΠN -rfl) in the left figure, and resolve the (ΣN )
σ J0 to the
right figure with a ΣN−1 A1:
A
Aσ
(c)πσ ¬Aσ (ΣN )σ J0
A
Aσ ¬Aσ ,¬Aσ1
¬Aσ1
A1
Aσ1
(c)πσ I0
J1 (ΣN−1)
σ
with A ≡ ∀xN∃xN−1∀xN−2A3, σ = dαπα, where A3 ≡ ∃xN−3A4 is a ΣN−3-
formula and α denotes the o.d. attached to the uppersequent A of (c)πσ .
2) Second resolve a (ΠN -rfl) above the (c)
π
σ I0 and a (ΣN ) as in 1):
¬Aσ1
P1
A1, B
Aσ1 , B
σ (c)
π
σ I˜0
Bσ
(ΣN−1)
σ
Bτ
¬Aσ1
A1,¬B
τ ,¬Bτ1
Aσ1 ,¬B
τ ,¬Bτ1
¬Bτ ,¬Bτ1
¬Bτ1
¬Aσ1
A1, B1
Aσ1 , B
σ
1
(c)πσ
Bσ1
J1
Bτ1
(c)στ I1
Fig.1
with a τ = dνσβ and a ΣN−1 B1 ≡ ∃yN−1∀yN−2B3, where ν denotes the o.d.
attached to the subproof P1 ending with the uppersequent A1, B of (c)
π
σ I˜0.
After that resolve the (ΣN−1)
σ J1:
¬Aσ1
P2
A1, B
Aσ1 , B
σ I˜0
Bσ
Bτ ¬Bτ ,¬Bτ1
¬Bτ1
¬Aσ1
A1, B1, A2
Aσ1 , B
σ
1 , A
σ
2
Bσ1 , A
σ
2
A
Aσ ¬Aσ ,¬Aσ2
¬Aσ2
J ′0
Bσ1
Bτ1
Then resolve the (ΣN )
σ J ′0 :
¬Aσ1
P3
A1, B
Aσ1 , B
σ I˜0
Bσ
Bτ ¬Bτ ,¬Bτ1
¬Bτ1
Bσ1 , A
σ
2
¬Aσ2 ,¬A˜
σ
1
(ΠN -rfl)H....
A˜1
A˜σ1
(c)πσ I
′
0
¬Aσ2
Bσ1
(ΣN−2)
σ J2
Bτ1
(c)στ I1
K
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3) Thirdly resolve a (ΠN -rfl)H above the (c)
π
σ I
′
0. One cannot resolve the
(ΠN -rfl)H by introducing a (c)
σ
ρ with ρ < τ . Let me explain the reason.
Suppose that we introduce a new (c)σρ I
′
1 with ρ = d
η
σγ immediately above
the (ΣN−2)
σ J2 as in [6]. Then the new (c)
σ
ρ I
′
1 is introduced after the (c)
σ
τ I1
and so ρ = dησγ < τ . Hence a new (ΣN )
ρK ′ is introduced below the (ΣN−1)
τ K:
¬Bτ1
Bσ1 , A
σ
2
¬Aσ2 ,¬A˜
σ
1
A˜1, D
A˜σ1 , D
σ
(c)πσ
¬Aσ2 , D
σ
¬Aσ2 , D
ρ
(c)σρ I
′
1
Bσ1 , D
ρ J2
Bτ1 , D
ρ (c)
σ
τ I1
Dρ
K
¬Dρ
K ′ Fig.2
with D ≡ ∀zN∃zN−1∀zN−2D3. Nevertheless this does not work, because ¬A2 ≡
∃xN−3∀xN−4¬A4 is a ΣN−2 sentence with N − 2 ≥ 2. Namely the princi-
ple (ch1) may break down for the (c)σρ I
′
1 since any o.d. δ < σ, i.e., possi-
bly δ ≥ ρ may be an instance term for the existential quantifier ∃xN−3 in
A2 ≡ ∀xN−2∃xN−3A4 and may be substituted for the variable xN−3 in ¬Aσ2 .
Only we knows that such a δ is less than σ and comes from the left upper part
of J2.
4) Therefore the chain for H has to connect or merge with the chain I0− I1 for
B:
¬Aσ1
P4
A1, B
Aσ1 , B
σ I˜0
Bσ
Bτ
I ′1 ¬Bτ ,¬Bτ1
¬Bτ1
Bσ1 , A
σ
2
A
Aσ
I ′′0 ¬Aσ ,¬Aσ2 ,¬A˜
σ
1
¬Aσ2 ,¬A˜
σ
1
J ′0
A˜1, D
A˜σ1 , D
σ
I ′0
¬Aσ2 , D
σ
Bσ1 , D
σ J2
Bτ1 , D
τ I1
Dτ
Dρ
(c)τρ I2
Fig.3
with ρ = dητγ and a (ΣN )
ρ with the cut formula Dρ follows this figure as in
Fig.2, where η denotes the o.d. attached to the uppersequent A˜1, D of (c)
π
σ I
′
0.
(ΣN−2)
σ J2 is a merging point for chains I0 − I1 and I ′0 − I1 − I2.
The principle (ch1) for the new (c)τρ I2 will be retained for the simplest case
N = 4 as in [6]. The problem is that the proviso (1) may break down: it may
be the case ν = stN−1(τ) ≤ stN−1(ρ) = η since we cannot expect the upper
part of (c)πσ I
′
0 is simpler than the one of (c)
π
σ I˜0.
In other words a new succession I ′0 − I1 − I2 of collapsings starts. This is
required to resolve ΣσN−2 sentence ¬A
σ
2 (N − 2 ≥ 2) and hence σ has to be
ΠN−1-reflecting.
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If this chain I ′0− I1− I2 would grow downwards as in Π3-reflection, i.e., in a
chain I ′0− I1− I2−· · ·− In, In would come only from the upper part of I
′
0, then
the proviso (1) would suffice to kill this process. But the whole process may be
iterated : in Fig.3 another succession I ′′0 − I1 − I2 − I3 may arise by resolving
the (ΣN )
σ J ′0.
Nevertheless still we can find a reducing part, that is, the upper part of
the (c)τρ I2: the upper part of the (c)
τ
ρ I2 becomes simpler in the step I2 − I3.
Furthermore in the general case N > 4 merging processes could be iterated, vz.
the merging point (ΣN−2)
σ J2 may be resolved into a (ΣN−3)
ρ1 , which becomes
a new merging point to analyse a ΣN−3 sentence A
ρ1
3 where ρ1  ρ is a ΠN−2-
reflecting and so on. Therefore in Od(ΠN ) the Q part of an o.d. may consist of
several factors:
(τ, α, q = {νi, κi, τi : i ∈ In(ρ)}) 7→ d
q
τα = ρ
with κN−1 = rgN−1(ρ) = pi. In(ρ) denotes a set such that
N − 1 ∈ In(ρ) ⊆ {i : 2 ≤ i ≤ N − 1}.
We set for i ∈ In(ρ):
sti(ρ) = νi, rgi(ρ) = κi, pdi(ρ) = τi.
If i 6∈ In(ρ), set
pdi(ρ) = pdi+1(ρ), sti(ρ) ≃ sti(pdi(ρ)), rgi(ρ) ≃ rgi(pdi(ρ)).
Also these are defined so that pd2(ρ) = τ for ρ = d
q
τα.
For the o.d. ρ = dqτγ in the Fig.3, In(ρ) = {N − 2, N − 1}, stN−1(ρ) =
η, pdN−1(ρ) = σ, rgN−2(ρ) = τ = pdN−2(ρ), stN−2(ρ) = γ = st2(γ).
Thus νi = sti(ρ) corresponds to the upper part of a (c)
rgi(ρ) while τN−1 =
pdN−1(ρ) indicates that the first, i.e., uppermost merging point for a chain
ending with a (c)ρ is a rule (ΣN−2)
τN−1 , e.g., the rule J2 in Fig.3. Note that
stN−1(ρ) = η < stN−1(pdN−1(ρ)), cf. (1). κi = rgi(ρ) is an o.d. such that
there exists a (c)κi in the chain for (c)ρ. We will explain how to determine the
rule (c)rgi(ρ), i.e., the point to which we direct our attention in Subsection 2.2.
The case In(ρ) = {N − 1} corresponds to the case when a (c)
pdN−1(ρ)
ρ is
introduced without merging points, i.e., as a resolvent of a (ΠN -rfl) above the
top of the chain whose bottom is a (c)pdN−1(ρ). The case In(ρ) = {N−2, N−1}
corresponds to the case when a (c)
pd2(ρ)
ρ (pd2(ρ) = pdN−2(ρ)) is introduced with
a merging point (c)pdN−1(ρ).
In Fig.3 a new succession with a merging point (c)τρ I2 arises by resolving a
(ΣN )
τ below the (c)στ I
′
1, i.e., I˜0 − I
′
1 − I2 − I3 (c)
ρ
κ for a κ with a λ = stN−1(κ).
But in this case we have
λ = stN−1(κ) < stN−1(τ) = ν.
stN−1(κ) corresponds to the upper part P1 of a (c)
π
σ I˜0 in Fig.1, when the (c)
σ
τ
was originally introduced. This part P1 is unchanged up to Fig.3:
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P1 = P2 = P3 = P4. Roughly speaking, I˜0 − I ′1 − I3 can be regarded as a ΠN−1
resolving series I0 − I1 − I3. This prevents the new merging points from going
downwards unlimitedly.
2.2 The Q part of an ordinal diagram
In this subsetion we explain how to determine the Q part q of ρ = dqσα from a
proof figure when an inference rule (c)σρ is introduced.
In general such a (c)σρ is formed when we resolve an inference rule (ΠN -rfl)H :
.... Cnm+1
Γm+1p
(Γ′p)
m+1
(c)
σp
σp+1 J
m+1
p
....
Γm+1nm
(Γ′nm)
m+1
(c)
σnm
σnm+1 J
m+1
nm
.... Cnm+1
Φm,¬Am
(ΠN -rfl)H....
Γ0
Γ′0
(c)πσ1 J0
....
Γp
Γ′p
(c)
σp
σp+1 Jp
....
Γnm
Γ′nm
(c)
σnm
σnm+1 Jnm
....
Am,Ψm
Φm,Ψm
(Σim)
σnm+1 Km
.... Cnm+1
Γnm+1
Γ′nm+1
(c)σnm+1 Jnm+1
....
Γn−1
Γ′n−1
(c)
σn−1
σ Jn−1
Fig.4
where R = J0, . . . , Jn−1 denotes a series of rules (c)
σp
σp+1 Jp with pi = σ0, σ = σn.
(ΠN -rfl)H is resolved into a (c)
σ
ρ Jn and a (ΣN )
ρ below Jn−1.
This series R is devided into intervals {Rm = Jnm−1+1, . . . , Jnm : m ≤ l}
with an increasing sequence n−1 + 1 = 0 ≤ n0 < n1 < · · · < nl = n − 1 (l ≥ 0)
of numbers so that
1. R0 = J0, . . . , Jn0 is a chain Cn0 leading to Jn0 .
2. For m < l Rm+1 = Jnm+1, . . . , Jnm+1 is a tail of a chain Cnm+1 =
Jm+10 , . . . , J
m+1
nm
, Jnm+1, . . . , Jnm+1 leading to Jnm+1 such that the chain
Cnm+1 passes through the left side of an inference rule (Σim)
σnm+1 Km with
2 ≤ im < N−1, Jnm is above the right uppersequent Am,Ψm and J
m+1
nm
is
above the left uppersequent Φm,¬Am of Km, resp. Am is a Σim sentence.
Each rule Jm+1p for p ≤ nm is again an inference rule (c)
σp
σp+1 . Km will be
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a merging point of chains Cnm+1 and a new chain Cρ = J0, . . . , Jn−1, Jn
leading to (c)ρ Jn.
3. There is no such a merging point below Jn−1, vz. there is no (Σk)
σ with
1 < k < N − 1 such that Jn−1 is in the right upper part of the inference
rule and there exists a chain passing through its left side.
Set N − 1 ∈ In(ρ), rgN−1(ρ) = pi and stN−1(ρ) is the o.d. attached to the
upper part of (c)π J0, where by the upper part we mean the part after resolving
(ΠN -rfl)H .
First consider the case l = 0, i.e., there is no merging point for the new chain
Cρ leading to the new Jn. Then set In(ρ) = {N − 1} and pdN−1(ρ) = σ.
Suppose l > 0 in what follows. Then set pdN−1(ρ) = σn0+1, i.e., pdN−1(ρ)
is the superscript of the first uppermost merging point (Σi0)
σn0+1 K0.
In any cases we have stN−1(ρ) < stN−1(pdN−1(ρ)), cf. (1). sti(ρ) always
corresponds to the upper part of a (c)rgi(ρ) in the chain Cρ for i ∈ In(ρ)
2.2.1 The simplest case N = 4
Here suppose N = 4 and we determine the Q part of ρ. First set 2 ∈ In(ρ),
vz. In(ρ) = {2, 3} and pd2(ρ) = σ. It remains to determine the o.d. rg2(ρ). In
other words to specify a rule (c)σq Jq with rgi(ρ) = σq .
Note that im = 2 for any m with 0 < m ≤ l since 2 ≤ im < N − 1 = 3 in
this case. There are two cases to consider. First suppose there is a p < n such
that
1. p > n0, i.e., σp+1 ≺2 σn0+1 = pd3(ρ) and
2. 2 ∈ In(σp+1), i.e., there was a merging point of the chain leading to
(c)σp+1 Jp.
Then pick the minimal q satisfying these two conditions, vz. the uppermost
rule (c)
σq
σq+1 Jq below the first uppermost merging point (Σi0)
σn0+1 K0 with 2 ∈
In(σq+1). Then set
Case 1 rg2(ρ) = rg2(σq+1).
Otherwise set
Case 2 rg2(ρ) = σ = pd2(ρ).
Consider the first case Case 1 rg2(ρ) = rg2(σq+1) 6= pd2(ρ). From the
definition we see rg2(ρ) = rg2(σq+1) = pd2(σq+1) = σq. We have σq = rg2(ρ) 3
pd3(ρ) = σn0+1. This follows from the minimality of q, i.e., ∀t[n0 < t < q →
2 6∈ In(σt+1)] and hence ∀t[n0 < t < q → σt = pd2(σt+1) = pd3(σt+1)].
Furthermore q is minimal, i.e, σq is maximal in the following sense:
∀t[n0 < t < n(↔ pd2(ρ) = σ 2 σt+1 ≺2 pd3(ρ))& rg2(σt+1) ↓
→ rg2(σt+1) 2 σq] (3)
In general we have the following fact.
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Proposition 2.1 Let C = J0, . . . , Jn−1 be a chain leading to a (c)
σn−1
σn Jn−1.
Each Jp is a rule (c)
σp
σp+1 with σ0 = pi. Suppose that 2 ∈ In(σn) and the chain
passes through the left side of a (Σ2)
σp K for a p with 0 < p < n so that Jp−1 is
in the left upper part of K and Jp is below K. Then σq = rg2(σn) 2 σp, i.e.,
q ≥ p.
.... C
Γp−1
Γ′p−1
(c)
σp−1
σp Jp−1
....
Φ,¬Aσp
....
Aσp ,Ψ
Φ,Ψ
(Σ2)
σp K
.... C
Γp
Γ′p
(c)σp Jp
....
Γn−1
Γ′n−1
(c)
σn−1
σ Jn−1
This means that when, in Fig.4 a (Σ3)
σt K3 (0 < t ≤ n) in the new chain
Cρ = J0, . . . , Jn−1, Jn leading to (c)
σ
ρ Jn is to be resolved into a (Σ2)
σt K2, then
t ≤ q, i.e., rg2(ρ) = σq 2 σt. In other words any (Σ3)σt with q < t ≤ n,
equivalently (Σ3)
σt which is below (c)σq Jq has to wait to be resolved, until the
chain Cρ will disapper by inversion.
For example consider, in Fig.4, an inference rule (Σ3)
σt K3 for t = nm+1 +
1. Its right cut formula is a Σσt3 sentence C
σt and a descendent of a Σ3
sentence C: a series of sentences from C to Cσt are in the chain Cnm+1 =
Jm+10 , . . . , J
m+1
nm
, Jnm+1, . . . , Jnm+1 leading to Jnm+1 . Then the chain Cnm+1
passes through the left side of the inference rule (Σim)
σnm+1 Km and hence K
3
will not be resolved until Km will be resolved and its right upper part will
disapper since we always perform rewritings of proof figure on the rightmosot
branch. But then the chain Cρ will disapper by inversion since it passes through
the right side of Km. In this way we see Proposition 2.1, cf. Lemma 5.7 in
Section 5 for a full statemnt and a detailed proof.
(3) is seen from Proposition 2.1 and the minimality of q. Thus we have
shown, cf. the conditions (DQ.1) for Od(Π4) in [9] or Section 4,
rg2(σ) = rg2(pd2(ρ)) 2 rg2(ρ) 3 pd3(ρ)
and
∀t[rg2(pd2(ρ)) 2 σt ≺2 σq ⇒ rg2(σt) 2 σq].
Furthermore we have
st2(ρ) < st2(σp+1) < σ
+
q (4)
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for the maximal p, vz. for the latest (c)σp+1 Jp with rg2(σp+1) = σq &2 ∈
In(σp+1).
Let m < l denote the number such that nm < q ≤ nm+1, i.e., Jq is a member
of the tailRm+1 = Jnm+1, . . . , Jnm+1 of the chain Cnm+1 . Then from Proposition
2.1 we see that Jp is also a member of Rm+1 and further that Jq is a member
of a chain Cp leading to Jp. Thus the upper part of (c)σq Jq corresponding to
st2(ρ) is a result of perfoming several non-void rewritings to the upper part of
a (c)σq which determined st2(σp+1) when (c)σp+1 Jp was introduced originally.
This yields (4).
Thus we have established the conditions (DQ.1) in [9] or Section 4 for the
newly introduced ρ.
Why we choose such a σq as rg2(ρ)? First introducing σq = rg2(ρ) is meant
to express the fact that σq is (iterated) Π3-reflecting and it is responsible to Σ
σq
2
sentences occurring above a (c)σq . Therefore even if there exists a σp+1 above
pd3(ρ), i.e., p ≤ n0 such that 2 ∈ In(σp+1), we ignore these in determining
rg2(ρ). Second in the Case 1 the reason why we chose σq as the uppermost
one is explained by Proposition 2.1: any (Σ3)
σt in the new chain Cρ will not
be resolved for q < t ≤ n until the chain Cρ will disapper by inversion. Hence
any σq1 with rg2(σp1+1) = σq1 ≺2 σq for some p1 ≤ n will not be rg2(κ) for
κ ≺2 ρ in the future. This means that a collapsing series {(c)κ : rg2(κ) = σq1}
expressing the fact that σq1 is Π3-reflecting is killed by introducing ρ such that
ρ ≺2 σq1 ≺2 σq = rg2(ρ). Therefore once we introduce such a ρ, then we can
ignore rg2(σp1+1) = σq1 between rg2(ρ) and ρ.
2.2.2 The general case N > 4
Here suppose N > 4 and we determine the Q part of ρ, i.e., determine the set
In(ρ) and o.d.’s pdi(ρ), rgi(ρ) for i ∈ In(ρ) by referring Fig.4.
First set i0 ∈ In(ρ) where i0 denotes the number such that the first merging
point is a (Σi0 )
σn0+1 K0. Now let us assume inductively that for k0 ≥ 0 we
have specified merging points {Kmk : k ≤ k0} so that 0 = m0 < · · · < mk0 ,
N − 1 > im0 > · · · > imk0 ≥ 2 and ∀m∀k < k0[mk < m < mk+1 → im ≥ imk ],
and have setted {imk : k ≤ k0} ⊆ In(ρ). Namely Km0 , . . . ,Kmk0 is a series of
merging points going downwards with decreasing indices imk and Kmk is the
uppermost merging point with imk < imk−1 (im−1 := N − 1).
If there exists an m < l such that mk0 < m& imk0 > im ≥ 2, then let m
denote the minimal one, vz. the uppermost merging point Km below the latest
one Kmk0 with imk0 > im, and set im ∈ In(ρ). Otherwise set
In(ρ) = {imk : k ≤ k0} ∪ {N − 1}.
This completes a description of the set
In(ρ) = {N − 1 = im−1} ∪ {imk : 0 ≤ k ≤ k1}
= {N − 1 = im−1 > im0 > · · · > imk1}.
Observe that for i < N − 1
i ∈ In(ρ)⇔ ∃m < l[im = i& ∀p < m(ip ≥ i)].
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Now set pdimk (ρ) = σnmk+1+1 for −1 ≤ k ≤ k1 with mk1+1 := l, vz. the
merging point Kmk chosen for imk ∈ In(ρ) is a (Σimk )
pdimk−1
(ρ)
for 0 ≤ k ≤ k1
and pd2(ρ) = pdimk1
(ρ) = σnl+1 = σn = σ. Observe that for any i with
2 ≤ i ≤ N − 1 there exists an m(i) ≤ l such that pdi(ρ) = σnm(i)+1 and this
m(i) is the minimal m for which im < i.
It remains to determine the o.d.’s rgi(ρ) for N − 1 6= i = imk ∈ In(ρ). As in
the case N = 4 there are two cases to consider. First suppose there is a p < n
such that
1. ρ ≺i σp+1 ≺i σnmk+1 = pdimk−1 (ρ) = pdi+1(ρ) and
2. i ∈ In(σp+1).
Then pick the minimal p satisfying these two conditions, vz. the uppermost rule
(c)σp+1 Jp below the merging point (Σi)
pdi+1(ρ)Kmk with σp+1 ≺i pdi+1(ρ)& i ∈
In(σp+1). Then set
Case 1 rgi(ρ) := σq := rgi(σp+1).
Otherwise set
Case 2 rgi(ρ) = pdi(ρ).
In general we have the following fact.
Proposition 2.2 Let C = J0, . . . , Jn−1 be a chain leading to a (c)
σn−1
σn Jn−1.
Each Jp is a rule (c)
σp
σp+1 with σ0 = pi. Suppose that the chain passes through
the left side of a (Σj)
σp K for a p with 0 < p < n and a j ≥ i so that Jp−1 is
in the left upper part of K and Jp is below K. Then σn ≺i σp and if further
N − 1 6= i ∈ In(σn), then σq = rgi(σn) i σp, cf. the figure in Proposition 2.1.
Let us expalin this Proposition 2.2 using the new chain Cρ = J0, . . . , Jn−1, Jn
leading to (c)σρ Jn, cf. Fig.4. When a (Σj+1)
σt Kj+1 (0 < t ≤ n) in the new
chain Cρ is to be resolved, a (Σj)σs Kj is introduced at a point below Kj+1.
The point and s ≥ t is determined as the lowest position as far as we can
lower a rule (Σj)
σt , cf. Definition 5.5 in Section 5. For example when Kj+1
is the rule (Σim)
σnm+1 Km in Fig.4, let m1 denote the minimal m1 such that
im1 < im and we introduce a new (Σim−1)
σnm1+1 (s = nm1+1) between the rules
(c)σnm1+1
Jnm1 and (Σim1 )
σnm1+1 Km1 . Observe that the new (Σim−1) together
with (Σim2 )Km2 (m < m2 < m1) by inversion will be merging points for the
next chain leading to a (c)ρ.
Let us consider the case when the (Σim−1)
σnm1+1 is the rule (Σj)
σp K in the
Proposition 2.2: j = im − 1& p = nm1+1. Also put pdi(ρ) = σnm(i)+1, where
m(i) denotes the minimal m(i) such that im(i) < i. Then i ≤ j = im − 1.
By Proposition 2.3 below we see that im < im3 for any m3 < m, i.e., any
merging point (Σim3 )Km3 above (Σim)K
j+1 = Km has larger index since we
are assuming that Km is to be resolved. Therefore m(i) ≥ m1, i.e., the merging
point (Σim(i))
σnm(i)+1 Km(i) determining pdi(ρ) is equal to or below the merging
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point (Σim1 )
σnm1+1 Km1 . In the former case we have pdi(ρ) = σnm(i)+1 =
σnm1+1 = σp and hence ρ ≺i σp. In the latter case we have im3 ≥ i for
m1 ≤ m3 < m(i). Thus we see ρ ≺i σp inductively. This shows the first half of
Proposition 2.2.
Now assume N − 1 6= i ∈ In(σn) and show rgi(ρ) i σp. Consider the
Case 1, vz. σq = rgi(ρ) 6= pdi(ρ). Let p0 denote the minimal p0 such that
ρ ≺i σp0+1 ≺i pdi+1(ρ) and i ∈ In(σp0+1). By the definition we have σq =
rgi(ρ) = rgi(σp0+1).
Let m(i + 1) < m(i) denote the number such that pdi+1(ρ) = σnm(i+1)+1.
Then by i ∈ In(ρ) we have im(i+1) = i ≤ im1 , i.e., m1 ≤ m(i + 1) < m(i) and
hence pdi+1(ρ) ≤ σnm1+1 = σp. On the other we have ρ ≺i σq = rgi(ρ) by the
definition and ρ ≺i σp by the first half of the Proposition 2.2. Hence it suffices
to show σq ≤ σp since the set {τ : ρ ≺i τ} is linearly ordered by ≺i. Now we
see σq = rgi(ρ) = rgi(σp0+1) i pdi+1(ρ) inductively, i.e., by using Proposition
2.2 for smaller parts. Thus we get σq i pdi+1(ρ) ≤ σp. This shows the second
half of Proposition 2.2.
Further we have the following fact.
Proposition 2.3 Let C = J0, . . . , Jn−1 be a chain leading to a (c)
σn−1
σn Jn−1.
Each Jk is a rule (c)
σk
σk+1
with σ0 = pi. Suppose that the chain C passes through
the left side of a (Σj)
σp K lw for a p with 0 < p < n so that Jp−1 is in the left
upper part of K lw and Jp is below K
lw. Let D = I0, . . . , Im−1 (m ≥ p) be a
chain leading to a (c)
σm−1
σm Im−1. Each Ik is a rule (c)
τk
τk+1
such that τk = σk for
0 ≤ k < min{n,m}. Suppose that the chain D passes through the left side of a
(Σi)
σk Kup for a k with 0 < k < p so that Ik−1 is in the left upper part of K
up
and Ik is below K
up. Further assume the rule (c)σp Ip−1 is in the right upper
part of (Σj)
σp K lw and i ≤ j.
Then the upper Kup foreruns the lower K lw, i.e., analyses of Kup have to
precede ones of K lw.
Let us explain Proposition 2.3 by referring Fig.4: C is the new chain Cρ, K lw
is the new (Σim−1)
σnm1+1 which is resulted from (Σim)
σnm+1 Km with m = l−1,
i.e., the resolved rule Kl−1 is the lowest merging point. Then K
lw is a (Σim−1)
σ
withm1 = l. FurtherD is the chain Cnm+1 = J
m+1
0 , . . . , J
m+1
nm
, Jnm+1, . . . , Jnm+1
leading to the last member (c)σ Jn−1 (n−1 = nm+1 = nl) of the series R. Then
the last member (c)σ Jn−1 is in the right upper part of (Σim−1)
σK lw. Let I
be a rule (Σi+1)
τ such that the chain D passes through its right side. Suppose
the rule I in the chain D is resolved and produces a (Σi)σk Kup for a k with
0 < k < n so that the chain D passes through the left side of Kup.
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...
.
Π,¬B
...
.
D
B,Λ, Cτm
Π,Λ, Cτm
(Σi+1)
τ
.... D
Φm, C
σnm+1
m
.... C
¬C
σnm+1
m ,Ψm,¬C
σnm+1
Φm,Ψm,¬C
σnm+1
(Σim )
σnm+1 Km
.... D, C
Γn−1,¬C
σn−1
Γ′n−1,¬C
σ (c)
σn−1
σ Jn−1
.
...
Φ,¬Cσ
..
..
Π,¬B
..
.. D
B,Cτ ,Λ
Cτ ,Π,Λ
(Σi+1)τ I
....
Cσnm+1 ,Φm
Cσnm+1 ,Φm,Ψm.... D
Cσn−1 ,Γn−1
Cσ,Γ′n−1
(c)
σn−1
σ Jn−1
.
...
Cσ,Ψ
Φ,Ψ
(Σim−1)
σ Klw
.
... C
Γn
Γ′n
(c)σρ Jn
Fig.5
where ¬Am ≡ C
σnm+1
m ≡ ∀x < σnm+1C0(x) and C
σnm+1 ≡ C0(α) for an α <
σnm+1.
.... D, C
Γn−1,¬Cσn−1
Γ′n−1,¬C
σ (c)
σn−1
σ Jn−1
....
Φ,¬Cσ
....
Π,¬B
.... D
B,Cτ ,Λ, Bτ1
Cτ ,Π,Λ, Bτ1
(Σi+1)
τ I
.... D
Cσk ,Λ1, B
σk
1
....
Π,¬Bτ1
¬Bτ1 ,Π,Λ....
¬Bσk1 ,Π1
Cσk ,Λ1,Π1
(Σi)
σk Kup
.... D
Cσn−1 ,Γn−1
Cσ,Γ′n−1
(c)
σn−1
σ Jn−1
....
Cσ,Ψ
Φ,Ψ
(Σim−1)
σK lw
.... C
Γn
Γ′n
(c)σρ Jn
Fig.6
We show, in Fig.6, no ancestor of the right cut formula Cσ of K lw is in the
right upper part of Kup in order to see that Kup foreruns K lw. It sufices to
see that, in Fig.5, no ancestor of the right cut formula Cσ of K lw is in the left
upper part of the resolved rule (Σi+1)
τ I. Any ancestor of the right cut formula
Cσ of K lw comes from the left cut formula ¬Am ≡ C
σnm+1
m of (Σim)
σnm+1 Km
and any ancestor of the latter is in the chain D, which in turn passes through
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the right side of (Σi+1)
τ I. Thus any ancestor of the right cut formula Cσ of
K lw is in the right upper part of I in Fig.5, a fortiori, in the left upper part of
Kup in Fig.6. This shows Proposition 2.3.
For full statements and proofs of Propositions 2.2, 2.3, see Lemmata 5.7, the
proviso (uplw) in Definition 5.8 in Section 5 and the case M7.2 in Section 6.
From Propositions 2.2, 2.3 we see that the conditions (DQ.1) for Od(ΠN )
in [9] or Section 4 are enjoyed with respect to the Q part of ρ as for the case
N = 4. A set-theoretic meaning and a wellfoundedness proof of Od(ΠN ) are
derived from these conditions on o.d.’s as we saw in [8] and [9].
Consider a rule (Σj) in the chain Cρ for j ≥ i ∈ In(ρ) which is below
(Σim(i))
pdi(ρ)Km(i) (im(i) < i). Then from Proposition 2.3 we see that anal-
yses of such a (Σj) have to follow ones of the rule (Σim(i))
pdi(ρ)Km(i). Thus
when such a reversal happens, the lower rule with greater indices (j > im(i))
is dead and we can ignore it. The o.d. pdi(ρ) and the rule (c)pdi(ρ) Jnm(i) is
the predecessor of the o.d. ρ and the rule (c)ρ with respect to i: any member
(c)κ of the chain Cρ with ρ < κ < pdi(ρ) is irrelevant to the fact that pdi(ρ)
and rgi(ρ) are iterated Πi-reflecting. But the member may be relevant to Πj-
reflection for j < i. This motivates the definitions of In(ρ) and pdi(ρ). A series
κn ≺i κn−1 ≺i · · · ≺i κ0 expesses a possible stepping down for the fact that κ0
is an iterated Πi-reflecting ordinal. Degrees of iterations are measured by an
ordinal ν < κ+ with κ = rgi(κ0), ν = sti(κ0) (and by predecessors of rgi(κ0))
as we saw in [8] and [9]. Therefore we seach only for o.d.’s σp+1 with ρ ≺i σp+1
in determing the o.d. rgi(ρ) = rgi(σp+1).
In the Case 1 the reason why we chose σq as the uppermost one is explained
by Propositions 2.2, 2.3 as in the case N = 4.
Now details follow.
3 The theory TN for ΠN-reflecting ordinals
In this section a theory TN of ΠN -reflecting ordinals is defined.
Let T0 denote the base theory defined in [5]. L1 denotes the language of
T0. Recall that L1 = L0 ∪ {RA, RA< : A is a ∆0 formula in L0 ∪ {X}} with
L0 = {0, 1,+,−, ·, q, r,max, j, ()0, ()1,=, <}. RA, RA< are predicate constants
for inductively defined predicates. The axioms and inference rules in T0 are
designed for this language L1.
The language L(TN ) of the theory TN is defined to be L1 ∪ {Ω} with an
individual constant Ω.
The axioms of TN are the same as for the theory T3 in [6], i.e., are obtained
from those of T22 in [5] by deleting the axiom Γ, Ad(Ω). Thus the axioms Γ,Λf
for the closure of Ω under the function f in L0 are included as mathematical
axiom in TN .
The inference rules in TN are obtained from T0 by adding the following rules
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(ΠN -rfl) and (Π
Ω
2 -rfl).
Γ, A ¬∃z(t0 < z ∧ Az),Γ
Γ
(ΠN -rfl)
where A ≡ ∀xN∃xN−1 · · ·Qx1B(xN , xN−1, . . . , x1, t0) is a ΠN formula.
Γ, AΩ ¬∃z(t < z < Ω ∧Az),Γ Γ, t < Ω
Γ
(ΠΩ2 -rfl)
where A ≡ ∀x∃yB(x, y, t) is a Π2 formula.
Concepts related to proof figures, principal or auxiliary formulae, pure vari-
able condition, branch, etc. are defined exactly as in Section 2 of [5].
4 The system Od(ΠN) of ordinal diagrams
In this section first let us recall briefly the system Od(ΠN ) of ordinal diagrams
(abbreviated by o.d.’s) in [9].
Let 0, ϕ,Ω,+, pi and d be distinct symbols. Each o.d. in Od(ΠN ) is a fi-
nite sequence of these symbols. ϕ is the Veblen function. Ω denotes the first
recursively regular ordinal ωCK1 and pi the first ΠN -reflecting ordinal.
The set Od(ΠN ) is classified into subsets R,SC, P according to the intended
meanings of o.d.’s. P denotes the set of additive principal numbers, SC the set
of strongly critical numbers and R the set of recursively regular ordinals (less
than or equal to pi). If pi > σ ∈ R, then σ+ denotes the next recursively regular
diagram to σ.
Recall that Kα denotes the finite set of o.d.’s defined as follows.
1. K0 = ∅.
2. K(α1 + · · ·+ αn) =
⋃
{Kαi : 1 ≤ i ≤ n}
3. Kϕαβ = Kα ∪Kβ
4. Kα = {α} otherwise, i.e., α ∈ SC.
Definition 4.1 1. Dσ(α) ⊆ Dσ.
(a) Dσ(α) = ∅ if α ∈ {0,Ω, pi}.
(b) Dσ(α) = Dσ(Kα) if α 6∈ SC.
(c) If α ∈ Dτ ,
Dσ(α) =


Dσ({τ} ∪ c(α)) if τ > σ
{α} ∪ Dσ(c(α)) if τ = σ
Dσ(τ) if τ < σ
2. Bσ(α) = max{b(β) : β ∈ Dσ(α)}.
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3. B>σ(α) = max{Bτ(α) : τ > σ}.
For an o.d. α set
α+ = min{σ ∈ R ∪ {∞} : α < σ}.
For σ ∈ R, Dσ ⊆ SC denotes the set of o.d.’s of the form ρ = dqσα with a
(possibly empty) list q, where the following condition has to be met:
B>σ({σ, α} ∪ q) < α (5)
α is the body of dqσα.
If q is not empty, then dqσα ∈ D
Q by definition. Its Q part Q(dqσα) = q =
νκτj denotes a sequence of quadruples νmκmτmjm of length l + 1 (0 ≤ l) such
that
1. 2 ≤ j0 < j1 < · · · < jl = N − 1,
2. κl = pi, κm ∈ R | pi (m < l)& σ  κm (m ≤ l),
3. νl ∈ Od(ΠN ),
σ = pi ⇒ νl ≤ α (6)
and
m < l⇒ νm < κ
+
m (7)
4. τ0 = σ, τm ∈ {pi} ∪ DQ, σ  τm (m ≤ l) and
τl = pi ⇒ σ = pi (8)
From q = Q(ρ) define
1. inj(ρ) = stj(ρ)rgj(ρ) (a pair) and pdj(ρ): Given j with 2 ≤ j < N , put
m = min{m ≤ l : j ≤ jm}.
2. pdj(ρ) = τm.
3. ∃m ≤ l(j = jm): Then stj(ρ) = νm, rgj(ρ) = κm.
4. Otherwise: inj(ρ) = inj(pdj(ρ)) = inj(τm). If inj(τm) = ∅, then set
stj(ρ) ↑, rgj(ρ) ↑.
5. In(ρ) = {jm : m ≤ l}.
Observe that
pi < β ∈ q = Q(ρ)⇒ β = νl = stN−1(ρ) (9)
The relation α ≺i β is the transitive closure of the relation pdi(α) = β.
In [9] we impose several conditions on a diagram of the form ρ = dqσα to be
in Od(ΠN ). For α ∈ Od(ΠN ), q ⊆ Od(ΠN )& σ ∈ R \ {Ω}, ρ = d
q
σα ∈ Od(ΠN )
if the following conditions are fulfilled besides (5);
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(DQ.1) Assume i ∈ In(ρ). Put κ = rgi(ρ). Then
(DQ.11) ini(rgi(ρ)) = ini(pdi+1(ρ)), rgi(ρ) i pdi+1(ρ) and pdi(ρ) 6=
pdi+1(ρ) if i < N − 1.
Also pdi(ρ) i rgi(ρ) for any i.
(DQ.12) One of the following holds:
(DQ.12.1) rgi(ρ) = pdi(ρ)&B>κ(sti(ρ)) < b(α1) with ρ  α1 ∈ Dκ.
(DQ.12.2) rgi(ρ) = rgi(pdi(ρ))& sti(ρ) < sti(pdi(ρ)).
(DQ.12.3) rgi(pdi(ρ)) ≺i κ&
∀τ(rgi(pdi(ρ)) i τ ≺i κ→ rgi(τ) i κ)& sti(ρ) < sti(σ1) with
σ1 = min{σ1 : rgi(σ1) = κ& pdi(ρ) ≺i σ1 ≺i κ}
and such a σ1 exists.
(DQ.2)
∀κ ≤ rgi(ρ)(Kκsti(ρ) < ρ) (10)
for i ∈ In(ρ).
We set Q(dσα) = ∅, i.e., d∅σα = dσα.
The order relation α < β on Dσ is defined through finite sets Kτα for
τ ∈ R,α ∈ Od(ΠN ), and the latter is defined through the relation α ≺ β, which
is the transitive closure of the relation α ∈ Dβ . Thus α ≺2 β ⇔ α ≺ β.
For ρ = dqτα c(ρ) = {τ, α} ∪ q and
Kσρ =
{
Kσ({τ} ∪ c(ρ)) = Kσ{τ, α} ∪ q, σ < τ
Kστ, τ < σ& τ 6 σ
The following Proposition 4.1 is shown in [9].
Proposition 4.1 1. The finite set {τ : σ ≺i τ} is linearly ordered by ≺i.
In the following assume κ = rgi(ρ) ↓.
2. ρ ≺i rgi(ρ).
3. ρ ≺i σ ≺i τ & ini(ρ) = ini(τ)⇒ ini(ρ) = ini(σ).
4. ρ ≺i τ ≺i rgi(ρ)⇒ rgi(τ) i rgi(ρ).
Definition 4.2 For o.d.’s α, σ with σ ∈ R,
Kσ(α) := maxKσα.
The following lemmata are seen as in [5].
Lemma 4.1 Suppose B>κ(αi) < αi for i = 0, 1, and α0 < α1. Then
τ > κ⇒ dταi ∈ Od(ΠN )& dτα0 < dτα1.
Lemma 4.2 For α, β, σ ∈ Od(ΠN ) with σ ∈ R|pi assume ∀τ < pi[Bτ (β) ≤
Bτ (α)], and put γ = max{Bπ(β),B>σ({σ, α})} + ωβ. Then B>σ({σ, γ, γ +
Kσ(α)}) < γ, and hence (5) is fulfilled for dσγ, dσ(γ +Kσ(α)) ∈ Od(ΠN ).
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5 The system TNc
In this section we extend TN to a formal system TNc. The universe pi(TN ) of
the theory TN is defined to be the o.d. pi ∈ Od(ΠN ). The language is expanded
so that individual constants cα for o.d.’s α ∈ Od(ΠN ) | pi are included. Inference
rules (c)σ are added. To each proof P in TNc an o.d. o(P ) ∈ Od(ΠN ) | Ω is
attached. Chains are defined to be a consecutive sequence of rules (c). Proofs
in TNc defined in Definition 5.8 are proof figures enjoying some provisos and
obtained from given proofs in TN by operating rewriting steps. Some lemmata
for proofs are established. These are needed to verify that rewrited proof figures
enjoy these provisos.
The language LNc of TNc is obtained from the language L(TN) by adding
individual constants cα for each o.d. α ∈ Od(ΠN ) such that 1 < α < pi&α 6= Ω.
We identify the constant cα with the o.d. α.
In what follows A,B, . . . denote formulae in LNc and Γ,∆, . . . sequents in
LNc.
The axioms of TNc are obtained from those of TN as in [5].
Complexity measures deg(A), rk(A) of formulae A are defined as in [5] by
replacing the universe pi(T22) = µ by pi(TN ) = pi.
Also the sets ∆σ0 ,Σ
σ
i of formulae are defined as in [5]. Recall that for a
bounded formula A and a multiplicative principal number α ≤ pi, we have
A ∈ ∆α ⇔ deg(A) < α.
Definition 5.1
degN (A) :=
{
deg(A) +N − 1 if A is a bounded formula
deg(A) otherwise
Note that
degN (A) 6∈ {α+ i : i < N − 1, α < pi is a limit o.d.}
The inference rules of TNc are obtained from those of TN by adding the
following rules (h)α (α ∈ {α : pi ≤ α < pi + ω} ∪ {0,Ω}), (cΠ2)Ωα1 , (cΣ1)
Ω
α1
,
(cΠN )
σ
τ , (cΣN−1)
σ
τ for each σ ∈ R ⊆ Od(ΠN )& σ 6= Ω and (Σi)
σ for each
σ ∈ R ⊆ Od(ΠN )& σ 6∈ {Ω, pi} and i = 1, 2, . . . , N . The rule (h)α, (cΠ2)Ωα1 and
(cΣ1)
Ω
α1
are the same as in [6]. We write (w) for (h)0.
1.
Γ, Aσ
Γ, Aτ
(cΠN )
σ
τ
where
(a) A ≡ ∀xN∃xN−1 · · ·Qx1B is a ΠN -sentence with a ∆τ -matrix B,
(b) τ ∈ Dσ with the body α = b(τ) of the rule and
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(c) the formula Aτ in the lowersequent is the principal formula of the
rule and the formula Aσ in the uppersequent is the auxiliary formula
of the rule, resp. Each formula in Γ is a side formula of the rule.
2.
Γ,Λσ
Γ,Λτ
(cΣN−1)
σ
τ
where
(a) Λ is a nonempty set of unbounded ΠN -sentences with ∆
τ -matrices.
(b) τ ∈ Dσ with the body α = b(τ) of the rule and
(c) each formula in Γ is a side formula of the rule.
3.
Γ,¬Aσ Aσ,Λ
Γ,Λ
(Σi)
σ
where 1 ≤ i ≤ N and Aσ is a genuine Σσi -sentence, i.e., A
σ ∈ Σσi and
Aσ 6∈ Πσi−1 ∪ Σ
σ
i−1.
Aσ [¬Aσ] is said to be the right [left ] cut formula of the rule (Σi)σ, resp.
The rules (cΠ2)
Ω and (cΠN ) are basic rules but not the rules (h)
α, (cΣ1)
Ω,
(cΣN−1)
σ and (Σi)
σ.
A preproof in TNc is a proof in TNc in the sense of [5], i.e., a proof tree
built from axioms and inference rules in TNc. The underlying tree Tree(P ) of
a preproof P is a tree of finite sequences of natural numbers such that each
occurrence of a sequent or an inference rule receives a finite sequence. The root
(empty sequence) ( ) is attached to the endsequent, and in an inference rule
a ∗ (0, 0) : Λ0 · · · a ∗ (0, n) : Λn
a : Γ
(r) a ∗ (0)
where (r) is the name of the inference rule. Finite sequences are denoted by Ro-
man letters a, b, c, . . . , I, J,K, . . .. Roman capitals I, J,K, . . . denote exclusively
inference nodes. We will identify the attached sequence a with the occurrence
of a sequent or an inference rule.
Let P be a preproof and γ < pi + ω an o.d. in Od(ΠN ). For each sequent
a : Γ (a ∈ Tree(P )), we assign the height hγ(a;P ) < pi + ω of the node a with
the base height γ in P as in [5] except we replace pi(T22) = µ by pi(TN ) = pi
and replace deg(A) by degN (A).
Then the height h(a;P ) of a in P is defined to be the height with the base
height γ = 0:
h(a;P ) := h0(a;P ).
A pair (P, γ) of a preproof P and an o.d. γ is said to be height regulated
if it enjoys the conditions in [5], or equivalently in [6], Definition 5.4. For the
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rules (Σi)
σ, this requires the condition: If a : Γ is the lowersequent of a rule
(Σi)
σ a ∗ (0) (1 ≤ i ≤ N) in P , then hγ(a;P ) ≤ σ + i − 2 if i = N − 1, N .
Otherwise hγ(a;P ) ≤ σ + i− 1.
Therefore for the uppersequent a ∗ (0, k) : Λ of a (Σi)σ we have hγ(a ∗
(0, k);P ) = σ+ i− 1. Note that this implies that there is no nested rules (Σi)
σ,
i.e., there is no (Σi)
σ below any (Σi)
σ for i ≥ N − 1.
A preproof is height regulated iff (P, 0) is height regulated.
Let P be a preproof and γ < pi + ω. Assume that (P, γ) is height regulated.
Then the o.d oγ(a;P ) ∈ O(ΠN ) assigned to each node a in the underlying tree
Tree(P ) of P is defined exactly as in [6].
Furthermore for τ ∈ R∩Od(ΠN ), o.d.’s Bτ,γ(a;P ), Bkτ,γ(a;P ) ∈ O(ΠN ) are
assigned to each sequent node a such that hγ(a;P ) ≤ τ ∈ R as in [6]. Namely
Bτ,γ(a;P ) :=


pi · oγ(a;P )
if hγ(a;P ) = τ = pi
max{Bπ(oγ(a;P )),B>τ ({τ} ∪ (a;P ))} + ωoγ(a;P )
if hγ(a;P ) < pi
Bkτ,γ(a;P ) := Bτ,γ(a;P ) +Kτ (a;P )
Bτ (a;P ) [Bkτ (a;P )] denotes Bτ,0(a;P ) [Bkτ,0(a;P )], resp.
Then propositions and lemmata (Rank Lemma 7.3, Inversion Lemma 7.9,
etc.) in Section 9 of [5] and Replacement Lemma 5.15 in [6] hold also for TNc.
Lemma 4.2 yields oγ(a;P ) ∈ Od(ΠN ) for each node a ∈ Tree(P ) if (P, γ) is
height regulated and γ < pi + ω.
Definition 5.2 Let T be a branch in a preproof P and J a rule (Σi)σ.
1. Left branch: T is a left branch of J if
(a) T starts with a lowermost sequent Γ such that h(Γ) ≥ pi,
(b) each sequent in T contains an ancestor of the left cut formula of J
and
(c) T ends with the left uppersequent of J .
2. Right branch: T is a right branch of J if
(a) T starts with a lowermost sequent Γ such that Γ is a lowersequent
of a basic rule whose principal formula is an ancestor of the right cut
formula of J and
(b) T ends with the right uppersequent of J .
Chains in a preproof are defined as in Definition 6.1 of [6] when we replace
((cΠ3), (Σ3)), ((cΣ2), (Σ2)) by ((cΠN ), (ΣN )), ((cΣN−1), (ΣN−1)). For defini-
tions related to chains such as starting with, top, branch of a chain, passing
through, see Definition 6.1 of [6]. Also rope sequence of a rule, the end of a rope
sequence and the bar of a rule are defined as in Definition 6.2 of [6]. Moreover
a chain analysis for a preproof together with the bottom of a rule is defined as
in Definition 6.3 of [6].
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Definition 5.3 Q part of a chain and the i-origin.
1. Let C = J0, J ′0, . . . , Jn, J
′
n be a chain starting with a (c)σ Jn. Put
(a) In(C) := In(Jn) := In(σ).
(b) ini(C) := ini(Jn) := ini(σ) for 2 ≤ i < N .
(c) sti(C) := sti(Jn) := sti(σ), rgi(C) := rgi(Jn) := rgi(σ)
where sti(C) ↑ & rgi(C) ↑ if sti(σ) ↑ & rgi(σ) ↑.
(d) Jk is the i-origin of the chain C or the rule Jn if Jk is a rule (c)κ
with κ = rgi(σ) ↓.
(e) Jk is the i-predecessor of Jn, denoted by Jk = pdi(Jn) or
i-predecessor of the chain C, denoted by Jk = pdi(C) if Jk is a rule
(c)ρ with ρ = pdi(σ).
Definition 5.4 Knot and rope.
Assume that a chain analysis for a preproof P is given and by a chain we mean
a chain in the chain analysis.
1. i-knot: Let K be a rule (Σi)
σ (1 ≤ i ≤ N−2). We say that K is an i-knot
if there are an uppermost rule (c)σ Jlw below K and a chain C such that
Jlw is a member of C and C passes through the left side of K.
The rule Jlw is said to be the lower rule of the i-knot K. The member
(c)σ Jul of the chain C is the upper left rule of K and a rule (c)σ Jur which
is above the right uppersequent of K is an upper right rule of K if such a
rule (c)σ Jur exists.
.... C
Γ,¬Aσ
....
Aσ,Λ
Γ,Λ
(Σi)
σK
....
∆
∆′
uppermost (c)σ Jlw ∈ C
....
2. A rule is a knot if it is an i-knot for some i > 1.
Remark. Note that a 1-knot (Σ1) is not a knot by definition.
3. Let K be a knot, Jlw the lower rule of K and Jur an upper right rule of
K. Then we say that K is a knot of Jur and Jlw.
4. Let Cn = J0, . . . , Jn be a chain starting with Jn and K a knot. K is a
knot for the chain Cn or the rule Jn if
(a) the lower rule Jlw of K is a member Jk (k < n) of Cn,
(b) Cn passes through the right side of K, and
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(c) for any k < n the chain Ck starting with Jk does not pass through
the right side of K.
The knot K is a merging rule of the chain Cn and the chain Ck starting
with the lower rule Jlw = Jk.
.... Ck
Γ,¬Aσ
.... Cn
Aσ,Λ
Γ,Λ
(Σi)
σK
....
∆k
∆′k
uppermost (c)σ Jlw = Jk ∈ Cn
....
∆n
∆′n
Jn
5. A series RJ0 = J0, . . . , Jn−1 (n ≥ 1) of rules (c) is said to be the rope
starting with J0 if there is an increasing sequence of numbers (uniquely
determined)
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
for which the following hold:
(a) each Jnm is the bottom of Jnm−1+1 for m ≤ l (n−1 = −1),
(b) there is an uppermost knot Km such that Jnm is an upper right rule
and Jnm+1 is the lower rule of Km for m < l, and
(c) there is no knot whose upper right rule is Jnl = Jn−1.
We say that the rule Jn−1 is the edge of the rope RJ0 or the edge of the
rule J0.
For a rope the increasing sequence of numbers (11) is called the knotting
numbers of the rope.
Remark. These knots Km are uniquely determined for a proof defined
below.
6. Let K−1 be an i−1-knot (i−1 ≥ 1) and J0 the lower rule of K−1. The left
rope K−1R of K−1 is inductively defined as follows:
(a) Pick the lowermost rule (c)Jn0 such that the chain C starting with
Jn0 passes through the left side of the i−1-knot K−1 and J0 is a
member of C. Let 0R = I0, . . . , Iq be the part of the chain C with
J0 = I0& Jn0 = Iq.
(b) If there exists an uppermost knot K0 such that Jn0 is an upper right
rule of K0, then K−1R is defined to be a concatenation :
K−1R = 0R
⌢
K0R
where K0R denotes the left rope of K0.
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(c) Otherwise. Set:
K−1R = 0R
Therefore for the left rope K−1R = J0, . . . , Jn−1 of K−1 there exists a
uniquely determined increasing sequence of numbers (11) such that:
(a) each Jnm is the lowermost rule (c) such that the chain C starting
with Jnm passes through the left side of the im−1-knot Km−1 and
Jnm−1+1 is a member of C (n−1 = −1) for m ≤ l,
(b) there is an im-knot Km (im > 1) such that Jnm is an upper right rule
and Jnm+1 is the lower rule of Km for m < l, and
(c) there is no knot whose upper right rule is Jnl = Jn−1. ( K−1 is the
i−1-knot whose lower rule is J0.)
These numbers (11) is called the knotting numbers of the left rope and
each knot Km (m < l) a knot for the left rope.
By the left rope J0R of the lower rule J0 of K−1 we mean the left rope
K−1R of K−1.
When a rule (Σi+1)
σK (0 < i < N) is resolved, we introduce a new rule
(Σi)
σnm(i+1)+1 at a sequent Φ, which is defined to be the resolvent of K and a
σnm(i+1)+1  σ defined as follows.
Definition 5.5 Resolvent
Let K be a rule (Σi+1)
σ (0 < i < N). The resolvent of the rule K is a sequent
a : Φ defined as follows: let K ′ denote the lowermost rule (Σi+1)
σ below or
equal to K and b : Ψ the lowersequent of K ′.
Case 1 The case when there exists an (i+1)-knot (Σi+1)
σ which is between an
uppersequent of K and b : Ψ: Pick the uppermost such knot (Σi+1)
σK−1
and let K−1R = J0, . . . , Jn−1 denote the left rope of K−1. Each Jp is a
rule (c)
σp
σp+1 . Let
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
be the knotting numbers of the left rope K−1R and Km an im-knot
(Σim)
σnm+1 of Jnm and Jnm+1 for m < l. Put
m(i+ 1) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i+ 1 ≤ ip)} (12)
Then the resolvent a : Φ is defined to be the uppermost sequent a : Φ
below Jnm(i+1) such that h(a;P ) < σnm(i+1)+1 + i.
Case 2 Otherwise: Then the resolvent aΦ is defined to be the sequent b : Ψ.
Definition 5.6 Let J and J ′ be rules in a preproof such that both J and J ′
are one of rules (Σi) (1 ≤ i ≤ N − 1) and J is above the right uppersequent of
J ′. We say that J foreruns J ′ if any right branch T of J ′ is left to J , i.e., there
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exists a merging rule K such that T passes through the left side of K and the
right uppersequent of K is equal to or below the right uppersequent of J .
....
Γ0,¬Aσ0
Aσ1.... right branch T of J
′
Γ1,¬B
Γ2,¬C C,Λ2
Γ2,Λ2
(Σj)J
....
B,Λ1
Γ1,Λ1
K
....
Aσ0 ,Λ0
Γ0,Λ0
(Σi)
σ0 J ′
If J foreruns J ′, then resolving steps of J precede ones of J ′. In other words
we have to resolve J in advance in order to resolve J ′.
Definition 5.7 Let R = J0, . . . , Jn−1 denote a series of rules (c). Each Jp is a
rule (c)
σp
σp+1Assume that J0 is above a rule (Σi)
σ I and σ = σp for some p with
0 < p ≤ n. Then we say that the series R reaches to the rule I.
In a proof defined in the next definition, if a series R = J0, . . . , Jn−1 reaches
to the rule (Σi)
σ I, then eitherR passes through I in case p < n, or the subscript
σn of the last rule (c)
σn−1
σn Jn−1 is equal to σ, i.e., Jn−1 is a lowermost rule (c)
above I.
Definition 5.8 Proof
Let P be a preproof. Assume a chain analysis for P is given. The preproof
P together with the chain analysis is said to be a proof in TNc if it satis-
fies the following conditions besides the conditions (pure), (h-reg), (c:side),
(c:bound), (next), (h:bound), (ch:pass) (a chain passes through only rules
(c), (h), (Σi) (i < N)), (ch:left), which are the same as in [6]:
(st:bound) Let C be a chain, i ∈ In(C) and a : Γ be the uppersequent of the
i-origin of the chain C.
(st:bound1) Let i = N − 1. Then
o(a;P ) ≤ stN−1(C).
(st:bound2) Let i < N − 1 and κ = rgi(C). Then for an α
sti(C) = dκ+α
and
Bκ(a;P ) ≤ α.
(ch:link) Linking chains: Let C = J0, J ′0, . . . , Jn, J
′
n and D = I0, I
′
0, . . . , Im, I
′
m
be chains such that Ji is a rule (c)
τi
τi+1
and Ii a rule (c)
σi
σi+1
. Assume that
branchs of these chains intersect. Then one of the following three types
must occur (Cf. [6] for Type1 (segment) and Type2 (jump)):
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Type1 (segment) : One is a part of the other, i.e.,
n ≤ m& Ji = Ii
or vice versa.
Assume that there exists a merging rule K such that C passes through the
left side of K and D the right side of K. Then by (ch:left) the merging
rule K is a (Σl)
τj for some j ≤ n and some l with 1 ≤ l ≤ N − 2.
Type2 (jump) : The case when there is an i ≤ m so that
1. J ′j−1 is above K and Jj is below K,
2. Ii is above K,
3. I ′i is below J
′
n and
4. σi+1 < τn+1.
Type3 (merge) : The case when τj = σj . Then it must be the case:
1. l > 1,
2. I ′j−1 and J
′
j−1 are rules (ΣN−1)
τj above K, and
3. n < m& Jj+k = Ij+k & J
′
j+k = I
′
j+k for any k with
j ≤ j + k ≤ n.
That is to say, C and D share the part from Jj = Ij to Jn = In , the
right chain D has to be longer n < m than the left chain C and the
merging rule K is not a rule (Σ1).
If Type2 (jump) or Type3 (merge) occurs for chains C and D, then
we say that D foreruns C, since the resolving of the chain D precedes the
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resolving of the chain C.
....
Φj−1,¬A
τj
j−1
....
A
τj
j−1,Ψj−1
Φj−1,Ψj−1
(ΣN−1)
τj J ′j−1
.... C
Φ,¬Aτj
....
Π,¬Bσj
....
Bσj ,∆
Π,∆
(ΣN−1)
σj I ′j−1
.... D
Aτj ,Ψ
Φ,Ψ
(Σl)
τj K
....
Γj
Γ′j
(cΣN−1)
τj
τj+1 Jj = (cΣN−1)
σj
σj+1 Ij
....
Γn
....
Φn,¬A
τn+1
n
Γ′n
(cΣN−1)
τn
τn+1
Jn = (cΣN−1)
σn
σn+1
In
....
A
τn+1
n ,Ψn
Φn,Ψn
(ΣN−1)
τn+1 J ′n = (ΣN−1)
σn+1 I ′n
....
Γm
Γ′m
(c)σmσm+1 I
′
m
Type3
(ch:Qpt) Let C = J0, . . . , Jn be a chain with a (c)
σp
σp+1 Jp (p ≤ n) and put ρ =
σn+1. Then by (ch:link) there exists a uniquely detremined increasing
sequence of numbers
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
such that for each m < l there exists an im-knot (Σim)
σnm+1 Km (2 ≤
im ≤ N − 2) for the chain C. (The im-knot Km is the merging rule of the
chain C and the chain starting with the rule Jnm+1, cf. Type3 (merge).)
These numbers are called the knotting numbers of the chain C.
Then pdi(ρ), In(ρ), rgi(ρ) have to be determined as follows:
1. For 2 ≤ i < N ,
pdi(ρ) = σnm(i)+1
with
m(i) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i ≤ ip)} (13)
that is to say,
Jnm(i) = pdi(Jn).
2. For 2 ≤ i < N − 1
i ∈ In(C) = In(ρ) ⇔ ∃p ∈ [0,m(i))(ip = i)
⇔ ∃p ∈ [0, l)(ip = i& ∀q < p(iq > i))
⇔ m(i) > m(i+ 1) = min{m < l : im = i}
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And by the definition N − 1 ∈ In(C) = In(ρ).
3. For i ∈ In(C)& i 6= N − 1,
(a) The case when there exists a q such that
∃p[nm(i) ≥ p ≥ q > nm(i+1)& ρ ≺i σp+1& σq = rgi(σp+1)] (14)
Then
rgi(ρ) = σq
where q denotes the minimal q satisfying (14).
(b) Otherwise.
rgi(ρ) = pdi(ρ) = σnm(i)+1
(lbranch) Any left branch of a (Σi) is the rightmost one in the left upper part
of the (Σi).
(forerun) Let J lw be a rule (Σj)
σ. Let RJ0 = J0, . . . , Jn−1 denote the rope
starting with a (c)J0. Assume that J0 is above the right uppersequent of
J lw and the series RJ0 reaches to the rule J
lw. Then there is no merging
rule K, cf. the figure below, such that
1. the chain C0 starting with J0 passes through the right side of K, and
2. a right branch T of J lw passes through the left side of K.
Φ,¬A
.... T
Γ,¬B
.... C0
B,Λ
Γ,Λ
K
....
Γ0
Γ′0
(c)J0
.... RJ0
A,Ψ
Φ,Ψ
(Σj)
σ J lw
(uplw) Let J lw be a rule (Σj)
σ and Jup an i-knot (Σi)
σ0 (1 ≤ i, j ≤ N).
Let J0 denote the lower rule of J
up. Assume that the left rope JupR =
J0, . . . , Jn−1 of J
up reaches to the rule J lw. Then
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(uplwl) if Jup is above the left uppersequent of J lw, then j < i < N .
.... C0
Γ,¬B
....
B,Λ
Γ,Λ
(Σi)
σ0 Jup
....
Γ0
Γ′0
(c)σ0 J0
.... JupR
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σ J lw
=⇒ j < i
where C0 denotes the chain starting with J0, and
(uplwr) if Jup is above the right uppersequent of J lw and i ≤ j ≤ N , then
the rule (Σi)
σ0 Jup foreruns the rule (Σj)
σ J lw, cf. Proposition 2.3 in
Subsection 2.2.
In other words if there exists a right branch T of J lw as shown in the
following figure, then j < i.
.... C0
Γ,¬B
.... T
B,Λ
Γ,Λ
(Σi)
σ0 Jup
....
Γ0
....
Φ,¬A
Γ′0
(c)σ0 J0
....
Π,¬C
.... T
C,∆
Π,∆
∃K
.... JupR
A,Ψ
Φ,Ψ
(Σj)
σ J lw
Decipherment. These provisos for a preproof to be a proof are obtained by
inspection to rewrited proof figures. We decipher only additional provisos from
[6].
(ch:link) Now a new type of linking chains, Type3 (merge) enters, cf. Sub-
section 2.1.
For a chain D = I0, I
′
0, . . . , Im, I
′
m and a member In (n < m) of D let
C = J0, J ′0, . . . , Jn, J
′
n denote the chain starting with Jn = In. Then there
are two possibilities:
Type1 (segment) C is a part I0, . . . , In of D and hence the tops I0 and
J0 are identical.
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Type3 (merge) The branch of C is left to the branch of D.
(st:bound), (ch:Qpt) By these provisos we see that an o.d. ρ is in Od(ΠN )
for a newly introduced rule (c)ρ, cf. Propositions 2.2, 2.3 in Subsection
2.2, Lemma 5.8 below and the case M5.2 in the next Section 6.
(uplwl) By the proviso we see that a preproof P ′ which is resulted from a proof
P is again a proof with respect to the proviso (ch:Qpt), cf. Lemma 5.7.2.
(uplwr), (forerun), (lbranch) By these provisos we see that a preproof P ′
which is resulted from a proof P by resolving a rule (Σi+1) is again a proof
with respect to the provisos (forerun) and (uplw), cf. Proposition 2.3
in Subsection 2.2, the case M7.2 in the next Section 6, Lemma 5.5 and
Lemma 5.4.
In the following any sequent and any rule are in a fixed proof.
As in the previous paper [6] we have the following lemmata. Lemma 5.1
follows from the provisos (h-reg) and (ch:link) in Definition 5.8, , Lemma 5.2
from (h-reg) and (c:bound1) and Lemma 5.3 from (h-reg).
Lemma 5.1 Let J be a rule (c)σ and J
′ the trace (ΣN−1)
σ of J . Let J1 be a
rule (c)σ below J ′. If there exists a chain C to which both J and J1 belong, then
J1 is the uppermost rule (c)
σ below J and there is no rule (c) between J ′ and
J1.
Lemma 5.2 Let Jtop be a rule (c)
π. Let Φ denote the bar of Jtop. Assume that
the branch T from Jtop to Φ is the rightmost one in the upper part of Φ. Then
no chain passes through Φ.
Lemma 5.3 Let J be a rule (c) and b : Φ the bar of the rule J . Then there is no
(cut) I with b ⊂ I ⊂ J nor a right uppersequent of a (ΣN ) I with b ⊂ I ∗ (1) ⊆ J
between J and b : Φ.
The following lemma is used to show that a preproof P ′ which results from a
proof P by resolving a rule (Σj)J
lw is again a proof with respect to the proviso
(uplwl), cf. the Claim 6.6 in the case M7 in the next subsection.
Lemma 5.4 Let J lw be a rule (Σj). Assume that there exists a right branch T
of J lw such that T is the rightmost one in the upper part of J lw. Then there is
no i-knot (Σi)J
up above the right uppersequent of J lw such that i ≤ j and the
left rope JupR of Jup and Jup reaches to J lw.
Proof. Suppose such a rule Jup exists. By (uplwr) the rule Jup foreruns J lw.
Thus the branch T would not be the rightmost one.
Γ,¬A
Ψ,¬B
.... T
B,Φ
Ψ,Φ
(Σi)J
up
....
A,Λ
Γ,Λ
(Σj)J
lw
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✷The following lemma is used to show that a preproof P ′ which results from
a proof P by resolving a (Σi+1) is a proof with respect to the proviso (uplwr),
and to show a newly introduced rule (Σi) in such a P
′ does not split any chain,
cf. the Claim 6.6 in the case M7.
Lemma 5.5 Let J be a rule (Σi+1)
σ0 (0 < i < N) and b : Φ the resolvent of J .
Assume that the branch T from J to b is the rightmost one in the upper part of
b. Then every chain passing through b passes through the right side of J .
Proof. Let a∗ (0) denote the lowermost rule (Σi+1)σ0 below or equal to J , and
a : Ψ the lowersequent of a ∗ (0). The sequent a : Ψ is the uppermost sequent
below J such that h(a;P ) < σ0 + i by (h-reg).
Case 2. b = a: If a chain passes through a and a left side of a (Σi+1)
σ0 K−1
with a ⊂ K−1 ⊆ J , then the chain would produce an (i + 1)-knot K−1.
Case 1. Otherwise: Then there exists an (i+1)-knot (Σi+1)
σ0 with a ⊂ K−1 ⊆
J . Let (Σi+1)
σK−1 denote the uppermost such knot and K−1R = J0, . . . , Jn−1
the left rope of K−1. Each Jp is a rule (c)
σp
σp+1 . Let
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
be the knotting numbers of the left rope K−1R and Km an im-knot (Σim)
σnm+1
of Jnm and Jnm+1 for m < l. Put
m(i+ 1) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i+ 1 ≤ ip)} (12)
Then the resolvent b : Φ is the uppermost sequent b : Φ below Jnm(i+1) such
that
h(b;P ) < σnm(i+1)+1 + i.
Put
m = m(+1), σ = σnm+1.
Assume that there is a chain C passing through b. As in Case 2 it suffices to
show that the chain C passes through the right side of K−1. Assume that this
is not the case. Let (c)ρρ′ K denote the lowermost member of C which is above
b.
Claim 5.1 K is on the branch T .
Proof of the Claim 5.1. Assume that this is not the case. Then we see that there
exists a merging rule (Σj)
ρ′ I and a member (c)ρ
′
K ′ of C such that the chain C
passes through the left side of I. K ′ ⊂ b ⊂ I and hence h(K ′;P ) = ρ′ ≤ σ. We
see ρ′ = σ from (h-reg).
Suppose m = l. Then by the definition of the left rope K−1R, the rule
(Σj)
ρ′ I is not a knot, i.e., j = 1. But then h(I ∗ (1);P ) = h(K ′;P ) = σ,
and hence I ⊂ b. A contradiction. Therefore m < l and im ≤ i. This means
Km∗(1) ⊆ b ⊂ I. On the other hand we have 1 ≤ i < j by b ⊂ I, and by Lemma
5.1 K ′ is the uppermost rule (c)σ below (Σj)
σ I. Therefore (Σj)
ρ′ I would be a
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knot below Jnm . On the other side Km is the uppermost knot below Jnm . This
is a contradiction.
Π
Π′
(c)ρσK ∈ C
.... C
Γ0,¬A0
J....
A0,Λ0
Γ0,Λ0
(Σj)
σ I
Γ1,¬A1
....
b : Φ....
A1,Λ1
Γ1,Λ1
(Σim)
σKm
....
∆
∆′
(c)σK ′ ∈ C
✷
Then as in the proof of Lemma 7.13 of [6] we see that K = Jnm , i.e., (c)
ρ
ρ′ K
and (c)
σnm
σ Jnm coincide. Consider the chain Cm starting with (c)
σnm
σ Jnm .
Then by (ch:link) either Cm is a segment of C by Type1(segment), or C
foreruns Cm by Type3(merge). Since (c)
σnm
σ Jnm is the lowest one such that
Cm passes through the left side of Km−1 and Jnm−1+1 is a member of Cm,
Type1(segment) does not occur. In Type3(merge) Km−1 has to be the
merging rule of Cm and C since, again, (c)
σnm
σ Jnm is the lowest one, and the
branch T is the rightmost one. Therefore C passes through the right side of
Km−1. If m = 0, then we are done. Otherwise we see the chain C and the chain
Cm−1 starting with (c)
σnm−1
σ Jnm−1 has to share the rule (c)
σnm−1
σ Jnm−1 . As
above we see that C passes through the right side of Km−2, and so forth. ✷
Lemma 5.6 Let C = J0, . . . , Jn be a chain with rules (c)
σp
σp+1 Jp for p ≤ n,
and (Σj)
σp K (p < n) a rule such that C passes through the right side of K
and the chain Cp stating with Jp passes through the left side of K. Further let
R = KR = Jp, . . . , Jq−1 (q ≤ n) denote the left rope of the j-knot K. Then the
chain Cq starting with Jq is a part of the chain C = Cn, Cq ⊆ C. Therefore any
knot for the chain C is below Jq and q < n, and in particular, if K is a knot for
the chain C, then b = n, cf. Definition 5.4.3.
Proof. Suppose q < n. By the Definiton 5.4.6 there is no knot of Jq−1 and
Jq. Let Iq denote a knot such that the chain Cq−1 starting with Jq−1 passes
through the left side of Iq. c ⊆ b. From the definition of a left rope we see that
the chain Cq starting with Jq does not pass through the left side of the knot Iq.
Therefore by (ch:link) Type1 (segment) the chain Cq must be a part of the
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chain C, Cq ⊂ C, i.e., the top of the chain Cq is the top J0 of C.
.... Cp
Φp,¬Ap
.... Cq ⊂ C
Ap,Ψp
Φp,Ψp
(Σj)
σp K
....
Γp
.... Cq−1
Φq−1,¬Aq−1
Γ′p
(c)σp Jp
.... R
Aq−1,Ψq−1
Φq−1,Ψq−1
Iq
.... R
Γq−1
Γ′q−1
(c)σq Jq−1
.... Cq
Γq
Γ′q
(c)σq Jq
.... C
Γn
Γ′n
Jn
✷
The following Lemma 5.7 is a preparation for Lemma 5.8. From the Lemma
5.8 we see that an o.d. ρ is in Od(ΠN ) for a newly introduced rule (c)ρ, cf. the
case M5.2 in the next subsection.
In the following Lemma 5.7, J denotes a rule (c)ρ and C = J0, . . . , Jn the
chain starting with Jn = J . Each Jp is a rule (c)
σp
σp+1 for p ≤ n with σn+1 = ρ.
K denotes a rule (Σj)
σa (j ≤ N − 2, 0 < a ≤ n) such that the chain C passes
through K. If C passes through the left side of K, then j ≤ N − 2 holds by
(ch:left).
Ja−1 denotes the lowermost member (c)σa of C above K, K ⊂ Ja−1.
Let
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
be the knotting numbers of the chain C, cf. (ch:Qpt), and Km an im-knot
(Σim)
σnm+1 of Jnm and Jnm+1 for m < l. Let m(i) denote the number
m(i) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i ≤ ip)} (13)
Lemma 5.7 (cf. Proposition 2.2 in Subsection 2.2.)
33
1. Let m ≤ m(i). Then
i ≤ im−1& σnm+1 ≺i σnm−1+1.
2. Assume that C passes through the left side of the rule K, i.e., K ∗ (0) ⊂
Ja−1. Then Ja−1 is the upper left rule of K. Let i ≤ j.
(a) ρ ≺i σa,
and hence
(b) the i-predecessor of J is equal to or below Ja−1, and
(c) if Kp is an ip-knot (Σip) for the chain C above K, then j < ip.
....
Φp,¬Ap
.... C
Ap,Ψp
Φp,Ψp
(Σip)
σnp+1 Kp
....
Γa−1
Γ′a−1
(c)σa Ja−1
.... C
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σa K
....
Γn
Γ′n
(c)σnρ Jn = J
=⇒ ρ ≺j σa& j < ip
3. Let Jb−1 be a member of C such that ρ ≺i σb for an i with 2 ≤ i ≤ N − 2.
Let Cb−1 denote the chain starting with Jb−1. Assume that the chain Cb−1
intersects C of Type3 (merge) in (ch:link) and (Σj)K is the merging
rule of Cb−1 and C.
Then i ≤ j.
.... Cb−1
Φ,¬A
.... C
A,Ψ
Φ,Ψ
(Σj)K
....
Γb−1
Γ′b−1
(c)σb Jb−1
.... C
Γn
Γ′n
(c)σn+1 Jn
& σn+1 ≺i σb =⇒ i ≤ j
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4. Assume that C passes through the left side of the rule K, i.e., K ∗ (0) ⊂
Ja−1. Let i ≤ j.
Assume that the i-origin Jq of C is not below K, i.e., σq = rgi(ρ) ↓⇒ q <
a. Then
∀b ∈ (a, n+ 1]{ρ i σb ≺i σa → i 6∈ In(σb)}
and hence
∀b ∈ (a, n+ 1]{ρ i σb ≺i σa → ini(J) = ini(Jb−1) = ini(Ja−1) , i.e.,
ini(ρ) = ini(σb) = ini(σa)}
In particular by Lemma 5.7.2 we have
ρ ≺i σa& ini(J) = ini(Ja−1) , i.e., ini(ρ) = ini(σa).
5. Assume that C passes through the left side of the rule K. Let Jb−1 be
a member of C such that Jb−1 is below K, i.e., a < b, and assume that
σn+1 i σ := σb for an i ≤ j. If σq = rgi(σ) ↓⇒ q < a, then
∀d ∈ (a, b]{σ i σd ≺i σa → i 6∈ In(σd)}
and
σ ≺i σa.
Hence
∀d ∈ (a, b]{σ i σd ≺i σa → ini(σd) = ini(σa)}& ini(σ) = ini(σa).
The following figure depicts the case σq = rgi(σ) ↓:
.... C
Γq
Γ′q
(c)rgi(σ) Jq
.... C
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σa K
....
Γb−1
Γ′b−1
(c)σ Jb−1
.... C
Γn
Γ′n
(c)σn+1 Jn
6. Assume that the chain C passes through the left side of the rule K. For
an i ≤ j assume that there exists a q such that
∃p[n ≥ p ≥ q ≥ a& ρ i σp+1& σq = rgi(σp+1)].
Pick the minimal such q0 and put κ = σq0 . Then
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(a) ∀d ∈ (a, q0]{σq0 i σd ≺i σa → i 6∈ In(σd)} and ini(Ja−1) =
ini(Jq0−1), i.e., ini(σa) = ini(κ) and κ i σa.
(b) ∀t[ρ i σt ≺i κ⇒ rgi(σt) i κ].
7. Assume that C passes through the left side of the rule K. Let Jb−1 be a
member of C such that Jb−1 is below K, i.e., a < b and ρ i σ := σb for
an i ≤ j. Suppose rgi(σ) ↓ and put σq = rgi(σ). If the member (c)σq Jq is
below K, i.e., a ≤ q, then for sti(σ) = dσ+q α, cf. (st:bound),
Bσq (c;P ) ≤ α
for the uppersequent c : Γq of the rule Jq.
Proof. First we show Lemmata 5.7.1 and 5.7.2 simultaneously by induction on
the number of sequents between K and J .
Proof of Lemma 5.7.1.
By the definition of the number m(i) we have i ≤ im−1. Since the chain Cnm
starting with Jnm passes through the left side of the im−1-knot Km−1, we have
the assertion σnm+1 ≺i σnm−1+1 by IH on Lemma 5.7.2.
.... Cnm
Φm−1,¬Am−1 Am−1,Ψm−1
Φm−1,Ψm−1
(Σim−1)
σnm−1+1 Km−1
....
Γnm
Γ′nm
(c)σnm+1 Jnm
This shows Lemma 5.7.1. ✷
Proof of Lemma 5.7.2.
By (ch:Qpt) we have
pdi(ρ) = σnm(i)+1 and Jnm(i) = pdi(J).
Claim 5.2 a ≤ nm(i) + 1, i.e., Jnm(i)+1 ⊂ K.
Proof of Claim 5.2. If m(i) = l, then a ≤ n = nl + 1. Assume
m(i) < l 6= 0& a > nm(i) + 1.
Then the im(i)-knot (Σim(i))
σnm(i)+1 Km(i) is above the left uppersequent of
K, K ∗ (0) ⊂ Km(i), and j ≥ i > im(i). Consider the left rope Km(i)R =
Jnm(i)+1, . . . , Jb−1 of the knot Km(i) for the chain C. Then by Lemma 5.6 we
have b = n. Therefore Km(i)R reaches to the rule K. Thus by (uplwl) we have
i ≤ j < im(i). This is a contradiction. ✷
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By the Claim 5.2 we have Lemma 5.7.2b.
Case 1 a = nm(i)+1: This means that the i-predecessor Jnm(i) of J is the rule
Ja−1, and pdi(ρ) = σa.
Case 2 a < nm(i) + 1: This means that Jnm(i) ⊂ K. Put
m1 = min{m ≤ m(i) : a < nm + 1} (15)
Then Jnm1 is the uppermost rule Jnm below K. The chain Cnm1 starting with
Jnm1 passes through the left side of the knot (Σim1−1)
σnm1−1+1 Km1−1. If K ⊂
Km1−1, then Cnm1 passes through the left side of K.
.... Cnm1
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σa K
....
Γnm1
Γ′nm1
(c)σnm1+1 Jnm1
And by the minimality of m1, if Km1−1 ⊂ K, then Ja−1 = Jnm1−1 , i.e., a =
nm1−1 + 1.
....
Γa−1
Γ′a−1
Ja−1 = Jnm1−1
.... C
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σa K
.... Cnm1
Φm1−1,¬Am1−1
.... C
Am1−1,Ψm1−1
Φm1−1,Ψm1−1
(Σim1−1)
σa Km1−1
.... Cnm1
Γnm1
Γ′nm1
(c)σnm1+1 Jnm1
By Lemma 5.7.1 we have pdi(ρ) = σnm(i)+1 i σnm1+1. Once again by IH
we have σnm1+1 i σa. Thus we have shown Lemma 5.7.2a, ρ ≺i σa. ✷
Proof of Lemma 5.7.2c. j < ip: This is seen from (uplwl) as in the proof of
the Claim 5.2 since in this case we have l 6= 0.
A proof of Lemma 5.7.2 is completed. ✷
Proof of Lemma 5.7.3.
The chain Cb−1 passes through the left side of K and C the right side of K.
By (ch:Qpt) we have
pdi(σn+1) = σnm(i)+1 and Jnm(i) = pdi(Jn).
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If K is a Km for an m < l, then the assertion i ≤ j = im follows from (13) since
b− 1 ≤ nm(i) by σn+1 ≺i σb, and hence m < m(i).
Otherwise let m ≤ m(i) denote the number such that nm > b − 1 > nm−1,
i.e., Jb−1 is between Km−1 and Jnm . Then K is below Km−1 and the rule K is
the merging rule of Cb−1 and the chain Cnm starting with Jnm , i.e., Cnm passes
through the right side of K.
.... Cb−1
Φ,¬A
.... Cnm
Φm−1,¬Am−1
.... C
Am−1,Ψm−1
Φm−1,Ψm−1
Km−1
.... Cnm , C
A,Ψ
Φ,Ψ
(Σj)K
....
Γb−1
Γ′b−1
(c)σb Jb−1
....
Γnm
Γ′nm
(c)σnm+1 Jnm
By IH it suffices to show that σnm+1 ≺i σb and this follows from
σn+1 ≺i σnm+1 (16)
since the set {τ : σn+1 ≺i τ} is linearly ordered by ≺i, Proposition 4.1.1. Now
(16) follows from (13) and Lemma 5.7.2a, i.e,
σn+1 ≺i pdi(σn+1) = σnm(i)+1 ≺i · · · ≺i σnm−1+1 ≺i σnm+1.
This shows Lemma 5.7.3. ✷
Proof of Lemma 5.7.4 by induction on the number of sequents between K and
J .
By the Claim 5.2 we have a ≤ nm(i) + 1.
Case 1 a = nm(i)+1: This means that the i-predecessor Jnm(i) of J is the rule
Ja−1 and pdi(ρ) = σa. By Lemma 5.7.2c we have ip > j ≥ i for any p < m(i).
On the other side by (ch:Qpt)
i ∈ In(C) = In(ρ)⇔ ∃p ∈ [0,m(i))(ip = i) (17)
Hence i 6∈ In(ρ). Thus ini(σa) = ini(pdi(ρ)) = ini(ρ).
Case 2 a < nm(i) + 1: This means that Jnm(i) is below K. Let m1 denote the
number (15) defined in the proof of Lemma 5.7.2.
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Claim 5.3 For each m ∈ (m1,m(i)] the i-origin of Jnm is not below Km−1,
i < im−1, i 6∈ In(ρ), σnm+1 ≺i σnm−1+1 and ∀b ∈ (nm−1+1, nm+1]{σnm+1 i
σb ≺i σnm−1+1 → i 6∈ In(σb)} and
∀b ∈ (nm−1 + 1, nm + 1]{σnm+1 i σb ≺i σnm−1+1 → i 6∈ In(σb)}
∀b ∈ (nm−1 + 1, nm + 1]{σnm+1 i σb ≺i σnm−1+1 →
ini(Jnm) = ini(Jb−1) = ini(Jnm−1) , i.e.,
ini(σnm+1) = ini(σb) = ini(σnm−1+1)} (18)
Proof of the Claim 5.3. First we show i < im−1. By Lemma 5.7.1 we have
i ≤ im−1. Assume i = im−1 for some m ∈ (m1,m(i)]. Pick the minimal such
m2. Then by (ch:Qpt), (17) we have i ∈ In(ρ) and hence rgi(ρ) ↓. By Lemma
5.7.2c we have
p < m1 ⇒ ip > j ≥ i (19)
Here p < m1 means that Kp is above K. Thus by (ch:Qpt)
m(i+ 1) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i+ 1 ≤ ip)} = m2 − 1 ≥ m1,
i.e.,
Jnm2−1 = pdi+1(J)& σnm2−1+1 = pdi+1(ρ)&nm2−1 ≥ nm1 ≥ a.
On the other hand by (ch:Qpt) we have for the i-origin Jq of C, i.e., σq = rgi(ρ),
nm2−1 = nm(i+1) < q ≤ nm(i) + 1.
Thus Jq is below Jnm2−1 and hence by a ≤ nm2−1 the i-origin Jq is below K.
This contradicts our hypothesis.
Φm2−1,¬Am2−1
Φ,¬A A,Ψ
Φ,Ψ
K
....
Γnm2−1
Γ′nm2−1
(c)pdi+1(ρ) Jnm2−1
....
Am2−1,Ψm2−1
Φm2−1,Ψm2−1
(Σi)Km2−1
....
Γq
Γ′q
(c)rgi(ρ) Jq
....
Γnm(i)
Γ′nm(i)
(c)pdi(ρ) Jnm(i)
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Thus we have shown i < im−1 for any m ∈ (m1,m(i)]. From this, (19) and (17)
we see i 6∈ In(ρ) and hence
ini(ρ) = ini(pdi(ρ)) = ini(σnm(i)+1).
In particular, if rgi(ρ) ↓, then σq = rgi(ρ) = rgi(σnm(i)+1), i.e., the i-origin of
Jnm(i) equals to the i-origin Jq of J . Therefore the i-origin of Jnm(i) is not below
K and a fortiori not below the im(i)−1-knot Km(i)−1. Also the chain starting
with Jnm(i) passes through the left side of Km(i)−1 and i ≤ im(i)−1. Thus by IH
we have (18) for m = m(i). We see similarly that for each m ∈ (m1,m(i)] the
i-origin of Jnm is not below Km−1 and (18).
Thus we have shown the Claim 5.3. ✷
From Claim 5.3 we see
∀b ∈ (nm1 + 1, n+ 1]{ρ i σb ≺i σnm1+1 → i 6∈ In(σb)}
and hence
∀b ∈ (nm1 + 1, n+ 1]{ρ i σb ≺i σnm1+1 →
ini(J) = ini(Jb−1) = ini(Jnm1 ), i.e., ini(ρ) = ini(σb) = ini(σnm1+1)}.
Further
∀m ∈ (m1,m(i)]{ρ ≺i σnm+1 ≺i σnm−1+1 i σnm1+1}.
Once more by IH we have, cf. Figures in the proof of Lemma 5.7.2, Case 2.,
σnm1+1 i σa and
∀b ∈ (a, nm1 + 1]{σnm1+1 i σb ≺i σa → i 6∈ In(σb)}
and hence
∀b ∈ (a, nm1 + 1]{σnm1+1 i σb ≺i σa →
ini(Jnm1 ) = ini(Jb−1) = ini(Ja−1), i.e., ini(σnm1+1) = ini(σb) = ini(σa)}
Thus we have shown Lemma 5.7.4. ✷
Proof of Lemma 5.7.5 by induction on the number of sequents between K and
Jb−1.
Let Cb = I0, . . . , Ib−1 denote the chain starting with Jb−1 = Ib−1. Each
rule Ip is again a rule (c)
σp
σp+1 . Chains Cb and C intersect in a way described
as Type1 (segment) or Type3 (merge) in (ch:link). If the chain Cb passes
through the left side of K, then the i-origin Iq of Cb is above K if it exists, and
hence the assertion follows from Lemma 5.7.4.
Otherwise there exists a merging rule (Σl)
σc I below K such that the chain
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Cb passes through the left side of I and C the right side of I.
.... C
Φ,¬A
....
A,Ψ
Φ,Ψ
K
....
Γc−1
.... Cb
Π,¬B
Γ′c−1
(c)σc Jc−1
.... C
B,∆
Π,∆
(Σl)
σc I
....
Γb−1
Γ′b−1
(c)σ Jb−1
Then by Lemma 5.7.3 we have i ≤ l. The i-origin Iq of Cb is not below I.
Therefore by Lemma 5.7.4 we have
∀d ∈ (c, b]{σ i σd ≺i σc → i 6∈ In(σd)}
and
σ ≺i σc.
Hence
∀d ∈ (c, b]{σ i σd ≺i σc → ini(σd) = ini(σc)}.
In particular
ini(σc) = ini(σ)& σ ≺i σc (20)
Now consider the member Jc−1 of C. Jc−1 is again below K, σn+1 i σc and
rgi(σc) ≃ rgi(σ) by (20). Thus by IH we have
∀d ∈ (a, c]{σc i σd ≺i σa → i 6∈ In(σd)}
and
σc ≺i σa.
Therefore
∀d ∈ (a, c]{σc i σd ≺i σa → ini(σd) = ini(σa)}.
This shows Lemma 5.7.5. ✷
Proof of Lemma 5.7.6.
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Pick a p0 so that n ≥ p0 ≥ q0, ρ i σp0+1 and rgi(σp0+1) = σq0 = κ.
....
Γa−1
Γ′a−1
(c)σa Ja−1
.... C
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σa K
....
Γq0
Γ′q0
(c)κ Jq0 (rgi(σp0+1) = κ)
....
Γp0
Γ′p0
(c)σp0+1 Jp0
....
Γn
Γ′n
(c)ρ Jn
Lemma 5.7.6a. First note that ρ i σp0+1 ≺i rgi(σp0+1) = κ by Proposition
4.1.2 (or by the proviso (ch:Qpt)) and hence ρ ≺i κ. Thus the assertion follows
from Lemma 5.7.5 and the minimality of q0.
Lemma 5.7.6b. Suppose rgi(σt) 6i κ for a t with ρ i σt ≺i κ. Put σb =
rgi(σt). Then by Propositions 4.1.1 and 4.1.2 we have κ = σq0 ≺i σb and
b < q0 < t& q0 ≥ a. Hence by the minimality of q0 we have b < a.
....
Γb
Γ′b
(c)σb Jb (σb = rgi(σt))
.... C
Φ,¬A
....
A,Ψ
Φ,Ψ
(Σj)
σa K
....
Γq0
Γ′q0
(c)κ Jq0
....
Γt−1
Γ′t−1
(c)σt Jt−1
Thus by Lemma 5.7.5 we have
ini(σa) = ini(σt).
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From this and Lemma 5.7.6a we have
ini(σa) = ini(σt) = ini(κ)& σt ≺i κ i σa (21)
Case 1 t ≤ p0: Then σp0+1 ≺i σt ≺i κ = rgi(σp0+1) by Proposition 4.1.1. By
Proposition 4.1.4 we would have σb = rgi(σt) i κ. Thus this is not the case.
Alternatively we can handle this case without appealing Proposition 4.1.4
as follows. Let p0 denote the minimal p0 such that
n ≥ p0 ≥ q0& ρ i σp0+1& rgi(σp0+1) = σq0 = κ.
Then by (ch:Qpt) we have κ = rgi(σp0+1) = pdi(σp0+1) and hence this is not
the case, i.e., p0 < t.
Case 2 p0 < t: Then σt i σp0+1 ≺i κ. By (21) and Proposition 4.1.3, or by
Lemma 5.7.5 we would have ini(σp0+1) = ini(κ). In particular κ = rgi(σp0+1) =
rgi(κ) but rgi(κ) is a proper subdiagram of κ. This is a contradiction.
This shows Lemma 5.7.6b. ✷
Proof of Lemma 5.7.7 by induction on the number of sequents between K and
Jb−1.
Case 1 Jq is the i-origin of Jb−1, i.e., Jq is a member of the chain starting
with (c)σ Jb−1: By the proviso (st:bound) we can assume i 6∈ In(σ). Then
ini(σ) = ini(pdi(σ)) = ini(Jp) with Jp = pdi(Jb−1)& a ≤ b− 1 < p by Lemma
5.7.2. In particular rgi(σ) = rgi(pdi(σ)). IH and sti(pdi(σ)) = sti(σ) yields the
lemma.
Case 2 Otherwise: First note that σn+1 6= σ and σn+1 ≺i σ. By (ch:Qpt) we
have
pdi(σn+1) = σnm(i)+1 and Jnm(i) = pdi(Jn).
Also σnm(i)+1 i σ and hence σnm(i)+1 ≤ σ. Let m1 denote the number such
that
m1 = min{m : σnm+1 ≤ σ} ≤ m(i).
Then the rule (c)σ Jb−1 is a member of the chain Cnm1 starting with Jnm1 and
Jb−1 is below (Σim1−1)Km1−1. Also the chain Cnm1 passes thorugh the left side
of the knot Km1−1. By m1 ≤ m(i) and Lemma 5.7.1 we have σnm(i)+1 i σnm1
and hence
i ≤ im1−1& σnm1 i σ. (22)
Case 2.1 Jq is below Km1−1, i.e., σq ≤ σnm1−1+1, i.e., nm1−1 < q: By IH and
(22) we get the assertion.
Case 2.2 Otherwise: By Lemma 5.7.5 and (22) we have
ini(σ) = ini(σnm1+1)& σ ≺i σnm1+1.
Hence sti(σ) = sti(σnm1+1)& rgi(σ) = rgi(σnm1+1). IH and sti(σnm1+1) =
sti(σ) yield the lemma. ✷
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Lemma 5.8 Let R = J0, . . . , Jn−1 denote the rope starting with a top (c)π J0.
Each Jp is a rule (c)
σp
σp+1 . Let
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
be the knotting numbers of the rope R, and Km an im-knot (Σim)
σnm+1 of Jnm :
and Jnm+1 for m < l. For 2 ≤ i < N let m(i) denote the number
m(i) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i ≤ ip)} (13)
Note that im ≤ N − 2 by (ch:left). Also put (cf. (ch:Qpt))
1.
pdi = σnm(i)+1.
2.
i ∈ In⇔ ∃p ∈ [0,m(i))(ip = i).
3. For i ∈ In (i 6= N − 1),
Case 1 The case when there exists a q such that
∃p[nm(i) ≥ p ≥ q > nm(i+1)& pdi i σp+1& σq = rgi(σp+1)] (23)
Then
rgi = σq
where q denotes the minimal q satisfying (23).
Case 2 Otherwise.
rgi = pdi = σnm(i)+1.
1. For each i ∈ In we have
(a) ini(rgi) = ini(pdi+1)& pdi i rgi i pdi+1& pdi 6= pdi+1.
(b) ∀t[rgi(pdi) i σt ≺i rgi ⇒ rgi(σt) i rgi].
(c) Either rgi = pdi or rgi(pdi) i rgi.
2. Assume i ∈ In& σq := rgi 6= pdi, i.e., Case 1 occurs. Then
Bσq (c;P ) ≤ α
for the uppersequent c : Γq of the rule Jq, sti(σp+1) = dσ+q α and p denotes
a number such that
nm(i) ≥ p ≥ q > nm(i+1)& pdi = σnm(i)+1 i σp+1& σq = rgi(σp+1).
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Proof.
Lemma 5.8.1.
Let i ∈ In, and put σq0 = rgi& σp0 = pdi& σr = pdi+1. By the definition we
have p0 = nm(i)+1& r = nm(i+1)+1, m(i) > m(i+1)& im(i+1) = i, p0 ≤ q0 ≤ r
and σp0 i σq0 . Also
∀p ∈ [m(i+ 1),m(i))(i ≤ ip).
From this and Lemma 5.7.1 we see
∀p ∈ [m(i + 1),m(i))(σnp+1+1 ≺i σnp+1) (24)
On the other hand we have by the definition of rgi = σq0
¬∃q < q0∃p[p0 − 1 ≤ p ≤ q > r − 1& pdi i σp+1& σq = rgi(σp)] (25)
Case 2. Then pdi = rgi, i.e., p0 = q0, and Lemma 5.8.1b vacuously holds.
Lemma 5.8.1a, ini(σq0 ) = ini(σr)& σq0 i σr, follows from (24) and Lemma
5.7.4 with (25).
Case 1. Let m denote the number such that
m(i) ≥ m > m(i+ 1)&nm ≥ q0 > nm−1 (26)
i.e., the rule (c)σq0 Jq0 is a member of the chain Cnm starting with Jnm .
Claim 5.4 Let p1 denote the minimal p1 such that σp0 i σp1+1 and σq0 =
rgi(σp1+1). Then p1 ≤ nm& σnm+1 i σp1+1.
.... Cnm
Φm−1,¬Am−1
....
Am−1,Ψm−1
Φm−1,Ψm−1
Km−1
....
Γq0
Γ′q0
(c)rgi(σp1+1) Jq0
....
Γp1
Γ′p1
(c)σp1+1 Jp1
....
Γnm
Γ′nm
(c)σnm+1 Jnm
Proof of Claim 5.4. Let m1 denote the number such that
m(i) ≥ m1 > m(i + 1)&nm1 ≥ p1 > nm1−1.
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Then by (24), pdi i σnm1+1 and pdi i σp1+1 we have σnm1+1 i σp1+1. It
remains to show m = m1. Assume m < m1. Then by Lemma 5.7.5 and q0 <
nm1−1+1 we would have ini(σnm1−1+1) = ini(σp1+1) and hence rgi(σnm1−1+1) =
rgi(σp1+1) = σq0 . This contradicts the minimality of p1 by (24).
.... Cnm
Φm−1,¬Am−1
....
Am−1,Ψm−1
Φm−1,Ψm−1
Km−1
....
Γq0
Γ′q0
(c)rgi(σp1+1) Jq0
....
Γnm
Γ′nm
Jnm
.... Cnm1
Φm1−1,¬Am1−1
....
Am1−1,Ψm1−1
Φm1−1,Ψm1−1
(Σim1−1)
σnm1−1 Km1−1
....
Γp1
Γ′p1
(c)σp1+1 Jp1
....
Γnm1
Γ′nm1
Jnm1
This shows Claim 5.4. ✷
By the minimality of q0 and the Claim 5.4 q0 is the minimal q such that
∃p[nm ≥ p ≥ q ≥ nm−1 + 1& σnm+1 i σp+1& σq = rgi(σp+1)].
Hence by Lemma 5.7.6 we have
ini(σnm−1+1) = ini(σq0)& σq0 i σnm−1+1 (27)
and
∀t[σnm+1 i σt ≺i σq0 ⇒ rgi(σt) i σq0 ] (28)
Lemma 5.8.1a. By (27) it suffices to show that
ini(σnm−1+1) = ini(pdi+1)& σnm−1+1 i pdi+1.
This follows from (24) and Lemma 5.7.4 with (25).
Lemma 5.8.1b and 5.8.1c. In view of (28) it suffices to show the
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Claim 5.5 σp0 i σt ≺i σnm+1 ⇒ rgi(σt) i σq0 .
Proof of Claim 5.5 by induction on t with p0 > t > nm + 1.
Let m2 ≥ m denote the number such that nm2+1 ≥ t > nm2 . Then the
chain Cnm2+1 starting with Jnm2+1 passes through the left side of the rule
(Σim2 )
σnm2+1 Km2 .
.... Cnm2+1
Φm2 ,¬Am2
....
Am2 ,Ψm2
Φm2 ,Ψm2
(Σim2 )
σnm2+1 Km2
....
Γt−1
Γ′t−1
(c)σt Jt−1
....
Γnm2+1
Γ′nm2+1
(c)σnm2+1+1
Jnm2+1
We have
σnm2+1+1 i σt ≺i σnm2+1 (29)
by (24). Put σb = rgi(σt). It suffices to show b ≥ q0.
First consider the case when b ≤ nm2 . Then by (29) and Lemma 5.7.5 we
have ini(σt) = ini(σnm2+1) and rgi(σt) = rgi(σnm2+1). Thus IH when m2 > m
and (28) when m2 = m yield b ≥ q0.
Next suppose b > nm2 . Let q1 ≤ b denote the minimal q ≤ b such that
∃p[nm2+1 ≥ p ≥ q ≥ nm2 + 1& σnm2+1 i σp+1& σq = rgi(σp+1)].
The pair (p, q) = (t− 1, b) enjoys this condition.
Then by Lemma 5.7.6 we have σq1 i σnm2+1. Thus σb i σq1 i σnm2+1 i
σnm+1 i σq0 . This shows Claim 5.5. ✷
Lemma 5.8.2.
First observe that as in (22) in the proof of Lemma 5.7.7,
∀m ≤ m(i)[σnm(i)+1 i σnm+1] (30)
Put
m1 = min{m : p ≤ nm}
m2 = min{m : q ≤ nm}.
Then the rule Jp [Jq] is a member of the chain Cnm1 [Cnm2 ] starting with Jnm1
[starting with Jnm2 ], resp. and m(i+ 1) < m2 ≤ m1 ≤ m(i).
Claim 5.6 (Cf. Claim 5.4.) There exists a p0 such that
ini(σp+1) = ini(σp0+1)& σnm2+1 i σp0+1&nm2 ≥ p0 > nm2−1,
i.e., the rule Jp0 is a member of the chain Cnm2 starting with Jnm2 .
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Proof of Claim 5.6.
1. The case m1 = m2: By (30) and σnm(i)+1 i σp+1 we have
σnm1+1 i σp+1. (31)
Set p0 = p.
2. The case m2 < m1: By (31) and Lemma 5.7.5 we have
ini(σp+1) = ini(σnm1−1+1) = · · · = ini(σnm2+1)
and
σp+1 ≺i σnm1−1+1 ≺i · · · ≺i σnm2+1.
Set p0 = nm2 .
This shows the Claim 5.6. ✷
By the Claim 5.6 and Lemma 5.7.7 we conclude rgi(σp+1) = rgi(σp0+1) and
Bσq (c;P ) ≤ b(sti(σp0+1)) = b(sti(σp+1)) = α.
✷
Main Lemma 5.1 If P is a proof, then the endsequent of P is true.
In the next section we prove the Main Lemma 5.1 by a transfinite induction
on o(P ) ∈ Od(ΠN ) | Ω.
Assuming the Main Lemma 5.1 we see Theorem 1.1 as in [6], i.e., attach
(h)π, (cΠ2)
Ω and (h)Ω as last rules to a proof P0 of A
Ω in TN .
.... P0
AΩ
AΩ
(h)π
Aα
(cΠ2)
Ω
α
Aα
(h)Ω
P
6 Proof of Main Lemma
Throughout this section P denotes a proof with a chain analysis in TNc and
r : Γrdx the redex of P .
M1. The case when r : Γrdx is a lowersequent of an explicit basic rule J .
M2. The case when r : Γrdx is a lowersequent of an (ind)J .
M3. The case when the redex r : Γrdx is an axiom.
These are treated as in [5], [6].
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By virtue ofM1-3 we can assume that the redex r : Γrdx of P is a lowersequent
of a rule J = r ∗ (0) such that J is one of the rules (ΠΩ2 -rfl), (ΠN -rfl) or an
implicit basic rule.
M4. J is a (ΠΩ2 -rfl). As in [5] introduce a (c)
Ω
dΩα
and a (cut).
M5. J is a (ΠN -rfl).
M5.1. There is no rule (c)π below J .
....
Γ, A
....
¬∃z(t < z ∧Az),Γ
r : Γ
J
....
a : Φ
a0 : Λ
(h)π
P
where a : Φ denotes the uppermost sequent below J such that h(a;P ) = pi. The
sequent a0 : Λ is the lowersequent of the lowermost (h)
π.
Let P ′ be the following:
....
Γ
Γ, A
(w)
....
a1 : Φ, A
Φ, Aσ
(cΠN )
π
σ J0
Λ, Aσ
(h)π
.... z := σ
¬Aσ,Γ
¬Aσ,Γ
(w)
....
¬Aσ,Φ
¬Aσ,Φ
(w)
¬Aσ,Λ
(h)π
a0 : Λ
(ΣN−1)
σ J ′0 P ′
where the o.d. σ in the new (cΠN )
π
σ J0 is defined to be
σ = dqπα with q = νpipiN − 1, ν = o(a1;P
′) and α = pi · o(a1;P
′) +Kπ(a;P )
Namely In(σ) = {N − 1}, stN−1(σ) = ν and pdN−1(σ) = rgN−1(σ) = pi.
Then as in [6] we see that Φ ⊆ ∆σ, α < Bkπ(a;P )& σ < o(a0;P ), σ ∈
Od(ΠN ) and o(a0;P
′) < o(a0;P ). Hence o(P
′) < o(P ). Moreover in P , no
chain passes through a0 : Λ, and the new (ΣN )
σ J ′0 does not split any chain.
M5.2. There exists a rule (c)π J0 below J .
Let R = J0, . . . , Jn−1 denote the rope starting with J0. The rope R need not
to be a chain as contrasted with [6]. Each rule Jp is a (c)
σp
σp+1 . Put σ = σn.
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....
Γ, A
....
¬∃z(t < z ∧ Az),Γ
r : Γ
J
....
Γ0
a0Γ
′
0
(c)πσ1 J0
....
ai : Γi
Γ′i
(c)σiσi+1 Ji
....
an−1 : Γn−1
Γ′n−1
(c)
σn−1
σ Jn−1
....
an : Γn
(ΣN−1)
σ J ′n−1
....
a : Φ P
where an : Γn denotes the lowersequent of the trace (ΣN−1)
σ J ′n−1 of Jn−1, and
a : Φ the bar of the rule (c)σ Jn−1. Let (ΣN−1)
σi+1 J ′i denote the trace of Ji for
0 ≤ i < n. Put
h := h(a;P ).
By Lemma 5.2 there is no chain passing through the bar a : Φ.
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Let P ′ be the following:
....
Γ, A
....
al0 : Γ0, A
Γ′0, A
σ1
J l0
....
ali : Γi, A
σi
Γ′i, A
σi+1
J li
....
aln−1 : Γn−1, A
σn−1
Γ′n−1, A
σ
J ln−1
....
aln : Γn, A
σ
Γn, A
ρ
(cΠN )
σ
ρ Jn
....
Φ, Aρ
....
¬Aρ,Γ
....
ar0 : ¬A
ρ,Γ0
¬Aρ,Γ′0
Jr0
....
ari : ¬A
ρ,Γi
¬Aρ,Γ′i
Jri
....
arn−1 : ¬A
ρ,Γn−1
¬Aρ,Γ′n−1
Jrn−1
....
arn : ¬A
ρ,Γn
¬Aρ,Γn
(w)Jrn
....
¬Aρ,Φ
a : Φ
(ΣN )
ρ J ′n P ′
For the proviso (lbranch) in P ′, any ancestor of the left cut formula of the
new (ΣN )
ρ J ′n is a genuine Π
τ
N -formula A
τ for a τ with ρ  τ . The formula Aτ
is not in the branch T from r : Γ to a : Φ in P since no genuine ΠτN -formula
with τ > Ω is on the rightmost branch T . Therefore any left branch of the new
(ΣN )
ρ J ′n is the rightmost one in the left upper part of the J
′
n in P
′.
In P ′, a new chain J l0, . . . , J
l
n−1, Jn starting with the new Jn is in the chain
analysis for P ′ and ρ = dqσα ∈ Dσ is determined as follows:
b(ρ) = α =
max{Bπ(o(a
l
n;P
′)),B>σ({σ} ∪ (an;P ))} + ω
o(aln;P
′) +max{Kσ(an;P ),Kσ(h)},
rgN−1(ρ) = pi and stN−1(ρ) = o(a
l
0;P
′).
Let
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
be the knotting numbers of the rope R and Km an im-knot (Σim)
σnm+1 of Jnm
and Jnm+1 for m < l. Let m(i) denote the number
m(i) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i ≤ ip)}. (13)
Then pdi(ρ), In(ρ), rgi(ρ), sti(ρ) are determined so as to enjoy the provisos
(ch:Qpt) and (st:bound).
1. pdi(ρ) = σnm(i)+1 for 2 ≤ i < N . Note that pdi(ρ) 6= pi = σ0 since n0 ≥ 0,
cf. the condition (8) in Section 4 which says that pdN−1(ρ) = pi ⇔ σ = pi.
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2. N − 1 ∈ In(ρ) and i ∈ In(ρ)⇔ ∃p ∈ [0,m(i))(ip = i) for 2 ≤ i < N − 1.
3. Let i ∈ In(ρ)& i 6= N − 1. q denotes a number determined as follows.
Case 1 The case when there exists a q such that
∃p[nm(i) ≥ p ≥ q > nm(i+1)& ρ ≺i σp+1& σq = rgi(σp+1)] (14)
Then q denotes the minimal q satisfying (14). Note that ρ ≺i σp+1
is equivalent to pdi(ρ) = σnm(i)+1 i σp+1.
Case 2 Otherwise. Then set q = nm(i) + 1.
In each case set rgi(ρ) = σq := κ for the number q, and sti(ρ) = dκ+αi for
αi = Bκ(a
l
q;P
′)
where alq denotes the uppersequent Γq, A
σq of J lq in the left upper part of
(ΣN )
ρ J ′n in P
′.
By Lemma 4.2 we have B>κ+(αi) ⊂ B>κ(αi) < αi, and hence sti(ρ) ∈
Od(ΠN ).
Obviously the provisos (ch:Qpt) and (st:bound) are enjoyed for the new
chain J l0, . . . , J
l
n−1, Jn.
Observe that, cf. (9) in Section 4,
pi < β ∈ q = Q(ρ)⇒ β = stN−1(ρ).
Claim 6.1 ρ = dqσα ∈ Od(ΠN ).
Proof of Claim 6.1.
(5) B>σ({σ, α} ∪ q) < α: By Lemma 4.2 we have B>σ({σ, α}) < α. It suffices
to see B>σ(q) < α. By the definition we have {pdi(ρ), rgi(ρ) : i ∈ In(ρ)} ⊂
{σp, σ+p : p ≤ n}. On the other hand we have B>σ({σp, σ
+
p : p ≤ n}) ⊂ B>σ(σ).
We have B>σ(stN−1(ρ)) ⊂ B>σ(α). Finally for sti(ρ) = dκ+αi with i < N −
1, we have B>σ(sti(ρ)) ⊂ B>σ({σ, αi})∪ {αi}, and B>σ({σ, αi}) ⊂ B>σ({σ, α})
and αi < α.
(DQ.12):
Case 2 This corresponds to (DQ.12.1), κ = rgi(ρ) = pdi(ρ). Let α1 denote the
diagram such that ρ  α1 ∈ Dκ. Then
α1 = σnm(i)+2 (pdi(ρ) = σnm(i)+1& σn+1 = ρ).
We have by Lemma 4.2 and (c:bound2),
B>σ(Bκ(anm(i)+1;P )) < Bκ(anm(i)+1;P ) ≤ b(α1).
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On the other hand we have for sti(ρ) = dκ+αi
B>κ(sti(ρ)) ⊂ B>κ({κ, αi}) ≤ B>σ(Bκ(anm(i)+1;P )).
Thus B>κ(sti(ρ)) < b(α1).
Case 1 This corresponds to (DQ.12.2), rgi(ρ) = rgi(pdi(ρ)) or to (DQ.12.3),
rgi(pdi(ρ)) ≺i κ by Lemma 5.8.1c. Let p denote the maximal p such that
rgi(σp+1) = σq = rgi(ρ)& pdi(ρ) i σp+1.
sti(ρ) < sti(pdi(ρ)) for the case (DQ.12.2) and sti(ρ) < sti(σp+1) for the
case (DQ.12.3) follow from Lemma 5.8.2 since for rgi(σp+1) = σq = rgi(ρ)
b(sti(ρ)) = Bσq (a
l
q;P
′) < Bσq (aq;P ) ≤ b(sti(σp+1))
and hence by Lemmata 4.1 and 4.2
sti(ρ) < sti(σp+1).
(DQ.11) and (DQ.12.3): These follow from Lemma 5.8.1.
(DQ.2): ∀τ ≤ rgi(ρ)(Kτsti(ρ) < ρ). For τ ≤ κ = rgi(ρ) and sti(ρ) = dκ+αi,
we haveKτ (sti(ρ)) = Kτ{κ, αi} ≤ Kτ (alq;P
′) < ρ as in the caseM6.2 in [6]. ✷
As in the case M6.2 in [6] we see that o(P ′) < o(P ).
We have to verify that P ′ is a proof. The provisos other than (uplwl) are
seen to be satisfied as in the case M5.2 of [6]. For the proviso (forerun) see
Claim 6.3 in the subcase M7.2 below. It suffices to see that P ′ enjoys the
proviso (uplwl) when the lower rule J lw is the new (ΣN )
ρ J ′n. For example the
left rope KmR of the im-knot (Σim)
σnm+1 Km of Jnm and Jnm+1 ends with the
rule (c)σ Jn−1. We show the following claim.
Claim 6.2 Any left rope JupR of a knot Jup in the left upper part of the new
(ΣN )
ρ J ′n does not reach to J
′
n.
Proof of Claim 6.2. Consider the original proof P . By Lemma 5.2 there is no
chain passing through the bar a : Φ and hence it suffices to see that there is no
rule (c)σρ above a : Φ. First observe that we have ρ < τ for any rules (c)τ and
(Σi)
τ which are between (ΠN -rfl)J and a : Φ. Thus there is no rule (c)
σ
ρ on the
branch T0 from (c)π J0 to a : Φ. Consider another branch T above a : Φ and
suppose that there is a rule (c)σρ I on T . We can assume that the merging rule
K of T and T0 is below J0 and hence the rule K is a (Σi)τ . By the proviso (h-
reg)(cf. Definition 5.4.4 in [6].) we have τ ≤ σ, i.e., K is between (c)
σn−1
σ Jn−1
and a : Φ. Then we have seen ρ < τ and hence the trace (ΣN−1)
ρ I0 of (c)
σ
ρ I is
below K by the proviso (h-reg). Therefore the chain stating with the trace I0
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passes through the left side of K. This is impossible by the proviso (ch:left).
Ψ2
Ψ′2
(c)σρ I
.... T
Ψ1,¬Cτ
Γn−1
Γ′n−1
(c)
σn−1
σ Jn−1
.... T0
Cτ ,Φ1
Ψ1,Φ1
(Σi)
τ K
....
Ψ0,¬B
ρ
....
Bρ,Φ0
Ψ0,Φ0
(ΣN−1)
ρ I0
.... T , T0
a : Φ P
In what follows we assume that r ∗ (0) = J is a basic rule. Let v ∗ (0) = I denote
the vanishing cut of r ∗ (0) = J . v ∗ (0) = I is either a (Σi) or a (cut).
M6. I is a (ΣN )
σ.
....
Γ, Aσ
....
α < σ,Λ0
....
¬AσN−1(α),Λ0
∃x < σ¬AσN−1(x),Λ0
(b∃)J
....
¬Aσ ,Λ
v : Γ,Λ
(ΣN )
σ I
P
where A ≡ ∀xAN−1(x) is a ΠN formula.
Assuming α < σ let P ′ be the following:
....
Γ, Aσ
....
¬AσN−1(α),Λ0
¬Aσ ,Λ0,¬AσN−1(α)
(w)
....
¬Aσ,Λ,¬AσN−1(α)
Γ,Λ,¬AσN−1(α)
....
Γ, AσN−1(α)
v : Γ,Λ
(ΣN−1)
σ IN−1
P ′
where, the preproof ending with Γ, AσN−1(α) is obtained from the left upper
part of I in P by inversion.
As in the case M6 of [6] we see that o(v;P ′) < o(v;P ).
For the proviso (lbranch) in P ′, cf. the case M5.2. We verify that P ′ is a
proof with respect to the proviso (uplw).
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The proviso (uplwl) when the lower rule J lw is the new (ΣN−1)
σ IN−1:
Consider the original proof P . By Lemma 5.3 no left rope in the right upper
part of (ΣN )
σ I reaches to I. Also by (uplwl) with the lower rule J lw = I there
is no left rope of an i-knot Jup reaching to I.
The proviso (uplwr) when the lower rule J lw is the new (ΣN−1)
σ IN−1: As
above there is no left rope of an i-knot Jup reaching to I.
The proviso (uplwr) when the upper rule Jup is the (ΣN−1)
σ IN−1: (ΣN−1)
σ IN−1
is not an (N − 1)-knot since there is no chain passing through (ΣN )σ I by
(ch:pass).
For the proviso (forerun) see Claim 6.3 in the subcase M7.2 below.
M7. I is a (Σi+1)
σ with 1 ≤ i < N − 1.
Then J is either an (∃) or a (b∃). Let u0 : Ψ denote the uppermost sequent
below I such that h(u0;P ) < σ + i. Also let u : Φ denote the resolvent of I, cf.
Definition 5.5.
M7.1 u0 = u.
....
Γ,¬Aσi+1
....
α < τ,Λ0
....
Aτi (α),Λ0
Aτi+1,Λ0
x
....
Aσi+1,Λ
Γ,Λ
(Σi+1)
σ I
....
u : Ψ P
where Ai+1 ≡ ∃yAi(y) is a Σi+1 formula. Also if x is an (∃), then τ = pi and
the left upper part of the true sequent α < τ,Λ0 is absent. Anyway σ  τ .
Assuming α < τ and then α < σ by (c:bound), let P ′ be the following:
....
Γ,¬Aσi+1
....
Aτi (α),Λ0
Aτi+1, A
τ
i (α),Λ0
(w)
....
Aσi+1, A
σ
i (α),Λ
Aσi (α),Γ,Λ....
Ψ, Aσi (α)
....
Γ,¬Aσi (α)
Γ,Λ,¬Aσi (α)
(w)
....
¬Aσi (α),Ψ
u : Ψ
(Σi)
σ
P ′
It is easy to see that o(u;P ′) < o(u;P ). For the proviso (lbranch) in P ′, cf. the
case M5.2. To see that P ′ is a proof with respect to the provisos (forerun),
(uplw), cf. the subcase M7.2 below.
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M7.2 Otherwise.
Let K denote the lowermost rule (Σi+1)
σ below or equal to I. Then u0 : Ψ is
the lowersequent of K by (h-reg). There exists an (i + 1)-knot (Σi+1)
σ which
is between an uppersequent of I and u0 : Ψ. Pick the uppermost such knot
(Σj+1)
σK−1 and let K−1R = J0, . . . , Jn−1 denote the left rope of K−1. Each
Jp is a rule (c)
σp
σp+1 with σ = σ0. Let
0 ≤ n0 < n1 < · · · < nl = n− 1 (l ≥ 0) (11)
be the knotting numbers of the left rope K−1R and Km an im-knot (Σim)
σnm+1
of Jnm and Jnm+1 for m < l. Put
m(i+ 1) = max{m : 0 ≤ m ≤ l& ∀p ∈ [0,m)(i+ 1 ≤ ip)} (12)
Then the resolvent u : Φ is the uppermost sequent u : Φ below Jnm(i+1) such
that
h(u;P ) < σnm(i+1)+1 + i.
In the following figure of P the chain Cnm+1 starting with Jnm+1 passes through
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the left side of Km.
.... Tl
Γ,¬Aσi+1
α < τ,Λ0 A
τ
i (α),Λ0
Aτi+1,Λ0
J
....
Aσi+1,Λ
v : Γ,Λ
(Σσi+1) I
.... T1
Γ0
Γ′0
(c)σσ1 J0
.... Cnm+1
Πm,¬Bm
....
Γnm
Γ′nm
(c)
σnm
σnm+1 Jnm
....
Bm,∆m
Πm,∆m
(Σim)
σnm+1 Km
....
Γnm+1
Γ′nm+1
(c)
σnm+1
σnm+2 Jnm+1
....
Γnm+1
Γ′nm+1
(c)
σnm+1
σnm+1+1
Jnm+1
....
Γnm(i+1)
Γ′nm(i+1)
(c)
σnm(i+1)
σnm(i+1)+1
Jnm(i+1)
.... T1
u : Φ P
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Assuming α < τ and then α < σn ≤ σnm(i)+1, let P
′ be the following:
....
Γ,¬Aσi+1
Aτi (α),Λ0
Aτi+1,Λ0, A
τ
i (α)
(w)
....
Aσi+1,Λ, A
σ
i (α)
Γ,Λ, Aσi (α)
I l
....
Γ0, A
σ
i (α)
Γ′0, A
σ1
i (α)
J l0
.... C
l
nm+1
Πm,¬Bm
....
Γnm , A
σnm
i (α)
Γ′nm , A
σnm+1
i (α)
J lnm
....
Bm,∆m, A
σnm+1
i (α)
Πm,∆m, A
σnm+1
i (α)
K lm
....
Γnm+1, A
σnm+1
i (α)
Γ′nm+1, A
σnm+2
i (α)
J lnm+1
....
Γnm+1 , A
σnm+1
i (α)
Γ′nm+1 , A
σnm+1+1
i (α)
J lnm+1
....
Γnm(i+1) , A
σnm(i+1)
i (α)
Γ′nm(i+1) , A
σnm(i+1)+1
i (α)
J lnm(i+1)
....
Φ, A
σnm(i+1)+1
i (α)
.... Tr
Γ,¬Aσi (α)
vr : ¬Aσi (α),Γ,Λ
(w)
.... T
r
1 ⊂ Tr
¬Aσi (α),Γ0
¬Aσ1i (α),Γ
′
0....
¬A
σnm
i (α),Γnm
¬A
σnm+1
i (α),Γ
′
nm
.... C
r
nm+1
Πm,¬Bm
....
¬A
σnm+1
i (α), Bm,∆m
¬A
σnm+1
i (α),Πm,∆m....
¬A
σnm+1
i (α),Γnm+1
¬A
σnm+2
i (α),Γ
′
nm+1
....
¬A
σnm+1
i (α),Γnm+1
¬A
σnm+1+1
i (α),Γ
′
nm+1....
¬A
σnm(i+1)
i (α),Γnm(i+1)
¬A
σnm(i+1)+1
i (α),Γ
′
nm(i+1).... T
r
1 ⊂ Tr
u ∗ (1) : ¬A
σnm(i+1)+1
i (α),Φ
u : Φ
Ii
P ′
Here Ii denotes a (Σi)
σnm(i+1)+1 .
It is straightforward to see o(u;P ′) < o(u;P ). We show P ′ is a proof.
First by Lemma 5.5, in P every chain passing through the resolvent u : Φ
passes through the right side of I and, by inversion, the right upper part of I
disappears in P ′. Hence the new (Σi)
σnm(i+1)+1 Ii does not split any chain. For
the proviso (lbranch) in P ′, cf. the case M5.2.
Claim 6.3 The proviso (forerun) holds for the lower rule J lw = Ii in P
′.
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Proof of Claim 6.3. Consider a right branch Tr of Ii. We show that there
is no rule K such that Tr passes through the left side of K and h(a;P ′) < pi
with the lowersequent a of K. The assertion follows from this and (h-reg).
The ancestors of the right cut formula ¬A
σnm(i+1)+1
i (α) of Ii comes from the
left cut formula ¬Aσi+1 of I in P . Let T
r
1 denote the branch in P
′ from the
lowersequent vr : ¬Aσi (α),Γ,Λ of the new (w) to the right uppersequent u∗ (1) :
¬A
σnm(i+1)+1
i (α),Φ of Ii. Also let Tl denote a (the) left branch of I in P . There
exists a (possibly empty) branch T0 such that Tr = T ⌢0 T
⌢
l T
r
1 . By (lbranch)
any left branch Tl of I is the rightmost one in the left upper part of I. Therefore
there is no ruleK such that Tr passes through the left side ofK and h(a;P ′) < pi
with the lowersequent a of K. ✷
Claim 6.4 The proviso (uplwr) holds for the upper rule Jup = Ii in P
′.
Proof of Claim 6.4. Suppose that Ii is a knot. Then there exists a chain C1
starting with an I1 such that C1 passes through the left side of Ii. This chain
comes from a chain in P which passes through u : Φ. Call the latter chain in P
C1 again. Further assume that, in P ′, the left rope IiR of Ii reaches to a rule
(Σj)
κ J lw with i ≤ j. Let I2 denote the lower rule of Ii. We have to show Ii
foreruns J lw. It suffices to show that, in P , any right branch T of J lw passes
through the right side of I if the branch T passes through u : Φ. Since, by
inversion, the right upper part of I disappears in P ′, for such a branch T there
exists a unique branch T ′ corresponding to it in P ′ so that T ′ passes through
the left side of Ii and hence T ′ is left to Ii.
....
Γlw,¬Clw
....
Γ,¬Aσi+1
.... T
Aσi+1,Λ
Γ,Λ
(Σi+1)
σ I
....
u : Φ.... T
Clw,Λlw
Γlw,Λlw
(Σj)
κ J lw
P
....
Γlw,¬Clw
....
Γ,¬Aσi+1
.... T
′
Aσi+1,Λ, A
σ
i (α)
Γ,Λ, Aσi (α)
I l
....
Φ, A
σnm(i)+1
i (α)
....
¬A
σnm(i)+1
i (α),Φ
u : Φ
Ii
.... T
′
Clw,Λlw
Γlw,Λlw
J lw P ′
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Case 1. The case when, in P , there exists a member I3 of the chain C1 such that
I3 is between u : Φ and J
lw, and the chain C3 starting with I3 passes through
the resolvent u : Φ in P : Then by Lemma 5.5 the chain C3 passes through the
right side of I. The rope RI3 starting with I3 in P corresponds to a part (a tail)
of the left rope IiR in P
′. Thus by the assumption the rope RI3 also reaches to
J lw in P . Hence by (forerun) there is no merging rule K such that
1. the chain C3 starting with I3 passes through the right side of K, and
2. the right branch T of J lw passes through the left side of K.
Therefore the right branch T of J lw passes through the right side of I in P .
....
Γ,¬Aσi+1
.... C3, T
′
Aσi+1,Λ, A
σ
i (α)
Γ,Λ, Aσi (α)
I l
....
Φ, A
σnm(i)+1
i (α)
....
¬A
σnm(i)+1
i (α),Φ
u : Φ
Ii
....
∆2
∆′2
I2
....
Γlw,¬Clw
....
∆3
∆′3
I3
.... RI3 ⊂ IiR
Clw,Λlw
Γlw,Λlw
J lw P ′
Case 2. Otherwise: First we show the following claim:
Claim 6.5 In P , we have m(i + 1) < l for the number of knots l in (11), and
I2 is the lower rule of the im(i+1)-knot Km(i+1). Let Km(i+1)R denote the left
rope of Km(i+1) in P . Then Km(i+1)R reaches to J
lw.
Proof of Claim 6.5. In P ′, the lower rule I2 of the knot Ii is a member of the
chain C1 starting with I1 and passing through the left side of Ii. Further I2
is above J lw since the left rope IiR of Ii is assumed to reach to J
lw in P ′, cf.
Definition 5.7. Since we are considering when Case 1 is not the case, in P ,
I1 is below J
lw and the chain C2 starting with I2 does not pass through u : Φ,
and hence chains C1 and C2 intersect as Type3 (merge) in (ch:link). In other
words there is a knot below u : Φ whose upper right rule is (c)σnm(i+1)+1 Jnm(i+1) .
This means that the knot is the im(i+1)-knotKm(i+1). Thus we have shown that
m(i+ 1) < l and I2 is the lower rule of the im(i+1)-knot Km(i+1).
Next we show that the left rope Km(i+1)R of Km(i+1) reaches to J
lw in P .
Suppose this is not the case. Let (c)κ4 I4 denote the lowest (last) member of the
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left rope Km(i+1)R. Then κ < κ4 for the rule (Σj)
κ J lw. By κ < κ4, the next
member (c)κ4 I5 of the chain C1 is above J lw. Since we are considering when
Case 1 is not the case, the chain C5 starting with I5 does not pass through
u : Φ. By Definition 5.4.6 of left ropes and (ch:link) there would be a knot K ′
whose lower rule is I5 and whose upper right rule is I4. This is a contradiction
since I4 is assumed to be the last member of the left rope Km(i+1)R. This shows
Claim 6.5.
In the following figure note that u : Φ is above Km(i+1) by (h-reg) and the
definition of the resolvent u : Φ.
.... C1
u : Φ
.... C2 = Cnm(i+1)+1
Πm(i+1),¬Bm(i+1)
....
Bm(i+1),∆m(i+1)
Πm(i+1),∆m(i+1)
(Σim(i+1))
σnm(i+1)+1 Km(i+1)
....
∆2
∆′2
(c)
σnm(i+1)+1 I2
.... C5
Π,¬B
....
∆4
∆′4
(c)κ4 I4
....
B,∆
Π,∆
K ′
....
∆5
....
Γlw,¬Clw
∆′5
(c)κ4 I5
....
Clw ,Λlw
Γlw,Λlw
(Σj)
κ J lw
.... C1
∆1
∆′1
I1
P
✷
By Claim 6.5, (uplwr) and im(i+1) ≤ i ≤ j, Km(i+1) foreruns J
lw in P .
Therefore the right branch T of J lw is left to Km(i+1). Also by (h-reg) Km(i+1)
is below u : Φ. Hence T does not pass through u : Φ in this case. This shows
Claim 6.4. In the following figure C2 denotes the chain starting with I2.
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....
Γlw,¬Clw
.... C2
Πm(i+1),¬Bm(i+1)
u : Φ....
Bm(i+1),∆m(i+1)
Πm(i+1),∆m(i+1)
(Σim(i+1))
σnm(i+1)+1 Km(i+1)
....
∆2
∆′2
I2
.... Km(i+1)R
Clw,Λlw
Γlw,Λlw
J lw
P
✷
Claim 6.6 The proviso (uplw) holds for the lower rule J lw = Ii in P
′.
Proof of Claim 6.6. Let Jup be a j-knot (Σj) above Ii. Let H0 denote the lower
rule of Jup. Assume that the left rope JupR = H0, . . . , Hk−1 of Jup reaches to
the rule Ii. We show
i < j
even if Jup is in the right upper part of Ii. Consider the corresponding rule J
up
in P .
Case 1 Either Jup is I or between I and u : Φ: If either Jup is I or an im-knot
Km with m < m(i+ 1), then i < i+ 1 = j or i < im = j by (12), resp.
Otherwise Jup is betweenKm−1 and Jnm for somem with 0 ≤ m ≤ m(i+1).
Then the rule Jup is the merging rule of the chain Cnm starting with Jnm and
the chain CH0 starting with H0 so that Cnm passes through the right side of
Jup and CH0 the left side of J
up. Hence by (ch:link) Type3 (merge) the rule
Hk−1 is above Jnm and the left rope H0R does not reach to Ii. Thus this is not
the case.
62
.... Cnm
Πm−1,¬Bm−1 Bm−1,∆m−1
Πm−1,∆m−1
Km−1
.... CHq
∆,¬C
.... Cnm
C,Ψ
∆,Ψ
Jup
....
Λq
Λ′q
Hq
....
Λk−1
Λ′k−1
Hk−1
....
Γnm
Γ′nm
Jnm
where Hq denotes the lowermost member of H0R such that the chain CHq start-
ing with Hq passes through the left side of J
up. By (ch:link) Type3 (merge)
the rule Hq is above Jnm and so on.
Case 2 Jup is in the right upper part of I: Then the left rope H0R reaches to
I. Hence by Lemma 5.4, i.e., by (uplwr) we have i < i+ 1 < j.
Case 3 Jup is in the left upper part of I: Then the left rope H0R reaches to I.
Hence by (uplwl) we have i < i+ 1 < j.
Case 4 Otherwise: Then there exists a rule K such that Jup is in the left upper
part of K and K is between I and Φ. By (h-reg), (ch:pass) K is a rule (Σp)
κ.
The left rope H0R = H0, . . . , Hk−1 reaches to K. Hence by (uplwl) we have
p < j (32)
....
∆,¬C
....
C,Ψ
∆,Ψ
Jup
....
ΓK ,¬D
....
Γ,¬Aσi+1
....
Aσi+1,Λ
Γ,Λ
(Σσi+1) I
....
D,ΛK
ΓK ,ΛK
(Σp)
κK
....
Φ
Case 4.1 Hk−1 is below K: Let K
′ denote the uppermost knot such that K ′
is equal to or below K, and there exists a member of H0R such that the chain
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starting with the member passes through the left side of K ′. Let Hq be the
lowermost member of H0R such that the chain CHq starting with Hq passes
through the left side of K ′. If there exists a member of H0R such that the chain
starting with the member passes through the left side of K, then K ′ is equal to
K.
Jup.... CHq
ΓK ,¬D
....
D,ΛK
ΓK ,ΛK
(Σp)
κK = K ′
....
∆q
∆′q
Hq
OtherwiseK ′ is below K and it is a knot for the left rope H0R. Let Hq−1 denote
the lowermost member of H0R above K. Then Hq−1 is an upper right rule of
the knot K ′ and K ′ is a rule (Σp′)
κ with
p′ ≤ p (33)
by (h-reg).
Jup....
∆q−1
∆′q−1
Hq−1
....
ΓK ,¬D
I....
D,ΛK
ΓK ,ΛK
(Σp)
κK
.... CHq
ΓK′ ,¬D′
....
D′,ΛK′
ΓK′ ,ΛK′
(Σp′ )
κK ′
....
∆q
∆′q
Hq
By Lemma 5.1 the uppermost member of CHq below K
′ is the lower rule of
the knot K ′. By (32), (33) and Case 1 it suffices to show that the left rope
K′R = G0, . . . , Gk0 of K
′ reaches to Ii, i.e., to show the last member Gk0 is
equal to or below the rule Hk−1. Then we will have i < p
′ ≤ p < j.
Let G0 = Hq0 (q0 ≥ q) denote the lower rule of K
′ and Gk1 the lowermost
member of K′R such that the chain CGk1 starting with Gk1 passes through the
left side of K ′. Then by (ch:link) Gk1 is equal to or below Hq.
Case 4.1.1 Gk1 = Hq: Then Gk0 = Hk−1, i.e., Gq1−q0 = Hq1 for any q1 with
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q0 ≤ q1 < k. .... CHq
ΓK′ ,¬D′
....
D′,ΛK′
ΓK′ ,ΛK′
K ′
....
Λq0
Λ′q0
Hq0 = G0
....
Λq
Λ′q
Hq = Gk1
.... CHq1
ΓK1 ,¬D1
....
D1,ΛK1
ΓK1 ,ΛK1
K1
....
Λq+1
Λ′q+1
Hq+1 = Gq+1−q0
....
Λq1
Λ′q1
Hq1 = Gq1−q0
where K1 is a knot of Hq+1 = Gq+1−q0 and Hq = Gk1 with q+ 1− q0 = k1 +1.
Case 4.1.2 Otherwise: Then by (ch:link) Gk1 is already below Hk−1.
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.... CHq
Γmg,¬Dmg
.... CGk1
Dmg,Λmg
Γmg,Λmg
Kmg
....
ΓK′ ,¬D
′ D′,ΛK′
ΓK′ ,ΛK′
K ′
....
Λq0
Λ′q0
Hq0 = G0
....
Λq
Λ′q
Hq = Gq−q0
.... CHq1
ΓK1 ,¬D1
....
D1,ΛK1
ΓK1 ,ΛK1
K1
....
Λq+1
Λ′q+1
Hq+1 = Gq+1−q0
....
Λq1
Λ′q1
Hq1 = Gq1−q0
....
Λk−1
Λ′k−1
Hk−1 = Gk−1−q0
....
Λk1+q0
Λ′k1+q0
Gk1
where Kmg is a merging rule of the chain CHq starting with Hq and the chain
CGk1 starting with Gk1 . Since the chain CHq+1 starting with the lower rule
Hq+1 = Gq+1−q0 of K1 passes through the left side of K1, Gk1 is not equal to
Hq+1 and hence is below Hq+1 and so on.
Case 4.2 Hk−1 is above K: Then Hk−1 is a rule (c)σnm(i+1)+1 and K is a rule
(Σp)
σnm(i+1)+1 . Let d : ΓK ,¬D denote an uppersequent of K. By (h-reg)
and the definition of the sequent u : Φ we have σnm(i+1)+1 + i ≤ h(d;P ) ≤
σnm(i+1)+1 + p− 1. Thus by (32) we get i ≤ p− 1 < j.
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Jup....
Λk−1
Λ′k−1
(c)σnm(i+1)+1 Hk−1
....
d : ΓK ,¬D
....
Γnm(i+1)
Γ′nm(i+1)
(c)
σnm(i+1)
σnm(i+1)+1
Jnm(i+1)
....
D,ΛK
ΓK ,ΛK
(Σp)
σnm(i+1)+1 K
Πm(i+1),¬Bm(i+1)
....
Φ....
Bm(i+1),∆m(i+1)
Πm(i+1),∆m(i+1)
(Σim(i+1))
σnm(i+1)+1 Km(i+1)
where the im(i+1)-knot Km(i+1) disappears when m(i+ 1) = l in (12).
This shows Claim 6.6. ✷
M8. I is a (Σ1)
σ.
This is treated as in the case M8 of [6].
Other cases are easy.
This completes a proof of the Main Lemma 5.1.
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