This paper presents a new deep regression model, which we call DeepDistance, for cell detection in images acquired with inverted microscopy. This model considers cell detection as a task of finding most probable locations that suggest cell centers in an image. It represents this main task with a regression task of learning an inner distance metric. However, different than the previously reported regression based methods, the DeepDistance model proposes to approach its learning as a multi-task regression problem where multiple tasks are learned by using shared feature representations. To this end, it defines a secondary metric, normalized outer distance, to represent a different aspect of the problem and proposes to define its learning as complementary to the main cell detection task. In order to learn these two complementary tasks more effectively, the DeepDistance model designs a fully convolutional network (FCN) with a shared encoder path and end-to-end trains this FCN to concurrently learn the tasks in parallel. DeepDistance uses the inner distances estimated by this FCN in a detection algorithm to locate individual cells in a given image. For further performance improvement on the main task, this paper also presents an extended version of the DeepDistance model. This extended model includes an auxiliary classification task and learns it in parallel to the two regression tasks by sharing feature representations with them. Our experiments on three different human cell lines reveal that the proposed multi-task learning models, the DeepDistance model and its extended version, successfully identify cell locations, even for the cell line that was not used in training, and improve the results of the previous deep learning methods.
Introduction
Automating the analysis of live cell morphology is critical for high throughput screening as this facilitates fast and reproducible measurements under inverted microscopy. The crucial step of this automation is to correctly identify cell morphology and distribution on culture plates. This requires detecting the cell locations whose difficulty lies along a wide range, from easy to very challenging, depending on visual characteristics of the cells. This step becomes difficult when cells appear in varying colors, brightness, and irregular shapes. The difficulty further increases when they grow in overlayers, and as a result, appear as cell clumps.
Before the advances in deep learning, the traditional approach for cell detection/segmentation is to employ lowlevel handcrafted features, reflecting color, edge, and shape characteristics of cells. This approach has given promising results when the features are defined properly, as a good representation of the visual cell characteristics. On the other hand, these characteristics may change from one cell type to another (see Fig. 1 ) and new features need to be defined to meet the cell characteristics of a new type. Additionally, when there exists heterogeneity in the visual characteristics of the same cell type, using a single model may not be sufficient to detect all cells of this type, particularly for cancer cells which are exploited more in high throughput screening.
Methods based on deep learning, on the other hand, have responded to these issues by having the ability of learning high-level features from image data automatically and reducing the required effort to obtain a generalizable model as a consequence. The majority of the previously reported methods consider cell detection as a classification problem, in which a deep classifier is trained to differentiate cell pixels from those of the background. Since their focus is the classification of cell pixels, these methods treat the pixels taken from the annotated cells in the same way, regardless of their relative positions within the cell, while training their classifier (Xie et al., 2015a; Song et al., 2017) . On the other hand, the position of a pixel relative to a cell center (or to a cell boundary) may bring about ad- ditional information. There exist only a few studies that take this information into account by constructing a regression model (Xie et al., 2015b; Sirinukunwattana et al., 2016; Chen et al., 2016; Xie et al., 2018a,b) . These studies approach cell detection/segmentation as a single-task regression problem where they learn a single distance output for each pixel. On the other hand, it may be difficult to define a single distance metric that comprehends different aspects of the problem and to learn this single distance by a single model. In response to these issues, this paper introduces a new multi-task learning framework, which we call DeepDistance, for the detection of live cells in inverted microscopy images. This DeepDistance framework proposes to concurrently learn two distance metrics for each pixel, where the primary one is learned in regard to the main cell detection task and the secondary distance is defined to stress the variability in morphological cell characteristics and learned for the purpose of increasing the generalization ability of the main task. To this end, this paper constructs a fully convolutional network and end-to-end learns two distance maps at the same time, sharing highlevel feature representations at the various layers of this network (layers of its shared encoder path), in the context of multi-task learning. Then, for a given image, it achieves cell detection by generating the primary distance map with the trained network and finding its regional maxima. Our experiments on three different cell lines reveal that this proposed multi-task learning framework successfully identifies cell locations, even for the cell line that was not used in training, and improves the results of the previous deep learning approaches.
The contributions of this paper are summarized below:
• It takes advantage of the multi-task learning approach, in which shared feature representations are used to learn multiple tasks at the same time. This is different than the previously reported regressionbased cell detection studies, which do not use such shared representations for learning a regression task. The multi-task approach used by our study is known to be successful for many domains, leveraging the contribution of different tasks to the feature representation learning process (Caruana, 1997) . Concurrent learning of two related tasks with shared representations increases the performance of our model, by better helping it avoid local optimal solutions.
• It defines a distance metric, normalized outer distance, that calculates the normalized distance from each cell pixel to the closest cell boundary. As opposed to the inner distance, which is calculated with respect to the cell centers and as a result imposes a one-sized circular shape on the cells, this definition does not have shape and size impositions since it uses the boundary annotations. The normalized outer distance better preserves the shape characteristics of the cells whereas the inner distance better suggests the cell centers. Thus, the proposed model defines inner distance estimation as the main task and considers normalized outer distance estimation as complementary to this main task. It learns these two complementary tasks in parallel by forcing them to share feature representations. This improves the performance of each task, and as a result, leads to more successful cell detection.
• It shows that one can also include an additional classification task to the proposed multi-task regression network to further increase the performance of the main task. To this end, this study implements another version of the proposed framework where the task of cell pixel classification is added as a parallel task to the regression network. This additional task, which is to be concurrently learned with the two distance maps, aims to construct a classification map from the shared features while learning the regression output maps with a minimum error. This additional task is effective to increase the success of the main cell detection task.
Related Work
Traditional cell detection/segmentation studies employ low-level handcrafted features, which are extracted either pixel-or subregion-wise. A large group of pixel-wise studies use intensities to obtain a binary mask by thresholding or clustering (Dima et al., 2011) . They then use this mask either directly to locate isolated cells or as an input to shape-based methods to split cell clumps. These methods include the use of distance transforms (Jung and Kim, 2010) , concavity detection algorithms (Chang et al., 2013) , and morphological erosion operators (Yang et al., 2006) . Although it is very common to calculate distance transforms on the obtained binary mask, it is also possible to learn them directly from the handcrafted features (Gao et al., 2014) . Another group of pixel-wise studies employ pixel gradients to obtain a feature map, on which regional maxima/minima are identified as cell locations. These studies directly use the gradients to define their feature maps (Koyuncu et al., 2016) or alternatively get pixels voted along their gradient directions and use the votes the pixels take to define their maps (Xing et al., 2014) . The subregion-wise studies first partition an image into over-segmented subregions (e.g., superpixels), extract handcrafted color, gradient, and shape features from these subregions, and merge them based on their extracted features to obtain cell locations (Genctav et al., 2012; Su et al., 2013; Koyuncu et al., 2018) .
To reduce the required efforts for manual feature definition, deep learning based methods learn high-level features from image data. These methods, especially convolutional neural networks, have shown significant success in many tasks related to medical image analysis (Litjens et al., 2017 ) also including cell detection/segmentation. Earlier studies train their deep models on small patches cropped around individual pixels to generate an output for each pixel separately. More recently, with the implementations of fully convolutional networks (Long et al., 2015) and the U-net model (Ronneberger et al., 2015) , studies have started end-to-end training their models to learn the outputs of all pixels at once. Most of these studies consider cell detection as a classification problem and train a classifier to differentiate cell and background pixels. Then, for a given image, they may obtain a binary mask by estimating the class labels of its pixels with the trained classifier and use this mask as an input to the shape-based methods (Song et al., 2015 (Song et al., , 2017 . Alternatively, they may use the class posteriors of the pixels and identify cell locations on this posterior map by either thresholding (Xu et al., 2016) or clustering (Su et al., 2015) but mostly finding regional maxima (Ciresan et al., 2013; Dong et al., 2015; Xie et al., 2015a; Sadanandan et al., 2017) .
There exist relatively few studies that consider cell detection/segmentation as a regression problem (Kainz et al., 2015; Xie et al., 2015b; Sirinukunwattana et al., 2016; Chen et al., 2016; Xie et al., 2018a,b) . These studies define their outputs with regard to the Euclidean distance between a pixel and its closest annotated cell center. Most of them calculate this inner distance using only the dot annotations on cell centers without using any boundary (segmentation) information. Thus, they use a threshold to decide pixels for which the distance will be zero (i.e., determine pixels belonging to the background). This thresholding together with the inner distance definition itself impose a one-sized circular shape on the cells, which may not be true for all cell types. These studies approach the learning of this inner distance as a single-task regression problem. Different than all these studies, our proposed DeepDistance model defines a secondary distance metric that better preserves the morphological characteristics of cells and considers its learning as a complementary task to the main task of cell detection. Additionally, it proposes a multi-task regression framework that uses shared feature representations to concurrently learn these two tasks.
There are only a few studies that use a cascaded network architecture for cell detection/segmentation. Ram et al. (2018) propose a network that sequentially learns a classification mask on an image and then regresses a density map on this classification mask for cell detection in 3D microscopy images. Kechyn (2018) uses the architecture proposed by Bai and Urtasun (2017) for cell segmentation. This architecture is mainly designed to learn an energy function to be used in a watershed algorithm for the purpose of splitting a map of under-segmented components into their corresponding objects. Thus, it requires obtaining the segmentation map of an image beforehand and takes it as an input together with the image. It first learns a gradient map of a distance transform from these inputs and then learns a map of energy levels from the gradients. As opposed to our proposed multi-task framework, both of these networks cascade their tasks in serial and learns them without sharing any representations. On the other hand, our model proposes to learn two regression maps in parallel, in the context of multi-task learning, which forces these tasks to use shared feature representations. The latter approach is known to be more effective to avoid local optima, and as a result, to obtain a more generalizable model (Caruana, 1997) .
There exists another study that also uses a multi-task framework to detect glands and nuclei in histopathological images. This framework concurrently learns two classification maps, where the first one is the map of gland/nucleus pixels and the other is that of their boundaries. It then combines the two classification maps with a simple fusion function . However, different than our proposed multi-task regression model, this existing study neither considers detection as a regression problem nor learns regression and classification tasks in a single multi-task network. Additionally, its goal is to locate glands/nuclei in fixed and stained histopathological images whereas our aim is to detect cells in inverted microscopy images which is used for high throughput and real-time cell screening.
Methodology
The proposed DeepDistance model relies on formulating cell detection as a regression problem, in which a metric map is estimated to express the degree of pixels suggesting a cell center, and identifying regional maxima on this map as cell locations. This model uses inner distance as the primary metric and estimates it by a fully convolutional network (FCN), considering the learning of this metric as the main task in regard to the cell detection problem. On the other hand, as opposed to the previously reported studies, the DeepDistance model proposes to approach this learning as a multi-task regression problem, in which multiple regression tasks are learned using shared feature representations. To this end, this model defines a secondary metric, normalized outer distance, and considers its learning as a complementary task that represents a different aspect of the problem. The proposed DeepDistance model learns this new task in parallel to the main task of cell detection by constructing and end-to-end training an FCN with a shared encoder path, which forces these multiple tasks to learn shared feature representations at various abstraction levels.
The following subsections give the details of the proposed DeepDistance model. Section 3.1 mathematically formulates the distance metrics used to define the tasks. It then gives the architecture of the FCN used for learning these tasks and provides the details of its training. Section 3.2 discusses how to extend the proposed multi-task regression network to cover an additional task(s), by giving the details of another version of the proposed model where cell pixel classification is considered as the additional task. Finally, Section 3.3 presents the detection algorithm that uses inner distances estimated by the FCN to locate individual cells in a given image.
Multi-task FCN for Distance Learning
The proposed DeepDistance model uses two distance metrics for each pixel q. The first one is inner distance d inner (q) that is calculated similar to the previous studies. Its learning is considered as the main task; cell locations are detected on the estimated inner distance map of the pixels (see Section 3.3). The second metric is normalized outer distance d outer (q) that is defined by this current study in order to better quantify morphological cell characteristics. Learning of this outer distance is considered as a complementary task, which is used to improve the performance of the main task.
These distances are defined in Eqns. 1 and 2, respectively, when cell annotations are provided. The annotations are, of course, not available for images whose cells are supposed to be automatically detected. Thus, our DeepDistance model proposes to estimate the distances by an FCN that will be trained on the pixels of annotated images. Note that in our experiments, we train this FCN using the annotations of only four training and two validation images.
Let A = {a i } be the set of annotated cells in an image, P(a i ) = {p ik } be the set of pixels belonging to an annotated cell a i , B(a i ) = {b ik } be the set of its boundary pixels, and C(a i ) be its centroid pixel. For pixel q, 
(2) where α in Eqn. 1 is the decay ratio that is empirically selected as 0.1, similar to the previous studies. The denominator in Eqn. 2 corresponds to the maximum distance in the annotated cell a i , which is used as a normalization factor. This normalization is effective to obtain similar distances for cells of different sizes, which will drive the FCN to make better generalizations regardless of the cell size.
For an example subimage given in Fig. 2a , these distance definitions are illustrated in Figs. 2b and 2c, respectively. The inner distance definition well indicates the cell centers since it uses the Euclidean distances from pixels to their closest cell centers. However, as it uses the centers as the reference point, the distance decrease from a center to its boundaries is the same for all directions and for all cells. Thus, when it is used alone, this definition imposes a circular and one-sized shape on the cells, as also seen in Fig. 2b . On the contrary, since the normalized outer distance is calculated with a reference to a cell boundary, this decrease may differ from one direction to another as well as from one cell to another, depending on the shape and size of the cell. Thus, it better preserves the morphological characteristics of cells, as seen in Fig. 2c .
Network Architecture
For multi-task learning of these two distance maps, our DeepDistance model constructs an FCN architecture consisting of a shared encoder path and two decoder paths (see Fig. 3 ). The encoder path is shared by the two tasks to extract shared feature representations from an RGB image, whose pixels are normalized across the image, at various abstraction layers. The two decoder paths, with symmetric connections to the features in the encoder path (shown with concatenation operators in the figure), are used to separately construct the distance maps from these extracted shared features. This architecture has the convolution layers with 3×3 filters and uses the rectified linear unit (ReLU) activation function. Its pooling/upsampling layers use 2 × 2 filters. The number of the layers and the number of the feature maps used in each convolution layer are depicted in Fig. 3 . Note that these numbers are selected by inspiring with the U-net model (Ronneberger et al., 2015) . The original U-net model has a single decoder path designed for single-task learning. On the contrary, the DeepDistance model has two decoder paths, with symmetric connections to the shared features, for multi-task learning of the two distance maps.
This FCN is end-to-end trained on 512×512 tiles cropped out of the training images. This tile size makes maximum use of the memory on the GPU that we used (GeForce GTX 1080 Ti) when the batch size is selected as 1. The tiles are cropped by a sliding window approach with an increment of 256 pixels. The selection of this increment size ensures that regions stay on the borders of one tile will be close to the central area of another tile.
Network Training
The FCN is implemented in Python using the Keras deep learning library. It is trained from scratch with the backpropagation algorithm that uses the mean squared error as its loss function. It follows an early stopping approach based on the loss calculated for the tiles cropped out of the validation images. The contributions of both tasks to the loss function are the unit weight. The batch size is 1 and the drop-out factor is 0.2. The learning rate and the momentum value are adaptively adjusted using the AdaDelta optimizer (Zeiler, 2012) . The source codes of this implementation are available at http://www.cs.bilkent.edu. tr/∼gunduz/downloads/DeepDistance.
Extending the FCN for Additional Tasks
The proposed DeepDistance model considers cell detection as a multi-task regression problem that estimates two distance maps from the RGB image, one for formulating the main task of cell detection and the other as an auxiliary task with the motivation of more effectively learning the main task. The FCN architecture given in the previous section is designed to learn these two regression tasks at the same time. This section discusses how this model can be extended to cover more auxiliary tasks, concurrent learning of which may further increase the performance of the main task. For this purpose, this section implements an extended version of the DeepDistance model that comprises an additional task of cell pixel classification. This additional task aims to construct a classification map (as shown in Fig. 2d ) from the shared features of the encoder path 1 . Note that here, instead of defining another regression problem as the additional task, we use a classification problem in order to demonstrate that the model can easily be extended to cover the auxiliary tasks related with regression as well as classification.
The extended version of the DeepDistance model uses the FCN that has still one shared encoder path but one extra decoder path, defined for the new classification task. The architecture of this new decoder path is the same with those of the two decoder paths, defined for regressing the distance maps, except that its last convolution layer uses the sigmoid function instead of ReLU. Other than this, it has the same convolution and upsampling layers and uses the same symmetric connections to the features in the encoder path (uses the same concatenation operators). Training of this extended FCN follows the same procedure explained in the previous section, with only a difference of loss calculation. This extended FCN still uses the mean squared error as its loss function and the regression tasks still equally contribute to this loss with a unit weight, but the loss contribution weight of the new classification task is 0.1. The rationality behind using a reduced weight is as follows. Both of the distance outputs, calculated as defined in Eqns. 1 and 2, are in the range between 0 and 1. However, these distances reach the maximum value of 1 for only a few cell pixels whereas they yield much smaller values for the rest of them. On the other hand, the output of the classification task is always 1 for the cell pixels, which results in calculating a larger mean squared error for this task. Since all tasks are learned at the same time by sharing the same features, to avoid creating an unfair bias towards the learning of the classification task, we reduce its loss contribution weight to 0.1.
Cell Detection
The last step of the DeepDistance model is to detect cells in an unannotated image. For that, this step feeds the tiles cropped out of the image to the trained FCN and identifies cell locations on the input distance maps estimated by this FCN. Since pixels belonging to a cell center are expected to have higher estimated values, the DeepDistance model identifies regional maxima on the inner distance maps as the cell centers. In order to suppress possible noise in the estimated distance maps, the model applies the h-maxima transform beforehand and suppresses the maxima whose height is less than the value of h.
This step may result in poor estimations for the regions close to the tile edges. As a solution to this problem, our model estimates the inner distance maps for overlapping tiles and then averages all distances calculated for the Figure 3 : Architecture of the fully convolutional network (FCN) used for multi-task regression of two distance maps, along with an example tile (a) as the input and the predicted (b) inner distance map and (c) normalized outer distance map as the outputs. Note that the tile used in this figure is not a part of the training set used in our experiments. Each box represents a multi-channel feature map with its dimensions and number of channels being indicated in order on the left side of the box. Each arrow corresponds to an operation which is distinguishable by its color.
same pixel. The overlapping tiles are obtained by sliding a window over the image with an increment of 64 pixels. Considering the 512 × 512 tile size used by the FCN, this increment size is small enough to ensure that the regions close to the edges of one tile will be close to the central region of some others. It is also large enough to cause only negligible speed-down in the computational time.
Experiments

Datasets
We test our DeepDistance model on three datasets, each of which consists of live cell images of a different cell line. They are the CAMA-1, MDA-MB-453, and MDA-MB-468 human breast cancer cell lines. The images in all datasets were acquired at 20× magnification and 3096 × 4140 pixel resolution. An example image from each dataset is shown in Fig. 1 . As seen in this figure, cells might be visually different within and across different cell lines.
Three images are randomly selected from each of the CAMA-1 and MDA-MB-453 cell lines and are used for training the FCN as well as for selecting the h parameter of the cell detection step. While training the FCN, the tiles cropped out of four of these six images are used to learn the weights of the FCN and those of the remaining two are used as validation tiles for early stopping. The cells in the rest of the images in these two cell lines are used for testing. In our experiments, these test cells, which belong to CAMA-1 and MDA-MB-453, are considered as dependent test samples since other images/cells of the same cell lines are used for training. To assess the success of our model on an unseen cell line, none of the images of MDA-MB-468 are used for training the FCN or for parameter selection and all of them are used just for testing. Thus, the cells of this MDA-MB-468 cell line are considered as independent test samples. For each cell line, the number of images and the number of cells in the training, validation, and test sets are presented in Table 1 . The cells are annotated by putting markers to their approximate centers. These markers are used in the cell-level evaluation of our DeepDistance model as well as the comparison methods (Section 4.2). In addition to these markers, training cells are also annotated by delineating their precise boundaries since the definition of the normalized outer distance to be learned by the FCN requires knowing the cell boundaries. It is worth to noting that although annotating boundaries requires more effort, our model needs the boundary annotations only for the training and validation images (only for six images in our experiments).
Evaluation
Each method is quantitatively evaluated on the test cells regarding the f-score metric. This metric is calculated at the cell-level, considering the number of one-toone matches between the annotated markers and the detected cells (detected regional maxima). For that, each annotated marker is matched to every detected cell if the distance between this marker and the centroid of the detected cell is less than a distance threshold. Similarly, each detected cell is matched to every annotated marker if their distance is less than the same threshold. Afterwards, a detected cell C is considered as one-to-one match (true positive), if it matches with only one marker and this marker matches with only the cell C. Considering the image resolution and the cell sizes, this threshold is selected as 30. Then, the precision and recall metrics are obtained on these one-to-one matches, and the f-score is calculated as the harmonic mean of these two metrics.
Parameter Selection
The DeepDistance model has one external parameter: The h value used by the h-maxima transform in the cell detection step to suppress possible noise in the estimated inner distance map. The value of this parameter is selected on the six images belonging to the training and validation sets of the CAMA-1 and MDA-MB-453 cell lines. For that, the following values of h = {0.1, 0.2, 0.3, 0.4, 0.5} are considered and the one that yields the highest f-score metric for the cells in these six images is selected. This procedure selects h = 0.2 for both the DeepDistance model and its extended version. Note that the parameter values are selected similarly for the comparison methods.
Results
The quantitative results obtained by the proposed multitask DeepDistance models are given in Table 2 . This table reveals that our models lead to accurate cell detection results on both dependent and independent test samples. It also shows that extending the model by including the additional task of cell pixel classification further improves the results. Additionally, the visual results obtained on exemplary subimages are presented in Fig. 4 . Note that this figure shows only the cells correctly identified by the models; it does not show any incorrectly located cell, which does not one-to-one match with any annotated marker.
In order to understand the effectiveness of the DeepDistance model, which uses a multi-task regression framework, we compare it with three deep learning based methods that use a single-task framework. These methods are designed to separately learn the tasks used by the proposed DeepDistance models. In particular, they learn only an inner distance map (SingleInner ), only a normalized outer distance map (SingleOuter ), and only a classification map of cell pixels (SingleClassification) from the RGB image, respectively. For learning their single-tasks, all these methods use an FCN with a single encoder path, similar to our models, but also only a single decoder path, as opposed to ours. The convolution and pooling/upsampling layers of this single encoder and single decoder path are the same with those specified in Fig. 3 . They also end-toend train their FCNs and the training setups are the same with ours. Obviously, since they have only one task to be learned, none of these methods take advantage of learning the shared feature representations. After learning their FCNs, these methods take the same cell detection steps of our model. These steps include estimating a map by the FCN, suppressing its noise by the h-maxima transform, and finding regional maxima on the resulting map. Here the SingleInner and SingleOuter methods use their estimated distance maps and the SingleClassification method uses the estimated posterior map of the cell pixel class. The quantitative results of these methods are given in Table 2 and their visual results on exemplary subimages are presented in Fig. 4 . These results reveal that concurrent learning of multiple tasks improves the results of singletask learning. It is worth to noting that this improvement is more evident for the independent test samples.
Next, we compare DeepDistance with two more methods that use more than one task in designing their models. The first one is the CascadedClassificationInner method that uses a cascaded architecture similar to the one proposed by Ram et al. (2018) . This cascaded architecture is designed to sequentially learn a classification map of cell pixels from the RGB image and then to regress an inner distance map from the classification map. This method learns these maps in serial by using two serially cascaded FCNs that do not share any feature representation. More specifically, the first FCN takes the RGB image as the input and outputs the classification map whereas the second one takes the classification map as its input and outputs the inner distance map. Each of these serial FCNs has a single encoder and a single decoder path that contains the same convolution and pooling/upsampling layers specified in Fig. 3 . Although these two FCNs are learned at the same time by backpropagating the error through the entire network in an end-to-end training fashion, they do not learn any shared feature representation. In other words, each FCN has its own encoder path. This method uses the same training setup with our model and takes the same cell detection steps. It detects the cells on the estimated inner distance map. That is, it first suppresses the noise in this estimated map with the h-maxima transform and then finds regional maxima on the noise suppressed map. The results given in Table 2 and Fig. 4 demonstrate that the proposed DeepDistance model, which learns multiple tasks in parallel with shared feature representations, gives more accurate results than the CascadedClassificationInner method, which learns two tasks in serial without sharing any representation. This indicates the effectiveness of learning shared feature representations from multiple tasks, which is indeed known to be effective for many domains (Caruana, 1997) .
The last comparison is with the MultiClassificationBoundary method that approaches cell detection as a multitask classification problem. Similar to the model proposed by Chen et al. (2017) , this method defines two classification tasks, where one is the task of cell pixel classification and the other is the task of cell boundary classification, and learns them in parallel by also using shared feature representations. For learning these tasks, this method uses an FCN whose architecture is the same with the one given in Fig. 3 . This FCN is end-to-end trained also using Note that this figure shows only the cells correctly identified by the algorithms. It does not show any incorrectly located cell, which does not one-to-one match with any annotated marker. Also note that the first two subimages are taken from the dependent test samples and the last two from the independent test samples, which belong to the cell line that was not used in any part of the training.
the same training setup. To detect the cells in a given image, the MultiClassificationBoundary method combines the two classification maps estimated by the FCN with a simple fusion technique that is also used by Chen et al. (2017) . For that, the pixels estimated as boundary are subtracted from the estimated cell pixel classification map and the connected components on the resulting map are identified as cells. Since this fusion technique gives small noisy components, which lower the detection accuracy, the components smaller than an area threshold are eliminated. The value of this threshold is also selected on training and validation cells. The results of this method are given in Table 2 and Fig. 4 . The table shows that this method, which approaches cell detection as a multi-task classification problem, also gives accurate results for the dependent test samples. On the other hand, for the independent test samples, it yields significantly lower accuracies than the proposed DeepDistance model, which approaches cell detection as a multi-task regression problem. Note that these independent test samples belong to the cell line, any samples of which were not employed in any part of the training process. This significant difference may be attributed to the following. The two regression tasks learned by our model may convey more complementary information than the two classification tasks. Concurrent learning of more complementary tasks typically better helps the model less overfit on the training samples, and as a result, gives a more generalizable model. This may be the reason of our models better performing on the independent test samples taken from an unseen cell line. 
Parameter Analysis
The DeepDistance model has one external parameter, the h value used by the h-maxima transform to suppress noise in the estimated inner distance map. Small h values do not sufficiently suppress the noise, resulting in false cell detections and oversegmentations. On the other hand, unnecessarily large values suppress too many pixels as the noise, causing not to identify many actual cells and leading to undersegmentations. Both of these cases decrease the performance. This is consistent with our experimental results shown in Figs. 5a and 5b, which depict the test set f-scores as a function of the h value for the DeepDistance model and its extended version, respectively.
Multi-task vs. Single-task Learning
Since the main goal of this work is cell detection, our DeepDistance models define the estimation of an inner distance map as the main task and find regional maxima on this estimated map to detect cells. The motivation behind these choices is the fact that the inner distance definition gives sharp increases at cell centers and the locations with these sharp increases can be detected by finding regional maxima. Hence, to obtain accurate detections, one should estimate an inner distance map with distinct differences between the cell centers and their surrounding pixels such that these centers can be identified as regional maxima. That is, one should estimate a map consisting of sharp enough bright regions close to the cell centers. To improve the performance of the task of this inner distance estimation, our models take advantage of multi-task learning approach. This approach helps the models become more robust to avoid overfitting a task, compared to the approach of learning the same task alone with a single-task model (Caruana, 1997) . To get more insight in this multitask learning approach, this section visually analyzes the estimated maps of single-task and multi-task models.
For the independent test samples given in Fig. 4, Fig. 6a shows the maps of the calculated inner distances when the ground truths are given. Figs. 6b, 6c, and 6d illustrate the inner distance maps estimated by the SingleInner method, the proposed DeepDistance model, and its extended version, respectively. SingleInner learns its map as a singletask whereas our models define auxiliary tasks and learn the inner distance map in parallel to these auxiliary tasks, forcing them to learn shared representations with a shared encoder path. The latter type of learning, which is an example of multi-task learning, is known to be effective for increasing the performance of individual tasks for many domains. We also observe this performance increase in the estimated maps given in Fig. 6 . SingleInner cannot successfully detect the three cells shown inside red ellipses since it cannot produce sharp enough bright regions (with distinct enough estimated distances) for these cells. Although DeepDistance, which uses one auxiliary task, leads to brighter regions for these cells, they are still not sharp enough for two of them to be identified as regional maxima. The extended version of DeepDistance, which uses one more auxiliary task, does better job in inner distance estimations such that they have sharp enough bright regions for all of these three cells. In this figure, it is worth to noting two points: First, all methods apply the h-maxima transform on their estimated maps beforehand to suppress noise, and hence, to prevent over-segmentations and false positives. If it was not applied, SingleInner might give regional maxima for some of the three cells even though the distances estimated for their centers were not that distinct (bright). However, that case would also give many over-segmented cells and false positives. Second, none of the methods identify the cell shown inside a blue ellipse although their estimated distances yield bright regions for this cell. It is due to the evaluation method, which matches an annotated marker and a detected cell based on the distance between them since a test set image does not have boundary annotations but just a dot on each cell. In our experiments, a distance threshold is set to 30, considering image resolutions and the average cell size. This threshold may give a few incorrect matchings especially for larger cells, (e.g., the cell shown inside the blue ellipse). Increasing this threshold solves the problem for this particular cell, but this time, it will result in many incorrect matchings of detected cells with distant markers (or vice versa).
Likewise, Fig. 7a shows the maps of calculated outer distances when the ground truths are given. Figs. 7b, 7c, and 7d show the outer distance maps estimated by SingleOuter, DeepDistance, and its extended version, respectively. It is observed that a single-task SingleOuter method is less accurate in estimating outer distances especially for pixels close to cell boundaries. Due to this incorrect estimation, it locates only a single cell for each of the cell pairs shown inside green ellipses, resulting in undersegmentations for these cell pairs. Our multi-task DeepDistance models yield better estimations for these boundary pixels. However, it is important to note that our models do not use the estimated outer distances in a detection algorithm but define this estimation as an auxiliary task. Particularly, this distance is defined to represent a different aspect of the problem and its estimation is considered as complementary to the main task. Concurrent learning of two related tasks with a multi-task model, which uses shared feature representations, better helps avoid local optima. In other words, when two related tasks share the same representations (with a shared encoder path), it is more difficult to finetune these representations for only one of these tasks. This is effective to obtain better learning performances for individual tasks, as also shown in Figs. 6 and 7.
Extending DeepDistance for Cell Segmentation
The DeepDistance models are designed to identify individual cells by locating their centers without delineating their boundaries. This goal is to address the problem of identifying cells for the purpose of counting (or tracking), which is a very common practice for cell culture research. For instance, cell counting can be used to determine the number of cells in a tissue culture in-real-time within predefined intervals for examining the cell growth under the effects of a cytotoxic treatment. This section discusses how the outputs of DeepDistance can be used for cell segmentation. To this end, it presents a simple marker-controlled region growing algorithm that works on the outputs of the extended DeepDistance model. This algorithm has two steps: marker identification and marker growing. Let M I and M O be the estimated maps of the inner and normalized outer distances, respectively, and M C be the estimated classification map. The marker identification step takes the cell locations identified on M I by DeepDistance and slightly widens them on M O to obtain better-shaped markers. Since the aim is to obtain better shapes for the markers but not to get their exact boundaries, which will be done by the next step, the markers are widened onto only the pixels close to cell centers but not close to boundaries, by considering only the pixels whose estimated values in M O > 0.5. At the end, all widened markers smaller than an area threshold of 50 are eliminated. The next step iteratively grows the remaining markers onto foreground pixels in M C with respect to distances in M O . This growing is marker-based such that each iteration selects the "best" marker and grows it onto the foreground pixels that are currently adjacent to this selected marker. To do so, for each marker, it calculates the average M O over its adjacent foreground pixels and selects the marker with the highest average. This selection does not consider a marker if its adjacent foreground pixels are less than the half of all pixels that are adjacent to this marker. The growing process stops when there exists no marker to be selected. At the end of the marker growing step, boundaries of the grown markers are smoothed applying a majority filter with a size of 25. The visual results obtained on the exemplary subimages are presented in Fig. 8 .
This section presents a simple algorithm to discuss the possibility of using the estimated maps for segmentation. However, it is worth to noting that this work designs its multi-task network and the tasks used in this network for the purpose of facilitating the cell detection problem (not the cell segmentation problem). Although the estimated normalized outer distance and classification maps provide some information about the cell boundaries, the primary goal of these maps is to define auxiliary tasks, concurrent learning of which is expected to improve the performance of the main task in the context of multi-task learning (Caruana, 1997) . On the other hand, for more accurate cell segmentation, one needs to design a network that includes additional tasks specifically focused on learning the cell boundaries (e.g., defining the estimation of the cell boundaries as the main task) and to use the estimated boundaries in the region growing process too. Designing such multi-task networks, developing more sophisticated cell segmentation algorithms that work on the outputs of these networks, and conducting systematic experiments to obtain their quantitative results are considered as future work.
Conclusion
This paper presents the DeepDistance model, which designs a multi-task regression framework for detecting individual cells in microscopy images, and experimentally demonstrates the successful use of this model on 5192 cells of three different cell lines. For the cell detection problem, this is the first proposal of a multi-task regression model that learns multiple regression tasks in parallel by using shared feature representations.
The DeepDistance model designs this regression framework to concurrently learn two distance metrics for image pixels in the context of multi-task learning. To this end, it defines the normalized outer distance metric to represent a different aspect of the problem and proposes to learn it in parallel to the primary inner distance metric, which is defined in regard to the main cell detection task, for the purpose of increasing the generalization ability of this main task. For this concurrent learning, the DeepDistance model constructs a fully convolutional network (FCN) with a shared encoder path, which forces the two tasks to learn shared feature representations at various abstraction levels. Such shared representation learning on multiple tasks is indeed known to be more effective to avoid each task to overfit, and as a result, to obtain more generalized models. Our experiments on three different cell lines also reveal that this multi-task learning together with formulating cell detection as a regression problem lead to accurate results, improving the results of the single-task frameworks as well as the previous deep learning approaches.
This work mainly focuses on the cell detection problem, which corresponds to identifying cell locations in an unannotated image. It does not focus on delineating the precise boundaries of the cells. Designing multi-task networks that include additional tasks specifically focused on cell segmentation and developing algorithms that work on the outputs of these networks are considered as one of the future research directions of this study. We believe that the cell detection method proposed by this study is not limited to static cell images, but it can easily be adapted and used for real-time live images throughout a time dependent experiment under inverted microscopy. The investigation of the latter use is considered as another future research direction of this study.
