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Suppose that E is a real Banach space and C: E -+ E is a compact iincar 
operator. Let a( 7’) denote the range of T 5 I + C. Assume that A: E: - ti( T) 
is completely continuous and that 11 A(x)ii/ll x /j -+ 0 as /i x/i -+ a. Kachurovskii [S] 
then proved that the equation T(u) $- A(u) =f has a solution if and only if 
f E B(T). Variants of this result have appeared in Hess [4], and Petryshyn ([9, 
lo]). Haf ([2, 3]), Hess [4] and Petryshyn ([9, lo]) applied Kachurovskii’s result 
to boundary-value problems for partial differential equations. It is the purpose 
of this note to show that the assumption A(E) C W(T) is very restrictive when T 
is not invertible. We do this by showing that, under some weak regularity 
assumptions, the applications to partial differential equations in [2, 3, 91 only 
cover cases where T is invertible or A is constant. 
Let C,(Q) (C,“(Q)) denote the set of continuous (infinitely differentiable) 
functions on Sz with compact support. 
LEMMA. Suppose that $2 is a bounded open subset of R”, p: a :d, R + R is 
continuous and Jnp( x, U(X)) dx = Ofor ezery u E C,,“(Q). Then p(x, r) == p(x, 0) 
joy .x E Sk? and v E R. 
Proof. If u E C,(Q), u is the uniform limit of a sequence in C,.Y(J2). Hence 
s&(x, u(x)) dx = 0 f or every u E C,(Q). Suppose now that K is a compact 
subset of Q and u EL”(Q) such that u(x) = 0 for .x E Qn\K. By the proof of the 
corollary to Theorem 2.2.3 in Rudin [S], there is a sequence (uJ~=~ in C,(Q) 
such that /I u, jj < /j u /j for all IZ (where I/ Ii denotes the sup norm) and u, con- 
verges pointwise to u on J2. Hence, by the dominated convergence theorem, 
s, P(x> u(x)) dx = ki jQp(x., u,(x)) dx = 0. 
We now show that p(x, v) = p(x, 0) for (x, n) E Q x R. Suppose by way of 
contradiction that there is a 2) E R and an x0 E Q such that p(x, ,zl) # p(x, (0). 
We assume that p(x,, , r~) > p(x, , 0). Th e other case is similar. Choose a closed 
ball B such that x0 E B, B C Q andp(x, U) > p(x, 0) for x F R. Define U(X) to he 71 
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if x E B and to be zero otherwise. By the result of the previous paragraph, 
Jop(x, U(X)) = 0. Thus, by the definitions of u and B, 
o = s,,, p(x, 0) dx + s, P(X, v) dx > s,,, P(x, 0) dx + j-, P&P 0) dx 
= np(x,O)dx=O. 
s 
The last equality follows because the zero function is in C,“(sZ). Hence we have a 
contradiction. Thus p(x, YJ) = p(x, 0) for x E fJ and zr E R. 
It is not difficult to show that the lemma still holds if, instead of assuming 
that p is continuous, we assume that p satisfies the Cartheodory conditions and 
that, for each a > 0, supl,~~~ 1 p(x, v)l is in Ll(J2). (In this case, we only prove 
that there is a subset A of Sz of measure zero such that p(x, U) = p(x, 0) for 
x E J2\A and z E R.) With rather more care in the proof, it can be shown that 
p(x, v) - p(x, 0) must be linear in v for each x E Sz if we only assume that there 
are continuous functions fi (i = l,..., K) such that f&x, u(x)) = 0 whenever 
u~C,~(G)andJ~u(x)fi(x)dx=O(i=l,..., K). It can also be shown that if &’ is a 
bounded open subset of R, p: a x Ra --+R is continuous and sop(x, U(X), u’(x)) 
dx = 0 for every u E Ccm(sZ), then there is a continuously differentiable 
function G: Sz x R -+ R such that p(x, y, .z) = Gr(x, y) + zGa(x, y) for x E J2 
and ( y, x) E R2. (Here Gr and G, denote the partial derivatives of G with respect 
to x and y.) 
We now appb the lemma to discuss the assumptions of Theorem 2 in Petryshyn [9]. 
Our notation and assumptions are mostly the same as those in Section 2 of [9]. 
Thus we assume that L is a uniformly elliptic second-order partial differential 
operator on an open subset Q of R”, that B is a suitable first order boundary 
operator (see [9] for details), and that p: & x R + R and h: Q + R are both 
Holder continuous. The precise assumptions on L, Q and B are the same as those 
in [9] except that we require that the coe@cients of L are smooth enough to satisfy 
the assumptions of Theorem 21, IV in Miranda [7]. (This certainly holds if the 
coefficients ofL are twice continuously differentiable on Q.) We assume that r], 
;\,MERandyE(O,l)suchthatIp(x,t)--ti,<~+rlIt/Yfor(x,X)EQ~R 
and that there is a nonzero u in C,+,(Q) (in the notation of [9]) such that Lu = Au 
in Q and Bu = 0 on aQ. The other assumption of Theorem 2 in [9] (the one 
ensuring that the nonlinear term satisfies a Kachurovskii type assumption) 
ensures that the equationLu - Au = p(x, w) - hw + h in Q, Bu = 0 on aQ has a 
solution for each smooth function w on Q. By the results in Sections 21-23 of [7], 
there exist nonzero functions {w& in C,+=(Q) such that this last condition is 
equivalent to assuming that so w,(x) (p(x, w(x) - hw(x) + h(x)) dx = 0 for 
i = l,..., p and all smooth functions w on Q. Thus, by the lemma, we see that 
w&) (P(x, 4 - Xv + h(x)) = 44 (~(x, 0) + h(x)) (1) 
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for all x E Q and ZI E R. The results in [7] also imply that, L*w,(x) = XZJ,(X) for 
x E Q, where L* is the formal adjoint of L. Hence, by the weak unique continua- 
tion theorem [7, Theorem 19, III], T = {x E Q: wl(x) # 0) is dense in Q. By (l), 
p(x, v) - hv = p(x, 0) if x E T and ZI E R. Hence, since T is dense in Q, 
p(x,v)-Axz, =p(x,O)ifxEQandvER. Th us, under quite reasonable regularity 
assumptions, Theorem 2 in [9] only applies if either p(x, v) - Xv is independent of v 
for each x E Q or there is no nontrivial solution of the problem Lu = Au in Q, 
Bu=OonaQ. 
With more care, it can be shown that it suffices to assume that the coefficients 
of L locally satisfy the assumptions of Theorem 21, IV of [7] on an open dense 
connected subset S of Q. 
The same method can be used to show that Satz 2 in [2] is trivial (i.e. only 
applies to the linear case) if x E P (in the notation of [2]). (Note that there is an 
error in [2]. Simple examples show that, even when X # 1, Eq. (A,) need not have 
a solution continuous on ZJ. Thus we must assume that Eq. (Ar) has a solution 
continuous on aG.) Our methods can also be used to show that Satz 2 in [3] is 
trivial if X is an eigenvalue of the linearized problem. Here we have to use a 
theorem of Landis [6] to ensure that no eigenfunction of the linear problem can 
vanish on an open subset of the boundary. 
However, it is possible to construct nontrivial examples of ordinary differential 
equations where the linear part is not invertible and Kachurovskii’s theorem 
applies. We briejy indicate some examples. Consider the problem 
-u”(x) = i2u(x) + s(x, u(x)) + u’(x) g(x, u(x)) - f(x) (2) 
on [0, ~1, u(0) = U(V) = 0. Here it is assumed that i is a positive integer, s is 
continuous on R2, G is continuously differentiable on R2, s(x,0) = 0 on [0, ~1, and 
~‘(1 s(x, v)j + / G(x, v)l + 1 G,(x, v)\) -+ 0 as 1 v I--+ co uniformly in x (where 
G(x, 4 = .I-&, w) a’ w and G, is the partial derivative of G with respect to x). 
It is not difficult to show that, if we set E = I@r,,[O, r] and define C and iq 
suitably, then all the assumptions of Kachurovskii’s theorem hold except for the 
condition that A(E) C R(T). (Here our notation follows that in Berger and Berger 
[I] and our method of writing (2) as an equation on l%‘r,,[O, ~1 is essentially the 
same as that in Section 4.3 of [l]. In particular, if D[u, v] denotes the usual 
scalar product of I@r,,[O, ~1 and u E I@r,,[O, ~1, then C(U) and A(u) are defined by 
D[C(u), w] =42 s n u(x) w(x) dx 0 
%+), WI = - 1” (6% u(x)) w(x) + u’(x)&, U(X)) w(x)) dx 
0 
= - 
s 
on (s(x, u(x)) w(x) - G,(x, U(X)) w(x) - G(x, u(x)) w’(x)) dx 
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for all w E m&O, ~1.) By using this last formula for D[A(u), w] we see that 
D[A(u), sin LX] = 0 (i.e. A(u) E R(T)) for all u E 1$‘1,,[0, n] if 
s(x, -ZI) sin ix - GI(x, ZJ) sin ix - iG(x, V) cos ix = 0 
on [0, ~1 x R. Since it is easy to construct nontrivial s and g such that this 
condition and the earlier assumptions all hold, we obtain nontrivial examples of 
ordinary differential equations where Kachurovskii’s theorem applies. 
The last remark after the lemma can be used to show that the only 
nonlinearities of the form p(x, U(X), U’(X)) which can satisfy the assumptions of 
Kachurovskii’s theorem in the above example are the ones we have considered 
above. On the other hand, if we replace “u(0) = u(?T) = 0” by “u(0) = u(n) and 
u’(0) = U’(V)” and assume that g is smooth and periodic of period r in X, then it 
can be shown that A(E) _C L%‘(T) only if g and s vanish identically. This illustrates 
the point that A(E) C @i(T) is even more restrictive ifthe dimension of the kernel 
of T is greater than 1. 
Finally, we point out a property which holds under the assumptions of 
Kachurovskii’s theorem. Suppose that the assumptions of the introductory 
paragraph hold, T is not invertible and f E W( T). By a degree argument, it can 
be proved that {U E E: T(u) + A(u) =f} contains an unbounded connected set 
(“parametrized” by the kernel of T). This suggests that Kachurovskii’s theorem 
is unlikely to be of use in physical applications. The above result (for f = 0) and 
the earlier examples of ordinary differential equations to which Kachurovskii’s 
theorem applies give nontrivial examples of equations of the form (0.1) in 
Rabinowitz [ll] which have a non-isolated solution for some fixed h. This is 
related to a question posed in [ll, p. 9511. (A simple bifurcation analysis hows 
that the question actually raised in [ll] has an affirmative answer.) 
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