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Résumé et mots clés
L’engouement du grand public pour les applications multimédia sans fil ne cesse de croître depuis 
le développement d’Internet. Des contraintes d’hétérogénéité de canaux de transmission, de fiabilité,
de qualité et de délai sont généralement exigées pour satisfaire les nouveaux besoins applicatifs entraînant
ainsi des enjeux économiques importants. À l’heure actuelle, il reste encore un certain nombre de défis 
pratiques et théoriques lancés par les chercheurs de la communauté des communications numériques. C’est
dans ce cadre que s’inscrit le panorama présenté ici.
Cet article présente d’une part un état de l’art sur les principales techniques de codage et de décodage
conjoint développées dans la littérature pour des applications multimédia de type téléchargement et diffusion
de contenu sur lien mobile IP. Sont tout d’abord rappelées des notions fondamentales des communications
numériques à savoir le codage de source, le codage de canal ainsi que les théorèmes de Shannon et leurs
principales limitations. Les techniques de codage décodage conjoint présentées dans cet article concernent
essentiellement celles développées pour des schémas de codage de source faisant intervenir des codes 
à longueur variable (CLV) notamment les codes d’Huffman, arithmétiques et les codes entropiques universels
de type Lempel-Ziv (LZ). Faisant face au problème de la transmission de données (Hypertext Markup
Language (HTML) et vidéo) sur un lien sans fil, cet article présente d’autre part un panorama de techniques de
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diversités plus ou moins complexes en vue d’introduire le nouveau standard WiFi IEEE802.11n qui intègre un
système à multiples antennes d’émission et de réception.
Codage robuste, codage décodage source canal conjoint, codes entropiques, codes à longueur variable, codes
arithmétiques, codes de Huffman, codes Lempel-Ziv, DEFLATE, H.264, Gzip, Zip, diversité, MIMO (multiple input
multiple output), 802.11n. 
Abstract and key words
I. Introduction
The concomitant developments of the Internet, which offers to its users always larger and more evolved contents (from
HTML (HyperText Markup Language) files to multimedia applications), and of wireless systems and handhelds integrating
them, have progressively convinced a fair share of people of the interest to always be connected. Still, constraints of
heterogeneity, reliability, quality and delay over the transmission channels are generally imposed to fulfill the 
requirements of these new needs and their corresponding economical goals. This implies different theoretical and 
practical challenges for the digital communications community of the present time.
This paper presents a survey of the different techniques existing in the domain of HTML and video stream transmission
over erroneous or lossy channels. In particular, the existing techniques on joint source and channel coding and decoding
for multimedia or HTML applications are surveyed, as well as the related problems of streaming and downloading files
over an IP mobile link. Finally, various diversity techniques that can be considered for such links, from antenna diversity
to coding diversity, are presented.
II. Basics of digital communications
As depicted in Figure1, a digital communication chain classically contains a source encoder, a channel encoder, a
modulator, a physical channel and the converse operations [148]. The source encoder has for purpose to compress the
digital signal that will be then transmitted over the physical channel of limited bandwidth. This critical operation consists
of extracting most of the redundant information present in the signal, to produce a reduced set of symbols. These 
compressed symbols being extremely vulnerable to errors, which are likely to occur on the physical channel, the channel
encoder is present to protect the compressed information stream and guarantee a sufficient level of quality to allow the
reconstruction of the signal by the source decoder. The modulator role is to shape the protected signal for the actual
transmission over the channel.
Modern multimedia applications handle heterogeneous contents: images, audio and video sequences, web pages ...
These contents are characterized by a large redundancy in the data stream. In order to be able to efficiently transmit
them over a limited physical channel and to respect real-time constraints, it may be necessary to reduce this 
redundancy in the coded stream. Different types of redundancy can be distinguished depending on the type of the
considered content: spatial, temporal or statistical redundancy [170], and two different classes of source coders can
then be employed. The first one corresponds to lossless techniques, which allow a compression without deterioration
(see in the following, the case of HTML [2] compression by DEFLATE [43] over HTTP [53]), the second one to lossy 
techniques, which allow to reach higher compression rates at the cost of a slight degradation such as with H.263 [1] or
H.264 [3]. More details on these source coding techniques and relative standards, as well as of channel coding principle
and the corresponding Shannon theorems are presented in Section2. However it is now well known that the hypotheses
of Shannon separation theorem are rarely satisfied in practice, leading to research on joint techniques [76]. The
constraints introduced by the presence of a network (IP) layer have also lead to study specific techniques of adaptation
such as adaptive error correction for H.264 [21].
III. Joint source channel coding and decoding robust techniques
To offer a good Quality of Service (QoS) respecting the real-time streaming application constraints, different techniques
of source robust coding and joint source channel coding/decoding can be employed. In particular one find multiple des-
cription coding (MDC), the description being obtained by sub-sampling [90][10], quantization [56][151][186], transforms
[192][65][119] or even specific strategies such as forbidden symbol introduction [24][33][25][41]. Robust joint source
1. Introduction
Le développement du réseau Internet, qui offre à ses utilisateurs
des contenus toujours plus nombreux et toujours plus évolués a
progressivement convaincu une frange très large de la popula-
tion de l’intérêt de pouvoir conserver un lien avec le réseau. Le
développement plus récent des systèmes sans fil et des termi-
naux qui les intègrent, en parallèle de l’augmentation des appli-
cations HTML (pour HyperText Markup Language) et multi-
média ont amené un engouement toujours plus grand du grand
public pour les applications multimédia sans fil. Cependant, des
contraintes d’hétérogénéité de canaux de transmission, de fiabi-
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lité, de qualité et de délai sont généralement exigées pour satis-
faire les nouveaux besoins applicatifs entraînant ainsi des
enjeux économiques importants. À l’heure actuelle, il reste ainsi
encore un certain nombre de défis pratiques et théoriques lancés
par les chercheurs de la communauté des communications
numériques. Cet article a pour objet de présenter un panorama
des techniques existantes dans le domaine de la transmission de
flux HTML et vidéo sur un canal avec erreurs ou pertes, en
développant en particulier les principales techniques existantes
dans la littérature dans le domaine du codage et du décodage
conjoint pour des applications multimédia ou HTML, mais
aussi pour les aspects diffusion et téléchargement sur lien mobi-
le IP, et enfin les différentes techniques de diversité qui peuvent
channel coding techniques, aim at modifying the encoder in order to introduce redundancy in the coded binary stream
[49], to include in particular the addition of markers [106], unequal error protection solutions [105][78][126][21], or even
a more general cross-layer approach [42][127].
Another interesting source channel coding technique, which optimizes the source encoder according to the channel is
the domain of channel optimized vector quantization (COVQ) [54][55][154]. Other solutions can be specific to given
codecs, such as the work provided in [114] for the Lempel-Ziv codes.
A third aspect of joint robust technique concerns the decoding side, to correct errors by exploiting residual redundancy
left by the source coding operation. In particular, soft decoding techniques applied to variable length codes
[128][134][200][165][108][114], or their arithmetic declination [80][66][69][71] is a field well documented, as well as
the application of such decoding to specific standards [143][20][86].
IV. Diversity techniques for IP transmission in point/multipoint context
In order to guarantee a given QoS, minimizing the length and frequency of the fading effect at the receiving antennas is
critical. Three different diversity axes: temporal, frequential and spatial can be used to compensate the propagation of
channel impairments, knowing that specific antenna diversity (polarization, angle ...) can also be considered. Various
strategies of combining different signals at the reception side [62] and theoretical bounds for the end-to-end distortion
of MIMO channels have been established [81].
Diversity is also to be considered in the network itself, whose structure can be either centralized or ad-hoc. Whatever
the used diversity strategy, the aim is to use it for taking advantage of robust source coding techniques like MDC or SVC
(scalable video coding) [50][123][167]. Naturally, the diffusion strategy, which can be roughly classified into either
Content Delivery Network (CDN) [112] type, in the case where servers are deployed, Peer to Peer (P2P) solutions for
decentralized systems [95] or a combination of them[139], should be also considered and adapted.
V. Conclusion
The variety of techniques allowing to improve the quality of video or HTML transmissions over an IP wireless link is 
particularly wide. Different approaches, often additive, can be used to either better prepare the signal for the channel
impairments, or improve the received signal by introduction of diversity (path, antennas ...) or finally to improve the
reconstruction of the degraded bitstream.
Robust compression, joint source channel decoding, entropy coding, variable length codes, arithmetic codes, Huffman
codes, Lempel-Ziv codes, DEFLATE, H.264, Gzip, Zip, diversity, MIMO (multiple input multiple output), 802.11n.
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être considérées pour un tel lien, depuis la diversité d’antennes
à la diversité de codage. 
L’article est structuré comme suit. Tout d’abord sont rappelées
dans la partie2 des notions fondamentales de communications
numériques. Le principe du codage de source, du codage de
canal, de la paquétisation réseau et les théorèmes de Shannon et
leurs principales limitations sont présentés, ainsi que difféntes
solutions et standards récents dans ces domaines. La partie3
présente différentes techniques robustes de codage et/ou déco-
dage de source ou source canal conjoint. L’amélioration de la
robustesse du système par l’introduction de redondance au sein
du codeur de source lui-même, par l’ajout de redondance dans
le flux compressé via des techniques de codage source canal
conjoint ou encore des techniques de codage décodage source
canal conjoint sont considérées. Un intérêt particulier est porté
sur les schémas de codage de source faisant intervenir des codes
à longueur variable (CLV) comme les codes d’Huffman et arith-
métiques ainsi que le cas des codes universels de type Lempel-
Ziv (LZ) qui ne font pas partie de la classe des codes à longueur
variable. La partie4 traite des différentes techniques de diversi-
tés qui peuvent être employées dans le cadre d’une transmission
sur lien IP sans fil point/multipoint, ainsi que des structures de
réseau et des stratégies de diffusion existantes pour une diffu-
sion point/multipoint. Il est important de comprendre l’impact
de la présence de la couche réseau qui dans le modèle tradition-
nel OSI (Open Systems Interconnection) est située entre la
couche application et la couche physique, et qui les empêche
donc de communiquer directement, sauf à utiliser des méca-
nismes dits trans-couches ou cross-layer. Les différents axes de
collaboration source canal conjoint, tant au niveau codage que
décodage, ainsi que la combinaison optimisée de l’emploi de
diversité et d’introduction de robustesse pourront se heurter à la
présence de cette couche réseau et donc nécessiter la mise en
place de solutions cross-layer. Enfin, la partie5 conclut en
esquissant différents axes de recherche pour améliorer la diffu-
sion de flux HTML et multimédia sur lien IP sans fil, notam-






Un système de communication classique est formé principale-
ment de trois blocs de traitement importants : le codeur de sour-
ce, le codeur de canal et le modulateur [148]. Le codeur de sour-
ce a pour objectif de comprimer le signal numérique à trans-
mettre via un canal physique de bande passante fixée. Cette opé-
420 traitement du signal 2008_volume 25_numéro 5
Panorama des techniques de codage/décodage conjoint et techniques de diversité
ration, jugée primordiale pour des applications multimédia,
consiste à extraire pratiquement toute l’information redondante
contenue dans le signal. Ainsi, l’information récupérée à la sor-
tie de ce codeur est décrite par un ensemble réduit de symboles
appartenant à un alphabet fini. Ces données comprimées sont
très vulnérables aux erreurs lors de leur transmission sur un
canal bruité. La qualité du signal original reconstruit en dépend
fortement. Il s’avère donc important de protéger le flux d’infor-
mation à la sortie du codeur de source. À cet effet, il est prévu
dans la chaîne de transmission classique un codeur de canal. Ce
dernier introduit une certaine redondance afin de détecter et de
protéger le flux d’information comprimé contre les erreurs lors
de sa transmission.
Généralement, les informations à la sortie du codeur de canal
sont modulées avant d’être transmises sur le canal. Le récepteur
se charge ensuite de réaliser les trois traitements inverses, à
savoir la démodulation, le décodage de canal et le décodage de
source, comme illustré en figure1.
2.1 Codage de source
Les applications multimédia actuelles manipulent des contenus
hétérogènes : images, séquences vidéo et audio, pages Web …
Ces contenus sont caractérisés par une forte redondance d’in-
formation. Afin de pouvoir les transmettre sur un canal physique
et de respecter les contraintes de temps réel, il est nécessaire de
réduire cette redondance d’information [3][1].
On peut distinguer plusieurs types de redondance selon le
contenu manipulé : spatiale, temporelle ou statistique [170]. La
redondance spatiale est généralement liée à la forte corrélation
des pixels dans une image. Cette redondance est réduite par le
biais de transformations (en cosinus discrète, ou en ondelettes).
La redondance temporelle est liée à la corrélation disponible
entre les images successives d’une séquence vidéo. Cette redon-
dance est généralement réduite par un codage prédictif, tandis
que la redondance statistique est liée à la fréquence d’apparition
des symboles quantifiés. Cette redondance est réduite par un
codage entropique.
On distingue deux classes de codage de source. La première
classe de codage correspond aux techniques de compression
sans perte. Les codeurs associés à cette classe sont appelés
codeurs entropiques. Au décodage, l’information est complète-
ment reconstituée. Ce type de codage est utilisé lorsque les
détails contenus dans le signal à comprimer sont importants


















Figure 1. Chaîne de communication classique.
Dans la suite de cet article, nous nous intéressons aux codeurs
entropiques utilisant les statistiques de la source. Une attention
particulière est portée sur (i) les codes à longueur variable,
notamment les codes de Huffman et arithmétiques ; et (ii) les
codes universels de type Lempel-Ziv qui ne font pas intervenir
la redondance statistique.
La deuxième classe concerne les techniques de compression
avec perte. Ce type de codage est utilisé pour atteindre des taux
de compression élevés. Au décodage, une dégradation, selon le
type d’application, est acceptée.
2.1.1 Standards de normalisation
Cette section présente rapidement les standards de normalisa-
tion sur lesquels s’appuient les codeurs de source utilisés dans
le cadre d’applications de diffusion et de téléchargement de
contenu à savoir le codeur de séquence vidéo H.264 [3] et le
codeur entropique DEFLATE[43] de fichiers HTML[2]. Le
flux DEFLATE, c’est-à-dire le train d’information comprimé,
est ensuite encapsulé selon les spécifications du format Gzip
[44] ou Zip [45]. Introduisons tout d’abord le codeur DEFLA-
TE.
2.1.1.a Codeur entropique DEFLATE pour le téléchargement de
fichiers HTML
Le protocole de communication informatique client-serveur,
appelé HTTP (HyperText Transfer Protocol), est développé
pour le World Wide Web. Ce protocole intervient pour le trans-
fert de pages Web entre le serveur HTTP et le navigateur Web.
Une page Web comporte à la base un fichier HTML auxquels
sont référencés un ensemble d’objets tels que des images au for-
mat JPEG ou Gif, Java applet … 
Le HTML est un langage normalisé par le consortium W3C[2].
La toute dernière version est le HTML 4.01. C’est un langage
structuré utilisé pour créer des pages Web. Ce langage de bali-
sage est représenté par une série d’éléments de texte codés pour
mettre en évidence la structure et le format d’un document à
afficher par le navigateur Web.
Le protocole HTTP impose aux clients et serveurs un ensemble
de règles à suivre pour le téléchargement de pages Web.
Plusieurs spécifications de ce protocole ont été proposées
depuis 1990. La dernière version à l’heure actuelle, HTTP1.1,
est décrite dans la référence [53]. Dans cette dernière version,
une nouvelle fonctionnalité de codage entropique des fichiers
HTML y est offerte. Les fichiers sont donc comprimés selon les
spécifications de la norme DEFLATE[43]. Celle-ci combine
deux algorithmes de codage entropique : (i) une variante de l’al-
gorithme universel LZ-77 [213] que nous présenterons à la sec-
tion2.1.3 ; et (ii) l’algorithme de Huffman[84] que nous décri-
rons à la section 2.1.2.a. De plus, trois modes de fonctionnement
y sont proposés. Le premier correspond uniquement à la seg-
mentation d’un fichier de taille importante sur différents sup-
ports de stockage. Le deuxième mode spécifie que le codage de
Huffman est réalisé par le biais de tables statiques prédéfinies
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dans DEFLATE. Ce mode permet d’obtenir une compression et
décompression rapide. De plus les tables ne sont pas transmises
dans le flux comprimé. Tandis que le troisième mode comprime
le train Lempel-Ziv par le biais de tables de Huffman
construites de manière dynamique. Le deuxième mode est plus
rapide et moins complexe que le troisième mode.
Le codage de source proposé par Lempel et Ziv repose sur la
construction adaptative d’un dictionnaire. Cet algorithme,
contrairement aux autres algorithmes de la même famille,
n’exige pas la lecture du flux d’information avant sa compres-
sion. L’idée de base est de considérer une partie du flux de don-
nées en entrée comme dictionnaire. Celui-ci est ensuite mis à
jour au fur et à mesure du traitement de codage. Une partie des
données à traiter est envoyée dans un tampon de longueur fixée
par les spécifications données dans [43]. L’algorithme cherche
la plus longue chaîne qui puisse correspondre (matching) à celle
commençant par le premier symbole dans le tampon contenant
les symboles à coder. Le résultat de cette recherche est repré-
senté dans le cas d’un matching par le couple < longueur, poin-
teur> soit par le singleton < caractère> lorsqu’il n’y a pas de
matching. Notons qu’un codage de Huffman, selon le mode de
fonctionnement choisi, est ensuite appliqué au train de codes
Lempel-Ziv ainsi obtenus.
2.1.1.b Codeur vidéo H.264 pour la diffusion de flux vidéo
Le codec vidéo le plus récent actuellement utilisé est le codec
H.264/MPEG-4 AVC. Initialement développé et standardisé par
l’ITU-T, ce codec a également été repris par le groupe ISO
MPEG et c’est l’équipe commune de travail ITU/ISO qui l’a
finalisé [3][203].
Ce codec vidéo répond donc à la double dénomination H.264
(pour l’ITU) et à la partie 10 du standard MPEG-4 (pour l’ISO).
Il a été développé pour plusieurs types d’applications notam-
ment pour des applications de transmission des données multi-
média via des canaux sans fil et de la diffusion de vidéos en
haute définition sur les ondes radio. Ce codec vidéo est bien
plus performant en terme de compression et de fonctionnalités
que tous les autres codecs vidéo déjà existants comme illustré
en figure2, où il apparaît sous la dénomination H.26L qui fut sa
première appelation pour l’ITU.
La norme propose quatre profils de codage de façon à ce que le
codeur puisse s’adapter aux exigences des différentes applica-
tions envisagées [3]. Les principaux profils sont appelés
« Baseline », « Main », « Extented » et « High ». Le profil
«Baseline» est prévu essentiellement pour des applications de
communications temps-réel tels que la vidéophonie et le DVB
(Digital Video Broadcasting). Le profil «Main» est prévu pour
le stockage des contenus multimédia et les vidéos Haute
Definition (HD). Le profil «Extended» concerne plutôt les ser-
vices multimédia faisant intervenir Internet et les transmissions
sans fil, et propose un mode de partition de données (DP) [201]
intéressant sur un canal perturbé ainsi que pour des techniques
de protection inégale aux erreurs [175]. Le profil «High » est
particulièrement adapté aux besoins des studios d’enregistre-
ment. Le schéma de la figure3, dans un premier temps, présen-
te de manière globale les quatre profils et montre le lien qui
existe entre eux. Notons que les grandes lignes du codage sont
communes à tous les profils.
Contrairement à certains standards travaillant sur les images
entières, le standard H.264 repose sur la notion de slice ou por-
tion d’image, qui correspond à un groupe de macroblocs et est
codé indépendamment des autres slices. Égal à tout ou partie
seulement de l’image, le slice est indépendant des autres slices
de l’image. Le découpage en plusieurs slices définit ainsi impli-
citement une partition de l’image, ce qui améliore sa robustesse
aux erreurs et pertes. Si la notion de slice n’est pas neuve en
elle-même, les auteurs du standard H.264 l’ont étendue. On
trouve, selon le profil utilisé, plusieurs types de slice possibles :
le slice de type I (Intra), le slice de type P (Predicted), le slice
de type B (Bi-predictive), le slice de type SP (Switching P) et le
slice de type SI (Switching I).
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La norme H.264 propose deux types de prédictions : la prédic-
tion Intra et la prédiction Inter. Pour la prédiction Inter, un slice
est prédit par compensation de mouvement à partir de l’estima-
tion des vecteurs de mouvement des macroblocs de l’image
courante par rapport aux macroblocs de référence. Ces derniers
sont situés dans des images précédemment codées. Pour la pré-
diction Intra, le codeur exploite uniquement les informations
contenues dans le slice courant sans faire référence à celles pré-
cédemment codées.
Le principe de codage se déroule comme suit. Chaque image de
la séquence vidéo est tout d’abord divisée en macroblocs. Pour
chaque macrobloc d’un slice de type donné, une version prédi-
te de ce macrobloc est soustraite à sa version originale. C’est
cette différence qui est traitée au niveau du codeur présenté par
le schéma bloc simplifié de la figure4. Le traitement se déroule
en trois étapes principales : (i) la transformation des macroblocs
de différence au moyen d’une transformée entière qui est une
approximation de la classique transformée en cosinus discrète
(DCT) [203] ; (ii) l’opération de quantification des coefficients
DCT; et (iii) le codage entropique des symboles quantifiés.



























































Figure 4. Schéma bloc simplifié du codeur H.264.
La norme H.264 propose trois différentes possibilités de réaliser
le codage entropique des symboles quantifiés : (i) le codage
VLC adaptatif avec contexte appelé CAVLC (Context-based
Adaptative Variable Length Coding) ; (ii) le codage arithmé-
tique adaptatif avec contexte, appelé CABAC (Context-
Adaptive Binary Arithmetic Coding) ; et (iii) le codage
Exponential-Golomb utilisé comme mode par défaut pour les
éléments syntaxiques autres que les résidus. Le code Exp-
Golomb adopte un format unique (préfixe, suffixe) étendu à la
taille nécessaire pour l’élément syntaxique considéré. Les deux
premiers types de codage font intervenir des codes à longueur
variable.
Dans le premier mode, les coefficients de la transformée sont
transmis au moyen d’un codage appelé codage à longueur
variable avec adaptation au contexte CAVLC. Ce mode de
codage est semblable au concept « run, length »employé dans
des codecs précédents comme MPEG-2 et H.263, la différence
principale est que les tables VLC des différents éléments varient
en fonction des éléments précédents. Comme les tables VLC
sont adaptées à chaque fois aux statistiques conditionnelles, la
performance du codage entropique est améliorée par rapport à
celle obtenue par les schémas employant une unique table VLC.
Dans le deuxième mode de codage avec adaptation de contexte
(CABAC), le codage repose sur un codage arithmétique.
Uniquement disponible dans certains profils de H.264/AVC, ce
mode de codage entropique est légèrement plus efficace que le
CAVLC mais présente l’inconvénient d’être plus sensible aux
erreurs et d’être plus complexe à décoder.
2.1.2 Les codes à longueur variable
Notons A l’alphabet 
{
a1,. . . ,acard(A)
}
correspondant à l’en-
semble des symboles pouvant être émis par la source. Un code
à longueur variable est une application de cet ensemble dans
l’ensemble C formé par des mots de code correspondant à des
séquences de 0 et 1 de longueur finie et variable. Ce sont les
probabilités d’occurrences des symboles appartenant à l’alpha-
bet A qui entraînent la construction des mots de code. 
Le modèle de probabilité le plus simple d’un code à longueur
variable est celui d’une source sans mémoire. On suppose dans
ce cas que chaque symbole est indépendant des autres sym-
boles. Si l’hypothèse d’indépendance n’est pas satisfaite, on uti-
lise dans ce cas le modèle de Markov d’ordre p faisant interve-
nir la probabilité conditionnelle du symbole courant en fonction
de celles des p symboles précédents. Bien entendu, plus l’esti-
mation du modèle de probabilité est précise, plus la compres-
sion sera efficace.
Rappelons ci-dessous la définition de l’entropie d’une source.
Notons P(ai ) la probabilité d’occurrence associée au symbole
ai émis par la source. L’entropie d’une source sans mémoire est
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Dans le cas où la source est Markovienne, l’entropie de la sour-









Rappelons que le théorème de codage de source établi par
Shannon affirme qu’il est possible de reconstituer les symboles
de la source sans erreur à condition que la longueur moyenne du
code C soit supérieure à l’entropie de la source.
Nous présentons, dans ce qui suit, uniquement les codes à lon-
gueur variable en étroite relation avec notre projet à savoir les
codes d’Huffman, les codes arithmétiques. Les codes particu-
liers de type Lempel-Ziv y seront également considérés bien
qu’il n’appartiennent pas aux codes à longueur variable.
2.1.2.a Les codes à longueur variable de type Huffman
Les codes de Huffman sont pratiquement intégrés dans toutes
les nouvelles normes de codage, notamment dans le codec vidéo
H.264 et DEFLATE. Ce sont des codes uniquement décodables.
En effet, les longueurs relatives des mots de code satisfont l’in-
égalité de Kraft [40]. À chaque symbole de la source est donc
associé un unique mot de code.
L’algorithme de codage utilisé pour déterminer le code à
employer est résumé ci-dessous [84] :
1. Estimer les probabilités des symboles de la source en fonc-
tion de leur fréquence d’apparition ;
2. Classer les symboles de la source dans l’ordre décroissant de
leur probabilité ;
3. Générer un nouveau symbole de la source ayant une probabi-
lité égale à la somme des deux symboles les moins probables ;
4. Attribuer les bits 0 et 1 aux deux symboles les moins pro-
bables respectivement ;
5. Répéter les étapes 3 et 4 jusqu’à arriver au symbole de la
source le plus probable ;
6. Attribuer à chaque symbole de la source le mot de code binai-
re formé par les bits assignés à l’étape 4.
Il a été montré théoriquement [83][92][103][30], qu’une version
«généralisée»de cet algorithme qui consiste à associer un mot
de code à plusieurs symboles de la source permet d’améliorer
les performances de cet algorithme. En effet, la longueur
moyenne du code est assez proche du seuil de l’entropie de la
source. Cependant la réalisation pratique reste assez difficile,
parfois même impossible puisque le nombre de bits requis n’est
pas entier [185].
L’algorithme de codage décrit ci-dessus, permet à chaque sym-
bole de la source d’attribuer un mot de code binaire unique.
L’opération de décodage d’une telle séquence de symboles se
fera simplement de manière inversée. En effet à partir de la table
des mots de code de Huffman, construite par l’algorithme de
codage, les symboles de la source seront décodés.
2.1.2.b Les codes à longueur variable de type arithmétiques
L’idée directrice des codes arithmétiques est assez ancienne. En
effet le codage arithmétique a été initialement évoqué dans le
travail original de Shannon sur la théorie de l’information [169].
Cette idée a été exploitée en premier par Elias [52] et publiée par
Abramson [5] au début des années 1960. Des mises en œuvre
pratiques ont été proposées par Rissanen [161][162] et Pasco
[140]. Par la suite, diverses améliorations ont été publiées. Il
existe à présent de nombreuses versions d’algorithmes de coda-
ge arithmétique. Les travaux de Witten [205], [206] sont des
références reconnues. Howard et Vitter ont également proposé
des versions d’algorithmes à complexité réduite [82]. Ces algo-
rithmes ont été adoptés par une majorité de standard. Citons par
exemple le Q-Coder [141] qui est utilisé dans le standard de
compression d’images binaires JBIG. Le MQ-Coder, variante
de Q-Coder, est employé dans le standard de compression
d’images fixes JPEG2000 [173][182]. Citons également le
CABAC[125] qui a été adopté par le standard de compression
vidéo H.264/AVC.
Le codage arithmétique se singularise des techniques plus clas-
siques de compression par le fait qu’il travaille sur le message à
transmettre tout entier, et non plus sur chaque symbole (ou
groupe de symboles) de la source. Ainsi, au lieu d’attribuer à un
mot de code un symbole (ou plusieurs symboles) de la source,
on subdivise un intervalle de référence pour définir une valeur
représentative du message entier. Cette valeur est alors émise
sous sa représentation binaire et est décodée en réception par
l’opération de sub-division d’intervalles inverse. L’intérêt de
cette approche est que chaque symbole (ou groupe de symboles)
de la source se retrouve donc codé par un nombre rationnel de
bits. Ceci explique le succès des codes arithmétiques qui per-
mettent grâce à cela d’approcher l’entropie de la source avec
des complexités d’encodage et de décodage linéaires par rapport
à la longueur de la séquence. De plus les probabilités des sym-
boles peuvent être fournies, permettant ainsi d’introduire des
modèles adaptatifs.
Considérons plus précisément le procédé de codage et de déco-
dage. Le travail de codage consiste à déterminer un sous-inter-
valle inclus dans [0,1[ qui sera représentatif du message à codé. 
L’algorithme de codage procède comme suit. Notons A l’apha-
bet de la source. L’intervalle de départ, [0,1[ est divisé en
card(A) sous-intervalles de longueur proportionnelle à la pro-
babilité de chaque symbole. Pour coder le premier symbole, le
codeur sélectionne l’intervalle correspondant et le divise en
card(A) sous-intervalles. Le sous-intervalle correspondant au
deuxième symbole est alors sélectionné. Comme ce dernier
sous-intervalle appartient à l’intervalle sélectionné à l’étape pré-
cédente, il représente non seulement le deuxième symbole mais
aussi le premier. Les mêmes opérations de division et de sélec-
tion sont répétées récursivement jusqu’au codage du dernier
symbole.
Avant de présenter l’algorithme de codage arithmétique dans sa
version générale, définissons les variables introduites par l’al-
gorithme. Les variables « low», «high » et « range» correspon-
dent respectivement à la borne inférieure, à la borne supérieure
et à la largeur de l’intervalle courant. Le symbole E O S (End Of
Sequence) est un symbole particulier correspondant au symbo-
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le ajouté à la fin de la séquence de symboles de la source à
transmettre. L’algorithme de codage arithmétique est résumé ci-
dessous [205][206] :
1. Initialiser : low = 0, high = 1 ;
2. Tant que E O S n’est pas codé :
2.1. Lire le prochain symbole de source ai ;
2.2. Calculer range = high − low ;
2.3. Mettre à jour high = low + range × ∑card(A)j=i P(aj ) ;
2.4. Mettre à jour low = low + range × ∑card(A)j=i+1 P(aj ) ;
3. Transmettre l’intervalle [low,high[ = Ic ;
4. Arrêt.
Le décodage d’une telle séquence se fera simplement de maniè-
re inversée, les bornes de l’intervalle de travail évoluant pour le
décodage de manière similaire à celle du codage à partir de la
valeur Ic transmise, permettant de décoder au fur et à mesure les
symboles de la source ai.
2.1.3 Les codes entropiques universels de type Lempel-Ziv
Plusieurs algorithmes de type Lempel-Ziv ont été développés
dans la littérature [18]. Les algorithmes particuliers de type LZ
auxquels nous nous intéresserons dans la suite de cet article dif-
fèrent des algorithmes présentés ci-dessus dans le sens où ils
n’exigent aucune connaissance a priori des propriétés statis-
tiques de la source qu’ils engendrent.
Il a été montré que les codes LZ se rapprochent de l’entropie de
la source lorsque la taille du dictionnaire est élevée [207].
Toutes les différentes variantes d’algorithmes sont basées sur le
même principe qui consiste à découper la source en plusieurs
mots tous distincts.
Parmi ces algorithmes de codage Lempel-Ziv, nous nous inté-
ressons dans la suite plus particulièrement à la première version
de base appelée Lempel-Ziv-77 (LZ-77) [213]. En effet c’est
cette version d’algorithme qui est à l’origine de celle adoptée
par le protocole HTTP1.1 [53].
Lempel-Ziv-77 est une méthode de codage entropique dévelop-
pée initialement pour la compression de texte [18][213]. Les
données du fichier à comprimer sont analysées séquentielle-
ment de gauche à droite.
Notons T le texte composé de n caractères consécutifs. 
Le i-ème caractère dans T est noté T [i]. T [i, j] représente 
la phrase composée par l’ensemble des caractères
T [i] T [i + 1] T [i + 2] . . . T [ j] . Supposons que les n = i − 1
caractères ont déjà été analysés pour construire h − 1 phrases.
Ces phrases constituent le dictionnaire noté
T [1,i − 1] = s1s2…sh−1 , où sk représente la k-ème phrase.
La méthode de codage repose sur la construction adaptative
d’un dictionnaire. À cette étape, l’algorithme de codage cherche
dans le dictionnaire (en l’occurrence dans T [1,i − 1]) la plus
longue h-ème chaîne de caractères qui serait identique à celle
disponible dans T [i,i + lh − 1] avec lh  L où L représente la
taille de la fenêtre de recherche prédéfinie.
La chaîne retenue est codée par un triplet (ou symbole) noté
〈pi ,li ,ci 〉, où pi représente le pointeur vers le dictionnaire indi-
quant le début de la chaîne à coder, li la longueur de la nouvel-
le chaîne à inclure dans le dictionnaire, et ci le caractère suivant
T [i + li ] à inclure dans le dictionnaire. Ainsi, le texte codé par
l’algorithme Lempel-Ziv-77 est représenté par une suite de tri-
plets (ou symboles) : 〈p0,l0,c0〉 , 〈p1,l1,c1〉 , … , 〈pi ,li ,ci 〉, … La
figure5 illustre deux étapes de codage consécutives de l’algo-
rithme Lempel-Ziv-77.
Dans la référence de normalisation de DEFLATE[43], la taille
du dictionnaire ainsi que celle de la fenêtre de recherche sont
respectivement fixées à 256 octets et 32 K-octets. Les mots 
pi, li et ci sont alors respectivement codés sur 15 bits
(pi = p14i p13i . . . p0i ), 8 bits ( li = l7i l6i . . . l0i ) et 8 bits
(ci = c7i c6i . . . c0i ). D’autre part le triplet est ramené au couple
〈li ,pi 〉 dans le cas d’un matching, et sinon au singleton 〈ci 〉 . Il
a été montré, pour ce choix particulier de paramètres (i.e. taille
du dictionnaire, taille de la fenêtre de recherche), que la lon-
gueur moyenne de ce code est aussi proche du seuil de l’entro-
pie de la source.
Le décodage LZ-77 d’une séquence LZ se fera simplement de
manière inversée. L’algorithme de décodage LZ s’appuie sur la
lecture des symboles transmis 〈pi ,li ,ci 〉 par le codeur LZ. Il est
impératif, au moment du décodage, de respecter l’ordre chrono-
logique dans lequel les codes LZ ont été générés.
À partir des symboles LZ lus, l’algorithme de décodage LZ
construit de manière adaptative le dictionnaire associé au texte
codé. À chaque étape, l’algorithme interprète le symbole lu
〈pi ,li ,ci 〉 et déduit la chaîne de caractères T [i, j] à insérer dans
le dictionnaire. Au final, c’est-à-dire à la lecture du dernier sym-
bole, le dictionnaire contiendra le texte complet décodé.
Dans la version classique de l’algorithme de décodage LZ, le
dictionnaire à mettre à jour est supposé initialement vide c’est-
à-dire qu’il ne contient aucun texte. Néanmoins, il est possible
de l’initialiser par un texte connu, à condition que le codeur le
précise et informe le décodeur du texte prédéfini. Cette initiali-
sation a malheureusement un coût de transmission. C’est
d’ailleurs pour cette raison qu’on préfère travailler avec un dic-
tionnaire vide.
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2.2 Codage de canal
À l’heure actuelle, les besoins en communication multimédia se
sont multipliés. Les canaux de transmission sont devenus hété-
rogènes. En effet, ils correspondent à des portions filaires et non
filaires. L’Internet filaire est sujet à de nombreuses congestions
qui se traduisent par des pertes de paquets de façon aléatoire.
Pour pallier ces pertes, le protocole de transport TCP
(Transmission Control Protocol) orienté connexion s’appuie sur
un mécanisme d’acquittement. Il demande la retransmission des
paquets perdus de façon à garantir la fiabilité de la communica-
tion. Cependant, ce mécanisme ne permet pas de respecter les
contraintes de délai inhérentes par exemple aux applications de
diffusion vidéo. Dans ce cas, un protocole comme UDP (User
Datagram Protocol) lui sera préféré. En effet, celui-ci ne gère
pas la retransmission des paquets et ne garantit donc pas la fia-
bilité de la connexion. Or, lorsque les données sont transmises
sur des liens sans fil, ces données sont également victimes
d’évanouissements ou de rafales d’erreurs. Face à un système
sans garantie de connexion, il devient donc nécessaire de proté-
ger les bits codés contre les erreurs, c’est le but du codage de
canal.
Comme pour le codage de source, Shannon a établi un théorè-
me concernant le codage de canal. Il a introduit la notion de
capacité de canal. Celle-ci correspond à la limite fondamentale
qui borne la quantité d’information transmissible sur un canal
avec une probabilité d’erreurs arbitrairement petite. De plus
Shannon apporte la preuve de l’existence d’un tel code.
Cependant il n’explique pas la manière de le construire.
Depuis 1948, de nombreux travaux de recherche ont été menés
afin de trouver des codes correcteurs d’erreurs de plus en plus
proches de la limite de Shannon. Dans ce qui suit, nous listons
dans l’ordre chronologique, les différents codes correcteurs
proposés dans la littérature. 
Citons tout d’abord les premiers codes de canal basés sur la
détection de la parité [77], les codes de Golay [61], les codes
convolutifs [51], les codes BCH (Bose Ray-Chaudhuri
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Figure 5. Schéma de principe de l’algorithme Lempel-Ziv-77.
Hocquenghem)) [23][24], les codes de Reed-Solomon, les codes
cycliques [156], les codes LDPC (Low Density Parity Check)
[59]. Bien que performants, ces derniers avaient été mis à l’écart
pour des raisons de complexité de temps de calcul sur les cal-
culateurs de l’époque. Des premiers travaux sur les codes
concaténés ont ensuite été proposés dans la référence [57]. Les
travaux de Viterbi ont permis de mettre en place un algorithme
pour le décodage sur treillis en temps réel des codes convolutifs,
appelé d’ailleurs jusqu’à présent algorithme de Viterbi [188].
Une nouvelle approche a été ensuite proposée par Bahl, Cocke,
Jelinek et Raviv [12]. L’algorithme proposé calcule de manière
optimale les probabilités a posteriori des bits transmis à partir
de leurs probabilités a priori et du treillis du code convolutif.
Cet algorithme, appelé BCJR, est alors dit à sorties souples. Les
travaux de Berrou, Glavieux et Thitimajshima, publiés en 1993,
ont révolutionné les codes correcteurs d’erreurs [22]. Ces
auteurs ont proposé les turbo codes. Depuis, de nombreuses
études théoriques se sont penchées sur les algorithmes basés sur
les principes de concaténation avec des algorithmes de décoda-
ge à décision souple [19].
2.3 Paquétisation et adaptation au réseau
À l’heure actuelle, le problème de compatibilité et d’adaptation
avec les protocoles et les architectures réseaux est une question
incontournable dans le développement de tout standard de coda-
ge de source. Nous discutons dans ce qui suit de l’adaptabilité
de DEFLATE et de H.264 aux réseaux de transmission.
Le codeur H.264 propose d’utiliser deux couches. La première
couche, appelée VCL (Video Coding Layer), est directement liée
à la représentation du flux vidéo efficacement codé [3]. La
deuxième couche, appelée NAL (Network Adaptation Layer),
est une couche d’adaptation au réseau. Celle-ci convertit la struc-
ture VCL en un format compatible avec le réseau de transmis-
sion. La couche NAL divise le train binaire du code en paquets
appelés NALUs (NAL Units). Chaque slice est encapsulé dans
une NALU séparée. Selon le mode de codage employé, le slice
correspondra à l’image entière ou seulement à une de ses parties.
Lorsque le CABAC est utilisé, le codeur arithmétique et l’état
des contextes sont initialisés au début de chaque NALU. Ceci
permet de coder et de transmettre les slices de manière indépen-
dante. Ceci constitue un premier outil de lutte contre la propaga-
tion des erreurs de transmission. Néanmoins, vu le caractère
adaptatif des modèles statistiques dans le CABAC, la réinitiali-
sation fréquente du codeur se traduit en une perte d’efficacité de
compression. Lorsque le CAVLC est employé, la compression
est réalisée en codant chaque symbole du flux vidéo par un mot
de code à longueur variable provenant d’une table de mots VLC
donnée par le contexte, et donc éventuellement dépendante des
précédents symboles codés ou des paramètres de compression.
Dans ce mode, chaque mot de code est représenté par un nombre
entier de bits et les contextes n’ont pas à être réinitialisés entre
les NALUs.
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Des techniques de masquage d’erreurs sont prévues au sein de
son modèle de vérificationJM[198] de H.264. Ces techniques
permettent de traiter les cas de pertes de macroblocs.
Cependant, le problème de la correction d’erreurs éparpillées
dans le paquet n’est pas considéré. Lorsqu’un macrobloc est
perdu, le décodeur doit reconstituer trois types d’informations
indispensables à la continuité du décodage par des techniques
de masquage à savoir (i) le vecteur de mouvement associé au
macrobloc perdu ; (ii) les informations de texture ; et (iii) le
mode de prédiction.
Ces techniques de masquage ne sont néanmoins pas capables de
corriger des erreurs ou des pertes. Il est donc facile à com-
prendre qu’elles ne seront efficaces que pour des taux d’erreurs
ou de pertes assez faibles. Au-delà, il s’avère nécessaire d’in-
troduire un codage correcteur d’erreur suffisamment puissant
pour ramener le taux d’erreur sur le canal à un taux d’erreur en
entrée du décodeur de source suffisamment faible pour que le
décodage de source s’effectue presque sans erreurs. Comme
nous le verrons plus tard, de nombreux travaux dans la littératu-
re portent donc sur la définition de codes correcteurs (codes de
canal) adaptés aux trames vidéo H.264 afin de les rendre plus
robustes, notamment dans des applications de diffusion pour
lesquelles l’emploi de retransmission n’est pas toujours pos-
sible.
Dans les spécifications des standards Gzip [44] et Zlib [45], le
problème de la paquétisation et de l’adaptation au réseau de
transmission n’est pas considéré. Il est donc important de réflé-
chir à une stratégie compatible avec le réseau en question de
façon à anticiper la lutte contre les erreurs de propagation.
2.4 Les principales limitations du théorème de séparation
Les systèmes de communications classiques actuels s’appuient
sur des blocs de codage de source et de codage de canal opti-
misés séparément (voir figure1). Le codeur de source, comme
indiqué ci-dessus, réduit au maximum la redondance de la sour-
ce à transmettre tandis que le codeur de canal ajoute de la redon-
dance de manière contrôlée. Cette stratégie de séparation est
directement liée aux théorèmes énoncés par Shannon. Shannon
stipule qu’il est possible de transmettre des messages avec une
erreur arbitrairement faible même sur un canal bruité, à condi-
tion que le débit d’information sur le canal soit inférieur à sa
capacité. Shannon a montré, sous certaines hypothèses, que les
systèmes de communications où chaque bloc est optimisé sépa-
rément peuvent atteindre des performances optimales au sens de
la compressibilité de la source et de la capacité du canal.
Cependant, les hypothèses de ce théorème sont rarement véri-
fiées en pratique. En effet, le théorème de séparation n’est plus
valable si une contrainte de délai existe. De même, il n’est pas
applicable si le volume de données à transmettre est borné et est
également petit. Généralement, les protocoles réseaux les plus
répandus manipulent des paquets de taille relativement petite.
De plus, le théorème suppose qu’il est possible de modéliser le
canal de manière parfaite, ce qui n’est pas le cas puisque les
caractéristiques du canal peuvent varier au cours du temps.
Notons que le théorème de séparation démontre qu’il existe au
moins un schéma de codage mais ne garantit pas une complexité
de calcul acceptable et de ce fait un schéma réalisable. De plus, en
pratique les émetteurs et récepteurs peuvent ne pas posséder la
même capacité de calcul (ex. stations de base d’opérateurs
réseaux, ordinateurs, terminaux mobiles). En effet, pour des rai-
sons de coût algorithmique, il est possible que le codeur n’exploi-
te pas toute la redondance de la source. Il est donc difficile d’at-
teindre les limites de performance du système de communications
telles que prévues par Shannon. Plusieurs travaux de recherche ont
alors adopté de nouvelles stratégies visant à optimiser conjointe-
ment le codage de source et le codage de canal donnant lieu à des
techniques de codage/décodage source canal conjoint.
L’objectif principal des travaux portant sur la diffusion de vidéo
ou de flux HTML sur des liens sans fil vise à rendre robuste les
trains compressés transmis sur des canaux bruités et hétéro-
gènes. Rappelons que les codes à longueur variable sont large-
ment utilisés dans les standards actuels de codage de séquence
vidéo [3][204] ou de texte [44][45]. Cependant, ces codes à lon-
gueur variable sont extrêmement sensibles aux erreurs bits. En
effet, une simple erreur bit induit plusieurs erreurs au niveau de
la reconstruction des symboles. De plus, des problèmes de syn-
chronisation surviennent et s’avèrent catastrophiques quant à la
reconstruction du train binaire original. Actuellement des solu-
tions de retransmission existent, qu’il s’agisse de solution au
niveau de la couche liaison (MAC pour Medium Access
Control) ou au niveau de la couche transport, comme le proto-
cole TCP qui garantit la fiabilité de la transmission au moyen
d’un mécanisme d’acquittement et de demande de retransmis-
sion des paquets perdus (ARQ pour Automatic Repeat Request).
Cependant, les mécanismes de retransmission, en particulier à
haut niveau comme TCP, ne permettent pas, lorsque la liaison
est fortement perturbée, de garantir une qualité de service tout
en respectant les contraintes de délai inhérentes aux applica-
tions temps réel de type diffusion vidéo (streaming) [76].
Une solution viable serait donc d’adjoindre à cette solution déjà
disponible, des techniques robustes de codage et décodage sour-
ce canal conjoint de façon à utiliser le moins possible les
demandes de retransmission. Ainsi la robustesse du système
sera renforcée tout en respectant les contraintes de temps réel
liées aux applications multimédia. 
3. Techniques robustes
de codage et décodage
source canal conjoint
Cette partie présente une liste non exhaustive des différentes
techniques de codage robuste de source et de codage/décodage
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conjoint source canal dont l’objet est de répondre à la demande
précédemment établie, c’est-à-dire celle de l’offre d’une bonne
qualité de service tout en respectant les contraintes de délai
inhérentes aux applications temps réel de type diffusion vidéo
(streaming).
Les techniques de codage robuste de source qui sont présentées
au paragraphe3.1 peuvent être vues comme un moyen d’intro-
duire de la redondance en menant le travail directement sur l’in-
formation source. Alors que les techniques de codage source
canal conjoint, présentées au paragraphe3.2 travaillent quant à
elles dans le but d’introduire de la redondance à partir du flux
codé. Enfin, le paragraphe3.3 traite des techniques de décodage
source canal conjoint robuste, qui ont pour vocation de corriger
au mieux le flux reçu en tirant partie de toute redondance dis-
ponible à la réception.
3.1 Techniques de codage robuste de source
3.1.1 Principe du codage par descriptions multiples
Parmi les techniques de codage robuste de source, nous présen-
tons dans ce qui suit le codage par descriptions multiples.
L’utilisation de descriptions multiples (ou MDC pour Multiple
description coding) est une technique de codage de source typi-
quement adaptée à la transmission de flux multimédia sur des
canaux non fiables (best effort, sans garantie de délai d’achemi-
nement, sans garantie de qualité) comme les canaux IP sans fil.
La technique MDC a pour objet de lutter contre les pertes de
paquets liées aux pertes par congestion ou aux pertes suite aux
erreurs de transmission. De la redondance est introduite au
niveau source, afin (i) de garantir un niveau minimum de quali-
té à la réception ; et (ii) d’éviter un emploi trop fréquent de mas-
quage d’erreur qui s’avère à la longue désagréable pour l’utili-
sateur. En pratique, les méthodes MDC sont plus adaptées aux
effacements qu’aux erreurs bits, et sont donc naturellement plus
utilisées dans les contextes de pertes.
Succinctement, la technique MDC repose sur la séparation de
l’information originale en n flux corrélés qui seront transmis 
sur n canaux indépendants (par exemple des chemins différents
dans le réseau à commutation de paquets Internet ou des slots
différents sur le lien sans fil …). Les pertes étant statistiquement
décorrélées pour les différentes descriptions, le récepteur est à
même d’en recevoir au moins une qui lui garantit une recons-
truction de qualité minimale. En cas d’erreur, la description
n’est pas prise en compte et la reconstruction se fait au niveau
du récepteur avec les descriptions reçues correctement. Ce pro-
cédé amène à une qualité réduite mais supérieure à celle obte-
nue par une technique de masquage. Une présentation générale
des problématiques du codage par descriptions multiples
(MDC) est effectuée dans les références [63][195]. L’objectif
poursuivi est de produire plusieurs descriptions du signal à
transmettre. Ces descriptions doivent être, dans la mesure du
possible, indépendantes et équilibrées, de sorte que le décodage
de l’une d’elles suffise à obtenir une qualité suffisante (faible
distorsion latérale), et de sorte que chaque description supplé-
mentaire reçue permette d’améliorer cette qualité. Bien enten-
du, on souhaite également rester aussi proche que possible des
performances d’un codeur à description unique dans le cas où
toutes les descriptions sont reçues correctement (faible distor-
sion centrale).
Le principe du MDC implique l’ajout de redondance au signal
à transmettre, par rapport à un codage à description unique. On
peut distinguer plusieurs types de redondance [195]. En particu-
lier, la redondance peut être due :
- à la transmission effective des mêmes données dans plusieurs
descriptions ;
- à la nécessité de coder des informations supplémentaires ;
- au fait que coder séparément deux ensembles de données cor-
rélées est moins efficace que de les coder conjointement. 
3.1.2 Construction des descriptions
On peut distinguer trois grands types d’algorithmes de com-
pression par descriptions multiples : (i) par sous-échantillonna-
ge (dans le domaine spatial, temporel ou fréquentiel), (ii) par
quantification, ou (iii) par transformée. Les méthodes «concur-
rentes» par codage correcteur d’erreurs (FEC pour Forward
Error Correction) et par codage scalable sont évoquées plus
loin. En fonction, notamment, du nombre de descriptions ou du
taux de redondance désiré, l’une ou l’autre de ces méthodes
s’avère plus performante.
L’un des problèmes à résoudre est celui du mismatch. Il s’agit
de la situation où le décodeur, en l’absence de l’une des des-
criptions, est incapable de reproduire la situation prévue au
codeur. Dans le cas d’un codeur prédictif, par exemple, cela se
traduira par l’utilisation d’une référence approximative lors du
décodage.
3.1.2.a Par sous-échantillonnage (splitting)
La méthode du splitting est définie de façon générale dans [90]
et appliquée à la vidéo dans [10]. Il en existe de nombreuses
variantes. Cette méthode conduit à des descriptions équilibrées,
et en nombre dyadique. Mais elle offre une mauvaise efficacité
de codage dans le cas où l’on choisit de nombreuses descrip-
tions. De ce fait, la plupart des applications en temporel se limi-
tent à deux descriptions. Or, dès que le taux de perte augmente,
il devient intéressant d’avoir de plus en plus de descriptions
[138][58]. Cependant, notons par exemple que, dans [11], le
principe du splitting simple est étendu à des descriptions désé-
quilibrées. 
Il est intéressant de noter que l’emploi de différentes descriptions
n’empêche pas d’estimer le taux de redondance. Ainsi dans[189],
est proposé un schéma adapté à H.264 permettant un réglage pré-
cis du taux de redondance. Cette méthode tire partie de la corré-
lation du signal dans le domaine où il est sous-échantillonné.
Ainsi, il reste possible d’estimer de façon acceptable une descrip-
tion manquante à partir des autres descriptions. On définit les des-
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criptions par entrelacement temporel d’images[200], par entre-
lacement de pixels[190][58] ou de vecteurs de mouvement[98]
ou par entrelacement de coefficients de transformée[36][37]. La
redondance est alors déterminée par les statistiques des sources, à
moins qu’un pré-filtrage ne permette de régler un compromis
entre la redondance et la distorsion latérale. 
Un des points important de ce travail reste naturellement la ques-
tion de l’optimalité de la partition en descriptions, comme dis-
cuté dans [13]. Ceci est à rapprocher des choix de prédiction et
de sous-échantillonage qui varient grandement dans la littératu-
re. Ainsi, les algorithmes développés dans [200][10][191][58]
utilisent des prédicteurs multiples, indépendants pour chaque
description, permettant ainsi de reconstruire la séquence corres-
pondante sans mismatch en cas de perte de l’autre description.
L’inconvénient de cette méthode provient de l’augmentation du
débit due au fait que le codage indépendant des deux descrip-
tions est forcément moins efficace que leur codage conjoint.
Dans[58], on utilise un sous-échantillonnage spatial en quincon-
ce au lieu d’un sous-échantillonnage temporel plus traditionnel.
Avant le sous-échantillonnage, on effectue un pré-filtrage passe-
bas dans le domaine DCT, ce qui permet de contrôler la quanti-
té de redondance. Afin de limiter le mismatch induit par le fil-
trage, on transmet également l’erreur de prédiction entre le
signal central décodé avec et sans la description courante.
Ailleurs, comme dans [98], les vecteurs de mouvement et les
coefficients DCT sont répartis par le biais d’une grille en quin-
conce. La redondance du codeur est alors très faible, ce qui
conduit à une distorsion latérale importante. On peut également,
comme dans [97], prédire chaque bloc à l’aide de blocs des deux
images précédentes compensées en mouvement, mais on ignore
le mismatch. 
Certains auteurs se posent également le problème de la limita-
tion de l’impact de l’erreur. Ainsi dans [191], chaque description
reçoit une image sur deux. Le prédicteur central forme une
superposition linéaire des deux dernières images reconstruites.
Le codage optionnel de l’erreur de mismatch permet de contrô-
ler de façon très flexible le niveau de redondance. Cela permet
non seulement de limiter l’impact de l’erreur, mais aussi d’amé-
liorer l’estimation de la description manquante. La stratégie
adoptée est différente selon le type de réseau. On peut aller plus
loin en tirant partie, comme dans [153], d’un outil de robustesse
de H.264/AVC, les « redundant pictures ». Le schéma proposé
permet d’atteindre de très bonnes performances. 
D’autres approches comme par exemple celle proposée dans
[160] sont, dans l’esprit, proches du splitting tout en introdui-
sant de la redondance. Les vecteurs de mouvement et une gran-
de partie des coefficients basse fréquence (BF) y sont dupliqués,
alors que les autres données sont réparties alternativement dans
les deux descriptions. Quoique simple, cette approche conduit à
de bien meilleurs résultats que des méthodes plus complexes à
base de transformée corrélante (voir paragraphe ci-après) pour
de forts taux de redondance. Dans [38], la technique employée
est identique, mais la répartition est légèrement différente.
Chaque description reçoit alternativement ou bien la seule
couche de base, ou bien la totalité des coefficients d’un bloc ou
d’une image. Cela permet d’obtenir deux descriptions équili-
brées. Dans [99], les coefficients DCT dupliqués peuvent être
basse fréquence ou haute fréquence (HF). Dans tous ces algo-
rithmes, le nombre de coefficients dupliqués peut être facile-
ment ajusté en fonction des caractéristiques de la source et des
canaux. Ceci est réalisé dans la référence [160] de façon à opti-
miser le compromis RRD (redondance – débit – distorsion).
Cette idée est également reprise dans les références [38][39]
[129][100].
3.1.2.b Par quantification
Les algorithmes de quantification par descriptions multiples,
tels que ceux développés dans [56][151][186], associent à
chaque valeur d’entrée un indice par description, ce qui est
appelé quantification scalaire (QS), par opposition à la quantifi-
cation vectorielle (QV), traitée au paragraphe3.2.2. La redon-
dance introduite et la distorsion latérale sont contrôlées par l’at-
tribution de ces indices à chaque classe de quantification. C’est
en pratique un compromis débit/distorsion qui permettra de
décider de ces attributions.
Par exemple, dans [187], on construit un codeur MDC sans mis-
match reposant sur un algorithme de raffinement mutuel. Dans
[110], on transmet la somme de l’erreur de prédiction et de l’er-
reur de mismatch. Le même quantificateur devant être employé
pour les deux signaux d’erreur, ce schéma ne peut pas être uti-
lisé pour contrôler séparément la distorsion centrale et la distor-
sion latérale.
3.1.2.c Par transformée
Les principales transformées proposées dans les normes vidéo
sont présentées ci-après.
- Par transformée corrélante :
Les transformées corrélantes pour le MDC (soit les multiple
description correlating transforms ou MDCT) ont été intro-
duites dans [192]. Au lieu de coder de façon indépendante deux
variables décorrélées, on introduit une certaine quantité de
redondance entre elles. Dans ce schéma, la quantification des
données a lieu avant l’opération de transformation. Les coeffi-
cients de chaque description doivent être décorrélés afin de
maximiser l’efficacité de codage. Au décodeur, les coefficients
manquants peuvent être estimés à partir de ceux déduits de
l’autre description.
Les premiers travaux publiés sur ce sujet font appel à la «pie-
cewise correlating transform» (PCT), qui est une transformée
linéaire non-orthogonale. La transformée optimale, qui minimi-
se la distorsion latérale pour une redondance donnée, est para-
métrée par une seule variable qui contrôle la quantité de redon-
dance induite [193]. Une approche généralisée est proposée
dans la référence [60].
Les performances de ces codeurs sont très bonnes lorsque le
taux de redondance est faible. Une petite augmentation de la
redondance entraîne une diminution très rapide de la distorsion
latérale. Cependant, la transformée est inefficace pour de forts
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taux de redondance, et les performances s’en ressentent. C’est
pourquoi le schéma hybride proposé dans [196] utilise une
transformée corrélante pour les faibles redondances, et une des-
cription multiple par couches plus efficace pour les redondances
plus élevées.
Dans les références [157] et [109], un codeur vidéo à deux des-
criptions est présenté. Celui-ci utilise trois boucles de prédiction
à l’encodeur (une boucle centrale et deux boucles latérales),
prenant en compte toutes les situations possibles au décodeur.
La PCT est utilisée pour coder l’erreur de prédiction centrale
dans deux descriptions. Les deux boucles latérales codent gros-
sièrement l’erreur de mismatch qui serait obtenue en l’absence
de l’une des descriptions. Dans [85], on n’envoie pas l’erreur de
mismatch comme un signal additionnel dans chaque descrip-
tion. Une seule description contenant la somme de l’erreur de
prédiction et de l’erreur de mismatch est envoyée.
Il reste cependant difficile de construire une bonne transformée
corrélante pour une source de distribution arbitraire. De plus, il
est généralement difficile d’étendre ce type d’approche à plus
de deux descriptions.
- Par transformée redondante :
Il s’agit de l’une des approches les plus prometteuses pour géné-
rer des descriptions avec une quantité contrôlée de corrélation.
Les exemples typiques de transformées redondantes font appel
aux trames (frames) [65] et à la poursuite adaptative (ou MP
pour matching pursuit) [119] pour générer les descriptions. La
quantification intervient ici après la transformée.
L’utilisation des trames est limitée par le fait que tous les sous-
ensembles de trames reçues ne permettent pas de reconstruire
un signal de bonne qualité [65]. Pour cette raison, la plupart des
travaux emploient les trames dites harmoniques (m,n) avec
m  n . Ces trames présentent la propriété intéressante de
garantir une bonne reconstruction du signal malgré la perte de
m − n éléments de la trame. Par exemple, il est montré dans [64]
et [31] que ce schéma obtient de meilleures performances que
les schémas fondés sur la protection inégale aux erreurs (ou
UEP pour Unequal Error Protection) comme introduit au para-
graphe3.2.1.b. D’autres trames fondées sur la DCT sont utili-
sées dans [35]. Dans la référence [145] est présenté un schéma
de décodage de trames d’ondelettes par descriptions multiples
fondé sur des techniques d’optimisation convexe.
Dans les références [181] et [136], un schéma reposant sur le
MP est présenté. Celui-ci permet de générer deux descriptions.
Les atomes qui approximent au mieux le signal sont répétés
dans les deux descriptions, alors que les atomes suivants sont
répartis alternativement entre elles. La quantité de redondance
est alors contrôlée par le nombre d’atomes partagés. On
duplique donc l’information importante, sans exploiter la redon-
dance inhérente à la transformée en ondelettes. Dans [181], cette
information supplémentaire est également exploitée pour amé-
liorer la qualité du décodeur central par maximum de vraisem-
blance.
Dans [136], on optimise la quantité d’information mismatch
codée en fonction du taux de perte du canal. Dans [152], on
regroupe les atomes similaires entre eux de sorte à obtenir une
bonne représentation du signal, puis on les distribue parmi les
descriptions. Cette approche tire partie de la redondance de la
transformée et permet de réduire la distorsion centrale.
Une approche combinant la quantification scalaire et la pour-
suite adaptative pour générer des descriptions est présentée dans
la référence [29].
Dans [184], les descriptions sont construites à l’aide d’une
transformée en ondelettes temporelle redondante avec compen-
sation de mouvement. Ce schéma permet de régler le taux de
redondance en fonction du nombre de niveaux de la transfor-
mée. Il fait suite à de nombreuses études qui ont proposé l’ex-
traction de descriptions multiples à partir des codeurs scalables
basés ondelettes [73][142] ou multi-ondelettes [32], avec éven-
tuellement, un décodage exploitant les codes turbo [72] ou
d’autres techniques itératives basées sur l’optimisation convexe
[145] pour la reconstruction optimale. Dans [144][146] est pré-
sentée une nouvelle approche du codage par descriptions mul-
tiples (MDC) basée sur une synthèse à l’aide d’un opérateur de
trame quelconque. Cette méthode vise à exploiter le fait que la
source admet une représentation creuse dans la trame considé-
rée. L’idée s’inspire de la théorie du «Compressed Sensing »
(CS) qui a pour but l’acquisition et la compression simultanée
de données. Cette approche diffère de celle classiquement adop-
tée qui consiste à acquérir le signal sous sa forme complète,
pour ensuite le quantifier et le comprimer et ainsi éliminer une
quantité considérable de composantes acquises, tout en essayant
de conserver un maximum d’informations. Cette approche
récente, développée notamment dans [27][47], permet de
reconstruire de façon optimale, à l’aide de projections aléa-
toires, un signal ayant une représentation creuse dans une base.
Le nombre de projections nécessaire est de l’ordre de grandeur
du nombre de coefficients non nuls, et par conséquent beaucoup
plus petit que la taille initiale du signal. L’article décrit com-
ment construire un schéma à plus de deux descriptions pour la
transmission d’images sur des réseaux à pertes. À partir d’une
représentation fixée au niveau de la synthèse, les coefficients
peuvent être codés de manière à minimiser le débit pour une dis-
torsion maximale fixée et le problème est ensuite re-formulé
sous la forme d’un problème d’optimisation convexe.
- Par ajout de symbole interdit :
Une autre technique, qui peut être également regroupée avec ces
transformées redondantes, est celle qui consiste à introduire des
symboles ou intervalles interdits dans les trains binaires des
codes à longueur variable. Cette technique introduit une redon-
dance dans la source elle-même, afin d’obtenir une meilleure
robustesse en permettant la détection d’erreurs de transmission.
Dans le cadre de codage arithmétique, Boyd et al. [24] proposent
de réserver une partie de l’intervalle unité [0,1[ à un symbole,
appelé symbole interdit (SI), ne faisant pas partie de l’alphabet
de la source afin que le décodeur puisse détecter les erreurs de
transmission. Ce symbole interdit n’est jamais codé par le codeur
arithmétique. Cependant une probabilité non nulle lui est attri-
buée P(aSI ) = ε . L’intervalle initial [0,1[ est donc ramené à
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[0,1 − ε[ . Il a été montré, dans la référence[33], que la procé-
dure d’insertion d’un symbole interdit correspond à une redon-
dance par bit codé de ρSI (ε) = −log(1 − ε) (bit/symbole).
Une autre forme de redondance consiste à insérer des 
marqueurs de synchronisation dans le train de symbole de la
source. Dans la référence [25], c’est le symbole interdit qui est
inséré périodiquement pour jouer le rôle de synchronisation.
Dans la référence [41], les marqueurs de synchronisation sont
placés à des positions connues du décodeur. Cette procédure se
traduit par l’utilisation, à des intervalles réguliers, d’arbres de
conversion binaire étendus où certains nœuds sont prolongés
par un suffixe binaire de taille variable. Les transitions corres-
pondantes à ces marqueurs de synchronisation sont détermi-
nistes. La fréquence d’insertion et la longueur des marqueurs de
synchronisation sont réglées arbitrairement selon le niveau de
redondance désiré.
3.2 Techniques robustes de codage source canal conjoint
L’idée principale des techniques de codage source canal
conjoint est de modifier le codeur de manière à introduire de la
redondance dans le train binaire codé [49]. Plusieurs formes de
redondance ont été envisagées dans la littérature dans le but
d’améliorer les performances de décodage.
L’inconvénient de ces techniques est qu’elles nécessitent pour la
plupart l’introduction d’une redondance artificielle à l’aide d’un
symbole interdit ou de marqueurs de synchronisation. C’est
l’ajout de cette redondance qui est ensuite exploitée par le
récepteur en vue de détecter les erreurs de transmission.
Présentons dans ce qui suit les principales approches dévelop-
pées.
3.2.1 Introduction de redondance par codage correcteur d’erreur
3.2.1.a Ajout de marqueurs
La forme la plus simple de redondance consiste à introduire des
marqueurs dans le flux codé. De part leur nature redondante, ils
permettent la synchronisation dans un codeur vidéo H.263+. Le
résultat obtenu dans la référence [106] est illustré par la figure6.
La séquence vidéo Foreman, au format CIF, est codée à une fré-
quence d’images de 30Hz, à un débit de 256Kbit/s. Le canal de
transmission, à pertes de paquets, est simulé par des paramètres
du modèle de Gilbert p = 0.08 et q = 0.60, correspondant à un
taux moyen de pertes de 10 %. La figure6 montre deux images
dans la séquence reconstruite au même instant, respectivement
sans utiliser de marqueur de synchronisation (image (a)), et en
insérant un marqueur à chaque début de GOB (image (b)).
L’image originale correspondante apparaît en (c). La figure6
montre clairement l’intérêt des marqueurs de synchronisation.
Ils permettent de limiter la propagation spatiale des pertes de
paquets. En effet, en raison de la désynchronisation du déco-
deur, des macroblocs se trouvent reconstruits à des positions
spatiales aberrantes (voir le résultat sur l’image (a)).
D’autres formes de redondance ont été envisagées afin d’amé-
liorer les performances de décodage. Citons par exemple l’ajout
de contraintes de terminaison (nombre de bits et/ou de symboles
dans une séquence transmise), la transmission d’informations
adjacentes …
3.2.1.b Techniques de protection inégale aux erreurs ou pertes
d’un code source
La séparation traditionnelle des opérations de codage de source
et de codage de canal, instituée par l’application du théorème de
séparation de Shannon et pour une plus grande facilité d’usage
pratique, en particulier dans le cas d’une transmission sur un
système reposant sur la pile protocolaire OSI, a montré ses
limites. Les contraintes pratiques imposées par les applications
de diffusion multimédia, en terme de limitation de complexité et
de contraintes de délai ont amené la communauté scientifique à
re-considérer des solutions de codage telle que le codage tan-
dem, dont fait partie l’application de protection inégale aux
erreurs. Ces techniques UEP ont pour objet de protéger plus
efficacement les portions les plus sensibles aux erreurs du flux,
et moins efficacement les portions les moins sensibles aux
erreurs, afin d’allouer efficacement le débit utile. Citons par
exemple les travaux développés dans la référence [105] pour la
protection du flux H.263 face à un canal avec erreurs. Ces
approches sont naturellement adaptables au cas de canaux avec
effacements, le type de codage correcteur utilisé variant en
général en fonction du canal considéré.
Lorsque l’on considère la possibilité d’ajouter de la redondance
à un flux de données, et que l’on souhaite adapter finement le
taux de redondance au flux en question, la solution qui vient
naturellement à l’esprit est d’insérer le module de codage cor-
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recteur générant la redondance au plus près du codeur de sour-
ce, c’est-à-dire au plus près de celui qui connaît le rôle exact (et
donc l’importance) de chacun des bits codés. C’est ainsi que les
différentes parties du flux pourront être facilement protégées
selon leur niveau de sensibilité et de leur importance dans la
reconstruction finale au niveau du récepteur. Une telle technique
correspond à l’insertion de protection UEP au niveau applicatif,
à laquelle il est parfois fait référence sous la dénomination
d’UEP-APPLI. On trouve des propositions de ce type par
exemple dans [21].
On peut également souhaiter insérer la protection à d’autres
niveaux de la transmission, plus particulièrement dans le cadre
classique de la pile protocolaire OSI, par exemple comme don-
nées supplémentaires au niveau transport, comme la référence
[199] tente de le normaliser ou naturellement au niveau de la
couche physique considérée. 
Dans tous les cas, lorsque l’on souhaite appliquer efficacement
une protection différenciée, se pose la question de l’estimation,
voire de la modélisation, de la sensibilité aux erreurs ou aux effa-
cements et de la classification de l’importance des différentes
portions du flux. Cette question a été abondamment traitée dans
la littérature, par exemple dans [78][126][21], mais l’existence
d’un modèle complet, précis, dynamique, temps réel et adapté au
standard de compression H.264/AVC reste à établir. Vient ensui-
te le problème de la transmission de cette estimation de sensibi-
lité et donc de la signalisation, problème qui dépend de la notion
de cross-layer design ou design inter-couches. En dépit de
remarques de prudence tout à fait justifiées [94], de nombreux
chercheurs ont en effet proposé d’aller plus en avant dans la stra-
tégie d’intégration des procédures de transmissions efficaces
face aux erreurs sur liens de type IP sans fil. Ils ont montré
Figure 6. Illustration de l’intérêt des marqueurs syntaxiques pour la robustesse (source : [106]).
qu’une approche de type cross-layer pouvait être un complément
utile à une approche en couches [42][127]. En effet, il semble
crucial de rappeler que l’approche cross-layer ne peut, de maniè-
re réaliste, remplacer totalement l’approche en couches à court
ou long terme. En effet, seule l’approche en couches permet de
garantir l’interconnectivité de nombreux services et protocoles
les plus variés. En revanche, une approche cross-layer transpa-
rente [127] pour les couches protocolaires permet d’améliorer le
fonctionnement sans mettre en péril l’ensemble du système.
3.2.2 Quantification vectorielle optimisée canal (COVQ)
De même qu’il est possible d’optimiser le codeur de canal (ou
plus généralement un codeur correcteur d’erreur) en fonction de
la source, on peut aussi optimiser le codeur de source en fonc-
tion du canal. Cette autre technique de codage conjoint source
canal consiste à optimiser le codage de la source directement
pour un canal bruité connu, afin de minimiser la distorsion glo-
bale du système. Une des caractéristiques cruciales pour la per-
formance du système, surtout lorsque l’on utilise un quantifica-
teur vectoriel (QV), est l’étiquetage binaire, c’est-à-dire l’assi-
gnation d’un mot de code source à un mot de code canal. 
De façon génerale, il est souhaitable que les mots de code
proches en distance euclidienne correspondent à des étiquettes
binaires proches en distance de Hamming. Ainsi, si un bit est
erroné, la distorsion engendrée reste faible car l’erreur de trans-
mission se traduira par la reconstruction d’un centroïde «voi-
sin»de l’initial. Il s’agit donc d’un problème de topologie. Les
distances entre étiquettes du dictionnaire doivent « ressembler »
aux distances entre centroïdes. Farvardin [54] a proposé une
telle stratégie d’optimisation conjointe source canal pour un
modèle de canal discret. En fait, le fonctionnement d’un algo-
rithme comme l’algorithme Linde-Buzo-Gray (LBG), tradition-
nellement utilisé pour la recherche du dictionnaire de la QV, se
prête bien à une modification en ce sens. Le LBG optimise ité-
rativement les positions des centroïdes puis celles des frontières
de telle manière à réduire la distorsion. D’autres algorithmes,
reposant sur les cartes auto-organisatrices telles que les cartes
de Kohonen optimisent la quantification en cherchant à réduire
l’impact visuel, par exemple des contours de l’image considérée
[102]. Maintenant, si l’on choisit une mesure de distorsion qui
inclut celle introduite par le canal, le même algorithme effec-
tuera l’optimisation conjointe. Cette méthode adaptée à un canal
avec erreurs porte assez souvent le nom de «channel optimized
vector quantization» (COVQ) dans la littérature.
Cette approche a été également utilisée dans le cas d’un systè-
me de codage conjoint source canal reposant sur des modula-
tions hiérarchiques suivies d’un codage de source multi-résolu-
tion. On peut citer les travaux de Vetterli et al. [154] qui l’ont
mis en place pour la première fois ou encore d’autres proposant
l’emploi d’un quantificateur vectoriel structuré construit à par-
tir de constellations issues de réseaux de points et d’une assi-
gnation linéaire d’étiquette minimisant simultanément la distor-
sion canal et la distorsion source [55].
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3.2.3 Codage source canal conjoint des codes universels Lempel-Ziv
Dans cette thématique de codage source canal conjoint des
codes Lempel-Ziv un seul travail a été développé (à notre
connaissance) dans la référence [114]. Les auteurs de cette réfé-
rence proposent une structuration des données Lempel-Ziv-77
combinée à des codes Reed Solomon de façon à ne pas intro-
duire de redondance dans le flux des codes Lempel-Ziv.
Cette structuration vient de la constatation suivante. Lors de la
construction du dictionnaire, l’algorithme de codage Lempel-
Ziv cherche la plus longue sous-chaîne dans le texte qui puisse
correspondre à la même sous-chaîne disponible dans le diction-
naire. Rappelons que la sous-chaîne retenue est référencée par
un pointeur. Les auteurs signalent que plusieurs pointeurs peu-
vent adresser la même sous-chaîne. De ce fait, ils proposent
d’exploiter la multiplicité des pointeurs dans le processus
d’amélioration de la robustesse du flux codé. Le pointeur rete-
nu est le pointeur qui contribue à la construction du syndrome
de Reed-Solomon.
3.3 Techniques robustes de décodage source canal conjoint
Si l’objectif de tout codeur de source efficace est de réduire la
redondance présente dans le flux d’informations à transmettre,
on a vu qu’aucun codeur entropique standard ne savait parfaite-
ment éliminer cette redondance. Ainsi, alors que chaque nou-
velle génération de codeur de source, qu’il s’agisse de codeur de
parole, de musique, d’image ou de vidéo, progresse toujours
vers une meilleure efficacité de compression. Cependant, une
part de redondance résiduelle est toujours présente, partielle-
ment inhérente à la volonté de définir des standards généraux
applicables à de nombreux types de contenus. C’est à cette
redondance résiduelle que s’intéressent de nombreux travaux de
décodage conjoint source canal de codes à longueur variable,
afin de l’exploiter pour améliorer les performances ou les ser-
vices fournis dans le cadre d’une transmission multimédia.
L’idée principale adoptée par les approches de décodage source
canal conjoint est d’améliorer les performances de décodage,
sans aucune intervention au niveau du codage [48]. Ainsi, le
récepteur corrige les erreurs en exploitant les redondances rési-
duelles, de tous types, laissées par un codeur de source sous
optimal dans le cas d’une chaîne de communication séparée.
Nous nous intéresserons dans ce qui suit en particulier aux
méthodes de décodage souple des CLV de type Huffman et
arithmétiques.
3.3.1 Principe du décodage souple des codes à longueur variable
De nombreux travaux ont été proposés pour le décodage souple
de données codées à l’aide de codes à longueur variable. Les
premiers travaux remontent à Massey [128]. De manière géné-
rale, les techniques de décodage souple des CLV reposent sur
l’estimation statistique de la séquence émise par la source à par-
tir des observations bruitées. Le décodage souple des CLV s’ap-
puie sur (i) le choix de l’estimateur ; (ii) la définition de l’espa-
ce de recherche de l’estimateur ; et (iii) la méthode de recherche
de la solution.
Un critère de vraisemblance, ou un critère de probabilité a pos-
teriori est généralement utilisé pour optimiser l’estimateur.
C’est le critère choisi qui définit la métrique. Celle-ci corres-
pond à une mesure de pertinence des décisions du décodeur. 
L’optimisation du critère est réalisée de manière exhaustive sur
l’ensemble des décisions possibles du décodeur. Il est donc
nécessaire de définir l’ensemble de recherche dans lequel sont
exclus les mots de code où les contraintes liées au codage de
source ne sont pas satisfaites. Ces contraintes sont déduites à
partir de l’identification de la redondance résiduelle contenue
dans les CLV, permettant ainsi de détecter et de corriger des
erreurs de transmission au niveau du décodeur.
La suite de l’article est organisé comme suit. Nous identifierons
tout d’abord les différents types de redondance exploitable dans
les CLV. Cette étape est nécessaire pour améliorer les perfor-
mances de décodage et réduire l’espace de recherche. Des résul-
tats de simulation sont présentés où toutes les redondances sont
prises en compte dans le processus de décodage. Nous présen-
terons ensuite les premiers résultats liés à l’estimation de la
séquence source à partir des observations bruitées de la source.
3.3.1.a Exploitation et classification de la redondance résiduel-
le des CLV
Pour réduire l’espace de recherche de l’estimateur, il est impor-
tant d’identifier les différents types de redondance à exploiter
[134][200]. Quatre classes différentes de redondance peuvent
être distinguées, comme décrit ci-dessous.
- Redondance liée à l’orthographe
On peut exploiter cette forme de redondance lorsque les CLV
sont incomplets (i.e. l’inégalité de Kraft est stricte) [165][210].
En effet, il existe un ensemble de mots de code qui ne peuvent
être générés par le codeur de source (mots de code non valides).
Supposons que N corresponde au nombre de bits bruités reçus à
la sortie d’un canal de transmission. La taille de l’espace de
recherche pour le décodage, est égale à 2N, est réduite à une
taille inférieure puisque le code est incomplet. Ce type de
redondance identifié au niveau des CLV correspond à une
redondance liée à l’orthographe des mots du CLV.
Prenons un exemple pour illustrer l’intérêt d’exploiter cette
redondance. Soit un CLV incomplet de taille 3 défini comme
suit C = {0, 11, 101}. Il est clair que la suite de bits 111011 ne
peut pas être générée par le code C .
- Redondance liée à la paquétisation pour la transmission
Avant d’être transmises sur un canal de transmission de type IP,
les données comprimées sont regroupées dans des paquets IP.
La taille de ces paquets est variable (la donnée compressée
l’étant généralement), mais l’en-tête est généralement de taille
fixe (or champs d’extension). Plusieurs informations peuvent
être déduites lors de l’analyse d’un paquet. Deux possibilités
d’empaquetage des données à transmettre sont offertes.
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L’encapsulation des informations contenues dans un paquet est
soit dictée par la norme (ex. H.264, NALU), soit n’est pas impo-
sée par la norme (ex H.263). Dans ce dernier cas, l’empaqueta-
ge est réalisé de façon à en tirer profit pendant le décodage.
Citons par exemple les travaux proposés par la référence [107]
concernant le codage des textures dans H.263+. Des blocs
entiers de texture sont placés dans chaque paquet selon des
règles bien précises.
Citons le codeur vidéo H.264 où la paquétisation fait partie de
la norme. La paquétisation est réalisée de manière efficace
(NALU). La fin d’un paquet IP correspond à la fin d’un bloc ou
d’un slice. De plus, les paquets sont indépendants pour assurer
une meilleure robustesse aux erreurs. Le nombre de bits, par
exemple, à l’intérieur de chaque paquet peut être connu du
décodeur par le biais de l’en-tête paquet.
- Redondance liée à la sémantique du code
Des travaux de recherche exploitant ce type de redondance, ont
été développés dans des contextes particuliers tels que H.263 et
H.264. En effet, des formes de redondance sémantique peuvent
être identifiées.
Citons par exemple les travaux développés dans la référence
[107], où les auteurs s’intéressent aux CLV utilisés par la norme
H.263+. La redondance liée au codage de la texture issue de la
compensation en mouvement de deux images successives est
prise en compte. Une transformation de type DCT est appliquée
sur chaque bloc de taille 8 × 8 pixels de l’image. Les coeffi-
cients DCT de chaque bloc sont ensuite quantifiés puis lus selon
un parcours en zigzag. Les 64 coefficients ainsi lus sont codés
selon le triplet suivant : run (pour compter le nombre de zéros
avant le coefficient non nul), level (la valeur du coefficient non
nul), last (information pour indiquer si ce coefficient appartient
au dernier bloc de l’image). Chaque bloc est donc terminé par
un symbole particulier. Les mots de code associés à un bloc de
texture H.263 vérifient alors certaines règles sémantiques qui
sont exploitées pour améliorer les performances du codeur vis à
vis des erreurs de transmission. Dans la référence [133], les
auteurs estiment la redondance liée à la sémantique encore dis-
ponible dans le flux comprimé H.263.
Citons également les travaux proposés par la référence [114]
concernant l’amélioration de la robustesse des codes Lempel-
Ziv. Les auteurs ne se contentent pas de conserver le premier
pointeur faisant référence à la plus longue sous chaîne dans le
dictionnaire. Pour la même sous chaîne trouvée, ils exploitent la
possibilité de trouver d’autres pointeurs. Si c’est le cas, ils
sélectionnent celui qui leur permettra de reconstruire le syndro-
me de Reed-Solomon.
- Redondance liée à la source Markovienne
Une redondance supplémentaire peut être identifiée en considé-
rant la source décrite par un processus de Markov. Cette infor-
mation supplémentaire permet de construire un treillis à trois
dimensions (une dimension correspond à l’état de la source de
Markov, une dimension au nombre de bits déjà décodés et une
dimension à la position dans le mot courant) pour réaliser le
décodage [183]. Cette technique de décodage, comme les précé-
dentes lorsqu’elle fournit des estimées souples, peut être com-
binée avec un décodeur canal de manière à obtenir un décodeur
itératif.
- Importance de la contribution de toutes les redondances :
quelques résultats
L’un des aspects du travail effectué pendant la thèse de C. M.
Lee [108], a été de développer un décodeur de la texture géné-
rée par H263+ capable d’exploiter les trois sources de redon-
dance mentionnées précédemment. De plus, l’auteur s’est fixé
pour contrainte que ce décodeur soit le plus compatible possible
avec la norme, de manière à ne pas avoir à rajouter de redon-
dance artificielle. Ainsi, lorsqu’un paquet contenant des infor-
mations de texture bruité doit être décodé, les seules informa-
tions supposées disponibles étant le nombre Nb de bits alloués
à la texture dans tout le paquet et le nombre NB de blocs de tex-
ture du paquet.
Il a alors été montré que pour le décodage complet de la textu-
re contenue dans un paquet, l’exploitation simultanée de la
redondance liée à l’orthographe, la grammaire et au condition-
nement conduit à représenter la succession des mots de CLV
d’un paquet de Nb bits contenant NB blocs de texture par un
treillis à quatre dimensions, inspiré de [183]. La complexité de
ce treillis, évaluée dans [108], ne permet cependant pas d’envi-
sager le décodage dans des temps réalistes. 
Les auteurs de la référence [108] proposent alors de décomposer
le problème en deux sous problèmes. Dans un premier temps, il
s’agit de localiser les frontières de blocs de texture à l’intérieur
d’un paquet. Ceci peut être réalisé à l’aide d’un treillis à deux
dimensions, de complexité très réduite par rapport au treillis à
quatre dimensions. En effet, il n’exploite que la redondance liée
à l’orthographe des mots de CLV ainsi que la redondance liée au
conditionnement. Dans un second temps, un treillis à trois
dimensions pour le décodage de chacun des blocs de texture
préalablement localisés est proposé. Cette formulation permet
de mettre clairement en évidence les contraintes liées à la gram-
maire du codeur de source ainsi qu’à l’orthographe des mots de
CLV, ce que ne permettait pas le décodage à base de listes mul-
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tiples proposé par [134]. Le schéma en deux étapes est sous-
optimal, car les blocs localisés lors de la première étape ne satis-
font pas nécessairement la contrainte liée à la grammaire du
codeur source, mais une évaluation de la complexité montre que
le problème est alors bien plus facilement traitable.
Le décodage souple de la texture exploitant la redondance rési-
duelle a été testé sur des trains binaires générés par le codeur
H.263+[108]. Des paquets d’environ 1000 bits sont envoyés sur
un canal gaussien. Par rapport à un décodeur classique, les per-
formances de la solution proposée sont meilleures de 1.5dB à 
2dB en terme de rapport signal à bruit (SNR pour Signal to
Noise Ratio) pour des paquets de type INTRA et de 1dB pour
des paquets de type INTER. Comparée à une technique où les
frontières de bloc seraient transmises, à partir de 9 d B de SNR,
les performances de la technique proposée sont légèrement infé-
rieures (de 0.1dB à 0.2dB) pour des paquets de type INTRA et
de moins de 0.5dB pour des paquets de type INTER, ce qui
montre l’efficacité de la technique de la localisation des fron-
tières de blocs. La figure7 donne le taux d’erreur bloc pour dif-
férentes techniques de décodage de la texture : décodeur stan-
dard ; décodeur standard tenant compte de la contrainte ; déco-
deur (ML) souple avec métrique de type maximum de vraisem-
blance, contraintes respectées ; décodeur (MAP) souple avec
métrique de type maximum a posteriori, contraintes respectées
et décodeur (MAP) souple avec métrique de type maximum a
posteriori, contraintes respectées et frontières des blocs connues
du décodeur.
Le gain principal en terme de qualité visuelle est obtenu par la
prise en compte des contraintes liées à la mise sous forme de
paquets du train binaire et à celles liées à la grammaire (struc-
ture en blocs de la texture). Ce gain est illustré par la figure8,
où les valeurs de qualité sont exprimées en terme de Peak Signal
to Noise Ratio (PSNR), mesure classique de qualité visuelle
objective. La prise en compte des informations souples du canal
permet d’améliorer encore les performances. Le décodeur ainsi
obtenu est relativement compatible avec la norme H263+. En





















Figure 7. Taux d’erreur bloc pour différentes techniques de décodage de la texture (source : [108]).
autres que celles déjà présentes et nécessaires au décodage en
environnement non bruité.
Dans le cas du H.264/AVC, on peut par exemple réaliser un
décodage tirant parti de la redondance liée à l’orthographe
(détection de mots non valides) et de la redondance liée à la
sémantique (détection de suite illogique de mots de code),
comme proposé par exemple dans les travaux présentés dans
[20][163].
3.3.1.b Estimation et réduction de l’espace de recherche
Soit y = x1,…,xK une séquence de K symboles envoyés à l’en-
trée d’un codeur entropique. Celui-ci génère K codes de lon-
gueur variable notés c = c1,…,cK. Ces codes sont transmis à
travers un canal bruité. Rappelons que l’objectif du décodeur est
d’estimer la séquence émise à partir des observations bruitées
y = y1,…,yN , en optimisant un critère sur l’ensemble des
séquences de code possibles ou l’ensemble des symboles de
code possibles.
Introduisons les deux estimateurs couramment utilisés. Le pre-
mier estimateur employé est l’estimateur au sens du maximum
a posteriori (MAP). Celui-ci cherche la séquence de plus gran-
de probabilité d’avoir été émise sachant les observations
y = y1,…,yN . Il est donné par l’équation suivante :
x̂1:K = arg max
x1,...,xK
Pr(x1,. . . ,xK |y1 ,. . . ,yN ) (1)
Le deuxième estimateur concerne l’estimateur MAP symbole
par symbole. Ce dernier cherche le symbole xk de plus grande
probabilité d’avoir été émis sachant les observations
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y = y1,…,yN. Il minimise le taux d’erreur symbole de la
séquence. Il est donné par l’équation suivante :
x̂K = arg max
xk
Pr(X = xk |y1 ,. . . ,yN ) (2)
3.3.1.c Recherche de la solution
La solution recherchée est implémentée soit par des algorithmes
en treillis qui sont en général complexes mais optimaux ; soit
par des algorithmes séquentiels qui sont sous-optimaux et
moins complexes [113]. Pour réduire l’espace de recherche, les
algorithmes développés tiennent compte des contraintes impo-
sées par la structure du CLV, du nombre de bits du train binaire
codé (ou nombre de symboles composant le train binaire)
lorsque cette information est disponible. L’ensemble des suc-
cessions des mots de code satisfaisant ces contraintes sont
représentés à l’aide d’un treillis de dimension plus ou moins éle-
vée. Ce treillis peut être exploité par des techniques de décoda-
ge de canal standard telles que Viterbi [148][188], SOVA[75] ou
BCJR[12] pour réaliser le décodage.
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Figure 9. Schéma classique d’un codeur à longueur variable.
Dans la littérature plusieurs autres types de treillis ont été pro-
posés [16][14][15][104][74]). Ainsi, la référence [14] a proposé
un treillis exploitant la structure de l’arbre de Huffman associé
au code à longueur variable. À chaque nœud du treillis corres-
pond un nœud de l’arbre de Huffman. À titre d’illustration, un
tel treillis construit à partir des 205 mots du CLV utilisé par
H263+ pour représenter l’information de texture, nécessite de
considérer à chaque instant environ 200 nœuds de chacun des-
quels partent une ou deux branches joignant les 200 nœuds de
l’instant suivant. Un treillis plus compact est proposé par [93].
Dans cette structure, un nœud a représente la fin d’un mot (ou
d’une succession de mots) du CLV dont la longueur (cumulée)
est de a bits. Les branches reliant directement les nœuds a et
a + 	 représentent tous les mots de CLV de 	 bits. Avec cette
structure, la complexité provient du nombre de branches paral-
lèles à gérer. Ainsi, pour les mots de CLV utilisés par H263+
pour coder la texture, lorsque 	 = 10, 42 branches parallèles
relient a et a + 10. Le travail proposé par la référence [131]
concerne la simplification des tables de CLV de manière à allé-
ger la structure des treillis utilisés pour le décodage.
Schématiquement des mots de CLV de même longueur sont
groupés en classes. Par exemple, lorsqu’on considère 16 mots
de code à longueur variable de 8 bits de la norme H263+,
A8 = {00100000, 00100001, 00101110, 00101111} on peut
remarquer que tous partagent le même préfixe de 4 bits 0010, et
que les autres bits prennent toutes les valeurs possibles. Ainsi,
cet ensemble de mots de code à longueur variable peut être
représenté par la classe unique 0010$$$$, où $ représente soit 0
soit 1. 
Avec cette simplification, 16 branches parallèles entre a et
a + 8 dans un treillis tel que celui présenté dans [93] sont rem-
placées par une branche unique. Lorsque la probabilité a priori
de chaque mot de CLV ainsi groupé est la même ou lorsqu’un
décodage de type maximum de vraisemblance est réalisé, cette
simplification n’a pas de conséquence sur les performances du
décodeur. Lorsque des différences entre les probabilités a prio-
ri des mots regroupés sont significatives, un estimateur au sens
du maximum a posteriori est sous-optimal avec une table de
mots de code à longueur variable simplifiée. Dans tous les cas,
des techniques de décodage inspirées des codes convolutifs
poinçonnés [91] peuvent alors être mises en œuvre. L’optimalité
de l’algorithme proposé est prouvée. Les mots d’un code à lon-
gueur variable sont regroupés en un minimum de classes. Les
gains en terme de complexité pour différents décodeurs ont été
évalués théoriquement. Les travaux cherchant à appliquer des
techniques de décodage de canal aux codes à longueur variable
de type Huffman ont naturellement été transposés dans le
contexte des codes de type arithmétique.
3.3.2 Décodage conjoint source canal de CLV
Les normes multimédia les plus récentes ont su intégrer des
codeurs entropiques de plus en plus performants, qu’il s’agisse
de codes à longueur variable spécifiques comme le CAVLC de
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H.264AVC/MPEG-4Part 10 ou de différentes configurations de
codeur arithmétique comme pour JPEG2000 et le mode
CABAC de H.264 AVC/MPEG-4 Part 10. L’intérêt de ces
codeurs entropiques est leurs bonnes performances en terme de
compression, mais il n’en reste pas moins qu’il n’y a pas d’as-
sociation directe entre symboles de la source et succession de
bits générée par le codeur, ce qui rend le flux binaire particuliè-
rement vulnérable aux erreurs de transmission.
En ce qui concerne le décodage conjoint de codes à longueur
variables traditionnels intégrés dans les standards vidéo, diffé-
rents travaux ont montré qu’il était possible d’exploiter la
redondance existante dans le flux binaire sans ajouter de redon-
dance supplémentaire ou de marqueur quelconque. L’intérêt de
ces approches est donc double. Elles peuvent d’une part per-
mettre de gagner en qualité finale, et d’autre part sont appli-
cables sans aucune modification au niveau du codeur vidéo et de
l’émission. On trouve par exemple ces travaux appliqués au
standard MPEG-4Part2 dans [143] ou àH.264AVC/MPEG-4
Part 10 dans [20].
En ce qui concerne les codes arithmétiques, une majorité des
travaux de décodage source canal conjoint ont exploité un sym-
bole interdit [33] ou des marqueurs de synchronisation [70] pour
la détection d’erreurs de transmission au niveau du récepteur.
Plusieurs techniques ont alors été développées pour corriger ces
erreurs. Ces techniques sont pour la plupart basées sur les
approches utilisées en codage de canal comme les algorithmes
de décodage séquentiel [7] ou encore l’ARQ (Automatic Repeat
Request) [33][67][80].
Un schéma de décodage de source canal conjoint intégrant de
l’ARQ est présenté dans la référence [33]. Un symbole interdit
est introduit dans le train de symbole de source. La méthode
proposée permet la détection d’erreurs au fur et à mesure de la
réception. Cette stratégie diffère de celle adoptée par les tech-
niques classiques avec ARQ qui exigent la réception de tout le
paquet avant de détecter une erreur éventuelle. De plus, dans le
cas où le décodeur arithmétique détecte une erreur en décodant
un SI, on peut choisir de ne pas retransmettre tout le paquet,
mais seulement les n derniers bits pour une probabilité d’erreur
préalablement fixée.
L’auteur de la référence [164] montre qu’en jouant sur l’empla-
cement du SI dans l’espace de probabilités, et en modifiant les
modèles de probabilités des symboles de la source, le codeur
arithmétique n’est autre qu’une généralisation des codes convo-
lutifs et des codes blocs.
Pettijohn et al. [80] exploitent la redondance introduite par un SI
par le biais d’un décodeur séquentiel prenant à la fois des déci-
sions dures et souples sur les observations bruitées. Un arbre
binaire de décodage est généré. Les nœuds sont construits uni-
quement si l’observation se trouve à l’intérieur d’une zone de
doute (appelée également null zone). En-dehors de cette zone,
un 0 est assignée aux observations négatives, et un 1 aux obser-
vations positives. L’arbre de décodage est exploré en profon-
deur. Le survivant correspond au chemin maximisant la vrai-
semblance. Si le décodeur détecte un SI, la branche courante est
élaguée, et l’exploration de l’arbre de décodage reprend à partir
du dernier nœud. Si le décodeur continue à décoder des SI, la
zone de doute est élargie pour faire apparaître plus de nœuds sur
l’arbre de décodage.
L’approche de Pettijohn et al. décrite ci-dessus a été couplée à
un décodage dur de manière itérative. La méthode est présentée
par la référence [208]. Citons également l’approche qui consis-
te à appliquer une modulation TCM (pour modulation codée en
treillis) à la sortie du codeur arithmétique de manière à disposer
d’une structure de treillis pour le décodage [41]. Cette méthode
repose également sur un SI pour la détection des erreurs.
Les auteurs des références [66][69][67] proposent un décodage
séquentiel. Celui-ci repose sur un symbole interdit qui permet la
détection d’erreurs. Le décodage séquentiel s’appuie sur des
piles contenant à chaque instant un nombre limité de trains
binaires. Ces derniers peuvent correspondre au code émis par le
codeur et sont ordonnés selon une métrique MAP. Les algo-
rithmes généralement utilisés sont le Stack Algorithm (SA) et le
M-Algoritm (MA) [7][113]. Cette technique a été appliquée au
décodage de vidéos codées par JPEG2000. Plus de détails sont
fournis dans la référence [68].
Une autre approche consiste à considérer des codes quasi-arith-
métiques [71] afin de limiter le nombre de symboles possibles et
donc la complexité dans le cadre d’un décodage MAP. L’un des
intérêts d’une telle approche est qu’elle permet de réaliser des
décodages itératifs entre un code quasi-arithmétique et un code
correcteur concaténés.
Dongsheng et al. proposent une machine à états finis pour
représenter le codage arithmétique binaire à valeurs entières uti-
lisant un SI [46]. Un treillis à trois dimensions (nombre de bits,
les états, profondeur) est construit. La dimension associée à la
profondeur, décrit les états qui diffèrent par leurs paramètres
internes non observables au niveau des entrées et des sorties du
codeur. Ce treillis est exploité à la réception par le biais d’un
décodeur Viterbi à sorties dures.
La référence [125] présente des travaux sur le CABAC dans un
contexte de transmission de données multimédia (vidéo) sur un
canal de type IP suivi d’un canal radio mobile. La transmission
se fait par paquets qui peuvent arriver au destinataire entachés
d’un bruit introduit par la partie radio-mobile du canal. 
La référence [86] propose un schéma où le décodage est réalisé
par un décodage séquentiel au moyen d’une pile ordonnée
[212]. Ce schéma de décodage classique se révèle bien adapté à
la gestion des contextes du CABAC. L’une des contributions du
travail proposé par [86] est d’utiliser efficacement le modèle du
canal de transmission de manière à bâtir des tests d’hypothèses
permettant d’ajuster de manière objective la complexité du
décodage en fonction des performances souhaitées.
Des résultats intéressants ont été proposés dans le cadre du
CABAC dans les références [86][88][87][89][163]. L’objectif a
été d’exploiter la redondance existante au niveau du codeur
arithmétique et au niveau du conditionnement sous forme de
paquets des données codées, sans ajouter de redondance sup-
plémentaire. Pour identifier ces deux sources de redondance, il
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s’agit d’examiner de plus près le fonctionnement du CABAC.
Ce codeur arithmétique permet de coder des données binaires
selon des modèles de probabilités adaptatifs dépendant des
contextes. Les quantités générées par la source ne sont pas tou-
jours binaires, une binarisation des données est donc nécessai-
re. Différents schémas de binarisation peuvent être envisagés.
Certains schémas de binarisation sont simplement des codes à
longueur variable incomplets. De ce fait, la binarisation intro-
duit une redondance qui peut être exploitée pour réaliser le
décodage. Le choix du contexte est essentiellement lié au type
de données à coder. L’adaptation des probabilités est obtenue au
fur et à mesure du codage. Ainsi, le CABAC repose sur diffé-
rentes composantes : la binarisation, les contextes, l’adaptation
des modèles de probabilités de chaque contexte et le codeur
arithmétique binaire proprement dit.
À notre connaissance, il n’existe pas de techniques de décodage
source canal conjoint pour les codes universels de type Lempel-
Ziv
4. Techniques
de diversité adaptées 
à la transmission IP 
sans fil point/multipoint
Afin de garantir une certaine qualité de service, illustrée notam-
ment par un taux d’erreur maximal, il est souhaitable de mini-
miser la durée et la fréquence des évanouissements du signal
arrivant sur l’antenne du récepteur. Ainsi, si à un instant donné,
le récepteur reçoit L copies indépendantes du signal original
émis, la probabilité pour que tous les L trajets soient affaiblis
simultanément est égale à pL , où p est la probabilité pour qu’un
seul chemin soit affaibli. Employant des répétitions ou une
redondance d’information, la diversité s’appuie sur la méthode
avec laquelle ces L copies indépendantes et sans corrélations
sont fournies au récepteur.
Il existe essentiellement trois types de diversité, plus ou moins
bien adaptés selon le modèle du canal de propagation à com-
penser. À savoir :
- La diversité temporelle, où le signal à transmettre est répété à
des intervalles réguliers, séparés par un espace de temps au
moins égal au temps de cohérence du canal.
- La diversité fréquentielle, pour laquelle la même information
est transmise sur différentes porteuses, séparées par une bande
de fréquence au moins égale à la bande de cohérence du canal. 
- La diversité spatiale, avec plusieurs antennes de réception
et/ou d’émission disposées en des endroits différents, d’où la
réception de signaux différents, si possible non corrélés. 
À ces principes de diversité, s’ajoutent la diversité de polarisa-
tion et la diversité d’angle, plus spécifiques de la géométrie et
de la disposition des antennes. La diversité d’antenne ou spatia-
le semble bien plus avantageuse que les deux premières en
terme de bande passante ou de débit et de latence. Cependant un
tel choix induit une complexité accrue du système d’antenne.
Côté réception, la difficulté se situe principalement dans la
recombinaison des L signaux délivrés par les L antennes, pour
former un signal composite exploitable par le récepteur.
La diversité spatiale sera associée soit à une combinaison des
signaux après détection, soit à une combinaison avant détection,
plus économique. Dans tous les cas le bénéfice en terme de gain
que procure la diversité spatiale est conséquent. Des bornes
théoriques ont été établies, comme dans [81] qui permettent de
déterminer des compromis entre la distorsion totale et le
nombre d’antennes utilisées ainsi que de prendre éventuelle-
ment en compte la valeur du délai introduit par un processus
d’ARQ.
La première méthode, beaucoup plus lourde tant en matériel
qu’en traitement du signal, nécessite autant de récepteurs que
d’antennes. Nous présentons ces méthodes de combinaison, de
la plus simple à la plus compliquée [62].
- La combinaison passive : une ou plusieurs antennes redon-
dantes sont placées à une distance minimale de λ/2 de la pre-
mière, avec λ la longueur d’onde de la porteuse. Ce dispositif
élève le niveau du signal à l’entrée du récepteur, sachant que la
probabilité que les antennes soient simultanément sujettes à
l’évanouissement du canal est réduite. Cependant, les signaux
reçus sur ces antennes peuvent être en opposition de phase et
leur combinaison destructive. 
- La combinaison sélective : similaire à la précédente, mais une
mesure du niveau RF permet la sélection d’une des antennes
soit en fonction d’un seuil prédéterminé, soit de celle qui dispo-
se du plus fort rapport signal sur bruit. 
- La combinaison à égalité de gain : dans cette configuration,
chacune des L antennes, dispose de son récepteur. La phase ϕ
de chaque branche est estimée pour la mise en phase des
signaux reçus et pour obtenir une combinaison linéaire optima-
le. La même pondération est appliquée sur les amplitudes des
signaux de chaque branche. 
- La combinaison à rapport maximal (Maximum Ratio
Combining) : cette configuration est identique à la précédente
mais une estimation de l’atténuation A i de chaque branche est
réalisée. Chaque branche est pondérée en fonction du niveau des
signaux reçus de façon à favoriser les signaux de fortes ampli-
tudes dans leur contribution au signal composite.
Symétriquement, la diversité s’applique aussi côté émission,
comme dans le cas du standard WiFi IEEE802.11n [4], et ce
grâce à la transmission simultanée de plusieurs flux de données
à travers autant d’antennes, et à l’utilisation d’algorithmes spé-
cifiques de démultiplexage et de codage des données. En fonc-
tion des traitements réalisés de part et d’autre du lien de com-
munication, côté émission et/ou réception, la configuration de
diversité est définie comme du type MISO (multiple inputs,
single output), SIMO (single input, multiple outputs), ou enco-
re MIMO (multiple inputs, multiple outputs). Véritables sys-
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tèmes d’antennes intelligentes, les dispositifs MIMO exploitent
autant les bénéfices de la diversité de réception que le gain de
multiplexage spatial à l’émission.
La transmission de données vidéo dans un environnement IP
sans fil est actuellement en plein essor mais s’avère souvent dif-
ficile à modéliser du fait de la grande variabilité des liens consi-
dérés. Elle mélange en effet d’une part (i) une transmission sur
une partie filaire reposant sur le protocole de niveau 3 IP et pro-
pice aux erreurs de paquets liées à des pertes par congestion, et
d’autre part (ii) une partie sans fil (canal de type UMTS ou
WLAN), propice aux erreurs liées à des évanouissements et à du
bruit sur le canal. Lorsque s’ajoute au problème le déploiement
de techniques de diffusion vers multipoint telles que celles ren-
dues populaires par les technologies xDSL (pour transmission
sur réseau de paires torsadées) on s’aperçoit de la difficulté
d’optimiser les transmissions puisqu’il s’agit :
- d’une part de décliner des protocoles bien souvent conçus pour
des solutions filaires uniquement, donc conçus pour travailler à
des taux d’erreur et pour des débits utiles bien différents de ceux
fournis par les canaux sans fil ou hybrides fil/sans fil,
- d’autre part de réaliser une optimisation pour un modèle de
canal de transmission connu presque uniquement par parties
(filaire d’un côté, sans fil de l’autre), avec des contraintes diffé-
rentes pour chacune des dites parties.
La solution classique est souvent de se régler sur un mode de
fonctionnement imitant le filaire, en abusant des retransmis-
sions (ARQ) et/ou en surprotégeant les données à émettre. De
manière générale, on utilise donc une forte partie de la bande
passante utile pour émettre des bits «peu utiles » . Le problème
est donc de savoir comment protéger de façon efficace, en
tenant compte des différentes couches du modèle OSI, des dif-
férences entre les parties de la chaîne de transmission, des par-
ticularités du flux vidéo que l’on souhaite transmettre et des
limitations ou avantages propres aux techniques multipoints. En
effet, la structure d’un flux vidéo (trames, niveaux de raffine-
ments différents pour une vidéo scalable …) permet de définir
des niveaux d’importance différents mais aussi des points de
resynchronisation dans le flux.
4.1 Structures de réseau
La plupart des réseaux actuels se rangent en deux principales
catégories : les réseaux centralisés, dont la topologie est figée
autour d’un serveur central, et les réseaux mobiles ad-hoc. Ces
deux types de réseaux ne sont pas sujets aux mêmes
défaillances.
4.2.1 Réseau centralisé
La topologie d’un réseau à architecture centralisée est relative-
ment stable et facilement prévisible. Typiquement, le réseau de
distribution comporte un serveur qui héberge la totalité du
contenu. Les inconvénients d’une telle structure sont nombreux.
En particulier, la bande passante est globalement sous-exploi-
tée, tout en étant sur-exploitée sur le lien du serveur, et la robus-
tesse du réseau repose sur la fiabilité et la puissance du serveur.
Il s’agit cependant d’une structure courante sur Internet.
Internet est l’exemple type du réseau à pertes de paquets. L’une
des causes des pertes de paquets sur Internet est la congestion.
La stratégie la plus courante consiste à réémettre les paquets
perdus, ce qui n’est pas toujours possible, ni même souhaitable,
en raison des délais supplémentaires induits et de la surcharge
du réseau que cela occasionne.
D’autre part, la charge du réseau dépend fortement du jour et de
l’heure. C’est une des raisons principales pour laquelle le coda-
ge de type FEC sans adaptation fonctionne assez mal. Enfin, en
cas de congestion, les routeurs ne tiennent pas compte d’une
éventuelle priorité des paquets avant de les jeter. Ces conditions
placent le codage par MDC, avec des descriptions équilibrées,
en position avantageuse.
4.1.2 Réseau mobile ad-hoc
Il s’agit de réseaux auto-configurés d’utilisateurs mobiles
connectés par liens sans fil. La topologie de ces réseaux est très
difficile à prévoir puisque les utilisateurs se réorganisent de
façon aléatoire. De plus, ces réseaux sont très propices aux
erreurs. Les liens peuvent en effet tomber pour cause d’interfé-
rences, d’atténuation du canal, de mobilité des nœuds ou du fait
de l’insuffisance de l’infrastructure.
Ces réseaux constituent un défi pour les applications de diffu-
sion (type streaming) de contenu multimédia. En effet, la livrai-
son en continu des données implique la connexion continue
entre le client et le(s) serveur(s). De plus, on souhaite comme
dans le cas des réseaux classiques que la qualité de la vidéo
décodée se dégrade continûement avec les conditions de la
connexion réseau. Cependant, l’infrastructure de ces réseaux
permettant la diversité des chemins, semble bien adaptée à l’uti-
lisation de schémas de codage par descriptions multiples.
Dans [50], on présente l’étude d’un MDC combiné avec un rou-
tage multi-chemins s’appuyant sur les protocoles IEEE 802.11
et Dynamic Source Routing. On y compare les performances du
routage multi-chemins avec MDC à celles du routage simple-
chemin. Dans les scénarios mobiles, le routage simple-chemin
est plus performant. Le MDC permet de soulager certaines par-
ties du réseau en cas de congestion. Il présente alors de
meilleures performances lorsque les chemins sont choisis sous
certaines conditions (chemins disjoints dans lesquels le chemin
alternatif n’est pas affecté par la congestion).
Dans [123], on propose de combiner le MDC avec le transport
multi-chemins, et on montre que la diversité des chemins amé-
liore la résistance aux erreurs de transmission sur un réseau ad-
hoc. Dans [120][121], on propose un schéma MDC multicast
pour la vidéo qui utilise des arbres multiples pour améliorer la
robustesse. Enfin, dans [122], on étudie la sélection conjointe du
routage et des serveurs pour le MDC de vidéos sur réseau 
ad-hoc.
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4.2 Stratégies de distribution
4.2.1 Les réseaux de diffusion de contenu (CDN)
Les réseaux de diffusion de contenu (CDN pour content delive-
ry networks) sont également des réseaux à pertes de paquets
[112]. Il s’agit d’un ensemble de serveurs interconnectés et
déployés dans divers endroits. Chaque serveur héberge une
copie du contenu à diffuser, ce qui permet de contourner les pro-
blèmes de surcharge des serveurs ou de congestion du réseau. À
titre d’exemple, on peut citer : Akamai (www.akamai.com),
Peer 1 Rapid Edge (peer1.com), Amazon S3 (http://aws.
amazon.com/s3).
L’architecture de ces CDN présente de nombreux avantages par
rapport aux réseaux classiques [150] :
- ils permettent de contourner les problèmes de congestion et de
surcharge des serveurs ; 
- ils permettent de minimiser la latence, en choisissant le ser-
veur le plus proche de chaque client ; 
- en cas de défaillance d’un lien ou d’un serveur, un autre lien
ou serveur peut prendre le relais (path diversity). 
Les inconvénients de cette approche sont le coût d’un espace de
sauvegarde très important, la nécessité d’une fiabilité élevée et
les gros besoins en bande passante. 
Dans le cas d’une transmission MDC, les problèmes ouverts
sont les suivants :
- comment bien répartir les descriptions sur les serveurs [8] ? 
- pour un client donné, comment choisir les meilleurs serveurs,
c’est-à-dire les plus proches du client, ou ceux qui permettent de
diversifier les chemins au maximum, tout en hébergeant des
descriptions complémentaires ? 
Dans [8][9], on montre qu’un schéma MDC est plus performant
qu’un schéma sans descriptions multiples dans les réseaux CDN
existants, même sans optimiser la position des serveurs.
Un système de diffusion (streaming) vidéo dans le cas de ser-
veurs multiples est présenté dans [118], fondé sur un schéma de
codage MDC-FEC.
Dans [116][26], on utilise les codes Tornado pour accélérer les
téléchargements à partir de plusieurs sites miroirs. Dans [135]
est présenté un algorithme d’allocation de débit qui minimise le
nombre de paquets perdus, dans l’hypothèse où ils sont indé-
pendants et identiquement distribués. Dans [136] est introduit
un algorithme d’allocation amélioré, qui permet non seulement
de déterminer le débit de chaque serveur et qui également de
dèfinir une partition en paquets permettant de s’assurer qu’au-
cun paquet n’est envoyé par plus d’un miroir.
Dans [17] on considère un algorithme de programmation d’en-
voi des paquets qui optimise le compromis débit-distorsion du
point de vue du client. Cet algorithme détermine quel serveur
envoie quels paquets. La solution est fournie pour deux ser-
veurs, et dans le cas où les descriptions multiples sont obtenues
en répétant simplement un flux à description simple.
4.2.2 Réseaux de pairs (P2P)
Les réseaux P2P (pour Peer to peer) sont des systèmes décen-
tralisés dont les nœuds ont tous des rôles similaires. L’idée est
d’utiliser des ordinateurs ordinaires pour stocker des vidéos
compressées, dans un contexte de diffusion P2P. Chaque ordi-
nateur de ce type doit garder une description (au sens du coda-
ge par descriptions multiples) de la vidéo originale. Le client va
ainsi demander à plusieurs pairs leurs descriptions, qui seront
décodées et combinées pour le rendu final de la vidéo. 
Cette solution présente plusieurs avantages :
- elle est très robuste aux défaillances des serveurs (qui sont des
pairs), car une seule description a un impact limité sur la quali-
té finale de reconstruction et la même description pourrait être
stockée par plusieurs pairs ; 
- elle réduit la charge de chaque nœud, car une vidéo est répar-
tie entre les différents pairs ; 
- elle permet l’utilisation d’une bande passante montante rédui-
te pour chaque nœud, chaque description ayant un débit limité
par rapport à celui de la vidéo entière ; 
- elle permet une sécurité plus grande du point de vue du four-
nisseur de services, car aucun utilisateur n’a directement accès
à la vidéo complète.
Le codage vidéo MDC est intéressant dans ce cadre, puisqu’il
permet à chaque client participant de stocker non pas la totalité,
mais une partie seulement du flux compressé. 
Dans [6], on propose un système de diffusion adaptatif sur P2P,
avec un schéma MDC qui adapte à la volée le nombre de des-
criptions de base et de raffinement, ainsi que le débit et le taux
de redondance de chaque description. Le schéma proposé inclut
également une solution de contrôle de flux pour la diffusion
vidéo. Le problème de la congestion des réseaux P2P est égale-
ment un point d’étude important, traité par exemple dans la
thèse de E.Setton [168].
Une intéressante comparaison entre la diffusion vidéo par des-
criptions multiples sur réseaux P2P et sur réseaux CDN est
effectuée dans [95]. On y montre que le taux de perte de
paquets, le nombre de trames non décodables (à cause d’un
délai trop important) et le temps de réponse sont nettement infé-
rieurs dans le cas des réseaux P2P. Les descriptions utilisées
sont obtenues par la simple séparation en trames paires et
impaires, mais il n’y a pas de processus de correction en cas de
perte d’une description (simplement, attente de la prochaine
trame décodable).
4.2.3 Solutions hybrides CDN/P2P
Il existe également des solutions qui combinent le P2P et l’ap-
proche par distribution de contenus. Dans CoopNet [139], le
téléchargement par P2P est activé lorsque le serveur est sur-
chargé. Celui-ci redirige alors les nouveaux clients vers ceux
ayant déjà téléchargé le contenu. 
Le problème de la diffusion (streaming) à la demande est traité
dans [79]. Le scénario envisagé est celui d’un client obtenant du
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contenu simultanément à partir de plusieurs pairs. L’approche
proposée permet d’attribuer différents segments à différents
pairs, et de définir la quantité de codage de canal à assigner à
chaque chemin, mais ne dit rien sur la façon dont les différentes
parties du contenu sont créées.
Dans [209], le scénario décrit une transmission sans perte de
plusieurs descriptions générées à l’aide de codes correcteurs
d’erreurs FEC, chacune stockée sur un pair. Les auteurs mon-
trent que le nombre optimal de descriptions s’accroît avec le
temps de remplacement d’un pair (consécutif à sa décon-
nexion).
Dans [176], on forme N descriptions streamées par différentes
applications multicast d’un réseau P2P. Chaque pair reçoit
n < N descriptions en fonction de sa bande passante.
L’optimisation de la qualité de la vidéo reçue est réalisée en
tenant compte de la bande passante de chaque client.
Une autre architecture de diffusion (streaming) vidéo sur réseau
P2P s’appuyant sur un codage MDC est proposée en [147].
4.3 Vers une architecture adaptée à la diversité
Un des objectifs des travaux de recherche actuels visant à per-
mettre la diffusion de flux HTML ou multimédia dans un
contexte d’utilisateurs multiples est tout d’abord de définir les
gains potentiels des architectures multipoints comparées à des
solutions point-à-point, mais aussi l’intérêt de solutions sca-
lables (vidéo SVC (pour Scalable Video Coding) ou MDC) et
leur adaptabilité dans un contexte multipoints. Dans ce sens,
toute approche innovante devra se comparer à des solutions déjà
très prometteuses comme celle proposée par Schierl et al. [167]
où les aspects de diversité de source, de codage efficace et de
distribution pair-à-pair ont été considérés.
Dans la littérature, certains auteurs ont comparé les perfor-
mances des solutions MDC aux solutions que l’on peut voir
comme concurrentes. En voici un aperçu.
4.3.1 Le MDC face au codage scalable
Le MDC et le codage scalable, ou par couches (Layered
Coding, LC), sont deux techniques qui génèrent plusieurs repré-
sentations de la source. Dans le cas du codage scalable, une
couche de base (de très grande importance) est produite, et
d’autres couches d’amélioration permettent de s’adapter au
mieux aux capacités du client en terme de résolution spatiale, de
fréquence et de débit. Si la couche de base est corrompue ou
perdue, les couches d’amélioration sont inexploitables, même si
elles sont reçues correctement. Il est donc primordial que la
couche de base soit bien reçue. En pratique, on utilise des stra-
tégies d’ARQ[124] et/ou des codes correcteurs d’erreurs [60].
Les descriptions d’un schéma MDC sont, au contraire, indépen-
dantes, complémentaires et d’importance égale dans la plupart
des cas. Un schéma MDC, par ailleurs, ne nécessite pas la prise
en charge de transmission prioritaire.
De nombreuses comparaisons entre MDC et codage scalable
ont été menées. Il apparaît que les résultats dépendent beaucoup
des implémentations, des caractéristiques du canal, des méca-
nismes de transmission et éventuellement de retransmission … 
Dans [159], on compare un codeur scalable protégé par FEC
avec un schéma MDC sur un canal binaire symétrique et sur un
canal à effacement aléatoire. Il apparaît que le MDC ne surpas-
se le codeur scalable que lorsque les conditions de transmission
sont réellement mauvaises. Dans [158], on compare un codeur
MDC semblable à [157] et le codec H.263 sur un réseau sans fil
EGPRS (Enhanced General Packet Radio Services). Il est
observé que le codeur scalable n’est pas moins bon que le
codeur MDC. Les auteurs montrent également que dans le cas
de deux canaux sans fil, le simple fait de répartir un flux mono-
couche entre les deux canaux permet d’obtenir de meilleures
performances que le MDC et que le codeur scalable !
Cependant, les auteurs se sont autorisés un délai de décodage de
3 secondes, ce qui rend possible la retransmission de la couche
de base. 
Dans [137], on montre que le codage scalable peut se montrer
plus performant que le codage MDC si l’on utilise une alloca-
tion soigneuse des paquets entre les deux chemins.
Dans [172], on compare un codeur JPEG MD par transformée
polyphase et un codeur JPEG progressif. Dans le cas où la
retransmission de la couche de base est impossible, on montre
que le MDC est toujours meilleur. Si les deux flux (MDC et sca-
lable) sont transmis via UDP, le schéma MDC est meilleur dès
que le taux de perte de paquets dépasse 2%. Dans le cas où la
couche de base peut être retransmise via TCP de façon fiable, le
MDC n’est avantageux que si le temps mis par les paquets à
aller puis revenir de l’émetteur au récepteur (RTT pour Round-
Trip delay Time) est long. Des conclusions identiques ont été
tirées dans [194] où l’on compare le codage vidéo MD compen-
sé en mouvement [191] et le codage scalable (en débit) H.263+
sur un réseau sans fil à sauts multiples. De même dans [111], où
l’on compare un codage MPEG-2 dans un schéma MDC par
quantification et un codeur scalable 3D-SPIHT[96].
Dans [211], on montre que le MDC est meilleur lorsque le taux
de perte de paquets est plus important et les délais plus longs,
alors que le codage scalable est plus adapté à de faibles taux de
pertes et des délais raisonnables. On constate également que le
MDC combiné à de l’ARQ donne de meilleures performances.
Dans [28], on compare deux schémas MDC par splitting et un
schéma scalable, et on montre que le schéma scalable donne de
meilleures performances lorsqu’on peut optimiser le calendrier
d’envoi des paquets au sens débit-distorsion.
Il est donc difficile de conclure quant à la supériorité de l’un des
schémas. En général, le MDC a l’avantage lorsque les
contraintes de délais sont importantes, ou lorsqu’il n’y a pas de
feedback, ou lorsque le RTT est trop long. Si le réseau et les
applications supportent la transmission prioritaire ou le contrô-
le d’erreurs, alors le codage scalable peut donner de meilleurs
résultats.
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4.3.2 Le MDC face aux codes correcteurs d’erreurs
Au lieu de faire en sorte que le codeur produise directement plu-
sieurs descriptions, il est également possible d’utiliser des codes
correcteurs d’erreurs sur différentes partitions d’un flux scalable
[149][132].
Les approches par FEC ajoutent de la redondance inter-paquets
(codes Tornado, fontaine, Reed-Solomon) et peuvent également
entrelacer les paquets pour limiter l’impact des pertes en rafale.
Le gros avantage de cette technique est la possibilité de généra-
liser facilement le problème à un nombre arbitraire de descrip-
tions à partir de n’importe quel flux vidéo scalable. Cependant,
une augmentation du nombre de descriptions provoque une aug-
mentation du délai de décodage. De plus, le taux de redondan-
ce doit être fixé à l’avance. Selon le taux d’erreurs, la redon-
dance peut être insuffisante ou au contraire superflue.
L’utilisation des codes FEC est donc délicate dans un environ-
nement variable tel que celui des réseaux sans fil. 
Il existe de nombreuses variantes combinant FEC, ARQ, UEP et
MDC, chaque approche ayant ses avantages et ses inconvé-
nients [187][202][197][180][179]. Parmi les codes les plus pro-
metteurs récemment introduits dans la littérature, on trouve la
grande famille des codes fontaines dont la particularité est
d’être sans rendement (rateless) c’est-à-dire pour lesquels le
taux de codage est variable selon le besoin de l’application ou
de l’utilisateur. Font partie de cette famille des codes fontaine
[117], dont notamment les codes LT (Luby Transform) [115] et
les codes Raptor [171] et les codes en-ligne [130] qui sont des
codes Raptor non systématiques.
L’UEP est une solution bien adaptée aux sources encodées de
façon progressive (scalable). La question est alors de définir
quelles portions du flux doivent être protégées pour un débit
donné [155], [101].
La combinaison du codage scalable avec l’UEP est étudiée dans
[34][178]. Dans [174], on étudie la génération de codes sca-
lables à descriptions multiples pour des applications de multi-
cast et de broadcast dans des réseaux à pertes de paquets. Dans
[177] on construit des descriptions multiples scalables asymé-
triques à l’aide de codes Reed-Solomon. 
La simplicité des FEC ainsi que leurs bonnes performances a
conduit à leur utilisation massive, dans le cas où le taux de perte
est connu de façon précise. Sinon, le MDC reprend l’avantage.
Dans [65][64][31], on utilise un schéma MDC à base de trames
harmoniques appliqué à des coefficients DCT ou d’ondelettes.
Les auteurs concluent à la supériorité du MDC, qui obtient des
distorsions moins grandes pour un nombre différent de descrip-
tions reçues. De plus, le schéma MDC fondé sur les trames
s’avère plus robuste aux conditions fluctuantes du réseau car il
ne souffre pas de l’effet de «chute brutale» (cliff-effect), qui
peut être très important dans certains scénarios très réalistes.
5. Conclusions 
et perspectives
Le domaine des techniques existantes permettant d’améliorer la
qualité d’une transmission de données HTML et vidéo sur un
lien de type IP sans fil est particulièrement riche. On y trouve
des approches diverses et souvent complémentaires, qui ont
pour objet soit d’améliorer la transmission du signal par ajout de
diversité (chemin, antennes …) sur un canal propice aux
erreurs, soit d’améliorer la reconstruction en réception du signal
dégradé par la transmission. Différents axes restent néanmoins
à approfondir, parmi lesquels on peut citer la gestion d’efface-
ments et non plus seulement d’erreurs par le décodage souple
(HTML ou vidéo), l’ajout de techniques de retransmissions y
compris pour des flux de type multicast, ou l’amélioration de
techniques MIMO. 
Il reste également à combiner et à comparer ces différentes tech-
niques présentées, et ce en particulier dans des cas plus pra-
tiques et des canaux moins « théoriques » . Explorer différentes
solutions de diversité et de codage conjoint ainsi que leur com-
binaison en conditions réelles, afin d’offrir une plus grande
adaptabilité des applications et services de téléchargement et
diffusion dans des conditions d’utilisation, est l’un des défis à
relever pour faire enfin migrer ces différentes techniques d’amé-
lioration de robustesse et de diversité du monde de la recherche
à un monde plus pratique. Ainsi, se plaçant dans le cas d’une
transmission sur une pile radio 802.11n, standard qui intègre
l’usage d’antennes multiples, on pourra s’intéresser aux perfor-
mances des algorithmes de décodage robuste et ce notamment
en modifiant de manière adéquate, via un mécanisme trans-
couches, les différentes couches protocolaires pour permettre la
remontée d’informations des couches basses, telles que des
paquets contenant des informations erronées, voire les informa-
tions souples correspondantes. Également, en se plaçant dans le
cas plus particulier dans le cas des transmissions de point à mul-
tipoints, le problème du développement de solutions adaptées
par insertion de diversité de codage (via notamment des codes
Fontaine) dans un routage ad hoc de type pair à pair et de la
comparaison d’une telle approche avec l’emploi de la diversité
par codage à descriptions multiples. Ces travaux pourront en
particulier mettre en avant les intérêts ou inconvénients d’em-
ployer une séparation de l’information sous forme de codage
scalable (introduisant des dépendances entre les couches) ou
sous forme de codage par descriptions multiples (sans dépen-
dance entre les descriptions mais moins efficace en rendement
de compression). Enfin de manière plus générale, il sera inté-
ressant de se pencher sur le problème de la modélisation théo-
rique de l’ajout de protection et de diversité selon les variations
de la source à transmettre, du canal de transmission et des
demandes spécifiques de l’utilisateur ou de l’application consi-
dérée.
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