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Total and state selective nl-electron capture cross sections are presented for highly charged ions Z=4–10,
14, 18, and 26 colliding with water molecules. The energy range investigated was from 10 eV /amu v
=0.02 a.u. to 100 keV /amu v=2 a.u.. An initialization for the 1B1 and 3A1 orbitals of the water molecule
is introduced based on the one center expansion of Moccia and compared to our previous studies based on a
hydrogenic approximation within the microcanonical ensemble. The Z dependence of the calculated total cross
sections is in reasonable agreement with the recent data of Mawhorter et al. Phys. Rev. A 75, 032704 2007
and is improved over previous results. The energy dependence of the n- and l-level populations is investigated.
The K-shell x-ray emission cross sections are determined by using the calculated state-selective electron
capture results as input and then applying hydrogenic branching and cascading values for the photon emission.
Our results compare favorably with experimental data from the KVI-Groningen, Jet Propulsion Laboratory and
Lawrence Livermore National Laboratory groups.
DOI: 10.1103/PhysRevA.77.022709 PACS numbers: 34.70.e, 32.30.Rj, 32.70.Fw, 95.30.Ky
INTRODUCTION
State-selective single electron capture CX induced by
highly stripped multiply charged ions colliding with atoms
and molecules in general produces an excited ion that decays
via photon emission. The resulting spectra are extremely sen-
sitive to how the different n , l states for the projectile are
populated during the charge exchange reaction. As such, the
study of these collision systems provides a severe test for
theoretical models which in general face a twofold problem:
computation times that for high-Z projectiles are prohibitive
and the determination for the description of complex reac-
tants such as molecular targets.
For collision energies E100 keV /amu, several theoret-
ical methods have been used to estimate the capture cross
sections. Quantum mechanical techniques such as the atomic
and molecular orbital methods provide accurate values for
systems where the basis sets can be of reasonable size, such
as low-charged projectiles and light atomic targets like H and
He at energies where the ionization continuum is unimpor-
tant 1,2. Albeit other much simpler methods, such as the
multichannel Landau-Zener LZ 3 and classical trajectory
Monte Carlo CTMC methods 4,5, allow greater flexibility
and provide general scaling relationships for molecular tar-
gets or high charge state projectiles 6.
The LZ and CTMC methods early on predicted that the
total cross sections for CX with hydrogen targets scaled lin-
early with charge state at intermediate energies and were
independent of energy for high charge state projectiles, with
a magnitude of roughly Z10−15 cm2 3,7,8. Further-
more, CTMC calculations showed that the most probable
principle quantum number for capture scales as q3/4 9. This
result was also later derived within the framework of the
classical over-the-barrier model 10.
Even though the total and n-selective cross sections can
be qualitatively predicted by different methods, the l orbital
angular momentum levels produced by electron capture are
elusive. In general, the l levels tend to have statistical popu-
lations proportional to 2l+1, at the higher energies, while
low values of l dominate for very slow collisions 9. An
accurate description of this energy dependence is crucial for
the determination of the line emission cross sections at inter-
mediate collision energies since the photon branching ratios
are directly tied to the initial nl distributions.
The experimental work in this field has grown consider-
ably in recent years, motivated by observations of x-ray
emission from comets as they transit our solar system. This
CX driven process was discovered in 1996 by means of the
ROSAT satellite and since then, x-ray emission from more
than 15 comets have been analyzed by this and other satel-
lites. It is now recognized that the x rays arise from electron
capture collisions between multiply charged ions in the solar
wind and the gases, primarily H2O, surrounding the comet
11. The energy range of interest for the colliding “solar
wind ions” is approximately 0.8 keV /amu to 3.0 keV /amu,
corresponding to the slow and fast components of the solar
wind. From the astrophysical data, it is inferred that the solar
wind ions that dominate soft x-ray emission are primarily
high charge states of carbon and oxygen.
To gain insight into these charge exchange reactions,
laboratory-based work has been performed for systems of
astrophysical interest and complementary sets of data have
been obtained by at least four independent groups. Work at
the Jet Propulsion Laboratory JPL has focused on the de-
termination of the CX total cross sections and the x-ray
emission lines for highly charged ions of C, N, O, and Ne
colliding on H2O, He, H2, and CO2 at collision energies
which are representative of those corresponding to the solar
wind ions 12,13. Work at the Lawrence Livermore National
Laboratory LLNL has used an electron beam ion trap
EBIT with a microcalorimeter detector to measure very
high resolution x-ray data for O8+ collisions on CO2, CH4,
N2, He, and alcohol. Other measurements have employed a
SiLi detector and have investigated bare and H-like Ne col-
lisions on Ne, Fe on N2, Ar on Ar, and Kr on Kr. The EBIT*sotranto@uns.edu.ar
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work was conducted at an energy of 10 eV /amu, which is
two orders of magnitude lower than those observed for the
solar wind ions 14–17. Experiments at KVI-Groningen
have investigated collisions that emit photons in the EUV
range such as He2+ on H2O, CO, CO2, CH4, and O6+ on H2O
18,19. Further experimental work at Belfast was focused
on O6+ collisions with H2O, CO2, CH4, and C4+ on CH4 by
means of the Translational Energy Spectroscopy TES tech-
nique 20. There is also related work in the field which was
carried out with the NIST EBIT H-like and He-like Ne, Ar,
and Kr ions on Ar 21 and the Berlin EBIT Ar18+ on Ar
22.
From the theoretical point of view, astrophysical models
for electron capture reactions have assumed equal population
of the l values, or statistical populations where the ion deex-
cites via photon cascades along the yrast chain n=−1 that
primarily produces just the Lyman alpha line in the x-ray
region 23–25. There are also Landau-Zener calculations
with the l values adjusted to reproduce available data
26,27. A parameter-free approach is provided by the CTMC
model which inherently yields the l-states distribution with-
out invoking any physical limit or ad hoc procedure. Recent
studies have shown that this method is capable of providing
qualitative agreement with laboratory CX cross sections and
line emission cross sections at varying impact energies. Fur-
thermore, the CTMC emission lines convoluted over the
spectrometer’s effective area and energy resolution compare
satisfactorily with the satellite spectra for comets LINEAR
C/1999 S4 and McNaught-Hartley C/1999 T1 28–30 ob-
tained from the Chandra X-ray Observatory CXO satellite.
Line emission cross sections calculated using the CTMC
method for the atomic hydrogen targets have a long history.
They are used as the basis for diagnostics on tokamak fusion
plasmas to determine the concentrations of impurity ions,
Aq+ 31,32. The spectra themselves are further used as a
diagnostic to estimate the plasma temperature by measuring
the broadening of the specific spectral lines, along with de-
termining the plasma rotation via the Doppler shift of the
lines. However, the CTMC calculations have generally been
applied at intermediate collision energies, 1–40 keV /amu,
because these energies correspond to the injection energy of
tokamak fueling and heating H or D neutral beams, along
with the atoms slowing down due to collisions with the
plasma components.
In this paper, we study the CX cross sections as well as
the line emission cross sections resulting from the collision
of ions with Z=4–10, 14, 18, and 26 on H2O molecules.
These systems were chosen because of their direct relevance
to x-ray emission from comets and to provide a broad range
of Z values to determine scaling information. In Sec. II, the
initialization procedure for the active electron is introduced
and compared to the usual hydrogenic approximation used in
our previous studies. The present results are then compared
to the available experimental data as well as to our previous
results in Sec. III. Finally, conclusions and outlook are drawn
in Sec. IV.
THEORETICAL METHOD
We have performed classical trajectory Monte-Carlo
CTMC calculations of the cross sections for single electron
capture 4,5. Hamilton’s equations were solved for a mutu-
ally interacting three-body system. While bare ions are rep-
resented by means of Coulomb potentials, for partially
stripped ions the active electron is considered to evolve un-
der the potential model developed by Green et al. from
Hartree-Fock calculations 33 that was generalized by
Garvey et al. 34. The CTMC method directly includes the
ionization channel and is not limited by basis set size for the
prediction of capture to very high-lying excited states.
A classical number nc is obtained from the binding energy
Ep of the electron relative to the projectile by
Ep = − Zp
2/2nc
2 , 1
where Zp is the charge of the projectile core. Then, nc is
related to the quantum number n of the final state by the
condition
n − 1n − 1/2n1/3 nc nn + 1n + 1/21/3. 2
From the normalized classical angular momentum lc
= n /ncrk, where r and k are position and momentum
of the captured electron relative to the projectile, we relate lc
to the orbital quantum number l of the final state by
l lc l + 1. 3










where lz is the z projection of the angular momentum ob-
tained from the calculations 35.




where Nn , l ,m is the number of events of electron capture
to the nlm level and Ntot is the total number of trajectories
integrated. The impact parameter bmax is the value beyond
which the probability of electron capture is negligibly small.
In order to obtain emission cross sections
em
n,l,m→n,l,m, cascade contributions from higher nn
levels are included and the n , l ,ml populations are multiplied
by hydrogenic branching ratios bl→l for the relevant transi-
tions 36 and by their relative line strengths 35.
Concerning molecular targets, only the H2 target has so
far been formulated for application to the CTMC method
37. In previous articles we considered the hydrogenic ap-
proximation to be valid for molecules in which a particular
reactant was represented by a hydrogen atom Z=1 with an
ionization potential appropriate for the molecule under study.
Furthermore, the position and momentum vector components
were distributed according to the microcanonical distribution
fr,p = k	Ei − p2/2
 − Vr ,
where Ei is the ionization potential and k a normalization
constant.
It has been stated for years that the success of the CTMC
model for light targets can be associated with the fact that the
microcanonical distribution leads to the exact quantum me-
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chanical momentum distribution for the H target. Moreover,
for the He target the quantum mechanical momentum distri-
bution is almost identical to that obtained within the micro-
canonical ensemble when proper model potentials are em-
ployed for the latter 38–40. On the other hand, for
molecular targets such as H2O the hydrogenic approximation
leads to momentum and radial distributions that are in dis-
agreement with their quantum mechanical counterparts.
Since charge exchange processes are strongly dependent on
the target-projectile phase space matching, we are led to con-
clude that an improvement over the hydrogenic approxima-
tion is clearly needed.
To accommodate this fact, we have used a one-center ex-
pansion in terms of Slater functions proposed by Moccia 41
to represent the different H2O orbitals. From these wave
functions we have obtained the corresponding “quantum me-
chanical” momentum and radial distributions associated with
each orbital. In our CTMC method, we have sorted the initial
momentum p value over the Moccia’s momentum distribu-
tion for each orbital and have used the energy conservation
relationship to obtain the corresponding r value. This r value
depends on the choice of the electron-target core interaction
which is assumed to be Coulombic with an effective charge
Zeff. The effective charge has been set in order to provide the
closest possible agreement between the quantum mechanical
and classical radial distributions. We refer to this model as
the mCTMC method.
In the present treatment, we have explicitly considered the
1B1 and 3A1 orbitals of the H2O molecule with their ground
state binding energies of 12.6 eV and 14.7 eV, respectively.
We have not included the 1B2 orbital with a binding energy
of 18.5 eV because the electron capture data of Richardson
et al. 42 for protons colliding with H2O indicates that the
latter makes a negligible contribution to the cross section.
We have used branching ratios of 12 each for the 1B1 and
3A1 molecular orbits, which are consistent with the proton
CX data. The resulting radial and momentum distributions
































































FIG. 1. Color online Momentum and radial distributions for the 1B1 and 3A1 orbitals. Solid line: Quantum mechanical distributions









































FIG. 2. Color online Total single electron capture cross sec-
tions in 7 q keV collisions of Oq+, Nq+, and Neq+ on H2O, CO2, and
CH4 targets as a function of the projectile charge 13,43. The
mCTMC results are for 1 keV /amu.
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are shown and compared in Fig. 1. The explicit value Zeff
=1.6 has been used for both the 1B1 and the 3A1 orbitals.
The present initialization is found to considerably improve
the momentum as well as the radial distributions when com-
pared to the microcanonical, hydrogenic approximation. It is
important to note that Zeff=1.6 is used only for the interac-
tion between the target nucleus and its electron. The interac-
tions of the projectile with the target nucleus and electron are
maintained at their unscreened values so that there is no ar-
tificial acceleration, or deceleration, of the projectile toward
the target in very slow collisions.
RESULTS
In this section, we will begin with the total cross sections,
then systematically proceed to higher levels of the various
partial cross sections. For the total cross sections, data exists
from the JPL experimental group. In their work, CX total
cross sections for different ions colliding with H2O, CH4,
and CO2 have been tabulated and compared to classical over-
the-barrier COB model predictions as well as to our previ-
ous results 13,43. In Fig. 2, 1 keV /amu mCTMC results
are compared to the data as well as to our previously pub-
lished results. We observe an increase in the total cross sec-
tions of about 20–30 % compared to the hydrogenic model.
It is well known for hydrogen targets that the total cross
section scales linearly with the projectile charge Z
10−15 cm2 3,7,8. A similar trend is shown by the data for
the molecular targets considered and is followed by our H2O
calculations. We have observed a very slight deviation from
a linear law. A nonlinear fit in the range of projectiles charges
Z=4–26 at 1 keV /amu considered in this mCTMC work
yields = aZb10−15 cm2 with a=0.580.02 and b
=1.110.01. The exponent deviates slightly from unity and
reflects the varying contributions of the molecular states used
in the calculations.
Our single capture CX cross sections systematically un-
derestimate the data by approximately 25%. One should ex-
pect such a trend since a fraction of the observed single
electron capture by the projectile arises from double capture
followed by Auger emission of one of the electrons before
the projectile is detected. Coincidence measurements of the
projectile and target charge states indicate that the fraction of
double capture autoionizing to single capture events can be
as high as 30–40 % for the heavier rare gas targets such as Ar
and Xe. In these latter cases, there is the maximum number






























































































FIG. 3. Color online n-state selective single electron capture cross sections for 1 keV /amu ions impinging on H2O.
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of electrons in the outer shell available for double capture
with sequential binding energies rising less sharply then for
lighter targets such as H2O. We expect the double capture
with Auger fraction for H2O is less than for the heavy rare
gas systems since the single ionization potential of H2O is
14 eV, while the double ionization threshold is approxi-
mately 41.4 eV.
Proceeding to the partial cross sections, in Fig. 3 are
shown the n-state electron capture cross sections for C6+,O8+,
Ne10+, Si14+, Ar18+, and Fe26+ collisions on H2O at an colli-
sion energy of 1 keV /amu. In agreement with our hydro-
genic results 30, the present distributions closely peak ac-
cording to the 13.6 eV / IPtarget1/2q3/4 scaling 9 predicted
previously, after one considers the target ionization energies
used in the calculations.
To investigate the energy dependence of the n-state partial
cross sections, a similar analysis is shown in Fig. 4 for Si14+,
Ar18+, and Fe26+ ions impinging on H2O at collision energies
of 0.01, 0.1, and 10 keV /amu. Such an analysis has not been
given before for such high charge states. To emphasize any
energy dependence, the calculations span four orders of mag-
nitude. We find that the n distributions broaden considerably
above 1 keV /amu. At 100 keV /u there is a slight shift in the
maxima to higher n levels. This is due to the increasing
importance of electron removal to the ionization channel,
rather than to electron capture. Ionization is removing flux
from the stronger collisions that, at the lower energies, pref-
erably populate the more tightly bound low-n capture states.
In Fig. 4, we have added a dashed curve indicating the
n−3 scaling expected for the population of large n values.
This behavior already predicted by Oppenheimer in 1928
should be expected for high impact energies and, as a result,
it can be seen that only the 100 keV /u results follow this
dependence. Such behavior can only be expected when the
ionization channel is strong enough as to lead to a constant
value for dQ /dE. In this situation, the n−3 behavior for the
high-lying capture levels can be derived by recalling simple
density of states arguments.
Although the n-level partial cross sections are relatively
invariant with collision energy, as shown in Fig. 4, the
nl-level cross sections are extremely sensitive to the collision
energy. Of course, this sensitivity makes it a challenge to





















































































































































FIG. 4. Color online n-state selective single electron capture cross sections for 0.01, 1, and 100 keV /amu Si14+, Ar18+, and Fe26+ ions
impinging on H2O.
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FIG. 5. Color onlinel-state selective single electron capture cross sections for 0.01, 1, and 100 keV /amu O8+, Ar18+, and Fe26+ ions
impinging on H2O.












































FIG. 6. Color online Theoretical line emission cross sections after single electron capture in 1 keV /amu collisions of O8+ and Ne10+
collisions on H2O. The experimental data of Greenwood et al. at 7 q keV have been normalized to the mCTMC absolute values at the Ly
 peak.
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accurately predict the line emission cross sections. To illus-
trate this point, we show the l-state distributions at, or near,
the dominant n level for the O8+, Ar18+, and Fe26+ projectiles
in Fig. 5 at three impact energies of 0.01, 1, and
100 keV /amu. We display the n=5 state for O8+, n=10 for
Ar18+, and the n=13 state for the Fe26+ projectile. At the
lowest impact energies considered, it can be seen that the
distributions peak at low l states 2, 3, and 4, respectively.
However, the maxima of the distributions rapidly shift to
higher l values as the impact energy is increased. We should
note that if the collision energy is pushed to even higher
energies where ionization, not electron capture, dominates
the target electron removal process, the capture process re-
verts back to the population of low l values. This is because
at very high energies the capture process is determined by
velocity vector matching between projectile and target elec-
tron, resulting in preferential capture of electrons with high
eccentricities. The captured electron tends to preserve its ec-
centricity after the capture event, thus leading to enhanced
population of low l-quantum levels.
In Fig. 6, we compare our present results at 1 keV /amu to
the JPL line emission cross sections 13 for O8+ and Ne10+
collisions on H2O. The theoretical results have been cor-
rected to take into account the photon Be window transmis-
sion and the energy resolution of the 102 eV FWHM Ge
detector used in the experiments.
The present results compare well with the data. Since the
data are relative, we have normalized them to our absolute
line emission cross section at the Lyman alpha peak. We
observe some underestimation of the 3p→1s transition for
both projectiles, which is a signature of our neglect of the
double capture followed by single electron Auger emission.
We expect that the inclusion of the latter process would im-
prove the comparison not only to the Ly  line, but also to
the low energy side of the Ly  peak where the data provide
additional evidence of autoionizing double capture 26.
The JPL experimental data for x-ray emission only exist
at one collision energy. Thus, in order to test our predictions
about the energy dependence of the l values against data, we
must resort to a quantity termed the “hardness ratio.” In Fig.
7, we present the “hardness ratio” R, defined as the line
emission cross sections for the np→1s, n2, divided by
that for the Ly  2p→1s value. Sufficient data only exists
for the O8+ system.
In order to extend the energy range of the comparison, we
have included data from LLNL for molecular targets with
similar ionization potentials to that of H2O since this specific
system was not investigated at LLNL. Compared to our pre-
vious results, the mCTMC model corrects the overestimation
of the LLNL data at the lower energies and still provides a
reasonable agreement with the JPL data at impact energies
around 3 keV /amu. The rise of the hardness ratio with de-
creasing energy provides direct evidence of the increasing
population of the low l-values shown above. On the other
hand, the rise shown at the highest energy considered can be
ascribed to the fact that the captured electron tries to preserve
its eccentricity, as already mentioned above, enhancing the
population of low l levels.




























FIG. 7. Color online Hardness ratio for O8+ projectiles as a
function of the impact energy. Theoretical results are presented for
H2O target. Experimental data shown are those of Beiersdorfer at
15 eV /amu 16,28, Greenwood et al. at 3 keV /amu 13, and



















































FIG. 8. Color online Single electron capture partial nl cross
sections for O6+ collisions on H2O as a function of collision energy.
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The O6+ system provides us with a nice opportunity to test
our theoretical predictions over a relatively large energy
range since absolute partial cross sections have been made
available by Bodewits et al. 19. The O6+ projectile is not
fully stripped, thus we have the added uncertainty of imple-
menting a screened potential to represent the projectile, un-
like in the fully stripped projectile systems that we have
considered. However, this ion has considerable relevance
since O6+ is the most abundant solar wind ion after protons
and alpha particles. It has not received attention from the
astrophysical community concerning cometary photon emis-
sion since its emission energy region lies below the detection
limit of the spectrometers on satellites that are used for such
a task. However, when EUV observations become available,
its contribution will be an important component to the spec-
tra.
To represent the O6+ ion, we have used a Garvey potential
derived from Hartree-Fock calculations 34. This allows the
target particles to see the nuclear charge Z=8 when they are
close to the projectile, yet see the fully screened Z=6 charge
at larger distances. Since the electron tends to be captured
mainly to n=4 and 5 with minimal contributions from the s
states, quantum defects play a minor role and the energies for
the captured electron are similar to those obtained with a C6+
projectile. We note that our calculations show that the ex-
plicit consideration of the Garvey potential drastically modi-
fies the l distributions of the captured electrons from that of
an unscreened Z=6 Coulomb potential, and is necessary for
a quantitative description of the collision.
In Fig. 8 we present the data along with our calculations.
We are in agreement with the KVI data that the n=3 levels
make very minor contributions to the spectra. This is in con-
trast to the TES data of Seredyuk et al. who find a large
fraction of the single capture in the n=3 state. Their latter
assignment is most likely due to double capture to 3l ,nl n
4 with the n=3 electron decaying to its ground state via
Auger emission of the other electron in a higher lying level.
This is supported by sample calculations at 1 keV /amu using
a hydrogenic target with a binding energy of 27.5 eV the
second ionization potential for H2O. We find that the elec-
trons captured in such collisions mainly populate the n=3
state 83% of the events and have a cross section magnitude
that is approximately 16% that of capture from the ground
states. Such double capture–Auger processes would not be
observed in the EUV spectra. Moreover, for direct single
capture, neither our calculations nor the KVI results are able
to confirm the TES data indicating that the specific
O5+1s24d level dominates the single capture reaction,
rather we find it is all of the O5+1s2n=4 levels.
What is surprising in both the KVI data and our calcula-
tions is the rapid rise in the 3d+4f cross section with colli-
sion energy. Here, the observations followed the 3d→2p
transition, so that other contributions from the yrast chain
must be considered. As shown in Fig. 5, the preference for
population of the largest l values has a rapid energy depen-
dence. Our calculations indicate that the extreme energy de-
pendence is due not only to a rapid increase in the 4d con-
tribution, but is also due to the 5g state that contributes
significantly at the highest energies.
In Fig. 9, we show the total electron capture cross sections
for O6+ collisions on H2O. We have also plotted the partial
contributions arising from the n=3,4 states and the 5g state
to compare with the KVI data. Since Bodewits et al. obtain
the capture cross sections indirectly from their line emission
cross sections, they attach the discrepancy between their re-
sults and those obtained by Mawhorter at 2.6 keV /amu to
autoionizing double electron capture.
Our mCTMC calculations also do not explicitly include
the autoionizing double capture. Thus, our total cross section
also underestimates the result of Mawhorter et al. On the
other hand, in contrast to the KVI data, we obtain a signifi-
cant number of capture events to the O6+n=5 state, as can
be clearly inferred from Fig. 9. Furthermore, we are unable
to account for the energy dependence of the total cross sec-
tion that is obtained from the EUV spectra.
CONCLUSIONS
In this paper we have presented a theoretical description
of charge exchange reactions between highly charged ions
with Z=4–10, 14, 18, and 26 colliding with H2O molecules.
The reaction was studied over a large energy interval with a
range of projectile charges in order to provide information on
the systematic trends of the partial cross sections along with
their expected line emission spectra.
We have introduced an initialization for the active elec-
tron that provides a more accurate representation of the mo-
mentum and radial distributions for H2O. We find that the
present model improves upon the description of single elec-
tron capture total cross sections when compared to the
hydrogenic-microcanonical CTMC model employed in the
past. Furthermore, the l distributions of the captured elec-
trons appear to be more accurately described as inferred from
the present results for the hardness ratio.
We have also studied the collision of O6+ projectiles on
H2O, a system recently investigated by the KVI and the Bel-
























mCTMC Total CX cross section
FIG. 9. Color online Total electron capture cross sections for
O6+ collisions on H2O as a function of the collision energy.
S. OTRANTO AND R. E. OLSON PHYSICAL REVIEW A 77, 022709 2008
022709-8
the projectile needs to be explicitly considered. We are in
general agreement with the absolute nl-partial cross sections
obtained from the EUV spectra, and provide an explanation
for the energy dependence of the 3d→2p photon transition.
However, we are not in accord with the interpretation of the
TES measurements that the O5+4d level dominates the
single capture product states.
It is clear from the present analysis that further theoretical
and experimental work is needed concerning multiple cap-
ture followed by Auger stabilization in collisions involving
highly charged ions with the H2O molecule.
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