Abstract. Let {X n ,n 1} be a sequence of ϕ -mixing random variables with non-identical distribution and {a ni ;1 i n,n 1} be an array of real constants. In this paper, we study the strong law of large numbers for the maximal weighted sums of ϕ -mixing random variables. The results obtained generalize and improve the previous known result of Bai and Cheng (Z.D. Bai and P.E. Cheng, 2000. Marcinkiewicz strong laws for linear statistics. Statist. Probab. Lett. vol. 46, no. 2, for independent and identically distributed random variables to ϕ -mixing case.
Introduction
Throughout this paper, let {X n , n 1} be a sequence of random variables defined on a probability space (Ω, , P). It is desirable to know that the Kolmogorov strong law of large numbers and the Maricinkiewicz strong law of large numbers are defined as follows:
X i → 0 almost surely (a.s., in short) and 1 n 1/r n ∑ i=1 X i → 0 a.s. for 1 < r < 2.
For more general case, Bai and Cheng [1] showed an extension of the Maricinkiewicz strong law of large numbers for weighted sums of independent and identically distributed (i.i.d., in short) random variables under certain moment conditions as follows.
THEOREM A. (Bai and Cheng, [1] ) Suppose that 1 < α , β < ∞, 1 p < 2 and 1/p = 1/α + 1/β . Let {X, X n ; n 1} be a sequence of i.i.d. random variables with EX = 0 , and let {a ni ;1 i n, n 1} be an array of real constants such that
Inspired by Bai and Cheng [1] , our main purpose of this paper is to generalize and improve the above result of Bai and Cheng [1] for i.i.d. random variables to the case of ϕ -mixing. We study the strong law of large numbers for ϕ -mixing random variables without assumptions of identical distribution. As an application, a strong law of large numbers for weighted sums of ϕ -mixing random variables is obtained. The results presented in this work are obtained by using the truncated method and the maximal type inequality of ϕ -mixing random variables by Wang et al [2] .
Firstly, we will recall the definition of ϕ -mixing random variables. Let {X n ; n 1} be a sequence of random variables defined on a fixed probability space (Ω, F, P). Let n and m be positive integers. Write F m n = σ (X i ; n i m) . For any given two σ -algebras ℑ, ℜ in , let
Define the ϕ -mixing coefficients by
A sequence {X n ; n 1} of random variables is said to be a ϕ -mixing sequence of random variables if ϕ (n) ↓ 0 as n → ∞.
The concept of ϕ -mixing random variables was introduced by Dobrushin [3] . Many applications have been found. For example, we can refer to: Dobrushin [3] , Chen [4] and Utev [5] for central limit theorem, Herrndorf [6] and Peligrad [7] for weak invariance principle, Wang et al [2, 8, 9] for some moment inequalities and complete convergence, and so forth.
We will use the following concept in this paper. DEFINITION 1.2. Let {X n ; n 1} be a sequence of random variables and let X be a random variable. If there exists a constant C (0 < C < ∞) such that
for all t 0 and n 1, then {X n ; n 1} is said to be stochastically dominated by X . In order to prove our main results of this paper, we need the following lemmas. LEMMA 1.1. (Wang et al [2] ) Let {X n ; n 1} be a sequence of ϕ -mixing random variables satisfying
Assume that EX n = 0 and E|X n | q < ∞ for all n 1 and q 2 . Then there exists a positive constant C = C (q) depending only on q and ϕ( ) such that
for each a 0 and n 1 . In particular,
for each n 1 .
Let {X n ; n 1} be a sequence of random variables which is stochastically dominated by a random variable X . For any u > 0 , t > 0 and n 1 , the following two statements hold:
where C 1 and C 2 are positive constants.
Main Results
Throughout this paper, the symbol C will stand for a positive constant whose value may change from one appearance to the next, and a n = O(b n ) will mean a n C(b n ). Now, we state and prove the main results of this paper.
THEOREM 2.1. Let {X n ; n 1} be a sequence of ϕ -mixing random variables which is stochastically dominated by a random variable X with E|X| β < ∞. Sup-
Then,
Proof of Theorem 2.1. For fixed n 1, define
It is easy to check that
Firstly, we will show that
For 0 < γ < α , it follows from (2.1) and c r inequality that
For γ α , it also follows from (2.1) and Hölder inequality that
So, we can see that
Hence, by Borel-Cantelli lemma, we easily get that P (Z i = 0, i.o.) = 0 . It follows that
Secondly, we will show that
When 0 < β 1 , it follows from E|X| β < ∞, Markov inequality, (1.8) of Lemma 1.2 and (2.5) that
When β > 1 , it also follows from E|X| β < ∞, EX n = 0 , Markov inequality, (1.9) of Lemma 1.2 and (2.5) that
(2.8) and (2.9) yield (2.7). Finally, we will show that
, it follows from Markov inequality and Lemma 1.1 that
Hence, to prove (2.10), we need only to prove that I 31 < ∞ and I 32 < ∞. It follows from E|X| β < ∞, c r inequality, (1.8) of Lemma 1.2 and (2.5) that
By (2.5), we can have that
Cn for α 2 and
It follows from c r inequality, Markov inequality, (2.12) and Lemma 1.2 that 
