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SKEW DIVIDED DIFFERENCE OPERATORS IN THE NICHOLS
ALGEBRA ASSOCIATED TO A FINITE COXETER GROUP
CHRISTOPH BA¨RLIGEA
Abstract. Let (W,S) be a finite Coxeter system with root system R and with set of
positive roots R+. For α ∈ R, v, w ∈ W , we denote by ∂α, ∂w and ∂w/v the divided
difference operators and skew divided difference operators acting on the coinvariant algebra
of W . Generalizing the work of Liu [15], we prove that ∂w/v can be written as a polynomial
with nonnegative coefficients in ∂α where α ∈ R+. In fact, we prove the stronger and
analogous statement in the Nichols-Woronowicz algebra model for Schubert calculus on W
after Bazlov [4]. We draw consequences of this theorem on saturated chains in the Bruhat
order, and partially treat the question when ∂w/v can be written as a monomial in ∂α where
α ∈ R+. In an appendix, we study related combinatorics on shuffle elements and Bruhat
intervals of length two.
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1. Introduction
Let Sm be the symmetric group onm letters. In [15], Liu proves that skew divided difference
operators ∂w/v where v, w ∈ Sm can be written as polynomials with nonnegative integer
coefficients in divided difference operators of the form ∂ij where 1 ≤ i < j ≤ m. Liu actually
proves the stronger and analogous statement for the Fomin-Kirillov algebra Em as introduced
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in [11] (i.e. he uses considerably less relations among the generators) by constructing an
explicit and manifestly positive formula for the elements xw/v ∈ Em which act via ∂w/v.
Thereby, he gives an affirmative answer to a conjecture of Kirillov [14, Conjecture 2]
Closely following these ideas, we generalize in the present work Liu’s results from type A
to an arbitrary finite Coxeter group W . Instead of the Fomin-Kirillov algebra restricted to
the symmetric group, we use the Nichols-Woronowicz algebra model for Schubert calculus on
W after Bazlov [4] as an algebra model for elements with controlled relations acting on the
coinvariant algebra SW of W via divided difference operators.
In this introduction, we give an account of the generalization of positivity in classical
terms, i.e. in terms of operators acting on SW . The reader should bear in mind that almost
all arguments in this article take place instead in Bazlov’s Nichols algebra associated to W ,
and are related to the introduction only in the very end. We present the material here in
this classical language just to make it accessible to everyone. After we have recalled basic
definitions, we will come to the precise statements of the results in Subsection 1.4.
1.1. Coxeter groups. Let (W,S) be a Coxeter system such that W is a finite Coxeter
groups. We call the elements of S simple reflections. For each pair of simple reflections s
and s′, we denote by m(s, s′) the Coxeter integer, i.e. the necessarily finite order of ss′ in W
(cf. [13, Proposition 5.3]). By definition, we clearly have m(s, s) = 1 for all s ∈ S. Let hR
be a real vector space of dimension |S|. We choose a basis ∆ of hR and a bijection between
∆ and S. We denote the image of β ∈ ∆ under the bijection ∆
∼
→ S by sβ. We define
m(β, β ′) = m(sβ, sβ′) for all β, β
′ ∈ ∆. We define a symmetric bilinear form B on hR by
setting B(β, β ′) = − cos π
m(β,β′)
and by extending bilinearly. There exists a well-defined action
of the Coxeter group W on hR which is uniquely determined on generators by the assignment
sβ(x) = x− 2B(x, β)β for all β ∈ ∆ and for all x ∈ hR (cf. [13, loc. cit.]). The corresponding
representation W → AutR(hR) is faithful by [13, Corollary 5.4]. This representation is called
the geometric representation of W . The geometric representation is irreducible if and only if
(W,S) is irreducible ([6, Chapter V, § 4, no 8, Corollary of Theorem 2]). Finally, note, since
W is assumed to be finite, the bilinear form B becomes a W -invariant scalar product on hR
([6, Chapter V, § 4, no 8, Theorem 2] and [13, Proposition 5.3]).
To the situation above, we attach a reduced root system R and a partial order “≤” on R
as in [13, Section 5.4]. The set of positive elements of R with respect to this partial order is
denoted by R+. The elements of R+ are called positive roots. The elements of ∆ are called
simple roots. For a root α, we denote by sα ∈ W the reflection associated to α (cf. [13,
Section 5.7]). The reflection sα acts on hR via the familiar formula (analogous to the formula
for sβ where β ∈ ∆).
We denote the length function on W by ℓ. For two elements v, w ∈ W , we define ℓ(v, w) =
ℓ(w) − ℓ(v) for brevity. We denote the strong Bruhat order on W by “≤”. We will call it
simply “Bruhat order”. We denote the covering relation in the Bruhat order by “⋖”. We
denote the weak left Bruhat order by “≤ℓ”.
Notation 1.1. Throughout the text, we denote by wo the unique longest element of W .
Convention 1.2. Throughout the text, we repeatedly use the fundamental results [13, Propo-
sition 5.2 and 5.7] without referencing.
1.2. Coinvariant algebra ([4, Subsection 1.2]). Let h = hR ⊗R C considered as a C-vector
space. The scalar product B on hR extends to a nondegenerate symmetric bilinear form on h
which we still denote by B. Consequently, the geometric representation extends to a faithful
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representation W → AutC(h), and the bilinear form B on h becomes W -invariant under the
corresponding action. Let S(h) be the symmetric algebra on h considered as a Z≥0-graded
algebra in the category of W -modules. We refer to elements of S(h) as polynomials. Let IW
be the ideal in S(h) generated by W -invariant polynomials without constant term. The ideal
IW is a Z≥0-graded and W -stable ideal in S(h). Hence, the quotient S(h)/IW , denoted by
SW from now on, becomes a Z≥0-graded algebra in the category of W -modules. This algebra
is called the coinvariant algebra of W .
Remark 1.3. Note that S0W
∼= C and S1W
∼= h as W -modules. We will from now on identify
the Z≥0-degree zero and one component of SW with C respectively h.
Remark 1.4. Note that both algebras S(h) and thus SW are commutative. Furthermore, note
that SW considered as a C-vector space is of finite dimension |W |.
1.3. Divided difference and skew divided difference operators. Let α ∈ R. We
define a C-linear endomorphism ∂α acting from the left on SW by the formula ∂α =
1−sα
α
.
The operator ∂α is called a divided difference operator. Let w ∈ W , and let sβ1 · · · sβℓ
be a reduced expression of w. Then, we define ∂w = ∂β1 · · ·∂βℓ . The operator ∂w is well-
defined, i.e. independent of the choice of the reduced expression of w, because the divided
difference operators ∂β where β ∈ ∆ satisfy the nilCoxeter relations, and in particular the
braid relations.
Notation 1.5 (Notation 5.11). Let w ∈ W . Let sβ1 . . . sβℓ be a fixed reduced expression of
w. Let β = (β1, . . . , βℓ) be the sequence of simple roots corresponding to the fixed reduced
expression of w. Let J be any subset of {1, . . . , ℓ}. For all 1 ≤ j ≤ ℓ, we define ∂βj (J) = sβj
if j ∈ J and = ∂βj if j /∈ J . Using this notation, we further define ∂
β
J = ∂
β
1 (J) · · ·∂
β
ℓ (J). All
the defined operators are supposed to be C-linear endomorphism acting from the left on SW .
Convention 1.6. Let J ⊆ Z. From now on, whenever we write a product
∏
J , we mean the
product taken according to the natural total order on J induced by the natural total order
on Z.
Definition 1.7 (Corollary 5.13). Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a fixed
reduced expression of w. Let β = (β1, . . . , βℓ) be the sequence of simple roots corresponding
to the fixed reduced expression of w. Then, the expression v−1
∑
J ∂
β
J , where the sum ranges
over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J sβj is a reduced expression of v, is
independent of β, i.e. independent of the choice of the reduced expression of w, and we can
define ∂w/v to be equal to this expression. If v, w ∈ W are such that v 6≤ w, then we define
further ∂w/v = 0. We call ∂w/v where v, w ∈ W a skew divided difference operator.
Example 1.8 (Example 5.4). Let w ∈ W . It follows directly from the definition that we have
∂w/1 = ∂w and ∂w/w = 1.
Theorem 1.9 (Corollary 5.15). Let w ∈ W and φ, ψ ∈ SW . Then we have
∂w(φψ) =
∑
v≤w
(∂v(φ))(v∂w/v(ψ)) .
1.4. Summary of results. Since ∂−α = −∂α and w∂αw
−1 = ∂w(α) for all w ∈ W and all
α ∈ R, it is clear from Definition 1.7 that ∂w/v where v, w ∈ W can be written as a polynomial
in ∂α where α ∈ R
+. However, the naive expression for ∂w/v resulting from Definition 1.7 will
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be in general not positive, in the sense that all coefficients are nonnegative integers. This
problem is solved by the literal generalizations of Liu’s theorems.
Theorem 1.10 (Corollary 6.13). Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a
reduced expression of wov. Let αi = sβℓ · · · sβi+1(βi) for all 1 ≤ i ≤ ℓ. Then we have
∂w/v =
∑
J
∏
j∈J
∂αj
where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj is a
reduced expression of wow. Here, the set J¯ denotes the complement of a subset J in {1, . . . , ℓ}.
Corollary 1.11 (Corollary 6.16). Let v, w ∈ W be such that v ≤ w. Let β ∈ ∆ be such that
v < sβv. Let v
′ = sβv, w
′ = sβw, α = v
−1(β) for brevity. Then we have ∂w/v = ∂α∂w/v′ if
w > w′ and = ∂α∂w/v′ + ∂w′/v′ if w < w
′.
The recursive formula in Corollary 1.11 serves equally well as the formula in Theorem 1.10
to produce a positive expression for ∂w/v where v ≤ w. Indeed, this can be seen by induction
on ℓ(v). The induction base is given by Example 1.8.
Example 1.12 (Corollary 7.2). Let v, w ∈ W be such that v ⋖ w. Let α ∈ R+ be uniquely
determined by the equation v = wsα. Then we have ∂w/v = ∂α.
Theorem 1.13 (Theorem 7.5). Let W be a simply laced Weyl group. Let v, w ∈ W be such
that v ≤ w and such that ℓ(v, w) = 2. Then, there exist positive roots α, γ such that α 6= γ
and such that ∂w/v = ∂α∂γ.
Organization. In Section 2 and 3, we recall basic notions about the Yetter-Drinfeld category
over a Hopf algebra with invertible antipode, and more specific, over the group algebra of an
arbitrary group. In Section 4, we recall the setup and some theorems of [4] concerning the
Nichols algebra BW associated to a finite Coxeter group W . In Section 5, we introduce the
elements xw/v ∈ BW where v, w ∈ W which parametrize skew partial derivatives acting onBW
– the “Nichols analogue” of skew divided difference operators as introduced in Definition 1.7.
Generalizing and following [15], we prove in Section 6 that xw/v are positive elements of BW
for all v ≤ w. In Section 7, we prove monomial properties, most notably Theorem 7.5 –
the analogue of Theorem 1.13 in BW . Section 8 is devoted to further generalizations to the
relative setting xw/v. Section 9 is devoted to combinatorial consequences of positivity on
saturated chains in the Bruhat order. Finally, in Section 10, we relate the abstract results to
the classical situation, thereby proving all of the claims in this introduction.
Appendix A on shuffle elements and Bruhat intervals of length two is completely inde-
pendent from the rest of the text. Vice versa, we use as only input from the appendix
Theorem A.37 once in the proof of Theorem 7.5. A reader only interested in the combina-
torics of Weyl groups can go directly after this introduction to Appendix A.
Acknowledgment. The support of the German Research Foundation (DFG) is gratefully
acknowledged. The author thanks Pierre-Emmanuel Chaput, the host of this research project
in Nancy. The author thanks Nicolas Perrin for an invitation to Versailles to give a talk on
the subject of this paper.
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2. Yetter-Drinfeld category over a Hopf algebra
In this section, we recall general notions around the Yetter-Drinfeld category over a Hopf
algebra (with invertible antipode). For more detailed informations on the axiomatics of
monoidal and braided monoidal categories, we refer the reader to [10, 17]. In case of more
specific topics, such as Yetter-Drinfeld modules, free braided groups and Nichols algebras, we
follow the references [1, 4, 5]. A reader familiar with this setup can go directly to the next
section.
Throughout the discussion, we fix a field k and a Hopf algebra H over k with invertible
antipode S. We denote by ∇ the multiplication, by η the unit, by ∆ the comultiplication
and by ǫ the counit.
Convention 2.1. We use the notation∇, η,∆, ǫ, S for the fixed Hopf algebraH but also “gener-
ically” for every other Hopf algebra which will arise, may it be braided (cf. Definition 2.12)
or not. Similarly, we denote the coaction on a H-comodule generically by δ.
Convention 2.2. From now on, we will always use Sweedler notation. We denote the m-fold
coproduct of an element h (regardless of which Hopf algebra or braided Hopf algebra) by
h(1) ⊗ · · · ⊗ h(m). We denote the coaction on an element v (regardless of which H-comodule)
by v(−1) ⊗ v(0).
Definition 2.3. A Yetter-Drinfeld module V overH or simply a Yetter-DrinfeldH-module V
is simultaneously a left H-module and left H-comodule such that the compatibility condition
δ(hv) = h(1)v(−1)S(h(3))⊗ h(2)v(0)
is satisfied for all h ∈ H and all v ∈ V . A morphism of Yetter-Drinfeld H-modules is
simultaneously an H-module and H-comodule homomorphism. The category of all Yetter-
Drinfeld H-modules with these morphisms is denoted by HHYD, and called Yetter-Drinfeld
category over H .
Example 2.4. We equip k with a H-module and H-comodule structure defined by the equa-
tions hλ = ǫ(h)λ and δ(λ) = 1⊗ λ for all h ∈ H and all λ ∈ k. These structures are clearly
compatible and make k into a Yetter-Drinfeld H-module. We call this Yetter-Drinfeld H-
module the trivial Yetter-Drinfeld H-module. From now on, whenever we speak about k in
the context of Yetter-Drinfeld H-modules, it will be endowed with the structure of the trivial
Yetter-Drinfeld H-module.
The category HHYD is a braided monoidal category. The tensor product V ⊗W of two Yetter-
Drinfeld H-modules V andW is given by the usual tensor product V ⊗kW of k-vector spaces
equipped with the H-module and H-comodule structure defined by the equations
h(v ⊗ w) = h(1)v ⊗ h(2)w and δ(v ⊗ w) = v(−1)w(−1) ⊗ v(0) ⊗ w(0)
for all h ∈ H , v ∈ V , w ∈ W . One can check that this H-module and H-comodule structure
makes V ⊗W into a Yetter-Drinfeld H-module, and that the corresponding bifunctor ⊗ along
with the unit object k as in Example 2.4 and along with the obvious natural equivalences
make HHYD into a monoidal category. The braiding ΨV,W : V ⊗W → W ⊗ V of two Yetter-
Drinfeld H-modules V and W is given by ΨV,W (v ⊗ w) = v(−1)w ⊗ v(0) for all v ∈ V and all
w ∈ W . The braiding ΨV,W of V and W is an isomorphism in the Yetter-Drinfeld category
over H with inverse Ψ−1V,W given by Ψ
−1
V,W (w ⊗ v) = v(0) ⊗ S
−1(v(−1))w for all v ∈ V and all
w ∈ W . One can check that the corresponding natural equivalence Ψ makes the monoidal
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category HHYD into a braided monoidal category. The natural equivalence Ψ is called the
braiding of HHYD. △
Convention 2.5. For simplicity, whenever we work with monoidal categories, we will always
suppress the natural associativity isomorphisms in our notation, as well as all other natural
isomorphisms related to monoidal categories.
Remark 2.6. Less interesting, the category HHYD is in addition to Ψ equipped with a sym-
metric braiding, denoted by τ , which makes it into a symmetric monoidal category. For two
Yetter-Drinfeld H-modules V and W , the component τV,W : V ⊗ W → W ⊗ V is simply
given by swapping the two tensor factors. The Yetter-Drinfeld category over H will always
be considered as a braided monoidal category equipped with the nontrivial braiding Ψ as in
the paragraph above. The symmetric braiding τ is only explicitly needed in the next section.
Convention 2.7. We often suppress the subscripts in the braiding of two Yetter-Drinfeld H-
modules V and W . If it is understood from context which V and W are meant, we simply
write Ψ instead of ΨV,W , with the effect that Ψ has a double meaning as natural equivalence
and its component at (V,W ). The very same convention as for Ψ also applies to τ .
A Yetter-Drinfeld H-module is said to be rigid if it admits a left dual in the sense of [17,
Definition 9.3.1].
A Yetter-Drinfeld H-module is rigid if and only if it is finite dimensional. Let V be a finite
dimensional Yetter-Drinfeld H-module. We equip the usual dual V ∗ of V as a k-vector space
with the structure of an H-module and H-comodule defined by the equations:
(hf)(v) = f(S(h)v) for all h ∈ H , f ∈ V ∗, v ∈ V ,
δ(f) = f(−1) ⊗ f(0) for all f ∈ V
∗, uniquely determined by
f(−1)f(0)(v) = S
−1(v(−1))f(v(0)) for all v ∈ V .
More explicitly, the H-comodule structure can be defined in coordinates as follows. Let
e1, . . . , en be a basis of V with dual basis e
∗
1, . . . , e
∗
n of V
∗. Let hij ∈ H be such that
δ(ei) =
∑
j hij⊗ ej where here and in the following equations in this paragraph i and j range
through {1, . . . , n}. Then we define δ(e∗i ) =
∑
j S
−1(hji) ⊗ e
∗
j and extend linearly. One can
check that this latter definition is independent of the choice of the basis of V and coincides
with the abstract definition of the coaction in the displayed equation above. Furthermore,
one can check that the compatibility condition is satisfied for the H-module and H-comodule
structure defined in this way on V ∗. Thus, V ∗ becomes a Yetter-Drinfeld H-module. The
familiar evaluation and coevaluation maps in the category of vector spaces turn out to be
morphisms in the category of Yetter-Drinfeld modules over H , and make V ∗ into the left
dual of V . For example, the coevaluation morphism k→ V ⊗V ∗ is given by λ 7→ λ
∑
i ei⊗e
∗
i
where e1, . . . , en is a basis of V and e
∗
1, . . . , e
∗
n is the corresponding dual basis of V
∗. Note
that this definition is independent of the choice of the basis of V . △
Convention 2.8. The left dual V ∗ of a finite dimensional Yetter-Drinfeld H-module V is
unique up to isomorphism. We always denote by V ∗ the left dual of V equipped with the
structure of a Yetter-Drinfeld H-module as in the paragraph above.
Convention 2.9. Let V and W be finite dimensional Yetter-Drinfeld H-modules. Then, V
and W as well as V ⊗W are rigid. As in [17, Figure 9.7(c) and equation on page 444], we
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always identify the left dual of V ⊗ W with W ∗ ⊗ V ∗ (mind the order of the factors); in
formulas (V ⊗W )∗ =W ∗ ⊗ V ∗.
Notation 2.10. Let V be a finite dimensional Yetter-Drinfeld H-module. We always denote
by evV the evaluation pairing V
∗ ⊗ V → k of V .
Definition 2.11 ([17, Lemma 9.2.12]). Let A and B be two algebras in HHYD. We equip the
tensor produce A⊗ B with the multiplication defined by the composite morphism
A⊗ B ⊗ A⊗ B
1⊗Ψ⊗1
−−−−→ A⊗ A⊗ B ⊗ B → A⊗ B
where the second arrow is given by the tensor product of multiplication in A with multipli-
cation in B. We also equip A⊗B with the unit defined by 1 7→ 1⊗1. These structures make
A⊗B into an algebra in HHYD which is denoted by A⊗B and called braided tensor product
algebra. The multiplication in A⊗B is called twisted multiplication in A⊗B.
Definition 2.12 ([1, Definition 1.7]). A braided Hopf algebra A in HHYD is simultaneously
an algebra and coalgebra in HHYD such that ∆: A → A⊗A and ǫ : A → k are algebra
homomorphisms and such that A admits an antipode (which is clearly also assumed to be
a morphism in the Yetter-Drinfeld category over H). A braided Z≥0-graded Hopf algebra A
in HHYD is a braided Hopf algebra in
H
HYD which admits a Z≥0-grading A =
⊕∞
m=0A
m of
Yetter-Drinfeld H-modules such that all of the structure morphisms of A become Z≥0-graded
morphisms in the Yetter-Drinfeld category over H . (Note that the tensor product of Z≥0-
graded Yetter-Drinfeld H-modules is equipped with the obvious Z≥0-grading, as well as that
k is equipped with the trivial Z≥0-grading concentrated in degree zero.)
Remark 2.13. Similarly as the antipode in an ordinary Hopf algebra is an anti algebra and
anti coalgebra homomorphism (cf. [10, Proposition 5.3.6]), the antipode in a braided Hopf
algebra in HHYD is a braided anti algebra and braided anti coalgebra homomorphism, in the
sense that the identities
S ◦ ∇ = ∇ ◦Ψ ◦ (S⊗ S) and ∆ ◦ S = (S⊗ S) ◦Ψ ◦∆
are fulfilled (cf. [17, Equation (9.39) on page 477]).
Definition 2.14 ([5, Subsection 5.3]). Let A and B be braided Hopf algebras in HHYD. A
Hopf duality pairing between A and B is a morphism 〈−,−〉 : A ⊗ B → k in the Yetter-
Drinfeld category over H such that
〈φψ, x〉 =
〈
φ, x(2)
〉 〈
ψ, x(1)
〉
, 〈φ, xy〉 =
〈
φ(2), x
〉 〈
φ(1), y
〉
,
〈1, x〉 = ǫ(x) , 〈φ, 1〉 = ǫ(φ) , 〈S(φ), x〉 = 〈φ, S(x)〉 ,
for all φ, ψ ∈ A and all x, y ∈ B.
2.1. Braided factorial. Let m ∈ Z>0 and let n = m−1. Let Sm be the symmetric group on
m letters. For all 1 ≤ i ≤ n, we denote by si the ith simple transposition, i.e. the permutation
which swaps the ith and the (i+ 1)th letter and fixes all other letters.
Let V be a Yetter-Drinfeld H-module. Let 1 ≤ i ≤ n. We denote by Ψi the k-linear
endomorphism of V ⊗m defined by
1⊗ · · · ⊗ 1︸ ︷︷ ︸
(i−1) factors
⊗ΨV,V ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
(m−i−1) factors
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where ΨV,V acts on the ith and (i + 1)th tensor factor of V
⊗m. Let σ ∈ Sm. Let si1 · · · siℓ
be a reduced expression of σ (where 1 ≤ i1, . . . , iℓ ≤ n). Then we define a k-linear endomor-
phism of V ⊗m by the equation Ψσ = Ψi1 · · ·Ψiℓ . The endomorphism Ψσ is well-defined, i.e.
independent of the choice of the reduced expression of σ, because the Ψi’s satisfy the braid
relations as a consequence of the axioms imposed on the braiding Ψ in the braided monoidal
category HHYD. Finally, we define a k-linear endomorphism [m]!V of V
⊗m by the equation
[m]!V =
∑
σ∈Sm
Ψσ .
The endomorphism [m]!V is called braided factorial or braided (Woronowicz) symmetrizer.
Note that the braided factorial has a factorization in terms of braided integers (cf. [4, Sub-
section 2.5] and [5, Subsection 5.5]). We will often drop the subscript in the braided factorial
and simply write [m]! instead of [m]!V if it is clear from context on the mth tensor power of
which Yetter-Drinfeld H-module V the endomorphism [m]! acts.
2.2. Free braided group ([5, Subsection 5.4 and 5.5]). Let V be a Yetter-Drinfeld H-
module. The Z≥0-graded tensor algebra T (V ) can be equipped with the structure of a
braided Z≥0-graded Hopf algebra in
H
HYD which is uniquely determined by the requirement
that we keep the algebra structure and the Z≥0-grading from the the tensor algebra and by
the requirement that the additional structure morphisms satisfy
∆(v) = v ⊗ 1 + 1⊗ v , ǫ(v) = 0 , S(v) = −v
for all v ∈ V . The tensor algebra equipped with this structure is called free braided group.
From now on, we think of T (V ) always as a free braided group. Note that the comultiplication
in the free braided group can be explicitly described in terms of braided binomial coefficients
(cf. [5, Subsection 5.4]).
Let V be a finite dimensional Yetter-Drinfeld H-module. Then, there exists a Hopf duality
pairing 〈−,−〉 between T (V ∗) and T (V ) which is uniquely determined by the requirement
that the restriction of 〈−,−〉 to V ∗⊗V equals the evaluation pairing of V . While the unique-
ness of 〈−,−〉 is rather obvious, we want to recall its explicit construction as follows: By
definition, the pairing 〈−,−〉 vanishes on V ∗⊗m⊗ V ⊗m
′
whenever m 6= m′ and its restriction
to V ∗⊗m ⊗ V ⊗m is given by
evV ⊗m ◦ (1⊗ [m]!V ) = evV ⊗m ◦ ([m]!V ∗ ⊗ 1)
for all m,m′ ∈ Z≥0. Here, the last displayed equation follows since ΨV,V and ΨV ∗,V ∗ are
adjoint with respect to the evaluation pairing of V ⊗2. Note that, for example, in the last
displayed equation of the construction, Convention 2.9 is in force. Concretely, this means
that evV ⊗m considered as a morphism V
∗⊗m ⊗ V ⊗m → k must be evaluated from inner
tensors to outer tensors. Starting from the explicit construction, using the description of the
comultiplication in the free braided group in terms of braided binomial coefficients (cf. [5,
loc. cit.]) and using the braided binomial theorem (cf. [5, Subsection 5.5]), one can verify that
〈−,−〉 is indeed a Hopf duality pairing between T (V ∗) and T (V ) whose restriction to V ∗⊗V
equals the evaluation pairing of V . We denote this pairing from now on and everywhere by
〈−,−〉. It will be clear from context which free braided groups are paired.
2.3. Nichols algebra. Let V be a finite dimensional Yetter-DrinfeldH-module. Let Wor(V )
be defined as
⊕∞
m=0 ker [m]!V . Using the axioms of the Hopf duality pairing between T (V
∗)
and T (V ) and arguments as in its explicit construction in the previous subsection, one can
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verify that Wor(V ) is a Z≥0-graded Hopf ideal in T (V ) which is called the Woronowicz ideal
of V . The quotient T (V )/Wor(V ), denoted by B(V ) from now on, therefore becomes a
braided Z≥0-graded Hopf algebra with the structure inherited from the free braided group.
The algebra B(V ) is called the Nichols algebra of V . The Hopf duality pairing between
T (V ∗) and T (V ) clearly descends to a Hopf duality pairing between B(V ∗) and B(V ) which
is still denoted by 〈−,−〉. By definition, the Hopf duality pairing between B(V ∗) and B(V )
is nondegenerate. The Nichols algebra of V satisfies the following properties:
• B(V )0 ∼= k and B(V )1 ∼= V are isomorphic as Yetter-Drinfeld H-modules.
• B(V ) is generated as an algebra by B(V )1.
• The primitive elements of B(V ) are precisely the element in B(V ) of Z≥0-degree one.
The first two properties are obvious from the definition while the third corresponds to [1,
Proposition 2.2(i)]. Note that these properties characterize the Nichols algebra of V up
to isomorphism (cf. [1, Proposition 2.2(iv)]). Therefore, they often serve as an axiomatic
definition of B(V ) (cf. [1, Definition 2.1]). If no confusion arises, we will from now on
identify the Z≥0-degree zero and one component of B(V ) with k respectively V as depicted
in the first item above.
Remark 2.15. Let V be a finite dimensional Yetter-Drinfeld H-module. From the explicit
construction in the previous subsection, it is clear that the Hopf duality pairing between
B(V ∗) and B(V ) vanishes on B(V ∗)m ⊗B(V )m
′
where m,m′ ∈ Z≥0 such that m 6= m
′.
2.4. Braided differential calculus. Let V be a finite dimensional Yetter-Drinfeld H-
module. We define a left action of the algebra B(V ∗) on B(V ) by sending an element
ξ ∈ B(V ∗) to the k-linear endomorphism
−→
D ξ of B(V ) defined by the equation
−→
D ξ(x) =
〈
ξ, x(1)
〉
x(2)
for all x ∈ B(V ). Similarly, we define a right action of the algebra B(V ) on B(V ∗) by sending
an element x ∈ B(V ) to the k-linear endomorphism
←−
Dx of B(V
∗) defined by the equation
(φ)
←−
Dx = φ(1)
〈
φ(2), x
〉
for all φ ∈ B(V ∗). We call
−→
D ξ and
←−
Dx where x ∈ B(V ) and ξ ∈ B(V
∗) braided left and
right partial derivatives.
Remark 2.16. Let ξ ∈ B(V ∗) be homogeneous of Z≥0-degree m. Then, the operator
−→
D ξ
decreases the Z≥0-degree of homogeneous elements of B(V ) by m. Consistently with this
behavior, we call m the order of
−→
D ξ. Similarly, let x ∈ B(V ) be homogeneous of Z≥0-degree
m. Then, the operator
←−
Dx decreases the Z≥0-degree of homogeneous elements of B(V
∗) by
m, and we call m the order of
←−
Dx.
Let v ∈ V . The braided right partial derivative
←−
D v is uniquely determined via the condition
(ψ)
←−
Dv = ψ(v) for all ψ ∈ V
∗ and the so-called braided Leibniz rule
(φψ)
←−
Dv = φ
(
(ψ)
←−
D v
)
+
(
(φ)
←−
Dv(0)
)(
S−1(v(−1))ψ
)
for all φ, ψ ∈ B(V ∗).
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Finally, let x ∈ B(V ) and let ξ ∈ B(V ∗). Then, we note that
−→
D ξ and multiplication by ξ
from the right in B(V ∗) are adjoint with respect to the Hopf duality pairing, and similarly
that
←−
Dx and multiplication by x from the left in B(V ) are adjoint. In formulas, we have
〈φ,
−→
D ξ(y)〉 = 〈φξ, y〉 and 〈(φ)
←−
Dx, y〉 = 〈φ, xy〉
for all y ∈ B(V ) and for all φ ∈ B(V ∗). In particular, these formulas yield the equation
(1) 〈ξ, x〉 = ǫ(
−→
D ξ(x)) = ǫ((ξ)
←−
Dx) .
3. Yetter-Drinfeld category over a group
In this section, we specialize the setting from the previous section from an arbitrary Hopf
algebra with invertible antipode to the group algebra of a group Γ. We investigate structure
specific to the free braided group and the Nichols algebra associated to a finite dimensional
Yetter-Drinfeld module V over kΓ, most notably the maps ρ and S¯ as endomorphisms of
T (V ) and B(V ) (cf. Definition 3.5 and Remark 3.13). These maps already occur in [15] with
the sole difference that there a nonstandard braiding of kΓ
kΓYD (different from the braiding
introduced in Section 2, to be precise: its inverse) is in use. Nevertheless, the results and their
proofs are analogous. With reference to [15], we sometimes leave the obvious modifications
to the reader.
Throughout the discussion, we fix a group Γ. From now on, we specialize to the setting
where H is given by the group algebra kΓ. For brevity, we write ΓΓYD =
kΓ
kΓYD, and call
Γ
ΓYD
the Yetter-Drinfeld category over Γ. We call the objects of ΓΓYD Yetter-Drinfeld modules
over Γ or simply Yetter-Drinfeld Γ-modules.
A Yetter-Drinfeld Γ-module V will be identified with a Γ-module V equipped with a Γ-
grading V =
⊕
g∈Γ Vg of k-vector spaces such that the compatibility condition hVg = Vhgh−1
holds for all g, h ∈ Γ. Here, we set Vg = {v ∈ V | δ(v) = g ⊗ v}. All other structure
attached to this situation as in the last section, such as the tensor product and the braiding
in ΓΓYD, specializes nicely under this identification. The explicit formulas are written in [4,
Subsection 4.1]. For example, the left dual V ∗ of a finite dimensional Yetter-Drinfeld Γ-
module V has Γ-grading given by V ∗ =
⊕
g∈Γ V
∗
g where V
∗
g is the linear dual of Vg for all
g ∈ Γ.
Remark 3.1. Let A and B be braided Hopf algebras in ΓΓYD. Let 〈−,−〉 be a Hopf duality
pairing between A and B. Then, the Hopf duality pairing is Γ-equivariant, in the sense that
〈gφ, gx〉 = 〈φ, x〉 for all g ∈ Γ, φ ∈ A, x ∈ B. Indeed, this follows directly because the Hopf
duality pairing is a morphism in the Yetter-Drinfeld category over Γ.
Definition 3.2. Let V be a Yetter-Drinfeld Γ-module. Then we can define a new Yetter-
Drinfeld Γ-module V op which is equal to V as Γ-module but the Γ-grading is defined as
V opg = Vg−1 for all g ∈ Γ, i.e. the coaction is given by δ
op = (S ⊗ 1) ◦ δ. It is clear that the
compatibility condition is satisfied for V op.
Remark 3.3. Let V and W be Yetter-Drinfeld Γ-modules. A morphism ρ : V op → W (or
equivalently a morphism ρ : V → W op) in the Yetter-Drinfeld category over Γ is simply a
Γ-module homomorphism V →W which satisfies in addition δ ◦ ρ = (S⊗ ρ) ◦ δ.
Convention 3.4. Let A be a braided Z≥0-graded Hopf algebra in the Yetter-Drinfeld category
over Γ. We call an element x ∈ A homogeneous if it is homogeneous with respect to the
Z≥0-grading and with respect to the Γ-grading.
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Definition 3.5. Let V be a Yetter-Drinfeld Γ-module of dimension n. Let v1, . . . , vn be
a basis of V . Then we define a k-linear map ρ : T (V ) → T (V ) by setting ρ(vi1 · · · vim) =
vim · · · vi1 for each sequence 1 ≤ i1, . . . , im ≤ n and by extending linearly. Furthermore, we
define a k-linear map S¯ : T (V )→ T (V ) by setting S¯(x) = (−1)mρ(S(x)) for each homogeneous
element x ∈ T (V ) of Z≥0-degree m and by extending linearly. It is easy to see that the map
ρ and consequently the map S¯ do not depend on the choice of the basis of V .
Convention 3.6. Similarly as in Convention 2.1, we use the notation ρ and S¯ generically for
the maps just defined on free braided groups, regardless which free braided group (see also
Remark 3.13).
Proposition 3.7 ([15, Proposition 2.10(a),(b),(c)]). Let V be a Yetter-Drinfeld Γ-module.
We have the following properties of ρ and S¯:
(1) The maps ρ and S¯ are Z≥0-graded morphisms T (V )
op → T (V ) in the Yetter-Drinfeld
category over Γ.
(2) The maps ρ and S¯ are the identity in Z≥0-degree zero and one.
(3) The map ρ is an anti algebra homomorphism, i.e. we have ρ ◦ ∇ = ∇ ◦ τ ◦ (ρ ⊗ ρ),
i.e. we have ρ(xy) = ρ(y)ρ(x) for all x, y ∈ T (V ).
(4) Let x ∈ T (V ) be a homogeneous element of Γ-degree g. Then we have S¯(xy) =
S¯(x)(gS¯(y)) for all y ∈ T (V ). Diagrammatically, this means that S¯ ◦ ∇ = ∇ ◦ τ ◦Ψ ◦
(S¯⊗ S¯).
(5) The map S¯ is an anti coalgebra homomorphism, i.e. we have ∆ ◦ S¯ = (S¯⊗ S¯) ◦ τ ◦∆,
i.e. we have S¯(x)(1) ⊗ S¯(x)(2) = S¯(x(2))⊗ S¯(x(1)) for all x ∈ T (V ).
(6) The maps ρ and S¯ are involutions, i.e. ρ2 = S¯2 = 1. The antipode S : T (V ) → T (V )
is invertible.
Proof. Item (1),(2),(3) are obvious from the definition of the maps ρ and S¯. Item (4) cor-
responds to [15, Proposition 2.10(a)] and can be deduced immediately from Remark 2.13.
Item (5) corresponds to [15, Proposition 2.10(c)]. Ad Item (6). The statement that the map
ρ is an involution can be easily seen from the original definition or using induction on the
Z≥0-degree and Item (3). The statement that the map S¯ is an involution corresponds to [15,
Proposition 2.10(b)]. The statement that the antipode on T (V ) is invertible follows from the
definition of S¯ and the fact that the maps ρ and S¯ are invertible (as they are involutions as
it was just explained). 
Remark 3.8. Let V be a Yetter-Drinfeld Γ-module. Let v1, . . . , vm ∈ V be homogeneous
elements of Γ-degrees g1, . . . , gm respectively. Then it follows immediately from Proposi-
tion 3.7(2),(4) that S¯(v1 · · · vm) = v1(g1v2) · · · (g1 · · · gm−2vm−1)(g1 · · · gm−1vm).
Remark 3.9. Let V be a finite dimensional Yetter-Drinfeld Γ-module. Then, it follows im-
mediately from Proposition 3.7(1),(2) that 〈φ, ρ(x)〉 =
〈
φ, S¯(x)
〉
= 〈φ, x〉 for all x ∈ T (V )
and for all homogeneous φ ∈ T (V ∗) of Z≥0-degree less or equal than one. (By the explicit
construction of the Hopf duality pairing between T (V ∗) and T (V ), note that all three terms
of the previous equation are zero if φ is homogeneous of Z≥0-degree > 1.)
Proposition 3.10 ([15, Proposition 2.10(e)]). Let V be a finite dimensional Yetter-Drinfeld
Γ-module. Then the morphism ρ and S¯ are adjoint with respect to the Hopf duality pairing
in the sense that we have
〈
φ, S¯(x)
〉
= 〈ρ(φ), x〉 and
〈
S¯(φ), x
〉
= 〈φ, ρ(x)〉 for all x ∈ T (V )
and all φ ∈ T (V ∗).
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Proof. Let x ∈ T (V ) and φ ∈ T (V ∗). We prove the first claimed equality. Under the
identification V ∗∗ = V (cf. [17, Proposition 9.3.2]), the second follows from the first applied
to V ∗. To this end, by linearity, we may assume that φ = f1 · · ·fm for some fi ∈ V
∗. In view
of Proposition 3.7(3),(5) and Remark 3.9, we compute〈
φ, S¯(x)
〉
=
〈
f1, S¯(x)(m)
〉
· · ·
〈
fm, S¯(x)(1)
〉
=
〈
f1, S¯(x(1))
〉
· · ·
〈
fm, S¯(x(m))
〉
=
〈
fm, x(m)
〉
· · ·
〈
f1, x(1)
〉
= 〈fm · · · f1, x〉 = 〈ρ(φ), x〉 . 
Corollary 3.11. Let V be a finite dimensional Yetter-Drinfeld Γ-module. Let I = Wor(V )
be the Woronowicz ideal of V . Then we have S(I) = ρ(I) = S¯(I) = I.
Proof. From Proposition 3.10, it is immediate that ρ(I) ⊆ I and that S¯(I) ⊆ I. From Propo-
sition 3.7(6), we see that both inclusions are actually equalities. Since I is a Hopf ideal, we
know in advance that S(I) ⊆ I. Since S is self-adjoint and invertible (cf. Proposition 3.7(6)),
it is clear that S−1 is also self-adjoint. Hence, we find that S−1(I) ⊆ I which gives the desired
equality for the antipode. 
Remark 3.12. Let V be as in the statement of Corollary 3.11. The antipode on T (V ) is
actually adjoint to the antipode on T (V ∗) and similarly for their inverses. We used the term
“self-adjoint” in a sloppy but suggestive way in the proof of Corollary 3.11.
Remark 3.13. Let V and I be as in the statement of Corollary 3.11. In view of Corollary 3.11,
we see that the maps ρ and S¯ pass from the free braided group T (V ) to the quotient B(V )
simply by defining x+ I 7→ ρ(x) + I and x+ I 7→ S¯(x) + I where x ∈ T (V ). We denote the
maps on the level of the quotient again by ρ and S¯ and take care that no confusion arises.
In particular, all the properties discussed so far for the maps ρ and S¯ on the level of the free
braided group (e.g. Proposition 3.7) hold equally well on the level of the Nichols algebra. If
we need one of the above properties of ρ or S¯ on the level of the Nichols algebra, we will
simply refer to one of the results explicitly stated on the level of the free braided group.
Definition 3.14. Let V be a finite dimensional Yetter-Drinfeld Γ-module. We define a
left action of the algebra B(V ) on B(V ∗) by sending an element x ∈ B(V ) to the k-linear
endomorphism
−→
D ◦x of B(V
∗) defined by the equation
−→
D ◦x(φ) = (φ)
←−
D ρ(x) for all φ ∈ B(V
∗).
This algebra action is well-defined in view of Proposition 3.7(2),(3). Similarly, we define a
right action of the algebra B(V ∗) on B(V ) by sending an element ξ ∈ B(V ∗) to the k-linear
endomorphism
←−
D ◦ξ of B(V ) defined by the equation (x)
←−
D ◦ξ =
−→
D ρ(ξ)(x) for all x ∈ B(V ).
We call
−→
D◦x and
←−
D◦ξ where x ∈ B(V ) and ξ ∈ B(V
∗) opposite braided left and right partial
derivatives.
Convention 3.15. Let V be a Yetter-Drinfeld Γ-module. Via the antipode on kΓ, the vector
space V is also naturally equipped with a right Γ-action. Explicitly, we define vg = g−1v for
all g ∈ Γ and all v ∈ V . For a given g ∈ Γ, we will denote by the same symbol g ∈ Autk(V )
either the homothety v 7→ gv or the homothety v 7→ vg. It will be clear from the context
what is meant by g – either an element of Γ or one of the two homotheties. It will also be
clear which of the two homotheties is meant.
Remark 3.16. Let V be a finite dimensional Yetter-Drinfeld Γ-module. With the Conven-
tion 3.15 in mind, it is easy to see that we have g
−→
D ξg
−1 =
−→
D gξ and g
←−
Dxg
−1 =
←−
D gx for
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all g ∈ Γ, x ∈ B(V ), ξ ∈ B(V ∗). The equalities are meant to be as k-linear endomor-
phisms of B(V ) respectively of B(V ∗). A similar remark applies to the opposite braided
left and right partial derivatives. We have g
−→
D◦xg
−1 =
−→
D ◦gx and g
←−
D◦ξg
−1 =
←−
D ◦gξ for all
g ∈ Γ, x ∈ B(V ), ξ ∈ B(V ∗). To see the claims in this remark, we use Proposition 3.7(1) and
Remark 3.1.
Remark 3.17 (Elaboration of Remark 2.16). Let V be a finite dimensional Yetter-Drinfeld
Γ-module. Let ξ ∈ B(V ∗) be homogeneous of Γ-degree g. Then, the operator
−→
D ξ multiplies
the Γ-degree of homogeneous elements of B(V ) by g from the left. Moreover, by Proposi-
tion 3.7(1), the operator
←−
D ◦ξ multiplies the Γ-degree of homogeneous elements of B(V ) by g
−1
from the left. Similarly, let x ∈ B(V ) be homogeneous of Γ-degree g. Then, the operator
←−
Dx
multiplies the Γ-degree of homogeneous elements of B(V ∗) by g from the right. Moreover,
by proposition loc. cit., the operator
−→
D◦x multiplies the Γ-degree of homogeneous elements of
B(V ∗) by g−1 from the right.
Remark 3.18 (Braided Leibniz rule over Γ). Let V be a finite dimensional Yetter-Drinfeld
Γ-module. Let v ∈ V be homogeneous of Γ-degree g (where V is considered as Z≥0-degree
one component of B(V )). In view of Convention 3.15, the braided Leibniz rule now takes the
form
(φψ)
←−
Dv = φ((ψ)
←−
Dv) + ((φ)
←−
Dv)(ψg)
for all φ, ψ ∈ B(V ∗).
4. The Nichols algebra associated to a finite Coxeter group
In this section, we recall the construction of the Yetter-Drinfeld module and the Nichols
algebra BW associated to a finite Coxeter group W which are due to Bazlov [4]. We also
recall the embedding of the nilCoxeter algebra into the Nichols algebra BW which correspond
to a result of [4, Theorem 6.3]. This will be the framework in which we work from the next
section on and for the rest of this article.
From now on and throughout the discussion, we fix a finite Coxeter system (W,S) with
all of the notation attached to this situation as in Subsection 1.1.
4.1. The Yetter-Drinfeld module associated to a finite Coxeter group ([4, Subsec-
tion 4.2]). Let [α] where α ∈ R be a collection of linearly independent symbols. We define a
k-vector space VW by the equation
VW =
⊕
α∈R
k[α]
/
spank{[α] + [−α] | α ∈ R} .
For all α ∈ R, let xα be the image of [α] in VW . We clearly have x−α = −xα for all α ∈ R.
It is also clear that the collection xα where α ∈ R
+ forms a basis of VW . We introduce
a W -action VW by defining wxα = xw(α) for all w ∈ W and all α ∈ R. We introduce a
W -grading on VW by assigning for all α ∈ R to xα the W -degree sα. Both the W -action
as well as the W -grading are clearly well-defined. Moreover, they satisfy the compatibility
condition. In this way, the vector space VW becomes a Yetter-Drinfeld W -module. We call
VW the Yetter-Drinfeld module associated to the finite Coxeter group W .
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4.2. Identification ([4, Subsection 4.4]). In case of the Yetter-Drinfeld W -module VW , we
have a canonical choice of a homogeneous basis, i.e. of a basis consisting of homogeneous
vectors, namely xα where α ∈ R
+. This choice of a basis induces a canonical isomorphism
VW
∼
→ V ∗W of Yetter-Drinfeld W -modules by sending for each α ∈ R
+ the basis vector
xα to its natural dual x
∗
α. As in [4, Subsection 4.4], we will from now on identify V
∗
W
with VW via the inverse of this isomorphism. Under this identification, ΨV ∗W ,V ∗W becomes
identified with ΨVW ,VW , Wor(V
∗
W ) with Wor(VW ), and B(V
∗
W ) with B(VW ). We simply write
BW = B(VW ) = B(V
∗
W ) and call BW the Nichols algebra associated to the finite Coxeter
group W . This identification makes the Hopf duality pairing between B(V ∗W ) and B(VW )
into a nondegenerate symmetric bilinear form BW ⊗BW → k whose restriction to VW ⊗ VW
is given by xα ⊗ xα′ 7→ δα,α′ for all α, α
′ ∈ R+.
Remark 4.1 ([15, Subsubsection 2.3.3]). Using the coassociativity in BW , it is easy to see
that we have
(
−→
D ξ(φ))
←−
Dx =
←−
D ξ((φ)
−→
Dx) =
〈
ξ, φ(1)
〉
φ(2)
〈
φ(3), x
〉
for all x, φ, ξ ∈ BW . This equality can be rephrased by saying that the left and right action
of BW on itself via braided partial derivatives are compatible. Hence, we can simply write
the above displayed expression as
−→
D ξ(φ)
←−
Dx. A similar remark applies to the actions via
opposite braided left and right partial derivatives. We can simply write
−→
D◦x(φ)
←−
D◦ξ for all
x, φ, ξ ∈ BW .
Proposition 4.2 ([15, Proposition 2.10(d)]). We have the equation
−→
D ξ(S¯(x)) = S¯((x)
←−
D ρ(ξ))
for all x, ξ ∈ BW .
Proof. Let x, ξ ∈ BW . Bearing the symmetry of the Hopf duality paring BW ⊗ BW → k in
mind, we easily compute using Proposition 3.7(5) and Proposition 3.10 that
−→
D ξ(S¯(x)) =
〈
ξ, S¯(x)(1)
〉
S¯(x)(2)
=
〈
ξ, S¯(x(2))
〉
S¯(x(1))
=
〈
ρ(ξ), x(2)
〉
S¯(x(1))
= S¯(x(1))
〈
x(2), ρ(ξ)
〉
= S¯((x)
←−
Dρ(ξ)) . 
Remark 4.3. We can state the result of Proposition 4.2 more compactly. For all ξ ∈ BW ,
we have
−→
D ξ ◦ S¯ = S¯ ◦
−→
D◦ξ as k-linear endomorphisms of BW . By Proposition 3.7(6) we can
equivalently say: For all ξ ∈ BW , we have S¯ ◦
−→
D ξ =
−→
D◦ξ ◦ S¯ as k-linear endomorphisms of
BW .
Example 4.4. We give examples of some simple relations which hold in BW . Let α, γ, δ ∈ R
be such that α and γ are orthogonal. Then we have x2δ = 0 and xαxγ = xγxα. Indeed, a
simple computation shows that xδ ⊗xδ and xα⊗xγ − xγ ⊗ xα considered as elements of V
⊗2
W
lie in the kernel of [2]! = 1 + Ψ. Similarly, one can check the Fomin-Kirillov relation in BW
(i.e. the nontrivial defining relation of the Fomin-Kirillov algebra, cf. [15, Proposition 2.1(d),
Subsection 2.3], [14, Section 6, Equation (ii)] or [11, Definition 2.1, Equation (2.2)]). Indeed,
let α, γ ∈ R be such that α and γ span a root subsystem of R of type A2 with base {α, γ}.
Then we have
xαxα+γ + xα+γxγ − xγxα = 0 .
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4.3. NilCoxeter algebra. From now on and for the rest of the article, we specialize to the
case where k = C. We do so because the results of [4] which we need to use are formulated in
this situation and we want to match up with the references. Strictly speaking, many of the
results in [4] (except the embedding of the coinvariant algebra of W into BW which we recall
in Section 10) and thus our considerations based on them stay valid for an arbitrary field.
We now recall the definition and basic facts of the nilCoxeter algebra and its relation to the
Nichols algebra associated to a finite Coxeter group after Bazlov. For more informations on
the nilCoxeter algebra, its original motivation and its relation to Schubert polynomials via
the “Schubert expression” in type A, we refer the reader to [12].
Let NW be the C-algebra with one generator eβ for each simple root β subject to the
relations e2β = 0 and
eβeβ′eβ · · ·︸ ︷︷ ︸ = eβ′eβeβ′ · · ·︸ ︷︷ ︸
m(β,β′) factors on each side
for all β, β ′ ∈ ∆. The algebra NW is called the nilCoxeter algebra of W and the relations
among the generators of this algebra are called the nilCoxeter relations. Let w be a Coxeter
group element with reduced expression sβ1 · · · sβℓ . Then we define ew = eβ1 · · · eβℓ . This
element is well-defined, i.e. independent of the choice of the reduced expression of w, because
of the nilCoxeter relations. The elements ew where w runs through W form a basis of NW as
a C-vector space. The multiplication table with respect to this basis is given by evew = evw
if ℓ(vw) = ℓ(v) + ℓ(w) and = 0 otherwise. By assigning to each vector ew the Z≥0-degree
ℓ(w) and the W -degree w, the algebra NW becomes a graded
1 algebra with homogeneous
basis ew where w runs through W . In particular, the dimension of NW is given by |W |.
By [4, Theorem 6.3(ii)], there exists a well-defined injective graded1 algebra homomorphism
NW →֒ BW given on generators by eβ 7→ xβ where β ∈ ∆, and extended linearly and
multiplicatively. We denote the image of this homomorphism by N˜W . Also, we denote the
image of ew in N˜W by xw where w ∈ W . With this notation, the vectors xw where w runs
through W become a homogeneous basis of N˜W .
Remark 4.5. Directly by the definition of ρ or by Proposition 3.7(2),(3), we see that ρ(xw) =
xw−1 for all w ∈ W . In particular, this implies that ρ(N˜W ) = N˜W by Proposition 3.7(6). We
will use this trivial observation repeatedly from now on (without referencing).
5. Braided skew partial derivatives
In this section, we introduce the elements xw/v of BW where v, w ∈ W following the
coproduct approach in [15] (Definition 5.1). The braided partial derivatives induced by the
elements xw/v are called braided skew partial derivatives (cf. Definition 5.7). As we will
see in Section 10, these braided skew partial derivatives are a generalization of skew divided
difference operators (as in the introduction, Definition 1.7) in the sense that their restrictions
to SW (to be more precise: the restriction of the left version induced by the circle variant
of xw/v, cf. Notation 5.5 and 5.6) coincide. We investigate the basic properties of braided
skew partial derivatives, e.g. the generalized braided Leibniz rule (Theorem 5.14). Our list of
properties is inspired by well-known classical properties of skew divided difference operators
as they are presented for example in [16, Chapter 2].
1Away from the Yetter-Drinfeld philosophy, graded means in this context graded with respect to Z≥0 and
with respect to W . Similarly, as in Convention 3.4, we also call an element of NW homogeneous if it is
homogeneous with respect to the Z≥0-grading and with respect to the W -grading.
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Let α1, . . . , αm ∈ R
+. On the level of the tensor algebra T (VW ), it easy to see that
∆(xα1 · · ·xαm) ∈
⊕
1≤i1<···<iℓ≤m
T (VW )⊗ Cxαi1 · · ·xαiℓ .
This can be seen for example by induction on m. For the induction step where m > 0, we
expand
∆(xα1 · · ·xαm) = ∆(xα1)∆(xα2 · · ·xαm)
using the definition of the comultiplication restricted to VW (a vector space which consists
of primitive elements of T (VW )), the induction hypothesis applied to the second factor and
the twisted multiplication in T (VW )⊗T (VW ). Let w ∈ W . Let sβ1 · · · sβm be a reduced
expression of w. If we apply the above expansion of the coproduct to the sequence of simple
roots β1, . . . , βm and pass to the quotient BW , we find in view of the characterization of the
Bruhat order in terms of reduced subexpressions (cf. [13, Corollary 5.8(b), Theorem 5.10],
note that all subexpressions 1 ≤ i1 < · · · < iℓ ≤ m which do not result in a reduced expression
sβi1 · · · sβiℓ lead to a vanishing term xβi1 · · ·xβiℓ because of the nilCoxeter relations) that
∆(xw) ∈
⊕
v≤w
BW ⊗ Cxv .
Definition 5.1 ([15, Proposition 2.7]). Let w ∈ W . Thanks to the preceding discussion, we
can define for all v ∈ W such that v ≤ w uniquely determined elements xw/v ∈ BW which
satisfy ∆(w) =
∑
v≤w xw/v ⊗ xv. Furthermore, for all v ∈ W such that v 6≤ w, we define
xw/v = 0.
Remark 5.2. Let v, w ∈ W be such that v ≤ w. Since ∆: BW → BW⊗BW is a Z≥0-graded
algebra morphism in the Yetter-Drinfeld category over W , it follows immediately from the
above definition that xw/v is a homogeneous element of Z≥0-degree ℓ(v, w) and of W -degree
wv−1. To see this, just note that for each u ∈ W , the element xu is homogeneous of Z≥0-
degree ℓ(u) and W -degree u.
Remark 5.3. From the coassociativity of the comultiplication in BW , it is easy to see that
∆(xw/v) =
∑
v≤u≤w xw/u ⊗ xu/v for all v, w ∈ W such that v ≤ w.
Example 5.4 ([16, Chapter 2, Example 1, 2]). Let w ∈ W . It follows directly from the
definition that we have xw/1 = xw and xw/w = 1.
Notation 5.5. For all v, w ∈ W , we write x◦w/v = ρ(xw−1/v−1). This “circle variant” of xw/v
will occur every now and then in our treatment.
Notation 5.6. At this point, it is useful to introduce some new notation. For all α ∈ R, we set
−→
Dα =
−→
Dxα,
←−
Dα =
←−
Dxα,
−→
D ◦α =
−→
D ◦xα,
←−
D◦α =
←−
D◦xα . For all w ∈ W , we set
−→
Dw =
−→
Dxw ,
←−
Dw =
←−
Dxw ,
−→
D◦w =
−→
D ◦xw ,
←−
D ◦w =
←−
D◦xw . For all v, w ∈ W , we set
←−
Dw/v =
←−
Dxw/v and
−→
D◦w/v =
−→
D ◦x◦
w/v
.
Definition 5.7. Let v, w ∈ W . We call the operators
−→
D ◦w/v and
←−
Dw/v braided left and right
skew partial derivative.
Remark 5.8. Let v, w ∈ W be such that v ≤ w. If we extend the order terminology from
Remark 2.16 in the obvious way to opposite braided partial derivatives, then the order of
−→
D◦w/v and
←−
Dw/v is in both cases ℓ(v, w). From Remark 3.17 and 5.2, one can also easily infer
how braided skew partial derivatives modify the W -degree of homogeneous elements of BW .
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Lemma 5.9. Let w ∈ W . Let β ∈ ∆ be such that sβw < w. Let w
′ = sβw for brevity. Then
we have
∆(xw) =
∑
v′≤w′
sβv
′>v′
xβxw′/v′ ⊗ xv′ +
∑
v′≤w′
sβv
′<v′
(xβxw′/v′ + sβxw′/sβv′)⊗ xv′ +
∑
v≤w
v 6≤w′
sβv<v
sβxw′/sβv ⊗ xv .
Proof. Let w, β, w′ be as in the statement. By definition of the comultiplication, we know
that
∆(xw) = ∆(xβxw′) = (xβ ⊗ 1 + 1⊗ xβ) ·
∑
v′≤w′
xw′/v′ ⊗ xv′
where · denotes the twisted multiplication in BW⊗BW . If we multiply out, the first summand
can be written as ∑
v′≤w′
sβv
′>v′
xβxw′/v′ ⊗ xv′ +
∑
v′≤w′
sβv
′<v′
xβxw′/v′ ⊗ xv′
and the second summand can be written as∑
v′≤w′
sβv
′>v′
sβxw′/v′ ⊗ xβxv′
because all terms v′ ≤ w′ such that sβv
′ < v′ vanish by the nilCoxeter relations. It is clear
that we only have to examine the second summand more closely. Let v′ ∈ W be arbitrary
such that sβv
′ > v′. By [8, Theorem 1.1(II)(ii)], we then have v′ ≤ w′ if and only if v ≤ w
where v = sβv
′. (Recall that clearly w′ < sβw
′ = w by definition.) If we now replace v′
by v = sβv
′ in the summation in the previous displayed formula, we see because of the just
mentioned equivalence that it equals∑
v≤w
sβv<v
sβxw/sβv ⊗ xv .
If we finally split this summation according to∑
v′≤w′
sβv
′<v′
+
∑
v≤w
v 6≤w′
sβv<v
and rearrange, we find the desired formula for ∆(xw). 
Corollary 5.10. Let w ∈ W . Let β ∈ ∆ be such that sβw < w. Let w
′ = sβw for brevity.
Then we have
xw/v′ = xβxw′/v′ if v
′ ≤ w′, sβv
′ > v′,
xw/v′ = xβxw′/v′ + sβxw′/sβv′ if v
′ ≤ w′, sβv
′ < v′,
xw/v = sβxw′/sβv if v ≤ w , sβv < v , v 6≤ w
′.
Moreover, there exists no v ∈ W such that v ≤ w, sβv > v, v 6≤ w
′. This means that the
three cases above are exhaustive.
Proof. Let w, β, w′ be as in the statement. If we compare the expression for ∆(xw) with
respect to β from Lemma 5.9 with the defining expansion ∆(xw) =
∑
v≤w xw/v ⊗ xv, we
immediately find the formulas according to the three cases which express xw/v in terms of
v, w′, β. Here, we use that xv where v ∈ W form a basis of N˜W . Lastly, suppose there
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exists v ∈ W such that v ≤ w, sβv > v, v 6≤ w
′. Then, it is clear that sβv ≤ w by [13,
Proposition 5.9] applied to v ≤ w. By [8, Theorem 1.1(II)(ii)] applied to sβv ≤ w, it follows
that v ≤ w′ – a contradiction. 
Notation 5.11. Let w ∈ W . Let sβ1 . . . sβℓ be a fixed reduced expression of w. Let β =
(β1, . . . , βℓ) be the sequence of simple roots corresponding to the fixed reduced expression of w.
Let J be any subset of {1, . . . , ℓ}. For all 1 ≤ j ≤ ℓ, we define −→ϕ βj (J) = sβj if j ∈ J and =
−→
Dβj
if j /∈ J . Similarly, for all 1 ≤ j ≤ ℓ, we define ←−ϕ βj (J) = sβj if j ∈ J and =
←−
Dβj if j /∈ J .
Using this notation, we further define −→ϕ βJ =
−→ϕ β1 (J) · · ·
−→ϕ βℓ (J) and
←−ϕ βJ =
←−ϕ β1 (J) · · ·
←−ϕ βℓ (J).
All the defined operators are supposed to be C-linear endomorphism acting from the left or
the right on BW as the arrows indicate in each case (cf. Convention 3.15).
Theorem 5.12 ([16, Chapter 2, Equation (3)]). Let v, w ∈ W be such that v ≤ w. Let
sβ1 · · · sβℓ be a fixed reduced expression of w. Let β = (β1, . . . , βℓ) be the sequence of simple
roots corresponding to the fixed reduced expression of w. Then we have
←−
Dw/v =
(∑
J
←−ϕ βJ
)
v−1
where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J sβj is a
reduced expression of v. In particular, the right side of the displayed equation is independent
of β, i.e. independent of the choice of the reduced expression of w.
Proof. Let v, w,β be as in the statement. We denote the right side of the displayed equation
in the statement of Theorem 5.12 by
←−
Dβw/v. We prove the theorem by induction on the
length of w. If w = 1, we clearly have
←−
D 1/1 =
←−
Dβ1/1 = 1 (cf. Example 5.4), and there is
nothing to prove. Assume now that ℓ(w) > 0 and that the theorem is proved for all Coxeter
group elements of length < ℓ(w). Let β = β1 and w
′ = sβw for brevity. Furthermore, set
β′ = (β2, . . . , βℓ), so that β
′ corresponds to the reduced expression sβ2 · · · sβℓ of w
′. We now
distinguish the three cases according to Corollary 5.10.
Assume first that v = v′ where v′ ≤ w′, sβv
′ > v′. By the induction hypothesis applied to
w′/v′ and the first case of Corollary 5.10, we find that
←−
Dw/v′ =
←−
Dβ
( ∑
J ′⊆{2,...,ℓ}
v′
red
=
∏
j∈J′ sβj
←−ϕ β
′
J ′
)
v′−1 =
( ∑
J⊆{1,...,ℓ}
v′
red
=
∏
j∈J sβj
←−ϕ βJ
)
v′−1 =
←−
Dβw/v′
where the symbol
red
= is supposed to mean that the right side is a reduced expression of the
element on the left, and where the second equality follows since no reduced expression of
v′ starts with sβ. Similarly to the first case, elementary analyses show that
←−
Dw/v =
←−
Dβw/v
where v satisfies the conditions from the second or the third case of Corollary 5.10. At some
point in these analyses, one clearly has to use Remark 3.16 and the nilCoxeter relations. But
this completes the proof because the three cases of Corollary 5.10 are exhaustive. 
Corollary 5.13. Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a fixed reduced expression
of w. Let β = (β1, . . . , βℓ) be the sequence of simple roots corresponding to the fixed reduced
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expression of w. Then we have
−→
D ◦w/v = v
−1
(∑
J
−→ϕ βJ
)
where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J sβj is a
reduced expression of v. In particular, the right side of the displayed equation is independent
of β, i.e. independent of the choice of the reduced expression of w.
Proof. Let v, w,β be as in the statement. Let β◦ = (βℓ, . . . , β1). The sequence of simple roots
β◦ corresponds to the reduced expression sβℓ · · · sβ1 of w
−1. Let J be a subset of {1, . . . , ℓ} as
it occurs in the summation in the statement of the corollary. Let J◦ = {ℓ−j+1 | j ∈ J}. The
set J◦ is a subset of {1, . . . , ℓ} as it occurs in the summation in the statement of Theorem 5.12
applied to v−1 ≤ w−1 and β◦. Moreover, we have −→ϕ βJ (φ) = (φ)
←−ϕ β
◦
J◦ for all φ ∈ BW . The
corollary follows from this observation and Theorem 5.12 applied to v−1 ≤ w−1 and β◦ since
we have by definition
−→
D ◦w/v(φ) = (φ)
←−
Dw−1/v−1 for all φ ∈ BW (cf. Proposition 3.7(6)). 
Theorem 5.14 (Generalized braided Leibniz rule [16, Chapter 2, Theorem 2.17]). Let w ∈ W
and φ, ψ ∈ BW . Then we have
(φψ)
←−
Dw =
∑
v≤w
((φ)
←−
D v)((ψ)
←−
Dw/vv) .
Proof. Let w, φ, ψ be as in the statement. We prove the theorem by induction on the length
of w. If w = 1, the statement is trivial. If ℓ(w) = 1, the generalized braided Leibniz rule
is a special case of the ordinary braided Leibniz rule (cf. Remark 3.18 and Example 5.4).
Assume from now on that ℓ(w) > 1 and that the generalized braided Leibniz rule is known
for all Coxeter group elements of length < ℓ(w). Let β ∈ ∆ be such that sβw < w. Let
w′ = sβw for brevity. If we apply the braided Leibniz rule for
←−
Dβ (cf. remark loc. cit.) and
the induction hypothesis to w′, we find in view of the decomposition
←−
Dw =
←−
Dβ
←−
Dw′ that
(φψ)
←−
Dw =
∑
v′≤w′
((φ)
←−
Dv′)((ψ)
←−
Dβ
←−
Dw′/v′v
′) +
∑
v′≤w′
((φ)
←−
Dβ
←−
Dv′)((ψ)sβ
←−
Dw′/v′v
′) .
By the nilCoxeter relations, all summands v′ ≤ w′ such that sβv
′ < v′ in the second sum
of the previous formula are zero. By [8, Theorem 1.1(II)(ii)], we therefore can rewrite the
second sum of the previous formula as∑
v≤w
sβv<v
((φ)
←−
Dv)((ψ)sβ
←−
Dw′/sβvsβv) .
If we now split the two summations according to∑
v′≤w′ =
∑
v′≤w′
sβv
′>v′
+
∑
v′≤w′
sβv
′<v′
and
∑
v≤w
sβv<v
=
∑
v′≤w′
sβv
′<v′
+
∑
v≤w
v 6≤w′
sβv<v
,
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we find that (φψ)
←−
Dw equals∑
v′≤w′
sβv
′>v′
((φ)
←−
D v′)((ψ)
←−
Dβ
←−
Dw′/v′v
′) +
∑
v′≤w′
sβv
′<v′
((φ)
←−
Dv′)((ψ)(
←−
Dβ
←−
Dw′/v′ + sβ
←−
Dw′/sβv′sβ)v
′)
+
∑
v≤w
v 6≤w′
sβv<v
((φ)
←−
Dv)((ψ)sβ
←−
Dw′/sβvsβv) .
The formulas for xw/v in the three cases of Corollary 5.10 correspond precisely to the three
sums in the previous displayed equation. If we plug them into the sums, we can express the
second factor in each sum as (ψ)
←−
Dw/v′v
′ or as (ψ)
←−
Dw/vv. (Here, we use Remark 3.16.) But
this completes the proof because the summation over the three sums in the last displayed
formula is exhaustive (cf. Corollary 5.10). 
Corollary 5.15. Let w ∈ W and φ, ψ ∈ BW . Then we have
−→
D ◦w(φψ) =
∑
v≤w
(
−→
D ◦v(φ))(v
−→
D◦w/v(ψ)) .
Proof. Let w, φ, ψ be as in the statement. If we apply Theorem 5.14 to w−1, we immediately
find that
−→
D◦w(φψ) =
∑
v≤w−1
((φ)
←−
D v)((ψ)
←−
Dw−1/vv) .
If we now replace in the summation above v by v−1, we find the desired formula in view of the
definition of the opposite braided partial derivatives and the braided skew partial derivatives,
Proposition 3.7(6) and the fact that v ≤ w if and only if v−1 ≤ w−1. 
Proposition 5.16. Suppose for all pairs v, w ∈ W , there are C-linear endomorphisms
←−
D ′w/v
of BW given such that
(φψ)
←−
Dw =
∑
v∈W
((φ)
←−
Dv)((ψ)
←−
D ′w/vv)
for all φ, ψ ∈ BW . Then we have
←−
D ′w/v =
←−
Dw/v for all v, w ∈ W .
Proof. In order to keep the logical structure of this article clear, we anticipate in this proof
one of the results from Section 6, namely Proposition 6.4. Let w ∈ W be fixed but arbitrary.
We show by induction on the length of v ∈ W that the primed operators
←−
D ′w/v are determined
as claimed. Suppose first that v = 1. If we apply the generalized braided Leibniz rule, i.e.
the assumption on the primed operators, on φ = 1, we find for simple Z≥0-degree reasons
(cf. Remark 2.16) that
←−
D ′w/1 =
←−
Dw. In view of Example 5.4, this shows
←−
D ′w/1 =
←−
Dw/1 and
completes the induction base.
For the induction step, suppose that ℓ(v) > 0 and that the primed operators are determined
as claimed for fixed w and all Coxeter group elements of length < ℓ(v). By the generalized
braided Leibniz rule for the primed operators, the induction hypothesis and Theorem 5.14,
we immediately find that∑
u : ℓ(v)≤ℓ(u)
((φ)
←−
Du)((ψ)
←−
D ′w/uu) =
∑
u : ℓ(v)≤ℓ(u)
((φ)
←−
Du)((ψ)
←−
Dw/uu)
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for all φ, ψ ∈ BW . If we apply this equation to φ = xv−1 , we find for Z≥0-degree reasons (cf.
remark loc. cit.) that only those summands on each side are nonzero which are parametrized
by u ∈ W such that ℓ(u) = ℓ(v). But for u ∈ W such that ℓ(u) = ℓ(v) we know that
(φ)
←−
Du = ǫ((φ)
←−
Du) = 〈φ, xu〉 by remark loc. cit. and Equation (1). Proposition 6.4 therefore
shows that (φ)
←−
Du = 1 if u = v and = 0 otherwise. Consequently, the previous displayed
equation reduces to (ψ)
←−
D ′w/vv = (ψ)
←−
Dw/vv for all ψ ∈ BW or equivalently to
←−
D ′w/v =
←−
Dw/v.
This completes the induction step and hence the proof of the proposition. 
Corollary 5.17. Suppose for all pairs v, w ∈ W , there are C-linear endomorphisms
−→
D ◦ ′w/v
of BW given such that
−→
D ◦w(φψ) =
∑
v∈W
(
−→
D ◦v(φ))(v
−→
D◦ ′w/v(ψ))
for all φ, ψ ∈ BW . Then we have
−→
D◦ ′w/v =
−→
D ◦w/v for all v, w ∈ W .
Proof. The generalized braided Leibniz rule for the primed operators, i.e. the assumption on
−→
D◦ ′w/v, applied to w
−1 for some w ∈ W and with summation over v−1 instead of v can be
written in view of the definition of the opposite braided partial derivatives as
(φψ)
←−
Dw =
∑
v∈W
((φ)
←−
Dv)((
−→
D◦ ′w−1/v−1(ψ))v)
for all φ, ψ ∈ BW . Proposition 5.16 now implies that
−→
D ◦ ′w−1/v−1(ψ) = (ψ)
←−
Dw/v for all v, w ∈ W
and all ψ ∈ BW . The definition of the braided skew partial derivatives and Proposition 3.7(6)
imply that
−→
D◦ ′w−1/v−1 =
−→
D ◦w−1/v−1 and thus
−→
D ◦ ′w/v =
−→
D◦w/v for all v, w ∈ W . 
6. Positivity ([15, Section 3])
This section is devoted to the generalization of positivity after Liu [15]. For all v, w ∈ W
such that v ≤ w, we prove that xw/v is a positive element of BW (cf. Theorem 6.11) in the
sense of the definition directly below. We give two formulas to produce a positive expres-
sion for xw/v, a recursive formula (Corollary 6.15) and one in terms of reduced expressions
(Corollary 6.12). We closely follow the references. The proofs are mostly routine.
Definition 6.1. We define a subset B≥0W of BW as follows:
B
≥0
W = spanZ≥0
∞⋃
m=0
{xα1 · · ·xαm | α1, . . . , αm ∈ R
+} .
It is clear that B≥0W is a monoid with respect to addition and multiplication inherited from
BW . We call the monoid B
≥0
W the positive cone of BW . We call an element of BW positive
if and only if it lies in B≥0W . We further define B
>0
W = B
≥0
W \ {0}. We call the set B
>0
W the
strictly positive cone of BW . We call an element of BW strictly positive if and only if it lies
in B>0W , i.e. if and only if it is positive and nonzero. Moreover, it is useful to define a subset
B
≥0
W ⊗B
≥0
W of BW ⊗BW as follows:
B
≥0
W ⊗B
≥0
W = spanZ≥0
{
x⊗ y
∣∣ x, y ∈ B≥0W } .
It is clear that B≥0W ⊗ B
≥0
W is a monoid with respect to addition inherited from BW ⊗ BW .
We further set B>0W ⊗B
>0
W =
(
B
≥0
W ⊗B
≥0
W
)
\ {0}. From their definition, it is clear that all the
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introduced sets are invariant under dilation with elements of Z≥0 or Z>0 as their superscripts
indicate in each case.
Remark 6.2 ([15, Proposition 3.3]). By Proposition 3.7(2),(3),(6) and definition, it is imme-
diately clear that ρ(B≥0W ) = B
≥0
W and that ρ(B
>0
W ) = B
>0
W . On the other hand, let w ∈ W .
Let sβ1 · · · sβℓ be a reduced expression of w. Let αi = sβ1 · · · sβi−1(βi) and let yi = xαi for all
1 ≤ i ≤ ℓ. By [13, Proposition 5.7], we know well that αi is a positive root for all 1 ≤ i ≤ ℓ.
Thus it follows by Remark 3.8 that S¯(xw) = y1 · · · yℓ ∈ B
≥0
W . Since xw 6= 0, it follows from
Proposition 3.7(6) even that S¯(xw) ∈ B
>0
W . From now on, we will use these facts literally or
an obvious modification of them with reference to this remark.
Proposition 6.3 ([15, Proposition 3.1]). Let v, w ∈ W and let α ∈ R+. Then we have
−→
Dα(xw) = xsαw if sαw ⋖ w and = 0 otherwise. Moreover, we have
−→
D v(xw) = xvw if ℓ(w) =
ℓ(v−1) + ℓ(vw) and = 0 otherwise.
Proof. The second claim in the statement of the proposition follows directly from the first.
We prove the first. Let w and α be as in the statement. Let sβ1 · · · sβℓ be a reduced expression
of w. By definition of the comultiplication as an algebra homomorphism BW → BW⊗BW in
the Yetter-Drinfeld category over W , the (Z≥0 × Z≥0)-degree (1, ℓ− 1)-component of ∆(xw)
is given by
ℓ∑
i=1
xsβ1 ···sβi−1 (βi) ⊗ xβ1 · · · xˆβi · · ·xβℓ =
∑
γ∈R+ : sγw⋖w
xγ ⊗ xsγw
where the equality follows by the nilCoxeter relations since the ith summand vanishes for
all 1 ≤ i ≤ ℓ such that sβ1 · · · sˆβi · · · sβℓ has length < ℓ − 1. Furthermore, we used the
characterization of the Bruhat order in terms of subexpressions ([13, Theorem 5.10]). The first
claim is now immediate from the definition of
−→
Dα and the definition of the restriction of the
Hopf duality pairing between BW and itself to VW⊗VW . Note that we used Remark 2.15. 
Proposition 6.4 ([15, Proposition 3.2]). Let w ∈ W be an element of length ℓ. Let
α1, . . . , αℓ ∈ R
+ be such that sαℓ · · · sα1 = w. Then we have 〈xα1 · · ·xαℓ , xw〉 = 1 if
1⋖ sα1 ⋖ sα2sα1 ⋖ · · ·⋖ sαℓ−1 · · · sα1 ⋖ sαℓ · · · sα1 = w
is a saturated chain in the Bruhat order and = 0 otherwise. In particular, for v ∈ W , we
have 〈xv, xw〉 = 1 if w = v
−1 and = 0 otherwise.
Proof. The second statement in the proposition follows immediately from the first. The first
follows from Proposition 6.3 and Equation (1). 
Proposition 6.5 ([15, Proposition 3.4]). The equation S¯(xwo) = xwo holds in BW .
Proof. By the nondegeneracy of the Hopf duality pairing between BW and itself, it suffices
to show that
〈
φ, S¯(xwo)
〉
= 〈φ, xwo〉 for all φ ∈ BW . Let φ ∈ BW be fixed but arbitrary. Let
ℓ = ℓ(wo). To show the desired equality, we clearly can assume that φ is homogeneous of
Z≥0-degree ℓ and of W -degree wo since otherwise both sides of the desired equality are equal
to zero. (To see this, note that wo is an involution and consider Proposition 3.7(1). We also
take Remark 2.15 into account and that the Hopf duality pairing between BW and itself is a
morphism in the Yetter-Drinfeld category over W .) By linearity, we even may assume that
φ = xα1 · · ·xαℓ where α1, . . . , αℓ ∈ R
+ are such that sαℓ · · · sα1 = wo.
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Let us now prove as an intermediate step that we have a saturated chain
1⋖ sα1 ⋖ sα2sα1 ⋖ · · ·⋖ sαℓ−1 · · · sα1 ⋖ sαℓ · · · sα1 = wo
if and only if we have a saturated chain
1⋖ sαℓ ⋖ sαℓ−1sαℓ ⋖ · · ·⋖ sα2 · · · sαℓ ⋖ sα1 · · · sαℓ = wo .
To see this, just note that the operation of multiplying each member of a saturated chain
from 1 to wo from the right by wo takes a saturated chain from 1 to wo to a new such chain
(cf. [13, Exercise 5.9, Example 5.9.3]). Furthermore, this operation on saturated chains is
involutive. In this way, we get from the first displayed chain to the second and vice versa
using the described operation and the decompositions wo = sα1 · · · sαℓ and wo = sαℓ · · · sα1
respectively. This proves the equivalence stated as an intermediate step.
In view of Proposition 6.4, the intermediate step tells us that
〈xα1 · · ·xαℓ , xwo〉 = 〈xαℓ · · ·xα1 , xwo〉
which can be rewritten as 〈φ, xwo〉 = 〈ρ(φ), xwo〉. In view of Proposition 3.10, the last equality
is equivalent to
〈
φ, S¯(xwo)
〉
= 〈φ, xwo〉. This completes the proof. 
Remark 6.6. In type A, relations of Z≥0-degree ≤ 2 suffice to prove Proposition 6.5 (cf.
Example 4.4 and the proof of [15, Proposition 3.4]). In general, it is unclear whether relations
of Z≥0-degree ≤ 2 will suffice to prove Proposition 6.5. Fortunately, we do not need such a
sharper result. For our purposes, it is sufficient to use all the relations in the Woronowicz
ideal of VW , i.e. to use the nondegeneracy of the Hopf duality pairing between BW and itself.
Remark 6.7. Let ℓ = |R+|. According to [9, Definition 2.1, 2.2, Proposition 2.13], a total
order α1 ≺ · · · ≺ αℓ on R
+ is called a reflection ordering if and only if there exists a
reduced expression sβ1 · · · sβℓ of wo such that αi = sβ1 · · · sβi−1(βi) for all 1 ≤ i ≤ ℓ. Using
this terminology and Remark 3.8, Proposition 6.5 can be stated as follows: We have xwo =
xα1 · · ·xαℓ in BW for any reflection ordering α1 ≺ · · · ≺ αℓ. If we apply ρ to the previous
equation, we can equivalently say that xwo = xαℓ · · ·xα1 in BW for any reflection ordering
α1 ≺ · · · ≺ αℓ.
Theorem 6.8. Let w ∈ W . Let sβ1 · · · sβℓ be a reduced expression of w. Let αi = sβ1 · · ·
sβi−1(βi) and let yi = xαi for all 1 ≤ i ≤ ℓ. Then we have
∆(S¯(xw)) =
∑
J⊆{1,...,ℓ}
S¯
(∏
j∈J¯
xβj
)
⊗
∏
j∈J
yj
where J¯ denotes the complement of a subset J in {1, . . . , ℓ}. In particular, it follows that
∆(S¯(xw)) ∈ B
>0
W ⊗B
>0
W .
Proof. Let the notation be as in the statement. From Remark 6.2 and from the nilCoxeter
relations, it is clear that ∆(S¯(xw)) ∈ B
≥0
W ⊗ B
≥0
W once the formula in the statement of the
theorem is established. In any Hopf algebraH , it is clear from the counit axiom that ∆(h) = 0
if and only if h = 0 where h ∈ H . Hence, we have ∆(S¯(xw)) 6= 0 if and only if S¯(xw) 6= 0 if
and only if xw 6= 0 where the last equivalence follows from Proposition 3.7(6). Since xw is a
basis vector of N˜W , we know that xw 6= 0. This shows that ∆(S¯(xw)) ∈ B
>0
W ⊗B
>0
W once the
formula in the statement of the theorem is established.
Let us now prove this very formula by induction on the length of w. If w = 1, then both
sides of the claimed formula equal 1⊗1 (cf. Proposition 3.7(2)) and there is nothing to prove.
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For the induction step, suppose that ℓ > 0 and that the formula is proved for all Coxeter
group elements of length < ℓ. Let α′i = sβ2 · · · sβi−1(βi) and y
′
i = xα′i for all 2 ≤ i ≤ ℓ. Let
β = β1 and w
′ = sβw for brevity. Note that sβy
′
i = yi for all 2 ≤ i ≤ ℓ. If we now apply
the induction hypothesis to w′ and to the reduced expression sβ2 · · · sβℓ of w
′, we find by
definition of the comultiplication and by Proposition 3.7(2),(4) that
∆(S¯(xw)) = ∆(xβ(sβS¯(xw′))) = (xβ ⊗ 1 + 1⊗ xβ) · sβ
∑
J ′⊆{2,...,ℓ}
S¯
(∏
j∈J¯ ′
xβj
)
⊗
∏
j∈J ′
y′j
where · denotes the twisted multiplication in BW⊗BW and J¯
′ denotes the complement of a
subset J ′ in {2, . . . , ℓ}. If we multiply out, the first summand becomes in view of proposition
loc. cit. ∑
J∈{1,...,ℓ} : 1/∈J
S¯
(∏
j∈J¯
xβj
)
⊗
∏
j∈J
yj
and the second summand becomes∑
J∈{1,...,ℓ} : 1∈J
S¯
(∏
j∈J¯
xβj
)
⊗
∏
j∈J
yj
where in both of the two previous displayed equations J¯ denotes the complement of a subset J
in {1, . . . , ℓ} as in the statement of the theorem. If we combine the two summands, we indeed
find the desired expression for ∆(S¯(xw)) as it was claimed. This completes the induction step
and hence the proof of the theorem. 
Corollary 6.9. Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a reduced expression of
w. Let αi = sβ1 · · · sβi−1(βi) and let yi = xαi for all 1 ≤ i ≤ ℓ. Then we have
S¯(xw/v) =
∑
J
∏
j∈J
yj
where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj is a
reduced expression of v. Here, as in Theorem 6.8, the set J¯ denotes the complement of a
subset J in {1, . . . , ℓ}. In particular, it follows that S¯(xw/v) is a positive element of BW .
Proof. Let the notation be as in the statement. Once the claimed formula in the statement
of the corollary is proved, it is clear that S¯(xw/v) is a positive element of BW . Let us now
prove this formula. By Proposition 3.7(5), it follows that we have
∆(S¯(xw)) =
∑
u≤w
S¯(xu)⊗ S¯(xw/u) .
On the other hand, in view of the characterization of the Bruhat order in terms of reduced
subexpressions (cf. [13, Corollary 5.8(b), Theorem 5.10], note that
∏
j∈J¯ xβj = 0 where
J¯ ⊆ {1, . . . , ℓ} unless u =
∏
j∈J¯ sβj is a reduced expression because of the nilCoxeter relations)
we can write the formula in the statement of Theorem 6.8 as
∆(S¯(xw)) =
∑
u≤w
S¯(xu)⊗
∑
J
∏
j∈J
yj
where the sum in each summand of the above expression depends on u ≤ w and ranges over
all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj is a reduced expression of u. As in
the statement of the corollary, the set J¯ denotes the complement of a subset J in {1, . . . , ℓ}.
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Now, we know that the vectors xu where u ≤ w form a linearly independent system and so
do the vectors S¯(xu) where u ≤ w by Proposition 3.7(6). By comparison of the summands
corresponding to u = v in the two previous displayed equations, the formula in the statement
of the corollary follows from the observation in the last sentence. 
Remark 6.10. We note that Corollary 6.9 makes even sense in the case that v, w ∈ W are
such that v 6≤ w. Both sides of the formula in Corollary 6.9 are then equal to zero (cf. [13,
Theorem 5.10]). In the proof of Proposition 6.14, we make use of the said formula in this
case too.
Theorem 6.11 (Positivity [15, Theorem 3.5]). Let v, w ∈ W be such that v ≤ w. Then we
have xw/v = S¯(xvwo/wwo). In particular, it follows that xw/v is a positive element of BW .
Proof. Let v, w be as in the statement. Once the claimed formula for xw/v is established, the
positivity of xw/v is evident from Corollary 6.9. (Recall that v ≤ w if and only if wwo ≤ vwo
by [13, Exercise 5.9, Example 5.9.3].) We now prove the claimed formula for xw/v. Since
ℓ(wo) = ℓ(wow
−1)+ℓ(w), we know by Proposition 6.3 that
−→
Dwwo(xwo) = xw. By the definition
of the braided right partial derivatives and Proposition 6.4, we also have (xw)
←−
D v−1 = xw/v.
(For a more general result separated from the details of this proof, compare the previous
equation with Proposition 8.1.) In view of the two previous equations, Proposition 4.2, 6.5
and Remark 4.1, 4.3, we can write
xw/v =
−→
Dwwo(xwo)
←−
D v−1 =
−→
Dwwo(S¯(xwo))
←−
Dv−1 =
(−→
Dwwo ◦ S¯ ◦
−→
D v
)
(xwo) =
−→
Dwwo(S¯(xvwo))
where we used in the last equality again Proposition 6.3 which is possible because ℓ(wo) =
ℓ(v−1) + ℓ(vwo). By Proposition 3.7(5), we know that
∆(S¯(xvwo)) =
∑
u≤vwo
S¯(xu)⊗ S¯(xvwo/u) .
If we plug this expression into the definition of the braided left partial derivative, we find in
view of Proposition 3.10, 6.4 that
−→
Dwwo(S¯(xvwo)) =
∑
u≤vwo
〈
xwwo, S¯(xu)
〉
S¯(xvwo/u) = S¯(xvwo/wwo) .
If we combine the previous and the third previous displayed formula, we get the claimed
formula for xw/v. This completes the proof. 
Corollary 6.12 ([15, Corollary 3.6]). Let v, w ∈ W be such that v ≤ w. Let sβ1 . . . sβℓ be a
reduced expression of vwo. Let αi = sβ1 · · · sβi−1(βi) and yi = xαi for all 1 ≤ i ≤ ℓ. Then we
have
xw/v =
∑
J
∏
j∈J
yj
where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj is a
reduced expression of wwo. Here, the set J¯ denotes the complement of a subset J in {1, . . . , ℓ}.
Proof. This corollary follows immediately from Theorem 6.11 and Corollary 6.9. 
Corollary 6.13. Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a reduced expression of
wov. Let αi = sβℓ · · · sβi+1(βi) and yi = xαi for all 1 ≤ i ≤ ℓ. Then we have
x◦w/v =
∑
J
∏
j∈J
yj
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where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj is a
reduced expression of wow. Here, the set J¯ denotes the complement of a subset J in {1, . . . , ℓ}.
Proof. This corollary follows immediately from Corollary 6.12 applied to v−1, w−1, [13, Ex-
ercise 5.9] and from the definition of ρ and x◦w/v. 
Proposition 6.14. Let v, w ∈ W be such that v ≤ w. Let β ∈ ∆ be such that wsβ < w. Let
v′ = vsβ, w
′ = wsβ, α = −w(β) for brevity. Then we have S¯(xw/v) = S¯(xw′/v)xα if v < v
′
and = S¯(xw′/v)xα + S¯(xw′/v′) if v > v
′.
Proof. Let the notation be as in the statement. It is easy to see from the strong exchange
condition [13, Theorem 5.8] that there exists a reduced expression sβ1 · · · sβℓ of w such that
β = βℓ. We fix such a reduced expression and define αi = sβ1 · · · sβi−1(βi) and yi = xαi for
all 1 ≤ i ≤ ℓ as in the statement of Corollary 6.9. If we know apply Corollary 6.9 to v and
to the fixed reduced expression of w, we can write
S¯(xw/v) =
∑
J : ℓ∈J
∏
j∈J
yj +
∑
J : ℓ/∈J
∏
j∈J
yj
where the two sums range over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj
is a reduced expression of v plus an additional condition which is written in the subscripts
of the sums. Here, the set J¯ denotes the complement of a subset J in {1, . . . , ℓ}. The first
sum in the previous displayed formula can clearly be written as
∑
J ′
∏
j∈J ′ yjxα where the
sum ranges over all subsets J ′ of {1, . . . , ℓ− 1} such that the product
∏
j∈J¯ ′ sβj is a reduced
expression of v. Here, the set J¯ ′ denotes the complement of a subset J ′ in {1, . . . , ℓ− 1}. By
Corollary 6.9 applied to v and to the reduced expression sβ1 · · · sβℓ−1 of w
′, we see that
S¯(xw/v) = S¯(xw′/v)xα +
∑
J : ℓ/∈J
∏
j∈J
yj
where sum ranges over all J as in the first displayed formula of this proof.
We now distinguish the two cases as in the statement of the proposition. Suppose first
that v < v′. Then there exists no reduced expression of v which ends with sβ. Consequently,
the sum in the previous displayed formula must be zero. This proves the claimed formula
if v < v′. Suppose finally that v > v′. In this case, the sum in the previous displayed
formula can clearly be written as
∑
J ′
∏
j∈J ′ yj where the sum ranges over all subsets J
′ of
{1, . . . , ℓ − 1} such that the product
∏
j∈J¯ ′ sβj is a reduced expression of v
′. Here, the set
J¯ ′ denotes the complement of a subset J ′ in {1, . . . , ℓ − 1}. If we now apply Corollary 6.9
to v′ and to the reduced expression sβ1 · · · sβℓ−1 of w
′, we find that the sum in the previous
displayed formula must be equal to S¯(xw′/v′). This proves the claimed formula if v > v
′ and
completes the proof. 
Corollary 6.15 ([15, Corollary 3.8]). Let v, w ∈ W be such that v ≤ w. Let β ∈ ∆ be such
that v < vsβ. Let v
′ = vsβ, w
′ = wsβ, α = v(β) for brevity. Then we have xw/v = xw/v′xα if
w > w′ and = xw/v′xα + xw′/v′ if w < w
′.
Proof. Let the notation be as in the statement. Let β ′ = −wo(β). By [13, Section 1.8], we
know that β ′ is a simple root. Let v∗ = vwo, w
∗ = wwo, v
∗ ′ = v∗sβ′ , w
∗ ′ = w∗sβ′ for brevity.
Note that by assumption and [13, Exercise 5.9, Example 5.9.3], it is clear that w∗ ≤ v∗ and
that v∗ ′ < v∗. If we now apply Theorem 6.11 and Proposition 6.14 to w∗, v∗, β ′ we find that
xw/v = S¯(xv∗/w∗) = S¯(xv∗ ′/w∗)xα = xw/v′xα
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if w∗ < w∗ ′ and similarly = xw/v′xα+xw′/v′ if w
∗ > w∗ ′. (For this step, note that −v∗(β ′) = α
and that v∗ ′wo = v
′.) But by [13, loc. cit.] the conditions w∗ ≶ w∗ ′ are equivalent to w ≷ w′
which gives the desired result. 
Corollary 6.16. Let v, w ∈ W be such that v ≤ w. Let β ∈ ∆ be such that v < sβv. Let
v′ = sβv, w
′ = sβw, α = v
−1(β) for brevity. Then we have x◦w/v = xαx
◦
w/v′ if w > w
′ and
= xαx
◦
w/v′ + x
◦
w′/v′ if w < w
′.
Proof. This follows immediately from Proposition 3.7(2),(3), Corollary 6.15 applied to v−1,
w−1, β and [13, loc. cit.]. 
7. Monomial properties
In this section, we show monomial properties for the elements xw/v where v ≤ w, i.e.
properties which guarantee that xw/v can be written as a positive monomial in BW of the form
xα1 · · ·xαℓ where α1, . . . , αℓ ∈ R
+. While the monomial property of order one (Theorem 7.1) is
a trivial and general consequence of results from the previous section, the monomial property
of order two (Theorem 7.5) relies on the combinatorics developed in Appendix A.
Theorem 7.1 (Monomial property of order one [16, Chapter 2, Example 3]). Let v, w ∈ W
be such that v ⋖ w. Let α ∈ R+ be uniquely determined by the equation v = sαw. Then we
have xw/v = xα.
Proof. Let v, w, α be as in the statement. By assumption, it is clear that xw/v is a homo-
geneous element of Z≥0-degree 1 and of W -degree sα (cf. Remark 5.2). By definition of
VW , this means that xw/v = λxα for some λ ∈ C. By definition of the restriction of the
Hopf duality pairing between BW and itself to VW ⊗ VW , we know that λ =
〈
xα, xw/v
〉
. By
Proposition 6.3, we have
−→
Dα(xw) = xv. On the other hand, the very definition of
−→
Dα and of
xw/v tells us in comparison with the above expression that
−→
Dα(xw) =
〈
xα, xw/v
〉
xv. Hence,
we have λ = 1 and xw/v = xα as claimed. 
Corollary 7.2. Let v, w ∈ W be such that v⋖w. Let α ∈ R+ be uniquely determined by the
equation v = wsα. Then we have x
◦
w/v = xα.
Proof. This follows immediately from Theorem 7.1 applied to v−1 ⋖ w−1. 
Remark 7.3. The converse of Theorem 7.1 and Corollary 7.2 is clearly also true. Let v, w ∈ W
be such that xw/v = xα for some α ∈ R
+. Then, v ⋖w and v = sαw. Similarly, let v, w ∈ W
be such that x◦w/v = xα for some α ∈ R
+. Then, v ⋖ w and v = wsα. This follows directly
from Remark 5.2.
Lemma 7.4. Let α, α′, γ, γ′ ∈ R+ be such that α 6= γ, α′ 6= γ′ and such that xαxγ = xα′xγ′
in BW . Then we have {α, γ} = {α
′, γ′}.
Proof. Let α, α′, γ, γ′ be as in the statement. Using the canonical homogeneous basis of T (VW )
induced by the canonical homogeneous basis of VW , it is easy to see that xα⊗xγ−xα′⊗xγ′ ∈
V ⊗2W lies in the kernel of [2]! = 1 + Ψ only if {α, γ} = {α
′, γ′}. 
Theorem 7.5 (Monomial property of order two). Let W be a simply laced Weyl group. Let
v, w ∈ W be such that v ≤ w and such that ℓ(v, w) = 2. Then, there exist positive roots
α, γ, α◦, γ◦ such that xw/v = xαxγ and such that x
◦
w/v = xα◦xγ◦ . Each choice of such positive
roots α, γ, α◦, γ◦ satisfies α 6= γ, α◦ 6= γ◦. Moreover, the sets {α, γ}, {α◦, γ◦} are uniquely
determined by v, w.
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Proof. Let v and w be as in the statement. Since v ≤ w if and only if v−1 ≤ w−1, it is clear
that the statements for xw/v are equivalent to those for x
◦
w/v. Therefore, it suffices to prove
those for x◦w/v. Once the existence of α
◦ and γ◦ is established, it follows from Theorem 8.6
and Example 4.4 that α◦ 6= γ◦ (since otherwise x◦w/v = 0). Moreover, the uniqueness of the
set {α◦, γ◦} is evident from Lemma 7.4. Hence, it suffices to show the existence of α◦ and
γ◦.
Suppose there exists β ∈ ∆ such that v < sβv and such that sβv 6≤ w. By [13, Propo-
sition 5.9] applied to v ≤ w, we then have automatically sβv ≤ sβw and thus w < sβw. If
we apply Corollary 6.16 to v, w, β, we see that x◦w/v = x
◦
sβw/sβv
. Since the length of all Weyl
group elements is bounded by ℓ(wo), we can by repeating the previous procedure finitely
many times and by replacing each time v and w with sβv and sβw respectively assume that
for all β ∈ ∆ such that v < sβv the inequality sβv ≤ w holds. Since W is assumed to be a
simply laced Weyl group, this is precisely the situation where Theorem A.37 applies. Thus,
there exists β ∈ ∆ such that v < sβv⋖w and such that sβw < w. With β as in the last sen-
tence, we define α◦ = v−1(β). Moreover, we uniquely define γ◦ ∈ R+ such that sβv = wsγ◦.
By Corollary 6.16, 7.2, we then have x◦w/v = xα◦x
◦
w/sβv
= xα◦xγ◦ – as required. 
Example 7.6. We give an example of a non simply laced Weyl group for which Theorem 7.5
fails. Indeed, for this example, let W be the Weyl group of rank two with simple roots β
and β ′ such that m(β, β ′) = 4. Similarly as in Example A.28, let v = sβ′ and w = sβ′sβsβ′.
Then, v ≤ w such that ℓ(v, w) = 2 but xw/v cannot be written as λxαxγ for some α, γ ∈
R+ and some λ ∈ C. Indeed, in view of the reduced expression sβ′sβsβ′sβ of wo, we find
vwo = sβsβ′sβ and wwo = sβ . Corollary 6.12 applied to this reduced expression of vwo
gives xw/v = xα2xα3 + xα1xα2 where α1 = β, α2 = sβ(β
′), α3 = sβsβ′(β) = sβ′(β). A direct
computation shows that
xα2 ⊗ xα3 + xα1 ⊗ xα2 − λxα ⊗ xγ ∈ V
⊗2
W
where α, γ ∈ R+ and where λ ∈ C never lies in the kernel of [2]! = 1 + Ψ.
Lemma 7.7. Let v, w ∈ W be such that v ≤ w. Let ℓ = ℓ(v, w) for brevity. Suppose that
xw/v can be written as λxα1 · · ·xαℓ for some α1, . . . , αℓ ∈ R
+ and some λ ∈ C. Then we have
{α ∈ R+ | v ⋖ sαv ≤ w} ⊆ {α1, . . . , αℓ} ,
and in particular
#{α ∈ R+ | v ⋖ sαv ≤ w} ≤ ℓ .
Proof. Let the notation be as in the statement. It suffices to show the claimed inclusion
as the inequality follows by taking cardinalities. Let α ∈ R+ be such that v ⋖ sαv ≤ w.
By Theorem 8.6 and Proposition 8.1, we know that (xw/v)
←−
Dα = xw/sαv 6= 0. On the other
hand, the braided Leibniz rule for
←−
Dα (Remark 3.18) repeatedly applied to the expression
λxα1 · · ·xαℓ shows that (xw/v)
←−
Dα 6= 0 can only happen if α ∈ {α1, . . . , αℓ}. This completes
the proof. 
Remark 7.8. Let v, w ∈ W be such that v ≤ w. Let ℓ = ℓ(v, w) for brevity. The inequality
in Lemma 7.7 is only necessary for xw/v to be writable as a monomial λxα1 · · ·xαℓ for some
α1, . . . , αℓ ∈ R
+ and some λ ∈ C but not sufficient. Indeed, with the setup as in Example 7.6,
the set
{α ∈ R+ | v ⋖ sαv ≤ w} = {α1, α3}
SKEW DIVIDED DIFFERENCE OPERATORS IN THE NICHOLS ALGEBRA 29
has cardinality equal to ℓ(v, w) = 2.
Remark* 7.9. Let v, w ∈ W be such that v ≤ w. Let ℓ = ℓ(v, w) for brevity. For a simply
laced Weyl group W , except for the case ℓ ≤ 2, it is unclear to the author whether or not
the inequality in Lemma 7.7 is sufficient for xw/v to be writable as a monomial λxα1 · · ·xαℓ
for some α1, . . . , αℓ ∈ R
+ and some λ ∈ C.
Example 7.10. We give an example which shows that Theorem 7.5 fails for Bruhat intervals
of length three. For this example, let R be of type A3. Let β1, β2, β3 be the simple roots
with the labeling as in [6, Plate I]. Let v = sβ1sβ3 and w = sβ1sβ2sβ3sβ2sβ1. Then, we have
v ≤ w and ℓ(v, w) = 3 but xw/v cannot be written as λxαxγxδ for some α, γ, δ ∈ R
+ and
some λ ∈ C. Indeed, the cardinality of the set
{α ∈ R+ | v ⋖ sαv ≤ w} = {β2, β1 + β2, β2 + β3, β1 + β2 + β3}
is equal to 4 > ℓ(v, w) = 3. Thus, the claim follows from Lemma 7.7
8. Strict positivity
In this section, we generalize Proposition 6.3 and 6.4 from xw to the relative setting xw/v
where v, w ∈ W such that v ≤ w. We draw several consequences which lead for example
to the sharpening of positivity (Theorem 6.11) to strict positivity (Theorem 8.6). We also
prepare the combinatorial consequences of the next section using the invariants cw/v,w′/v′
where v, w, v′, w′ ∈ W (cf. Definition 8.7).
Proposition 8.1 (Generalization of Proposition 6.3). Let v, w ∈ W and let α ∈ R+. Then we
have
−→
Dα(xw/v) = xsαw/v if sαw⋖w and = 0 otherwise. Moreover, we have (xw/v)
←−
Dα = xw/sαv
if v ⋖ sαv and = 0 otherwise.
Proof. Let v, w, α be as in the statement. Let us first prove the first statement of the propo-
sition. If v 6≤ w then both sides of the claimed equality are = 0 and there is nothing to prove.
Therefore, we may assume that v ≤ w. In this case the claimed equality follows immediately
from the definition of
−→
Dα, Remark 5.3, 7.3 and Theorem 7.1. The second statement of the
proposition can be proved completely analogously to the first just with the definition of
−→
Dα
replaced by the definition of
←−
Dα. 
Corollary 8.2. Let v, w ∈ W and let y, ξ ∈ B≥0W . Then
−→
D ξ(xw/v)
←−
D y and S¯
(−→
D ξ(xw/v)
←−
Dy
)
are both positive elements of BW .
Proof. Let v, w, y, ξ be as in the statement. Since
S¯
(−→
D ξ(xw/v)
←−
D y
)
=
−→
D ρ(y)(S¯(xw/v))
←−
D ρ(ξ) =
−→
Dρ(y)(xvwo/wwo)
←−
D ρ(ξ)
by Theorem 6.11, Proposition 3.7(6), 4.2 and Remark 4.1, 4.3, the positivity of the second
expression in the statement of the corollary follows in in view of Remark 6.2 from the posi-
tivity of the first expression. But the positivity of the first expression is obvious because of
Theorem 6.11 and Proposition 8.1. 
Remark 8.3. Let u, v, w ∈ W . Corollary 8.2 shows because of Theorem 6.11, Remark 6.2 and
Example 5.4 in particular that (xu)
←−
Dw/v and
−→
D ◦w/v(xu) are both positive elements of BW .
This result can be regarded as a “formal analogue” of [14, Conjecture 1].
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Proposition 8.4 (Generalization of Proposition 6.4). Let v, w ∈ W be such that v ≤ w.
Let ℓ = ℓ(v, w). Let α1, . . . , αℓ ∈ R
+ be such that sαℓ · · · sα1 = wv
−1. Then we have〈
xα1 · · ·xαℓ , xw/v
〉
= 1 if
v ⋖ sα1v ⋖ sα2sα1v ⋖ · · ·⋖ sαℓ−1 · · · sα1v ⋖ sαℓ · · · sα1v = w
or equivalently if
v = sα1 · · · sαℓw ⋖ sα2 · · · sαℓw ⋖ · · ·⋖ sαℓ−1sαℓw ⋖ sαℓw ⋖ w
is a saturated chain in the Bruhat order and = 0 otherwise.
Proof. The two displayed conditions in the statement of the proposition are clearly equivalent.
The claim now follows from Proposition 8.1 and Equation (1). 
Proposition 8.5. Let v, w, v′, w′ ∈ W be such that v ≤ w and v′ ≤ w′. Then we have
xw/v = xw′/v′ if and only if the following conditions hold:
(1) ℓ = ℓ(v, w) = ℓ(v′, w′).
(2) wv−1 = w′v′−1.
(3) For all α1, . . . , αℓ ∈ R
+ such that sαℓ · · · sα1 = wv
−1 = w′v′−1 we have
v ⋖ sα1v ⋖ sα2sα1v ⋖ · · ·⋖ sαℓ−1 · · · sα1v ⋖ sαℓ · · · sα1v = w
if and only if
v′ ⋖ sα1v
′
⋖ sα2sα1v
′
⋖ · · ·⋖ sαℓ−1 · · · sα1v
′
⋖ sαℓ · · · sα1v
′ = w′
or equivalently we have
v = sα1 · · · sαℓw ⋖ sα2 · · · sαℓw ⋖ · · ·⋖ sαℓ−1sαℓw ⋖ sαℓw ⋖ w
if and only if
v′ = sα1 · · · sαℓw
′
⋖ sα2 · · · sαℓw
′
⋖ · · ·⋖ sαℓ−1sαℓw
′
⋖ sαℓw
′
⋖ w′ .
Proof. Let the notation be as in the statement and as in the items. Suppose that xw/v = xw′/v′ .
Remark 5.2 immediately implies Item (1),(2). The two conditions in Item (3) are clearly
equivalent. The first as well as the second condition in Item (3) follow from the equation〈
xα1 · · ·xαℓ , xw/v
〉
=
〈
xα1 · · ·xαℓ , xw′/v′
〉
and Proposition 8.4.
Conversely, suppose that the three conditions in Item (1),(2),(3) are satisfied. By the
nondegeneracy of the Hopf duality pairing between BW and itself, it suffices to show that〈
φ, xw/v
〉
=
〈
φ, xw′/v′
〉
for all φ ∈ BW . To show this equality, by Item (1),(2), we clearly can
assume that φ is homogeneous of Z≥0-degree ℓ and ofW -degree vw
−1 = v′w′−1 since otherwise
both sides of the desired equality are equal to zero. (To see this, we take Remark 2.15 into
account and that the Hopf duality pairing between BW and itself is a morphism in the
Yetter-Drinfeld category over W .) By linearity, we even may assume that φ = xα1 · · ·xαℓ
where α1, . . . , αℓ ∈ R
+ are such that sαℓ · · · sα1 = wv
−1 = w′v′−1. Under this reduction, the
desired equality follows immediately from Proposition 8.4 and Item (3). 
Theorem 8.6 (Strict positivity). Let v, w ∈ W be such that v ≤ w. Then xw/v is a strictly
positive element of BW .
Proof. Let v, w be as in the statement. By Theorem 6.11 it is sufficient to prove that xw/v is
nonzero. To this end, let ℓ = ℓ(v, w). By [13, Proposition 5.11], there exist α1, . . . , αℓ ∈ R
+
such that
v ⋖ sα1v ⋖ sα2sα1v ⋖ · · ·⋖ sαℓ−1 · · · sα1v ⋖ sαℓ · · · sα1v = w .
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Proposition 8.4 now implies that
〈
xα1 · · ·xαℓ , xw/v
〉
= 1 which in turn implies that xw/v is
nonzero. 
Definition 8.7. Let v, w, v′, w′ ∈ W . Then we define an invariant depending on v, w, v′, w′
by the equation cw/v,w′/v′ =
〈
xw/v, S¯(xw′/v′)
〉
. Moreover, we set cw/v = cw/v,w/v for brevity.
Remark 8.8. Let v, w, v′, w′ ∈ W . By definition, Proposition 3.10 and Equation (1) we know
that
(2) cw/v,w′/v′ =
〈
ρ(xw/v), xw′/v′
〉
= ǫ
(−→
D ◦w−1/v−1(xw′/v′)
)
.
Hence, it follows from Corollary 8.2 because of Theorem 6.11 and Remark 6.2 that cw/v,w′/v′ ∈
Z≥0 and in particular that cw/v ∈ Z≥0. Alternatively, we can similarly see the same result
by directly using Corollary 6.9, 8.2 and Equation (1). We also remark that cw/v,w′/v′ is
nonzero (i.e. an element of Z>0 in view of the previous sentence) only if v ≤ w, v
′ ≤ w′,
wv−1 = w′v′−1, ℓ(v, w) = ℓ(v′, w′). Indeed, this follows immediately because the Hopf duality
pairing between BW and itself is a morphism in the Yetter-Drinfeld category over W and by
considering Proposition 3.7(1) and Remark 2.15, 5.2.
Remark 8.9. Let w, v, w′, v′ ∈ W . If xw/v is a positive monomial, i.e. it can be written as
xα1 · · ·xαℓ for some positive roots α1, . . . , αℓ, then it follows from Proposition 8.4, Remark 6.2
and Equation (2) that cw/v,w′/v′ ∈ {0, 1}. The assumption that xw/v is a positive monomial
is satisfied, for instance, in the following situations:
• If ℓ(v, w) = 0 or if v = 1 by Example 5.4.
• If ℓ(v, w) = 1 by Theorem 7.1.
• If W is a simply laced Weyl group and if ℓ(v, w) = 2 by Theorem 7.5.
Proposition 8.10. Let v, w, v′, w′ ∈ W be such that v ≤ w, v′ ≤ w′, wv−1 = w′v′−1,
ℓ(v, w) = ℓ(v′, w′). Let β ∈ ∆ be such that v < vsβ. Let α = v(β) for brevity. Then we have
cw/v,w′/v′ =


cw/vsβ ,w′/sαv′ if w > wsβ and v
′ ⋖ sαv
′ ,
0 if w > wsβ and v
′ 6⋖ sαv
′ ,
cw/vsβ ,w′/sαv′ + cwsβ/vsβ ,w′/v′ if w < wsβ and v
′ ⋖ sαv
′ ,
cwsβ/vsβ ,w′/v′ if w < wsβ and v
′ 6⋖ sαv
′ .
Proof. Before we prove the statement of the proposition, we make a preliminary observation.
Let v, w ∈ W be such that v ≤ w. Let φ, ψ ∈ BW . Then we have〈
φψ, S¯(xw/v)
〉
=
∑
v≤u≤w
〈
φ, S¯(xw/u)
〉 〈
ψ, S¯(xu/v)
〉
.
Indeed, by Proposition 3.7(5) and Remark 5.3, we know that
∆(S¯(xw/v)) =
∑
v≤u≤w
S¯(xu/v)⊗ S¯(xw/u) .
The second previous equation now follows from the last in view of the definition of the Hopf
duality pairing between BW and itself. We now prove the claimed formula in the statement
of the proposition. Let v, w, v′, w′, β, α be as in the statement of the proposition. Suppose
first that w > wsβ. By Corollary 6.15 applied to xw/v and by the preliminary observation in
the beginning of the proof, we see that
cw/v,w′/v′ =
〈
xw/vsβxα, S¯(xw′/v′)
〉
=
∑
v′≤u′≤w′
cw/vsβ ,w′/u′
〈
xα, S¯(xu′/v′)
〉
.
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For each v′ ≤ u′ ≤ w′, by Proposition 3.7(2), 3.10, 8.4, we now have
〈
xα, S¯(xu′/v′)
〉
=〈
xα, xu′/v′
〉
= 1 if v′⋖sαv
′ = u′ and = 0 otherwise. In view of the last displayed equation, this
covers the first two cases of the four cases in the formula in the statement of the proposition.
Finally, we may assume that w < wsβ. Again, by Corollary 6.15 applied to xw/v, we see that
cw/v,w′/v′ =
〈
xw/vsβxα, S¯(xw′/v′)
〉
+ cwsβ/vsβ ,w′/v′ .
But by identically the same arguments as for the case w > wsβ, we see in this case that
the first summand in the previous displayed equation is = cw/vsβ ,w′/sαv′ if v
′ ⋖ sαv
′ and = 0
otherwise. This fact and the previous displayed equation now cover the last two cases of the
four cases in the formula in the statement of the proposition. 
Theorem 8.11. Let v, w ∈ W be such that v ≤ w. Then we have cw/v = 1.
Proof. Let β ∈ ∆ be such that v < vsβ. Let v
′ = vsβ, w
′ = wsβ, α = v(β), α
′ = w(β)
for brevity. Then it is clear that sαv = vsβ = v
′ > v. Assume first that w < w′. Then,
v′ ≤ w′ by [13, Proposition 5.9]. If we now apply Proposition 6.14 to v′, w′, β, we find that
S¯(xw′/v′) = S¯(xw/v′)xα′ + S¯(xw/v) because −w
′(β) = α′. Thus, we also have
cw′/v′,w/v = cw′/v′ −
〈
xw′/v′ , S¯(xw/v′)xα′
〉
.
by applying
〈
xw′/v′ ,−
〉
to the equation in the last sentence and by rearranging. If we use
Proposition 8.4, Remark 5.3 and the definition of the Hopf duality pairing between BW and
itself, we can evaluate the very last term in the last equation as∑
v′≤u′≤w′
〈
xu′/v′ , S¯(xw/v′)
〉 〈
xw′/u′ , xα′
〉
= cw/v′
because sα′w
′ = w < w′. If we put the last two displayed equations together, we see from
the third case of Proposition 8.10 applied to cw/v that
cw/v = cw/v′ + cw′/v′,w/v = cw′/v′ .
By applying the first case of Proposition 8.10 to cw/v and taking into account the third case
treated in the last equation above, we see in general that cw/v = cw/v′ if w > w
′ and = cw′/v′
if w < w′. Note that v′ ≤ w if w > w′ and that v′ ≤ w′ if w < w′ by [13, Proposition 5.9]
applied to v ≤ w; hence, in both cases, we are in the situation we started with. Since
the length of each Coxeter group element is bounded by ℓ(wo), we see by applying the two
cases in the equation in the second last sentence finitely many times (until there exists no β
anymore as we chose it in the beginning) that cw/v = cwo/wo . In view of Proposition 3.7(2)
and Example 5.4, it obviously follows that cw/v = 1 – as claimed. 
Remark 8.12. Indirectly, we see once more from Theorem 8.11 that xw/v 6= 0 for all v, w ∈ W
such that v ≤ w as it was already shown in Theorem 8.6.
Remark 8.13. The second statement of Proposition 6.4 says that 〈ρ(xw), xw〉 = 1 for all
w ∈ W . In view of Example 5.4 and Equation (2), Theorem 8.11 can therefore be seen as a
generalization of the second statement of Proposition 6.4.
9. Combinatorial consequences
In this section, we give an enumerative description of the invariants cw/v,w′/v′ where v, w, v
′,
w′ ∈ W (cf. Theorem 9.1). This leads to a sharpening of the well-known existence of saturated
chains in the Bruhat order ([13, Proposition 5.11]): As a consequence of Theorem 8.11, we
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construct in a controlled and unique way for an interval v ≤ w where v, w ∈ W a saturated
chain from v to w depending on a reduced expression of w (cf. Corollary 9.5).
Theorem 9.1. Let v, w, v′, w′ ∈ W be such that v ≤ w, v′ ≤ w′, wv−1 = w′v′−1, m =
ℓ(v, w) = ℓ(v′, w′). Let sβ1 · · · sβℓ be a reduced expression of w
′. Let αi = sβ1 · · · sβi−1(βi) and
let α′i = sβℓ · · · sβi+1(βi) for all 1 ≤ i ≤ ℓ. Then we have
cw/v,w′/v′ = #
{
J = {1 ≤ j1 < · · · < jm ≤ ℓ} : v
′ =
∏
j∈J¯ sβj ,
v ⋖ sαj1v ⋖ · · ·⋖ sαjm−1 · · · sαj1v ⋖ sαjm · · · sαj1v = w
}
and equivalently we also have
cw−1/v−1,w′−1/v′−1 = #
{
J = {1 ≤ j1 < · · · < jm ≤ ℓ} : v
′ =
∏
j∈J¯ sβj ,
v ⋖ vsα′jm ⋖ · · ·⋖ vsα
′
jm
· · · sα′j2
⋖ vsα′jm · · · sα
′
j1
= w
}
where J¯ denotes the complement of a subset J in {1, . . . , ℓ}. In particular, the cardinalities
on the right side of the displayed equations are independent of the choice of the reduced
expression of w′.
Proof. Let the notation be as in the statement. Once the claimed equalities are proved, it
is clear that the cardinalities on the right side of the displayed equations are independent
of the choice of the reduced expression of w′. The second equation in the statement of the
proposition follows by applying the first to v−1, w−1, v′−1, w′−1 and to the reduced expression
sβℓ · · · sβ1 of w
′−1 and vice versa. (For this step, we also take [13, Exercise 5.9] into account.)
Therefore, it suffices to prove the first equation in the statement of the proposition. To this
end, let yi = xαi for all 1 ≤ i ≤ ℓ. By Corollary 6.9 applied to S¯(xw′/v′), we then have
cw/v,w′/v′ =
∑
J
〈
xw/v,
∏
j∈J
yj
〉
where the sum ranges over all subsets J of {1, . . . , ℓ} such that the product
∏
j∈J¯ sβj is a
reduced expression of v′. Here, the set J¯ denotes the complement of a subset J in {1, . . . , ℓ}.
The claim now follows from Proposition 8.4 and the previous displayed equation. 
Remark 9.2. We see once more from Theorem 9.1 that cw/v,w′/v′ ∈ Z≥0 for all v, w, v
′, w′ ∈ W
as it was already remarked in Remark 8.8.
Remark* 9.3. Theorem 8.11 and Remark 8.9 discuss instances of v, w, v′, w′ ∈ W such that
cw/v,w′/v′ ∈ {0, 1}. The author was not able to find an example of v, w, v
′, w′ ∈ W such that
cw/v,w′/v′ > 1. It might be true in general that cw/v,w′/v′ ∈ {0, 1} for all v, w, v
′, w′ ∈ W .
Example 9.4. We give an example of v, w, v′, w′ ∈ W such that cw/v,w′/v′ = 1 but xw/v 6=
xw′/v′ . Indeed, for this example, let R be of type A3. Let β1, β2, β3 be the simple roots
with the labeling as in [6, Plate I]. Let v = sβ2sβ1, w = sβ1sβ2sβ3sβ2sβ1, v
′ = sβ2sβ1sβ2,
w′ = sβ1sβ2sβ3sβ2sβ1sβ2. We see that v ≤ w, v
′ ≤ w′, wv−1 = w′v′−1 = sβ1sβ2sβ3, ℓ(v, w) =
ℓ(v′, w′) = 3. Theorem 9.1 shows that cw/v,w′/v′ = 1 because there exists precisely one set
J , namely J = {1, 3, 4}, meeting the prescribed conditions in the first displayed equality of
Theorem 9.1 applied to the reduced expression of w′ written in the second last sentence. On
the other hand, let α = β1. Then, v ⋖ sαv ≤ w but v
′ 6⋖ sαv
′. Proposition 8.5 therefore
shows that xw/v 6= xw′/v′ .
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Corollary 9.5. Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a reduced expression of
w. Let m = ℓ(v, w) for brevity. Then there exists a unique sequence 1 ≤ j1 < · · · < jm ≤ ℓ
such that
v = sβ1 · · · sˆβj1 · · · sˆβjm · · · sβℓ ⋖ sβ1 · · · sˆβj2 · · · sˆβjm · · · sβℓ ⋖ · · ·
· · ·⋖ sβ1 · · · sˆβjm · · · sβℓ ⋖ sβ1 · · · sβℓ = w
where in the ith expression in the last displayed equation the sequence ji < . . . < jm is removed
from the reduced expression of w and where i runs through 1, 2, . . . , m + 1. Similarly, there
exists a unique sequence 1 ≤ k1 < · · · < km ≤ ℓ such that
v = sβ1 · · · sˆβk1 · · · sˆβkm · · · sβℓ ⋖ sβ1 · · · sˆβk1 · · · sˆβkm−1 · · · sβℓ ⋖ · · ·
· · ·⋖ sβ1 · · · sˆβk1 · · · sβℓ ⋖ sβ1 · · · sβℓ = w
where in the ith expression in the last displayed equation the sequence k1 < . . . < km−i+1 is
removed from the reduced expression of w and where i runs through 1, 2, . . . , m+ 1.
Proof. This follows directly from Theorem 8.11, 9.1. 
Example 9.6. Let v, w ∈ W be such that v ≤ w. Let sβ1 · · · sβℓ be a reduced expression of w.
Let m = ℓ(v, w) for brevity. The sequences 1 ≤ j1 < · · · < jm ≤ ℓ and 1 ≤ k1 < · · · < km ≤ ℓ
associated to this situation as in the statement of Corollary 9.5 will in general not coincide.
Indeed, we give an examples for this behavior. For this example, let R be of type A2. Let
β1 and β2 be the simple roots of R. Let v = sβ2 and w = sβ2sβ1sβ2. We then have ℓ = 3
and m = 2. For the specific reduced expression of w written in the second last sentence, the
sequences 1 ≤ j1 < j2 ≤ 3 and 1 ≤ k1 < k2 ≤ 3 as in Corollary 9.5 are easily determined to
be (2, 3) and (1, 2). In particular, these two sequences are essentially different.
Notation 9.7. Let w ∈ W . We denote by R(w) the set of all reduced expressions of w. We
denote by r(w) the cardinality of R(w), i.e. the number of reduced expressions of w.
Definition 9.8. Let v, w ∈ W be such that v ≤ w. Then we define a map rw/v : R(w)→ R(v)
which associates to a reduced expression sβ1 · · · sβℓ of w the reduced expression
sβ1 · · · sˆβj1 · · · sˆβjm · · · sβℓ
of v where 1 ≤ j1 < · · · < jm ≤ ℓ is the unique sequence which satisfies the condition in
the first displayed equation of Corollary 9.5. Moreover, we define a map r◦w/v : R(w)→ R(v)
which associates to a reduced expression sβ1 · · · sβℓ of w the reduced expression
sβ1 · · · sˆβk1 · · · sˆβkm · · · sβℓ
of v where 1 ≤ k1 < · · · < km ≤ ℓ is the unique sequence which satisfies the condition in the
second displayed equation of Corollary 9.5.
Remark 9.9. Let v, w ∈ W be such that v ≤ w. Then we have a commutative diagram of
sets
R(w) R(v)
R(w−1) R(v−1)
rw/v
∼ ∼
r◦
w−1/v−1
where the vertical arrows indicate the involutive bijections which send a reduced expression
sβ1 · · · sβℓ to the reduced expression sβℓ · · · sβ1 of its inverse.
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Example 9.10. For this example, let R be of type A5. Let β1, β2, β3, β4, β5 be the simple roots
with the labeling as in [6, Plate I]. Let v = sβ1sβ3 and let w = sβ1sβ2sβ3sβ5 . Then, we have
v ≤ w, r(v) < r(w), and the map rw/v is neither injective nor surjective. Consequently, by
Remark 9.9, the map r◦w−1/v−1 is also neither injective nor surjective.
Similarly as above, one can also give examples of v, w ∈ W such that v ≤ w, r(v) > r(w),
and such that rw/v is neither injective nor surjective.
Question 9.11. If v, w ∈ W such that v ≤ w and such that r(v) = r(w), does this imply that
rw/v is a bijection?
10. Interpretation of the results in classical terms: passage from braided
right partial derivatives to divided difference operators
In this section, we relate the results in BW obtained thus far to the classical situation
presented in the introduction. To this end, we use the embedding of SW into BW as in [4,
Section 5]. To make the desired link, it then suffices to restrict the opposite braided left
partial derivatives and left skew partial derivatives to the image of SW in BW .
By [4, Section 5], there exists an injective morphism SW →֒ BW of Z≥0-graded algebras in
the category of W -modules which is uniquely determined by the assignment
x 7→ 2
∑
α∈R+
B(x, α)xα
where x ∈ h, and extended linearly and multiplicatively (cf. Remark 1.3). We denote the
image of this morphism by S˜W . Note that S˜W is in general not aW -graded vector subspace of
BW . Consequently, S˜W is in general not a Yetter-Drinfeld W -submodule of BW , and SW has
in general no W -grading and no structure of Yetter-Drinfeld W -module inherited from BW
via S˜W . To simplify notation, we will from now on identify SW with S˜W via the morphism
as explained above.
By [4, Lemma 5.9], the left action of the algebra BW on BW via opposite braided left partial
derivatives restricts to a left action of the algebra BW on SW which is given on generators
by sending an element xα where α ∈ R
+ to the C-linear endomorphism
−→
D ◦α
∣∣
SW
= ∂α
of SW , and extended linearly and multiplicatively. Consequently, it follows immediately that
∂β where β ∈ ∆ satisfy the nilCoxeter relations (because xβ where β ∈ ∆ do), that ∂w where
w ∈ W is well-defined, and that
−→
D ◦w
∣∣
SW
= ∂w
for all w ∈ W . By Corollary 5.13, we also see that Definition 1.7 is well-defined, and that
−→
D ◦w/v
∣∣
SW
= ∂w/v
for all v, w ∈ W . (To see this, just note that −→ϕ βJ
∣∣
SW
= ∂βJ for each sequence of simple roots
β corresponding to a fixed reduced expression of w and for each subset J of {1, . . . , ℓ} where
ℓ = ℓ(w).)
All claims made in Subsection 1.3 and 1.4 now follow from the observations in the previous
paragraph. Indeed, one simply has to restrict the action induced by the statements written
in brackets after the claims in the introductory subsections from BW to SW , and has to use
the three displayed formulas worked out above.
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Appendix A. Shuffle elements and Bruhat intervals of length two
In this appendix, we investigate the combinatorics of shuffle elements and their relation to
Bruhat intervals of length two. We call an element of a Coxeter group a shuffle element if there
exists a unique ascent in the weak left Bruhat order (cf. Definition A.19). Our main theorem
on shuffle elements (Theorem A.27) says something general about some second successor of
a shuffle element in the Bruhat order. For us, this notion is useful because under certain
conditions on a Bruhat interval of length two its starting point tends to be a shuffle element.
The conditions we impose as well as the final formulation of the main theorem on Bruhat
intervals of length two (Theorem A.37) are motivated by the application in the proof of the
monomial property of order two (Theorem 7.5) in the main corpus of this text.
The techniques we use in our proofs in this appendix are very often restricted to simply
laced Weyl groups. For example, the most nontrivial input, the generalized lifting property
([7, Theorem 6.3]) holds for a Coxeter system if and only if it is finite and simply laced
([7, Theorem 6.9]). Indeed, we illustrate in several examples that the main theorems of this
appendix fail for rather trivial reasons for non simply laced Weyl groups. Finally, it should be
said that one can get a rather cheap proof of Theorem A.27, A.37 restricted to the symmetric
group. However, for the exceptional types, all presented methods are needed.
In Subsection A.1, A.2, we recall basic notions around the generalized lifting property and
Weyl groups. A reader familiar with this setup can directly jump to Subsection A.3 bearing
in mind that we are always treating onwards simply laced Weyl groups unless otherwise
specified (cf. Convention A.5).
A.1. Notation around the generalized lifting property ([7, Section 2]). Let (W,S) be
a Coxeter system with the notation attached to this Situation as in Subsection 1.1. As in [7,
Section 2], for w ∈ W , we introduce the following notation related to the generalized lifting
property:
Aℓ(w) = {β ∈ ∆ | w < sβw} = {β ∈ ∆ | w
−1(β) > 0} ,
A(w) = {α ∈ R+ | w < sαw} = {α ∈ R
+ | w−1(α) > 0} ,
D(w) = {α ∈ R+ | w > sαw} = {α ∈ R
+ | w−1(α) < 0} .
The second equation in each line of the previous displayed equation follows from [13, Propo-
sition 5.7]. Furthermore, for each pair v, w ∈ W , we define AD(v, w) = A(v) ∩D(w).
A.2. Weyl groups. In this subsection, we fix our notation and conventions for Weyl groups.
From now on and for the rest of the appendix, all notation and conventions from this sub-
section will be in force.
Let R be a reduced, irreducible and crystallographic root system in a real vector space hR.
Let W be the subgroup of AutR(hR) generated by the reflections sα where α runs through R.
The group W is necessarily finite because R is finite. It is called the Weyl group associated
to R. We fix once and for all a W -invariant scalar product (−,−) on hR. It is well-known
that such a scalar product is unique up to scalar multiple in R>0. Thanks to this scalar
product and the axioms of R, for each pair of roots α and γ, we define an integer 〈γ, α〉
by the expression 2(γ,α)
(α,α)
. This last expression is manifestly independent of the choice of the
scalar product (−,−). For each root α, the reflection sα now acts on γ ∈ R via the familiar
formula sα(γ) = γ − 〈γ, α〉α. We choose once and for all a base ∆ of R consisting of simple
roots. The choice of a base ∆ induces a partial order on R which is denoted by “≤”. The set
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of positive elements of R with respect to this partial order is denoted by R+. The elements
of R+ are called positive roots.
Let S = {sβ | β ∈ ∆}. Then (W,S) becomes an irreducible Coxeter system such that W
is a finite Coxeter group. We now make ∆ correspond to S via the bijection ∆
∼
→ S, β 7→ sβ
and the real vector space hR from this subsection correspond to the identically named in
Subsection 1.1. In this way, we can well speak about the Coxeter integers m(s, s′), m(β, β ′)
and the scalar product B on hR (where s, s
′ ∈ S and β, β ′ ∈ ∆).
Remark A.1. We are now in the situation that we have two actions of W on hR, one via
the inclusion W ⊆ AutR(hR), which we call the natural action of the Weyl group W , and
one given by the geometric representation of W considered as a Coxeter group. In general,
these two actions are essentially different. Consequently, the scalar product B will be in
general not invariant under the natural W -action but only under the action induced by the
geometric representation ofW , and B will be in general not a scalar multiple in R>0 of (−,−).
Furthermore, the root system and its positive roots introduced in Subsection 1.1 will be in
general different from the root system and its positive roots introduced in this subsection.
Convention A.2. To avoid confusion we make clear: From now on, whenever we work with
a Weyl group W , we exclusively consider the natural action of W on hR in the sense of
Remark A.1 as well as the root system and its positive roots as introduced in this subsection.
Since we will be in this appendix mostly concerned with the case where the natural action
coincides with the one induced by the geometric representation and where consequently all
other notions coincide, i.e. with simply laced Weyl groups, we do not have to bother much
about the difference between the two perspectives (– the Weyl group and the Coxeter group
perspective).
For two simple roots β and β ′, the integer 〈β, β ′〉 is called a Cartan integer. We re-
call the following relation between the Cartan and the Coxeter integers. By [6, Chap-
ter VI, § 1, no 5, Equation (11)], we have
(3) 〈β, β ′〉 = 2
‖β‖
‖β ′‖
B(β, β ′)
where β, β ′ ∈ ∆ and where ‖−‖ denotes the norm induced by the scalar product (−,−).
A.2.1. Notation for roots. Let α be a positive root and β be a simple root. We denote by
nβ(α) the coefficient of β in the unique expression of α as a linear combination of simple
roots. In other words, we have α =
∑
β∈∆ nβ(α)β where nβ(α) ∈ Z≥0 for all β ∈ ∆.
In the following, we will adopt the notation from [6, Plate I–IX] to depict positive roots in
terms of their coefficients at simple roots. We briefly recall how this works. To determine a
positive root α, we print the Dynkin diagram of R as an array where each node corresponding
to a simple root β is labeled with the nonnegative integer nβ(α). In explicit examples,
whenever this matters, we also adopt from [6, Plate I–IX] the labeling of the simple roots
∆ = {β1, . . . , βn} where n is the rank of R and where βi corresponds to the ith node of the
Dynkin diagram of R (for all 1 ≤ i ≤ n). To explicitly make clear to which type of R a
positive root α belongs, we even illustrate nodes of the Dynkin diagram of R corresponding
to simple roots β such that nβ(α) = 0.
For example, if we write that the positive root α is given by
0 1 1 1
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then we mean that α = β2 + β3 + β4 where R is of type A4 and where β1, β2, β3, β4 are the
simple roots in ∆ with the labeling as in [6, Plate I]. Whereas, if we write that the positive
root α is given by
1 1 1
then we mean that α = β1 + β2 + β3 where R is of type A3 and where β1, β2, β3 are the
simple roots in ∆ with the labeling as in [6, Plate I]. This notation would of course give rise
to ambiguity because abstracted from the double edges the arrays of the Dynkin diagrams,
for example, of type A3 and B3 look identically. Yet, since we will only use this notation for
simply laced root systems, all positive roots will be uniquely determined.
Notation A.3. Let α ∈ R+. We denote by ∆(α) the support of α, i.e. the subset of ∆ given
by the equation
∆(α) = {β ∈ ∆ | β ≤ α} = {β ∈ ∆ | nβ(α) > 0} .
A.2.2. Simply laced Weyl groups. Let R be a simply laced root system, i.e. a root system such
that the Dynkin diagram of R has only simple edges. Let W be the Weyl group associated
to R. The group W is called a simply laced Weyl group. All Coxeter integers of the Coxeter
system (W,S) where S is associated to ∆ as in Subsection A.2 are ≤ 3. With the terminology
of [7, Section 2], the Coxeter system (W,S) therefore becomes an irreducible simply laced
Coxeter system, and every irreducible simply laced Coxeter system arises in this way from a
simply laced Weyl group. Since all roots in R have equal length, Equation (3) becomes
(4) 〈β, β ′〉 = 2B(β, β ′)
for all β, β ′ ∈ ∆. Hence, as anticipated in Convention A.2, the natural W -action on hR
and the one induced by the geometric representation of W coincide. Consequently, all other
notions introduced in Subsection 1.1 and Subsection A.2 correspond to each other.
Remark A.4. Because of Equation (4), we clearly see that for simply laced Weyl groups the
form 〈−,−〉 becomes a W -invariant scalar product. This is very specific to this situation. If
there are two root length, i.e. if R is non simply laced, then the form 〈−,−〉 will be neither
bilinear nor symmetric (but still W -invariant with respect to the natural W -action).
Convention A.5. From now on and for the rest of the appendix, unless otherwise stated in
some examples, R will be always a simply laced root system and W a simply laced Weyl
group associated to it. We keep all the notation and conventions attached to this situation
and introduced thus far.
The following lemma is fundamental and will be often tacitly in use without referencing
to it.
Lemma A.6. Let α and γ be non-proportional roots (i.e. γ 6= ±α). Then we have 〈γ, α〉 ∈
{−1, 0, 1}.
Proof. Since in our situation all roots are deemed to be long, the lemma is a trivial conse-
quence of [2, Lemma 7.14]. 
A.3. Preliminaries on roots. In this subsection, we provide the necessary preliminaries
on roots. Basically, we have to exclude the existence of a root which satisfies all of the
properties listed in the items in Proposition A.23. Unfortunately, we have no elegant proof
of this. Our considerations in this subsection are based on the classification and explicit
realization of root systems as in [6]. They rely on divers routine checks. We only indicate
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the most relevant ideas of those. An impatient reader can skip this subsection in good faith
and take the non-existence of the before mentioned root as granted.
Definition A.7. Let α ∈ R+ and β ∈ ∆(α). We introduce three sets of simple roots
depending on α and β which are relevant for our investigations:
N+(α, β) = {β ′ ∈ ∆(α) | (β, β ′) < 0, (α, β ′) > 0} ,
N−(α, β) = {β ′ ∈ ∆(α) | (β, β ′) < 0, (α, β ′) ≤ 0} ,
N(α, β) = {β ′ ∈ ∆(α) | (β, β ′) < 0} .
We clearly have N(α, β) = N+(α, β) ⊔N−(α, β).
Lemma A.8. Let α ∈ R+. Let β ∈ ∆(α) such that (α, β) < 0. Then we have for all
β ′ ∈ N−(α, β) that (α, β ′) = 0.
Proof. Let α and β be as in the statement. Let β ′ ∈ N−(α, β). It is clear that β + β ′ is
a positive root. Hence, we have 〈α, β + β ′〉 = 〈α, β〉 = −1. It follows that (α, β ′) = 0 as
claimed. 
Lemma A.9. Let α ∈ R+ and β ∈ ∆(α). Let β ′ ∈ N+(α, β). Then we have nβ(α) < 2nβ′(α).
Proof. Let α, β, β ′ be as in the statement. Then we have 0 < 〈α, β ′〉 ≤ 2nβ′(α)− nβ(α) and
hence nβ(α) < 2nβ′(α) as claimed. 
Proposition A.10. Let α ∈ R+. Let β ∈ ∆(α) such that (α, β) < 0. Suppose that nβ(α) = 1.
Then there exists α′ ∈ R+ such that α′ ≤ α, (α′, β) > 0, (α, α′) = 0.
Proof. Let α and β be as in the statement. It is clear that there exists β ′ ∈ ∆(α) such that
(α, β ′) > 0 since otherwise we have (α, α) < 0 which is contrary to the fact that (−,−)
is a scalar product. Hence, we can choose a path β1, . . . , βℓ of minimal length ℓ in the
connected subdiagram of the Dynkin diagram with nodes ∆(α) such that β1 = β and such
that (α, βℓ) > 0. Since (α, β) < 0 by assumption, it is clear that ℓ > 1. By the minimality of
ℓ, it is moreover clear that (α, βi) ≤ 0 for all 1 ≤ i < ℓ. By an argument very similar to the
one in the proof of Lemma A.8, we even know that (α, βi) = 0 for all 1 < i < ℓ. We can now
define α′ =
∑ℓ
i=1 βi. It is clear that α
′ is a positive root. By what we said above, it is easy
to see that α′ satisfies all the requirements in the statement of the proposition. 
Remark A.11. Let α, β, α′ be as in the statement of Proposition A.10. Then it is clear that
α′ even satisfies α′ < α.
Fact A.12. Suppose that R is of type E6 or E7. Let α ∈ R
+. Let β ∈ ∆(α) be such that
(α, β) < 0. Suppose that nβ(α) > 1. Then β is uniquely determined by α. Moreover, the root
α occurs in the following list:
E6 :
1 2 2 2 1
1
,
E7 :
1 2 2 2 1 0
1
,
1 2 2 2 1 1
1
,
1 2 2 2 2 1
1
,
1 2 3 2 2 1
1
,
1 2 3 2 2 1
2
,
1 2 3 3 2 1
2
,
1 2 4 3 2 1
2
.
40 CHRISTOPH BA¨RLIGEA
In this picture, the blue colored numbers correspond each time to the simple root β. The green
colored numbers correspond each time to simple roots in N+(α, β). The red colored numbers
correspond each time to simple roots in N−(α, β).
Proof. The proof of the fact works by going through the list of all roots in type E6 and E7
which have a coefficient > 1 (cf. [6, Plate V and VI]). By checking for each simple root β
having a coefficient > 1 in α whether the pairing (α, β) is negative, we can create the table
as above. A posteriori, we see from this table that β is uniquely determined by α. 
Remark A.13. The statement in Fact A.12 that β is uniquely determined by α fails for type
E8. In general, for a given α ∈ R
+, there might be several β ∈ ∆(α) such that (α, β) < 0 and
such that nβ(α) > 1. This occurs for precisely four roots in type E8 for which there exist in
each case precisely two β’s.
Corollary A.14. Suppose that R is of type E6 or E7. Let α ∈ R
+. Let β ∈ ∆(α) be
such that (α, β) < 0. Suppose that nβ(α) > 1. Then there exists β
′ ∈ N+(α, β) such that
nβ(α) ≤ nβ′(α).
Proof. This follows directly from the list of roots we have created in Fact A.12. Graphically,
we see that for each blue number in the list there exists a neighboring green number which
is greater or equal than the blue number. 
Corollary A.15. Suppose that R is of type E6 or E7. Let α ∈ R
+. Let β ∈ ∆(α) be such
that (α, β) < 0. Suppose that nβ(α) > 1. Then there exists α
′ ∈ R+ such that nβ(α)α
′ ≤ α,
(α′, β) > 0, (α, α′) = 0.
Proof. Let α and β be as in the statement. By Corollary A.14, there exists β ′ ∈ N+(α, β)
such that nβ(α) ≤ nβ′(α). Let α
′ = β + β ′. It is clear that α′ is a positive root. It is easy to
see that α′ satisfies all the requirements in the statement of the corollary. 
Remark A.16. Let α, β, α′ be as in the statement of Corollary A.15. Then it is clear that α′
even satisfies nβ(α)α
′ < α.
Remark A.17. Let α, β, β ′ be as in the statement of Corollary A.14. Then we see from
the list of roots in Fact A.12 that β ′ is not uniquely determined by α and β (or just by α).
Indeed, graphically, there are blue numbers in the list such that there exists more than one
neighboring green number which is greater or equal than the blue number. Consequently,
by the proof of Corollary A.15, the root α′ in the statement of Corollary A.15 is also not
uniquely determined by α and β (or just by α).
Remark A.18. Corollary A.15 (and consequently Corollary A.14) actually fails in type E8.
More precisely, there exists a unique exception to Corollary A.15. We can say the following.
Let α ∈ R+. Let β ∈ ∆(α) be such that (α, β) < 0. Suppose that nβ(α) > 1. Suppose
further that there exists no α′ ∈ R+ such that nβ(α)α
′ ≤ α, (α′, β) > 0, (α, α′) = 0 (or
equivalently no α′ ∈ R+ such that nβ(α)α
′ < α, (α′, β) > 0, (α, α′) = 0). Then α and β are
uniquely determined. Explicitly, the root α is given by
2 4 5 4 3 2 1
3
where the blue colored number corresponds to the simple root β.
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A.4. Shuffle elements. In this subsection, we introduce shuffle elements and prove the main
theorem on them (Definition A.19, Theorem A.27). Although we need the generalized lifting
property ([7, Theorem 6.3]) only once in the proof of Theorem A.27, it is the main motivation
for us to study minimal elements of AD(v, w) where v is a shuffle element and w is some
second successor of v in the Bruhat order.
Definition A.19. Let v ∈ W . We call v a shuffle element if the set Aℓ(v) consists of a
unique element. If v ∈ W is a shuffle element, we call the unique element of Aℓ(v) the pivot
element of v.
Remark A.20. Definition A.19 makes of course sense for an arbitrary Coxeter group although
we assume everywhere W to be a simply laced Weyl group since the rest of our theory only
works in this situation.
Remark A.21. The terminology of Definition A.19 comes from the intuition for the case of
the symmetric group. Indeed, for this remark, let R be of type An where n ∈ Z>0. As usual,
we identify the group W with permutations of the set {1, . . . , m} where m = n + 1. Then
v ∈ W is a shuffle element if and only if v 6= wo and if m,m− 1, . . . , µ+1 and µ, µ− 1, . . . , 1
are subsequences of v(1), . . . , v(m) for some µ ∈ {1, . . . , n}. In that case, the integer µ is
uniquely determined by v and the pivot element of v is given by βµ where βµ is the simple
root corresponding to the µth node of the Dynkin diagram of R with labeling of the nodes
from left to right as in [6, Plate I].
Theorem A.22. Let v ∈ W be a shuffle element with pivot element β. Let α be a minimal
element of A(v) \ {β}. Then we have (α, β) > 0.
Proof. Let v, β, α be as in the statement. Suppose for a contradiction that (α, β) ≤ 0. Since
(α, α) > 0, there must exist β ′ ∈ ∆ \ {β} such that (α, β ′) > 0. Since α /∈ ∆, we clearly have
〈α, β ′〉 = 1. Hence, sβ′(α) = α − β
′ ∈ R+. Since α ∈ A(v) and β ′ ∈ D(v), it follows that
v−1(α− β ′) > 0 and thus α− β ′ ∈ A(v). By the minimality of α, we must have α = β + β ′.
But this implies that 〈α, β〉 = 2− 1 = 1. In particular, (α, β) > 0 – a contradiction. 
Proposition A.23. Let v ∈ W be a shuffle element with pivot element β. Let α be a minimal
element of AD(v, sαsβv). Then we have:
(1) β ∈ ∆(α).
(2) (α, β) < 0.
(3) nβ(α) >
∑
β′∈N+(α,β) nβ′(α).
(4) There exists no α′ ∈ R+ such that nβ(α)α
′ ≤ α, (α′, β) > 0, (α, α′) = 0.
(5) nβ(α) > 1.
Proof. Let v, β, α be as in the statement. Ad Item (1). Suppose that β /∈ ∆(α). Since v is a
shuffle element, it follows that v−1(α) < 0 – contrary to the assumption on α that α ∈ A(v).
Ad Item (2). We first show that α 6= β. Indeed, suppose that α = β. Then we have
AD(v, sαsβv) = AD(v, v) = ∅ which is contrary to the existence of α. Since α 6= β, we
clearly have 〈α, β〉 ∈ {−1, 0, 1}. Suppose now that (α, β) ≥ 0. A short computation shows
that
v−1sβsα(β) = (〈α, β〉
2 − 1)v−1(β)− 〈β, α〉 v−1(α) .
Since v−1(α) > 0, v−1(β) > 0, (α, β) ≥ 0, 〈α, β〉2 − 1 ≤ 0, it follows immediately from the
previous line that v−1sβsα(β) < 0. Hence, we have β ∈ AD(v, sαsβv). By the minimality of
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α and Item (1), it follows that α = β. But we already excluded this in the beginning of the
proof of the item.
Ad Item (3). Let β ′ ∈ N+(α, β). We first show that we then have v−1(β ′) < −v−1(β).
Indeed, let γ = sβ′(α) = α − β
′ ∈ R+. We clearly have v−1(γ) > 0. By the minimality
of α, it consequently follows that v−1sβsα(γ) > 0. But a short computation shows that
v−1sβsα(γ) = −v
−1(β)− v−1(β ′). Hence, it indeed follows that v−1(β ′) < −v−1(β). We now
can conclude by considering v−1(α) > 0. We have
0 < v−1(α)
= nβ(α)v
−1(β) +
∑
β′∈N+(α,β)
nβ′(α)v
−1(β ′) +
∑
µ∈∆(α)\({β}∪N+(α,β))
nµ(α)v
−1(µ)
≤ nβ(α)v
−1(β) +
∑
β′∈N+(α,β)
nβ′(α)v
−1(β ′)
≤

nβ(α)− ∑
β′∈N+(α,β)
nβ′(α)

 v−1(β) .
Since v−1(β) > 0, it is now clear that we must have nβ(α) >
∑
β′∈N+(α,β) nβ′(α) – as claimed.
Ad Item (4). Suppose there exists α′ ∈ R+ such that nβ(α)α
′ ≤ α, (α′, β) > 0, (α, α′) = 0.
First note that the inequality nβ(α)α
′ ≤ α makes clear that nβ(α
′) = 1. Next, we show
that we even have nβ(α)α
′ < α. Indeed, suppose that nβ(α)α
′ = α. This implies that
nβ(α) = 1 and α = α
′. The inequality (α′, β) > 0 then means (α, β) > 0 which is contrary to
Item (2). The inequality nβ(α)α
′ < α means in particular that α′ < α. By the minimality
of α, this means that α′ /∈ AD(v, sαsβv). We now show the contrary which leads to the
desired contradiction. Indeed, we have 0 < v−1(α) < nβ(α)v
−1(α′) since α and nβ(α)α
′ have
the same coefficient at β. It follows that v−1(α′) > 0. On the other hand, in view of the
assumptions on α′, we compute that v−1sβsα(α
′) = v−1(α′ − β). Since nβ(α
′) = 1, we know
that α′−β has zero coefficient at β. It follows that v−1(α′−β) < 0 and thus v−1sβsα(α
′) < 0
and thus α′ ∈ AD(v, sαsβv) – a contradiction.
Ad Item (5). This item follows from Item (1),(2),(4) and Proposition A.10. 
Remark A.24. Let v, β, α be as in the statement of Proposition A.23. Then we note that
Item (5) implies Item (1). Moreover, if N+(α, β) = ∅, then Item (1) and (3) are equivalent.
Also, Item (4) can be equivalently formulated by saying that there exists no α′ ∈ R+ such
that nβ(α)α
′ < α, (α′, β) > 0, (α, α′) = 0. This last sentence follows from Item (2).
Theorem A.25. Let v ∈ W be a shuffle element with pivot element β. Then there exists no
α ∈ R+ such that α is a minimal element of AD(v, sαsβv).
Proof. Let v and β be as in the statement. We argue by contradiction and distinguish
the types of R. Assume that there exists α ∈ R+ such that α is a minimal element of
AD(v, sαsβv). By Proposition A.23(2),(5), it is clear that α+β is a positive root which has a
coefficient > 2 at β. Since all roots in type A and D have coefficients ≤ 2 at all simple roots,
those two types are ruled out directly from the beginning. Assume now that R is of type E6
or E7. Then Corollary A.14 contradicts Proposition A.23(3) and Corollary A.15 contradicts
Proposition A.23(4) (both corollaries apply because of Proposition A.23(2),(5)). Assume
finally that R is of type E8. In view of Proposition A.23(2),(4),(5), Remark A.18 implies that
α and β are uniquely determined and given as in the statement of Remark A.18. From the
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explicit description of α and β, we see that nβ(α) = 5 and that
∑
β′∈N+(α,β) nβ′(α) = 3+4 = 7.
This contradicts eventually Proposition A.23(3). 
Lemma A.26. Let v ∈ W . Let β ∈ Aℓ(v). Let α ∈ A(sβv). Suppose that (α, β) ≥ 0. Then
we have α ∈ A(v) and β ∈ D(sαsβv).
Proof. Let v, β, α be as in the statement. By assumption, we have v−1sβ(α) > 0. Expanding
the expression, we find v−1(α) > 〈α, β〉 v−1(β) ≥ 0 and hence α ∈ A(v). On the other hand,
a computation similar to the one in the proof of Proposition A.23(2) shows that
v−1sβsα(β) = (〈α, β〉
2 − 1)v−1(β)− 〈β, α〉 v−1(α) .
Since α ∈ A(sβv) by assumption, we clearly have α 6= β and thus 〈α, β〉 ∈ {0, 1}. The
first statement of the lemma and the assumptions read as v−1(α) > 0, v−1(β) > 0, (α, β) ≥
0, 〈α, β〉2 − 1 ≤ 0. It follow immediately from this and the previous displayed equation that
v−1sβsα(β) < 0 and thus β ∈ D(sαsβv). 
Theorem A.27 (Main theorem on shuffle elements). Let v ∈ W be a shuffle element with
pivot element β. Let w ∈ W be such that sβv ⋖ w. Then we have sβw < w.
Proof. Let v, β, w as in the statement. Let α ∈ R+ be such that w = sαsβv. Suppose for a
contradiction that sβw > w. Then Lemma A.26 implies that (α, β) < 0. Since α ∈ A(sβv)
by definition, it is clear that α 6= β and thus 〈α, β〉 = −1. By our assumption sβw > w, we
have w−1(β) > 0. But a short computation using 〈α, β〉 = −1 shows that w−1(β) = v−1(α).
Hence, we have α ∈ A(v). In total, this means α ∈ AD(v, w). By Theorem A.25, we know
that α cannot be a minimal element of AD(v, w). Consequently, there exists a root α′ ∈ R+
such that α′ < α and such that α′ is a minimal element of AD(v, w). Let α′ be such a
positive root. By our choice of α′, we know that v−1(α′) > 0 and w−1(α′) < 0. In view of
〈α, β〉 = −1, a short computation shows that
w−1(α′) = v−1(α′)− 〈α′, β〉 v−1(β)− 〈α′, α〉 (v−1(α) + v−1(β))
Since v−1(β) > 0, v−1(α) > 0, v−1(α′) > 0, w−1(α′) < 0, it follows that either (α′, β) > 0 or
(α, α′) > 0.
Since α′ is a minimal element of AD(v, w), we can apply the generalized lifting property
to the Bruhat interval v < w (cf. [7, Theorem 6.3]). This theorem tells us in view of the
length difference ℓ(v, w) = 2 that v ⋖ sα′v ⋖ w. Hence, there exists a unique root γ ∈ R
+
such that w = sγsα′v. This means in particular that sαsβ = sγsα′ .
We now treat the two cases (α′, β) > 0 and (α, α′) > 0 separately. Assume first that
(α′, β) > 0. Since sβw > w by assumption and since sα′w < w, we see that α
′ 6= β. Thus,
we have 〈α′, β〉 = 1. Now, let δ = sα′(β) = β − α
′. It is clear that δ is a negative root. If we
evaluate the equation sαsβ = sγsα′ at β, we find in view of 〈α, β〉 = −1 that
−α− β = δ − 〈δ, γ〉 γ = β − α′ − 〈δ, γ〉 γ .
If we rearrange this equation, it becomes
2β = α′ − α + 〈δ, γ〉 γ .
As α′ − α < 0, we see that 〈δ, γ〉 > 0. We now prove that γ 6= ±δ. Indeed, suppose that
γ = ±δ. Then we have sαsβ = sγsα′ = ssα′ (β)sα′ = sα′sβ . It follows that sα = sα′ and thus
α = α′ – a contradiction. Since γ 6= ±δ, we know that 〈δ, γ〉 = 1. If we plug this value
into the previous displayed equality and rearrange, we find that γ = 2β + α − α′. Thus
we find the pairing 〈γ, β〉 = 4 − 1 − 1 = 2 which means that β = γ. But then we have
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sγw = sα′v < w < sβw = sγw – a contradiction. Equally well, one can plug the equality
β = γ into the equation γ = 2β + α − α′ which leads to α′ = α + β – a contradiction to
α′ < α.
All in all, this shows that we can assume (α′, β) ≤ 0 and (α, α′) > 0. Since α 6= α′, we
clearly have 〈α, α′〉 = 1. We can define α′′ = sα′(α) = α − α
′ ∈ R+. It is rather clear that
〈α′, α′′〉 = −1 and that α = sα′(α
′′). We find that
sα′sα′′sα′sβ = ssα′(α′′)sβ = sαsβ = sγsα′
and thus sα′′sα′sβ = sα′sγsα′ . Since α
′ ∈ D(w), we can use this equation to see that the root
w−1(α′) = v−1sα′sγ(α
′) = −v−1sα′sγsα′(α
′) = −v−1sβsα′sα′′(α
′)
is negative. Thus, we have v−1sβsα′sα′′(α
′) > 0 which means that sα′′sα′sβv < sα′sα′′sα′sβv =
sαsβv = w. On the other hand, since α
′ ∈ A(v) and since (α′, β) ≤ 0, we also have
v−1sβ(α
′) = v−1(α′) − 〈α′, β〉 v−1(β) > 0 and thus sβv < sα′sβv. Finally, we compute that
v−1sβsα′(α
′′) = v−1sβ(α) > 0 by the very definition of α. This means that sα′sβv < sα′′sα′sβv.
If we put these findings together, we obtain the following chain
v < sβv < sα′sβv < sα′′sα′sβv < sα′sα′′sα′sβv = w .
It is obvious that this contradicts the fact that ℓ(v, w) = 2. This completes the proof of the
theorem. 
Example A.28. We give examples of non simply laced Weyl groups for which Theorem A.27
fails. Indeed, for this example, let W be a Weyl group of rank two with simple roots β and
β ′ whose Coxeter integer is > 3. Let v = sβ′ and w = sβ′sβsβ′. Then v, β, w satisfy all of
the assumptions of Theorem A.27 except that W is a non simply laced Weyl group. But the
conclusion of Theorem A.27 fails. In fact, we have sβw > w. Note, since we did not fix the
arrangement of the simple roots β and β ′ according to their different length, we actually gave
for a fixed non simply laced Weyl group of rank two two examples for which Theorem A.27
fails.
Example A.29. We give an example which shows that Theorem A.27 fails for v, β, w which
satisfy all of the assumptions of Theorem A.27 except that sβv ⋖ w is replaced by sβv < w.
Indeed, for this example, let R be of type A4. Let β1, β2, β3, β4 be the simple roots with the
labeling as in [6, Plate I]. Let v = sβ3sβ4sβ3sβ1, β = β2, w = sβ1sβ2sβ3sβ4sβ3sβ2sβ1. Then
v, β, w satisfy all of the assumptions of Theorem A.27 except that only sβv < w and not
sβv ⋖ w. But the conclusion of Theorem A.27 fails. In fact, we have sβw > w.
Example A.30. Let v, w ∈ W . Let β ∈ Aℓ(v) be such that sβv ⋖ w. We give an example of
v, β, w as stated such that sβw > w. This shows that Theorem A.27 fails if v is not a shuffle
element and if β is an element of Aℓ(v) which is not uniquely determined by v. Indeed, for
this example, let R be of type An where n ≥ 2. Let β, β
′ ∈ ∆ such that m(β, β ′) = 3. Let
v = 1 and let w = sβ′sβ. Then v, β, w are as stated above such that sβw > w. If we set
n = 2, we see that Aℓ(v) consists precisely of the elements β and β
′, and v fails to be a shuffle
element by one additional root in Aℓ(v).
A.5. Bruhat intervals of length two. In this subsection, we prove the main theorem
on Bruhat intervals of length two (Theorem A.37). This theorem follows quite easily from
Theorem A.27. It is only left to express the conditions imposed on a shuffle element in terms
of properties of a Bruhat interval of length two.
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Lemma A.31. Let β, β ′ ∈ ∆ and α, α′ ∈ R+ be such that β 6= β ′ and such that sβsβ′ = sαsα′.
Then we have α ∈ {β, β ′} or α′ ∈ {β, β ′}.
Proof. Let β, β ′, α, α′ be as in the statement. Since β 6= β ′, it is easy to see that the ordinary
length as well as well as the reflection length of sβsβ′ is equal to two. In view of [3, The-
orem 1.4] applied to the parabolic subgroup of W generated by sβ and sβ′ , it follows that
∆(α) ⊆ {β, β ′} and ∆(α′) ⊆ {β, β ′}. Assume that α /∈ {β, β ′}. Then it is clear that β and
β ′ cannot be orthogonal and that α = β + β ′. In particular, we have sα = sβsβ′sβ. From
the equation sβsβ′ = sαsα′ , it now follows that sα′ = sαsβsβ′ = sβ and thus α
′ = β. This
completes the proof of the lemma. 
Remark A.32. It should be clear that one can also give a simple and more elementary proof
of Lemma A.31 without referring to [3]. Since this is cumbersome, we preferred this solution.
Lemma A.33. Let v, w ∈ W be such that ℓ(v, w) = 2, v ≤ w, v 6≤ℓ w. Suppose that for all
β ∈ Aℓ(v) we have sβv ≤ w. Then v is a shuffle element.
Proof. Let v and w be as in the statement. By assumption, it is clear that Aℓ(v) 6= ∅. Let
β, β ′ ∈ Aℓ(v). It suffices to show that β = β
′. Suppose for a contradiction that β 6= β ′.
By assumption, we have sβv ⋖ w and sβ′v ⋖ w. Hence, there exist unique roots α, α
′ ∈ R+
such that w = sαsβv = sα′sβ′v. This last equality means also that sαsβ = sα′sβ′ and that
sβsβ′ = sαsα′ . Lemma A.31 now implies that α ∈ {β, β
′} or that α′ ∈ {β, β ′}. In both cases,
it follows that v ≤ℓ w which is contrary to our initial assumption on the interval v < w. 
Theorem A.34. Let v, w ∈ W be such that ℓ(v, w) = 2, v ≤ w, v 6≤ℓ w. Suppose that for all
β ∈ Aℓ(v) we have sβv ≤ w. Then we have for all β ∈ Aℓ(v) that sβw < w.
Proof. Let v and w be as in the statement. By Lemma A.33, it follows that v is a shuffle
element. Let β be the pivot element of v. By assumption, we have sβv ⋖ w. Theorem A.27
implies that sβw < w. In view of Aℓ(v) = {β}, this completes the proof. 
Remark* A.35. While Theorem A.27 and Theorem A.37 clearly fail for non simply laced Weyl
groups (cf. Remark A.39 and Example A.28), we were not able to find a counterexample to
Theorem A.34 for an arbitrary Weyl group. It might be true that under the same assumptions
on v and w the conclusion of Theorem A.34 or the weaker conclusion that there exists
β ∈ Aℓ(v) such that sβw < w hold for more general Coxeter groups, e.g. arbitrary Weyl
groups.
Remark A.36. Example A.29 shows that the conclusion of Theorem A.34 (or even the weaker
conclusion that there exists β ∈ Aℓ(v) such that sβw < w) fails for elements v, w ∈ W which
satisfy all of the assumptions of Theorem A.34 except that ℓ(v, w) > 2. Indeed, the elements
v, w ∈ W as in Example A.29 satisfy in addition to the properties discussed there v 6≤ℓ w
and ℓ(v, w) = 3.
Theorem A.37 (Main theorem on Bruhat intervals of length two). Let v, w ∈ W be such
that ℓ(v, w) = 2 and v ≤ w. Suppose that for all β ∈ Aℓ(v) we have sβv ≤ w. Then there
exists β ∈ Aℓ(v) such that sβw < w.
Proof. Let v and w be as in the statement. If v 6≤ℓ w, then the result follows clearly from
Theorem A.34. Hence, we may assume that v ≤ℓ w. Let β, β
′ ∈ ∆ such that w = sβ′sβv.
If sβw < w, the theorem is proved. Hence, we may assume that sβw > w. This means
in particular that β and β ′ are not orthogonal. Under these assumptions, we find that
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w−1(β) = v−1(β ′) > 0. Hence, it suffices to prove that w−1(β ′) < 0. But this last inequality
is clear because we have w−1(β ′) = −v−1(β)− v−1(β ′) and β, β ′ ∈ Aℓ(v). 
Remark A.38. In Lemma A.33, Theorem A.34, Theorem A.37, the assumption v ≤ w is
actually each time superfluous because it follows from the other assumptions on v, w ∈ W .
We included it just for simplicity.
Remark A.39. Example A.28 and Example A.29 show again that Theorem A.37 fails for non
simply laced Weyl groups and for elements v, w ∈ W which satisfy all of the assumptions of
Theorem A.37 except that ℓ(v, w) > 2.
Example A.40. Let v, w ∈ W as in the statement of Theorem A.37. We give an example
to show that the stronger conclusion “For all β ∈ Aℓ(v), we have that sβw < w.” (as in
Theorem A.34) does not hold. Indeed, for this example, analogously to Example A.30, let R
be of type A2 with simple roots β and β
′. Let v = 1 and w = sβ′sβ . Then v and w satisfy all
of the assumptions of Theorem A.37. But we have β ′ ∈ Aℓ(v) and sβ′w > w.
Example A.41. Let v, w ∈ W as in the statement of Theorem A.37. We give an example
which shows that the β ∈ Aℓ(v) such that sβw < w is not necessarily unique (as it is the
case in the conclusion of Theorem A.34 as we see from its proof). Indeed, for this example,
let R be of type A3. Let β1, β2, β3 be the simple roots with the labeling as in [6, Plate I]. Let
v = sβ2 and w = sβ1sβ3sβ2. Then v and w satisfy all of the assumptions of Theorem A.37.
But we have Aℓ(v) = {β1, β3}, sβ1w < w, sβ3w < w.
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