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4РЕФЕРАТ
Квалiфiкацiйна робота мiстить 52 сторiнки, 10 рисункiв, 2 таблицi, 14
джерел.
Метою роботи був аналiз та модифiкацiя алгоритму планування шляху
на основi випадкових дерев. Об’єктом дослiдження був процесс планування
шляху в динамiчних середовищах. Предметом дослiдження були алгоритми
планування шляху в динамiчних середовищах на основi випадкових дерев.
В результатi виконання роботи було дослiджено iснуючi алгоритми
пошуку шляху в режимi реального часу. Серед дослiдженних алгоритмiв за
основу було обрано алгоритм на основi випадкових дерев.
Для обраного алгоритму RT-RRT* запропоновано модифiкацiю, що
замiнює алгоритм розширення дерева та алгоритм iндексацiї дерева. Новий
алгоритм розширення дерева базується на побудовi областi видимостi
навколо вершин дерева та генерацiї точок всерединi цiєї областi. Це
забезпечує те, що будь-яка згенерована точка всерединi областi видимостi
може бути гарантовано приєднана принаймi до тих вершин, навколо яких
будувалась область видимостi. Модифiкацiя алгоритму iндексацiї дерева
пропонує замiнити grid-based iндексацiю на використання KD-дерев.
Порiвняно складнiсть обох алгоритмiв та наведено доведення
ймовiрнiсної повноти, що виконується для цих алгоритмiв. Для модифiкацiї
алгоритму показано, що швидкiсть збiжностi алгоритму є бiльшою нiж для
оригiнального алгоритму, вiдносно кiлькостi iтерацiй, завдяки
запропонованим модифiкацiям.
ПЛАНУВАННЯ ШЛЯХУ, ВИПАДКОВI ДЕРЕВА, ТРАСУВАННЯ
ПРОМЕНIВ
5РЕФЕРАТ
Квалификационная работа содержит 52 страницы, 10 рисунков, 2
таблицы, 14 источников.
Целью работы был анализ и модификация алгоритма планирования
пути на основе случайных деревьев. Объектом исследования был процесс
планирования пути в динамичесской среде. Предметом исследования были
алгоритмы планирования пути в динамичесской среде на основе случайных
деревьев.
В результате выполнения работы было исследовано существующие
алгоритмы поиска пути в режиме реального времени. Среди исследованых
алгоритмов в качестве основного был обран алгоритм на основе случайных
деревьев.
Для выбранного алгоритма RT-RRT* предложено модификацию,
которая заменяет алгоритм расширения дерева и алгоритм индексации
дерева. Новый алгоритм расширения дерева базируется на построении
области видимости вокруг вершин дерева и генерации точек внутри этой
области. Это гарантирует, что любая сгенерированная точка внутри области
видимости гарантированно может быть присоединена хотя бы к тем
вершинам, вокруг которых строилась область видимости. Модификация
алгоритма индексации дерева предлагает заменить grid-based индексацию
на использование KD-деревьев.
Проведено сравнение обоих алгоритмов и представленно
доказательство вероятностной полноты, которое выполняется для этих
алгоритмов. Для модификации алгоритма показано, что скорость
сходимости алгоритма больше чем для оригинального алгоритма,
относительно количества итераций, благодаря предложенным
модификациям.
ПЛАНИРОВАНИЕ ПУТИ, СЛУЧАЙНЫЕ ДЕРЕВЬЯ,
ТРАССИРОВКА ЛУЧЕЙ
6ABSTRACT
Qualification work contains 52 pages, 10 figures, 2 tables, 14 sources.
The point of this work was analysis and modification of path-planning
algorithm based on random trees. Object of the research was process of
path-planning in dynamic environments. Subject of the research was
path-planning algorithm in dynamic environments based on random trees.
As a result, path-planning algorithms in dynamic environments were
studied. Among studied algorithms, one was selected as a base algorithm which
is based on random trees.
For the selected algorithm RT-RRT* modification was suggested, that
replaces expansion and tree-indexing algorithms. New expansion algorithm is
based on building a visibility region around vertices of the tree and generating
new points inside this region. This guarantess, that any samples point inside
visibility region can be connected at least to those vertices around which
visibility region was built. Modification of the tree-indexing algorithm suggest
replacing grid-based indexing with KD-trees.
Compares both algorithms and presented a proof of their probabilistic
completeness. For the modification was shown that convergence speed is higher
than that of the original algorithm, in terms of number of iterations, due to the
described modifications.
PATH PLANNING, RANDOM TREES, RAY CASTING
7ВСТУП
Планування шляху є проблемою знаходження шляху мiж двома
точками в середовищi, що зустрiчається в таких областях, як робототехнiка,
self-driving cars, комп’ютерних iграх та iнших.
Ця проблема є нетривiальною, так як вона потребує вирiшення
компромiсу мiж оптимальнiстю шляху та часом що потрiбен для пошуку.
Завдання з планування шляху стає ще бiльш нетривiальним, якщо
середовище, що використовується в алгоритмi, є динамiчним, тобто
перешкоди та цiльова точка можуть змiнювати свої позицiї.
Реагування до змiн в середовищi, одночасно шукаючи оптимальний
шлях називається плануванням шляху в режимi реального часу.
Бiльшiсть алгоритмiв, що використовуються в iграх базуються на
A*[1] алгоритмi. Проте, так як A* вимагає дискретизацiї середовища, його
роздiльна здатнiсть а також складнiсть форми перешкод мають великий
ефект на час необхiдний для пошуку шляху.
Модифiкацiї алгоритму А*, що працюють в режимi реального часу
успадковують таку ж проблему, що робить їх малопридатними для такого
режиму застосування.
Iнший пiдхiд до планування шляху, полягає в тому що конфiгурацiю
агента розглядають як точку в потенцiйному полi разом з тяжiнням до
цiльової точки та вiдштовхуванням вiд перешкод. В такому випадку кiнцева
траекторiя i використовується як шлях. Такi алгоритми, що називаються
Штучнi Потенцiйнi Поля[2], мають перевагу в тому, що для побудови
траекторiї потрiбнi невеликi обчислювання, що дозволяє алгоритмам
працювати в режимi реального часу. Проте їх недолiком є те, що вони легко
застрягають в локальному мiнiмумi, будучи не в змозi знайти шлях.
Алгоритми, що базуються на генерацiї вибiрки, такi як
Rapidly-Exploring Random Trees[3] спроектованi таким чином, щоб
ефективно здiйснювати пошук по багатовимiрним просторам шляхом
8побудови випадкового дерева, що заповнює цей простiр. Дерево будується
iтеративно, використовуючi випадково згенерованi точки з середовища, та є
по сутi упередженим вiдносно росту в напрямку великих недослiдженних
регiонiв середовища. Вони легко вирiшують проблему з перешкодами та
були широко застосовнi в робототехнiцi.
Проте їх модифiкацiї для роботи в режимi реального часу або будують
дерево спочатку, кожен раз як корiнь дерева змiнює свою позицiю, або
розблять обрiзання гiлок, що є обчислювально нездiйсненними.
Алгоритм, що розглядається в цiй роботi Real-Time
Rapidly-Exploring Random Trees*[4], запропонований Naderi та iншими,
дозволяє використовувати дерево побудоване на попереднiй iтерацiї
алгоритму, а також мiстить процедури для реагування до змiн позицiй
перешкод та кореня дерева, що надає йому значну перевагу над iснуючими
алгоритмами.
В наступному роздiлi буде формально поставлена задача пошуку
шляху, надано коротокий огляд алгоритму Real-Time Rapidly-Exploring
Random Trees*, та розгялнено властивостi ймовiрнiсної повноти алгоритму
RRT*.
91 ПРОБЛЕМА ПЛАНУВАННЯ ШЛЯХУ
В цьому роздiлi буде надано формальне означення проблеми, наведено
основнi поняття, що використовуються при вирiшеннi проблеми планування
шляху.
1.1 Постановка задачi
Нехай 𝜒 ⊆ R2 — обмежений простiр, в якому вiдбувається планування
шляху. 𝜒𝑜𝑏𝑠 ⊂ 𝜒 — множина усiх перешкод в просторi, яка є вiдомою. Тодi
𝜒𝑓𝑟𝑒𝑒 = 𝜒 ∖ 𝜒𝑜𝑏𝑠 визначає вiльний вiд перешкод простiр.
Визначення 1.1.1 Дерево — скiнченна множина 𝒯 з однiєю або
бiльше вершин (вузлiв), яка задовольная вимогам: 1) iснує один
вiдокремлений вузол — корiнь дерева; 2) iншi вузли (за винятком кореня)
розподiленi серед 𝑚 ≥ 0 непересiчних множин 𝒯1, . . . , 𝒯𝑚 (пiддерев) i
кожна з цих множин, в свою чергу, є деревом. Вузли з’єднанi мiж собою
ребрами. Послiдовнiсть вершин i ребер, що з’єднують вузол з нащадком,
називається шляхом.
Дерево позначається через 𝒯 , та кожна вершина в деревi позначається
як 𝑥𝑖 ∈ 𝒯 . Множина усiх вершин дерева як 𝒱 = {𝑥0, . . . , 𝑥𝑛}, де 𝑥0 — корiнь
дерева 𝒯 . Множина усiх гiлок позначається як ℰ = {⟨𝑥𝑝, 𝑥𝑐⟩}, де 𝑥𝑝, 𝑥𝑐 ∈ 𝒱 , та
𝑃𝑎𝑟𝑒𝑛𝑡 (𝑥𝑐) = 𝑥𝑝, а 𝐶ℎ𝑖𝑙𝑑 (𝑥𝑝) = 𝑥𝑐. 𝜎𝑐𝑢𝑟𝑟 = (𝑥0, 𝑥1, . . . , 𝑥𝑘) позначає поточний
запланований шлях на 𝑘 крокiв вперед, де 𝑘 наперед задана константа.
Проблема планування шляху в динамiчному середовищi в режимi
реального часу визначається наступним чином.
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Визначення 1.1.2 (Проблема планування шляху) Нехай задано
(𝜒, 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑖𝑛𝑖𝑡, 𝑥𝑔𝑜𝑎𝑙), де 𝑖𝑛𝑖𝑡 ∈ 𝜒𝑓𝑟𝑒𝑒 — початкова позицiя з якої необхiдно
почати процедуру планування шляху (𝑥𝑖𝑛𝑖𝑡 також приймається за
початкову позицiю кореня 𝑥0 дерева 𝒯 ); 𝑥𝑔𝑜𝑎𝑙 ∈ 𝜒𝑓𝑟𝑒𝑒 — цiльова позицiя, до
якої необхiдно знайти шлях.
Шлях — це функцiя 𝜎 : Z+ → 𝜒𝑓𝑟𝑒𝑒, така що 𝜎 (0) = 𝑥0, а 𝜎 (𝑘) = 𝑥𝑔𝑜𝑎𝑙,
де 𝑘 <∞ довжина шляху.
Проблема планування шляху тодi полягає в тому аби знайти
шлях 𝜎, мiж позицiєю агента 𝑥0 та цiльовою точкою 𝑥𝑔𝑜𝑎𝑙 шляхом
розширення дерева 𝒯 . Знайденний шлях повинен мати мiнiмальну
довжину, що визначається як сума евклiдових вiдстаней мiж точками в
шляху:
𝑐𝜎 =
𝑘−1∑︁
𝑗=0
𝑑𝑖𝑠𝑡 (𝜎 (𝑗) , 𝜎 (𝑗 + 1)) .
Окрiм того, алгоритм повинен працювати в режимi реального
часу, що означає що час на розширення дерева та час на планування
шляху — обмежений, множини 𝜒𝑜𝑏𝑠, 𝜒𝑓𝑟𝑒𝑒 можуть змiнюватися з часом,
а 𝑥0, 𝑥𝑔𝑜𝑎𝑙 змiнювати свої позицiї в межах 𝜒𝑓𝑟𝑒𝑒.
1.2 Обмеження на рух перешкод
Для можливостi аналiзу ефективностi алгоритму та порiвняння з
ориганiльним алгоритмом RT-RRT* необхiдно ввести наступнi обмеження
на рух перешкод в середовищi:
1) Середовища в яких цей алгоритм може використовуватись, iгровi
рiвнi (комп’ютернi iгри), дороги (self-driving cars), мають дуже низьку
ймовiрнiсть того, що рух перешкод буде повнiстю хаотичним, так як
зазвичай перешкоди рухаються в таких середовищах за певними законами
та з якоюсь цiллю. Також не розглядається випадок, коли iснує зловмисник,
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який керує перешкодами таким чином, аби запобiгти знаходження шляху
алгоритмом, через те, що це вже iнша задача.
2) Вiдстань мiж позицiєю перешкоди на 𝑖-й iтерацiї та позицiєю на 𝑖+1-
й iтерацiї не є бiльшою за деяку Δ << 1, тобто для перешкоди 𝑏 виконується
𝑑𝑖𝑠𝑡 (𝑝𝑏,𝑖, 𝑝𝑏,𝑖+1) < Δ, де 𝑝𝑏,𝑖 та 𝑝𝑏,𝑖+1 — позицiї перекоди 𝑏 на 𝑖-й та 𝑖 + 1-й
iтерацiї алгоритму вiдповiдно.
3) Проблему планування шляху вважається надiйно здiйсненною 4.1.3,
тобто в будь-який момент часу в середовищi 𝜒 для деякого значення > 0
знайдеться такий шлях 𝜎 ∈ 𝜒𝑓𝑟𝑒𝑒, що для кожного 𝜎 (𝑖) ∈ 𝜒𝑓𝑟𝑒𝑒, 𝑖 ∈ 0, . . . , 𝑘,
вiдстань до найближчої перешкоди буде на меншою за 𝛿.
1.3 Висновки до Роздiлу 1
В цьому роздiлi було наведено означення проблеми пошуку шляху в
режимi реального часу в динамiчних середовищах, надано основнi поняття,
що будуть необхiднi для подальшої роботи. Введено обмеження на рух
перешкод в середовищах, для можливостi аналiзу ефективностi
оригiнального алгоритму та його модифiкацiї.
В наступному роздiлi буде розглянуто оригiнальний алгоритм
RT-RRT*, а його модифiкацiю наведено в Роздiлi 3.
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2 ОГЛЯД АЛГОРИТМУ RT-RRT*
В цьому роздiлi буде наведено алгоритм Real-Time Rapidly-Exploring
Random Trees* (RT-RRT*), який використовується за основу для модифiкацiї.
2.1 Алгоритм RT-RRT*
Алгоритм 1 чередує процедури розширення та перев’язування дерева з
процедурою планування шляху та перемiщення.
Алгоритм 1: Алгоритм RT-RRT*
Вхiд: 𝑥𝑎, 𝜒𝑜𝑏𝑠, 𝑥𝑔𝑜𝑎𝑙
1 Iнiцiалiзацiя дерева з 𝑥𝑎 в якостi кореня, 𝑄𝑟, 𝑄𝑠
2 while 𝑑𝑖𝑠𝑡 (𝑥𝑎, 𝑥𝑔𝑜𝑎𝑙) > 𝜖 do
3 Оновити 𝑥𝑔𝑜𝑎𝑙, 𝜒𝑓𝑟𝑒𝑒, 𝜒𝑜𝑏𝑠
4 while час для розширення та перев’язки дерева не вичерпано do
5 Провести процедуру розширення 2.1.1 та перев’язки дерева 𝒯
2.1.5
6 Побудова шляху (𝑥0, 𝑥1, . . . , 𝑥𝑘) 2.1.6
7 if 𝑑𝑖𝑠𝑡 (𝑥𝑎, 𝑥0) ≤ 𝜖 then
8 𝑥0 ← 𝑥1
9 Пересування 𝑥𝑎 до 𝑥0 доки є час
Дерево iнiцiалiзується з корнем в точцi 𝑥𝑎, що є поточною позицiєю
агента. На кожнiй iтерацiї, дерево розширюється та перев’язується певний
наперед заданий час. Потiм вiдбувається планування шляху на 𝑘 крокiв
вперед, де шлях починається з кореня дерева. На кожнiй iтерацiї агент
пересувається в напрямку кореня дерева, таким чином корень дерева задає
поточну цiль, до якої пересувається агент на кожнiй iтерацiї. Алгоритм
завершує свою роботу, коли корень дерева та агент знаходяться близько до
цiльової точки (евклiдова вiдстань менше наперед заданої константи 𝜖).
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Алгоритм для пересування агента може бути будь-яким.
𝑄𝑟, 𝑄𝑠 — черги, що iнiцiалiзуються пустими та використовуються в
алгоритмi перев’язки дерева 𝒯 .
2.1.1 Розширення дерева
Розширення дерева наведена в Алгоритмi 2. Розширення дерева
вiдбувається шляхом випадкового генерування точок 𝑥𝑟𝑎𝑛𝑑 до тих пiр, поки
дерево не покриє середовище повнiстю.
Алгоритм 2: Алгоритм розширення дерева
Вхiд: 𝒯 , 𝑄𝑟, 𝑄𝑠, 𝑘𝑚𝑎𝑥, 𝑟𝑠
1 Генерацiя випадкової точки 𝑥𝑟𝑎𝑛𝑑 2.1.2
2 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑥∈𝜒𝑆𝐼 ‖𝑥, 𝑥𝑟𝑎𝑛𝑑‖
3 if 𝑙𝑖𝑛𝑒 (𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, 𝑥𝑟𝑎𝑛𝑑) ⊂ 𝜒𝑓𝑟𝑒𝑒 then
4 𝜒𝑛𝑒𝑎𝑟 = 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥𝑟𝑎𝑛𝑑, 𝜒𝑆𝐼)
5 if |𝜒𝑛𝑒𝑎𝑟| < 𝑘max or |𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡 − 𝑥𝑟𝑎𝑛𝑑| > 𝑟𝑠 then
6 𝐴𝑑𝑑𝑁𝑜𝑑𝑒𝑇𝑜𝑇𝑟𝑒𝑒 (𝒯 , 𝑥𝑟𝑎𝑛𝑑, 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, 𝜒𝑛𝑒𝑎𝑟)
7 Додати 𝑥𝑟𝑎𝑛𝑑 в початок черги 𝑄𝑟
8 else
9 Додати 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡 в початок черги 𝑄𝑟
10 Перев’язка дерева починаючи з випадкової вершини
𝑅𝑒𝑤𝑖𝑟𝑒𝑅𝑎𝑛𝑑𝑜𝑚𝑁𝑜𝑑𝑒 (𝑄𝑟, 𝒯 )
11 Перев’язка дерева починаючи з кореня 𝑅𝑒𝑤𝑖𝑟𝑒𝐹𝑟𝑜𝑚𝑅𝑜𝑜𝑡 (𝑄𝑠, 𝒯 )
Згенерованi точки 𝑥𝑟𝑎𝑛𝑑 завжди використовуються для перев’язки
випадкових частин дерева навколо себе або навколо найближчої вершини
𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡. Це необхiдно для врахування змiн в середовищi та змiни положення
кореня дерева. 𝑘𝑚𝑎𝑥 — задає максимальну кiлькiсть сусiдiв навколо вершини
𝑥𝑟𝑎𝑛𝑑, а 𝑟𝑠 — задає максимальну дозволену вiдстань мiж вершинами в
деревi. Цi двi константи дозволяють котролювати щiльнiсть дерева в
середовищi. 𝜒𝑛𝑒𝑎𝑟 — множина сусiднiх вершин до 𝑥𝑟𝑎𝑛𝑑. Вираз
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𝑙𝑖𝑛𝑒 (𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, 𝑥𝑟𝑎𝑛𝑑) ⊂ 𝜒𝑓𝑟𝑒𝑒 перевiряє чи шлях мiж 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡 та 𝑥𝑟𝑎𝑛𝑑 не
перетинає жодну з перешкод. Якщо умова виконується, то до дерева 𝒯
додається нова вершина 𝑥𝑟𝑎𝑛𝑑. Алгоритм додавання вершини до дерева
𝐴𝑑𝑑𝑁𝑜𝑑𝑒𝑇𝑜𝑇𝑟𝑒𝑒 описано в Пiдроздiлi 2.1.4.
В кiнцi вiдбувається перев’язка дерева, для урахування змiн в
середовищi та можливої змiни позицiї кореня дерева. 𝑅𝑒𝑤𝑖𝑟𝑒𝑅𝑎𝑛𝑑𝑜𝑚𝑁𝑜𝑑𝑒
та 𝑅𝑒𝑤𝑖𝑟𝑒𝐹𝑟𝑜𝑚𝑅𝑜𝑜𝑡 виконують перев’язку дерева, та описанi бiльш
детально в Пiдроздiлi 2.1.5.
2.1.2 Генерацiя точок
Генерацiї точок 𝑥𝑟𝑎𝑛𝑑 в Алгоритмi 2 виконується наступним чином:
𝑥𝑟𝑎𝑛𝑑 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝐿𝑖𝑛𝑒𝑇𝑜(x𝑔𝑜𝑎𝑙), якщо 𝑃𝑟 > 1− 𝛼
𝑈𝑛𝑖𝑓𝑜𝑟𝑚(𝜒), якщо 𝑃𝑟 ≤ 1−𝛼𝛽 або @ 𝑝𝑎𝑡ℎ(x0,x𝑔𝑜𝑎𝑙)
𝐸𝑙𝑙𝑖𝑝𝑠𝑒(x0,x𝑔𝑜𝑎𝑙), в усiх iнших випадках.
𝑃𝑟 — випадкове число в [0, 1] промiжку, 𝛼 — мала наперед задана
константа (наприклад 0.1). Константа 𝛽 ∈ R використовується для
розрiзнення мiж Uniform та Ellipsis генерацiєю.
𝐿𝑖𝑛𝑒𝑇𝑜 (𝑥𝑔𝑜𝑎𝑙) — рiвномiрна генерацiя точок вздовж лiнiї мiж 𝑥𝑔𝑜𝑎𝑙 та
найближчою до 𝑥𝑔𝑜𝑎𝑙 вершиною дерева 𝒯 . 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 (𝜒) — рiвномiрна
генерацiя точок в 𝜒. 𝐸𝑙𝑙𝑖𝑝𝑠𝑖𝑠 (𝑥0, 𝑥𝑔𝑜𝑎𝑙) — рiвномiрна генерацiя точок в елiпсi
так, що шлях мiж 𝑥0 та 𝑥𝑔𝑜𝑎𝑙 знаходиться всерединi.
Для генерацiї в елiпсi 𝑥0 та 𝑥𝑔𝑜𝑎𝑙 використовуються в якостi
фокальних точок, а його поперечний та продольнi дiаметри дорiвнюють 𝑐𝑏𝑒𝑠𝑡
та
√︁
𝑐2𝑏𝑒𝑠𝑡 − 𝑐2𝑚𝑖𝑛 вiдповiдно. 𝑐𝑏𝑒𝑠𝑡 — довжина шляху мiж 𝑥0 та 𝑥𝑔𝑜𝑎𝑙, а
𝑐𝑚𝑖𝑛 = ‖𝑥0 − 𝑥𝑔𝑜𝑎𝑙‖2. Орiєнтацiя єлiпса змiнюється на кожнiй iтерацiї
алгоритму, через змiну положення кореня дерева та змiни в середовищi.
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2.1.3 Iндексацiя дерева
Через те що дерево 𝒯 , побудоване на попереднiй iтерацiї,
використовується на наступнiй iтерацiї, з часом воно стане занадто великим
аби працювати в режимi реального часу. Тому Naderi та iншi, в своїй роботi
використовують grid-based iндексацiю дерева та працюють з 𝒯𝑆𝐼 ⊂ 𝒯
замiсть 𝒯 . Для того щоб для вершини 𝑥𝑖 знайти 𝒯𝑆𝐼 , спочатку середовище 𝜒
розбивається на однакового розмiру квадратнi регiони 𝑔𝑢. Для вершини 𝑥𝑖
знаходиться вiдповiдний їй регiон 𝑔𝑖 до якого додаються усi сусiднi регiони.
Вершини що належать цим регiонам i формують 𝒯𝑆𝐼 .
2.1.4 Додавання нової вершини до дерева
Алгоритм 3: Алгоритм додавання нової вершини
Вхiд: 𝒯 , 𝑥𝑛𝑒𝑤, 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, 𝜒𝑛𝑒𝑎𝑟
1 𝑥𝑚𝑖𝑛 = 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡
2 𝑐𝑚𝑖𝑛 = 𝑐𝑜𝑠𝑡 (𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡) + 𝑑𝑖𝑠𝑡 (𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, 𝑥𝑛𝑒𝑤)
3 for 𝑥𝑛𝑒𝑎𝑟 ∈ 𝜒𝑛𝑒𝑎𝑟 do
4 𝑐𝑛𝑒𝑤 = 𝑐𝑜𝑠𝑡 (𝑥𝑛𝑒𝑎𝑟) + 𝑑𝑖𝑠𝑡 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑛𝑒𝑤)
5 if 𝑐𝑛𝑒𝑤 < 𝑐𝑚𝑖𝑛 та 𝑙𝑖𝑛𝑒 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑛𝑒𝑤) ∈ 𝜒𝑓𝑟𝑒𝑒 then
6 𝑐𝑚𝑖𝑛 = 𝑐𝑛𝑒𝑤
7 𝑥𝑚𝑖𝑛 = 𝑥𝑛𝑒𝑎𝑟
8 𝒱 ← 𝒱 ∪ {𝑥𝑛𝑒𝑤}
9 ℰ ← ℰ ∪ {𝑥𝑚𝑖𝑛, 𝑥𝑛𝑒𝑤}
Коли необхiдно додати нову вершину 𝑥𝑛𝑒𝑤 до дерева 𝒯 , Алгоритм 3
знаходить вершину з наймешним значенням функцiї штрафу 𝑐𝑖 серед 𝜒𝑛𝑒𝑎𝑟.
Так як значення 𝑐𝑖 залежить вiд довжини шляху вiд 𝑥0 до 𝑥𝑖, то необхiдно
обчислювати 𝑐𝑖 кожен раз, як будь-яка з вершин в шляху 𝑥0 → 𝑥𝑖
змiнилася. Якщо для якоїсь вершини 𝑥𝑖 хоча б один з її батькiв
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заблокований перешкодою, то значення функцiї штрафу стає 𝑐𝑖 = ∞ i ця
вершина також стає заблокованою.
𝒱 , ℰ — множини вершин та гiлок дерева 𝒯 вiдповiдно. Коли вершина
додана до дерева 1) вона розширює дерево; 2) якщо вершина всерединi
𝜒𝑔𝑜𝑎𝑙, шлях до 𝑥𝑔𝑜𝑎𝑙 знайдено; 3) необхiдно оновити сумiжнi регiони для
пошуку по дереву 2.1.3. Структура дерево використовується для побудови
самого дерева i кожна вершина має доступ до свого нащадка та батька.
Тобто ℰ використовуються тiльки для визначення.
2.1.5 Перев’язка дерева
Перев’язування вiдбувається тодi, коли для вершини 𝑥𝑖 має менше
значення функцiї штрафу 𝑐𝑖, якщо провести шлях вiд 𝑥0 до 𝑥𝑖 через iншу
вершину 𝑥𝑗, а не через її поточного батька, тобто виконується:
𝑐𝑗 + 𝑑𝑖𝑠𝑡 (𝑥𝑗, 𝑥𝑖) < 𝑐𝑖.
Тому перев’язка повинна вiдбуватися як для нових вершин, так i для
вершин навколо нових вершин, через те, що корiнь дерева постiйно змiнює
свою позицiю та через змiни в середовищi.
Алгоритми 4 та 5 перев’язують вершини навколо 𝑥𝑟 та 𝑥𝑠 вiдповiдно.
Одже перев’язування для вершини 𝑥𝑛𝑒𝑎𝑟 вiдбувається, якщо при змiнi батька
𝑃𝑎𝑟𝑒𝑛𝑡 (𝑥𝑛𝑒𝑎𝑟) на 𝑥𝑟 (𝑥𝑠), значення функцiї штрафу для 𝑥𝑛𝑒𝑎𝑟 зменшується.
Рiзниця мiж Алгоритмами 4 та 5 в точках перев’язування.
Алгоритм 4 перев’язує випадковi частини дерева починаючи з вершин
навколо 𝑥𝑟𝑎𝑛𝑑 або 𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, що були доданi до 𝒬𝑟 в Алгоритмi 2. Якщо
перев’язування вiдбувається для будь-якої вершини навколо 𝑥𝑛𝑒𝑎𝑟, то
Алгоритм 4 додає 𝑥𝑛𝑒𝑎𝑟 до 𝒬𝑟, так як вершини навколо 𝑥𝑛𝑒𝑎𝑟 можуть бути
перев’язанi.
Через додавання вершин, з можливою необхiднiстю в перев’язцi їх
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сусiдiв, до 𝒬𝑟, Алгоритм 4 пiдсилює ефект випадкової генерацiї точок, що
використовується в Алгоритмi 2.
Алгоритм 4: Перев’язування дерева починаючи з випадкової вершини
Вхiд: 𝑄𝑟, 𝒯
1 while час для перев’язування не вичерпано або 𝑄𝑟 не пуста do
2 𝑥𝑟 = 𝑝𝑜𝑝 (𝑄𝑟)
3 𝜒𝑛𝑒𝑎𝑟 = 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥𝑟, 𝜒𝑆𝐼)
4 for 𝑥𝑛𝑒𝑎𝑟 ∈ 𝜒𝑛𝑒𝑎𝑟 do
5 𝑐𝑜𝑙𝑑 = 𝑐𝑜𝑠𝑡 (𝑥𝑛𝑒𝑎𝑟)
6 𝑐𝑛𝑒𝑤 = 𝑐𝑜𝑠𝑡 (𝑥𝑟) + 𝑑𝑖𝑠𝑡 (𝑥𝑟, 𝑥𝑛𝑒𝑎𝑟)
7 if 𝑐𝑛𝑒𝑤 < 𝑐𝑜𝑙𝑑 та 𝑙𝑖𝑛𝑒 (𝑥𝑟, 𝑥𝑛𝑒𝑎𝑟) ∈ 𝜒𝑓𝑟𝑒𝑒 then
8 ℰ𝒯 = (ℰ𝒯 ∖ {𝑃𝑎𝑟𝑒𝑛𝑡 (𝑥𝑛𝑒𝑎𝑟) , 𝑥𝑛𝑒𝑎𝑟}) ∪ {𝑥𝑟, 𝑥𝑛𝑒𝑎𝑟}
9 Додати 𝑥𝑛𝑒𝑎𝑟 в кiнець 𝑄𝑟
Алгоритм 5: Перев’язування дерева починаючи з кореня
Вхiд: 𝑄𝑠, 𝒯
1 if 𝑄𝑠 порожня then
2 додати корiнь 𝑥0 до 𝑄𝑠
3 while час для перев’язування не вичерпано або 𝑄𝑠 не пуста do
4 𝑥𝑠 = 𝑝𝑜𝑝 (𝑄𝑠)
5 𝜒𝑛𝑒𝑎𝑟 = 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥𝑠, 𝜒𝑆𝐼)
6 for 𝑥𝑛𝑒𝑎𝑟 ∈ 𝜒𝑛𝑒𝑎𝑟 do
7 𝑐𝑜𝑙𝑑 = 𝑐𝑜𝑠𝑡 (𝑥𝑛𝑒𝑎𝑟)
8 𝑐𝑛𝑒𝑤 = 𝑐𝑜𝑠𝑡 (𝑥𝑠) + 𝑑𝑖𝑠𝑡 (𝑥𝑠, 𝑥𝑛𝑒𝑎𝑟)
9 if 𝑐𝑛𝑒𝑤 < 𝑐𝑜𝑙𝑑 та 𝑙𝑖𝑛𝑒 (𝑥𝑠, 𝑥𝑛𝑒𝑎𝑟) ∈ 𝜒𝑓𝑟𝑒𝑒 then
10 ℰ𝒯 = (ℰ𝒯 ∖ {𝑃𝑎𝑟𝑒𝑛𝑡 (𝑥𝑛𝑒𝑎𝑟) , 𝑥𝑛𝑒𝑎𝑟}) ∪ {𝑥𝑠, 𝑥𝑛𝑒𝑎𝑟}
11 if 𝑥𝑛𝑒𝑎𝑟 не була в 𝑄𝑠 then
12 Додати 𝑥𝑛𝑒𝑎𝑟 в кiнець 𝑄𝑠
Проте Алгоритм 5 починає перев’язування навколо 𝑥0, а одже i навколо
позицiї агента. Одже перев’язування починається з 𝑥0 та всi сусiднi вершини
до 𝑥0 додаються до 𝒬𝑠. Потiм алгоритм перев’язує вершини, що знаходяться
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все далi вiд 𝑥0, та додає 𝑥𝑛𝑒𝑎𝑟 навколо 𝑥𝑠 до 𝒬𝑠, доти не досягнута умова
виходу.
Аби запобiгти циклiчному додаванню однiєї i тiєї ж вершини в чергу,
перед додаванням перевiряється, чи ця вершина вже була в черзi. Якщо 𝑥0
змiнює свою позицiю, то 𝒬𝑠 дорiвню пустiй черзi, таким чином
перев’язування починається знову з кореня дерева.
2.1.6 Планування шляху
Алгоритм 6 планування шляху на кожнiй iтерацiї будує шлях
(𝑥0, 𝑥1, . . . , 𝑥𝑘) на 𝑘 крокiв вперед. Де 𝑘 наперед визначена константа.
Якщо дерево досягло при розширенi цiльової точки 𝑥𝑔𝑜𝑎𝑙, то шлях вiд
𝑥0 до 𝑥𝑔𝑜𝑎𝑙 вже знаходиться в деревi. В цьому випадку все що потрiбно це
оновити шлях пiсля перев’язування дерева.
У випадку, коли дерево не досягло цiльової точки 𝑥𝑔𝑜𝑎𝑙, алгоритм
знаходить такий шлях довжини 𝑘, який приведе якомога ближче до 𝑥𝑔𝑜𝑎𝑙.
Для оцiнювання оптимальностi шляху використовується функцiя витрат
𝑓𝑖 = 𝑐𝑖 + ℎ𝑖, ℎ𝑖 =
⎧⎪⎨⎪⎩‖𝑥𝑖 − 𝑥𝑔𝑜𝑎𝑙‖ , 𝑙𝑖𝑛𝑒 (𝑥𝑖, 𝑥𝑔𝑜𝑎𝑙) ∈ 𝜒𝑓𝑟𝑒𝑒∞, 𝑙𝑖𝑛𝑒 (𝑥𝑖, 𝑥𝑔𝑜𝑎𝑙) /∈ 𝜒𝑓𝑟𝑒𝑒
Проте використання такої функцiї витрат може призвести до того, що
алгоритм застрягне в локальному мiнiмумi. Для цього на кожнiй iтерацiї
пiсля планування шляху, вершини, що потрапили до шляху блокуються вiд
повторного розглядання. Знайдений шлях використовується як новий, якщо
вiн приводить ближче до 𝑥𝑔𝑜𝑎𝑙 нiж поточний.
Заблокованi вершини розблоковуються тодi, коли до них приєднуються
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новi незаблокованi вершини в результатi перев’язки дерева.
Алгоритм 6: Планування шляху
Вхiд: 𝒯 , 𝑥𝑔𝑜𝑎𝑙
Вихiд: (𝑥0, . . . , 𝑥𝑘)
1 if дерево 𝒯 досягло 𝑥𝑔𝑜𝑎𝑙 then
2 Оновити шлях вiд 𝑥𝑔𝑜𝑎𝑙 до 𝑥0, якщо дерево було перев’язано.
3 Повернути (𝑥0, . . . , 𝑥𝑔𝑜𝑎𝑙)
4 for 𝑥𝑖 ∈ (𝑥1, . . . , 𝑥𝑘) do
5 𝑥𝑖 = argmin
𝑥𝑐∈𝑐ℎ𝑖𝑙𝑑(𝑥𝑖−1)
𝑐𝑜𝑠𝑡 (𝑥𝑐) + ‖𝑥𝑐 − 𝑥𝑔𝑜𝑎𝑙‖
6 if 𝑥𝑖 листок, або його дiти заблокованi then
7 (𝑥*0, . . . , 𝑥
*
𝑘)← (𝑥0, . . . , 𝑥𝑖)
8 Заблокувати 𝑥𝑖 та вийти з циклу
9 Оновити шлях (𝑥0, . . . , 𝑥𝑘), якщо (𝑥*0, . . . , 𝑥
*
𝑘) кращий шлях нiж
поточний кращий шлях.
10 Повернути (𝑥0, . . . , 𝑥𝑘)
2.2 Висновки до Роздiлу 2
В цьому роздiлi було наведено детальний опис алгоритму Real-Time
Rapidly-Exploring Random Trees*, для пошуку шляху в режимi реального
часу в динамiчих середовищах.
В наступному роздiлi буде наведено модифiкацiю алгоритму RT-RRT*.
Теоретичний апарат, необхiдний для аналiзу алгоритмiв та сам аналiз
алгоритму RT-RRT* та його модифiкацiї наведено в Роздiлi 4.
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3 МОДИФIКАЦIЯ АЛГОРИТМУ RT-RRT*
В цьому роздiлi буде описано технiки що використовувалися для
модифiкацiї оригiнального алгоритму RT-RRT* та наведено самий
алгоритм.
Основною вiдмiннiстю вiд оригiнального алгоритму RT-RRT* є
алгоритм генерацiї нових точок для розширення дерева. В RT-RRT* одним
з видiв генерацiї є рiвномiрна генерацiя точок в 𝜒 2.1.2. Проблемою такої
генерацiї є те, що вона вiдбувається без урахування позицiй перешкод, що
може призвести до того, що умова 𝑙𝑖𝑛𝑒 (𝑥𝑐𝑙𝑜𝑠𝑒𝑠𝑡, 𝑥𝑟𝑎𝑛𝑑) ⊂ 𝜒𝑓𝑟𝑒𝑒 не буде
виконуватись i алгоритм буде витрачати час тiльки на генерацiю точок, без
розширення самого дерева.
Для запобiгання цього, необхiдно генерувати точки в 𝜒 з урахуванням
позицiй перешкод. Тобто генерувати точки в 𝜒𝑣𝑖𝑠 ⊆ 𝜒𝑓𝑟𝑒𝑒 ⊆ 𝜒, де 𝜒𝑣𝑖𝑠 є
“областю видимостi” певної вершини дерева 𝑥𝑣𝑖𝑠 ∈ 𝒯 . 𝜒𝑣𝑖𝑠 будується таким
чином аби будь-яка точка 𝑥𝑟𝑎𝑛𝑑, згенерована всерединi 𝜒𝑣𝑖𝑠, гарантовано
могла бути приєднана до дерева 𝒯 . Алгоритм генерацiї точок наведено в
Роздiлi 3.1.2, а сам алгоритм розширення в Роздiлi 3.1.1.
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3.1 Модифiкований алгоритм RT-RRT*
Головна частина алгоритму залишається незмiнною як i в
оригiнальному алгоритмi RT-RRT* 1.
Алгоритм 7: Алгоритм RT-RRT*
Вхiд: 𝑥𝑎, 𝜒𝑜𝑏𝑠, 𝑥𝑔𝑜𝑎𝑙
1 Iнiцiалiзацiя дерева з 𝑥𝑎 в якостi кореня, 𝑄𝑟, 𝑄𝑠
2 while 𝑑𝑖𝑠𝑡 (𝑥𝑎, 𝑥𝑔𝑜𝑎𝑙) > 𝜖 do
3 Оновити 𝑥𝑔𝑜𝑎𝑙, 𝜒𝑓𝑟𝑒𝑒, 𝜒𝑜𝑏𝑠
4 while час для розширення та перев’язки дерева не вичерпано do
5 Провести процедуру розширення 3.1.1 та перев’язки дерева 𝒯
3.1.5
6 Побудова шляху (𝑥0, 𝑥1, . . . , 𝑥𝑘) 2.1.6
7 if 𝑑𝑖𝑠𝑡 (𝑥𝑎, 𝑥0) ≤ 𝜖 then
8 𝑥0 ← 𝑥1
9 Пересування 𝑥𝑎 до 𝑥0 доки є час
Функцiя вiдстанi задана наступним чином 𝑑𝑖𝑠𝑡 (𝑥, 𝑦) = ‖𝑥− 𝑦‖2.
𝑄𝑟, 𝑄𝑠 — черги, що iнiцiалiзуються пустими та використовуються в
алгоритмi перев’язки дерева 𝒯 .
3.1.1 Розширення дерева
Алгоритм 8 спочатку перевiряє, чи знаходиться 𝑥𝑔𝑜𝑎𝑙 в межах
досяжностi дерева, тобто чи можна вiд 𝑘 найближчих до 𝑥𝑔𝑜𝑎𝑙 вершин
провести лiнiю не перетинаючи перешкоди. Якщо можна, то 𝑥𝑔𝑜𝑎𝑙
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приєднується до дерева i на цьому розширення дерева завершується.
Алгоритм 8: Алгоритм розширення дерева
Вхiд: 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑔𝑜𝑎𝑙, 𝒯
1 if 𝑇𝑎𝑟𝑔𝑒𝑡𝐼𝑛𝑅𝑒𝑎𝑐ℎ (𝒯 , 𝑥𝑔𝑜𝑎𝑙) then
2 Приєднати 𝑥𝑔𝑜𝑎𝑙 до дерева 𝒯 , та завершити роботу.
3 𝑥𝑣𝑖𝑠, 𝑥𝑟𝑎𝑛𝑑 ← генерацiя нової точки з використанням Алгоритму 9
4 𝑛𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 = 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝒯 , 𝑥𝑟𝑎𝑛𝑑)
5 if |𝑛𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟| < 𝑘𝑚𝑎𝑥 або 𝑑𝑖𝑠𝑡 (𝑥𝑣𝑖𝑠, 𝑥𝑟𝑎𝑛𝑑) > 𝑟𝑠 then
6 Приєднати 𝑥𝑟𝑎𝑛𝑑 до 𝑥𝑣𝑖𝑠
7 Додати 𝑥𝑟𝑎𝑛𝑑 в початок черги 𝒬𝑟
8 else
9 Додати 𝑥𝑣𝑖𝑠 в початок черги 𝒬𝑟
Iнакше, використовуючи Алгоритм 9, генерується нова точка, яка
приєднується до 𝑥𝑣𝑖𝑠, у випадку, якщо виконується умова
|𝑛𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟| < 𝑘𝑚𝑎𝑥 або 𝑑𝑖𝑠𝑡 (𝑥𝑣𝑖𝑠, 𝑥𝑟𝑎𝑛𝑑) > 𝑟𝑠, де 𝑘𝑚𝑎𝑥 — максимальная
кiлькiсть сусiдiв навколо вершини 𝑥𝑟𝑎𝑛𝑑, а 𝑟𝑠 — максимальна вiдстань мiж
вершинами в деревi, де 𝑥𝑣𝑖𝑠 — вершина дерева, з якої будувалася область
видимостi.
Вершина 𝑥𝑟𝑎𝑛𝑑, додається в початок черги 𝒬𝑟, що використовується
для перев’язування дерева. Якщо умова не виконується, то 𝑥𝑣𝑖𝑠 додається в
початок черги 𝒬𝑟.
3.1.2 Генерацiя точок
Однiєю з головних вiдмiнностей вiд оригiнального алгоритму
RT-RRT* являється алгоритм генерацiї нових точок 𝑥𝑟𝑎𝑛𝑑 для дерева. В
RT-RRT* для кожної випадково згенерованої точки на кожному кроцi
робиться перевiрка чи можна провести лiнiю вiд нової точки до найближчої
вершини дерева не перетинаючи перешкоди: 𝑙𝑖𝑛𝑒 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑛𝑒𝑤) ∈ 𝜒𝑓𝑟𝑒𝑒. Якщо
𝑙𝑖𝑛𝑒 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑛𝑒𝑤) /∈ 𝜒𝑓𝑟𝑒𝑒, то алгоритм перевiряє наступну точку 𝑥𝑛𝑒𝑎𝑟 ∈ 𝜒𝑛𝑒𝑎𝑟.
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Якщо для всiх точок з 𝜒𝑛𝑒𝑎𝑟 не вдалося знайти ту, до якої можна приєднати
нову точку 𝑥𝑛𝑒𝑤, то генерацiя починається спочатку.
Очевидно що цей етап може тривати довгий час у випадку, якщо в
середовищi багато перешкод, так як генерацiя вiдбувається рiвномiрно в
середовищi (або в елiпсi), без урахування позицiй перешкод.
Для того аби прибрати необхiднiсть в перевiрцi
𝑙𝑖𝑛𝑒 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑛𝑒𝑤) ∈ 𝜒𝑓𝑟𝑒𝑒 в запропонованiй в цiй роботi модифiкацiї RT-RRT*
використовується алгоритм генерацiї точок, що будує для обраної вершини
дерева “область видимостi” цiєї вершини, та генерує нову точку випадково в
цiй областi. Таким чином, нова згенерована точка гарантовано може бути
приєднана до дерева 𝒯 .
Алгоритм побудови “областi видимостi” наведено в Пiдроздiлi 3.1.3.
Нижче наведено сам алгоритм генерацiї точок.
Алгоритм 9: Алгоритм генерацiї точок
Вхiд: 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑔𝑜𝑎𝑙, 𝒯 , 𝛼, 𝛽
1 𝑑←𝑟𝑎𝑛𝑑 [0, 1]
2 𝑥𝑣𝑖𝑠, 𝑐𝑥𝑣𝑖𝑠 ← Алгоритм 10
3 if 𝑑 < 𝛽 then
4 𝑥𝑟𝑎𝑛𝑑 ←𝑟𝑎𝑛𝑑 𝒰𝑐𝑥𝑣𝑖𝑠,𝑔𝑜𝑎𝑙
5 else
6 𝑥𝑟𝑎𝑛𝑑 ←𝑟𝑎𝑛𝑑 𝒰𝑐𝑥𝑣𝑖𝑠
Вихiд: 𝑥𝑣𝑖𝑠, 𝑥𝑟𝑎𝑛𝑑
Спочатку для випадково обраної вершини дерева 𝒯 будується область
видимостi 𝑐𝑥𝑣𝑖𝑠 використовуючи Алгоритм 10. Потiм для наперед визначеної
константи 𝛽 перевiряється чи випадково згенероване число 𝑑 ←𝑟𝑎𝑛𝑑 [0; 1]
менше нiж 𝛽. У випадку 𝑑 ≥ 𝛽, випадкова точка генерується випадково
всерединi 𝑐𝑥𝑣𝑖𝑠 з рiвномiрного розподiлу над 𝑐𝑥𝑣𝑖𝑠 𝑥𝑟𝑎𝑛𝑑 ←𝑟𝑎𝑛𝑑 𝒰𝑐𝑥𝑣𝑖𝑠 . Iнакше,
область видимостi роздiляється на двi частини прямою, що
перпендикулярна прямiй (𝑥𝑣𝑖𝑠, 𝑥𝑔𝑜𝑎𝑙), та 𝑥𝑟𝑎𝑛𝑑 генерується в тiй частинi, що
знаходиться ближче до 𝑥𝑔𝑜𝑎𝑙, тобто 𝑥𝑟𝑎𝑛𝑑 ←𝑟𝑎𝑛𝑑 𝒰𝑐𝑥𝑣𝑖𝑠,𝑔𝑜𝑎𝑙.
Таким чином константа 𝛽 розрiзняє генерацiю в цiлiй областi
видимостi, та “направленiй” областi видимостi, що є певним аналогом
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рiвномiрної генерацiї в цiлому середовищi, та рiвномiрної генерацiї в елiпсi
вiдповiдно.
3.1.3 Область видимостi точки
Для побудови областi видимостi з дерева 𝒯 випадково обирається
вершина 𝑥𝑣𝑖𝑠. Параметр 𝛼 дозволяє контролювати вибiр точки з цiлого
дерева чи з 𝑘 найближчих точок до 𝑥𝑔𝑜𝑎𝑙.
Алгоритм 10: Алгоритм побудови областi видимостi
Вхiд: 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑔𝑜𝑎𝑙, 𝒯 , 𝛼
1 𝑤 ←𝑟𝑎𝑛𝑑 [0, 1]
2 if w < 𝛼 then
3 𝑥𝑣𝑖𝑠 ←𝑟𝑎𝑛𝑑 𝒰𝒯
4 else
5 𝒯𝑛𝑒𝑎𝑟 ← 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥𝑔𝑜𝑎𝑙, 𝒯 )
6 𝑥𝑣𝑖𝑠 ←𝑟𝑎𝑛𝑑 𝒰𝒯𝑛𝑒𝑎𝑟
7 Знайти точки перетину променiв з початком в 𝑥𝑣𝑖𝑠.
𝑃 = 𝐶𝑎𝑠𝑡𝑅𝑎𝑦𝑠 (𝜒𝑜𝑏𝑠, 𝑥𝑣𝑖𝑠)
8 Побудувати з точок перетину замкнутий контур 𝑐𝑥𝑣𝑖𝑠.
Вихiд: {𝑥𝑣𝑖𝑠, 𝑐𝑥𝑣𝑖𝑠}
9
Функцiя 𝐶𝑎𝑠𝑡𝑅𝑎𝑦𝑠 — повертає точки перетену променiв з
перешкодами в 𝜒𝑜𝑏𝑠, випущених з 𝑥𝑣𝑖𝑠. Обчислення функцiї 𝐶𝑎𝑠𝑡𝑅𝑎𝑦𝑠 є
фактично вирiшенням проблеми трасування променiв [5], яка є добре
вивченною та для якої iснує багато ефективних алгоритмiв, наприклад на
основi просторових дерев (KD-дерев).
Далi знаходяться точки перетину 𝑃 з перешкодами в 𝜒 променiв з
початком в 𝑥𝑣𝑖𝑠. Якщо випадково згенероване число 𝑟 < 𝛽, де 𝛽 наперед
заданий параметр, то з точок перетину обираються тiльки тi, що
знаходяться в напрямку 𝑥𝑔𝑜𝑎𝑙.
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Рисунок 3.1 – Приклад областi видимостi точки в рiзних середовищах.
З вiдiбраних точок перетину будується замкнутий контур 𝑐𝑥𝑣𝑖𝑠, який i є
областю видимостi точки 𝑥𝑣𝑖𝑠.
На Рисунку 3.1 наведено приклад того, як виглядає область видимостi
в середовищi з рiзними перешкодами. Жовтий регiон це i є область
видимостi, що була побудована з точки з якою починаються променi, а
прямокутнi регiони це перешкоди.
3.1.4 Iндексацiя дерева
Для знаходження 𝑥𝑛𝑒𝑎𝑟 та 𝜒𝑛𝑒𝑎𝑟 для 𝑥𝑟𝑎𝑛𝑑, Naderi et.al. замiсть того аби
працювати з цiлим деревом 𝒯 , покривають простiр сiткою з однакового
розмiру участками та працюють з пiддеревом 𝜒𝑆𝐼 ⊆ 𝒯 .
Для того, аби знайти 𝜒𝑆𝐼 навколо даної вершини 𝑥𝑢 знаходиться
вiдповiдний участок сiтки 𝑔𝑢 ∋ 𝑥𝑢. Тодi 𝜒𝑆𝐼 складається з усiх тих вершин
𝒯 , що знаходяться в 𝑔𝑢 та його сусiднiх участках.
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Проте, замiсть того аби розбивати простiр на рiвномiрнi участки, можна
використовувати KD-дерево, що значно прискорює пошук.
KD-дерево [6] — це структура даних з подiлом простору для
упорядкування точок в 𝑘-мiрному просторi. Кожна вершина в деревi є
𝑘-мiрною точкою в просторi. Вершина дерева, що не являється листком
дерева, подiляє простiр на двi частини.
Рисунок 3.2 – Приклад KD-дерева, 𝐾 = 2
Всi точки, що знаходяться в лiвiй частинi простору, представленi в
лiвому пiддеревi, а точки в правiй частинi — правим пiддеревом. Вiсь, в
якiй робиться подiл простору для 𝑘-мiрної точки 𝑥 на глибинi 𝑑,
визначається наступним чином 𝑎 = 𝑑 mod 𝑘, де 𝑎 ∈ [0, 𝑘) — номер вiсi. Тодi
лiве пiддерево для цiєї точки, будується з тих точок 𝑥𝑗 для яких
виконується 𝑥𝑗𝑎 < 𝑥𝑎, а праве пiддерево з 𝑥𝑗𝑎 ≥ 𝑥𝑎, де 𝑥𝑗𝑎 дорiвнює 𝑎-й
координатi точки 𝑥𝑗.
Складнiсть пошуку найближчого сусiда в збалансованому KD-деревi з
випадково розподiленими вершинами 𝒪 (log 𝑛).
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3.1.5 Перев’язка дерева
Перев’язка дерева вiдбувається так само, як i в оригiнальному
алгоритмi 2.1.5.
3.1.6 Пристосування дерева
Алгоритм перев’язки дерева 2.1.5 перев’язує тi вершини 𝑥𝑖 , для яких
значення функцiї штрафу 𝑐𝑖 менше, якщо провести шлях вiд 𝑥0 до 𝑥𝑖 не через
її поточного батька 𝑃𝑎𝑟𝑒𝑛𝑡 (𝑥𝑖), а через iншу вершину 𝑥𝑗. Перев’язування
починається або з випадкової вершини або з кореня дерева.
Через те, що вершини обираються випадково та через обмежений час
на проведення процедури, деякi вершини дерева можуть не перев’язуватись.
Через змiни в положенi кореня дерева та змiн в середовищi, це може привести
до того, що цi вершини стануть заблокованими перешкодами. Одже i окремi
гiлки дерева 𝒯 ставатимуть заблокованими i не будуть використовуватися в
процедурi пошуку шляху. Це може привести до необхiдностi генерацiї нових
точок та подальшого розширення дерева.
Для запобiгання цьому, пропонується ввести процедуру
“пристосування” (fitting) дерева до змiн в середовищi. Ця процедура
забезпечує те, що в будь-який момент часу всi шляхи 𝜎𝑖∀𝑖 дерева 𝒯 є не
заблокованими, тобто дерево покриває максимально можливу частину
середовища (якщо заблокованi шляхи також прийняти за непокриту
частину).
Алгоритм 11 починає свою роботу з кореня дерева. Алгоритм працює
доти, доки множина 𝒳𝑐ℎ𝑖 не стане пустою, де 𝒳𝑐ℎ𝑖 — множина, що на 𝑖-й
28
iтерацiї складається з нащадкiв вершин з 𝒳𝑐ℎ𝑖 на попереднiй iтерацiї.
Алгоритм 11: Алгоритм пристосування дерева
Вхiд: 𝒯 , 𝜒𝑜𝑏𝑠
1 𝒳 ← {𝑥0}
2 𝒳𝑐ℎ𝑖 ← {𝐶ℎ𝑖𝑙𝑑 (𝑥𝑖) | ∀𝑥𝑖 ∈ 𝒳 : ∃𝐶ℎ𝑖𝑙𝑑 (𝑥𝑖)}
3 while 𝒳𝑐ℎ𝑖 ̸= ∅ do
4 𝒳𝑎𝑑 ← {𝑥𝑖| ∀𝑥𝑖 ∈ 𝒳𝑐ℎ𝑖 : 𝑐𝑖 =∞}
5 for 𝑥𝑖 ∈ 𝒳𝑎𝑑 do
6 𝒞 ← {⟨𝑥, 𝑐𝑜𝑠𝑡 (𝑥)⟩ | ∀𝑥 ∈ 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥𝑖, 𝒯 )}
7 𝑥𝑎, 𝑐𝑎 ← arg min
⟨_,𝑐⟩
𝒞
8 if 𝑐𝑎 ̸=∞ then
9 ℰ ← (ℰ ∖ {𝑃𝑎𝑟𝑒𝑛𝑡 (𝑥𝑖) , 𝑥𝑖}) ∪ {𝑥𝑎, 𝑥𝑖}
10 𝒳𝑐ℎ𝑖 ← {𝐶ℎ𝑖𝑙𝑑 (𝑥𝑖) | ∀𝑥𝑖 ∈ 𝒳𝑐ℎ𝑖 : ∃𝐶ℎ𝑖𝑙𝑑 (𝑥𝑖)}
Вихiд: 𝒯
Для кожної вершини в 𝒳𝑐ℎ𝑖 перевiряється її поточне значення функцiї
штрафу. Якщо для якогось 𝑥𝑖 ∈ 𝒳𝑐ℎ𝑖 значення 𝑐𝑖 = ∞, то для цiєї вершини
знаходиться вершина 𝑥𝑎 ∈ 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥𝑖, 𝒯 ) з мiнiмальним значенням
функцiї штрафу 𝑐𝑎, яка замiняє поточного батька (𝑥𝑖) для вершини 𝑥𝑖. Якщо
𝑐𝑎 = ∞, то вершина залишається заблокованою, через неможливiсть знайти
нового батька.
Таким чином, даний алгоритм намагається максимально заповнити
середовище деревом “виправляючi” заблокованi шляхи, таким чином
зменшуючи необхiдну кiлькiсть вершин в деревi 𝒯 для пошуку шляху.
На Рисунку 3.3 наведено вiзуалiзацiю пристосування дерева до рухомих
перешкод (чорнi прямокутники).
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Рисунок 3.3 – Приклад пристосування дерева в середовищi з рухомими
перешкодами.
3.2 Висновки до Роздiлу 3
В цьому роздiлi було наведено модифiкацiю алгоритму Real-Time
Rapidly-Exploring Random Trees*. Головною вiдмiннiстю вiд оригiнального
алгоритму є метод генерацiї точок в середовищi, що вiдбувається за
допомогою побудови "областi видимостi"навколо обраної випадковим чином
вершини дерева 𝒯 .
Також запропоновано алгоритм "пристосування"дерева до
середовища, який запезпечує максимальне покриття середовища деревом
шляхом перев’язування заблокованих перешкодами вершин таким чином
аби вони стали незаблокованими. Алгоритм намагається зменшити
необхiдну кiлькiсть вершин дерева для пошуку шляху.
В наступному роздiлi буде наведено порiвняльний аналiз оригiнального
алгоритму RT-RRT* та його модифiкацiї, наведеної в цьому роздiлi.
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4 АНАЛIЗ АЛГОРИТМУ RT-RRT* ТА ЙОГО МОДИФIКАЦIЇ
В цьому роздiлi буде наведено необхiдний теоретичний матерiал для
аналiзу складностi та оптимальностi алгоритму RT-RRT* та його
модифiкацiї, запропонованої в Роздiлi 3.
Розглянуто теореми якi показують, що алгоритм RRT*, на основi
якого базується RT-RRT* та його модифiкацiя є ймовiрнiсно та
асимптотично оптимальним.
4.1 Ймовiрнiсна повнота алгоритму
Ймовiрнiсна повнота алгоритму 𝐴𝐿𝐺 забезпечує гарантiю того, що з
ростом розмiру дерева 𝒯 , що використовується для знаходження шляху,
ймовiрнiсть того, що вершина дерева потрапить в область цiльової точки,
прямує до 1.
Для надання формального означення ймовiрнiсної повноти необхiдно
спочатку ввести деякi допомiжнi означення.
Визначення 4.1.1 Нехай 𝛿 > 0 ∈ R. Точка 𝑥 ∈ 𝜒𝑓𝑟𝑒𝑒, називається
𝛿-внутрiшньою точкою 𝜒𝑓𝑟𝑒𝑒, якщо замкнена куля радiуса 𝛿 з центром
в 𝑥 ℬ𝑥,𝛿 знаходиться повнiстю в 𝜒𝑓𝑟𝑒𝑒.
Множина всiх 𝛿-внутрiшнiх точок 𝜒𝑓𝑟𝑒𝑒 позначається як
𝑖𝑛𝑡𝛿 (𝜒𝑓𝑟𝑒𝑒) = {𝑥 ∈ 𝜒𝑓𝑟𝑒𝑒| ℬ𝑥,𝛿 ⊆ 𝜒𝑓𝑟𝑒𝑒}.
Визначення 4.1.2 Шлях без перешкод 𝜎 ⊂ 𝜒𝑓𝑟𝑒𝑒, називається
шляхом з сильним 𝛿-зазором, якщо 𝜎 ⊂ 𝑖𝑛𝑡𝛿 (𝜒𝑓𝑟𝑒𝑒).
Iншими словами, шлях 𝜎 називається шляхом з сильним 𝛿-зазором,
якщо навколо кожної точки 𝑥𝑖 ∈ 𝜎, замкнена куля з центром в цiй точцi
ℬ𝑥𝑖,𝛿 буде повнiстю знаходитися в 𝜒𝑓𝑟𝑒𝑒. Таким чином для кожної точки
шляху 𝜎 вiдстань до найближчої перешкоди буде щонайменше 𝛿 > 0.
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Визначення 4.1.3 Проблема планування шляху (𝜒, 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑖𝑛𝑖𝑡, 𝑥𝑔𝑜𝑎𝑙),
називається надiйно здiйсненною, якщо для деякого 𝛿 > 0 iснує шлях 𝜎
з сильним 𝛿-зазором, який вирiшує цю проблему.
З означення надiйної здiйсненностi проблеми планування шляху
випливає, що вiдстань мiж перешкодами в будь-який момент часу не
повинна бути меншою за деякую 𝛿 > 0.
Тодi ймовiрнiсна повнота алгоритму 𝐴𝐿𝐺 визначається наступним
чином.
Визначення 4.1.4 (Ймовiрнiсна повнота) Алгоритм 𝐴𝐿𝐺
називається ймовiрнiсно повним, якщо для будь-якої надiйно здiйсненної
проблеми (𝜒, 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑖𝑛𝑖𝑡, 𝜒𝑔𝑜𝑎𝑙) виконується
lim inf
𝑛→∞ P
(︀{︀∃ 𝑥𝑔𝑜𝑎𝑙 ∈ 𝒱𝐴𝐿𝐺𝑛 ∩ 𝜒𝑔𝑜𝑎𝑙 : (𝑥𝑖𝑛𝑖𝑡, . . . , 𝑥𝑔𝑜𝑎𝑙) ⊆ 𝒯 𝐴𝐿𝐺}︀)︀ = 1
Якщо алгоритм A ймовiрнiсно повний та проблема планування шляху
є надiйно здiйсненною, то гарантовано виконується
lim
𝑛→∞P
(︀{︀∃ 𝑥𝑔𝑜𝑎𝑙 ∈ 𝒱𝐴𝐿𝐺𝑛 ∩ 𝜒𝑔𝑜𝑎𝑙 : (𝑥𝑖𝑛𝑖𝑡, . . . , 𝑥𝑔𝑜𝑎𝑙) ⊆ 𝒯 𝐴𝐿𝐺}︀)︀ = 1.
Ймовiрнiсна повнота алгоритму 𝐴𝐿𝐺 для надiйно здiйсненної
проблеми планування шляху забезпечує те, що алгоритм 𝐴𝐿𝐺 при 𝑛→∞ з
ймовiрнiстю 1 вирiшить цю проблему, де 𝑛 — кiлькiсть вершин в деревi 𝒯 ,
що використовується для пошуку шляху,
Проте, для будь-якого алгоритму на основi випадкового генерування
(включаючи ймовiрнiсно повнi алгоритми), цей лiмiт дорiвнює нулю, якщо
проблема планування шляху не є найдiйно здiйсненною.
Тому в цiй роботi будуть розглядатися лише тi середовища 𝜒, для яких
буде виконуватись умова надiйної здiйсненностi проблеми планування шляху.
З лiтератури[7][8] вiдомо, що алгоритм RRT є ймовiрнiсно повним.
Також, якщо для проблеми планування шляху (𝜒, 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑖𝑛𝑖𝑡, 𝜒𝑔𝑜𝑎𝑙) iснує
рiшення, то ймовiрнiсть того, що воно буде знайдено експоненцiйно
наближається до 1, при 𝑛→∞, це показано в наступних теоремах.
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Теорема 4.1.1 (Ймовiрнiсна повнота RRT[7]) Розглянемо
надiйно здiйсненну проблему планування шляху (𝜒, 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑖𝑛𝑖𝑡, 𝜒𝑔𝑜𝑎𝑙). Iснує
така константа 𝑎 > 0 та 𝑛0 ∈ N, що залежать тiльки вiд 𝜒𝑓𝑟𝑒𝑒 та 𝜒𝑔𝑜𝑎𝑙,
такi що
P
(︀{︀𝒱𝑅𝑅𝑇𝑛 ∩ 𝜒𝑔𝑜𝑎𝑙 ̸= ∅}︀)︀ > 1− 𝑒−𝑎𝑛,∀𝑛 > 𝑛0,
де 𝒱𝑅𝑅𝑇𝑛 — множина вершин дерева 𝒯 побудованого алгоритмом RRT на
𝑛-й iтерацiї.
Тобто, для надiйно здiйсненної проблеми планування шляху та
алгоритму RRT, ймовiрнiсть того, що множина вершин 𝒱𝑅𝑅𝑇𝑛 дерева 𝒯 𝑅𝑅𝑇𝑛
на 𝑛-й iтерацiї, буде мiстити точку, яка знаходиться в цiльовiй областi 𝜒𝑔𝑜𝑎𝑙,
експоненцiйно наближається до 1, починаючи з деякого 𝑛0.
Теорема 4.1.2 (Ймовiрнiсна повнота RRT*[9]) Через те що
𝒱𝑅𝑅𝑇𝑛 = 𝒱𝑅𝑅𝑇*𝑛 , ймовiрнiсна повнота для RRT* є прямим наслiдком
ймовiрнiсної повноти RRT. Бiльш того, якщо RRT знайде шлях на 𝑛-му
кроцi, то i 𝑅𝑅𝑇*, якщо генерацiя вiдбувається в одному й тому ж
порядку.
Далi буде наведено означення асимптотичної оптимальностi
алгоритму 𝐴𝐿𝐺.
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4.2 Асимптотична оптимальнiсть
З попереднього пiдроздiлу алгоритм 𝐴𝐿𝐺 називається ймовiрнiсно
повним, якщо алгоритм вирiшує проблему планування шляху з великою
ймовiрнiстю, для проблеми, яка є надiйно здiйсненною, тобто для якої iснує
шлях з сильним 𝛿-зазором.
Для визначення асимптотичної оптимальностi використовується
схожий пiдхiд, який полягається на означеннi слабкого 𝛿-зазору шляху та
неперервностi функцiї витрат шляху, що буде розглянуто далi.
Нехай 𝜎1, 𝜎2 ⊂ 𝜒𝑓𝑟𝑒𝑒 два шляхи без перешкод з однаковими кiнцевими
точками, тобто 𝜎1 (0) = 𝜎2 (0) = 𝑥0 ∈ 𝜒𝑓𝑟𝑒𝑒 та 𝜎1 (𝑘) = 𝜎2 (𝑘) = 𝑥𝑘 ∈ 𝜒𝑓𝑟𝑒𝑒.
Шлях 𝜎1 називається гомотопiчним до 𝜎2, якщо iснує неперервна функцiя
𝜑 : [0, 1] → 𝜒𝑓𝑟𝑒𝑒, гомотопiя, така що 𝜑 (0) = 𝜎1, 𝜑 (1) = 𝜎2 i
𝜑 (𝜏) ∈ 𝜒𝑓𝑟𝑒𝑒, 𝜏 ∈ [0, 1]. Шлях що є гомотопiчним до 𝜎2 може бути
неперервно переведений в 𝜎2 через 𝜒𝑓𝑟𝑒𝑒.
Рисунок 4.1 – Приклад гомотопiї
Визначення 4.2.1 Шлях без перешкод 𝜎 : [0, 𝑠] → 𝜒𝑓𝑟𝑒𝑒 називається
шляхом з слабким 𝛿-зазором, якщо ∃𝜎′ з сильним 𝛿-зазором, iснує
гомотопiя 𝜑 : 𝜑 (0) = 𝜎, 𝜑 (1) = 𝜎′ та ∀𝛼 ∈ (0, 1] ∃ 𝛿𝛼 > 0 така, що 𝜑 (𝛼)
має сильний 𝛿𝛼 зазор.
Тобто якщо 𝜎 є шляхом зi слабким 𝛿-зазором, то для нього
необов’язково повинна виконуватись умова сильного 𝛿-зазору, проте для
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кожної його гомотопiї 𝜑 (𝛼) — повинна.
На Рисунку 4.2 злiва наведено приклад шляху 𝜎 зi слабким 𝛿-зазором.
Шлях 𝜎′ ∈ 𝑖𝑛𝑡𝑑𝑒𝑙𝑡𝑎 (𝜒𝑓𝑟𝑒𝑒) знаходиться в тому ж класi гомотопiї, що й 𝜎.
Праворуч наведено приклад шляху 𝜎, для якого не виконується умова
слабкого 𝛿-зазору. Для будь-якого значення 𝛿 > 0 не iснує шляху
𝜎′ ∈ 𝑖𝑛𝑡 (𝜒𝑓𝑟𝑒𝑒), що знаходиться в тому ж класi гомотопiї що й 𝜎.
Шлях 𝜎* ⊂ 𝜒𝑓𝑟𝑒𝑒, що вирiшує проблему оптимальностi називається
надiйно оптимальним рiшенням, якщо вiн має слабкий 𝛿-зазор, та для
будь-якого набору шляхiв без перешкод {𝜎𝑛 ⊂ 𝜒𝑓𝑟𝑒𝑒}𝑛∈N виконується
lim
𝑛→∞𝜎𝑛 = 𝜎
* та lim
𝑛→∞𝑐 (𝜎𝑛) = 𝑐 (𝜎
*).
Рисунок 4.2 – Приклад шляху для якого виконується умова слабкого
𝛿-зазору (лiвий рисунок) та для якого не виконується (правий).
Нехай 𝑐* = 𝑐 (𝜎*), це функцiя витрат оптимального шляху та 𝑌 𝐴𝐿𝐺𝑛 —
випадкова величина, що вiдповiдає значенню функцiї витрат шляху з
мiнiмальним значенням функцiї витрат, що було повернено алгоритмом
𝐴𝐿𝐺 на 𝑛-й iтерацiї. Тобто 𝑌 𝐴𝐿𝐺𝑛 ∼ min
𝜎∈𝒯
𝑐 (𝜎).
Визначення 4.2.2 Алгоритм ALG називається асимптотично
оптимальним, якщо для будь-якої проблеми планування шляху
(𝜒, 𝜒𝑓𝑟𝑒𝑒, 𝑥𝑖𝑛𝑖𝑡, 𝜒𝑔𝑜𝑎𝑙) та функцiї витрат 𝑐 : Σ → R≥0, що допускають
наявнiсть надiйно оптимального рiшення зi скiнченним значенням
функцiї втрат 𝑐*,
P
(︂{︂
lim sup
𝑛→∞
𝑌 𝐴𝐿𝐺𝑛 = 𝑐
*
}︂)︂
= 1.
Так як 𝑌 𝐴𝐿𝐺𝑛 ≥ 𝑐*,∀𝑛 ∈ N, асимптотична оптимальнiсть алгоритму
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ALG означає, що lim
𝑛→∞ sup 𝑌
𝐴𝐿𝐺
𝑛 iснує i дорiвнює 𝑐
*.
Таким чином асимптотична оптимальнiсть алгоритму 𝐴𝐿𝐺 гарантує,
що при 𝑛→∞, значення функцiї втрат шляху поверненого алгоритмом 𝐴𝐿𝐺
на 𝑛-й iтерацiї, буде наближатися до значення функцiї втрат оптимального
шляху 𝜎*, що вирiшує цю проблему планування шляху.
Очевидно, що для асимптотичної оптимальностi необхiдно аби
виконувалась ймовiрнiсна оптимальнiсть.
Далi розглянуто наведено теореми, що показують ймовiрнiсну та
асимптотичну оптимальнiсть алгоритму RRT*, на якому базується
RT-RRT* та його модифiкацiя.
Теорема 4.2.1 Алгоритм RRT не є асимптотично оптимальним[9].
Так як алгоритм RRT на кожнiй iтерацiї або додає нову вершину до
дерева або залишає його незмiнним, 𝒱𝑅𝑅𝑇𝑖 ⊆ 𝒱𝑅𝑅𝑇𝑖+1 , 𝑖 ∈ N, то границя
lim
𝑛→∞𝑌
𝑅𝑅𝑇
𝑛 iснує i дорiвнює деякiй випадковiй величинi 𝑌
𝑅𝑅𝑇
∞ . В теоремi 4.2.1
показується, що ця границя строго бiльша нiж 𝑐* майже напевно, тобто
P
(︁{︁
lim
𝑛→∞𝑌
𝑅𝑅𝑇
𝑛 > 𝑐
*
}︁)︁
= 1. Тобто значення функцiї штрафу найкращого
рiшення поверненного алгоритмом RRT збiгається до субоптимального
значення з ймовiрнiстю 1.
Теорема 4.2.2 Алгоритм 𝑅𝑅𝑇 * є асимптотично оптимальним[9].
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4.3 Обчислювальна складнiсть
В цьому пiдроздiлi буде порiвняна обчислювальна складнiсть
алгоритму RT-RRT* та його модифiкацiї, наведеної в попередньому Роздiлi
3.
4.3.1 Складнiсть процедури 𝑙𝑖𝑛𝑒
Процедура 𝑙𝑖𝑛𝑒 (𝑥𝑖, 𝑥𝑗) перевiряє, чи перетинає лiнiя мiж 𝑥𝑖 та 𝑥𝑗 будь-
яку з перешкод, тобто чи 𝑥𝑖, 𝑥𝑗∈ 𝜒𝑓𝑟𝑒𝑒.
Складнiсть процедури 𝑙𝑖𝑛𝑒 в залежностi вiд кiлькостi перешкод в
середовищi є добре дослiдженною проблемою (Lin and Manocha 2004 [10]
для огляду).
Основний результат складностi процедури базується на роботi Six and
Wood (1982) [11], де показано, що перевiрка наявностi колiзiї
𝑙𝑖𝑛𝑒 (𝑥𝑖, 𝑥𝑗) ∈ 𝜒𝑓𝑟𝑒𝑒 з 𝑚 перешкодами може бути зроблена за 𝑂
(︀
𝑙𝑜𝑔𝑑𝑚
)︀
час,
де 𝑑 — кiлькiсть вимiрiв (𝑑 = 2 в данному випадку), використовуючи
структури даних на основi просторових дерев (наприклад KD-дерев).
4.3.2 Складнiсть процедури побудови областi видимостi
Процедура побудови областi видимостi навколо вершини 𝑥𝑣𝑖𝑠 ∈ 𝒱 , що
описана в Алгоритмi 10, знаходить точки перетину променiв випущених з
𝑥𝑣𝑖𝑠 з перешкодами для побудови контуру 𝑐𝑥𝑣𝑖𝑠 ⊆ 𝜒𝑓𝑟𝑒𝑒, в серединi якого буде
вiдбуватися генерацiя точок.
Так як перешкоди представляються у виглядi опуклих 2D полiгонiв то,
в найпростiшому випадку, променi випускаються з 𝑥𝑣𝑖𝑠 в напрямку кожної з
вершин 𝑥 ∈ 𝒱𝑜𝑏𝑠 з яких складаються перешкоди, що дає |𝒱𝑜𝑏𝑠| променiв.
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Для зменшення кiлькостi необхiдних перевiрок колiзiй, точки 𝑥 ∈ 𝒱𝑜𝑏𝑠
можна фiльтрувати використовуючи Quadtree [12] або Spatial Hashing [13]
алгоритми, якi залишають тiльки тi точки, що знаходяться найближче до
𝑥𝑣𝑖𝑠 та перекриваючи iншi точки, що знаходяться далi, для яких не потрiбно
робити перевiрку колiзiй. Таким чином значно зменшуючи необхiдну
кiлькiсть перевiрок. Проте для простоти аналiзу припустимо, що беруться
всi точки без фiльтрацiї.
Так як згiдно роботi Six and Wood (1982) [11], перевiрка колiзiї з 𝑚
перешкодами займає, в 2D випадку, 𝒪 (︀𝑙𝑜𝑔2𝑚)︀ часу. Тодi знаходження колiзiї
для всiх променiв може бути зроблено за 𝒪 (︀|𝒱𝑜𝑏𝑠| log2𝑚)︀.
Таким чином процедура генерацiї точок хоч i є повiльнiшою для
модифiкацiї алгоритму RT-RRT* нiж для оригiгнальної версiї, проте
гарантує те, що будь-яка згенерована всерединi контуру 𝑐𝑥𝑣𝑖𝑠 точка може
бути приєднана принаймi до 𝑥𝑣𝑖𝑠 вершини дерева 𝒯 , що гарантує швидшу
збiжнiсть алгоритму вiдносно загальної кiлькостi iтерацiй необхiдних для
знаходження шляху, що буде наведено в TODO.
4.3.3 Складнiсть процедури 𝐹𝑖𝑛𝑑𝑁𝑒𝑎𝑟𝑒𝑠𝑡𝑁𝑜𝑑𝑒𝑠
Процедура 𝐹𝑖𝑛𝑑𝑁𝑜𝑑𝑒𝑠𝑁𝑒𝑎𝑟 (𝑥, 𝜒) знаходить 𝑘 найближчих вершин в 𝜒
для точки 𝑥.
Проблема пошуку найближчого сусiда є добре дослiдженною, через
широкий спектр можливих застосувань, таких як, комп’ютерна графiка,
системи баз данних, обробка зображень, розпiзнавання образiв та iншi.
Очевидно, що наївна реалiзацiя алгоритму, що перевiряє кожну з
вершин дерева виконується за 𝒪 (𝑛) час та потребує 𝒪 (1) пам’ятi. Проте в
випадку алгоритмiв, що працюють в режимi реального часу, однiєю з цiлей
є зменшення часу виконання кожної з iтерацiй особливо для алгоритмiв, що
дають кращi рiшення з ростом кiлькостi iтерацiй.
В оригiнальному алгоритмi RT-RRT* для пошуку найближчого сусiда
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точки 𝑥 використовується рiвномiрне розбиття простору 𝜒 на однакового
розмiру участки 𝑔𝑖. Для побудови дерева 𝒯𝑆𝐼 ⊆ 𝒯 знаходиться вiдповiдний
їй участок 𝑔𝑥, тодi 𝒯𝑆𝐼 складається з усiх вершин, що належать цьому
участку та прилеглим до 𝑔𝑥 участкам. Найближчий сусiд точки 𝑥 тодi
знаходиться шляхом перебору усiх вершин в 𝒯𝑆𝐼 , з яких береться та
вершина, що має найменшу вiдстань до 𝑥.
Нехай простiр 𝜒 було розбито на 𝑀 участкiв. Тодi пошук вiдповiдного
до 𝑥 участку 𝑔𝑥 виконується за𝒪 (𝑀) час. А пошук найближчої до 𝑥 вершини
в 𝒯𝑆𝐼 — за 𝒪 (|𝒯𝑆𝐼 |), шляхом перебору кожної з вершин, де |𝒯𝑆𝐼 | — кiлькiсть
вершин в 𝒯𝑆𝐼 , яка збiльшується з ростом кiлькостi iтерацiй. Таким чином
загальна складнiсть пошуку найближчої вершини 𝒪 (𝑀 + |𝒯𝑆𝐼 |).
В модифiкацiї алгоритму RT-RRT* для пошуку найближчої вершини
дерева 𝒯 для точки 𝑥 використовується 𝐾𝐷-дерево, що було описано в
Пiдроздiлi 3.1.4. Складнiсть пошуку найближчої вершини дерева 𝒯
дорiвнює 𝒪 (log |𝒯 |), де |𝒯 | — кiлькiсть вершин дерева 𝒯 .
Легко бачити, що 𝒪 (𝑀 + |𝒯𝑆𝐼 |) > 𝒪 (log |𝒯 |), навiть з урахуванням
того, що 𝒯𝑆𝐼 ⊆ 𝒯 .
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4.3.4 Складнiсть пошуку шляху в деревi
Коли дерево 𝒯 досягло 𝑥𝑔𝑜𝑎𝑙, необхiдно побудувати оптимальний шлях
𝜎 = {𝑥0, . . . , 𝑥𝑔𝑜𝑎𝑙} використовуючи дерево 𝒯 .
Наступна Лемма 4.3.1 наводить асимптотичну складнiсть
обчислювання найкоротшого шляху. Нехай 𝒯 = (𝒱 , ℰ) — граф. 𝑑 : ℰ → R≥0
— функцiя вiдстанi, що для кожної гранi в ℰ присвоює невiд’ємну вiдстань.
Для заданої вершини 𝑣 ∈ 𝒱 , найкоротший шлях в 𝒯 це граф 𝒯 ′ = (𝒱 , ℰ ′), де
ℰ ′ ⊆ ℰ такий що для будь-якого 𝑣′ ∈ 𝒱 ∖ {𝑣} iснує унiкальний шлях в 𝒯 , що
починається в 𝑣 та досягає 𝑣′ i окрiм того цей шлях є оптимальним.
Лемма 4.3.1 A. Schrijver, 2003 [14] Нехай дано граф 𝒯 = (𝒱 , ℰ),
функцiю вiдстанi 𝑑 : ℰ → R≥0 та вершину 𝑣 ∈ 𝒱, найкоротший шлях для
𝒯 , 𝑑, та 𝑣 може бути знайдений за 𝒪 (|𝒱| log (|𝒱|) + |ℰ|).
Згiдно [9], |ℰ𝑛| ∈ 𝒪 (𝑛).
4.3.5 Просторова складнiсть
Просторова складнiсть алгоритму визначається кiлькiстю пам’ятi,
необхiдної для обчислювання графу 𝒯𝑛 = (𝒱𝑛, ℰ𝑛). Очевидно, що просторова
складнiсть як для RT-RRT* так i для його модифiкацiї дорiвнює розмiру
𝒯𝑛, тобто 𝒱𝑛 + ℰ𝑛.
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4.4 Швидкiсть збiжностi
В цьому роздiлi буде наведено доведення ймовiрнiсної повноти для для
алгоритму RT-RRT* та його модифiкацiї i показано, що швидкiсть збiжностi
модифiкацiї бiльша нiж швидкiсть оригiнального алгоритму.
Нехай 𝜒 — середовище, в якому вiдбувається вирiшення проблеми
пошуку шляху. Без обмежень загальностi, будемо вважати 𝜒 = [0, 1]𝑑 —
𝑑-вимiрний гiперкуб зi стандартною Евклiдовою метрикою. Простiр без
перешкод позначається як 𝜒𝑓𝑟𝑒𝑒 ⊆ 𝜒, а через |𝜒𝑓𝑟𝑒𝑒| позначається його мiра
Лебега. ℬ𝑟 (𝑥) позначає кулю радiуса 𝑟 з центром в точцi 𝑥 ∈ R𝑑.
𝑥𝑖𝑛𝑖𝑡 ∈ 𝜒𝑓𝑟𝑒𝑒 — початкова позицiя, а 𝜒𝑔𝑜𝑎𝑙 ⊂ 𝜒𝑓𝑟𝑒𝑒 — цiльова область, де
𝜒𝑔𝑜𝑎𝑙 = ℬ𝛿𝑔𝑜𝑎𝑙 (𝑥𝑔𝑜𝑎𝑙).
На середовище 𝜒 накладаються умови надiйної здiйсненностi 4.1.3, що
були наведенi ранiше. З умов надiйної здiйсненностi слiдує, що iснує такий
шлях 𝜎 : [0, 𝑡] → 𝜒𝑓𝑟𝑒𝑒, для якого виконуються умови сильного 𝛿𝑐𝑙𝑒𝑎𝑟-зазору.
Та нехай 𝜎 (𝑡) = 𝑥𝑔𝑜𝑎𝑙, тобто шлях закiнчується в центрi цiльової областi 𝜒𝑔𝑜𝑎𝑙.
Через 𝐿 — позначимо довжину шляху 𝜎, та нехай 𝛿 = min {𝛿𝑐𝑙𝑒𝑎𝑟, 𝛿𝑔𝑜𝑎𝑙}.
Покладемо 𝑚 = 5𝐿𝑣 , 𝑣 = min (𝛿, 𝑟𝑠), де 𝑟𝑠 2 — задає максимальну
дозволену вiдстань мiж вершинами в деревi.
Задамо послiдовнiсть 𝑚 + 1 точок 𝑥0 = 𝑥𝑖𝑛𝑖𝑡, . . . , 𝑥𝑚 = 𝑥𝑔𝑜𝑎𝑙 вздовж 𝜎,
так що вiдстань мiж кожними двома послiдовними точками 𝑥𝑖, 𝑥𝑖+1
дорiвнює 𝑣5 . Далi визначимо множину 𝑚 + 1 шарiв з радiусом
𝑣
5 з центром в
цих точках та доведемо, що RT-RRT* з великою ймовiрнiстю згенерує
шлях, який проходить через цi шари.
Так як на середовище накладена умова надiйної здiйсненностi i
враховуючи те, що позицiї перешкод мiж 𝑖-ю та 𝑖 + 1-ю iтерацiями не
можуть вiдрiзнятися бiльше нiж на деяку константу Δ, в кожен момент
часу 𝑖, знайдеться така множина точок {𝑥0, . . . , 𝑥𝑚+1} та шарiв{︀ℬ 𝑣
5
(𝑥0) , . . . ,ℬ𝑣5 (𝑥𝑚+1)
}︀
, що будуть прокладати шлях мiж 𝑥𝑖𝑛𝑖𝑡 та 𝑥𝑔𝑜𝑎𝑙.
Для початку доведемо Лемму 4.4.1, що використовується для доведення
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Теореми 4.4.1 та задає умову для вдалого розширення дерева до цiльової
точки.
Рисунок 4.3 – Вiзуалiзацiя Лемми 4.4.1
Лемма 4.4.1 [8] Нехай алгоритм RT-RRT* досяг ℬ𝑣
5
(𝑥𝑖), тобто
дерево 𝒯 мiстить вершину 𝑥′ ∈ ℬ𝑣
5
(𝑥𝑖). Якщо нова згенерована точка
𝑥𝑟𝑎𝑛𝑑 знаходиться в ℬ𝑣5 (𝑥𝑖+1), тодi вiдрiзок прямої мiж 𝑥𝑟𝑎𝑛𝑑 та його
найближчим сусiдом 𝑥𝑛𝑒𝑎𝑟 в деревi 𝒯 повнiстю знаходиться в 𝜒𝑓𝑟𝑒𝑒.
Доведення Нехай 𝑥𝑛𝑒𝑎𝑟 ∈ 𝒱 — найближчий сусiд до 𝑥𝑟𝑎𝑛𝑑 в деревi 𝒯 . Тодi
з означення 𝑥𝑛𝑒𝑎𝑟 виконується ‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑟𝑎𝑛𝑑‖ ≤ ‖𝑥′𝑖 − 𝑥𝑟𝑎𝑛𝑑‖ ,∀𝑥′𝑖 ∈ 𝒱 .
Покажемо, що 𝑥𝑛𝑒𝑎𝑟 повинен лежати в ℬ𝑣 (𝑥𝑖), з чого слiдує
𝑙𝑖𝑛𝑒 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑟𝑎𝑛𝑑) ⊂ 𝜒𝑓𝑟𝑒𝑒, так як 𝑥𝑟𝑎𝑛𝑑 ∈ ℬ𝑣5 (𝑥𝑖+1) ⊂ ℬ𝑣 (𝑥𝑖). З нерiвностi
‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑟𝑎𝑛𝑑‖ ≤ ‖𝑥′𝑖 − 𝑥𝑟𝑎𝑛𝑑‖ ,∀𝑥′𝑖 ∈ 𝒱 та з нерiвностi трикутника маємо,
що:
‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑖‖ ≤ ‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑟𝑎𝑛𝑑‖+ ‖𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑖‖ ≤ ‖𝑥′𝑖 − 𝑥𝑟𝑎𝑛𝑑‖+ ‖𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑖‖
З нерiвностi трикутника маємо:
‖𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑖‖ ≤ ‖𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑖+1‖+ ‖𝑥𝑖+1 − 𝑥𝑖‖ ,
‖𝑥′𝑖 − 𝑥𝑟𝑎𝑛𝑑‖ ≤ ‖𝑥′𝑖 − 𝑥𝑖‖+ ‖𝑥𝑖 − 𝑥𝑖+1‖+ ‖𝑥𝑖+1 − 𝑥𝑟𝑎𝑛𝑑‖ .
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А отже:
‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑖‖ ≤ ‖𝑥′𝑖 − 𝑥𝑖‖+ 2 · ‖𝑥𝑖+1 − 𝑥𝑟𝑎𝑛𝑑‖+ 2 · ‖𝑥𝑖+1 − 𝑥𝑖‖
≤ 5 · 𝑣
5
= 𝑣.
Таким чином 𝑥𝑛𝑒𝑎𝑟 ∈ ℬ𝑣 (𝑥𝑖) ⊆ 𝜒𝑓𝑟𝑒𝑒 i 𝑙𝑖𝑛𝑒 (𝑥𝑛𝑒𝑎𝑟, 𝑥𝑟𝑎𝑛𝑑) ⊂ 𝜒𝑓𝑟𝑒𝑒
Необхiдно зауважити, що ‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑟𝑎𝑛𝑑‖ ≤ 𝑟𝑠, так як:
‖𝑥𝑟𝑎𝑛𝑑 − 𝑥𝑛𝑒𝑎𝑟‖ ≤ ‖𝑥𝑟𝑎𝑛𝑑 − 𝑥′𝑖‖
≤ ‖𝑥′𝑖 − 𝑥𝑖‖+ ‖𝑥𝑖 − 𝑥𝑖+1‖+ ‖𝑥𝑖+1 − 𝑥𝑟𝑎𝑛𝑑‖
≤ 3 · 𝑣
5
< 𝑣 ≤ 𝑟𝑠.
Те що ‖𝑥𝑛𝑒𝑎𝑟 − 𝑥𝑟𝑎𝑛𝑑‖ ≤ 𝑟𝑠 означає, що 𝑥𝑛𝑒𝑤 = 𝑥𝑟𝑎𝑛𝑑. 
Тепер наведемо доведення для основної теореми.
Теорема 4.4.1 [8] Ймовiрнiсть того, що алгоритм RT-RRT* (або
його модифiкацiя) не зможе досягти 𝜒𝑔𝑜𝑎𝑙 з початкової позицiї 𝑥𝑖𝑛𝑖𝑡 пiсля
𝑘 iтерацiй дорiвнює щонайбiльше 𝑎 · 𝑒−𝑏·𝑘, для деяких констант 𝑎, 𝑏 ∈ R>0.
Доведення Нехай ℬ𝑣
5
(𝑥𝑖) вже мiстить вершину дерева 𝒯 . Позначимо
через 𝑝 — ймовiрнiсть того, що в наступнiй iтерацiї алгоритму нова вершина
буде додана до 𝒯 , що буде мiститися в ℬ 𝑣
5
(𝑥𝑖+1). Згiдно Леми 4.4.1,
𝑥𝑟𝑎𝑛𝑑 ∈ ℬ𝑣5 (𝑥𝑖+1) забезпечує те, що алгоритм досягне ℬ𝑣5 (𝑥𝑖+1).
Так як на кожнiй iтерацiї 𝑖 алгоритму 𝑥𝑟𝑎𝑛𝑑 генерується рiвномiрно з
[0, 1]𝑑, ймовiрнiсть того, що 𝑥𝑟𝑎𝑛𝑑 ∈ ℬ𝑣5 (𝑥𝑖+1) дорiвнює
⃒⃒⃒
ℬ 𝑣
5
⃒⃒⃒
|[0,1]𝑑| =
⃒⃒ℬ𝑣
5
⃒⃒
.
Для того, аби алгоритм досягнув 𝜒𝑔𝑜𝑎𝑙 з 𝑥𝑖𝑛𝑖𝑡, необхiдно повторити цей
крок 𝑚 разiв з 𝑥𝑖 до 𝑥𝑖+1, 0 ≤ 𝑖 < 𝑚. Цей стохастичний процес може бути
визначений, як ланцюг Маркова (Рисунок 4.4), або як 𝑘 послiдовних
випробувань з ймовiрнiстю успiху 𝑝.
Проблема планування може бути вирiшена через 𝑚 успiшних
випробувань, де 𝑖-та успiшна спроба додає вершину 𝑥 ∈ ℬ 𝑣
5
(𝑥𝑖) до 𝒯 .
Процес може завершитися i ранiше нiж пiсля 𝑚 успiшних випробувань, де
𝑚 в такому випадку задає верхню границю ймовiрностi невдачi.
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Рисунок 4.4 – Ланцюг Маркова, де ймовiрнiсть успiху 𝑝 =
⃒⃒ℬ𝑣
5
⃒⃒
—
ймовiрнiсть рiвномiрно згенерувати точку всерединi кулi радiусу 𝑣5 . Стан 𝑚
— є кiнцевим станом, а 𝑚 успiшних випробувань означають, що алгоритм
знайшов шлях вiд початкового стану до цiльового.
Нехай 𝑋𝑘 — кiлькiсть успiхiв пiсля 𝑘 випробувань, тодi:
Pr[𝑋𝑘 < 𝑚] =
𝑚−1∑︁
𝑖=0
𝐶 𝑖𝑘 · 𝑝𝑖 · (1− 𝑝)𝑘−𝑖 (4.1)
≤
𝑚−1∑︁
𝑖=0
𝐶𝑚−1𝑘 · 𝑝𝑖 · (1− 𝑝)𝑘−𝑖 (4.2)
≤ 𝐶𝑚−1𝑘
𝑚−1∑︁
𝑖=0
(1− 𝑝)𝑘 (4.3)
≤ 𝐶𝑚−1𝑘
𝑚−1∑︁
𝑖=0
(︀
𝑒−𝑝
)︀𝑘
(4.4)
= 𝐶𝑚−1𝑘 ·𝑚𝑒−𝑝𝑘 (4.5)
Де (4.2) виконується через те, що 𝑚 ≪ 𝑘, (4.3) використовує те, що
𝑝 < 12 , а (4.4) полягається на (1− 𝑝) ≤ 𝑒−𝑝. Так як 𝑝,𝑚 не залежать вiд 𝑘,
вираз 𝐶𝑚−1𝑘 ·𝑚𝑒−𝑝𝑘 прямує до 0 з експоненцiйною швидкiстю.
Отже RT-RRT* є ймовiрнiсно повним. 
Для модифiкацiї алгоритму RT-RRT* головна рiзниця в доведеннi
полягає в значеннi ймовiрностi 𝑝 того, що в наступнiй iтерацiї алгоритму
нова вершина буде додана до 𝒯 , що буде мiститися в ℬ𝑣
5
(𝑥𝑖+1).
Нагадаємо, що в модифiкацiї нова точка генерується рiвномiрно не з
усього середовища 𝜒 = [0, 1]𝑑, а тiльки з областi видимостi 𝑐𝑣𝑖𝑠 ⊆ 𝜒 3.1.3, де
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рiвнiсть досягається тодi, коли 𝜒𝑓𝑟𝑒𝑒 = 𝜒, тобто в середовищi немає перешкод.
Таким чином, ймовiрнiсть для кожної з 𝑚 куль дорiвнює 𝑝𝑖 =
⃒⃒⃒
ℬ 𝑣
5
⃒⃒⃒
|𝑐𝑖𝑣𝑖𝑠| , де
𝑐𝑖𝑣𝑖𝑠 — область видимостi, побудована на 𝑖-му кроцi. А так як
𝑐𝑖𝑣𝑖𝑠 ⊆ 𝜒𝑓𝑟𝑒𝑒 ⊆ 𝜒, то з цього слiдує, що 𝑝𝑖 ≥ 𝑝, ∀𝑖 ∈ {0, . . . ,𝑚}. А отже
𝐶𝑚−1𝑘
∑︀𝑚−1
𝑖=0 (𝑒
−𝑝𝑖)𝑘 збiгається до 0 швидше нiж 𝐶𝑚−1𝑘
∑︀𝑚−1
𝑖=0 (𝑒
−𝑝)𝑘.
Отже як оригiнальний алгоритм RT-RRT* так i його модифiкацiя є
ймовiрнiсно повними, проте модифiкацiя алгоритму має бiльшу швидкiсть
збiжностi.
45
4.5 Аналiз практичних результатiв
В даному роздiлi буде наведено порiвняння практичних результатiв
вiдносно кiлькостi iтерацiї необхiдних для знаходження рiшення проблеми
планування шляху.
Для порiвняння кiлькостi iтерацiй оригiнального алгоритму RT-RRT*
та його модифiкацiї було обрано декiлька рiзних середовищ, як з рухомими
перешкодами, так i повнiстю статичнi. Для кожного середовища, проблема
планування шляху вирiшувалась 20 разiв з однакових початкових
конфiгурацiй та за остаточний результат для даного середовища бралося
середнє арифметичне кiлькостi iтерацiй.
Для визуалiзацiї кожного середовища червона точка — початкова
позицiя агента, чорний контур — цiльова область, чорнi прямокутники —
перешкоди.
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4.5.1 Динамiчне середовище
В Таблицi 4.1 наведено порiвняння середньої кiлькостi iтерацiй
необхiдних оригiнальному алгоритму RT-RRT* та його модифiкацiї
отриманої шляхом описаним на початку роздiлу.
Таблиця 4.1 – Таблиця порiвняння кiлькостi iтерацiй алгоритмiв.
Середовище Оригiнальний Модифiкацiя
1 541 398
На Рисунку 4.5 наведено вiзуалiзацiю динамiчного середовища, що
використовувалось при порiвняннi.
Рисунок 4.5 – Динамiчне середовище
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4.5.2 Статичне середовище
В Таблицi 4.2 наведено порiвняння середньої кiлькостi iтерацiй
необхiдних оригiнальному алгоритму RT-RRT* та його модифiкацiї
отриманої шляхом описаним на початку роздiлу.
Таблиця 4.2 – Таблиця порiвняння кiлькостi iтерацiй алгоритмiв.
Середовище Оригiнальний Модифiкацiя
1 414 213
2 683 327
На Рисунку 4.6 наведено вiзуалiзацiю статичних середовищ, що
використовувались при порiвняннi.
Рисунок 4.6 – Статичне середовище 1. Лiве зображення — початкова
конфiгурацiя, середнє — результат оригiнального алгоритму, праве —
результат модифiкацiї.
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Рисунок 4.7 – Статичне середовище 2. Лiве зображення — початкова
конфiгурацiя, середнє — результат оригiнального алгоритму, праве —
результат модифiкацiї.
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4.6 Висновки до Роздiлу 4
В даному було наведено означення ймовiрнiсної та асимптотичної
повноти алгоритму. Наведено означення надiйної здiйсненностi проблеми
планування шляху, виконання якої накладено на проблеми планування, що
розглядаються в цiй роботi.
Порiвняно складнiсть окремих операцiй оригiнального алгоритму RT-
RRT* та його модифiкацiї, наведеної в цiй роботi.
Наведено доведення ймовiрнiсної повности алгоритмiв, та для
модифiкацiї показано, що швидкiсть збiжностi є бiльшою, нiж для
оригiнального алгоритму.
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ВИСНОВКИ
В результатi виконання роботи було дослiджено iснуючi алгоритми
пошуку шляху в режимi реального часу. Серед дослiдженних алгоритмiв за
основу було обрано алгоритм на основi випадкових дерев, тобто таких
дерев, що будуються шляхом випадкової генерацiї їх вершин.
Для обраного алгоритму Real-Time Rapidly-Exploring Random Trees
запропонованого Naderi et.al., запропоновано модифiкацiю, що замiнює
алгоритм розширення дерева 𝒯 та алгоритм iндексацiї дерева.
Новий алгоритм розширення дерева базується на побудовi "областi
видимостi"навколо вершин дерева та генерацiї точок всерединi цiєї областi.
Це забезпечує те, що будь-яка згенерована точка всерединi областi
видимостi може бути гарантовано приєднана принаймi до тих вершин,
навколо яких будувалась область видимостi, що пришвидшує збiжнiсть
алгоритму до розв’язку.
Модифiкацiя алгоритму iндексацiї дерева пропонує замiнити grid-based
iндексацiю, на використання KD-дерев для пошуку серед вершин 𝒱 .
Порiвняно складнiсть оригiнального алгоритму так його модифiкацiї,
запропонованої в цiй роботi та наведено доведення ймовiрнiсної повноти, що
виконується для обох алгоритмiв. Для модифiкацiї алгоритму показано, що
швидкiсть збiжностi алгоритму до рiшення задачi планування шляху є
бiльшою нiж для оригiнального алгоритму, вiдносно кiлькостi iтерацiй,
завдяки запропонованим модифiкацiям.
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