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Abstract. Many real-world problems may vary over time. These non
stationary problems have been widely studied in the literature, often
called drifting concepts problems. Recently, deep architectures have drawn
a growing attention, given that they can easily model functions that are
hard to approximate with shallow ones and an effective way of training
them have been discovered. In this work we adapt a deep architecture
to problems that present concept drift. To this end we show a way of
combining them with a widely known drifting concept technique, the
Streaming Ensemble Algorithm. We evaluate the new method using ap-
propriate drifting problems and compare its performance with a more
traditional approach. The results obtained are promising and show that
the proposed variation is effective at combining the expressive power of
a deep architecture with the adaptability of SEA.
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1 Introduction
Although most pattern recognition models assume that the data under analysis
is independent and identically distributed, many real world problems vary over
time. This means that the samples obtained in the past may not be representa-
tive of the current version of the problem. In most cases, the underlying causes
and characteristics of these changes are not evident from the data. Under such
circumstances, it is desirable for the pattern recognition method to be able to
adapt to the concept drift as fast as possible giving less importance to older
samples, but at the same time harnessing information from these samples when
it is still useful.
The methods proposed in the literature assume different kinds of changes in
the data. Some are appropriate for abrupt concept changes [1–7]. These methods
should detect the change as soon as possible and react in an appropriate way,
usually training a traditional model from scratch with only the newer samples.
Other models [8–14] are designed with gradual drift in mind, which is the case
where the data changes slowly from one distribution to another. In this situation
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an interesting problem is how to use efficiently the information from the full
dataset. A third class of models tackle the recurrent case, assuming that the data
distribution that emerges after a change is probably one already seen [2, 15].
Deep learning attempts to create models composed by several layers of adap-
tive nonlinear filters, as opposed to traditional shallow models, such as most
used artificial neural networks or support vector machines, which are composed
by one or two layers of filters. Deep architectures can easily model functions
that are hard to approximate with a shallow model. One example is the parity
function [16]. A model with less than the required depth may need exponentially
more units than a model with the optimal length to approximate these functions.
Despite the theoretical advantages, these architectures have been of limited
use because of the practical difficulty to train them. Methods that are efficient for
shallow architectures, such as backpropagation, get stuck at poor local minima
when used with a deep one. A breakthrough to this problem was presented by
Hinton in 2006 [17]. It is based on two stages: In the first one, so called pretraining
stage, the model is trained greedily one layer at a time with the Contrastive
Divergence algorithm [17] for Restricted Boltzmann Machines (RBM, [18]). In
the second stage the model is trained by gradient descent. After this discovery,
these architectures have drawn the growing interest of the research community.
In this work we present a method that integrates a deep model with a non
stationary problem technique, thus allowing the approximation of non stationary
functions that are hard for a shallow model. Moreover, deep architectures can
capture more useful information from out-of-distribution samples than shallow
ones [19]. This suggests that out-of-date samples, obtained before the concept
drift, can be useful for training a deep model despite they do not represent the
current concept. Our model takes this into account.
This paper is organized as follows. In the next section we discuss previous
works on concept drift and deep architectures. In Section 3 we introduce our
new method. Then, in Section 4 we present some empirical results and, finally,
Section 5 closes the work with some conclusions.
2 Previous Work
Drifting concepts are specific classification problems in which the labels of exam-
ples or the shape of the decision boundaries change over time. Kolter et al. [20]
include a lengthy review of the state of the art in the field, starting from the
early work of Schlimmer and Granger Jr. [21].
There are two main approaches to concept drift in the literature: sample
selection or weighting and ensemble methods [22, 23]. We will start discussing
the sample selection or weighting methods.
The most common solution to the drifting concepts problem is to use a
temporal window of a given length and to build a different classifier (or adapt
a previous one) for each window [1–3, 24–26]. This brings up the problem of
window size: a window too big will make the algorithm to have a slow reaction to
change, and a window too small will make it too sensitive to noise in the data. As
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a potential solution, many algorithms include an adaptive window size [2,24,25].
Sample weighting methods can be viewed as a softening of the temporal window
strategy, which gives “hard” (0/1) weights to (older/newer) examples. Several
methods have been proposed for this, as using a simple linear decreasing function
for the relative weight [27] or an exponentially decaying function [28].
When assuming a certain kind of change, more specific algorithms can be
developed. In the case of abrupt changes, Castillo et al. [29] and also Lanquillon
[26] use statistical quality control to determine if there is a concept change in
a given batch. When this happens, a new classifier is constructed from scratch
using only the samples considered to belong to the new context. This can be
viewed as an adaptive windows size policy: the temporal window steadily grows
until a change is detected, in which case it abruptly shrinks. Other tests have
been proposed for change detection [6, 7, 30].
Regarding the ensamble methods, several authors discussed its use for drift-
ing concepts, proposing algorithms based on fixed or variable size ensembles of
weighted or unweighted experts. The SEA algorithm [4], in which this work is
based, maintains a fixed-size ensemble using a heuristic replacement strategy.
Wang et al. [31] used a similar strategy, adding weights to each member of the
ensemble according to a measure of its performance. Kolter and Maloof [20,32] in-
troduced an ensemble method based on a previous work of Littlestone et al. [33].
Their algorithm dynamically creates and removes weighted experts in response
to changes in performance.
After Hinton’s seminal work on deep network training [17], a great research
effort has been done in several directions. New training algorithms have been
proposed [34–36]. Erhan et al. [37] conducted an extensive experimental study to
determine whether the effect of the pretraining stage could be viewed as a helping
optimization or having a regularization effect. Bengio and coworkers [19] proved
that deep architectures can benefit from out-of-distribution samples, relating the
area with self-taught learning [38]. Other works introduced these techniques to
semi-supervised tasks [39].
A good survey of the area can be found in [16]. It is worth noting that, to
ours knowledge, there only has been one preliminary attempt to adapt a deep
network to the drifting concept scenario [40]. In that work the authors propose
to generate new samples with the previous model in order to have more training
samples when a new data batch arrives.
In the following subsections we will introduce the algorithms used in this
work.
2.1 The SEA Algorithm
SEA creates an ensemble from a data sequence divided in batches. The algorithm,
depicted in Figure 1, is not too complex. Each time a new batch arrives, a new
classifier is trained with it. In the original paper this classifier was a decision
tree, but the algorithm can be used with any appropriate model. The batch is
then used to obtain a quality measure for the classifier corresponding to the
previous batch, based on its performance and diversity. This quality measure is
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also calculated for each member of the ensemble. Finally, if the new classifier
has a better quality than any of the members of the ensemble, the one with the
poorest quality is replaced.
tt-1t-2 t+1
Current batch D
C t
Previous batch Dt-1
Trained with Dt-1
Classifies D Trained with DC t-1
Q
Qualities Q and Qj with D
C t-9
Q1
C t-8
Q2
C t-5
Q3
C t-3
Q4
C t-2
Q5
Ensemble
Fig. 1. The SEA algorithm. When batch D arrives a new classifier, Ct, is created.
The qualities of the previous classifier, Ct−1, and the classifiers of the ensemble are
evaluated with D and the worst one is discarded.
2.2 Stacked Restricted Boltzmann Machines
Hinton et al. [17] showed how to train deep models for different problems. For
classification problems in particular, the pretrain stage is used to initialize the
weights of a feedforward net, which are then finetuned with backpropagation.
The models trained in this way are usually called Stacked Restricted Boltzmann
Machines (SRBM) [35]. In the following paragraphs we will give a more detailed
introduction to them.
A Restricted Boltzmann Machine is a generative model, with parameters W ,
matrix and a and b, vectors, based on a bilinear energy function E given by
E(v, h) = −aT v − bTh− hTWv,
where v represent a vector of visible variables and h a vector of hidden variables.
The probability of a given configuration of visible and hidden variables (v, h) is
p(v, h) =
eE(v,h)
Z
,
where Z is the partition function. The probability of a given visible configuration
can be obtained by marginalizing out the hidden variables h.
This model can be trained by minimizing the log-likelihood over the train-
ing set with gradient descent. To obtain the gradient we need to calculate two
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expectations, one is easily computed but for the other a sum over all posible
configurations of v and h is needed. To solve this, a stachastic estimator is used,
sampling v and h according to the probability p(v, h) assigned by the model. This
can be obtained running a Gibbs sampling chain until convergence. To reduce
this cost even further a second approximation is used, the Contrastive Diver-
gence algorithm. It runs the Gibbs chain for only k steps (CD-k). In practice,
using k = 1 gives good results.
We can obtain a deep net simply by stacking several RBMs. The first one is
trained over the training set, and p(h|x) is calculated for each sample x. Then a
second RBM is trained over these probabilities. The process continues until we
have the desired depth. It is worth noting that the training of all the RBMs can
be done simultaneously [35].
After this stage, for classification problems a classifier (for example, a linear
classifier) is added to the top of the stack. The visible units biases (i.e. the
a parameters of each RBM) are discarded and the whole net is fine-tuned by
backpropagation.
3 The algorithm
One difficulty of directly using these models with SEA is that if each data batch
is small enough to let the algorithm react quickly to changes, the batch will have
very few examples to train a deep network.
To solve this, and taking into account [19], we assume that the features
obtained in the lower layers of the net will remain useful even when there is a
concept change. Because of that we will have only one net pretrained with all
the previous data and take into account the non-stationarity on the fine-tuning
stage.
The algorithm is depicted in Figure 2. We maintain a base net, that is up-
dated each time a new batch arrives, applying a fixed number of iterations of
CD to each layer one after the other (step 1 in the figure). In order to create a
new expert, we copy this base net (step 2) and fine-tune the copy using the new
batch (step 3). Once the new expert is trained, SEA continues with its usual
execution.
4 Empirical Evaluation
In order to evaluate the performance of the proposed method, we conducted
several experiments on a group of non stationary problems based on the MNIST
dataset [41], a widely used example in the deep learning literature.
MNIST is a dataset of images of handwritten digits. It has 70000 samples,
already separated in 60000 training samples and 10000 test samples. The original
images were black and white (only two levels). The digits were scaled, maintain-
ing their aspect ratio, and adjusted to a square of 20x20 pixels. The normaliza-
tion algorithm used an anti-aliasing technique and, as a result, the final images
contain gray levels. Finally, the images were centered in a 28x28 pixels square.
14th Argentine Symposium on Artificial Intelligence, ASAI 2013
42 JAIIO - ASAI 2013 - ISSN: 1850-2784 - Page 102
6 Morelli, Granitto, Grinblat
tt-1 t+1
Current batch D
C tC t-1
Base
net
Unsupervised
training with D
1
3 Supervised 
training with D
2 Ct is a copy
of the Base Net
13
2
Fig. 2. The proposed algorithm. When batch D arrives, first the base net is updated,
then a copy is fine tuned with D. Following that, SEA evaluates the qualities of the
previous classifier Ct−1 and the classifiers of the ensemble (not shown).
We generated 6 non stationary problems. All are classification problems,
where the target is to separate odd from even digits. We separated the train-
ing samples in three sets, D0, D1, and D2 composed respectively by digits
{0, 1, 2}, {3, 4, 5} and {6, 7, 8, 9}. The Abrupt dataset was generated sampling
first from D0, from D1 when we ran out of samples, and finally from D2. In the
RecurrentAbrupt dataset there are also recurrent changes. As in the previous
dataset, we sample from D0, D1 and D2 in order, but we save some samples in
order to revisit each distribution once. In the Gradual dataset the changes are
not abrupt, i.e. there are periods of time where two distributions coexist.
Figure 3 shows a representation of these three datasets through time. In it
we see, for any given time, the probability of sampling from D0, D1 and D2.
The times tn mark the abrupt changes present in the first two datasets and the
beginning and ending of the gradual changes in the last one.
Finally, another three datasets were generated in the same way, changing only
the composition of D0, D1 and D2 to {0, 1, 8}, {3, 4, 6, 7} and {2, 5, 9}. In this
way, similar looking digits (0 and 6, 8 and 3, 1 and 7, etc.) appear in consecutive
distributions. These are the Abrupt2, RecurrentAbrupt2 and Gradual2 datasets.
We compared the performance obtained in these problems by the combina-
tion of SEA and SRBM, with the results of SEA with Support Vector Machines
(SVM) as base classifiers, using a Gaussian kernel [42]. Some initial tests were
performed also with SEA and decision trees, but, given the superior performance
of the SEA + SVM solutions over the SEA + decision tree in these problems,
the main tests were conducted only with SEA + SRBM and SEA + SVM.
A disadvantage that deep architectures have over traditional methods is that
they need, in general, much more time to train. This time can be reduced using
more powerful hardware, for example using GPUs to train the network [43],
but the disadvantage is still there. Moreover, there are more hiperparameters to
optimize in an SRBM than in a SVM. We have taken into account the training
time needed for both methods, making a more thorough search for optimum
hiperparameters for the SEA + SVM models than for the SEA + SRBM. The
hiperparameters search was conducted with cross validation over the Abrupt
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Fig. 3. The three non stationary problems used in this work. D0, D1 and D2 are
depicted respectively in yellow, blue and orange. The lines show the probabilities at
each time of sampling from either D0, D1 or D2.
dataset, using the optimum values found there in the other five cases. Table 1
shows the hiperparameters used in the tests.
Hiperparameter Value
SEA + SRBM
SEA Batch size 40
SEA Ensemble size 5
SRBM Architecture 784× 1000× 500× 500× 2000× 2
SRBM Learning rate 0.1
SRBM Training epochs 10
SRBM Mini-batch size 5
SEA + SVM
SEA Batch size 40
SEA Ensemble size 5
SVM C 6
SVM Gamma 0.013
Table 1. Hiperparameters used in the tests.
Table 2 shows the test results. In it we see the accuracy of both methods for
the complete datasets. The results are the mean value and standard deviation
on 30 trials.
The Figures 4, 5 and 6 show the accuracy of both methods over time in
the Abrupt, RecurrentAbrupt and Gradual datasets, respectively. At each point
the lines show the mean value for 10 consecutive batches, that is 400 samples,
excepting the periods where there is a change or the models are adapting, where
each point corresponds to one batch in order to better appreciate the evolution
in those periods. The other three datasets show a similar behavior.
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Fig. 4. The variation of the accuracy over time for the two methods on the Abrupt
dataset. The mean over 30 trials is plotted (continuous line) ± its standard deviation
(dashed lines).
A
c
c
u
ra
c
y
Batch
Fig. 5. The variation of the accuracy over time for the two methods on the Recur-
rentAbrupt dataset. The mean over 30 trials is plotted (continuous line) ± its standard
deviation (dashed lines).
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Dataset
Accuracy % (±σ)
SEA + SRBM SEA + SVM
Abrupt 98.22 (0.05) 97.30 (0.06)
Abrupt2 98.22 (0.04) 96.92 (0.05)
RecurrentAbrupt 97.75 (0.05) 96.89 (0.07)
RecurrentAbrupt2 97.80 (0.06) 96.52 (0.05)
Gradual 98.16 (0.05) 97.18 (0.06)
Gradual2 98.16 (0.07) 96.84 (0.07)
Table 2. The results of all tests. The columns show, for each method and dataset, the
mean accuracy over 30 trials and its standard deviation.
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Batch
Fig. 6. The variation of the accuracy over time for the two methods on the Gradual
dataset. The mean over 30 trials is plotted (continuous line) ± its standard deviation
(dashed lines).
In the results we can see a noticeable superiority of the SEA + SRBM model
over the SEA + SVM one. This is expected, since deep architectures show better
results in the original MNIST problem. As can be seen, the utilization of previous
points was beneficial, since with only the 40 samples in each batch would not be
possible to train an SRBM.
The recovery after changes is given by the adaptive capacity of SEA, using
SRBM or SVM as the base algorithm. The final performance of the ensemble
when the data distribution is stabilized (between changes) is achieved only when
all the experts created before the change are replaced by new ones.
In Figure 4 we can see a small performance degradation after the first and
second abrupt change. This is related to the particular composition of each Di
and the number of digits each one has (3 or 4). This makes some distributions
a little harder than others. In Figure 5 we can see that when a distribution
appears for a second time (recurrence) the performance is similar to the first
time, which would not be the case if the degradation is due to some difficulty of
the algorithm to cope with change.
5 Conclusions and Future Work
In this work we presented an adaptation of a method based on a deep architecture
to the non stationary case. It was evaluated using non stationary datasets based
on a widely tested real-world application, the MNIST problem.
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The results obtained are promising. A classifier used by SEA is trained only
with a very small fraction of the already seen data, this is one of the causes of
its adaptability. Although a typical deep network needs a large amount of data
to adjust its huge number of parameters (the networks used in our tests have
around 2.5 million of them), which makes them unusable with SEA, the results
show that the proposed variation is effective at combining the expressive power
of a deep architecture with the adaptability of SEA.
Two lines of research can be pursued in the future. First, to study the use
of techniques that allow an early detection of an abrupt change in order to give
more weight to the classifiers created after the change. This would allow a faster
response to an abrupt change. Second, the use of a more sophisticated non
stationary method, such as Dynamic Weighted Majority, can be investigated.
DWM uses a dynamic sized ensemble and each expert has a different weight,
but it retrains every expert each time a new data arrives, which is prohibitive
with SRBMs. A way of circumventing this problem is needed.
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