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Para el caso 
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cuantificador 
vectorial con 
separación del 
valor medio 
aplicado a la señal 
electrocardiográfica, 
se debe conocer 
dicha entropía. 
RESUMEN 
Este artículo describe el proceso de medición de la 
cantidad de información que portan los datos 
generados a la salida de un cuantificador vectorial 
Valor Medio Forma de Onda. Se tienen en cuenta los 
tres datos que entrega el proceso (valor medio, 
clasificador, índice del libro de códigos) por cada 
vector conformado por 40 muestras de la señal ECG. 
El dato valor medio se agrupo en 9 diferentes estados; 
El dato clasificador e índice se agruparon en 
conjunto en 29 estados; las pruebas se realizaron con 
400 señales ECG. 
Palabras Claves: código de bloques, entropía, 
información, cuantificación vectorial, valor medio, 
clasificador, señal e.c.g. 
ENTROPY IN VO-VMF OF E. C. G. SIGNAL 
ABSTRACT 
This article describes the information measuring 
process carried by the generated output data from a 
Wave Shape Mean Value Vectorial Quantifier. Three 
data delivered by the process are taken into account, 
i.e., the mean value, the clasifier and the code book 
index. This is for every 40 samples of the E.C.G. 
signal. The mean value was grouped in 9 different 
states, the clasifier and index code book were 
gruoped together in 29 states. The samples were 
taken out from 400 E.C.G. signals. 
Key Words: block codes, entropy, information, 
vector quantization, mean, clasiffier. e.c.g. signal. 
INTRODUCCIÓN 
Un problema frecuente al analizar y modelar la 
transmisión de información, es la necesidad de 
calcular la cantidad de información promedio o 
entropía que genera una fuente de información; en el 
caso particular de un cuantificador vectorial con 
separación del valor medio aplicado a la señal 
electrocardiográfica, se debe conocer dicha entropía; 
esta cantidad es un parámetro importante para 
modelar é sistema de transmisión porque genera 
información comprimida y es la cantidad que se 
compara con la transinformación en el canal de 
comunicaciones y la entropía de recepción. [1]. 
Para obtener la entropía que posee esta fuente de 
información, se hace indispensable reconocer los 
datos que genera el algoritmo y su proceso.El 
algoritmo propuesto "cuantificación vectorial con 
separación del valor medio (VQ-VMF)" con 
clasificación de energía diseñado por Cárdenas 
Barrera y Lorenzo Ginori [2], cuantifica la forma de 
onda (para ello se consideran vectores de 40 
muestras) de la señal E.C.G por medio de dos libros 
de código, uno para vectores de alta energía 
(conformado por 1024 elementos) y otro para 
vectores de baja energía (64 elementos); la elección 
del libro de códigos con el cual se hace la 
cuantificación a un vector dado depende de la 
energía del mismo, la cual se indica con 1 (uno) para 
los de alta energía y O (cero) para los de baja energía; 
la cuantificación del valor medio se realiza 
escalarmente. 
Este algoritmo toma segmentos de la señal ECG con 
una dimensión de 40 muestras denominado vector, 
a éste se le calcula su valor medio, con este valor se 
calcula la forma del vector el cual es: Vector forma = 
vector — valor medio del vector, a partir de esto se 
determina la energía que posee eligiendo el libro con 
el cual se cuantifica, por último, se indica la posición 
del vector prototipo que representa al Vector forma 
con un error mínimo dentro del libro de códigos; 
este último dato se denomina índice; en 
consecuencia, la información que genera esta fuente 
de información está contenida en el valor medio, el 
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indicador (o clasificador) de energía del vector y el 
índice del vector. 
CARACTERÍSTICAS DE LA 
FUENTE 
un vector. Así, si el vector es de baja energía se tienen: 
28*2*26 = 256*1*64= 32768 Posibles vectores de 
baja energía teóricos y 
28*2*26 = 256*1 = 524288 Posibles vectores de alta 
energía teóricos. 
Con esta 
observación se 
tomó la decisión 
de agrupar los, 
vectores 
prototipos de los 
libros de códigos, 
en estados 
dependiendo de sus 
características. 
Inicialmente se caracterizó la fuente de información a 
la cual pertenece el algoritmo VQ-VMF con 
clasificación de energía. Para esto se realizaron 
pruebas, las cuales arrojan los siguientes resultados: 
debido a que la cuantificación se puede realizar en 
cualquier momento ya que los resultados de dicho 
proceso no dependen del momento en que se realice, 
se dice entonces que la fuente de estudio es 
estacionaria. Los datos que entrega la fuente 
dependen fundamentalmente, de la persona a la que 
se le hace la toma de la señal E.C.G. y de la derivación 
donde haya sido tomada. 
Como la señal E.C.G es cuasiperiódica, posee una 
alta autocorrelación, debido a esta característica es 
lógico pensar que los datos que arroja el algoritmo 
poseen una dependencia estadística en cada uno de 
los estados que presenta la fuente. Por esto se puede 
decir que la fuente aquí presentada cumple con un 
proceso de markov (la probabilidad de un estado 
depende por lo menos del estado inmediatamente 
anterior), lo que define la fuente como ergódica [3] . 
Debido a que cada uno de los posibles estados han 
sido analizados con una secuencia de entrenamiento 
bastante amplia, se tiene, que cada uno de los índices 
es utilizado al menos una vez durante la compresión. 
Recuerde que el algoritmo de compresión estudiado 
entrega los siguientes datos por cada uno de los 
vectores: (Rm, Clasificador, Rv), Rm es la longitud 
de bits para describir el valor medio (Rm=8), el 
clasificador posee un valor de '0' cuando se hace la 
cuantificación vectorial con el libro de códigos para 
vectores de baja energía y ' 1 ' para cuantificar los de 
alta energía con el libro de códigos correspondiente, 
Rv es la longitud de bits del índice perteneciente al 
libro de códigos seleccionado, este valor puede ser de 
6 para el libro de baja energía y 10 para el de alta 
energía. 
Analizando las posibles combinaciones de cada uno 
de los valores Rm, Clasificador, Rv se tiene: 
2Rm*2*2Rv Posibles combinaciones para describir a 
Lo anterior da como resultado: 
16384 + 262144 = 557.056 Posibles vectores 
teóricos diferentes. 
Si se considerara cada posible vector teórico como 
un estado, el cálculo de la información que posee 
cada dato sería casi imposible. 
MODIFICACIONES PARA EL 
CÁLCULO DE ENTROPÍA 
Para hacer posible el estudio de información 
promedio (entropía) de los datos a la salida del 
cuantificador, fue necesario realizar algunas 
modificaciones, las cuales son el producto de un 
análisis lógico, basándose en la señal E.C.G. 
Para realizar las modificaciones que a continuación 
se explican, se tomó la decisión de ordenar los dos 
libros de códigos, de tal forma que los primeros 
índices indican la posición de los vectores de mayor 
energía y a medida de que el índice se incrementa, su 
energía disminuye; por ejemplo, en el libro de alta 
energía, el índice I=1 tiene una energía de 74, 
mientras que el índice I=10 tiene una energía de 52 y 
el índice 1=500 posee una energía de 20. [4]. 
Modificaciones del dato "índice", el dato 
"índice" es el que encuentra en el libro de códigos al 
vector forma de onda (vector prototipo) para la 
respectiva reconstrucción. Sus valores pueden diferir 
de (1-64) para el libro de baja energía y de (1-1024) 
para el libro de alta energía, lo cual da un total de 
1088 posibles valores de índices. 
Con esta observación se tomó la decisión de agrupar 
los vectores prototipos de los libros de códigos, en 
estados dependiendo de sus características. Estas 
características fueron divididas para cada libro de 
códigos (de alta o baja energía). Para lograr entender 
lo que significa la clasificación de los índices en 
estados realizada, se tuvo en cuenta cada forma de 
onda mostrada en la figura 1 
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al valor medio anterior. 
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Debido a que no 
se podría 
determinar este 
valor, se tomó la 
decisión de realizar 
la cuantificación 
del valor medio de 
forma diferencial, 
donde el valor 
medio diferencial. 
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Figura 1 Formas de onda para realizar la clasificación 
En la figura la se aprecia un "vector ascendente", en 
la figura l-b - Se observa un "vector descendente", la 
Figura lc posee un "vector picudo", en la Figura ld se 
muestra lo que se denominó "depresión", la Figura le 
presentan señales oscilantes denominadas 
"ondulaciones", en la Figura lfse muestra la gráfica 
de una "depresión media", nótese que se trata de una 
depresión, pero en la parte derecha solo alcanza un 
nivel medio, en la Figura 1 g se presenta el vector 
"picos medios" el cual posee una diferencia apreciable 
gráficamente con el "vector picudo" (figura 1c). 
En definitiva se agruparon todos los posibles índices 
(1024+64=1088 en total) dentro de 29 estados, fue el 
punto ideal, después de entrenar con muchas 
posibilidades. 
Modificaciones del dato "Valor Medio", cuando 
se realiza la compresión con el procedimiento (VQ-
VMF), se genera fuera de otros, el dato valor medio. 
Este como ya se ha explicado se cuantifica de forma 
escalar uniforme; con este tipo de codificación de 8 
bits, se logran valores medios de hasta 256 valores 
diferentes. Si se analiza detenidamenteEcan74'el 
presenta el registro cardíaco en un E.C.G, se puede R 
apreciar que la serial puede comenzar en cualquier 
posición en la escala vertical sin que afecte su 
resultado (podría llamarse su valor D.C); en la figura 
2 se aprecia este comentario, pues el diagnóstico se 
basa en magnitudes diferenciales sobre la señal y no 
en su posición sobre el papel. 
Debido a que no se podría determinar este valor, se 
tomó la decisión de realizar la cuantificación del valor 
medio de forma diferencial, donde el valor medio 
diferencial es un incremento o decremento respecto 
Figura 2. Señales cardíacas en diferente posición vertical 
Por lógica se puede hacer una relación de este valor 
medio diferencial respecto al estado del índice que se 
asocia al mismo vector. Así, el código que describe a 
un vector es determinado por el estado del índice 
(EI) y el valor medio diferencial (VMD). Este 
código será (EI,VMD). 
La relación que se puede encontrar depende 
fundamentalmente de la característica del EI, en el 
caso de un EI cuya característica sea un vector 
ascendente, es de esperar, que el valor medio sufra 
un incremento dependiendo de la pendiente de 
dicha subida. Por otro lado, si el vector es 
descendente, es lógico pensar que su valor medio 
puede decrecer con una alta probabilidad. Debido a 
estas afirmaciones respecto a la relación existente 
entre el valor medio y el EI, se decide realizar el 
análisis para el valor medio en forma diferencial. 
Con esta modificación se realizaron algunos cálculos 
de probabilidad para el valor medio diferencial de la 
señal cardíaca E.C.G tratada con VQ-VMF. (Véase 
Figura 3). 
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Figura 3. Probabilidad del valor medio diferencial 
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En la figura anterior, se observa que la mayor 
probabilidad para el valor medio diferencial está 
cercana a valores próximos a cero, esto se explica 
debido a que la señal E.C.G en la mayor parte del 
tiempo no presenta variaciones; las variaciones 
fuertes tanto de forma de ondá como del valor medio 
diferencial generalmente sólo se encuentran en el 
complejo QRS. Debe recordarse que la duración de 
dicho complejo respecto al período de la señal es muy 
pequeña [5], por ello el anterior resultado. 
También con base en la figura 3, se pueden agrupar 
estos valores medios diferenciales, al igual que el dato 
índice, en estados de valor medio diferencial (EMD). 
Para realizar la cuantificación del valor medio 
diferencial, se emplearon 11 bits para dicho fin. En 
conclusión, se tienen 9 estados para el valor medio, 
esta agrupación fue realizada de esta forma para 
lograr mayor detalle en valores pequeños de valor 
medio diferencial (hay gran probabilidad de 
aparición de este estado), mientras que valores 
medios diferenciales grandes tienen baja 
probabilidad de aparición. 
esquema, se aprecia que los estados más bajos 
(1 ,2,3...,11) son los que presentan una mayor 
probabilidad de repetición; esto se debe a que 
precisamente estos estados hacen referencia o 
contienen a los índices de baja energía; como se ha 
expresado anteriormente, éstos índices son los que 
más se presentan en la señal cardíaca puesto que 
corresponden a los segmentos isoeléctricos y a las 
ondas (P,T,U); donde estos segmentos son los que 
mayor duración respecto al período de la señal, 
entonces, la cantidad de datos promedio de estos 
segmentos son en comparación con el complejo 
QRS elevados, los estados correspondientes a los 
complejos QRS están implícitos desde los EI 
(12,13...29) 
Estos índices son 
los que más se 
presentan en la 
señal cardíaca 
puesto que 
corresponden a 
los segmentos 
isoeléctricos y a 
las ondas. 
Estudio conjunto del EI y del EMD, teniendo en 
cuenta los dos epígrafes anteriores, se toma el dato 
completo como el conjunto (EI, EMD), estos dos 
estados representan en definitiva a un vector en 
particular y muestra sus características tanto de 
forma como de valor medio diferencial que éste 
presenta. Inicialmente se ha dicho que los estados de 
los índices (FI) son 29 y que los estados del valor 
medio diferencial (EMD) son 9; en consecuencia, se 
pueden calcular "Macroestados" (ME) como el 
conjunto (EI, EMD), con un número de (ME =29x9 
=261) posibles combinaciones. 
RESULTADOS Y DATOS 
OBTENIDOS POR LA 
MODIFICACIÓN 
A continuación se muestran las probabilidades de 
aparición de los diferentes datos modificados por los 
autores, para luego calcular la información promedio 
(entropía) que posee esta fuente de información. 
Inicialmente se presenta la probabilidad de aparición 
de los EI, los cuales son los que más aportan 
información. En la figura 4, se presenta dicho 
ESTADOS LIE LOS INGLES )" LASIFLAGOR 
Figura 4 Probabilidad de los estados El 
Ahora, el mismo estudio se aplicó para los estados 
del valor medio diferencial (EMD). La figura 5, 
muestra la probabilidad de aparición de cada uno de 
los nueve posibles estados (EMD), se puede apreciar 
que los estados que corresponden a niveles bajos de 
valor medio son los que predominan en la gráfica, es 
el caso de los estados EMD (- 1,0,1), de igual 
manera, este resultado es justificado debido a que 
como los EI que más aparecen son los de baja 
energía, su variación respecto al valor medio 
diferencial es muy baja; estos valores medios 
diferenciales, por lo tanto, corresponderán a los 
segmentos isoeléctricos y a las ondas (P,T,U). Los 
EMD (-4,-3,-2,2,3,4) corresponden por lo general a 
los complejos QRS, los EMD negativos están 
relacionados con decrementos del valor medio, 
mientras que los positivos a incrementos de dicho 
valor. 
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Figura 5. Probabilidad de los estados EMD 
ENTROPÍA DE LA FUENTE DE 
INFORMACIÓN 
Cada posible vector emitido por la fuente 
modificada, está representado por un macroestado 
ME descrito en los epígrafes anteriores, como la 
combinación de los estados de índice EI, los cuales se 
cuentan como 29 y los estados del valor medio 
diferencial EMD que son nueve; como consecuencia 
ME=(EI, EMD) y son un total de (29*9= 261) 
posibles macroestados teóricos. Gracias a una 
extensa secuencia de entrenamiento, se ha 
determinado experimentalmente que de dichos 261 
macroestados teóricos, sólo 232 son los que la fuente 
de información genera para señales reales; como 
consecuencia se ha reducido la redundancia de la 
fuente. 
Estos 232 ME reales y posibles son los que 
conforman la matriz de transición; como ya se sabe su 
dimensión será de (232*232). Esta matriz es de suma 
importancia para el cálculo de la entropía en una 
fuente de markov. Esta matriz se ha formado 
utilizando secuencias de señales reales aplicadas al 
algoritmo de compresión propuesto y con ayuda de 
las modificaciones mencionadas se ha establecido 
cada una de las probabilidades de transición de un 
macroestado a otro. 
probabilidades finales de los ME de la fuente, se 
emplean las ecuaciones que se presentan a 
continuación: 
P=PT, 	 P son las probabilidades finales y T es la 
matriz de transiciones. 2 p(s)=1  P(Si), es la probabilidad del i-ésimo 
macroestado ME 
La primera expresión que debe ser interpretada 
como: 
P(S,)= P(S)P(S, I S,)+ P(S) (SI S,)+P(S,)F'(S, / + . + P(S,, )P(S, I S,,) 
P(S2 )= P(S)P(S, I S,)+ P(S,)P(S, I S,)+P(SJP(S I S,)+ + P(Sx )P(S, 
P(Sx )= P(S)F(Sx I ,S)+ P(S,)M I S,)+P(S,)P(S„/ S5 )+ + P(S„,)P(S,,, I S,) 
Recuerde que la estructura de la matriz de transición 
es como se expresa a continuación: 
P(S,/ S,) 	 P(S,/ S,) 	 P(S, 5 1 ) . 	 P(S„, I 5) 
P(S, I S,) 	 P(S, I S,) 	 P(S, I S,) 	 P(S 	 S,) 
P(S, I S„,) P(S,IS„,) P(S, S„,) 	 P(S„, /.1„,) 
Con ayuda de los datos que se obtienen de la matriz 
de transición y las probabilidades finales se calcula la 
entropía de esta fuente de markov por medio de la 
ecuación que se presenta: 
232 232 
H(S) = — ZZP(S ,)P(S, I S ,)Log,1 3 (S, I S ,) 
,=1 k=1 
El resultado de la ecuación anterior es: 
H(S) = 4.2393 shannon I símbolo 
Y la entropía de la fuente adjunta para esta fuente de 
markov se encuentra con la ecuación:= 
232 
H(S)= —Zp(S,)Log 2 (P(S; 
 » H(S)=5.8635 shannon/simbolo 
Lo cual significa 
que la entropía 
de la fuente de 
markov es menor 
o igual a la 
entropía de su 
fuente adjunta 
Con dicha matriz se realizaron los cálculos de: 
a. Las probabilidades finales de los macroestados. 
b. Las probabilidades condicionales de transición 
entre estados 
Las probabilidades calculadas, son los requisitos 
necesario para calcular la entropía de una fuente de 
markov cualquiera [6]. Para la determinación de las 
Recuerde que la fuente adjunta es una fuente sin 
memoria con el mismo alfabeto que la fuente de 
estudio, las probabilidades son las mismas 
probabilidades finales encontradas para la fuente de 
markov estudiada. 
Por último debe recordarse que la capacidad del 
símbolo (Cm) es la máxima entropía que puede 
posee una fuente y para este caso su valor es: 
= Log, (232) = 7.858 shannon 1 símbolo 
De todo lo anterior se encuentran los siguientes 
valores: 
H(S)I 	 = 4.2393/ 7.858 = 0.5395 
La entropía relativa de la fuenté es:; la redundancia 
es 
11 = 1 
( 
Cm ) 
= 1— 0.5395 = 0.4605 ; 
la redundancia secuencial de la fuente de Markov es: 
rl s = H(S)— H(S) = 5.8635 — 4.2393 =1.6242 ; 
la redundancia absoluta de la fuente de Markov es:. 
= 	 — H(S) , 7.8580 - 5.8635 = 1.9945 
Todos los resultados anteriores concuerdan con la 
desigualdad: 
H(S) < H(S)<Log2 (232) 
Lo cual significa que la entropía de la fuente de 
markov es menor o igual a la entropía de su fuente 
adjunta, ya que al añadir la restricción de la 
dependencia estadística entre los estados en las 
secuencias de mensajes, ha disminuido en contenido 
de información promedio por símbolo; es de esperar 
que la entropía de la fuente adjunta sea menor a la 
capacidad del símbolo, ya que las probabilidades 
finales de la fuente de Markov no son equiprobables. 
CONCLUSIONES Y 
RECOMENDACIONES 
Dentro del vector cuantificado, compuesto por valor 
medio, clasificador e índice; se ha determinado que el 
último de sus componentes es el que contiene mayor 
información dentro de éste. Es decir, el índice es el 
que determina la forma de la señal y por tanto una 
posible equivocación en él ocasionaría un grave error 
en la reconstrucción de la señal E.C.G, lo cual sería 
lamentable para el diagnóstico médico. 
Al modelarse los datos generados por el algoritmo de 
compresión como una fuente de Markov, se aprecia 
que la entropía de ésta es menor que la entropía de su 
matriz adjunta. La diferencia entre estas cantidades, 
indica la pérdida promedio de información por 
símbolo que se obtiene al inferir una dependencia 
estadística entre cada uno de ellos y se puede aseverar 
que existe una mayor redundancia para dicha fuente. 
Dado que la redundancia absoluta de la fuente de 
información analizada es mayor a cero, se puede 
decir que ésta debe y puede ser eliminada en una 
futura etapa de codificación para lograr una 
transmisión óptima. 
Debido a que el diagnóstico utilizando la técnica de 
señal electrocardiográfica no depende 
sustancialmente de la posición vertical de dicha 
señal, el tipo de codificación del valor medio 
utilizado debería hacerse de forma diferencial, ya 
que limita sus posibles valores respecto a la 
cuantificación uniforme, el cual toma valores 
independientes de cualquier otro dato. 
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