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We report discovery of a topological Mott insulator in strongly-correlated Dirac semimetals. Such
an interaction-driven topological state has been theoretically proposed but not yet observed with
unbiased large scale numerical simulations. In our model, interactions between electrons are me-
diated by Ising spins in a transverse field. The results indicate that the topological mass term is
dynamically generated and the resulting quantum phase transition belongs to the (2+1)D N = 8
chiral Ising universality class. These conclusions stem from large scale sign free quantum Monte
Carlo simulations.
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Introduction. Combination of the richness of quan-
tum many-body effects and the elegance of topological
physics [1–5] has revealed remarkable phenomena and
new principles of physics, such as the fractional quantum
Hall effect [6, 7] and topological order [8]. Among these
discoveries, one intriguing example is interaction-driven
topological states, where strong correlations among par-
ticles convert a conventional state of matter into a topo-
logical one. One pathway towards such states is to utilize
the phenomenon of spontaneous symmetry breaking [9–
13], i.e. in a system where nontrivial topological struc-
tures are prohibited by symmetry, strong interactions can
spontaneously break symmetry and thus stabilize a topo-
logically nontrivial ground state. As proposed in Ref. [9],
such a phenomenon can arise in a 2D Dirac semimetal
(DSM) through a quantum phase transition that breaks
spontaneously the time-reversal or the spin rotational
symmetry, resulting in an interaction-driven, quantum-
Hall or quantum-spin-Hall (QSH), topological insulator,
dubbed topological Mott insulators (TMI).
Although the general principle about TMI has been
well understood, finding such a state via unbiased the-
oretical/numerical methods turns out to be challenging
due to the strong coupling nature of the problem and
the presence of competing orders. Extensive numerical
efforts on interacting DSMs [14–19] report negative re-
sults, suggesting that in all explored parameter regimes,
topologically-trivial competing states always have lower
energy and thus the proposed TMI states cannot be sta-
bilized. The successful alternative came lately, by sub-
stituting the DSM by a semimetal with a quadratic band
crossing [10, 11, 20], an interaction-driven quantum Hall
state is observed numerically [21]. Furthermore, experi-
mental realization of such scenario has very recently been
proposed in functionalized α-Fe2O3 nanosheet [22]. How-
ever, whether a TMI can emerge from a DSM without
the assistance of a quadratic band crossing point, as in
the original proposal [9], still remains an open question.
It is also worthwhile to highlight that between the two
possible types of TMIs, quantum Hall and quantum spin
Hall [9], only the former has been observed in numerical
studies [21]. Hence, to find a time-reversal invariant TMI
is one key objective of this study.
On the other hand, in a seemingly unrelated research
area, recent developments in sign-problem-free quantum
Monte Carlo (QMC) approaches for itinerant fermions
coupled to fluctuating bosonic fields open the door to
investigate many intriguing strongly-correlated systems,
such as antiferromagnetic fluctuations mediated super-
conductivity in metals [23, 24], nematic quantum critical
points in itinerant systems [25, 26], as well as non-fermi
liquid in itinerant quantum critical regions [27–29]. The
strong-coupling nature of these systems makes analytical
approach challenging [30–34], and hence sign-problem-
free QMC solutions pave a new avenue towards quantita-
tive understanding about these systems. These QMC ap-
proaches also offer a new platform for studying strongly-
correlated topological states, and have recently been uti-
lized to study topological phase transitions in DSM [35]
and exotic states with topological order [36–38].
In this Letter, we study interaction-driven topological
Mott insulators in Dirac semimetals with the aforemen-
tioned QMC approach. Instead of bare interactions, our
model utilizes fluctuating bosonic fields to mediate in-
teractions between fermions. At the level of the effective
field theory, the model is equivalent to the originally pro-
posed TMI model in Ref. [9], except for a minor differ-
ence in symmetry irrelevant to topology. For the study
of TMI, our modified model shows two advantages: (1)
other competing orders are strongly suppressed, allow-
ing a clear TMI phase; (2) the sign-problem is avoided
and thus the model can be solved via QMC techniques.
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FIG. 1. The checkerboard lattice and the ground-state phase diagram. (a) The checkerboard lattice (disks) and the dual
lattice (squares). Fermionic fields (Ising spins) are introduced to the lattice (dual lattice) sites. A unit cell of the lattice,
indicated by a1 = (1, 0),a2 = (0, 1), contains two fermion sites (A and B sublattices represented by red and green disks) and
two Ising spins (black squares). (b) The Brillouin zone. For HFermion, the band structure contains two Dirac points at X1
and X2. (c) The phase diagram. Paramagnetic (PM) and ferromagnetic (FM) phases of the Ising spins are separated by a
continuous phase transition, which belongs to N = 8 chiral Ising universality class with critical exponents ν = 0.85(2) and
η = 0.61(7) for finite ξ. At ξ = 0, the phase transition belongs to 3D Ising universality class. In the PM (FM) phase, fermions
form a Dirac semimetal (quantum spin Hall insulator)
.
Comparing to previous exact diagonalization studies [14–
16, 18, 21], the QMC approach can access much larger
system size and reveals detailed information about the
critical properties associated with the interaction-driven
topological transition. Our QMC results show a con-
tinuous quantum phase transition from a DSM state to
a QSH-type TMI phase, with the critical scaling at the
quantum critical point agreeing nicely with the N = 8
chiral Ising universality [39, 40].
Model and Method. Our model describes Dirac
fermions coupled to a transverse field Ising model. As
illustrated in Fig. 1(a), fermions in this model reside on
the lattice sites (disks), while Ising spins are placed on
each dual lattice site (squares) at the plaquette centers.
The Hamiltonian consists of three parts,
H = HFermion +HIsing +HCoupling, (1)
HFermion = −t
∑
〈ij〉σ
(e+iσφc†iσcjσ + e
−iσφc†jσciσ),
HIsing = −J
∑
〈pq〉
szps
z
q − h
∑
p
sxp ,
HCoupling =
∑
〈〈ij〉〉σ
ξijs
z
p(c
†
iσcjσ + c
†
jσciσ).
where indices i, j represent fermion sites and p, q label
the dual lattice sites for Ising spins sz. Fermion spins are
labeled by subindex σ. HFermion describes the nearest-
neighbor (NN) hopping for fermions, which contains a
staggered flux ±4φ for each plaquette. Here, we re-
quest spin-up and spin-down fermions to carrier oppo-
site flux patterns to preserve the time-reversal symme-
try. The Ising spins are governed by HIsing, which de-
scribes a ferromagnetic (J > 0) transverse-field Ising
model. The last term HCoupling couples the Ising spins
with the next-nearest-neighbor (NNN) fermion hoppings,
where the coupling constant ξij = ±ξt has a staggered
sign structure alternating between neighboring plaquette,
i.e., + (−) for solid (dashed) NNN bonds as illustrated in
Fig. 1(a). Up to a basis change, the low-energy physics
in this model can be described by the following effective
field theory S =
∑
σ
∫
drdtΨ¯σ(iγ
µ∂µ+gσϕγ
3γ5)Ψσ+Sϕ,
where γµ are gamma matrices and ϕ is a bosonic field
governed by the ϕ4-theory Sϕ. Here, σ = ±1 (up or
down) is the fermion spin index, and g is the coupling
constant for the boson-fermion interactions. This ef-
fective field theory is in strong analogy to the model
proposed early on in Ref. [9], provided that we decou-
ple the fermion-fermion interactions with a Hubbard-
Stratonovich auxiliary field, as appropriate in the limit
h/J →∞ [36]. It is also worthwhile to emphasize that in
our model, the fermion spins only preserve U(1) symme-
try, while the model in Ref. [9] has a SU(2) spin symme-
try. This difference has little effect on topological proper-
ties, but as discussed below it changes the critical scaling
as well as the finite temperature phase diagram.
As in the original model of TMI, our Hamiltonian also
contains a symmetry which prohibits nontrivial topology.
It is easy to verify that our Hamiltonian is invariant un-
der the following Z2 transformation, Pˆ = Rˆx(pi)× TˆA→B ,
where Rˆx(pi) stands for pi-rotation along x-axis for both
Ising and fermion spins, and TˆA→B represents space
translation from sublattice A to B inside a unit cell. Be-
cause the topological index (the spin Chern number) flips
sign under this transformation, this symmetry requires
the index to vanish and thus any (quantum spin Hall)
topological insulator is prohibited, unless this Z2 sym-
metry is broken spontaneously.
To explore the ground-state phase diagram of this
3model, we employ the projector quantum Monte Carlo
(PQMC) method [41], with details presented in Sec.I.A
of the supplemental material (SM) [42]. In addition to
the usual local updates of Ising spins, both Wolff [43] and
geometric cluster updates [44] are applied in our simula-
tions, as shown in Sec.I.B of SM [42]. Our QMC sim-
ulations are free of the sign problem at and away from
half filling [45]. In this Letter, we focus on the coupling
strength 0 ≤ ξ ≤ 1 with J = t = 1 and the system
sizes simulated in this work are L = 4, 6, 8, 10, 12, 14 with
N = L2 unit cells and Ns = 2L
2 lattice sites.
Ground state phase diagram. The ground state phase
diagram in the ξ − h plane is shown in Fig. 1(c). Sev-
eral regimes in the phase diagram can be solved exactly.
At ξ = 0, the fermions and Ising spins decouple: the
fermions form a non-interacting Dirac semimetal, and
the Ising spins undergo a paramagnetic to ferromagnetic
(PM-FM) quantum phase transition at hc = 3.046(3) in
the 3D Ising universality class [35, 46]. At h = 0, quan-
tum fluctuations of Ising spins vanish and Ising spins
form a fully-polarized FM state. As a result, the fermions
turn into a non-interacting quantum-spin-Hall topologi-
cal insulator, whose Hamiltonian is HFermion +HCoupling
with fully polarized Ising spins sz = +1(−1) [10, 21, 47]
(See Sec. V.A in the SM [42] for details). At h → ∞,
the Ising spins are aligned along the x-axis. Second or-
der perturbation theory around this point, gives rise to
an interaction of order ξ2/h between the fermions. Since
the Dirac semimetal is a stable state of matter, we expect
that it will be realized in the limit h→∞.
At ξ > 0 and intermediate h, we find a direct second-
order quantum transition between the PM and FM
phases. This transition is also the topological phase tran-
sition for the fermions, in which the Dirac semimetal ac-
quires a topological mass gap corresponding to the quan-
tum spin Hall topological insulator. This conclusion is
consistent with the symmetry analysis above, where the
PM (FM) phase preserve (spontaneously breaks) the Z2
symmetry and thus a quantum spin Hall insulator is pro-
hibited (allowed). At ξ > 0, the scaling exponents at the
transition deviates from the 3D Ising universality class.
Due to the coupling between fermions and bosons, the
ξ > 0 phase transition flows to a different universality
class, namely the N = 8 component chiral Ising univer-
sality class [39, 40].
FM-PM phase transition for Ising spins. We deter-
mine the location of QCP via the Binder cumulant [48]:
U2 =
1
2 (3− 〈m
4〉
〈m2〉2 ) and correlation ratio [49, 50]: RCorr =
1 − SIsing(Q+q)SIsing(Q) , where m = 1Ns
∑
p s
z
p and S
Ising(k) is
the trace of the structure factor matrix (2 × 2) of Ising
magnetic order at k point. Here, Q = Γ = (0, 0) is the
ordering vector for Ising spin, and q is the smallest mo-
mentum on the lattice, i.e., (0, 2piL ) or (
2pi
L , 0). Both U2
and RCorr converge to 0 (1) in the PM (FM) phase at the
thermodynamic limit. The crossing points for finite-size
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FIG. 2. (a) Binder cumulant U2 and (b) correlation ratio
RCorr for ξ = 0.50 and φ = pi/4. (c) The data collapses of
〈m2〉 for L = 6, 8, 10, 12, 14 and L = 10, 12, 14, respectively.
The critical exponents are also shown in (c).
results of U2 and RCorr, respectively, provide the loca-
tion of QCP. In this way, we first determine the position
of QCP and then perform finite-size scaling analysis of
〈m2〉 close to it to extract the critical exponents.
The results of U2 and RCorr, as well as the data col-
lapse of 〈m2〉 for ξ = 0.5 and φ = pi/4 (pi-flux in each
plaquette) are presented in Fig. 2. Up to system size
L = 12, we can obtain the finite size crossing points
h = 4.06 for U2 and h = 4.10 for RCorr as the approxi-
mate location of QCP. In Fig. 2(c), we collapse the data
as 〈m2〉Lz+η = f(L1/ν(h−hc)/hc) for L = 6, 8, 10, 12, 14
and L = 10, 12, 14, respectively. The critical exponents
extracted from these two collapses are slightly different
especially in η, indicating some finite-size effect. As will
be discussed below, this shifting of exponents is due to
a crossover phenomenon. Combining both collapses, we
take the exponents as ν = 0.85(2), η = 0.61(7) (taking
z = 1) with hc = 4.11(1), which are well consistent with
the results presented in Ref. [39] as ν = 0.83(1), η =
0.62(1) for N = 8 components chiral Ising universality
class.
We employed two additional measurements to further
corroborate the critical exponents. First, we performed
finite-size scaling analysis for SIsing(k) at ξ = 0.50 and
φ = pi/4, which is shown in Sec. II.B of the SM [42], with
the extracted critical exponents ν = 0.84(4), η = 0.62(6).
Second, we also simulated the model with ξ = 0.50 and
φ = pi/8 (half-pi flux) and obtained the critical expo-
nents from the finite-size scaling of 〈m2〉, and the re-
sults are presented in Sec. III.A of SM [42]. The ob-
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FIG. 3. (a) The single-particle gap ∆sp(X) and (b) the
spin gap ∆s(M) close to the QCP hc = 4.11(1) for ξ = 0.50
and φ = pi/4. The insets are the excitation gaps at ther-
modynamic from the extrapolation with second-order poly-
nomials in 1/L. Both single-particle and spin gaps open at
h/J = 4.10 ∼ 4.15, consistent with QCP of PM-FM phase
transition of Ising spins.
tained critical exponents are ν = 0.85(3), η = 0.63(7)
with hc = 4.242(3). These exponents are well consistent
with those in Fig. 2(c), rendering the N = 8 components
chiral Ising universality class.
The properties of QCPs for the PM-FM phase transi-
tions of Ising spins for ξ = 0.25, 0.75, 1.00 as presented in
the phase diagram of Fig. 1(c), are also determined with
U2 and RCorr, as well as the finite-size scaling of 〈m2〉
and excitation gaps of fermions.
Topological phase transition for fermions. Our numer-
ical results further show a single phase transition from
Dirac semimetal to topological Mott insulator with de-
creasing transverse-field h, which comes hand in hand
with the PM-FM phase transition of Ising spins. As
shown in Fig. 3, we find that the fermions remains gap-
less in the PM phase with vanishing gap at the Dirac
point. Here, both ∆sp(X), the average single particle
gap at two Dirac points X1 and X2, and ∆s(M), the
two-particle spin gap at M , vanish at the thermody-
namic limit, consistent with the Dirac semimetal spec-
trum. In the FM phase, both gaps start to merge at
h/J = 4.10 ∼ 4.15, consistent with the location of PM-
FM phase transition point for Ising spins. It is worth-
while to highlight that the gaps remain finite in the whole
FM phase with h < hc, indicating the absence of topolog-
ical phase transition. Since the fermions form a quantum
spin Hall insulator in the exactly solvable limit at h = 0,
this finite gap implies that the whole FM phase shares the
same nontrivial topology. To further verify this conclu-
sion, we compute directly the topological invariant, the
spin Chern number Cs = (C↑ −C↓)/2. As shown in Sec.
V.B. of SM [42], we obtain Cs = +1 for whole h < hc
region, indicating that FM phase is a quantum-spin-Hall
topological insulator.
In Sec. IV of SM [42], we present raw data of dynamic
quantities G(k, τ) and Sxy(k, τ), from which ∆sp(X)
and ∆s(M) are extrapolated. The comparisons between
2∆sp(X) and ∆s(M) are also shown to reveal the effect
of electron-electron interactions. Furthermore, the gap
opening of ∆sp(X) and ∆s(M) at ξ = 0.25, 0.75, 1.00
match the QCPs of PM-FM phase transition for Ising
spins, thus supporting the picture of a semimetal-TMI
topological phase transition.
Finite-size scaling crossover. As discussed above at
ξ = 0 and ξ > 0, the PM-FM transition belongs to two
different universality classes, 3D Ising and N = 8 chiral
Ising. As a result, in the thermodynamic limit, the scal-
ing exponents will change discontinuously as we change
the value of ξ away from 0. In numerical studies, be-
cause of the finite size, such a discontinuous change will
not show up. Instead, a crossover behavior is expected,
i.e. at small ξ, a crossover length scale Lc(ξ) shall arise.
For L < Lc (L > Lc), the scaling behavior merges to-
wards the 3D Ising (N = 8 chiral Ising) universality class.
As ξ approaches zero (increases), Lc diverge to infinity
(decreases to microscopic values) and thus the 3D Ising
(N = 8 chiral Ising) universality class is fully recovered.
Such an effect is indeed observed in our data. In Sec.
VI in SM [42], we present the finite-size scalings of 〈m2〉
from L = 6, 8, 10, 12 and L = 8, 10, 12, respectively, for
ξ = 0.25, 0.50, 0.75. At ξ = 0.25, the data collapse suf-
fers strongly from the finite-size effect, and chiral Ising
exponents only arise in very large system sizes, especially
for η. However, as ξ increases, the chiral Ising exponents
emerge even if the smallest size L = 6 is included in the
fitting.
Discussions. Because the fermion spin in our model
only preserves a U(1) symmetry, instead of SU(2), our
topological Mott insulator breaks a Z2 symmetry in con-
trast to the SU(2) symmetry breaking in Ref. [9]. This
difference in symmetry breaking patterns is irrelevant for
topology. However, this leads to different scaling expo-
nents at the transition [39]. Furthermore, at finite tem-
perature, the symmetry breaking phase in our model sur-
vives, while the SU(2) symmetry breaking arises only at
T = 0.
To the best of our knowledge, our study demonstrates
the first interaction-driven quantum-spin-Hall topologi-
cal Mott insulator from unbiased numerical method, and
for the first time, this novel topological phenomenon be-
comes accessible to large-scale lattice QMC simulations.
5Our work points out a new route to realize interaction-
driven topological phases and phase transitions. It has
experimental relevance since the interaction-driven quan-
tum anomalous Hall effect has recently being suggested
in functionalized α-Fe2O3 nanosheet [22].
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1Supplemental Material: Chiral Ising transition between Dirac semimetal and quantum
spin Hall insulators
I. PROJECTOR QMC ALGORITHM FOR THE MODEL
A. PQMC Formalism
The fermion-Ising model in the main text is expressed as
H = HFermion +HIsing +HCoupling, (S1)
HFermion = −t
∑
〈ij〉σ
(e+iσφc†iσcjσ + e
−iσφc†jσciσ),
HIsing = −J
∑
〈pq〉
szps
z
q − h
∑
p
sxp ,
HCoupling =
∑
〈〈ij〉〉σ
ξijξs
z
p(c
†
iσcjσ + c
†
jσciσ),
In the projector QMC setup, the partition function of this model can be expressed as
Z = 〈ψT |Tr{s}
{
e−ΘH
}|ψT 〉 (S2)
where the trace is taken over all Ising spin configurations, and |ΨT 〉 is the Slater-determinant trial wave function.
In projector QMC framework, we first break the projection length Θ into M slices (Θ = M∆τ). Since the szp
operator in HCoupling term is diagonal under Ising spin configurations, the Boltzmann weight from HIsing is separable.
After tracing out fermion degrees of freedom, we can obtain the partition function of the fermion-Ising coupling model
as [35]
Z = 〈ψT |Tr{s}
{
e−ΘHˆ
}|ψT 〉 (S3)
≈
∑
{szi,`=±1}
WIsing
∏
σ=↑,↓
det(P †σB
σ
M · · ·Bσ2Bσ1Pσ).
where
WIsing = λMNs exp
[
−
(
−∆τJ
M∑
`=1
∑
〈pq〉
szp,`s
z
q,` − γ
∑
p
M∑
`=1
szp,`+1s
z
p,`
)]
(S4)
is from HIsing, when the 2D transverse-field Ising model is mapped to a 3D classical Ising model [35, 51–53], with{
λ =
√
sinh(∆τh) cosh(∆τh)
γ = − 12 ln[tanh(∆τh)]
. (S5)
Due to the spin-staggered phase eiσφ in HFermion term in Eq. (S1), the spin-up determinant det(P
†
↑B
↑
M · · ·B↑2B↑1P↑)
in Eq. (S3) is complex-conjugate to the spin-down one det(P †↓B
↓
M · · ·B↓2B↓1P↓). Since the configuration weight for the
classical Ising spin part is always positive, the configuration weight containing both the fermion and classical spin
parts is non-negative thus there is no sign problem in the QMC simulations of the model Hamiltonian in Eq. (S1).
To calculate the Bσ` , we have applied Trotter decomposition for both the e
−∆τHFermion and e−∆τHCoupling terms. For
the HFermion term, we have applied the checkerboard decomposition, which divides all the NN hopping terms into
two parts such that in each part all the hopping terms commute with one another. For the HCoupling term as the
fermion-Ising spin coupling term, it’s separated into four parts such that in each part all the hopping term commute
with one another. Including both of these decompositions, we have the Bσ` matrix as
Bσ` = e
C`,4eC`,3eC`,2eC`,1eK2eK1 , (S6)
where C`,4, C`,3, C`,2, C`,1 correspond to the HCoupling term while K2,K1 represent the HFermion term. Here, all of
C`,4, C`,3, C`,2, C`,1 and K2,K1 are effectively 4× 4 matrices.
For the results presented in main text, we set ∆τ = 0.04/t and purposely increase the projection parameter Θ
for increasing system size, such as Θ = 20 for L = 4 and Θ = 50 for L = 14, to ensure convergence to ground state.
2B. Cluster Updates for Ising spins
As for the updates of the classical Ising spins during the PQMC simulations, in one sweep, we first apply the
local updates to scan through the space-time of configuration and then take one cluster update. For the case studied
here, the 3D classical Ising model (2D transverse field Ising) has ferromagnetic interactions in both space and time
directions as
β′Hˆ ′ = −∆τJ
M∑
`=1
∑
〈pq〉
szp,`s
z
q,` − γ
∑
p
M∑
`=1
szp,`+1s
z
p,`, (S7)
with J > 0 and γ = − 12 ln[tanh(∆τh)] > 0. This is a highly anisotropic model and the ratio between the coupling
strengths in time and space is r = γ/(∆τJ), which can reach 101 ∼ 103. To guarantee the efficiency and correctness,
we employ local updates, Wolff cluster updates [43] and geometric cluster update [44] in the simulation. The local
update is, of course, the simplest one to be implemented. The two cluster updates, greatly suppress the critical
slowing down, are complementary. As close to the quantum critical point, the size of Wolff cluster can sometimes
be as large as the entire space-time lattice, rendering the update actually with low efficiency around the quantum
criticality. The geometric cluster updates implicitly impose a restriction on the size of the cluster, making it not to
grow too large. On the other hand, the geometric cluster updates can not change the magnetization of the system,
but Wolff cluster update can explicitly change the value of
∑
p s
z
p,`.
In PQMC, a sweep contains the propagation of the configurations in the imaginary time from τ = Θ to τ = 0
and successive propagation from τ = 0 to τ = Θ. In the propagations of both τ = Θ → 0 and τ = 0 → Θ, the local
updates of classical Ising spin are carried out sequentially according to the space-time lattice. Then at τ = 0, the
cluster updates are performed to flip spins in a cluster constructed by Wolff and geometric algorithms.
The detailed balance condition of Wolff or geometric updates is given by
pi(a)P (a→ b)A(a→ b) = pi(b)P (b→ a)A(b→ a), (S8)
where a, b are configurations of Ising spins, and P (a → b), A(a → b) are the priori and acceptance probabilities.
With pi(a) = pis(a)pif (a) (where pis(a) is the weight of spin part and pif (a) is the weight of fermion part) as the total
configuration weight, both Wolff and geometric cluster algorithms carefully choose the cluster such that the priori
probability ratio has the following property
P (b→ a)
P (a→ b) =
pis(a)
pis(b)
. (S9)
Then we can obtain the acceptance probability as
A(a→ b) = min
{P (b→ a)
P (a→ b)
pi(b)
pi(a)
, 1
}
= min
{pif (b)
pif (a)
, 1
}
. (S10)
One can see that the acceptance probability is simply the ratio of fermion part of weights for the classical Ising spin
TABLE I. Examples of the acceptance (1) or rejectance (0) for cluster updates (first column), number of spin to be flipped
(second column), size of Wolff cluster (third column) and size of the geometric cluster (fourth column).
Accept/Reject nflip nWolff ngeometric
0 2400 2398 2
0 174 170 4
1 993 11 982
1 119 7 112
1 74 46 28
1 3436 2 3434
1 330 4 326
0 3421 3411 10
1 1203 23 1180
1 38 24 14
configurations. At τ = 0, arbitrary number of steps of Wolff and geometric cluster updates can be performed and the
overall acceptance probability is
A(a1 → an) = A(a1 → a2)A(a2 → a3) · · · A(an−1 → an) = min
{pif (an)
pif (a1)
, 1
}
. (S11)
3Hence the implementation of cluster updates in PQMC simulations goes as follows, first construct the cluster of Ising
spins according to Wolff and geometric cluster algorithms, and then calculate the ratio of fermion part of weights to
obtain the acceptance probability, such that the cluster update can be decided to be accepted or rejected.
From our simulations, we find that, in one sweep, performing one Wolff cluster update and one geometric cluster
update reaches the highest acceptance ratio for the overall cluster updates. For example, the acceptance ratio for
cluster updates is typically four times larger than that for the local updates. Table I lists the number of spins flipped,
size of the Wolff and geometric clusters, for linear system size L = 12 with ξ/t = 0.50, h/J = 3.35 close to FM-PM
phase transition. One can see that in one step of cluster update, thousands of Ising spins are flipped.
II. QUANTUM CRITICAL POINTS OF ISING SPINS
In this section, we demonstrate some additional results for the FM-PM phase transition of the Ising spins. These
include Sec. II. A., the determination of the QCPs for ξ = 0.25, 0.75, 1.00, via the Binder cumulant U2 and correlation
ratio RCorr. Sec. II. B, data collapse of structure factor S
Ising(Γ)/L2, to extract the critical exponents.
A. QCPs for different ξ
As shown in the main text, we first determine the FM-PM phase transition points from the crossing of the Binder
cumulant U2 and correlation ratio RCorr, defined as
U2 =
1
2
(
3− 〈m
4〉
〈m2〉2
)
(S12)
RCorr = 1− S
Ising(Q + q)
SIsing(Q)
,
with the Ising spin magnetization m = 1Ns
∑
p s
z
p (here we have Ns = 2L
2). And the structure factor of classical Ising
spin is defined on checkerboard lattice (two sublattices) as
SIsing(k) =
1
2N
∑
a=A,B
∑
mn
e−ik·(Rm−Rn)〈szmaszna〉, (S13)
with m,n as unit cell indexes and a = A,B indicating the sublattice (N = L2 as number of unit cells). In Eq. (S12),
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FIG. S1. (a) Binder cumulant U2 and (b) correlation ratio RCorr for ξ = 0.25 and φ = pi/4 case across the QCP.
Q is the ordered wave vector, which is (0, 0) for the ferromagnetic order, and q is the smallest distance vector away
from Q, equal to (0, 2pi/L) or (2pi/L, 0). It is expected that both U2 and RCorr converge to 1 inside the ordered
phase in the thermodynamic limit, while they are both 0 in disordered phase. So there is a jump from 1 to 0 when
going from ordered phase to the disordered phase in thermodynamic limit, and for finite-size system they both show
crossing between data with different system sizes, and the location of the crossing point defines the quantum critical
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FIG. S2. (a) Binder cumulant U2 and (b) correlation ratio RCorr for ξ = 0.75 and φ = pi/4 case across the QCP.
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FIG. S3. (a) Binder cumulant U2 and (b) correlation ratio RCorr for ξ = 1.00 and φ = pi/4 case across the QCP.
point. Also, both 〈m2〉 and SIsing(Γ)/L2 can tell whether the FM-PM phase transition is continuous or of first-order,
depending on whether they are smooth or have drops close to the phase transition point.
In Fig. S1, S2 and S3, we present the results of both U2 and RCorr for ξ = 0.25, 0.75, 1.00 across the QCPs
with L = 4, 6, 8, 10, 12. Similar to the results of ξ = 0.50, shown in the main text, both U2 and RCorr converges
to 1 deeply inside the ordered phase and 0 inside the disordered phase. The crossing points, for example h/J =
3.368, 4.103, 5.210, 6.78 for L = 10, 12 of RCorr for ξ = 0.25, 0.50, 0.75, 1.00, are good estimation of the QCPs, from
which, we can further determine the more precise position of the thermodynamic QCPs by combining the data collapse
of 〈m2〉 and extrapolation of excitation gaps.
B. Data Collapse for Structure factor SIsing(Γ)/L2
In the main text, we have obtained the critical exponents of the FM-PM phase transition of Ising spins from
the data collapse of 〈m2〉 data with the relation 〈m2〉Lz+η = f(h−hchc L1/ν). In this part, we want to show that
we can obtain the same results for ν, η exponents from the data collapse of SIsing(Γ)/L2 with similar relation as
Lz+η · [SIsing(Γ)/L2] = f(h−hchc L1/ν). According to the definition of SIsing(k) in Eq. (S13), we have
SIsing(Γ)/L2 =
1
2N2
∑
a=A,B
∑
mn
〈szmaszna〉 =
1
2
〈( 1
N
∑
p∈A
szp
)2
+ (
1
N
∑
p∈B
szp
)2〉
=
1
2
(
〈m2A〉+ 〈m2B〉
)
, (S14)
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FIG. S4. Data collapse of SIsing(Γ)/L2 for the QCP of FM-PM phase transition of Ising spins, with ξ = 0.50 under pi-flux
case (φ = pi/4), for systems L = 6, 8, 10, 12, 14. The critical exponents combining the collapses of data of L = 6, 8, 10, 12, 14
and L = 10, 12, 14 give rise to ν = 0.84(4), η = 0.62(6), which is well consistent with the numbers extracted from 〈m2〉 data, as
shown in the main text.
with mα =
1
N
∑
p∈α s
z
p (α = A,B) sublattice magnetization for Ising spins. Similarly, we can express the 〈m2〉 by mA
and mB as
〈m2〉 = 1
4
(
〈m2A〉+ 〈m2B〉+ 2〈mAmB〉
)
. (S15)
Then we can observe that at h → 0, the system is almost classically ordered and we have 〈m2A〉 = 〈m2B〉 = 〈mAmB〉
due to the classical decoupling of the correlation as 〈mAmB〉 = 〈mA〉〈mB〉. Thus, in the h → 0 limit, we have
〈m2〉 = SIsing(Γ)/L2. However, for finite h, the equality doesn’t hold anymore and 〈m2A〉 can be different from
〈mAmB〉 across the QCPs. However, they represent the same physical meaning of magnetization. Thus, we can
surely perform the data collapse for them independently and the critical exponents extracted from them are expected
to be the same.
Below we perform the data collapse for SIsing(Γ)/L2 for ξ = 0.50 at pi-flux case (φ = pi/4). The results are presented
in Fig. S4. The collapse of data from L = 6, 8, 10, 12, 14 yields ν = 0.81(1), η = 0.57(2), hc/J = 4.084(5), while the
collapse of data from L = 10, 12, 14 gives ν = 0.85(2), η = 0.67(1), hc/J = 4.108(3) . Combining them, we conclude
ν = 0.84(4), η = 0.62(6) for the FM-PM phase transition, which is well consistent with the results extracted from
data collapse of 〈m2〉, as shown in Fig.2 in main text.
III. QUANTUM PHASE TRANSITIONS FOR HALF-pi FLUX CASE (φ = pi/8)
To further confirm the general properties of both Ising spins and fermions across the QCPs, we have also simulated
the half-pi-flux case as φ = pi/8. In Sec. III. A., we show that the FM-PM phase transition has almost the same critical
exponents as that for the φ = pi/4 case, indicating the same universality class. What’s more, the excitation gaps of
the fermions also show gap opening behavior with decreasing h, suggesting the same DSM-TMI phase transition as
that for φ = pi/4 case, which are presented in Sec. III. B. For this half-pi flux case (φ = pi/8), we only concentrate on
ξ = 0.50.
6A. FM-PM phase transition for Ising spins
Again, the location of the QCP is determined from the crossings of U2 and RCorr for different system sizes, which
are shown in Fig. S5. Considering the convergence to thermodynamic limit, the QCP of this ξ = 0.50 with φ = pi/8
should be hc/J > 4.262 (see the insets of Fig. S5), which is larger than that for φ = pi/4 case with the same ξ
parameter.
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FIG. S5. (a) Binder cumulant U2 and (b) correlation ratio RCorr for ξ = 0.50 and φ = pi/8 across the QCP.
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FIG. S6. Data collapse of 〈m2〉 for the QCP of FM-PM phase transition for Ising spins, with ξ = 0.50 for half-pi-flux case
(φ = pi/8), with L = 6, 8, 10, 12. The critical exponents thus obtained, combining the collapses of data of L = 6, 8, 10, 12 and
L = 8, 10, 12, are ν = 0.85(3), η = 0.63(7), well consistent with those extracted from φ = pi/4 case, as shown in the main text
as well as in Fig. S4.
Then we take a closer look at the QCP and perform the data collapse of 〈m2〉 around the QCP. The results are
shown in Fig. S6. Again, we have performed the collapse of the data for L = 6, 8, 10, 12 and L = 8, 10, 12 to obtain the
reasonable values of ν and η. The collapse of data from L = 6, 8, 10, 12 yields ν = 0.84(2), η = 0.58(2), hc/J = 4.242(3),
while the collapse of data from L = 8, 10, 12 gives ν = 0.86(2), η = 0.67(2), hc/J = 4.272(6). Combining them, we
conclude ν = 0.85(3), η = 0.63(7) for the FM-PM phase transition, which is well consistent with the results extracted
from data collapse of φ = pi/4 case, as shown in Fig.2 in main text as well as Fig. S4 in Sec. II. B. These results imply
that both the FM-PM phase transitions of Ising spins for φ = pi/4 and φ = pi/8 cases belong to the N = 8 Chiral
Ising universality class, with critical exponents consistent with previous work in Ref. 39 and 40.
7B. DSM-TMI phase transition for fermions
Besides the PM-FM phase transition for the Ising spins, we have also confirmed it’s accompanied by the DSM-TMI
phase transition, via monitoring the opening of excitation gaps. We have calculated the single-particle gap ∆sp(X)
(average over X1 and X2 points) and spin gap ∆s(M). The extrapolations of ∆sp(X)/t and ∆s(M)/t over 1/L
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FIG. S7. Extrapolations of (a) Single-particle Gap ∆sp(X)/t and (b) spin gap ∆s(Γ)/t over 1/L by second-order polynomial
for ξ = 0.50 and φ = pi/8, with L = 4, 6, 8, 10, case across the QCP.
are shown in Fig. S7. We can observe that with decreasing h/J , both ∆sp(X)/t and ∆s(M)/t have gap opening
at h/J ∈ [4.25, 4.30], suggesting the DSM-TMI phase transition at hc/J ∈ [4.25, 4.30]. This location of the QCP is
consistent with the results of Binder cumulant U2 and Correlation Ratio RCorr shown in Fig. S5, and also the QCP
from the data collapse presented in Fig. S6. These consistency all suggest that the PM-FM phase transition for Ising
spins and DSM-TMI phase transition for fermions happens simultaneously, and in the N = 8 Chiral Ising universality
class.
IV. RAW DATA OF DYNAMIC PROPERTIES AND EXCITATION GAPS
In this section, we present raw data on dynamic properties, including the dynamic single-particle Green’s function
G(X, τ) and dynamic spin-spin correlation function Sxy(M, τ) in Sec. IV. A. and the comparisons of single-particle
gap ∆sp(X)/t and spin gap ∆s(M)/t in Sec. IV. B.
A. Dynamic single-particle Green’s function and spin-spin correlation function
Since we extract the excitation gaps ∆sp(X)/t and ∆s(M)/t from G(X, τ) ∝ e−∆sp(X)τ and Sxy(M, τ) ∝ e−∆s(M)τ
at large τ limit, we need to ensure that the data of G(X, τ) and Sxy(M, τ) have high quality. Here, we want to
demonstrate that the dynamic data obtained from our simulations indeed have very good quality.
The raw data of G(X, τ) and Sxy(M, τ) for ξ = 0.50, φ = pi/4 and L = 10 are shown in Fig. S8 with both linear and
semi-log coordinates. The perfect straight lines of ln[G(X, τ)] and ln[Sxy(M, τ)] over τ allow us to extract the gaps
∆sp(X)/t and ∆s(M)/t with high precision. This good quality of the dynamic data also holds for different system
size L, different ξ parameter and also different φ such as φ = pi/8.
Notice that here we have calculated the single-particle gap at X1 and X2 points in BZ and the spin gap at M point.
Since in the large h limit, the fermions has DSM ground state and the Dirac cones locate at X1 and X2 points. With
decreasing h, the fermions open gaps at X1 and X2 points and enter into the TMI phase. As for the spin gap, it
has smallest value at M point, which can be understood as follows: since the coupling term HˆCoupling in the model
Hamiltonian of Eq. (S1) couples the Ising spin with next-nearest-neighbor (NNN) hopping of fermions, it effectively
induces a NNN density-density interaction of fermions when integrate out the Ising spins, and that NNN density-
density interaction favors collinear order on square lattice, which has ordered wave vector Q = M on checkerboard
lattice. We note, that this Q = M spin order of the fermions should not be confused with the usual antiferromagnetic
long-range order on the square lattice.
80 4 8 12 16
0.0
0.1
0.2
0.3
0.4
0.5
0 4 8 12 16
e
-7
e
-6
e
-5
e
-4
e
-3
e
-2
e
-1
(a)
 = pi/4
h=4.10J
h=4.15J
h=4.20J
h=4.30J
h=3.90J
h=4.00J
h=4.05J
L=10
ξ=0.50
τ
G
(X
,τ
)
τ
G
(X
,τ
)
0 4 8 12 16
0.00
0.03
0.06
0.09
0.12
0.15
0.18
0.21
0.24
0.27
0 4 8 12 16
e
-14
e
-12
e
-10
e
-8
e
-6
e
-4
e
-2
(b)
 = pi/4
h=4.20J
h=4.30J
h=4.10J
h=4.15J
h=3.90J
h=4.00J
h=4.05J
L=10
ξ=0.50
τ
S
x
y
(M
,τ
)
τ
S
x
y
(M
,τ
)
FIG. S8. Raw data of (a) dynamic single-particle Green’s function G(X, τ) and (b) dynamic spin-spin correlation function
Sxy(M, τ) across the DSM-TMI phase transition for ξ = 0.50 and φ = pi/4, L = 10. The insets are the same data plotted with
semi-log coordinate, which shows the perfect linear decreasing with increasing τ .
B. Excitation Gaps
In Fig. 3 in the main text, the extrapolations of ∆sp(X)/t and ∆s(M)/t over 1/L are presented, and one can
observe that the values of 2×∆sp(X)/t seem to be very close to those of ∆s(M)/t within the same model parameters
and system size. It’s well known that the two-particle excitation gaps are twice of single-particle gap in noninteracting
fermion systems. What’s more, we have indeed observed ∆s(M)/t ≈ 2 × ∆sp(X)/t at small h, since it’s very close
to noninteracting fermion system. However, close to the QCP in the phase diagram, this relation does not hold any
longer.
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FIG. S9. Comparison of twice of single-particle gap 2 × ∆sp(X)/t and spin gap ∆s(M)/t for ξ = 0.50 under pi-flux case
(φ = pi/4), for systems L = 4, 6, 8, 10, 12, across the DSM-TMI phase transition point hc/J = 4.11(1).
In Fig. S9, the comparison of twice of single-particle gap 2 ×∆sp(X)/t and spin gap ∆s(M)/t for ξ = 0.50 under
pi-flux case (φ = pi/4), for systems L = 4, 6, 8, 10, 12 across the DSM-TMI phase transition are shown. One can see
that 2 × ∆sp(X)/t is larger than ∆s(M)/t. This indicates the presence of effective electron-electron interactions,
mediated by the Ising spin flucutations in the model Hamiltonian. The observation that 2×∆sp(X)/t is larger than
∆s(M)/t also holds for different ξ parameter and φ = pi/8 cases close to the DSM-TMI transition.
In Fig. 2 in the main text, we have shown the extrapolations of excitation gaps ∆sp(X)/t and ∆s(M)/t over 1/L
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FIG. S10. Extrapolations of single-particle gaps across the DSM-TMI phase transition for (a) ξ = 0.25, (b) ξ = 0.75 and (c)
ξ = 1.00 for pi-flux case (φ = pi/4).
as the proof of DSM-TMI phase transition for fermions only for ξ = 0.50 with φ = pi/4. Here, we also present the
extrapolations of ∆sp(X)/t for ξ = 0.25, 0.75, 1.00 with φ = pi/4 and show the gap opening during the DSM-TMI
phase transition. The results are shown in Fig. S10. We only present the data of ∆sp(X)/t while the spin gap ∆s(M)/t
has almost the same behaviour of gap opening with decreasing h. For ξ = 0.25, 0.75, 1.00 cases with φ = pi/4, the
excitation gaps opens at hc/J ∈ [3.35, 3.40], hc/J ∈ [5.20, 5.25] and hc/J ∈ [6.75, 6.80], respectively, which are well
consistent with data crossing points of Binder cumulant and correlation ratio for Ising spins in Fig. S1, Fig. S2 and
Fig. S3.
V. TOPOLOGICAL NATURE OF TMI
In addition to the opening of excitation gaps, in this section we demonstrate the fermions in TMI indeed have QSHI
ground state at h < hc. At h = 0 limit, Ising spins are classically ordered and the fermions become non-interacting,
here one can analytically show the system has QSHI ground state, this part is presented in Sec. V. A. On the other
hand, at finite h < hc, we can also provide theoretical arguments and more importantly numerical evidence that the
system is in QSHI ground state as well, demonstrated in Sec. V. B.
A. h = 0 Limit
At h = 0, the Ising spin in Eq. (S1) ordered in a classical way – ferromagnetic order without quantum fluctuation.
Thus, Hamiltonian becomes non-interacting and remaining fermion part can be written as
HˆFermion = −t
∑
〈ij〉σ
(e+iσφc†iσcjσ + e
−iσφc†jσciσ) +
∑
〈〈ij〉〉σ
t′ijξ(c
†
iσcjσ + c
†
jσciσ). (S16)
With the choices of t′ij = ±t2, this simple tight-binding model has QSHI ground state [10, 21, 47]. This model has
U(1)spin×U(1)chargeoZT2 symmetry (here ZT2 stands for time-reversal symmetry), which renders the Z classification
of the topological index. In Fig. S11, we present the spectral functions for spin-up and spin-down part along one of the
edges for the model in Eq. (S16) on a ribbon geometry (periodic boundary condition in x-direction, open boundary
condition in y-direction) shown in Fig. S11(a). We can observe that it has helical edge states with a large band gap in
the bulk. We note here the topological invariant, spin Chern Number Cs = (C↑−C↓)/2 = +1, can also be calculated
via the standard zero-frequency Green’s function formalism [54]. Hence, combining these information, one can see
that at h = 0 the system is indeed in a QSHI ground state for any finite ξ.
B. Finite h with h < hc
As shown both in the main text as well as in Sec. III. B and Sec. VI. A, the fermions in the coupling model
Eq. (S1) has DSM ground state for h > hc, namely the Ising spins in paramagnetic state. Decreasing h to h < hc,
we have observed the opening of single-particle and two-particle excitation gaps, the system enters TMI phase with
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FIG. S11. (a) Ribbon geometry for the model in Eq. (S16), periodic boundary condition in x-direction and open boundary
condition in y-direction. The spectral functions along one of the edges for (b) spin-up and (c) spin-down parts explicitly show
the helical edge states.
QSHI character. But since here fermions are interacting, mediated by quantum fluctuations of the Ising spins, we
cannot obtain the band structure analytically as in Sec. V. A., hence will relie on the QMC results.
To numerically verify the QSHI ground state of fermions in h < hc with finite ξ, we calculate the topological
invariant: the spin Chern number Cs = (C↑ − C↓)/2 with Cσ as the Chern number for spin-σ channel. Due to the
time-reversal symmetry, C↑ = −C↓, thus Cs = C↑. We have applied the method with zero-frequency single-particle
Green’s function to calculate Cs, which was successfully demonstrated by some of us in Ref. 54. As mentioned in the
main text, since the coupling model Eq. 1 has Z2 symmetry, we need to add a pinning field Hˆz = Bz
∑
p s
z
p to Ising
spins to break this Z2 symmetry, incorporating the effect of spontaneously Z2 symmetry breaking in thermodynamic
limit of TMI phase. In practical simulations, we choose Bz = 0.001J . As for the calculation of Cs, we first obtain the
Gσ(τ,k) data with both τ ≥ 0 and τ < 0 from the QMC simulations as
[Gσ(τ,k)]pq = −〈Tτ [ckpσ(τ)c†kqσ(0)]〉 = −
1
N
N∑
i,j=1
e−ik·(Ri−Rj)〈Tτ [cipσ(τ)c†jqσ(0)]〉 (S17)
τ > 0 → [G>σ (τ,k)]pq = −
1
N
N∑
i,j=1
e−ik·(Ri−Rj)〈cipσ(τ)c†jqσ〉
τ < 0 → [G<σ (τ,k)]pq = +
1
N
N∑
i,j=1
e−ik·(Ri−Rj)〈c†jqσ(−τ)cipσ〉
where p, q = A,B standing for sublattice indexes. Then we can obtain the zero-frequency single-particle Green’s
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function Gσ(iω = 0,k) as
Gσ(iω = 0,k) =
∫ +∞
−∞
Gσ(τ,k)dτ =
∫ +∞
0
[
G>σ (τ,k) + G
<
σ (τ,k)
]
dτ '
∫ +θ
0
[
G>σ (τ,k) + G
<
σ (τ,k)
]
dτ. (S18)
In the last step of Eq. (S18), a cut-off is applied to the integral, due to exponential decaying of Gσ(τ,k) at large τ .
Then we can use the following formula with Gσ(iω = 0,k) to calculate Cσ for finite-size system as
C = 1
2pii
∫∫
k∈BZ
dkxdky · Tr
{
P (k)
[
∂kxP (k)∂kyP (k)− ∂kyP (k)∂kxP (k)
] }
, (S19)
where P (k) is a projection operator matrix constructed from eigenvectors |φm(0,k)〉 of Gσ(iω = 0,k):
P (k) =
∑
µm>0
|φm(0,k)〉〈φm(0,k)|, (S20)
and µm is the corresponding eigenvalue of Gσ(0,k) with eigenvector |φm(0,k)〉. Due to the finite momentum mesh
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FIG. S12. (a) The spin Chern number Cs calculated from QMC simulations of L = 4, 8, 12 and also from the interpolation of
Gσ(iω = 0,k) data from L = 8, 12 systems, and (b) The single-particle gap ∆sp(X)/t and half of spin gap as ∆s(M)/2t, in the
whole region h/J ∈ [0, 4] of QSHI phase for ξ = 0.50 and φ = pi/4. In (a), after the interpolation with system size IL = 512,
quantized integer for Cs appears.
in L× L system, the spin Chern number Cs calculated from Eq. (S19) suffers finite-size effect and can be away from
quantized integer for small L. Thus, we apply the interpolation scheme of Gσ(iω = 0,k) to achieve denser momentum
resolution and approach quantized spin Chern number, as demonstrated in Ref. 54.
The results of spin Chern number Cs for L = 4, 8, 12 systems are shown in Fig. S12(a) for ξ = 0.50 with φ = pi/4.
Since the spin Chern number in Eq. (S19) is not well defined for gapless DSM phase, we only measure it in the
QSHI phase with h/J ∈ [0, 4], i.e., h < hc. As one can see, with increasing linear system size, L = 8 to L = 12,
C↑(= Cs) increases gradually though it’s not quantized. And since h/J = 4 is close to the QCP at hc = 4.11(1) and
the single-particle gap ∆sp(X)/t is small, the cut-off θ causes the dip in C↑ though the system is still in the QSHI
phase. After the interpolation with IL = 512 from L = 8, 12 systems, C↑ = 1, reaches quantized integer perfectly,
meaning that the system is indeed inside TMI phase with QSHI character.
We have also measured the excitation gaps for ξ = 0.50, φ = pi/4 with decreasing h from h/J = 4 to h/J = 0,
as shown in Fig. S12(b), in which we have observed that both single-particle gap ∆sp(X)/t and spin gap ∆s(M)/t
increase monotonously to the analytical values ∆sp(X)/t = 2 and ∆s(M)/t = 4 at h = 0 point. This demonstrates
the fact that there is no further topological phase transition in h < hc region, the QSHI at h = 0 smoothly cross
over into TMI at finite h. Furthermore, we have scanned a path inside the gapped region at h/J = 3 with ξ ∈ [0, 1]
and the results for energy and structure factors for several fermion bilinears (not shown) have no signature of phase
transition, suggesting that the fermions in the whole h < hc region are in TMI ground state.
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VI. FINITE-SIZE SCALING CROSSOVER OF FM-PM PHASE TRANSITION FOR ISING SPINS
Without coupling to fermions, 2D transverse-field Ising model has a continuous h-tuned quantum phase transition
at 3D Ising universality class. Thus, at ξ = 0 point of model in Eq. (1), the h-tuned quantum phase transition belongs
to the 3D Ising universality class with ν = 0.629971(4), η = 0.026298(2) [55]. With coupling to fermion, however, the
universality class is altered to the N = 8 Chiral Ising. Therefore, there are two different kinds of universality classes
along the phase transition line (the red line) in the ground-state phase diagram in Fig. 1 (c) in main text. A natural
question here is, how the 3D Ising universality class evolves into the N = 8 Chiral Ising universality class. In this
section, we present some results on this problem.
We think that there exists a finite-size scaling crossover behavior of the universality class for the QCPs of Ising
spins. In the thermodynamic limit, the QCP should belong to 3D Ising universality at ξ = 0 point and N = 8 Chiral
Ising universality class for infinitesimally small ξ. However, in the finite-size systems simulated, we are expected to
see the following features. First, at small ξ, the critical exponents obtained from finite-size scaling applied to data
of small system sizes are closer to 3D Ising universality class, while those obtained from data of larger system sizes
are closer to N = 8 Chiral Ising universality class. Second, the finite-size scalings of 〈m2〉 data near QCPs from
the same system size for increasing ξ parameters should arrive at critical exponents closer to those of N = 8 Chiral
Ising universality class. These features imply that there exist a length scale Lc for each ξ, below which the critical
exponents obtained from scaling should be close to 3D Ising universality class and otherwise close to N = 8 Chiral
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FIG. S13. Finite-size scaling of 〈m2〉 data for ξ = 0.00, 0.25, 0.50, 0.75. (a) ξ = 0, the collapse of 〈m2〉 data using 3D Ising
critical exponents as ν = 0.629971(4), η = 0.026298(2) with critical point hc/J = 3.046(3). (b) the data collapses of 〈m2〉 for
ξ = 0.25. (c) the data collapses of 〈m2〉 for ξ = 0.50. (d) the data collapses of 〈m2〉 for ξ = 0.75. For ξ = 0.25, 0.50, 0.75, every
plot contains the collapses using 〈m2〉 data from L = 6, 8, 10, 12 and L = 8, 10, 12, respectively.
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Ising universality class. Clearly, the Lc should be larger for smaller ξ and becomes smaller for larger ξ.
The finite-size scalings of 〈m2〉 data from ξ = 0.00, 0.25, 0.50, 0.75 are shown in Fig. S13. First of all, we have applied
the critical exponents ν = 0.629971(4), η = 0.026298(2) to collapse the 〈m2〉 data for ξ = 0 and we have obtained
hc/J = 3.046(3), which is well-consistent with previous results [29, 35] and the data collapse also have high quality.
Then for ξ = 0.25, 0.50, 0.75, we have performed the data collapses with free ν, η, hc and data from L = 6, 8, 10, 12
and L = 8, 10, 12, respectively. For ξ = 0.25, we can observe a dramatic change of η exponent from η = 0.30(2) to
η = 0.61(5), by simply adding the 〈m2〉 data of L = 12 system. This fact explicitly shows that for smaller system sizes
like L = 6, 8, the critical behavior is closer to 3D Ising universality, while it’s more likely to be N = 8 Chiral Ising
universality class for L = 12 system. We can conclude Lc ≈ 10 for ξ = 0.25, signifying the finite-size scaling crossover
behavior. The critical exponents from data collapses of L = 6, 8, 10, 12 and L = 8, 10, 12 are both converging to the
numbers in N = 8 Chiral Ising universality class, for increasing ξ = 0.25, 0.50, 0.75 parameters. This indicates the
decreasing Lc length scale in the finite-size scaling for increasing ξ. Third, we can also observe that the η exponent
suffers much stronger finite-size effect than that of ν exponent, especially for small ξ. This is simply due to the fact
that the two universality classes have similar ν exponents while η exponent differs a lot. As a result, the crossover
between these two universality classes gives much larger deviation for η than ν. All of these numerical results support
the finite-size scaling crossover behavior in the ground-state phase diagram.
