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Abst ract - - In  this paper, we consider a method for the localization and recognition of objects, 
as archaeological ones, hidden in the subsoil. We consider the physical problem and construct a
mathematical model. To this end, from the collected measurements, weobtain a set of numerical 
data. This set allows the use of the method [1] based on the continuous wavelet ransform and a 
statistical test. (~) 2003 Elsevier Science Ltd. All rights reserved. 
Keywords--Discont inuity detection, Wavelet ransform, Ground penetrating radar. 
1. INTRODUCTION 
The aim of this paper is to give a method for the localization and recognition of objects hidden 
in the subsoil. 
The problem is difficult to solve, and as far as we know, nobody has provided a winning 
methodology which may systematical ly be employed. 
The problem is usually faced, considering physical data (the radar profiles) obtained by radar 
surveys. These are the only available information, and further, their reading can be very difficult 
because of the presence of different kinds of noise. 
Therefore, we have thought to consider the problem from a mathematical  point of view. To 
this end, we need to transform the physical data, say F,  into a suitable numerical sample, say S. 
After a brief exposit ion of the technique used to collect the physical data  (Section 2), we describe, 
in Section 3, how to make this transformation. 
Once we have transformed the data from F to S, we give the following mathematical  interpre- 
tat ion of the problem. 
• Let Q be a subset of R 2 and let {P~(x~, N Y~)}~=I N points of Q. The sample S is a set of 
noisy functional values, namely 
s = ( (p , , z , ) ,  i = 1 , . . ,N} .  
The values z~ can be thought of as a realization 
z~= f(x i ,y i )÷e~, i=  l , . . . ,N  (1) 
0898-1221/03/$ - see front matter (~) 2003 Elsevier Science Ltd. All rights reserved. Typeset by .AAcIG-TEX 
PII: S0898-1221 (02)00340-1 
300 M. RossiNI 
of a stochastic process 
z(z, y) =/(x ,  y) + e(x, y), (2) 
where 
1. the underlying function f : Q ---* R is discontinuous across a planar curve e of Q; 
2. the noise e(x, y) has expected value E{e} = 0 and unknown correlation function 7. 
Therefore, the physical problem becomes 
• detect he discontinuity curve £ accurately from the sample S. 
The method for detecting the discontinuity curve is described in Section 4. Finally, in Section 5, 
we provide an application to the detection of archaeological objects. 
2. THE PHYS ICAL  PROBLEM 
As said in the previous ection, we are dealing with the problem of detecting objects hidden 
in the subsoil. The detection is performed on data collected by a popular geophysics technique 
named ground penetrating radar (GPR) which is frequently used in underground surveys. Among 
the several applications, it can be used for mining surveys [2], for the study of sedimentary 
structures [3], for searching Karst cavities [4], for ecologic problems as localization of hidden 
tanks and drums containing poisonous ubstances [5], for archaeological problems [6]. 
The ground penetrating radar is a nondestructive method which uses short high-frequency 
electromagnetic pulses to scan the subsoil. A transmitting antenna sends the electromagnetic 
pulses and a receiving antenna picks up and registers the signal reflected by anomalies in the 
underground. 
By anomalies we mean different geological strata, small karst cavities, small bodies, detrita, 
or isolated objects with different electromagnetic properties. The antennae are dragged along a 
prefixed path with constant velocity; if dragging is difficult, the registration is done at different 
locations. The set of registered radar traces is the two-dimensional radar section or radar profile. 
| 
Figure 1. A wiggle-trace radar profile. 
The radar profile can be represented in different ways: wiggle-trace (Figure 1) and linescan 
(Figure 2 below). On the horizontM direction, we have the antenna positions and in the vertical 
direction the return times of the electromagnetic pulses. In this paper, we consider the linescan 
format in which small bands are put one after the other with colours depending on the reflected 
signal intensity. 
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The data analysis presents ome difficulties. The first problem is related to the registration. 
The registered reflecting surface can be distorted and has dimensions different from the real one. 
Second, we can also register reflections due to the presence of detritus, small bodies, and so 
on. Finally, the radar profiles are corrupted by the measurement errors. All these facts make it 
difficult to read and analyse the radar sections. It is, therefore, important o remove, at least 
in part, the anomalies due to the above mentioned problems. This can be done by classical 
techniques as stacking, migration, and filtering (see [7]). But, in general, this will smooth the 
signal intensity causing a loss of information (see Figures 2 and 3 below). 
For these reasons, we propose a method which, starting from the original radar section, allows 
to remove the anomalies due to detritus, noise, small objects, cavities, and to detect the contours 
of hidden objects in the underground. 
3. THE MATHEMATICAL  MODEL 
From the radar section, we can construct a set of numerical data whose values are proportional 
to the intensity of the electromagnetic pulses reflected by the anomalies. When they meet an 
object, the antenna picks up an intensity jump. Then, it provides a two-dimensional data '.set 
S = {Pi, j(x~,tj),z~,j,  i = 1 , . . . ,m,  j = 1 , . . . ,n} ,  
that can be thought of as data on uniform grid: each grid point Pi,j gives the antenna position x~ 
and the return time tj, while z~,j is the picked up signal intensity at P~,j. So let 
xi = xl + (i - 1)hx, i = 1 , . . . ,m,  
be the antenna positions, and 
tj = tl + (j - 1)ht, j = 1 , . . . ,  n, 
be the times. 
The data are corrupted by the measurements errors, we have that 
z~, j=f (x~, t j )+e(x~, t j ) ,  i = 1 , . . . ,m,  j= l , . . . ,n ,  (3) 
where the real valued function f (x ,  t) belongs to L2(I~ 2) and represents the signal intensity. Since 
we are dealing with measurement errors, we can assume that the noise e is ergodic with expected 
value E{e} = 0 and finite lag of correlation, (see [8,9]). Generally, the stochastic parameters are 
unknown. 
Detecting the anomalies corresponding to hidden objects means to locate the intensity jumps of 
the picked up signal. As a consequence, the radar profile can be interpreted as a two-dimensional 
function which is discontinuous across some curves which are the object contours. 
The data configuration takes to a simplification of the problem. In fact, we can think to 
fix a position x~ of the antenna and look for the intensity jumps across this direction. In this 
way, the two-dimensional problem can be decomposed in m one-dimensional problems. So, for 
i = 1 , . . . ,  m, we consider the restriction f i ( t)  of f (x , t )  to x = xi, and the corresponding one- 
dimensional data 
i i zj = f i ( t j )  + ej, j = 1 . . . .  , n, tj e [tl, tn]. (4) 
To separate the anomalies due to hidden objects from those due to the noise and to other 
phenomena, we shall apply to the data (4) the method described in the next section. 
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4. THE METHOD 
The method we use to analyse the data (4) and detect the discontinuities i based on the 
paper [1]. It is well known (see for instance [10,11]) that a signal f(t) E L2(R) can be well 
localized in time and frequency by the wavelet ransform. 
Let ¢ : R - -~ R be a basic wavelet. A wavelet is a function of L2(R) with a zero average, 
/~ ÷oo ¢( t )  dt = 0. 
oo  
Consider the family of wavelets obtained from ¢ by scaling by a > 0 and translating it by b E R, 
~)a'b(t) = a 
The continuous wavelet ransform of f(t) at the scale a and translation b is 
Wf(a'b) = l f_ i°°f(t)¢ (~a b) (5) 
It is known that the wavelet ransform is well-adapted to describe transient phenomena like signal 
singularities. Moreover, it is possible to characterize the local regularity by theorems relating the 
Lipschitz exponent o the wavelet ransform evolution across scales. Another possibility is to 
consider the wavelet ransform modulus maxima. We know (see [11,12]) that the most important 
information is carried by these points which locate discontinuities and signal extrema. 
Let us now consider the process 
z(t) = f(t) -t- e(t), 
and its wavelet ransform 
Wz(a,b) = Wf(a,b) ÷ We(a,b). (6) 
The presence of the noise (in our case it comes from measurement errors and other anomalies) 
introduces false discontinuities and, as a consequence, we could also find maxima due to the 
noise. It is known that when the scale a increases, the noise fluctuations decrease; in fact the 
signal-to-noise ratio, 
S { IWl(a, b)l 2 } 
P= E{W2(a,b)} ' 
is proportional to a (see [13]). Moreover, (see [11,13]) the expected number of maxima due to the 
noise is proportional to 1/a. By consequence, when a increases the signal dominates the noise 
and the maxima due to the noise are expected to disappear. 
It is important o point out that, on one hand, the noise cannot be completely removed and, 
on the other hand, to increase a means to loose information on the underlying function. Hence, 
the choice of a is very important. If we choose a "too small" the noise dominates the signal and it 
may destroy all the knowledge given by the wavelet ransform. If we choose a "large", the signal 
prevails on the noise but we can loose significant information. It is then important o find the 
right balance between reducing the spurious responses and preserving the information on f(t). 
Therefore, for a suitable scale a, we need to discriminate the maxima of]Wz (a, b)[ corresponding 
to discontinuity points both from the maxima due to the signal extrema nd the maxima due to 
the noise. 
The method we use is based on the following result. Assume that ¢ is compactly supported 
on the interval [-A, A] and that it is the first derivative of a function ko(t) compactly supported 
in I -A,  A]. Then, a wavelet ransform modulus maximum, of abscissa to, which corresponds to 
a discontinuity is such that 
Wz(a, to)~(-b/a) (1 )  
We(a, to + b) = Wz(a, to + b) - ~(0) + OR , (7) 
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for every b E [-Aa, Aa]. 
Moreover, under the assumption on e and since ¢ is compactly supported, 
of We (a, to + b) can be written as time average on [-aA, aA], that is 
the variance 
E {W2(a, to + b)} = Ebe[-aA,aA] {W2(a, to + b)}, 
where, as usual, Ete[_T,T] indicates the time average over the interval [ -T ,  T]. We also know 
that 
/RA 2 E{W~(a, to+b)}= Ca(w) s(w) dzo, (8) 
where ~ is the Fourier transform of ¢~,0 and s(w) is the power spectra of the noise. The power 
spectra is defined by 
s(w) = ~ 7(t)e -~t  dt, 
O0 
where 7 is the covariance function of e. 
Thus, if a wavelet transform modulus maximum is a discontinuity point, we have that 
Ebei_aA,~A] { (Wz(a,b+to)_ Wz(a, to) qg(_b/a)'~2 } ^ 2 q2(O) ] +0( -~)  = fR dga(°J) s(w)d~" (9) 
Relation (9) provides a statistical test for the detection of discontinuities. But in order to use (9), 
it is necessary to estimate its right- and left-hand side. Consider the left-hand side and name 
it J1. Since the signal f ( t )  has one or more discontinuities, a suitable approximation of the 
process z(t) can be obtained by the perfect spline ~l(t) of order 1 interpolating the data; the 
corresponding wavelet transform W~I (a, b) will approximate Wz(a, b). Moreover, we have 
Wz(a,b) = W~l(a,b) + O (1)  . (10) 
Then, using (9) and (10) we can write 
+ O (~-22) + O (a~-2) (11) 
, f,o+o,,{ 
= 2aA Jto-aA W91(a'b+t°)- ff2(O) j db 
Consider the right-hand side of (9) and name it J2. The power spectra s(w) is unknown and we 
need to construct an estimator ~(w). To this end, it is necessary to dump out the trend f(t) from 
the data. In order to do this, we need f to be smooth. We, therefore, exclude the irregularity 
points neighbourhoods, whose measure a is fixed in advance and depends on n and tn - tl. Since 
their locations are unknown, the neighbourhood of all the wavelet modulus maxima have to be 
excluded. 
So, for a fixed scale a, let 
• ~a be the number of IWz(a,b)l maxima; 
• tr, r = 1 . . . .  , ~a be the abscissae of such maxima; 
• [cr, dr], r = 1 , . . . ,  ~a + 1 be the subintervals of [tl, tn] obtained after the elimination of 
the neighbourhood of tr. 
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Figure 2. The given radar section in linescan format. 
Figure 3. The filtered radar section. 
If f(t) is sufficiently smooth in each [c~, dr], r = 1, . . . ,  Va ÷ 1, the trend can be dumped out by 
the second differences of the data. 
We get ~(w) by a covariance stimate constructed using the periodogram of a tapered version 
of the data (see [14]). In [1], we have proved that ~(w) is asymptotically unbiased and consistent. 
Then J2 can be estimated by 
m=l  
where, for m = : , . . . ,M  ~ e [ -~ , ,~, ]  with ~,L fj+~°° s(~)l¢~(~)l' d~ = O(1 /M) .  A:so £ :s 
asymptotically unbiased and consistent. 
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Figure 5. The object contours with 0 < x < 15. 
Using (10) and (12), we can perform a discontinuity detection test. To each abscissa t~ of the 
wavelet ransform modulus maxima, we associate the random variable 
_- 32 
(1/2aA) I:L+aA J~r-  {WJl (a,b + tr) - (Wh,  (a,t~)k~(-b/a)) /g2(O)} 2 db 
It is not difficult to prove that if tr is a discontinuity point, the realizations of the random 
variable R(t~) are, for suitable values of a, between .5 and 1.5 with probabi l i ty next to one. 
This method is well suited to our problem. In fact, as said in Section 3, from the radar section, 
we can construct a set of numerical data whose values are proport ional to the intensity of the 
electromagnetic pulses reflected by the anomalies. When they meet an object, the antenna picks 
I ~ I I I 
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Figure 6. The object contours in the whole interval. 
up an intensity jump. While the reflections due to other kinds of anomalies, give less important 
jumps comparable to those given by the noise. 
We can now construct an algorithm for discontinuity detection. 
1. From the radar section, extract a set of numerical data 
2. for i -- 1 , . . . ,  m, fix c~ and a and 
• consider a base wavelet ¢(t) such that %b(t) = ~'(t);  
• construct he perfect spline ~l(t); 
• compute IW l(a,b)l; 
• compute the abscissae of the modulus maxima t~ r = 1 , . . . ,  v~; 
• for r = 1 , . . . ,  v~ exclude the neighbourhood of t~ of measure c~; 
• construct he estimator ~(w) of s(w); 
• for r = 1 , . . . ,  ua compute/~({r). If 
.5 < R < 1.5, 
then accept {r as irregularity point; otherwise reject it. 
next i 
5. AN APPL ICAT ION TO ARCHAEOLOGICAL  PROBLEMS 
We have considered a radar section (see Figure 2) kindly provided by the Lecce (Italy) Uni- 
versity geophysics group. It is taken from a series of surveys conducted near Nociglia (Lecce). 
Note that in the radar section (Figure 2) there is a zone in which the energy has been absorbed, 
perhaps because of the presence of wet grass. 
Figure 3 shows the radar section obtained removing the noise caused by measurement errors and 
other anomalies, by a filter method of the literature. We can notice how this techniques smoothes 
the intensity of the recorded signal too much causing a considerable loss of information. 
From the radar section, we have extracted a set of gridded data 
S = {P i j (x i , t j ) , z i , j i  = 1, . . . ,28,  j = 1, . . . ,51},  
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where 
xi = (i - 1)h~, 
t j  = ( j  - 1)ht, 
i = 1 , . . . ,  28, 
j= l , . . . ,51 ,  
with step hx = 1 m in the horizontal direction (antenna positions) and step ht : 2 ~s in tile 
vertical direction (times). 
For i = 1 , . . . ,  28, we have considered the one-dimensional data 
{z} = zi, j ,  j = 1 , . . . ,51} ,  
and detected the intensity jumps by the method described in Section 4. 
Figure 4 shows the detected points. In the zone where the energy has been absorbed, we have a 
lack of information. We can decide to consider only the part of data with 0 < x < 15 and recover 
the object contours by a least square polynomial (see Figure 5). Or, better, we can consider all 
the data and extrapolate the object behaviour where we have no data. In this case, using a least 
square polynomial, we get the result shown in Figure 6. 
The object geometry and its dimensions suggest it should be a cave. This conclusion has been 
ratified also by the researchers of the geophysics group. 
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