MOS surfaces are rational surfaces in R 3,1 which provide rational envelopes of the associated two-parameter family of spheres. Moreover, all the offsets admit rational parameterizations as well. Recently, it has been proved that quadratic triangular Bézier patches in R 3,1 are MOS surfaces. Following this result, we describe an algorithm for computing an exact rational envelope of a two-parameter family of spheres given by a quadratic patch in R 3,1 . The main focus of this paper is given to geometric aspects of the algorithm. Since these patches are capable of producing C 1 smooth approximations of medial surface transforms of spatial domains, we use this algorithm to generate rational approximations of envelopes of general medial surface transforms. One of the main advantages of this approach to offsetting is the fact that the trimming procedure becomes considerably simpler.
Introduction
Generating valid tool paths in NURBS form has become a universal standard in technical applications such as CNC machining in recent years. Hence, shape (curve, surface or volume) offsets and corresponding algorithms have been widely studied in Computer-Aided Design and Manufacturing, see [1, 2, 3, 4, 5, 6, 7, 8] and references therein for more details. However, free-form NURBS shapes do not possess rational offsets in general and thus suitable approximation techniques, often based on rational curves or surfaces of relatively low degree, are used -see e.g. [9, 10, 11, 12, 13, 14] . Nevertheless, these offset approximation techniques suffer from several shortcomings. First, one needs to approximate each offset independently. Moreover, the constructed approximation of offsets to the same base shape may not have a constant distance to each other, which is not acceptable in some applications, e.g. architecture. Second, although a rational approximation of an offset is computed, the so called trimming, i.e., the detection and elimination of self-intersections, is still a very difficult problem. Let us emphasize that the approximation can possess self-intersections even though the original offset has none. Even in the case of curves this leads to challenging computational and time-consuming problems and the situation is even more complicated for surfaces, cf. [15, 16, 17] . The purpose of this paper is to identify an approach that avoids these problems.
The approximate techniques for offsets are now widely used in CAD systems since they are capable of dealing with problems appearing in technical practice mentioned above -but usually at the expense of great computational effort. Therefore, it is worthwhile to investigate exact techniques as well, i.e., to study shapes with exact rational offsets. These can be subsequently used for formulating suitable approximation techniques for freeform shapes. Compared to classical approximation techniques, not offsets but the base shape is approximated and it is guaranteed that all corresponding offsets are rational. Therefore, only one approximation step is required even if more than one offset is needed. Moreover, all the offsets are at a constant distance from each other.
Shapes with rational offsets have been studied for many years. In the case of planar curves, the class of Pythagorean Hodograph (PH) curves as polynomial curves possessing rational offset curves and polynomial arc-length functions was introduced in [18] . A thorough analysis of PH curves has followed -see e.g. [19, 20, 21, 12, 22] . Later, the concept of polynomial planar PH curves was generalized to space PH curves ( [23, 24, 25, 26] ) and to rational PH curves ( [27, 28, 29] ). Analogously, the notion of rational surfaces with rational offsets, the so called Pythagorean Normal vector (PN) surfaces, was introduced in [27] . More details about PN surfaces can be found in [30, 31, 32] . For a survey of shapes with Pythagorean normals property (i.e., possessing rational offsets) see [33] .
Later, it has been proved in [34] that surfaces with Linear field of Normal vectors (LN surfaces), introduced in [35] , provide rational convolution surfaces with an arbitrary rational surface. Since spheres admit rational descriptions, LN surfaces possess exact rational offsets. This result was applied in [36] to constructing exact rational offsets of LN surfaces. As observed recently ( [37, 38] ), all non-developable polynomial quadratic sur-faces belong to the class of LN surfaces and therefore possess rational offsets. Motivated by the fact that approximation by quadratic Bézier surfaces provides a good compromise between curvature reproduction and computational cost and offers an extra feature, i.e., the PN property, these patches were used in [39] for formulating an algorithm for generating rational approximations to offsets of general free-form surfaces.
Even though PH curves and PN surfaces admit rational offsets, the usually most costly ingredient, the trimming, still needs to be performed as in the case of approximation techniques. An alternative approach to the problem in the curve case based on the medial axis transform (MAT) of a planar domain, introduced in [40] , was formulated in [41] and [42] . There is a one-to-one correspondence between the MAT in three-dimensional Minkowski space R 2,1 and the object boundary, i.e., for a given geometric object there is a unique MAT and conversely, the object can be directly reconstructed from its MAT. The main advantages of this description follow from the dimensional reduction while topological properties are maintained. As observed in [42, 41] , if a segment of the medial axis transform is an MPH (Minkowski Pythagorean Hodograph) curve, then the associated branches of the domain boundaries are segments of rational curves. In addition, all offsets of the domain boundaries have also this property. A thorough analysis of MPH curves has followed in [43, 44, 45, 46, 47, 48] . Moreover, using the MAT representation makes the trimming procedure for the inner offsets very simple -only those parts of the MAT where the corresponding circle radius is less than the offset distance δ have to be trimmed. For more details see e.g. [49, 50, 51, 52, 53, 54, 55] .
The situation in three-dimensional space has become an active research area recently, since the so called MOS surfaces as a spatial analogy of MPH curves were introduced in [56] . The medial surface transform (MST) of a volume is the set of surface patches (or curve segments) in four-dimensional Minkowski space R
3,1
such that each point of these surfaces/curves represents the center and the radius of a maximal ball inscribed into the domain. The MST covers the structure of the domain and thus can be used in all sorts of geometric modelers (constructive solid geometry (CSG) and boundary representation (B-rep)) as a useful tool. The distinguishing property of MOS surfaces is that if considered as the MST of a volume, the associated envelope and its offsets admit exact rational parameterization. Later, it was proved in [57] that quadratic triangular Bézier surfaces in R 3,1 possess the MOS property and a related study followed in [58, 59] .
Following the results of [57] , [39] and [60] , we describe an efficient algorithm for computing boundaries and trimmed offsets of volumes with piecewise quadratic medial surface transforms. Considering general (free-form) medial surface transforms in R 3,1 , we produce their C 1 approximations using quadratic Bézier patches (cf. [61, 62] ), which gives us an extra feature -the MOS property. Thus we have a guarantee on the rationality of the volume boundaries as well as all offsets. The presented technique also simplifies the computation of self-intersections of inner offsets and the follow-up trimming procedure considerably.
As far as we are aware of the literature, this paper is the first paper which proposes a working method for offset trimming which is based on the medial surface transform. Clearly, this is a very natural approach to address this problem. Still, the existing literature mostly does this in a different way, by first offsetting the surfaces and then eliminating the self-intersecting parts. We believe that the medial surface-based approach is far more elegant.
Modeling volumes directly by their MST (or even MOS patches) might become an interesting and also a practical volume designing tool. However, it is not straightforward for an inexperienced user to design volumes this way. Even though the bisector surface is quite easy to control, we emphasize that the MST is an object lying in 4-space.
The remainder of this paper is organized as follows. Section 2 recalls some basic facts concerning medial surface transforms, envelopes of two-parameter families of spheres and MOS surfaces. Section 3 is devoted to quadratic triangular Bézier surfaces in R 3,1 , their (isotropic) normals and isotropic Gauss images. In this section, we also formulate and discuss an algorithm for envelope computation for quadratic MSTs. The algorithm is then demonstrated on several examples in Section 4. Finally, we conclude the paper.
Preliminaries
We recall the relation between the four-dimensional Minkowski space R 3,1 and the medial surface transform (MST) of a volume. We then consider rational patches on sheets of the MST and the computation of the corresponding patches on the boundary surface of the volume.
Medial surface transform
The four-dimensional Minkowski space R 3,1 is the fourdimensional real affine space which is equipped with the indefinite inner product
where J = diag(1, 1, 1, −1). The hyperplane x 4 = 0 is a threedimensional subspace, and the restriction of the inner product to this hyperplane is the usual Euclidean inner product. We identify this hyperplane with the three-dimensional Euclidean space. More precisely, any point
⊤ be its projection into R 3 . The set
is the oriented ball with center p ′ and radius |p 4 |. The sign of the radius p 4 defines the orientation of the ball. Its boundary is the oriented sphere S p = δB p which contains all points x ∈ R
Any oriented ball in R 3 can be identified with a unique point in the four-dimensional Minkowski space R 3,1 . We consider a bounded volume V with a smooth boundary δV . The set of all balls with non-negative radius (i.e., with nonnegative orientation) which are contained in V is partially ordered with respect to inclusion. The maximal elements of this set form the medial surface transform (MST) of V , cf. Fig. 1 . We consider them as points in Minkowski space, which then form the set MST(V ) ⊂ R 3,1 . The medial surface transform of the volume V consists of components of dimensions two, one, and zero, which are called sheets, seams and junctions, respectively. Their points correspond to maximal inscribed balls which -in the generic casetouch the boundary in two, three, and four points, respectively. The sheets meet in seams, and the seams meet in junctions.
In the remainder of this paper we consider a two-dimensional rational surface patch
with domain Ω ⊆ R 2 and parameters u, v, which defines a rational parameterization of a subset of the interior of a sheet. Every ball B p(u,v) touches the boundary δV of the volume in two points. The contact points form two surface patches on the boundary. The centers p ′ (u, v) of the balls form the bisector surface of these two surface patches -see Fig. 1 .
Envelopes of two-parameter families of spheres
Given a patch (4) of the medial surface transform, we are interested in computing the associated patches of the boundary surface, see Fig. 1 . These two patches are obtained as the envelope of the two-parameter family of spheres
By differentiating equation (3) of the spheres we obtain two equations
which -along with (3) -characterize the points x of the envelope surfaces. Recall that x ∈ R 3 is a point in the hyperplane x 4 = 0. The substitution
transforms the three equations (3) and (6) into a homogeneous non-linear system of equations n, n = 0 and
for the vector n ∈ R 3,1 . The two equations (9) express the fact that the vector n is orthogonal to the two-dimensional tangent plane of the surface patch p with respect to the Minkowski inner product (1). The first equation (8) restricts the solutions to isotropic vectors (vectors of zero length with respect to the Minkowski metric). Consequently, the non-trivial solutions of the system are the isotropic normal vectors of the surface.
Summing up, the points x of the envelope surfaces can be generated by 1. finding all non-trivial isotropic normal vectors and 2. computing x from (7).
Note that any nontrivial solution of (8) satisfies n 4 = 0.
MOS surfaces
The sub-determinants
of the 4 × 2 matrix (∂ u p, ∂ v p) formed by partial derivative vectors can be used to express the solutions of the system (8)- (9),
The number of linearly independent solutions depends on the sign of C as follows.
• If C > 0, then we obtain two families of solutions. The orthogonal complement space of the two-dimensional tangent plane, which is described by (9) , intersects the quadratic cone of isotropic vectors (8) in two lines. We obtain two points of the envelope surfaces. The tangent plane is said to be space-like.
• If C = 0, then we obtain one family of solutions. The orthogonal complement space of the two-dimensional tangent plane intersects the quadratic cone of isotropic vectors (8) in one line. We obtain one point of the envelope surfaces. The tangent plane is said to be light-like.
• If C < 0, then we obtain no non-trivial solutions. The orthogonal complement space of the two-dimensional tangent plane intersects the quadratic cone of isotropic vectors only in the origin, which is the apex of the cone. The tangent plane is said to be time-like.
If the surface patch (4) describes a subset of the interior of a MST sheet, then C(u, v) > 0 is satisfied for all (u, v) ∈ Ω. All points in the domain correspond to space-like tangent planes. Consequently, for all (u, v) ∈ Ω, two solutions (11) with two associated points of the envelope surface exist. Moreover, the bisector surface is regular since
Finally we recall a definition from [56] which generalizes the notion of Minkowski Pythagorean hodograph (MPH) curves. If there exists a polynomial σ(u, v) such that C = σ 2 , then the parameterization of the envelope surfaces, which is obtained by combining (11) with (7), is rational. The given surface p is then a MOS surface, i.e., a Medial surface Obeying the Sum of squares condition
. (14) 3 Quadratic patches as medial surface transforms
A quadratic patch in R 3,1 is defined by the power basis representation
with the coefficient vectors q ij ∈ R 4 , where the parameters u, v span a suitable domain. We will mostly work with the standard triangular domain △ ⊂ R 2 given by u ∈ [0, 1] and v ∈ [0, 1 − u]. According to the affine classification of quadratic patches [64] , there exist 42 different types of quadratic patches. In the remainder of this paper we exclude developable patches (planes, cones and parabolic cylinders) from our considerations.
Normals
The two equations (9) take the form
(16) For any given normal n, they form a linear system for the parameters (u, v).
The number of solutions (u, v) depends on the normal n. Since the system is homogeneous with respect to n, we consider the normals as points in a three-dimensional real projective space
This three-dimensional space is the hyperplane at infinity of the four-dimensional Minkowski space.
be the determinant of the linear system (16) . Further, let
be the two determinants generated by applying Cramer's rule. First we describe the relation between the normals n and the number of solutions of the system (16).
• The set
is called the set S of singular normals. It is a singular quadric surface in N . S consists of all normals with no or non-unique solutions of (16) . Consequently, if n ∈ N \ S, then the set of solutions consists of a single point in the uvplane.
which is contained in S, is called the set of exceptional normals. It is a (possibly degenerate) cubic space curve, which is defined as the intersection of three quadric surfaces. E consists of all normals for which several solutions of (16) exist. If n ∈ E, then the set of all solutions forms a line in the uv-plane.
The fibration of N
Next we study the sets
of normals which satisfy the two equations (16) for given values of (u, v). They will be called the fibers. They form a partition of N \ S into mutually disjoint subsets.
• If the quadratic surface is regular at (u, v), then the fiber F (u,v) is a line in N . Indeed, it is defined as the intersection of the two linearly independent planes (9). At singular points, the fiber is a plane (if rank(∂ u p, ∂ v p) = 1) or even the entire space N (if both derivatives vanish). The latter case occurs only for conical quadratic surfaces, which were excluded.
• Any line which is contained in a fiber F (u,v) intersects the set E of exceptional normals in two (possibly conjugatecomplex) points (counted with multiplicities). Indeed, the two intersections of the line with the singular set S satisfy the equations for the given values (u, v), hence these intersections belong to the exceptional set, too.
Example 1
We discuss several examples which are taken from the affine classification of quadratic patches in [64] . 1. Let us consider a non-hyperplanar patch given by
The exceptional set of this patch is a cubic space curve (see Fig. 2 , top row).
Let us consider another non-hyperplanar patch
The exceptional set is formed by a conic and a line in this case (see Fig. 2 , middle row).
Let us consider a hyperplanar patch
The exceptional set consists of three lines (see Fig. 2 , bottom row).
Isotropic normals
So far we studied solutions of the system of equations (9) for a quadratic patch (15) . Now we will analyze the consequences of the additional equation (8) for isotropic normals. The set of isotropic normals (i.e., the set of normals satisfying (8)) forms an oval quadric Σ in the three-dimensional projective space N . Without loss of generality we may assume that the isotropic normals satisfy n 4 = 1. The oval quadric of isotropic normals can then be identified with the unit sphere 0 = n, n = n 
We analyze the relation between the isotropic normals and the number of solutions of the system (8)-(9).
• The intersection curve of the set S and the isotropic quadric Σ is the spherical quartic curve S Σ = S ∩Σ of isotropic singular normals, cf. Fig. 3 (right) . It consists of all isotropic normals with no or non-unique solutions of (9). Consequently, if n ∈ Σ \ S Σ , then the set of solutions consists of a single point in the uv-plane.
• The intersection points of the sphere of isotropic normals with the exceptional curve E, E Σ = E ∩ Σ are the -at most 6 -exceptional isotropic normals, Fig. 3 (right). If n ∈ E, then the set of all solutions forms a line in the uv-plane. We obtain at most 6 lines in the uv-plane, which will be called the exceptional lines in the parameter domain -see Fig. 3 (left).
• Consider a fiber F (u,v) at a regular point p(u, v). If C(u, v) is positive, zero, or negative, then the fiber intersect the unit sphere in two, one, or no points. The curve defined by C(u, v) = 0 in the parameter domain thus corresponds to a spherical curve L Σ where the fibers touch Σ. This is the curve of isotropic normals at points with light-like tangent planes -see Fig. 3 (right).
The isotropic Gauss images
Let us assume that the domain Ω of the surface patch contains only points satisfying C(u, v) > 0. Consequently, all tangent planes are space-like, and all points are regular. This assumption is satisfied for surfaces which represent a patch of the interior of a sheet of the MST. For each point (u, v) we obtain two isotropic normals satisfying n 4 = 1by choosing µ = −1/(P 12 ) in (11). They are exactly the two intersections of the fiber F (u,v) with Σ. Thus, the isotropic normals define a one-to-two mapping
The set of all isotropic normals defines the isotropic Gauss image Γ = n ± (Ω) of the given quadratic patch with domain Ω.
If we consider the two isotropic normals along an exceptional line in the parameter domain, then we have the following two possibilities.
• Case 1: One isotropic normal is constant along the line, while the second isotropic normal varies. The constant isotropic normal is an exceptional one with the property that several fibers F (u,v) intersect in it.
• Case 2: Both isotropic normals are constant along the line. All points (u, v) of the exceptional line possess the same fiber F (u,v) , and this fiber intersects the sphere Σ in two exceptional isotropic normals. Consequently, the fiber is contained in E. The two components of the isotropic Gauss image (red and blue), the curve S Σ (green), exceptional isotropic normals (green points) and the curve L Σ (black).
Finally, let Γ 0 ⊂ Σ be the isotropic Gauss image without isotropic normals along the exceptional lines, and let Ω 0 be the parameter domain without exceptional lines. The isotropic normals map each connected component of Ω 0 to two connected components of Γ 0 -see Fig. 3 . When restricted to one of the two isotropic normals, this mapping is bijective.
Envelope computation
We describe an algorithm for computing the exact rational envelope of a 2-parameter family of spheres given by a quadratic patch (15) over △. Its input is a quadratic Bézier triangle (15) , where all points are assumed to be space-like, i.e., C(u, v) > 0 holds for all (u, v) ∈ △. The algorithm proceeds in four steps.
Step 1: Subdivision along exceptional lines Compute the exceptional lines and triangulate the domain such that the exceptional lines are edges of the triangulation. For each triangle of the triangulation, apply a linear reparameterization of the quadratic patch such that the parameter domain is again the standard triangle △. If the exceptional lines do not intersect the interior of the parameter domain, then no subdivision is required (see Fig. 4 ).
This step is similar to Algorithm 1 in [39] , but the role of the parabolic lines is played by the exceptional ones. The next three steps are applied to all quadratic patches which are generated by Step 1. For these patches, at most one of the three boundary curves is an exceptional line.
Step 2: Covering the isotropic Gauss images For each of the patches obtained in Step 1, compute the isotropic Gauss images. The two components of the isotropic Gauss image (red and blue), the curve S Σ (green) and exceptional isotropic normals (green points).
These Gauss images are either two spherical triangles or biangles, or a biangle and a triangle, all with curved boundaries. The biangles occur if one of the domain boundaries is an exceptional line. Next we compute rational spherical patches
which cover the Gauss images. In the case of a biangle, one may use singular patches where the singular point coincides with the image of the exceptional line. These rational spherical patches are found using stereographic projection (see Fig. 5 ). This step is similar to Algorithm 2 in [39] . As the main difference we have to consider two isotropic Gauss images instead of only one Gauss image. Step 3: Envelope computation For each spherical rational patch n ⋆ we compute one segment of the envelope from (7), where n is replaced with n * and the parameters (u, v) of the patch p are replaced with
cf. (18) and (19) . This gives rational triangular patches of degree 10. The surface patches obtained by applying the substitution (26) to (15) are MOS surfaces.
In the case of a biangular isotropic Gauss image, the use of a spherical patch with a singular point ensures that the envelope surface possesses a regular rational parameterization, which is obtained after omitting a common factor of numerator and denominator, similar to the Example presented in Section 4.3 of [39] .
Step 4: Trimming The spherical patches n * , which cover the isotropic Gauss images, are generally larger than these images, i.e., they may contain isotropic normal vectors which do not correspond to isotropic normal vectors of the MST patch over △. Hence, we need to restrict △ to an appropriate subset given by polynomial inequalities resulting from (27) which can be derived from (26) Summing up, the envelope surface consists of the trimmed patches which are generated by applying steps 2, 3 and 4 to all triangular patches obtained from Step 1 of this algorithm.
The computation of the exceptional lines leads to a polynomial equation of degree 6, hence the solutions cannot be found in a closed form. Consequently, even if the coefficients of the input patch are rational, then the parameterizations of the envelopes which are generated by the algorithm do not possess rational coefficients.
Parameterizations with rational coefficients can be generated by using a simplified version of the algorithm, which omits the subdivision step and uses spherical patches covering the isotropic Gauss images which do not necessarily possess singular points at the exceptional isotropic normals. However, the resulting parameterizations of the envelope surfaces may possess singularities and points where the both numerators and the denominator of (26) vanish simultaneously.
We have implemented the algorithm using floating point numbers. In order to avoid numerical problems, we used the Bernstein-Bézier representations of the triangular patches. Bounds on the error introduced by an approximate computation of the exceptional lines and several examples have been presented in [60] .
MST approximation and trimming of offset surfaces
We discuss the approximation of patches on the sheets of the MST of a general volume by piecewise quadratic surfaces. This approximate representation of the MST is then used for a computation of trimmed offset surfaces. More precisely, we consider a surface patch s :
which represents a part of the boundary of the domain V and which corresponds to a patch of a sheet of the MST. Consequently, for each point s(u, v) there is a maximal inscribed ball which touches the boundary δV in this point and in another point. We use the approach described in [65] for numerically computing the centers c(u, v) and the radii r(u, v) of the maximal inscribed balls, i.e., for evaluating the points of the MST. Using this method, the surface-surface bisector problem is reduced to that of finding the common zero-set of two suitable four-variate functions in parametric uvst-space. The most important advantage of this alternative representation is that the degrees of constraint equations are considerably lower than those of the bisector surfaces in the xyz-space. See [65] for more details.
After generating a set of values (centers of the balls and radii), we use it to construct an approximation of the MST by a quadratic spline surface P : [0, 1] 2 → R 3,1 , which is defined over a criss-cross triangulation of the domain. See [66, 67, 62, 61] for more information on this type of spline functions. Alternatively, one may use quasi-interpolation methods, such as the techniques described in [68, 69, 70] . If the grid is sufficiently fine, then the piecewise quadratic approximation is guaranteed to possess only space-like tangent planes, since the first derivatives of the MST are approximated, too. In addition, the approximation order of these methods is 3, as proved e.g. in [67, 68] .
Next, a relation between the error in the medial surface approximation and the approximation of the associated domain boundaries can be derived as follows, cf. [47] . The Hausdorff distance between two spheres with non-negative radii r 1 , r 2 equals ∆r + ∆c, where ∆r = |r 1 − r 2 | is the difference of the radii, and ∆c is the distance between the centers. Consequently, the bound on the Euclidean distance between two surfaces P, Q in Minkowski space R 3,1 implies an upper bound on the Hausdorff distance between the associated spatial domains,
where ||.|| E denotes the Euclidean norm. Thus, the results on the approximation order of the MST imply analogous results for the Hausdorff distance of the associated spatial domains. Finally, combining relation (28) and the approximation order 3 of the quadratic spline approximant P of the MST described above yields the following result: The approximation order of the envelope algorithm presented in this paper is equal to 3. In other words, anytime we double the number of control points in each direction, the bound on the error is reduced by the factor of 8. Now, we can apply the exact envelope computation method, which was described in the previous section, to each polynomial segment p of the quadratic spline surface P. Recall that the trimmed inner offsets of the boundary surface of a domain can be obtained by 1) subtracting the offsetting distance from the 4th component of the MST (which represents the radius of the maximal inscribed balls) and 2) restricting the modified MST to points with non-negative fourth components. Consequently, if the piecewise quadratic approximation P of the MST is available, we can use it for computing exact trimmed offsets of the boundary surface of the volume which is represented by P. We implemented this by adding another trimming procedure to our algorithm, which restricts the piecewise quadratic MST to the domain where the radius is non-negative.
Finally, we summarize the main steps of the algorithm for computing trimmed offsets of general free-form volumes V with single-sheeted medial surfaces transforms. 2. Construct an approximation of the MST by a quadratic spline surface P.
3. For a given distance δ, compute the corresponding exact trimmed offsets of the boundary surface of the volume represented by P by lifting the corresponding medial surface transform in the direction of its last coordinate r(u, v) and restricting the domain to points satisfying r(u, v) ≥ δ.
Example 2
We consider the volume V ⊂ R 3 bounded by the two surface patches
, and approximate the associated MST by a piecewise quadratic surface consisting of 12 triangular patches. The maximum distance error is equal to 3.28% of the diameter of the bounding box. For each of these patches we parameterize the envelope surfaces as described in the previous section. All 12 patches of the approximation quadratic spline surface possess only space-like points and no additional subdivisions of the parameter domains are needed. Finally, Fig. 7 shows the two branches of the approximating envelope (red and green), the quadratic spline approximation of the medial surface (blue) and the two branches of inner offsets (light red and light green). In case of the self-intersecting inner offset, the trimmed regions on the envelope are illustrated.
Example 3
We consider another volume in R 3 . Similarly to the previous example, we approximate its MST by a quadratic spline which consists of 24 triangular patches. The maximum distance error is equal to 1.83% of the diameter of the bounding box. Again, for each of these patches we parameterize the envelope. All patches possess only space-like points and no additional subdivision is needed. Fig. 8 shows the two branches of the approximating envelope (red and green), the quadratic spline approximation of the medial surface (blue) and two branches of inner offsets (yellow and purple) which are trimmed if the selfintersection occurs.
Next, we present two additional examples which reflect some of the difficulties of real-world situations.
Example 4
We consider a volume bounded by a watch-shaped NURBS surface of degree (2, 2) given by a control net of 6 × 13 control points and a plane (see Fig. 9 (left) , the single patches of the NURBS surface are distinguished by color). The associated MST was approximated by 64 triangular patches and no additional subdivisions are needed. Fig. 9 (right) shows the two branches of the approximating envelope (red and green) and the two branches of inner offsets (yellow and purple). Inner offsets are trimmed because of their self-intersection.
Example 5
We consider a volume bounded by a NURBS surface of degree (2, 3) given by a control net of 4 × 6 control points, a plane and two canal surfaces (see Fig. 10 (left) , the single patches of the NURBS surface are distinguished by color; the visible parts of the canal surfaces are displayed without parametric lines to improve contrast). The associated MST was approximated by 144 triangular patches and no additional subdivisions are needed. Fig. 10 (right) presents the two branches of inner offsets (yellow and purple) of the NURBS surface which are trimmed according to their self-intersection
Conclusion
In this paper we presented an algorithm for computing boundaries and trimmed offsets of volumes given by piecewise quadratic medial surface transforms. Since polynomial quadratic patches in R 3,1 belong to the class of MOS surfaces and are capable of producing C 1 approximations to free-form surfaces considered as medial surface transforms, our algorithm can be used for computing rational approximations of volume boundaries and all their offsets.
By approximating the MST surface, three main advantages are to be expected. First, the offsets of the approximation surface corresponding to the MST are represented exactly and in a globally consistent way. Second, only one approximation step is required. Once this is done, all offsets are available. Third, the trimming procedure is significantly simpler since it is achieved by imposing a polynomial inequality.
Currently, we can handle objects with an MST consisting of only one sheet. It is a challenging problem to generalize this method so that it can be applied to topologically more complex situations. 
