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Abstract 
In this article there is presented the modified algorithm of median filtering (MF+), which might be applied in the 
image regeneration. This algorithm is characterised by the high efficiency in the noise reduction as well as the lower 
values of errors in the reproduction of the original (unbiased) structure of a signal than the median filter (MF). 
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1. Introduction 
The median filters have been mainly applied in the reduction of impulse noise in 1-D and 2-D (image) 
sequences. Their particular advantages are exhibited in the processes of the image restoration [3]. The 
application of MF in the 1D signal processing (sound) is rather limited because of the introduction of high 
nonlinear distortion. In the 2D processing, there is significant degradation in the image structure for filters 
with extensive masks. 
The algorithms based on the definition of median have been modified, to reduce drawbacks and to im-
prove efficiency of MF, leading to other solutions, for instance, the weighted filters, feedback [3,4]. In the 
article there is introduced the application of additional information, which is generated during the process 
of median determination, in the creation of the filter response.  
 
Coresponding author: Tel.: +48 91 449 53 11; fax: +48 91 449 53 47. 
E-mail address: korn@zut.edu.pl 
 
2011 3rd International Conference on Environmental 
Science and Information Application Technology (ESIAT 2011)
1878-0296 © 2011 Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of Conference ESIAT2011 Organization Committee.
© 2011 Published by Elsevier Ltd.      
Selection and/or peer-review under responsibility of Conference ESIAT2011 Organization Committee.
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
1166   Eugeniusz Kornatowski /  Procedia Environmental Sciences  10 ( 2011 )  1165 – 1172 
2. The algorithm of the modified median filter 
In the case of image processing the MF+ algorithm, similarly as the MF one, evaluates the median in-
side the window with (2v+1)2 elements (the square window). Contrary to MF, it is additionally generated 
the index of the current output sample. 
Let {x(n1,n2)} is the input matrix of MF+, then 
)}]k,k(x[{MF)}k,k(y{ 2121    (1) 
is the output matrix of the filter. Additionally, let 
)}]k,k(x[{MF)}k,k(w{ 2121    (2) 
is the output matrix of MF, where 
}]vk,vkn,vk,vkn:)n,n(x[{MEDIAN)k,k(w !! 2222112121  (3) 
It is worth to underline that w(k1,k2) = x(l1,l2) is for one or more pairs (l1,l2). 
The output sample of MF+ with the window, which the central element is at the (k1,k2) index, is de-
scribed by y(m1,m2) = x(m1,m2), where m1,m2  {M(k1,k2)} and is selected from the elements of the X 
matrix. 
)}k,k(w)l,l(xvk,vkl,vk,vkl:)l,l{()k,k(M 21212221112121  !!  (4) 
The matrix {M(k1,k2)}, for each pair (k1,k2) (the current location of the window centre), will contain 
one or more values. The following rule is for choosing (m1,m2): 
The matrix '(k1,k2) with distances from (k1,k2) is created for the elements, which values are equal to 
the median w(k1,k2), of the input matrix in the range of mask. It is generated then 
minį)k(:)l,l()m,m(   ǻ2121   (5) 
The algorithm should choose these coordinates (m1,m2), which did not appear previously and for 
which the distance from the generated location to the centre of the filter window (k1,k2) was minimal. It 
can appear that none of the pair (m1,m2) will be created. It must be assumed that y(m1,m2) = w(m1,m2) 
for such empty location in the matrix {y(n1,n2)}. 
Fig. 1 depicts the results of the processing of the original image with MF and MF+. The 5x5 masks with 
the weights equal 1 were applied for both filters. 
 
 
a) b) 
 
c) 
Fig.1.  a) input picture, b) results of MF+ filtering, c) results of MF filtering 
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The errors (Normalised Mean Square Error NMSE) [5] of processing by MF+ and MF are 2.5 and 3.4 
respectively. The improvement in the replication of the image structure (contents) processed by MF+ 
equals approximately 30%. 
3. The statistical properties of MF+ 
For the analysis of the statistical properties of the described algorithm, it is suggested, as in other publi-
cations [3, 4], considering the following properties:  
1) The relation between the distribution of the signal at the MF+ output and the distribution of the 
input signal. 
2) The variance of the output for the input with the specified probability density function. 
The demanding for the quality of the algorithm can be defined twofold: 
1) The error between the distribution of the input signal and the output signal should be minimal 
leading to the best possible reproduction (unbiased) of the input signal at the output. 
2) The variance of the output signal should be minimal for the effective reduction of noise. 
It is obvious that these two points cannot be fulfilled simultaneously. 
3.1 Distribution analysis 
The relation between the distribution of the output signal and the distribution of the input signal is 
given by Equation (6) [3, 4] 
¦  
i
i
iC ĭȌ   (6) 
where <ҏdenotes the distribution of the output signal and ) ҏdenotes the distribution of the input signal. 
Equation (6) is correct for any probability density function of the input signal [3, 4]. 
In the case of the input signal with given probability density function, Equation (6) leads to the conclu-
sion: The processing errors will be small if (const ҏ ) - 6C
i
 )
i
) is minimal. The graph of a function (6) 
can be defined and the difference from the linearity can be examined for the estimation of the processing 
quality. If the signal with the specified probability density function is given then the probability density 
function of the random variable M ҏis defined by f(M). The probability for the discrete random variable is 
denoted by P(M=M
k
). The distribution is then 
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for the continuous and discrete random variable respectively. 
If the random variable is uniformly distributed then 
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)ĳ(f

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where the random variable is bĳa dd . The distribution (the continuous random variable) is 
ab
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Consequently, Equation (6) takes the form 
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and represents the same curve as Equation (6) with the argument 10 d)d , but the domain of < is now 
the uniform random variable adMdb. As it was stated above, the function <()) does not depend on the 
input distribution, therefore, the received result covers all distributions. It is sufficient for the determina-
tion of the considered digital filter to input the signal with the uniform distribution, then to evaluate the 
probability density function of the output (histogram), and to find the signal distribution by Equation (7). 
<[)(M)] should be a straight line for the ideal filter. The presented concept has been tested for the 1D 
median filter with the window 2v+1=9 (the 2D filter with the mask 3x3 pixels) and with the known func-
tion [3, 4] <()) = 126 )5 – 420 )6 + 540 )7 – 315 )8 + 70 )9. In Equation (10) a=0 and b=255 have 
been assumed.  Fig. 2 depicts the results. 
 
 
 
 
 
 
 
 
 
Fig.2. <()) for the input with any probability density function for the input with the uniform probability density function 
 
 
 
 
 
 
 
 
 
Fig.3. The distribution errors for the MF and MF+ algorithms 
 
The experimental curve in Fig. 2 is collinear with the theoretical curve. In the similar manner the MF+ 
filter was compared to MF. Both of them had the window length 2v+1=9. The input signal was with the 
uniform distribution with the parameters a=0 and b=255. The distribution )(M) of this signal is, obviously, 
a straight line. Fig. 3 depicts the results of the distribution errors for the analysed filters. These errors are 
defined 
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and Fig. 3 depicts following dependence G(M) = {['())MF - '())MF+ ] / '())max MF+ }  100% 
The curve in Fig. 3 exhibits the higher value of the distribution error for the MF algorithm. Its maximal 
value is approximately 4%, which means that MF+ has the lower nonlinear error of distribution about 4% 
than MF. 
3.2 The quality measurement of the MF+ algorithm by the PIF (Probabilistic Image Fidelity) criterion 
The most beneficial criterion for the measurement of the MF+ processing, in terms of structure preser-
vation of the input signal, as the author suggest, is the application of the PIF criterion [9, 10]. 
Many authors use the quality criteria for the analysis of the processing of the nonlinear digital filters, 
which definitions contains the parameters from the probabilistic theory [3, 6]. It must be underlined that it 
is considered here the quality criterion, which preserves the picture structure, but not, for instance, the 
efficiency in the noise reduction. One of such quality measures is the function, in which the distribution 
of the output signal depends on the distribution of the input signal [3, 4]. 
If the input signal is an independent random variable withdrawn from the same distribution (where )(M) 
denotes the cumulative distribution function and f(M) denotes the probability density function), it is possi-
ble to evaluate the cumulative distribution function at the output of the median filter. This relation is 
¦
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where 
N=2v+1 — the number of the picture elements covered by the window (aperture) of a filter, 
M — the (discrete) random variable; in the case of picture processing, it denotes the grey levels: 
integer M values M  ¢ 0 , L ². 
Equation (12) can be transformed to Equation (13) [4]: 
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The functions, which combine the distribution <v()) of the signal at the output of the filter with the 
distribution of the input signal for the MF filters (or the weighted median filter WMF with all weights 
equal 1) with the window covering 2v+1={3, 5} elements of the input picture, can be obtained for v=1, 2 
from Equation (13): 
<1(M) = 3)2(M) – 2)3(M),       <2(M) = 10)3(M) – 15)4(M) + 6)5(M) (14) 
It must be underlined that Equations (14) are universal and their forms do not depend on the kind of the 
distribution of the input signal. Similarly, the relations for WMF with the weights equal 1 can be easily 
obtained by the analytic calculations [3]. Although it is completely obvious, the case for the filter v=0 
(the filter window is one element length) is interesting. Then <0(M) = ) (M) what means that the filter 
transports the input signal without a change to the output. On the other hand, the higher degree of the 
polynomial (13), the worse replication of the structure of the input signals at the output. Fig. 4 depicts the 
curves from Equations (13) for  v = 0, 1, 2, 3, 4, f. 
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The nonlinear relation of < and ) stays in close link to the subjective measure of the image quality. It 
has been confirmed by numerous experiments carried out by the author and others [3, 7]. It can be also 
analytically proved that with the larger size of the window, there is worse replication of signal structure at 
the output. This statement is equivalent to the discussed nonlinearity of the relation < and ), where in 
Equation (13) v = (N – 1)/2 and N denotes the number of the elements of the window filter. 
After analysis of Equation (12) in relation to the specified MF filter, it can be stated that: 
The quality (fidelity) of the signal replication by the nonlinear filter, including the median filter, is the 
result of the degree of nonlinearity of the function linking the distribution of the output signal and the 
distribution of the input signal. 
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Fig.4. The function <v()) for v = 0, 1, 2, 3, 4, f 
 
In general, the polynomial (6) must be considered for any nonlinear algorithm of digital filter. The fol-
lowing measure PIF of the replication fidelity, incorporating the nonlinear function (6), can be proposed 
in reference to the fact that the quality of the output image relates to the amount of the difference of the 
curve <()) from a straight line 
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where < and ) denote and the distribution of the signal at the output and the distribution of the input 
signal respectively. Comparing the quality of the replication of the image structure, in the sense of the PIF 
criterion, for the 2D MF and MF+ algorithms, the quality coefficient has been evaluated theoretically for 
the former (Table I) and found experimentally for the latter (the algorithm described in 3.1). Additionally, 
the NMSE criterion and the MSE (Mean Square Error) one [5] have been compared for the test image 
(Fig. 1a), which was processed by the discussed algorithms. The final results are in Table1. 
Analysis of the results from Table 1 leads to the conclusions: In the sense of the PIF criterion, the qual-
ity of the MF and MF+ is similar, yet, in the sense of NMSE and MSE, the MF+ filters are significantly 
more efficient. It must be added that the subjective judgement of the processing effects is also beneficial 
for MF+. 
Table 1. The PIF coefficient and the NMSE and MSE values for the MF and MF+ algorithms 
Window 3x3 5x5 7x7 9x9 11x11 13x13 15x15 
Filter MF MF+ MF MF+ MF MF+ MF MF+ MF MF+ MF MF+ MF MF+
PIF 0,758 0,777 0,543 0,563 0,416 0,430 0,336 0,345 0,281 0,289 0,242 0,245 0,214 0,217
NMSE 3,10 2,70 3,40 2,50 3,30 2,31 3,17 2,18 3,15 2,17 3,07 2,12 3,06 2,12
MSE 23718 18505 23700 1700 23730 16500 23760 16250 23740 16202 23760 16270 23770 16316
 
It is reflective that the PIF coefficients of the compared algorithms are almost identical. It was stated 
above that PIF reflected the subjective judgement well. This fact can be explained: 
PIF represents the subjective judgement well, if the compared algorithms are completely different. The 
analysed case here is for very similar algorithms (the 2D median filtering) with the identical window sizes. 
One of these algorithms (MF+) has the modified way of location of the resulted samples in the output 
image. Therefore, it must be expected that MF and MF+ should have similar dependence of the distribu-
tion of the output signal on the distribution of the input signal. 
In conclusion, it can be stated that the MF and MF+ algorithms have similar probabilistic properties and 
MF+ degrades the structure of the processed image in significantly lower degree than MF. 
3.3 Variance 
The variance of the output signal, which is the second of the important parameters of the quality meas-
urement of filtering algorithms, has also been defined by the method described above. The presented 
algorithm of the analysis of the nonlinear digital filters has been completed with the variance definition 
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for the continuous and discrete random variable respectively. The continuous random variable has the 
probability density function f(M) and the discrete random variable takes the values Mi with the probability 
pi. Considering the variance at the output of the algorithm, its value has been determined for the input 
defined above, hence, the calculation relates to the reduction of the noise with the uniform probability 
density function. The test was carried out for the filter from 3.1.  It is obvious that the quality of the noise 
reduction is inversely proportional to the variance of the output signal. The evaluated variance of the MF+ 
output was worse (smaller) about 4% in relation to MF. 
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4. CONCLUSIONS 
In the article, the algorithm of the digital filtering based on the median definition has been presented. 
The modified median filter MF+ and the classical median filter MF have been compared in the sense of 
two stochastic criteria: the function combining the distribution of the input signal and the distribution of 
the output signal, and the variance of the output signal. The degree of the degradation of the processed 
image has been compared by the NMSE and MSE criteria. The examination of the MF+ and MF filters 
has been done for the input signal with the uniform probability density function, indicating the general 
type of the conclusions coming from such experiment. After the modification of the median algorithm, 
the linearity of the function (6) has been improved about 4%, but the variance at the output of MF+ has 
become worse about 4% (in both cases the window was with 2v+1=9 elements 2D). The MF+ filter keeps 
the structure of the original (unbiased) input signal intact better than MF, what was proved by the com-
parison of the NMSE and MSE errors. MF+ is better about 30%. The degree of the noise reduction is a bit 
worse for MF+. 
Taking into account the small benefit of the linearity of the distribution <()) as well as the similar loss 
in the variance coefficient at the output, but significant improvement in the NMSE and MSE coefficients, 
it can be asserted that the proposed MF+ algorithm adds to the development of the construction of the 
nonlinear algorithms of the digital filtering. 
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