We present a novel greedy Gauss-Seidel method for solving large linear least squares problem. This method improves the greedy randomized coordinate descent (GRCD) method proposed recently by Bai and Wu [Bai ZZ, and Wu WT. On greedy randomized coordinate descent methods for solving large linear least-squares problems.
INTRODUCTION
Linear least squares problem is a classical linear algebra problem in scientific computing, arising for instance in many parameter estimation problems. In the literature, several direct methods for solving this problem are studied. Such methods including the use of QR factorization with pivoting and the use of singular value decomposition (SVD) 1, 2 require high storage and are expensive when the matrix is large-scale. Hence, iterative methods are considered for solving large linear least squares problem, such as the famous Gauss-Seidel method 3 . Inspired by a work of Strohmer and Vershynin 4 which shows that the randomized Kaczmarz method converges linearly in expectation to the solution, Leventhal and Lewis 5 obtained a similar result for the randomized Gauss-Seidel (RGS) method, which is also called the randomized coordinate descent method. This method works on the columns of the matrix to minimize ‖ − ‖ 2 2 randomly according to an appropriate probability distribution and has attracted much attention recently due to its better performance; see for example [6] [7] [8] [9] [10] [11] [12] [13] [14] and references therein.
Recently, Bai and Wu 15 proposed a greedy randomized coordinate descent (GRCD) method by introducing an efficient probability criterion for selecting the working columns from the matrix , which avoids a weakness of the one adopted in the RGS method. The GRCD method is faster than the RGS method in terms of the number of iterations and computing time. By the way, the idea of greed applied in 15 has wide applications, see for example [16] [17] [18] [19] [20] [21] [22] [23] and references therein. In the present paper, we develop a novel greedy Gauss-Seidel (GGS) method for solving large linear least squares problem, which adopts a quite different way to determine the working columns of the matrix compared with the GRCD method and hence needs less computing time in each iteration; see the detailed analysis before Algorithm 2 below. In theory, we prove the convergence of the GGS method. In numerical experiments, we compare the performance of the GGS and GRCD methods using the examples from 15 . Numerical results show that, for the same accuracy, the GGS method requires almost the same number of iterations as that of the GRCD method, however, the GGS method spends less computing time in all the cases.
The rest of this paper is organized as follows. In Section 2, notation and some preliminaries are provided. We present our novel GGS method and its convergence properties in Section 3. Numerical experiments are given in Section 4.
NOTATION AND PRELIMINARIES
For a vector ∈ , ( ) represents its th entry. For a matrix = ( ) ∈ × , ( ) , ‖ ‖ 2 , and ‖ ‖ denote its th column, spectral norm, and Frobenius norm, respectively. Moreover, if the matrix ∈ × is positive definite, then we define the energy norm of any vector ∈ as ‖ ‖ ∶= √ , where (⋅) denotes the transpose of a vector or a matrix. In addition, we denote the identity matrix by , its th column by , the smallest positive eigenvalue of by min and the number of elements of a set  by ||.
In what follows, as done in 15 , we use ⋆ = † , with † = ( ) −1 being the Moore-Penrose pseudoinverse, to denote the unique least squares solution to the linear least squares problem:
where ∈ × is of full column rank and ∈ . As we know, the solution ⋆ ∶= arg min
is the solution to the following normal equation 24 for (1):
Based on the normal equation (2) OUTPUT:
Thus, combining (3) and (4), we can find that we can't make sure any column with the index from the index set  make the distance between +1 and be the largest when finding +1 . Furthermore, to compute , we have to calculate the norm of each column of the matrix .
A NOVEL GREEDY GAUSS-SEIDEL METHOD
Considering that a column with the index from the index set  in the GRCD method may make the distance between
+1
and not be the largest and to compute needs to calculate the norm of each column of the matrix , and inspired by some recent works on selection strategy for working index based on the maximum residual 20, 25, 26 , we design a new method which includes two main steps. In the first step, we use the maximum entries of the residual vector of the normal equation (2) to determine an index set  whose specific definition is given in Algorithm 2. In the second step, we capture an index from the set  with which we can make sure the distance between +1 and be the largest for any possible +1 . On a high level, the new method seems to change the order of the two main steps of Algorithm 1. However, comparing with the GRCD method, besides making the distance between +1 and always be the largest when finding +1 , we also do not need to calculate the norm of each column of the matrix any longer in Algorithm 2. Moreover, we can also find that the number of elements in set  may be less than the number of elements in set  , i.e., | | < | | because  is determined by the maximum entries of the vector . Consequently, our method can reduce the computation cost at each iteration and hence behaves better in the computing time, which is confirmed by extensive numerical experiments given in Section 4.
Based on the above introduction, we propose the following algorithm, i.e., Algorithm 2.
Algorithm 2. The GGS method
INPUT: ∈ × , ∈ , , initial estimate 0 OUTPUT:
Determine the index set of positive integers
End for
So the index set  in Algorithm 2 is nonempty for all iteration index .
Remark 2. Like Algorithm 1, we can use the values of
for̃ ∈  as a probability selection criterion to devise a randomized version of Algorithm 2. In this case, the convergence factor may be a little worse than that of Algorithm 2 because, for the latter, the index is selected based on the largest value of
for̃ ∈  , which make the distance between +1 and be the largest for any possible +1 .
In the following, we give the convergence theorem of the GGS method.
Theorem 1. The iteration sequence { } ∞ =0
generated by Algorithm 2, starting from an initial guess 0 ∈ , converges linearly to the unique least squares solution ⋆ = † and
and
Proof. From the update rule in Algorithm 2, we have
which implies that ( +1 − ) is parallel to ( ) . Meanwhile,
which together with the fact ⋆ = gives
and hence ( +1 − ⋆ ) is orthogonal to ( ) . Thus, the vector ( +1 − ) is perpendicular to the vector ( +1 − ⋆ ). By the Pythagorean theorem, we get
On the other hand, from Algorithm 2, we have
Thus, substituting (9) into (8), we obtain
For = 0, we have
, which together with a result from 18 :
is valid for any vector in the column space of , implies
Thus, substituting (12) into (10), we obtain
which is just the estimate (5). For ≥ 1, we have
Thus, substituting (14) into (10), we get
So the estimate (6) is obtained. By induction on the iteration index , we have the estimate (7).
Remark 3. Since 1 ≤ ≤ and min
Hence, the convergence factor of the GGS method is small when the parameters and are small. So, the smaller size of | | is, the better convergence factor of the GGS method is when is fixed. From the analysis before Algorithm 2, we know that the size of | | may be smaller than that of | |. This is one of the reasons that our algorithm behaves better in the computing time. , the right side of (6) is smaller than
Note that the error estimate in expectation of the GRCD method in 15 is
where = 1, 2, … . So the convergence factor of GGS method is slightly better for the above case.
NUMERICAL EXPERIMENTS
In this section, we report the numerical results of the GGS and GRCD methods for solving the linear least squares problem with the matrix ∈ × from two sets. One is generated randomly by using the MATLAB function randn, and the other includes some sparse matrices originating in different applications from 27 . To compare the GGS and GRCD methods fairly and directly, we use the examples from 15 .
We compare the two methods mainly in terms of the iteration numbers (denoted as "IT") and the computing time in seconds (denoted as "CPU"), and the IT and CPU listed in our numerical results denote the arithmetical averages of the required iteration numbers and the elapsed CPU times with respect to 50 times repeated runs of the corresponding methods. Furthermore, to give an intuitive compare of the two methods, we also present the iteration number speed-up of the GGS method against the GRCD method, which is defined as
and the computing time speed-up of the GGS method against the GRCD method, which is defined as
In addition, for the sparse matrices from 27 , we define the density as follows density = number of nonzero of an × matrix mn , and use cond(A) to represent the Euclidean condition number of the matrix . In our specific experiments, the solution vector ⋆ is generated randomly by the MATLAB function randn. For the consistent problem, we set the right-hand side = ⋆ . For the inconsistent problem, we set the right-hand side = ⋆ + 0 , where 0 is a nonzero vector belonging to the null space of , which is generated by the MATLAB function null. All the test problems are started from an initial zero vector 0 = 0 and terminated once the relative solution error (RES), defined by
, satisfies RES ≤ 10 −6 or the number of iteration steps exceeds 200, 000. For the first class of matrices, that is, the randomly generated matrices, the numerical results on IT and CPU are listed in Table 1 when the linear system is consistent, and in Table 2 when the linear system is inconsistent. From Tables 1 and 2 , we see that the GGS method requires almost the same number of iterations as that of the GRCD method, but the GGS method is more efficient in term of the computing time. The computing time speed-up is at least 1.626 (see Table 1 for the 4000 × 150 matrix) and at most 4.7632 (see Table 2 for the 2000 × 50 matrix). For the second class of matrices, that is, the sparse full column rank matrices from 27 , the numerical results on IT and CPU are listed in Table 3 when the linear system is consistent, and in Table 4 when the linear system is inconsistent. In both tables, the iteration numbers of the GGS and GRCD methods are almost the same except for the case of the matrix Trefethen_300, which is very ill-conditioned. But for all the matrices, the CPUs of the GGS method are smaller than those of the GRCD method, with the CPU speed-up being at least 1.5315 (the matrix abtahal in Table 3 ) and at most 11.2222 (the matrix divorce in Table 3 ). Therefore, in all the cases, although the GGS method requires almost the same number of iterations as that of the GRCD method except for a very special case, the former outperforms the latter in term of the computing time, which is consistent with the analysis before Algorithm 2.
