1. Introduction, Let A be an operator in a Hubert space H y and let u(t), 0 ^ t < <χ> be a strongly continuously differentiate function of t with values in H such that Au(t) is continuous. We say that u(t) has property S if, as t -> oo, it cannot vanish faster than every exponential, unless identically zero. A sufficient condition for all solutions of the abstract differential inequality
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PAUL J. COHEN AND MILTON LEES 1 1. Introduction, Let A be an operator in a Hubert space H y and let u(t), 0 ^ t < <χ> be a strongly continuously differentiate function of t with values in H such that Au(t) is continuous. We say that u(t) has property S if, as t -> oo, it cannot vanish faster than every exponential, unless identically zero. A sufficient condition for all solutions of the abstract differential inequality (1.1) \\Î I at to have property S was determined by P. D. Lax [1] , The required condition is that there exists an infinite sequence of lines parallel to the imaginary axis whose abcissae X n tend to -oo and on which the resolvent operator (A -λ)" 1 is uniformly bounded by some constant d~ι, and that supφ(ί) < d.
In this paper we give another sufficient condition for all of the solutions of (1.1) to have property S. We require that the operator A be symmetric, i.e., (Au,v) = (u, Av) , for all u and v in the domain of A, and that the function φ(t) be continuous and in L p (0, oo), for some p in 1 <g p ^ 2. Actually, under these conditions, we prove a slightly stronger result; namely, that there exist constants K > 0 and μ such that the non-trivial solutions of (1.1) satisfy || u(t) || ^ Ke μt . The restriction in Lax's result on the size of φ(t) cannot be lessened in general. For in the contrary case he constructed a solution of (1.1) that, as t -•> oo, behaves like exp ( -bt 2 ), b being a positive linear function of supφ(ί). It is therefore natural to ask whether there exist solutions of (1.1) which, as t -> oo, tend to zero faster than exp (-λ£ 2 ), for every λ > 0. We shall show that, at least for symmetric operators, this is only possible for the trivial solution. More generally, we obtain results that relate the rate of decay at infinity of the solutions of (1.1) to the asymptotic behavior of the function φ{t).
In the final portion of this paper we derive similar results for solutions of concrete parabolic differential inequalities. Results concerning the asymptotic behavior of solutions of parabolic partial differential ine- 2 Φ The estimate from below. Throughout this paper A will denote a symmetric operator in a Hubert space H, and u(t) will denote a strongly continuously differentiable function defined for 0 ^ t < oo with values in H such that Au(t) to continuous. We shall also assume that φ(t) is a positive continuous function belonging to L p (0, oo), for some p in the interval 1 ^ p ^ 2. THEOREM 1. // ^(£) is a solution of the abstract differential inequality 
Applying (2.3) to the first term on the right, we obtain
Similarly, we have
Entering the estimates (2.16) and (2.17) into the right side of (2.12), we find that (2.18)
\\E k v\\d t
Here we have made use of the inequalities || P k v \\ ^ \\v\\ and || R k v \\ S \\v\\. It follows from (2.9) that This inequality and (2.18) imply that
and therefore
Now, according to (2.10) and (2.11), f(a) ^> 1. Therefore if we make use of (2.5), we conclude from (2.19) that 1 _ 200/9 £ * ,
\\RMt)\\
provided that 800jθ 0 = 3. This completes the proof of the lemma.
LEMMA 2. Let v(t) satisfy the conditions of Lemma
As in the proof of Lemma 1, we have
Inserting the estimates (2.16) and (2.25) into the right side of (2.24), we conclude that 
Our assumption that φ(t) belongs to L p (0, °°), for some p in the interval 1 ^ p ^ 2, implies that σ converges. This is clear when p -1 since in this case the series has only a finite number of nonzero terms. Assume that 1 < p ^ 2. Applying Holder's inequality to (2.5), we obtain the nequality
where p~ι + q' 1 = 1. Therefore which, since q ^ p, implies that σ converges. Also, we note here that our assumption that φ(t) belongs to L p (0, oo), for some p in the interval 1 ^ p g 2, implies that there exist constants C λ and C 2 such that (2.29) φ{η)dη ^ dί + C 2 .
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From now on we shall assume that p has the fixed value p 0 . which is equivalent to (2.31).
To pass from the finite to the infinite dimentional case, we have to show that the cut-off parameter λ can be selected independently of the dimension of the space F. 
Proof. Define w(t) = v(l -t). Then w(t) is a solution of the differential inequality

L || v(l)|| J
Thus if λ is chosen smaller than the right side of (2.41), then the desired inequality (2.38) holds. for I h I < J. We assume that the point t -1 is included in the subdivision. Let G be the subspace of H generated by w(0), u(Δ), u(2d), » ,tt(fc). Let A Q = EA, where E is the projection of H onto the subspace G. Clearly, the operator A o restricted to the subspace G is symmetric.
For any subdivision point jΔ, we have
where M is the infimum of φ{t) || u(t) || for 0 ^ t g k. Let t^0(ί) be equal 
By Lemma 4, there is a λ = λ(|| %(0) ||, || ^(1) ||, 2φ(t)) such that (3.6) \\PsflΦ)\\^\\BsMl)\\
Now we observe that the lemmas of the preceding section remain valid when v(t) has a right derivative everywhere and is continuously differentiate, except at a finite number of points. Once this observation is made, we can conclude from (3.5), (3.6) and Lemma 3 that Letting Δ->0, we conclude that l^ί ^ fe, which is easily seen to imply the inequality (2.2) of Theorem 1.
In the proof of Theorem 1 we tacitly assumed that u(t) never vanishes. The proof of this fact is easy. For let t 0 denote the first value of t for which u(t) is zero. Since u(0) Φ 0, t 0 > 0. According to Theorem 1, we have || u(t) || ^ Ke μ \ for 0 ^ t < t 0 , which shows that u(t) cannot possibly vanish at ί 0 .
4 An A priori inequality* In this section we derive an a priori inequality for a class of functions with a prescribed rate of decay at infinity. Proof. We may assume that U(t) vanishes for all sufficiently large values of t. For in the general case we can approximate U by the sequence U n (t) = ξn(t)U(t),ξ n (t) being a C°° function equal to one for t ^ n, zero for t ^ n + 1 and 0 ^ f n ^ 1 in between. As ^ -> oo, the inequality (4.3) for U n goes over into (4.3) for U. Now consider the integral I=(> >ll4£-Al7||\tt. (4.5) / 2: _2("WAL, M F + A v)dt .
LEMMA 5. Let ψ(t) belong to
| dt
If we make the transformation U(t) = e~β W V(t), then
We have
The first integral on the right vanishes since F(ί) has compact support. Hence Proof. Since φ e L 2 (0, oo), it follows from (4.1) that (we take f = φ)
for every λ > 0. Let ζ(t) be a C°° function equal to one for 0 < 2ε g t, equal to zero for 0 ^ t ^ ε and 0 ^ ζ ^ 1 in between. Set U(t) = ζ(t)u(t). Because of (5.3) and the fact that all of the conditions of Lemma 5 are met, and therefore
Jε || dt || + \~f(t)\\u(t)\\*dt.
J 2S
If λ ^ 2 then
Using the monotonic character of β{t), we get from (5.5) that
Since β(2ε) -β(Sε) -* -co as λ-* oo, it follows from (5.5) that
\~Φ*(t)\\u(t)\\*dt = O.
J3ε
Therefore w(t) = 0 for t Ξg 3ε. Since ε is arbitrary, u{t) vanishes identically for 0 ^ t < oo.
In much the same way we can prove the following result for bounded Φ. 
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The function σ(t) is non-decreasing provided that γ and λ are nonnegative. We also note that 
Proof. The integrals on the right side of (6.9) are finite because of (6.7) and (6.8). As in Lemma 5, we may assume that Z(t) is identically zero for all sufficiently large values of t. Set Z(t) -e~σ U) V(t). Then if J denotes the integral on the left side of (6.9), we have
Integrating by parts and using the fact that V(t) has compact support, we find that (6.11) _ 2 J>-1 (ί)(i^, V^L)dt = X^Γ-\t)e^ψ(t) \\ Z \\ldt.
In proving (6.11) we have made use of (6.6).
Since L is real and symmetric, we have In view of (6.2) and (6.4) we have (V, LV) ^ -m || V\\\, so that (6.13) implies that (6.14) _2(>-1 (ί)f-^, Lv)dt ^ γm \~ Γ-\t)e 2σ{t ψ(t) \\ Z\\\dt . Jo \ at / Jo at Combining (6.10), (6.11) and (6.14), we get (6.9). Theorem 5 follows from Lemma 6 in much the same way that Theorem 2 follows from Lemma 5, and for this reason the proof will be omitted.
If in Theorem 5 we only assume that Φ(t) is bounded, then we can deduce from Lemma 6 that only the trivial solution of (6.15) can vanish faster than exp(-λt 2 ), for every λ > 0. 
