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Electronic states associated with a chain of magnetic adatoms on the surface of an ordinary s-
wave superconductor have been shown theoretically to form a one dimensional topological phase
with unpaired Majorana fermions bound to its ends. In a simple 1D effective model the system
exhibits an interesting self-organization property: the pitch of the spiral formed by the adatom
magnetic moments tends to adjust itself so that electronically the chain remains in the topological
phase whenever such a state is physically accessible. Here we examine the physics underlying
this self-organization property in the framework of a more realistic 2D model of a superconducting
surface coupled to a 1D chain of magnetic adatoms. Treating both the superconducting order and the
magnetic moments selfconsistently we find that the system retains its self-organization property, even
if the topological phase extends over a somewhat smaller portion of the phase diagram compared
to the 1D model. We also study the effect of imperfections and find that, once established, the
topological phase survives moderate levels of disorder.
I. INTRODUCTION
Even though tantalizing experimental signatures of
Majorana particles have been reported in semiconduc-
tor quantum wires1–7, there has been much less tangi-
ble progress to date in exploring and confirming their
exotic physical properties or harnessing their potential
for technological applications. Further progress will be
achieved by perfecting the existing devices and by en-
gineering new systems which harbor unpaired Majorana
zero modes and are amenable to a wide range of experi-
mental probes. Indeed there is no shortage of theoretical
proposals to implement and probe Majorana particles in
solid state systems8–11.
A specific system that we study in this paper con-
sists of a chain of magnetic atoms, such as Fe, Cr or
Gd, deposited on the atomically flat surface of an ordi-
nary s-wave superconductor such as Pb or Nb, as illus-
trated in Fig. 1. It has been shown previously that if
the magnetic moments in the adatom chain form a spi-
ral with the correct pitch, the Shiba states12–15 (that
form inside the SC gap in response to the magnetic mo-
ments) can give rise to an effective 1D topological super-
conductor (TSC) with Majorana fermions bound to its
ends16–20. In practice such systems can be engineered
and probed by scanning tunneling microscopy21 and pre-
liminary spectroscopic evidence for zero modes has in-
deed been reported22. Unlike other proposals for Ma-
jorana fermions this system does not rely on a strong
spin-orbit coupling (SOC) to produce a 1D topological
state. Instead, the exchange coupling of the electrons to
the magnetic moments mimics the effect of SOC when
viewed in the reference frame rotating along with the
spiral. Thus, the parameter relevant to the topological
phase is not the SOC strength λ but the exchange cou-
pling J which can be large in solids, potentially leading
to a more robust protection of the Majorana zero modes.
Recently, a convenient way to effect Majorana fermion
braiding in this setup has been proposed23.
Another interesting feature of the system is its self-
organization property24–26. As we shall review in more
detail below, in a model describing the magnetic mo-
ments interacting with a superconductor, the spiral pitch
G must be in a certain relationship with the electron
chemical potential µ for the system to exhibit the topo-
logical phase. The spiral pitch G in turn depends on
the coupling between the moments that is typically me-
diated by the electrons in the substrate. A priori it is
not at all clear that the resulting equilibrium G will have
the correct value to bring about the topological phase.
It is found24–26, however, that at least in a simple 1D
model the spiral pitch that minimizes the system energy
is exactly the one required for the topological phase to
emerge – remarkably, the system wants to be topological.
Recently, it has been argued27 that the self-
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FIG. 1: Schematic depiction of the system: adatoms with
magnetic moments forming a spiral on the surface of a super-
conductor. Suppression of the superconducting order param-
eter ∆(r), calculated as described in Section III below, is also
shown.
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2organization property described above might only be ef-
fective in a purely 1D model and may thus not be relevant
to a real experimental system that involves a 2D super-
conducting surface. The key insight behind Refs. 24–26
is that the spiral ordering vector G will coincide with
2kF of the underlying normal electron gas because in 1D
its static spin susceptibility χ(q) peaks at q = ±2kF .
This behavior is only slightly modified by the inclusion
of the superconducting order. In a 2D electron gas, how-
ever, χ(q) has only an inflection point at 2kF and there
is thus no reason to expect spiral ordering at G ≈ 2kF .
The authors of Ref. 27 suggested introducing SOC into
the 2D problem to restore the spiral ordering. They also
pointed out that small amounts of disorder, especially in
the adatom positions, could destroy the spiral ordering
and thus the topological phase.
With the goal of addressing the fate of the self-
organization property away from a simple 1D model we
perform a study here of a realistic lattice model (similar
to Ref. 18) describing a 2D superconducting surface with
electrons coupled to a 1D chain of magnetic moments
positioned commensurately with the ionic lattice of the
substrate. We consider both periodic and open ended
chains, solving selfconsistently for the SC order param-
eter and the spiral pitch G. Our main finding is that
the self-organization property previously established in
a purely 1D model24–26 persists more or less intact in a
model that takes into account the 2D geometry of the SC
surface. A simple intuitive picture behind this result can
be given as follows. As is well known from the physics of
1D quantum wires28,29, for the system to be in the topo-
logical phase the magnetic gap must dominate over the
SC gap ∆. In our present setup this translates into the
requirement that the exchange coupling J must be larger
than the SC pairing scale ∆. In this limit, each magnetic
moment acts as a strong pair breaking defect. A line of
such strong pair breakers then locally suppresses ∆(r)
essentially to zero as illustrated in Fig. 1. This “trench”
in the SC pair potential hosts low-energy electron states
that can be viewed as a 1D electron system described
effectively by the same model as discussed in Refs. 24–
26. The self-organization property of the 1D system is
therefore recovered at the energy scales below the bulk
superconducting gap ∆0.
We also study the effects of disorder and find that it
has only a mild effect on the stability of the topological
phase. In a realistic system magnetic adatoms will be
registered to the minima of the local surface potential
which is necessarily commensurate with the underlying
ionic lattice of the substrate. For this reason we feel that
the positional disorder of the type emphasized in Ref. 27
should not be relevant to the physical system. In our
lattice model we study the substrate disorder (modeled
by local variations in the chemical potential µ) and dis-
order in the exchange couplings J . Weak and moderate
strengths of these lead to local deviations away from the
perfect spiral order which however do not affect the Ma-
jorana end states. Strong disorder causes a proliferation
of domain walls in the spiral order and the eventual de-
struction of the topological phase.
II. THE MODEL AND ITS BASIC PROPERTIES
We describe the surface of a superconductor by a tight-
binding model for electrons on the square lattice coupled
to magnetic moments Si associated with adatoms. The
normal state is described by the Hamiltonian
H0 = −
∑
ijσ
tijc
†
iσcjσ−µ
∑
iσ
c†iσciσ+J
∑
i∈I
Si·(c†iσσσσ′ciσ′)
(1)
Here c†jσ creates an electron with spin σ on site j of the
square lattice containing N = Lx×Ly sites, J stands for
the exchange coupling constant and σ = (σx, σy, σz) is
the vector of Pauli spin matrices. Magnetic moments of
adatoms Si are assumed to live on a single row of lattice
sites denoted by I as indicated in Fig. 2a. We take the
surface to lie in the xy plane with the line of adatoms
along the x direction. In the following we shall consider
periodic boundary conditions along y and both periodic
and open boundary conditions along x. We also note
that for Ly = 1 one recovers the 1D model studied in
Refs. 24–26.
Superconducting order is introduced by assuming
an on-site attractive interaction between electrons
parametrized by V > 0
H = H0 − V
∑
j
nj↑nj↓, (2)
with njσ = c
†
jσcjσ the number operator. We treat the
interaction within the standard Bogoliubov-de Gennes
(BdG) formalism by decoupling the four-fermion term in
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FIG. 2: a) The tight binding lattice with a row of magnetic
moments used in our numerical simulations. b) The normal
state electron spectrum in the 1D limit for J = 0 and c) for
J > 0.
3the particle-particle channel. This leads to the second
quantized BdG Hamiltonian of the form
H = H0 +
∑
j
(
∆jc
†
j↑c
†
j↓ + h.c.−
1
V
|∆j |2
)
. (3)
with
∆j = V 〈cj↑cj↓〉 (4)
the SC order parameter. The expectation value in Eq.
(4) is taken in the ground state of the BdG Hamiltonian
(3). In the following Section we will solve Eqs. (3) and
(4) by selfconsistent iteration for various system geome-
tries, boundary conditions and magnetic moment config-
urations.
In Refs. 24–26 it was assumed that the adatom mag-
netic moments form a coplanar spiral at wavevector G,
Sj = S[cos (Gxj),− sin (Gxj), 0], (5)
where (xj , yj) are the coordinates of site j . We note that
since the model under consideration has a full SU(2) spin
symmetry, assuming the moments to rotate in the xy
plane does not lead to any loss of generality. By a simul-
taneous global SU(2) rotation of the magnetic moments
and the electron spins one can rotate the spiral into an
arbitrary plane. For the most part in the following we
shall continue using Eq. (5) with G a free parameter to
describe the magnetic moments. In Section IIIB, where
we study the effect of disorder, we will however relax this
assumption and let each moment Sj equilibrate individ-
ually. For a clean system this procedure confirms in an
unbiased way that a coplanar spiral state indicated in Eq.
(5) corresponds to the true ground state of the system.
For a spiral configuration of the adatom magnetic mo-
ments given by Eq. (5) and with periodic boundary condi-
tions along x it is expedient to perform a spin-dependent
gauge transformation17,
cj↑ → cj↑e i2Gxj , cj↓ → cj↓e− i2Gxj , (6)
upon which the Hamiltonian becomes translationally in-
variant (with a unit cell consisting of Ly sites transverse
to the adatom chain). The transformation in Eq. (6) has
the effect of aligning the local spin quantization axis with
the direction of Sj . The Hamiltonian becomes
H0 = −
∑
ijσ
tije
− i2σG(xi−xj)c†iσcjσ − µ
∑
iσ
c†iσciσ
+JS
∑
i∈I
(c†iσσ
x
σσ′ciσ′) (7)
with the pairing term unchanged. In the spin reference
frame rotating with the spiral the effective hopping term
t˜σij = tije
− i2σG(xi−xj) is spin dependent and can be inter-
preted as containing an effective SOC. The last term in
Eq. (7) represents a uniform Zeemann field of strength
JS pointed along the σx direction on the adatom sites.
In the 1D limit Ly = 1 the transformed Hamiltonian
represents a lattice version of the quantum wire model
with SOC and superconducting order28,29 that forms the
theoretical basis for the existing experiments reporting
Majorana zero modes1–7. To see the relation more clearly
one can pass to the Fourier representation; the full Hamil-
tonian then becomes
H =
∑
q
[
ξ(q)c†qσcqσ + b(q)c
†
qσσ
z
σσ′cqσ′ (8)
+ JSc†qσσ
x
σσ′cqσ′ + (∆c
†
q↑c
†
−q↓ + h.c.)
]
.
In the above we have assumed a uniform SC order pa-
rameter along the chain, ∆j = ∆ and defined quantities
ξ(q) =
1
2
[0(q −G/2) + 0(q +G/2)]− µ, (9)
b(q) =
1
2
[0(q −G/2)− 0(q +G/2)] (10)
with 0(q) = −
∑
j t0je
iqxj . The latter should be thought
of as the normal-state dispersion in the absence of the
exchange coupling and becomes simply 0(q) = −2t cos q
in the case of nearest neighbor hopping. When J is non-
zero the normal state-dispersion of H becomes
(q) = ξ(q)±
√
b(q)2 + J2S2, (11)
and the exchange coupling is seen to open a gap 2JS
at q = 0, pi. Assuming for simplicity that tij = t for
nearest neighbor sites and is zero otherwise the dispersion
is plotted in Fig. 2c.
An important feature to notice is that when the chem-
ical potential µ lies inside the gap then there exists a
single non-degenerate Fermi point in the right half of the
Brillouin zone. According to the Kitaev criterion30 one
expects the system to become a 1D topological supercon-
ductor upon the inclusion of the superconducting order.
Combining Eq. (11) with (9) we find that the chemical
potential must satisfy
|µ± 0(G)| < JS (12)
for the system to be in the topological phase (assuming
∆ to be small). If G is considered a fixed parameter
then the chemical potential must be adjusted rather ac-
curately (e.g. by external gating) to lie in the magnetic
gap. In practice, it is not clear how one would do this for
adatoms on the surface of a superconductor. However,
as pointed out in Refs. 24–26, G should be viewed as a
free parameter which adjusts itself so as to minimize the
system free energy (or its ground state energy at T = 0).
It turns out that in 1D the equilibrium value of G is given
by
± 0(G) ≈ µ, (13)
implying that the condition (12) is always satisfied. Re-
markably, in 1D the spiral pitch G assumes that value
4which for a given chemical potential µ produces the topo-
logical phase24–26. This happens for all values of the
chemical potential for which a solution of Eq. (13) for G
exists; the solution will not exist e.g. when µ lies outside
of the band in which case the system is a band insulator.
As argued in Refs. 24–26, the reason behind this in-
teresting behavior has to do with the form of the static
spin susceptibility χ(q) of electrons in one dimension. Al-
ternately, one can make a simple energy based argument
appealing to the dispersion displayed in Fig. 2b,c. When
the magnetic gap opens up at q = 0 the kinetic energy
will be minimized when the occupied levels are pushed
down in energy and empty levels are lifted up. A mo-
ment’s reflection reveals that this happens precisely when
for a given G the chemical potential µ lies at the inter-
section of the J = 0 bands marked as dashed lines in
Fig. 2c. But this is exactly the condition indicated in
Eq. (13). One can turn this around and see that for a
given µ the spiral pitch G minimizing the ground state
energy will be the one satisfying the same Eq. (13).
In this study we are interested in the fate of the self-
organization phenomenon described above in the limit
Ly  1, corresponding to a 1D magnetic adatom chain
positioned on a 2D superconducting surface. Since the
translation invariance in the y direction is now broken by
the presence of adatoms it is no longer possible to find
simple analytic forms for the quasiparticle dispersion in
this case and we will rely primarily on numerical simu-
lations. Also, as we shall see, the interplay between the
magnetic ordering close to the chain and the bulk super-
conductivity away from it will play an important role in
the 2D problem and it is of key importance to treat the
superconducting order parameter selfconsistently. The
picture that emerges from these simulations is that of a
1D wire with predominantly magnetic order and a small
SC gap embedded in a bulk 2D superconductor.
III. NUMERICAL RESULTS
In this Section we present the results of our numerical
simulations of the model defined by Hamiltonian Eq. (3)
in various 2D geometries and parameter regimes. We ex-
plore the system phase diagram, stability of the magnetic
spiral with respect to disorder as well as the robustness
of Majorana zero modes.
A. Periodic boundary conditions
We start by considering Hamiltonian Eq. (3) with the
magnetic moments arranged in a spiral Eq. (5) on a Lx×
Ly lattice with periodic boundary conditions along both
x and y. After the gauge transformation indicated in
Eq. (6) we are thus led to the Hamiltonian Eq. (7). The
latter is translation invariant along the x direction and it
is convenient to perform a partial Fourier transformation
cjσ =
∑
k
eikxjcyjσ(k), (14)
where index yj now labels sites along the direction per-
pendicular to the magnetic chain. In the following we
shall drop the subscript j and label the the sites simply
by y. In this representation the full BdG Hamiltonian
becomes block diagonal in k and can be written as
H =
∑
k
∑
y,y′
Ψ†y(k)Hyy′(k)Ψy′(k), (15)
where Ψy(k) = [cy↑(k), cy↓(k), c
†
y↓(−k),−c†y↑(−k)]T is
the Nambu spinor and each Hyy′(k) is a 4 × 4 matrix
in the combined spin and Nambu spaces. The latter has
the following structure
Hyy′(k) =
(
hyy′(k) δyy′∆y
δyy′∆
∗
y −σyh∗yy′(−k)σy
)
, (16)
where hyy′(k) is the 2 × 2 matrix (in the spin space)
representing the normal state Hamiltonian (7) and ∆y is
the order parameter proportional to the unit matrix in
the spin space.
The problem at hand is solved by assuming an initial
profile of the order parameter ∆y and finding the eigen-
vectors and eigenvalues of Hyy′(k),∑
y′
Hyy′(k)Φy′(k) = E(k)Φy(k), (17)
by exact numerical diagonalization. For each k the size
of the matrix to be diagonalized is 4Ly. Given the set of
Φy(k) and E(k) one can then use the gap equation (4) to
compute the new order parameter profile ∆y and iterate
this procedure to selfconsistency. Typical profiles of the
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FIG. 3: Superconducting order parameter ∆y obtained
through the selfconsistent solution of Eq. (17) for a 100× 20
system with V = 3.6, JS = 2 and values of µ indicated in the
legend. The spiral pitch used here corresponds to the global
minimum of the energy Eg(G) defined in Eq. (18).
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FIG. 4: The phase diagram of the system with periodic boundary conditions described by Hamiltonian (15) for pairing strength
V = 3.6 and system size Lx = 100, Ly = 20. For each value of the chemical potential µ and the exchange coupling JS we list
three quantities obtained through the selfconsistent numerical procedure described in the text: the Majorana numberM = ±,
the spiral pitch G∗ and the quasiparticle excitation gap ∆qp. The phases are as follows: gapped antiferromagnet (orange),
gapped ferromagnet (yellow), topological spiral phase (blue), trivial spiral phase (white) and gapless ferromagnet (green).
superconducting order parameter ∆y obtained by this
procedure are displayed in Fig. 3. We observe a strong
suppression of ∆y along the magnetic chain. We also
note that the strongest suppression occurs for the spiral
pitch G that minimizes the system energy, as discussed
in more detail below. The important low energy degrees
of freedom can be thought to live inside this potential
well.
We perform this selfconsistent iteration for a fixed set
of parameters V , µ and JS, expressed in units of the
nearest neighbor hopping amplitude t (which we set to
1) and cycle through all values of the spiral pitch G con-
sistent with the periodic boundary conditions. For each
such G we denote the corresponding manybody ground
state by |ΨG〉 and evaluate the ground state energy
Eg(G) = 〈ΨG|H|ΨG〉. (18)
In the ground state and at suitably low temperatures
T we expect the magnetic moments to form a spiral at
wavevector G∗ that minimizes Eg(G).
Written in the representation (15) our Hamiltonian can
be viewed as describing a 1D system (along x) with 2Ly
transverse bands. To determine whether or not the elec-
trons form a topological phase we use Kitaev’s criterion30
and compute the Majorana number given by
M = sgn[Pf(H˜(0))Pf(H˜(pi))]. (19)
Here Pf indicates the Pfaffian and H˜(k) denotes the
Hamiltonian matrix Hyy′(k) written in the Majorana
representation, i.e. as a purely imaginary, antisymmet-
ric hermitian matrix. The structure of Hyy′(k) displayed
in Eq. (16) guarantees that a unitary transformation al-
ways exists that brings it to this form. M = −1 indi-
cates the topological phase in which unpaired Majorana
zero modes are bound to the ends of the chain with open
boundary conditions while M = +1 indicates the trivial
phase30.
Results of our numerical calculations for the system
with periodic boundary conditions are summarized in
Fig. 4. This should be viewed as a phase diagram in the
space of the exchange coupling J and the chemical poten-
tial µ for a fixed value of the pairing interaction strength
V = 3.6. Fig. 4 shows one quadrant of the J − µ space
but the remaining three quadrants can be obtained by
simply reversing the signs of J and µ. The phase dia-
gram shares a number of features with the 1D system
discussed previously26. For a given size of the SC gap
the exchange coupling strength JS must exceed a cer-
tain critical value to produce the spiral topological phase
(rendered in blue). Close to the half filling (µ = 0) the
system tends to be antiferromagnetic while for the chemi-
cal potential close to the bottom of the band a gapless fer-
romagnetic phase prevails. Inside the topological phase
the equilibrium spiral pitch G∗ evolves continuously as
a function of µ and exhibits the self-organization prop-
erty noted in connection with 1D systems24–26. There
6are also significant differences; while in 1D the topologi-
cal phase extends to an arbitrarily large values of JS here
it occurs only over a limited range of exchange couplings
JS ' 1.6− 3.0. For larger values we find a direct transi-
tion from an AF insulator to an FM metal. For smaller
values JS < 1.6 we find an insulating FM state near
the half filling followed by a topologically trivial spiral
phase and an AF phase. In this regime the magnetic pair
breaking effect is not sufficiently strong to significantly
suppress ∆ along the chain and create the effective 1D
wire geometry. Consequently, the self-organization prop-
erty fails to produce the topological phase.
Several remarks are also in order. Most of the phase
transitions indicated in Fig. 4 are first order with the
spiral pitch undergoing a discontinuity. The exceptions
are transitions from the topological phase to the trivial
spiral phase (white) and gapless FM phase (green) which
appear to be continuous within our resolution. The FM
phase shows M = −1 but a systematic investigation of
larger system sizes indicates that it is a gapless metal-
lic phase so the nontrivial topological invariant is not
physically significant. In general excitation gaps ∆qp
listed in Fig. 4 that are smaller than ∼ 0.10 are diffi-
cult to distinguish from the finite-size gaps inherent in
our calculation. For this reason we have performed cal-
culations with Lx up to 1000 for some of the parameter
values where the nature of the phase was in doubt. The
assignment of phases in Fig. 4 takes into account this
additional work and we consider it reliable even when
small values of ∆qp are displayed. Band structures E(k)
typical of various phases are shown in Fig. (5). In all
cases we see a distinctive band of Shiba states associated
with the magnetic moments with energies inside the bulk
gap. The wavefunctions of these in-gap states are essen-
tially one-dimensional with the largest amplitude along
the chain and decay exponentially away from it. It is
these Shiba states that can be described by the effective
1D model24–26 and give rise to Majorana zero modes in
the geometry with open boundary conditions.
The phase diagram displayed in Fig. 4 shows that in
the 2D system under consideration the spiral topological
phase discussed in the context of the 1D model24–26 sur-
vives even though its extent is somewhat reduced com-
pared to the 1D case. This is perhaps to be expected
given the additional constraints imposed on the 2D sys-
tem discussed in Ref. 27. A question that one may ask
now is how robust is the topological phase in Fig. 4 with
respect to changes of various system parameters. One
could, for instance, consider more complicated electron
band structures in the substrate superconductor and ad-
ditional effects of the adatoms beyond the exchange cou-
pling. Since the physics driving the spiral formation has
to do with the low energy degrees of freedom (those be-
low the bulk SC gap ∆) we do not expect the substrate
band structure to significantly affect the phase diagram.
In the remainder of this subsection we thus explore the
effect on the topological phase of the local change of the
scalar potential imparted on the electrons by adatoms.
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FIG. 5: Band structures E(k) of the system obtained from
Eq. (17) for a 100 × 20 system with V = 3.6, JS = 2 and
the spiral pitch G∗. The values of µ indicated in the legend
correspond to the AF insulator (top), topological spiral phase
(middle) and FM metal (bottom). The in-gap Shiba states
are shown in red.
We model this by a term
δH = −δµ
∑
i∈I
niσ (20)
that we add to the Hamiltonian (3). We have explored
the phase diagram for various values of δµ ∈ (−0.5, 0.5)
and found that although the shape, size and position of
the topological phase are affected to some extent, the gen-
eral topology of the phase diagram remains unchanged.
Positive values of δµ tend to enlarge the topological phase
while negative values reduce its extent. This can be un-
derstood by noting that positive δµ has the effect of de-
pleting electrons from the chain and thus locally sup-
pressing ∆(r). This in turn produces a better defined
1D structure which, as we discussed, tends to support
the topological phase. An example of the phase diagram
modified by δH is given in Fig. 6.
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L=100, M=20, V=3.6
μ JS = 1.2 JS = 1.4 JS = 1.6 JS = 1.8 JS = 2.0 JS = 2.2 JS = 2.4 JS = 2.6 JS = 2.8 JS = 3.0
0.0 + 0.00 0.81 + 0.00 0.49 + 3.14 0.37 + 3.14 0.57 + 3.14 0.73 + 3.14 0.88 + 3.14 1.01 + 3.14 1.13 + 3.14 1.23 + 3.14 1.33
0.2 + 3.14 0.96 + 0.00 0.45 + 3.14 0.31 + 3.14 0.52 + 3.14 0.69 + 3.14 0.84 + 3.14 0.98 + 3.14 1.10 + 3.14 1.21 + 3.14 1.31
0.4 + 3.14 0.96 + 3.14 0.54 + 3.14 0.22 + 3.14 0.46 + 3.14 0.64 + 3.14 0.80 + 3.14 0.94 + 3.14 1.07 + 3.14 1.18 + 3.14 1.28
0.6 + 3.14 0.95 + 3.14 0.57 + 3.14 0.11 + 3.14 0.39 + 3.14 0.59 + 3.14 0.75 + 3.14 0.90 + 3.14 1.03 + 3.14 1.15 + 3.14 1.25
0.8 + 3.14 0.92 + 3.14 0.57 + 3.14 0.15 + 3.14 0.31 + 3.14 0.53 + 3.14 0.70 + 3.14 0.86 + 3.14 0.99 + 3.14 1.12 + 3.14 1.22
1.0 + 3.14 0.87 + 3.14 0.55 + 3.14 0.19 − 1.63 0.36 + 3.14 0.47 + 3.14 0.66 + 3.14 0.81 + 3.14 0.95 + 3.14 1.08 + 3.14 1.18
1.2 + 3.14 0.82 + 2.64 0.53 + 2.26 0.23 − 1.51 0.31 − 1.38 0.51 + 3.14 0.62 + 3.14 0.78 + 3.14 0.92 + 3.14 1.04 + 3.14 1.15
1.4 + 2.76 0.76 + 2.51 0.50 + 2.26 0.24 − 1.51 0.24 − 1.26 0.45 − 1.26 0.54 + 3.14 0.76 + 3.14 0.90 + 3.14 1.02 + 3.14 1.13
1.6 + 2.89 0.70 + 2.51 0.46 + 2.39 0.21 − 1.51 0.17 − 1.26 0.37 − 1.13 0.52 − 1.01 0.43 + 3.14 0.90 + 3.14 1.02 + 3.14 1.12
1.8 + 3.14 0.73 + 2.76 0.40 + 2.39 0.17 − 1.63 0.10 − 1.13 0.32 − 1.01 0.46 − 0.88 0.42 − 0.75 0.30 + 3.14 1.05 + 3.14 1.14
2.0 + 3.14 0.77 + 3.14 0.53 + 3.14 0.27 − 1.88 0.07 − 1.26 0.24 − 1.01 0.38 − 0.75 0.38 − 0.63 0.26 − 0.50 0.17 + 3.14 1.15
2.2 + 3.14 0.87 + 3.14 0.66 + 3.14 0.41 − 1.88 0.09 − 1.26 0.21 − 0.88 0.32 − 0.75 0.36 − 0.50 0.20 − 0.25 0.10 − 0.00 0.01
2.4 + 3.14 1.00 + 3.14 0.84 + 3.14 0.63 + 3.14 0.37 − 1.26 0.19 − 0.88 0.28 − 0.63 0.29 − 0.50 0.22 − 0.00 0.02 − 0.25 0.12
2.6 + 3.14 0.98 + 3.14 0.90 + 3.14 0.79 + 3.14 0.63 − 1.38 0.21 − 1.01 0.26 − 0.75 0.30 − 0.38 0.16 − 0.25 0.13 − 0.00 0.08
2.8 + 3.14 0.91 + 3.14 0.86 + 3.14 0.79 + 3.14 0.70 − 1.13 0.21 − 0.88 0.25 − 0.63 0.23 − 0.25 0.09 − 0.00 0.04 − 0.13 0.04
3.0 + 3.14 0.82 + 3.14 0.79 + 3.14 0.75 + 3.14 0.69 − 1.01 0.23 − 0.63 0.24 − 0.00 0.02 − 0.13 0.04 − 0.00 0.07 − 0.00 0.12
3.2 + 3.14 0.72 + 3.14 0.70 + 3.14 0.67 + 3.14 0.64 − 0.75 0.22 − 0.38 0.13 − 0.13 0.10 − 0.00 0.12 − 0.00 0.07 − 0.00 0.01
3.4 + 2.89 0.60 + 3.02 0.59 + 3.14 0.57 − 0.50 0.16 − 0.25 0.10 − 0.00 0.10 − 0.00 0.06 − 0.00 0.02 − 0.00 0.04 − 0.00 0.10
3.6 + 2.14 0.46 + 2.14 0.44 + 2.26 0.42 − 0.25 0.08 − 0.00 0.07 − 0.00 0.03 − 0.00 0.01 − 0.00 0.07 − 0.00 0.11 − 0.00 0.05
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FIG. 6: The phase diagram of the system with periodic boundary conditions. All parameters are the same as in Fig. 4 except
there is an additional scalar potential δµ = 0.5 on the magnetic sites as described by Eq. (20). The blue line outlines the
topological phase from Fig. 4 for comparison.
B. Open boundary conditions
Simulations with open boundary conditions along x are
numerically more costly (one must diagonalize a matrix
of the size 4LxLy) but they allow one to directly investi-
gate the Majorana zero modes as well as to address the
effects of disorder. As an added bonus we can explicitly
validate the assumption that the magnetic spiral repre-
sents the true ground state of the system.
The simulations are performed directly in real space
using Hamiltonian (3) together with the gap equation
(4). We consider disorder in on-site potential µ and in the
exchange coupling J . To this end in Eq. (1) we replace
µ→ µ+ δµi, J → J + δJi (21)
where δµi and δJi are independent random variables
taken on each site from the interval (−wµ, wµ) and
(−wJ , wJ), respectively, with a constant probability. In
addition we do not assume a spiral phase but treat each
magnetic moment as an independent classical fluctuat-
ing degree of freedom whose dynamics is controlled by
its coupling to the substrate electrons. To keep the sim-
ulations manageable we confine the moments to rotate in
a single plane and allow only discrete orientations
Si = S (cos θi, sin θi, 0) , θi =
2pimi
M
(22)
with mi = 0, 1 . . .M − 1 and M a large integer. A set
of integers {mi} thus specifies the magnetic state of the
chain.
We find the ground state by the method of simulated
annealing. Starting from a random moment configura-
tion {mi} we find the SC order parameter as described
in the previous subsection and compute the system en-
ergy Eg. We then choose a magnetic moment i at random
and change mi → mi ± 1. Ground state energy E ′g for
this new configuration is then computed, as above. The
update is accepted or rejected according to the standard
Metropolis algorithm:
if E ′g < Eg accept
if E ′g > Eg accept with probability e−(E
′
g−Eg)/T
where T is a (fictitious) temperature parameter which
we slowly lower during the annealing. This way we find
the ground state of the system (or one of the low-lying
metastable states) without any bias towards a particular
magnetic state, aside from assuming a coplanar ordering
of moments.
Fig. 7 shows some representative results of our sim-
ulated annealing calculations, performed for parameters
expected to yield the topological phase. The magnetic
state is represented by plotting differences ∆θi = θi−θi−1
between the moment angles on neighboring sites. For a
perfect spiral these would be constant and independent of
the site index i. In panels (a) and (b) we observe that the
system ground state is close to a perfect spiral with fluc-
tuations in ∆θi increasing somewhat as we ramp up the
disorder. We note that our annealing procedure yields
some fluctuations away from the perfect spiral even for
the clean case. We attribute these to the fact that we
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FIG. 7: Magnetic spiral for various levels of disorder in a) the on-site potential µ and b) the exchange coupling J . Difference
between spiral angles θi on neighboring sites are plotted for system size Lx = 25, Ly = 19 and parameters V = 3.6, JS = 2
and µ = 2.6. We used M = 31 for θi increment. c) Density plot of the SC order parameter for the same parameters as above
and wµ = 0.05.
allow only discrete values of θi in our simulations which
can only approximate the perfect spiral unless its pitch
is commensurate with 2pi/M . Nevertheless these results
indicate that a magnetic state close to the perfect spi-
ral is obtainend in an unbiased calculation, even in the
presence of moderate amount of disorder in the on-site
potential µ and the exchange coupling J . The spiral is
somewhat more sensitive to disorder in J which is to be
expected. We also note that the spiral tends to be altered
near the ends of the chain. This too is to be expected
because various symmetries are broken near the edges.
For stronger levels of disorder it becomes more difficult
to equilibrate the system and our simulations become
less reliable. We often find domain walls in the spiral
when the disorder is strong. These are manifestations
of the fact that in the clean system spiral order at G
is degenerate with order at −G. Disorder breaks this
degeneracy locally and causes, presumably, proliferation
of domain walls which eventually destroy the spiral order.
We note that according to Ref. 31 such domain walls
harbor protected pairs of Majorana zero modes and we
have indeed observed these in our simulations.
An important question that we wish to address is the
stability of the Majorana endmodes with respect to dis-
order. Since for moderate amounts of disorder the spiral
order remains globally stable we expect the Majoranas
to also remain robust. For the relatively small system
sizes for which we can reliably perform the simulated
annealing procedure, however, it is difficult to directly
study this question because of the significant overlap of
the Majorana wavefunction leading to the zero mode en-
ergy splitting. (We note however that the splitting occurs
already in the clean systems of this size and is not signif-
icantly altered by disorder). For this reason we consider
a larger system (Lx = 100, Ly = 19) with disorder in µ.
Instead of finding the true equilibrium moment configu-
ration {mi}, which would be impractical for a system of
this size, we impose a moment configuration with fluctu-
ations away from the perfect spiral that are statistically
the same as we found in a smaller system with this level
of disorder. The results are displayed in Fig. 8 and indi-
cate a pair of zero energy modes well separated from the
rest of the states. The wavefunctions corresponding to
these zero modes are localized near the ends of the mag-
netic chain and correspond to the Majorana endmodes
expected to be present in the topological phase.
IV. SUMMARY AND CONCLUSIONS
Adatoms with uncompensated magnetic moments de-
posited on the surface of an ordinary s-wave supercon-
ductor act as strong pairbreakers because of their ex-
change coupling to the electron spins. This causes local
suppression of the SC order parameter and the emergence
of Shiba states inside the gap with wavefunctions local-
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FIG. 8: a) Energy spectrum of the 100 × 19 system with
wµ = 0.05 and disorder in spiral order as described in the
text. b) Density plot of the lowest positive energy wavefunc-
tion amplitude representing the symmetric combination of the
Majorana endmodes. Note that the false color is on loga-
rithmic scale to achieve better visual contrast. The system
parameters are as in Fig. 7.
9ized in the vicinity of the moments. When such adatoms
are arranged to form a line then the Shiba states hy-
bridize and create a 1D band of in-gap states. At low
energies, this band can be thought of as representing a
1D wire in which magnetic and SC orders compete. Our
selfconsistent calculations based on the 2D lattice Hamil-
tonian (2) find that the magnetic moments tend to ar-
range in a coplanar spiral with an equilibrium pitch G∗
that depends on the system parameters. For a range
of parameters that can be expected to occur in realistic
systems (e.g. Gd atoms on a Pb surface22) we find that
G∗ adjusts itself such that the resulting wire forms a 1D
topological superconductor with Majorana zero modes
bound to its ends. The self-organization property found
previously in purely 1D models24–26 is thus recovered over
a portion of the phase diagram in this more realistic 2D
model. We emphasize that the topological phase occurs
here in a fully SU(2) symmetric model – SOC is not re-
quired to bring it about (although a small amount of
SOC may be needed to stabilize the spiral against ther-
mal fluctuations26, not considered in this work).
An even more realistic model would include a full 3D
description of the SC substrate. A fully selfconsistent cal-
culation along the lines presented above is currently out
of our reach due to a significant numerical cost incurred
in modeling a sufficiently large 3D system. We expect,
however, that the same mechanism that we uncovered in
the 2D model will operate in 3D and the self-organization
property should carry over largely intact.
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