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Abst ract - -Th is  note presents an adaptive control scheme for first-order continuous-time systems 
subject to bounded noise and unmodelled dynamics. The estimated plant model is controllable and 
then the adaptive scheme is free from singularities. The estimation scheme involves the use of a 
relative dead zone which freezes the estimation process when the size of the prediction error is small 
compared to the contribution of the unmodelled dynamics. The singularities are avoided through the 
use of a modification of the estimated plant parameter vector so that its associated Sylvester matrix 
is guaranteed to be nonsingular. That property is achieved by ensuring that the absolute value of 
its determinant does not lie below a prefixed positive threshold. In addition, the use of a hysteresis 
switching function is not used for a modification of the estimates while the absence of chattering is 
guaranteed in the eventual case when the Sylvester determinant tends to zero. The global stability 
of the closed-loop system is also guaranteed. ~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The adaptive stabilization and control of linear continuous and discrete systems has been suc- 
cessfully developed in the last two decades [1-3]. More recently, related studies for nonlinear 
systems have been also made (see, for instance, [4]). Usually, the plant is assumed to be inversely 
stable and its relative degree and its high-frequency gain sign are assumed to be known together 
with an absolute upper-bound for that gain in the discrete case. Attempts of relaxing those 
assumptions have been recently made for continuous ystems. The assumption on the knowledge 
of the order can be relaxed by assuming a nominal known order and considering the exceeding 
modes as unmodelled ynamics [5-7]. The assumption on the knowledge of the high frequency 
gain has been removed in [4,8] and the assumption of the plant being inversely stable has been 
successfully removed in the discrete case and, more recently, in the continuous one [5,6,9]. Such 
a problem has been solved by using either excitation of the plant signals or a modification of the 
least-squares timation by either using excitation of the plant signals ot exploiting the properties 
of the standard least-squares covariance matrix [5,6,9--11]. In a set of papers, the estimates mod- 
ification is designed by using hysteresis witching functions which ensure the controllability of 
the estimated plant model while exploiting the properties of the covariance matrix [5,6,9]. Such 
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a modification technique guarantees the nonsingularity for all time of the diophantine quation 
associated with the controller synthesis and thus its solvability. Such a solvability is requested 
for updating the adaptive controller actuators at all time in both SISO and MIMO systems in 
pole-placement based schemes (see, for instance, [1,5,6,8-10,12]). This paper presents an adap- 
tive stabilization algorithm for first-order systems with one zero which can be either stable or 
unstable. The plant is subject o uncertainties which consist of bounded noise and a standard 
class of unmodelled ynamics (see [5-7]). An estimation scheme involving the use of relative dead 
zones for adaptation is used to prevent against instability caused by uncertainties. The estima- 
tion is frozen when the size of the prediction error is small compared to an estimated contribution 
of the uncertainties to the plant output (see [7,13]). A rule of modification of the estimates i
then implemented so that the time-varying diophantine quation used for the adaptive controller 
synthesis i  guaranteed to be nonsingular for all time. The adaptive scheme uses parameter mod- 
ification of only one parameter which neither involves hysteresis witching nor takes advantage 
of the properties of the covariance matrix while guarantees numerically that the absolute value of 
the determinant of the Sylvester matrix associated with the parameter estimates is bounded from 
below by a positive threshold. The adaptive stabilization results are first given for the nominal 
plant and global asymptotic stability of the closed-loop system is proved. 
2. ADAPT IVE  STABIL IZER FOR A F IRST-ORDER PLANT 
In the sequel, the time-argument is suppressed unless confusion can arise and the constant 
parameters are denoted by a superscript ' * '. Consider the following first-order continuous-time 
controllable system: 
y(t) + a * y(t) = b~,(t) + b~u(t) + ,7(t) (1) 
for t _> O, with y(O) = Y0 where the signal 77(t) is the contribution of the unmodelled ynamics 
in (1). Define the filtered input and output signals: 
it l = -d* u/ + u, ~)s = -d*y/  + Y, d* >0. (2) 
The filtered control aw for known plant is generated as 
i t /=  -SlU I - roy/, (3) 
which leads to the unfiltered control aw 
u = (d* - s~)u / -  roY/.* (4) 
The filtered solution to (1)-(3) satisfies directly 
Yl + a * y$ = b~it/ + b~uf + ~?f + e~e -d*t (5) 
for all real t > 0 where e~e -d*t is an exponentially decaying term depending on initial conditions. 
The control objective in the adaptive case for unknown plant is to update the controller param- 
eters Sl and r0 in an adaptive way so that the plant (1), subject o (4), is globally stable in the 
large according to a prescribed nominal closed-loop dynamics. Such a dynamics is specified by 
the strictly Hurwitz polynomial C*(D) = D 2 + c~D + c~ where D denotes the time-derivative 
operator d both being formally equivalent. Equation (5) becomes equivalent to 
as = e*T  + vs(t) (6) 
with 
[ .IT 0* = 0~ T, 8 0 = [b~, b[, a*, 8~] T , (Ta) 
(7b) 
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where e(t) = e~e -d't  is an exponentially decaying term that depends on initial conditions (see 
[5,6,9] for details of derivation). The parameter vector 0* is estimated by using a standard least- 
squares algorithm of covaxiance matrix P and estimated vector 0 = [0~, to] T with e0 being the 
estimation of the initial conditions of e~. The subsequent result is proved in [6] by extending 
previous results of [7]. It makes possible the implementation of a relative dead zone in the 
estimation scheme, prior to modification of the estimates, by using a measured overbounding 
function of the contribution of the uncertainties to the output. 
LEMMA 1. Assume that rll is the sum of a bounded term plus a term related to uf  by a strictly 
proper exponentially stable transfer function. Thus, ~l := elP + e2 _> [~//I is ava/lable where 
p(t) := SuP0<~<t{lalYf(r ) + a2u/(r)[e -ao(t-~)} for some known real constants ao E (0, 1), 
ei >_ O, and ai > 0 for i = 1, 2. 
In the case of unknown plants, an estimation algorithm is used for implementation of the 
adaptive controller. The prediction error used for updating the parameter estimates is from (6): 
e = 9I - eT~ = _~T~ + ~I, (8) 
where 0 = 0 - 0* is the parametrical error. 
The subsequent algorithm of parameter estimation for unknown plants has two parts. The 
parameters are estimated by using a standard least-squares estimation algorithm. Assume that 
S(0o) is the Sylvester matrix associated with 00; i.e., 0] 
S(0o) = 1 b0 
a bl 
for 00 being the estimate of 0~. If [D[ = I det(S(00))l < p for a prefixed real constant p, then the 
third component of that estimate is modified so that the Sylvester determinant of the modified 
parameter estimated vector 00 of 0~ fulfills I/)l = [det(S(00))] _> p. Thus, the controllability of 
the modified estimation model is guaranteed with a prescribed egree and, therefore, the time- 
varying diophantine quation associated with the controller synthesis is void of singularities. The 
whole scheme of parametrical estimation and synthesis of the control law is implemented as 
follows. 
STEP i. PARAMETER ESTIMATION WITH ADAPTATION DEAD ZONE. 
0 = 0 = bP~oe, 
= --bPcp~Tp 
b := gs 
1 +'y~oTP~ ' {o, 
S := f( l~lf ,  e) otherwise 
e 
e -a ,  i re>a,  
f (a ,  e) := O, if le[ _< a, 
e+a,  i fe<-a ,  
with g, % and/~ > 1 being design positive real constants. 
STEP 2. PARAMETER ESTIMATION MODIFICATION. 
~=o+~,  ~ = (o,6,o,o) T , 
6 = (p -  IDI) sign(D), 
, ]'D'~PID + [(I +p3)(l - Pl) +P2]P 
pI([D[ + P3P) 
(Covariance adaptation), 
if t E I1 := {t E P~ : lel < ~I} ,  
(i.e., for t E I2 := 1~ - I1), 
if IDI > p, 
if (1 - Pl)P <- IDI < p, 
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for prefixed real constants p (arbitrary), Pl, and Pi (i = 2, 3) subject o the two alternative design 
constraints below: 
[1] (t] 
Pl E ~,~ -- ~ ; P3 > 0; P2 E [(2pl - 1)(1 ÷ P3),-6]; ~ E 0, , (12a) 
pIE  [1T~,1_~]  ; P3 ~0;  #2E [~,(2pl -1)(1Tp3)] ;  ~E (0 ,1 ] .  (12b) 
STEP 3. COMPUTATION OF THE PARAMETERS OF THE ADAPTIVE CONTROLLER AND CONTROL 
LAW. The adaptive scheme is pole-placement based with the suitable nominal closed-loop oles 
being the roots of C* (s) = 0. The controller parameters 0 and sl are calculated from the modified 
parameter estimates so that the following time-varying diophantine equation is satisfied: 
(s + a)(s + sl) + (bos + bl ÷ 6)ro = C*(s) = s 2 + c~s + c~, (13) 
which leads to 
c~ - a(c~ - a) (bl + 6)(c~ - a) - boc~ 
r0= bl +6-abo  ' Sl = bl +6-abo  (14) 
STEP 4. GENERATION OF THE CONTROL LAW. Equation (8) can be rewritten by using (10) as: 
yf ---- e T (~T _ ~T) ~ = --ayf + boizf + blur q- e ~- ~0 e -d ' t  -- 6uf, (15) 
since 5 = a, b0 = b0, go = G0, and bl = bl -t- (~. The filtered and unfiltered control inputs are 
generated from the adaptive version of (3),(4) by using the controller parameters (14): 
Uf  : - -81Uf  -- roy/, 
u = (d* - Sx) u! - royI. 
(16) 
(17) 
The synthesis problem has a well-posed solution if the diophantine quation (13) is free of 
singularities and then uniquely solvable for all time. Equation (13) has a unique solution if and 
only if the time-varying polynomials p(D) = D + a and q(D) = boD + bl + ~ are coprime at 
all time, or equivalently, if and only if the modified plant estimated model is controllable at all 
time which implies that the time-varying polynomials p(D) = D + a and q(D) = boD + bl + 
are strongly coprime at all time. Thus, the control law is uniquely generated from (16),(17) 
with a unique parametrization (14) of the adaptive controller. The choice of a modification (11) 
to generate a time-varying polynomial q(D) being coprime with p(D) is essential in the design 
since it cannot be guaranteed in general, that coprimeness always occurs with 6 = O, i.e., without 
estimates modification. Furthermore, note that chattering cannot occur in the eventual case that 
the Sylvester determinant D of the unmodified estimates would converge to zero (see [14]) since 
the bang-bang solution to the estimates modification problem being obtained in (11) for D E 
[(1 --Pl)P, P) is replaced with a continuous-type solution to calculate 6 for ID[ _< (1 -P l )P ,  i.e., the 
function D(D) is continuous, so that it does not possess witches, in a small neighborhood around 
D = 0 from (10), (11). Another key point is the fact that the constant p can be chosen arbitrary 
in (10),(11). This seems urprising at a first glance, but it is not surprising by noting that to each 
modification of the estimate bt corresponds a related modification i  the controller parameters 0
and sl, i.e., in the time-varying controller gain when solving the diophantine quation (13). 
Such an equation is uniquely solvable and its right-hand side after the estimates modification is
the control objective polynomial. In this way, the closed-loop synthesis problem becomes well- 
posed after implementation f the modification procedure. As a result, the closed-loop stability 
should be expected, even from intuition dictates, before having a detailed mathematical proof. 
The following result, which is proved in the Appendix, establishes that the modification scheme 
Adaptive Stabilization 55 
(10)-(12) guarantees the nonsingularity of the Sylvester matrix of the modified plant parameter 
estimates. 
LEMMA 2. The Sylvester determinant of the modified estimates fulfills [D] _> pmin(1,c/(1 + 
P3 - pl)(1 - e)) > 0 for all time. Such a lower-bound holds irrespective of the value of the 
Sylvester determinant D of the estimates. If JDJ < (1 - Pl)P, then the Sylvester determinant of 
the modified estimates fulfills D >_ pmin(1,e/(1 + P3 -p l ) (1  -E) )  if the design constraints of 
(11),(12) satisfy (12a) and D < -pmin(1, e/(1 +p3-  px)(1- e)) if such constraints satisfy (12b). 
3. STABIL ITY  AND ROBUSTNESS RESULTS 
In the following, L~ and Lp denote, respectively, the set of uniformly bounded functions and 
the set of p-integrable functions on the real interval [0, c¢). The main result on robust adaptive 
stability is given below. 
THEOREM 1. The algorithm of equations (9)-(12) has the following properties irrespective of the 
control aw in the presence of a class of uncertainties which satisfy Lemma 1. 
(i) IJ0lJ E Lao; II0lJ e L~; jJVJl e Loo. 
(ii) f := Ill/x/1 + 7¢PTPcfl E LoonL2; bl/2[fll[ E LoonL2; bl/2Je] E LoonL2; bl/2le2-f/~jl/2 E 
. 
L2 n Loo, and II011 e Loo and bl/2P~ • Loon L2. 
(iii) 11811 • Lo~ n L2 and 8, P, and 5 converge to finite limits as time tends to infinity. 
(iv) us, yy, ~2l, y$, u, and y are uniformly bounded. 
(v) In the ideal case O.e., ~S = •1 = 0), Propositions (i), (iii), and (iv) hold. In addition, 
lel • L~ n L2, the closed-loop system is globally asymptotically stable and all the signals 
of Proposition Ov) converge asymptotically to zero. 
(vi) Assume that the initial conditions of the filter are known exactly and, thus, removed from 
the estimation scheme. Let a be the convergence abscissa of the roots of the polynomial 
C* (s). If the system is noise-free O.e., e2 = 0 in Lemma 1), then the closed-loop system is 
globally asymptotically stable and ali the signals of Proposition Ov) converge asymptoti- 
cally to zero provided that the amounts p/a, $lOQ/O •(i = 1,2), and (Suptx<_~<oo([[0[I))/a, 
for some finite time tl, are sufficiently small. 
The proof of Theorem 1 is given in the Appendix. The quantifications of the 'smallness' 
referred to in Proposition (vi) for the sizes referred to are made explicit in such a proof. Roughly 
speaking, the condition of closed-loop asymptotic stability is related to the absence of noise, 
sufficient smallness of the ratios versus a of the sizes of the dynamics, the threshold p as well as 
the parametrical error of the unmodified estimates after a sufficiently large time. 
REMARK 1. Some comparisons with other modification estimation techniques which have been 
proposed in the literature to maintain the controllability of the estimated plant models (see 
[5,6,9]) are the following. 
(a) In the approach of this paper, only one parameter is subject o eventual modification for 
the case of first-order systems with one zero. 
(b) The proposed modification is not based on the manipulation of the covariance matrix and 
on the use of hysteresis switching functions for estimates modification. Instead, a simpler 
approach is used based upon ensuring the Sylvester determinant to be uniformly bounded 
from below by a prefixed small positive real constant. In addition, possible chattering 
in a neighborhood of zero the Sylvester determinant associated with the estimate 0 is 
avoided. The mechanism which prevents against chattering is the implementation f a lin- 
ear modification rule in (11) for small values of the Sylvester determinant ofthe unmodified 
estimates. 
(c) The boundedness and stability properties of the estimates and closed-loop system are 
essentially identical to those given in [5,6,9] where the problem was focused on by using 
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an estimation modification procedure based on the use of a hysteresis switching function. 
Furthermore, the proposed scheme is robust against uncertainties which consist of bounded 
noise combined with a wide class of unmodelled ynamics (see [5-7,15,16]). 
4. CONCLUSIONS 
An adaptive stabilizer for a first-order continuous-time plant has been proposed without assum- 
ing the inverse stability of the plant, a priori knowledge on the plant parameters, and knowledge 
of the high-frequency gain sign. The adaptive stabilizer is of pole-placement type. It consists of a 
parameter estimation algorithm with covariance matrix adaptation. This estimation scheme in- 
corporates a relative dead zone for adaptation i the presence of uncertainties. The adaptation is
frozen if the prediction error size is small compared to an available upper-bound of the contribu- 
tion of the uncertainties to the plant output. The estimation algorithm incorporates a parameter 
estimation modification rule acting on only one parameter estimate. The proposed modification 
rule is based on a bang-bang rule combined with a linear modification in an open neighbor- 
hood around zero for the Sylvester determinant of the estimates prior to the modification. Such 
a modification scheme guarantees that the Sylvester determinant of the modified estimates is 
lower-bounded by a prefixed positive threshold for all time. In addition, that modification strat- 
egy ensures that the diophantine quation used for synthesis of the adaptive controller is free of 
singularities. The estimation scheme and the closed-loop system possess uitable convergence, 
stability and robust stability properties. 
APPENDIX  
PROOF OF LEMMA 2. The proof is organized in a very technical way by considering all the possi- 
ble modifications ~ obtainable from (10),(11). By convenience for easy subsequent manipulation, 
we rewrite (11) in a more simplified fashion by redefining the design constants as follows: 
under the constraints 
0, 
= (p - [DI) sign(D), 
D + kap 
(P IDl)jDI +k2p'  
if [D[ _> p, 
if kip _< IDI < p, 
if IDI < kip, 
(A.1) 
k iE[0,1);  k i>0,  ( i=2 ,3) .  (A.2) 
The Sylvester determinant of the modified estimates (i.e., that associated with the 0-vector) is o] 
b = det (S (00)) = det 1 bo = bl + $ - abo 
a b l+~ 
from (10). Thus, the Sylvester determinant of the unmodified estimates i
D = det(S(00)) = DI6=o = bl - abo. 
From (A.1), IDI = IDI > p if ID[ _> p and IDI = ID + p(D/[D[) - D I = p if p > IDI >_ k ip so that 
the result holds directly if IDI > kip. Consider now the case when IDI < kip. From (A.1), the 
modified Sylvester determinant is 
D + k3p = pk3(p - IDI) + (1 + k2)D 
D = D + (p - [D[)[D[ + k2p [D[ q- k2p (A.3) 
Three cases are analyzed separately from (A.3), namely: 
(a) D = 0. Thus, D = k3p/k2. 
Adaptive Stabilization 57 
(b) D • (0, kip]. Thus, 
/~ > p(1 + k2)D + k3(p - D) > k3.._____.~p 
(kl q- k2)p - kl + k2 
provided that 1 + k2 >_ k3 since D > 0. 
(c) D • (-kip,0].  Thus, since - [D  I _> -k ip ,  direct calculations yield from (A.3): 
pk3(p - IDI) - (1 + k2)lD[ > p2k3 - (1 q- k2 -b k3)kl b 
[D[ + k2p - [D[ + k2p 
p(1 - kl)k3 - (1 + k2)kl > 
kl + k2 
pk4 
kl +k2 ' 
(A.4) 
provided that ka = ((1 + k2)kl + k4)/(1 - kl). 
Two particular situations can arise within Case (c), namely, the following. 
(cl) /) < 0 with k4 < 0 such that /) = -I/91 = -p lk4 l / (k l  + k2). The maintenance of 
the constraint 1 + k2 - k3 _> 0 of Case (b) requires that Ik41 _> (2kl - 1)(1 + k2) and 
kl • [1/2 + e, 1). 
(c2) D = [D[ = p[k4[/(kl + k2) with k4 > 0. The maintenance of the constraint 1 + k2 - k3 _> 0 
of Case (b) requires that 1 + k2 - (1 + k2)kl / (1 - kl) >_ k4. Expanding this last constraint, 
one gets directly k4 _< (1 - 2kl)(1 + k2) with kl • [e, 1/2 - c) for any real constant 
c • (0, 1/41. 
Combining (A.2) with kl • [1/2 + e, 1) or, alternatively, kl • [e, 1/2 - e] for any real constant 
• (0, 1/4] and k3 - k2 _< 1 yields the two alternative sets of design constraints: 
k lE  [ lq -8 ,1 -$ ] ;  k2>0;  
k3 = (1 + k2)kl - Ik4[ with k4 E [(1 - 2kl)(1 + k2),-e], 
1 - kl 
[1] 
k lE  e,~-s  ; k2>0; 
k3 = (1 + k2)kl + k4 with k4 E [¢, (1 -- 2kl)(1 + k2)]. 
1 - kl 
(A.5a) 
(A.5b) 
Note that, since kl ~_ 1/2 - e and [k4[ > $ satisfy both design constraints (A.5), thus, [/)[ >_ 
pe/(k l  + k2) in Case (c). In Case (a), [/)[ _> p and in Case (b), [/)[ _> pal(k1 + k2)(1 - ~) since 
[k3[ >_ [k4 / (1 -k l ) [  _> E / (1 -e )  for ~ E (0,1/4]. Since e / (1 -e )  < 1 for e < 1/2, it follows 
that all constraints together for Cases (a)-(c) guarantee that [/9[ > pmin(1, e/ (k l  + k2)(1 -e ) )  
for all time. The proof is completed by redefining in (A.1) the design constants as Pl = 1 - kl, 
P3 = k2, p2 = k4, and k3 = ((1 + p3)(1 - Pl) + P2)/Pl subject o the design constraints (12) which 
correspond exactly to the constraints (A.5) for the constants used in (A.1). In this way, (A.1) 
subject o (A.5a), or to (A.5b), is identical to (11) subject o (12a), or to (12b), respectively, and 
[/)[ > pmin(1 ,e / (1  + P3 - pl)(1 - ~)) for all time. The proof has been completed. | 
PROOF OF THEOREM 1. 
(i) Define the positive function V := ~Tp- l~,  all t >_ 0. Since one gets from (9a)-(9e) 
( < 0, 
:=  b [2 ( ,u  - - ( ,u  - < b - < 
if lel >_ u~s, 
(A.6) 
if lel < ~f ,  
for all t >_ 0 with 
X := ~u 2 (1 + .),~Tp(p) 
gs (]~2 _ 1) e 2 
< u2 (1 + 7~oTP~o) 
#2 _ 1 2 
= - - -~be 
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since lel _ Ifl ~ se  2 = fe  > f2 and (#2-1)s2/#z < 1. Now V(t2) < V(tl) < V(0) < c~, all tl,t2 
with t2 > tl > 0 and Ilell • Loo and Ilall • Loo. From (9a)-(9b), P • Loo. Thus, the Sylvester 
determinant of the unmodified estimates i bounded. Also, b • Loo from (9h) and be 2 • Loon L1 
from (A6). Thus, the modified estimates are also bounded from (10)-(12) since all the estimates 
used to update 8 in (11) from D have finite asymptotic limits and (i) is fully proved. 
(ii) Note from (A.6) that 
~0 t f2(r)  d'r 
cc > V(O) >_ V(O) - V(t)  = 1 + 7(r)qov (r)P(r)qo(r) '
all t _> 0 so that f • L2 and the integrability of the right-hand-side t rm of the above expression 
holds. This implies that f • L2. It is now proved by contradiction that [VI is uniformly 
bounded. The unboundedness of such a time-derivative implies the existence of a sequence {ti} 
of nonnegative real numbers uch that ti+l = ti + ei _> ti + g, g > 0 with limti-~c¢ IV(ti)[ = cc 
and II>(t)l > ll7(ti)l; t • [ti,ti +ei] since it is zero on I1. Thus, 
c~ > v(t~) v(t~ + e~) F '+~' y(r) ~:(t~) ~ y(t~) - = dr _> ¢i  _> • 
J t l  
Thus, a contradiction follows since oo > gllY(ti)l > oo since g is positive and the sequence l l?(tdl 
diverges on P~ := R + U (0}. Now, by using (A.I), 
v, i/2 _> b1/21 e2- v ll/ _> i)I/2 IVsl 
so that bl/21~}fl E Loo N L2 and b(e 2 - ~}~) E Loo N L2. Since bl/21e I E Loo and bll21~iI E Loo, it 
follows that f • Loo. Note from (9a), (9c), (9d), and (9e) since s = f ie  on I2, that ~ = 0 for 
t • I1 and 
= gsP~oe gPqof 
1 + 7qoTPqo = x/1 + ,y~ovpqo 
for t • I2 but (1 + 7qoXP~o)-t/2[[gPqofH < c~, t • I2, since f • Loo. Thus, I[~[] • Loo since 
is uniformly bounded on It. Finally, bl/2p~o is uniformly bounded and square-integrable for
the covariance adaptation law (9b) with positive semidefinite negative time-derivative, and the 
definition of the signal b in (9c). Proposition (ii) has been fully proved. 
(iii) Note from (9a), (9b), and (ii) that 
: = -b t r  (16)e 2 < -b t r  (16) f2= b2~oTp2~of2 = _ (tr 16) ]2 = bq0Tp2q0]2 
since g]~ = bf 2 _< be 2 and bll2[e[ is uniformly bounded on I~. Thus, ][~1[ is bounded for all 
time. Also, one has from (ii) that f E Loo so that 
d r_<-K  tr P =k[ t rP (0) - t rP ( t ) ] _<8K0<oo 
for some positive real constant K0. Thus [l~(t)[[~ is integrable on [0, oo) so that H~[[2 = [[0H2 e L2 
and 0 converges to a bounded limit as t tends to infinity. Since tr(16) is integrable on R~ with 
constant definite sign, it converges asymptotically to zero and then P converges asymptotically 
to a constant matrix. Also, from (11), 6 converges asymptotically to a finite limit since D ~ D, 
as t ~ oo where D. is the limit point of the Sylvester determinant of the estimates obtained 
prior to the modification procedure. Proposition (iii) has been proved. 
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(iv) Define from (15) and (16) the following two auxiliary linear time-varying systems: 
J: = Ax + w, (A.Ta) 
]~ = Az + wl (A.7b) 
with 
T T [--5/u, Tx 4"- --b 1/2) e, w=[e+eoe-d't - -5#2x,  O] = 1~ -[- Wl; ?-~= (1 0 ] t ;  
T (A.Sa) 
o ,  = 
A(t)--[-a-boro_ro bl+5-bosx],_Sl J (A.8b) 
with x(0) = s(0) = x0 where #2 t is the unity Euclidean row vector (0,1) of R 2 and x = (yi, U/') T 
so that #Tx = us. Note from (A.Sb) and (13) that both eigenvalues of A(t) are less than or equal 
to - la l  < 0, for some real constant a > 0 which is less than or equal to the minimum absolute 
value of the roots of the C*(D)-polynomial for all t >_ 0 (equality applies when both roots are 
distinct [17,18]). Thus, the common unforced version of both time-varying systems (A.7) is 
exponentially stable. Now, direct calculus with the differential systems (A.7a) and (A.7b) yields 
that their solutions are related as follows: 
f0 t x(t) = z(t) + ~(t, r )~(r )  d'r (A.9) 
with gd(t,r) being the fundamental matrix of the unforced system of (A.Ta) and (A.7b), i.e., 
x(t) = z(t) = ~(t, O)xo for all t > 0 if w ~ wl - 0. Such an unforced system is exponentially 
stable since A(t) has bounded entries (since the unmodified estimated vector is bounded for all 
time) with eigenvalues of real parts strictly less than some positive constant a and, furthermore, 
the time-integral of [[dl(t)[[ 2 on any time interval [t,t + T] for some T > 0, is upper-bounded by 
k2T + kl for some bounded nonnegative real constants k0, being small, and kl (see [7]). Such 
constants satisfy 
k0>Sup(ess  Sup ( / i (T ) ) )  and k l>Sup(~-~k i t )  
t>O t<v<t+T t>O \ i t= 1 
where k~, = HK~,]I = ft+ IIK~,6(r)Hdr, where 6(r) is the Dirac delta and K~, are bounded 
matrices which take into account each of the Nt discontinuities of A(t) on It, t + T] at which A(t) 
is not defined due to the switches in the estimates modification procedure. It is clear from (A.1) 
that df is differentiable almost everywhere on any interval so that Nt is finite on any finite interval 
It, t + T], and this feature induces the same property for the controller parameters o that kl 
is finite for any finite T. Thus, for any matrix norm [l~(t,r)l I _< Ke -a(t-~) for any t and r 
fulfilling t >_ r >_ 0. In particular, one has II~(t,r)ll2 < e -a(t-r) (i.e., K = 1) if the spectral 
matrix norm is used. Since A(t) is exponentially stable and, furthermore, wl e Loo N L2 from 
(i)-(iii), z E Lc¢ M L2, ~ E Loon L2, and z converges asymptotically to zero for any bounded 
initial condition (see [19]). Direct calculations using the regressor definition in (7b) and Lemma 1 
yield: 
---- GX + p4e-d*t; Ins(t)l _< i(t) < II( l,  )TII Sup (e-"°"-')x(r) ) + ~,  (A.10) 
O<,<t 
where/z4 = (0,0,0, 1)v E 1{ 4 and G x I-to o - lo1  Now, the closed-loop system becomes -~- - s l  1 0 " 
described by the state vector x with the estimation scheme (9)-(12) and the control law (16),(17), 
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with the controller parameters (14), and the prediction error is e = Yl -8T9 ~ = --0T~ °+ z/l" Thus, 
direct calculation with (A.10) yields 
1 - b 1/2) e 
_< b l /2 -1  [(,,GI, 0 "~-£111(O/1'O~2)TI1) 0<v<tSup (e-'°(t-r) llx(r)ll-~l~ole-d*T "~-£2] (A.II) 
with go = £o - £~. The substitution of (A.11) into (A.9) yields by taking vector and matrix 
spectral norms 
r ( [ IIx(t + tx)ll2 < IIz(tl)ll2 + e -=(t+t~-t) I~111x(t)ll2 + b 1/2 - 11 (llal12 O 2 Jtl 
+ £1[[(Oll,O~2)T[[2)Sup (e-a°('r-")x(r')2)])dr 
0<r <r 
ft] tl q- e -a(t-r) b 1/2 1 0gole-d*r q-£2) dr 
(A.12) 
for any finite or infinite tl > 0 and all t > 0, since Ilz(tl)ll2 ~ Supo<~<tl(llz(r)ll2) and 
the first-right integral of (A.12) increases as time t increases. Since IIx(r)ll2 < Supo_<,,_<~ 
(Ite-~°(~-~')X(T)II2), (A.12) implies that 
f t+tl ( b I/2 1 Sup (llz(r)ll2)_< Sup (llz(r)ll2)+ e -~<*÷t'-~) I~1+ - tt <_r<_t+tl 0<r<tl Jtl 
• Ot 2 "~-C~ ( e-aO(r-~J)x(r', 2)]) dr 
ft] tl + e -a ( t+t l - r )  b 1/2 1 ( [a le  -a '"  q-£2) 
(A.13a) 
and, since the right-hand-side integrands in (A.13a) are nonnegative, the corresponding in- 
tegrals are monotonically nondecreasing with their upper-limits of integration so that since 
Sup0<r,<~(e a°r' llx(r')ll) is a function of r: 
fOt I b 1/2 1 Sup (e'°'llx(r)12) < Sup (H(z(r)ll2)+ e - '(t-~) ]61+ - 
0_<r<t O_<r<oo 
• [(H~"2 0 2 +e l~)  0SvulPr (eao'r'X(Tt) 2)]) dT 
+ fo'e -'(*-') bl/2-1l ([~o[e-d'" -~-£2) • 
(A.13b) 
The use of the Bellman-Gronwall Lemma to (A.13) yields (see [17,18]) 
Sup (e'°'llx(r)ll2) ~ ~e x<l-~-''>/~, 
0<_r<t 
for all t _> 0, (A.14) 
where 
and 
fO e¢ := Sup (llz(t)ll2) + e -°ct- ' )  D1/2(T) - -  1 (Igol e -d'" + £2) dr o<t<oo 
= \__ - - /p+ Sup - IIGII2 Sup 
O_<t<~ O_<t<oo 
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since bit ), ll~(t)ll are uniformly bounded for all time. Now,  Hxll2 EL I  and, furthermore, 
Supo<,<oo(lS(r)l ) _< ((1 + P3)/P3)P < co. This last boundedness property follows from (A.1) 
since 5 = 0 if [D[ _> p, 151 < (1 - kl)p = PxP if [DIE [(1 - Pl)P, P) and 
( lSl <_ (p -  IDI) 1+ iD I ~ kzD <- 1+ -~2 p <- \---~3 } p' fo r lD l<(1-p l )p .  
Thus, [Ix(t)ll2 is uniformly bounded from (A.14). Also, ~ and q0 are uniformly bounded from 
(A.7a) and the fact that IIx(t)[[2 and w are both bounded. As a result, all the signals in the 
dynamic system (A.Ta) are bounded for all time. Thus, the regressor is uniformly bounded and 
Proposition (iv) follows directly. 
(v) In the ideal case, f}l = 0, and (A.13) and (A.14) remain valid with b = 1 and ~1 = e2 = 0. 
Thus, e 2 E Locn L2. By noting that z(tl) --* 0 as tl ~ c~. Thus, it follows from the use of the 
Bellman-Gronwall Lemma in (A.12) that x(t +t l )  ~ 0 as tx ~ oo for all finite or infinite t. Also, 
its time-derivative converges asymptotically to zero as it follows by combining this result with 
(A.Ta). This completes the proof. 
(vi) It follows directly from (9c), (A.13b), and (A.14) with go = E2 = 0 after removing 
SuP0<~<t(llea°~'x(r)ll) under the integral symbol from the right-hand-side to the left-hand-side 
in (A.13b) to obtain 
Sup (e~°~lix(~)ll2) < ~ := (1 - ~) Sup (llz(r)ll2) < ~,  (A.15) 
O<l"<t O<~'<t 
provided that t9 < 1 where 
cr L0<t<oo 
(A.16) 
where the bound g >_ SuP0<t<oo(b(t)), which holds from (9c),(9d) since s _< 1, has been used to 
calculate an upper-bound of 5. Note that z9 < 1 is guaranteed for any given P3 in (11),(12) for 
sufficiently small value of (p + SuP0<t<oo(ll0112 ) + st(a1 + a2) ) /a  since the G-matrix is uniformly 
bounded from the boundedness of the controller parameters. Obviously, the stability result also 
holds if the supremum in the right-hand-side of (A.15),(A.16) is taken on [tl, o0) for some finite 
time tx and the modified equation (A.16) still holds. 
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