In order to obtain high spatial resolution microchemical data from beam-sensitive materials, alternative techniques which avoid the use of fine probes, such as energy-filtered imaging techniques must be used. Robust quantification procedures are currently under development. The quantification procedure which yields images whose intensities are proportional to the elemental concentrations (atoms per unit volume) has already been determined. I The net core-loss intensity images, Si, can be corrected for diffraction contrast by normalization with low loss images, whereas thickness variations are corrected by normalization with t/h maps. This procedure has been shown to give the correct value for the concentration ratio between two phases for a single elemental map.1 Determining concentration ratios between two elements in the same phase can actually be simpler, in theory, than the above procedure since it only requires dividing the net core-loss intensity images of two elements and correcting for the difference in cross-section (C,/Cy = [S,/Sy] [0,/0,]). However, there are a few practical factors that must be considered in practice. First, the partial ionization cross-section Gi(A,P,CX) is not only a function of the slit width, A, and the collection half angle, b, but is also a function of the convergence angle a. Fig. 1 shows the cross-sections for oxygen and nitrogen as a function of the convergence angle, as calculated by Gatan's EL/P software, for the experimental conditions typically used (i.e., E = 300kV, A = 30eV, p = 3.9mrad). The plot also shows that the ratio of cross-sections for core-loss edges, as close in energy as oxygen and nitrogen are, is fairly independent of the convergence angle. Thus, to calculate elemental concentration ratios it is necessary to acquire the pre-and post-edge images for both (or all) core-loss edges of interest with a constant convergence angle and incident current density (i.e., keep the same illumination conditions). To avoid saturating the CCD for strong lower-loss edges, or collecting too little signal for weak higher-loss edges, it is necessary to vary the acquisition times for images of different elements. The resultant images (or profiles, see below) must then be normalized to constant acquisition time. In addition, directly ratioing two net core-loss intensity maps tends to result in noisy elemental concentration ratios particularly in regions in which the concentration of one (or both) of the elements is low.
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For example, a low loss image, acquired with a 30eV slit, of an interface region between a glassy matrix and a Si3N4 whisker on which a SiAlON phase had formed is shown in Fig. 2 . The net coreloss intensity maps Si(A,p,a) for oxygen and nitrogen are displayed in Fig. 3a and b respectively. Fig. 4a shows the elemental concentration ratio map derived by dividing Fig. 3a by 3b and correcting for the difference in cross-section and the discrepancy in acquisition times. The box in Figure 4a marks the region over which the profile across the interface, displayed in Figure 4b , was averaged. The oxygen-to-nitrogen ratio appears noisy in the glass phase because the nitrogen concentration is so low, and appears noisy in the Si3N4 because the oxygen concentration is so low. [Note: running a median kernel filter on the net core-loss intensity maps before ratioing them would significantly improve the noise at the expense of spatial resolution.] Alternatively, carefully-aligned profiles (averaged over the 100 pixel boxes shown in Fig. 3 ) from the net core-loss intensity maps, can be divided, and corrected for the cross-section and any acquisition time differences, as shown in Figure  5 . The averaged elemental concentration ratio profiles shown in Fig. 5 are quite smooth, resulting in much more consistent values for the concentration ratio within each phase while retaining the spatial resolution. FIG. 4 -a) Elemental concentration ratio map calculated by dividing Fig. 3a by 3b and correcting for the differences in cross-section (see Fig. 1 ) and acquisition times. b) Concentration ratio profile C~C N across the interface calculated by averaging the intensities of 100 pixels (see box in Fig. 4a ).
FIG. 5 -Plot displaying the averaged line profiles of the net intensities from the boxed regions of Fig.   3 . Note that the dot of the concentration ratio profile is less noisv than that shown in Fie. 4b. 
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