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∫∑§—¥¬àÕ
°“√«‘®—¬§√—Èßπ’È¡’«—µ∂ÿª√– ß§å‡æ◊ËÕ‡ πÕ«‘∏’°“√ª√–¡“≥§à“∞“ππ‘¬¡¢Õß¢âÕ¡Ÿ≈∑’Ë¡’°“√·®°·®ßÕ‘π‡«Õ√å 
‡°“ å‡´’¬π ·≈–‡ª√’¬∫‡∑’¬∫«‘∏’°“√ª√–¡“≥§à“∞“ππ‘¬¡ 3 «‘∏’ §◊Õ 1) «‘∏’Õ¬à“ßßà“¬ 2) «‘∏’ª√—∫§à“∞“ππ‘¬¡¥â«¬
‡∑Õ¡§à“§ß∑’Ë (n+1)/n  ·≈– 3) «‘∏’ª√—∫§à“∞“ππ‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë (n+2)/n ‚¥¬°“√‡ª√’¬∫‡∑’¬∫§à“ —¡∫Ÿ√≥å
¢Õß§«“¡‡Õπ‡Õ’¬ß (|Bias|) ·≈–§à“§«“¡§≈“¥‡§≈◊ËÕπ°”≈—ß Õß‡©≈’Ë¬ (Mean Square Error: MSE) ¢Õß§à“
ª√–¡“≥ °”Àπ¥¢π“¥µ—«Õ¬à“ß ‡∑à“°—∫ 5, 10, 20, 30 ·≈– 50 °”Àπ¥§à“æ“√“¡‘‡µÕ√å µ ‡∑à“°—∫ 1 ·≈–æ“√“¡‘‡µÕ√å
λ ‡∑à“°—∫ 1, 3, 5, 10, 15 ·≈– 20 °“√«‘®—¬§√—Èßπ’È„™â«‘∏’°“√®”≈Õß·∫∫¡Õπµ‘§“√å‚≈ ·≈–∑”°“√∑¥≈Õß È́”Ê
°—π 50,000 §√—Èß„π·µà≈– ∂“π°“√≥å º≈°“√«‘®—¬ √ÿª‰¥â¥—ßπ’È «‘∏’ª√—∫§à“∞“ππ‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë (n+2)/n „Àâ
§à“ |Bias| ·≈–§à“ MSE µË”∑’Ë ÿ¥ ‡°◊Õ∫∑ÿ°°√≥’∑’Ë»÷°…“ √Õß≈ß¡“§◊Õ «‘∏’ª√—∫§à“∞“ππ‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë
(n+1)/n ·≈–«‘∏’Õ¬à“ßßà“¬ µ“¡≈”¥—∫
Abstract
The objectives of this research are to propose the mode estimation method of Inverse
Gaussian data and to compare three mode estimation methods. Those methods are simple method,
adjusted mode method with term (n+1)/n, and adjusted mode method with term (n+2)/n. The
performance of each method can be measured by the absolute bias (|Bias|) and the mean square
errors (MSE). This study was performed by using different sample sizes (n) of 5, 10, 20, 30,
and 50 whereas the parameter µ is fixed to be 1 and parameters λ are fixed to be 1, 3, 5,
10, 15, and 20. This research used the Monte Carlo Simulation technique. The experiment was
repeated 50,000 times for each condition. The results showed that the adjusted mode method
with term (n+2)/n gave the lowest value of |Bias| and MSE in most of the criterions of sample
sizes and parameter values.
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‡ªìπµâπ (Cohen and Whitten, 1988) ‚¥¬¡’π—°
«‘®—¬À≈“¬∑à“π∑’Ë π„®»÷°…“‡°’Ë¬«°—∫°“√·®°·®ß
¥—ß°≈à“« Õ“∑‘ Halphen, Tweedie, Wald ·≈–
Wasan, Chikara, Folks, Seshadri, Cohen ·≈–
Jorgenson ‡ªìπµâπ (Bala-krisnan and Chen,
1997)
øí ß°å™—πÀπ“·πàπ¢Õß§«“¡πà “®– ‡ªìπ








Õ‘π‡«Õ√å ‡°“ å‡´’¬π ‡¡◊ËÕ (µ = 1 ·≈–
λ = 1, 3 ·≈– 5
«‘∏’°“√ª√–¡“≥§à“æ“√“¡‘‡µÕ√å µ ·≈– λ
 “¡“√∂ª√–¡“≥§à“‰¥âÀ≈“¬«‘∏’ ‡™àπ «‘∏’§«“¡§«√®–
‡ªìπ Ÿß ÿ¥ (Maximum Likelihood method:
ML) ·≈–«‘∏’°“√ª√–¡“≥·∫∫‰¡à‡Õπ‡Õ’¬ß ÷́Ëß¡’§«“¡
·ª√ª√«πµË” ÿ¥ (Minimum Variance Unbiased
Estimation method: MVUE) ‡ªìπµâπ (Evans,
Hastings, and Peacock, 2000) ‡¡◊ËÕ‰¥â§à “
ª√–¡“≥æ“√“¡‘‡µÕ√å µ ·≈– λ ·≈â« ¢—ÈπµÕπµàÕ‰ª
®–π”§à“ª√–¡“≥æ“√“¡‘‡µÕ√å‰ª§”π«≥§à“ ∂‘µ‘µà“ßÊ
‡™àπ §à“‡©≈’Ë¬ §«“¡·ª√ª√«π À√◊Õ∞“ππ‘¬¡ ‡ªìπµâπ




¥— ßπ—È π„π°“√«‘®—¬§√—È ßπ’È ®÷ ß ‡ πÕ«‘∏’°“√
ª√–¡“≥§à“∞“ππ‘¬¡¢Õß¢âÕ¡Ÿ≈∑’Ë¡’°“√·®°·®ß
Õ‘π‡«Õ√å ‡°“ å‡ ’́¬π ·≈–‡ª√’¬∫‡∑’¬∫«‘∏’°“√ª√–¡“≥
§à“∞“ππ‘¬¡ 3 «‘∏’ §◊Õ 1) «‘∏’Õ¬à“ßßà“¬ 2) «‘∏’ª√—∫§à“
∞“ππ‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë (n+1)/n  ·≈– 3) «‘∏’
ª√—∫§à“∞“ππ‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë (n+2)/n ‚¥¬°“√
‡ª√’¬∫‡∑’¬∫§à“§«“¡§≈“¥‡§≈◊ËÕπ°”≈—ß Õß‡©≈’Ë¬
(Mean Square Error: MSE) ·≈–§à“ —¡∫Ÿ√≥å¢Õß
§«“¡‡Õπ‡Õ’¬ß (Absolute Bias : |Bias|) ¢Õß
§à“ª√–¡“≥
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 ”À√—∫¢Õ∫‡¢µ¢Õß°“√«‘®—¬§√—Èßπ’È ¡’¥—ßµàÕ‰ªπ’È
1) °”Àπ¥¢π“¥µ—«Õ¬à“ß∑’Ë„™â (n) ‡ªìπ
‡∑à“°—∫ 5, 10, 20, 30 ·≈– 50
2) °”Àπ¥§à“æ“√“¡‘‡µÕ√å µ ‡∑à“°—∫ 1
3) °”Àπ¥§à“æ“√“¡‘‡µÕ√å λ ‡∑à“°—∫ 1, 3, 5,
10, 15 ·≈– 20





‚¥¬„™â‚ª√·°√¡ R ‡«Õ√å™—π 2.5.0 ·≈–°”Àπ¥„Àâ







µ ·≈– λ µ“¡∑’Ë°”Àπ¥‰«â„π¢Õ∫‡¢µ¢Õß°“√«‘®—¬




·≈– λ ¥â«¬«‘∏’§«“¡§«√®–‡ªìπ Ÿß ÿ¥ (Evans,





‡¡◊ËÕª√–¡“≥§à“æ“√“¡‘‡µÕ√å µ ·≈– λ π”§à“
ª√–¡“≥ µ ·≈– λ ∑’Ë‰¥â ª√–¡“≥§à“∞“ππ‘¬¡ ¥â«¬
«‘∏’°“√∑’Ë»÷°…“







(n+1)/n («‘∏’ C1) µ—«ª√–¡“≥§à“∞“ππ‘¬¡ (      )
§◊Õ
∧ ∧
∧∧∧∧ ∧3) «‘∏’ª√—∫§à“∞“ππ‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë(n+2)/n («‘∏’ C2) µ—«ª√–¡“≥§à“∞“ππ‘¬¡ (          )§◊Õ ∧ ∧ ∧∧ ∧∧ ∧2.4 §”π«≥§à“ —¡∫Ÿ√≥å¢Õß§«“¡‡Õπ‡Õ’¬ß·≈–§à“§«“¡§≈“¥‡§≈◊ËÕπ°”≈—ß Õß‡©≈’Ë¬¢Õß§à“ª√–¡“≥¢Õß·µà≈–«‘∏’ ·≈â«∑”°“√‡ª√’¬∫‡∑’¬∫§à“ —¡∫Ÿ√≥å¢Õß§«“¡‡Õπ‡Õ’¬ß (|Bias|) ¢Õß§à“ª√–¡“≥ §”π«≥®“°∧
∧
∧





„π∑ÿ°√–¥—∫¢Õß¢π“¥µ—«Õ¬à“ß (n = 5, 10,
20, 30 ·≈– 50) ·≈–∑ÿ°√–¥—∫¢Õß§à“æ“√“¡‘‡µÕ√å
(λ = 1, 3, 5, 10, 15 ·≈– 20) «‘∏’ª√—∫§à“∞“ππ‘¬¡







‡∑Õ¡§à“§ß∑’Ë (n+2)/n „Àâ§à“ MSE µË”∑’Ë ÿ¥ ¬°‡«âπ
„π°√≥’∑’Ë¢π“¥µ—«Õ¬à“ß‡∑à“°—∫ 5 ·≈–æ“√“¡‘‡µÕ√å λ












§à“ª√–¡“≥ π”‡ πÕ¥—ßµ“√“ß∑’Ë 1  √ÿª√“¬≈–‡Õ’¬¥
¥—ßπ’È
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µ“√“ß∑’Ë 1 §à“ —¡∫Ÿ√≥å¢Õß§«“¡‡Õπ‡Õ’¬ß (|Bias|) ·≈–§à“§«“¡§≈“¥‡§≈◊ËÕπ°”≈—ß Õß‡©≈’Ë¬ (MSE) ¢Õß
§à“ª√–¡“≥∞“ππ‘¬¡¢Õß¢âÕ¡Ÿ≈∑’Ë¡’°“√·®°·®ßÕ‘π‡«Õ√å ‡°“ å‡´’¬π ‡¡◊ËÕ§à“ µ ‡∑à“°—∫ 1
* À¡“¬∂÷ß «‘∏’°“√ª√–¡“≥§à“∑’Ë„Àâ§à“ |Bias| µË”∑’Ë ÿ¥ À√◊Õ§à“ MSE µË”∑’Ë ÿ¥
«“√ “√«‘™“°“√·≈–«‘®—¬ ¡∑√.æ√–π§√ ªï∑’Ë 1 ©∫—∫∑’Ë 2 °—π¬“¬π 2550184
√Ÿª∑’Ë 2 §à“ —¡∫Ÿ√≥å¢Õß§«“¡‡Õπ‡Õ’¬ß¢Õß§à“ª√–¡“≥∞“ππ‘¬¡ ‡¡◊ËÕ¢π“¥µ—«Õ¬à“ß‡∑à“°—∫ 5 ·≈– 30
√Ÿª∑’Ë 3 §à“§«“¡§≈“¥‡§≈◊ËÕπ°”≈—ß Õß‡©≈’Ë¬¢Õß§à“ª√–¡“≥∞“ππ‘¬¡ ‡¡◊ËÕ¢π“¥µ—«Õ¬à“ß
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π‘¬¡¥â«¬‡∑Õ¡§à“§ß∑’Ë (n+1)/n ·≈–«‘∏’Õ¬à“ßßà“¬ µ“¡
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