Determination of the stability behavior of a queueing network is an important part of analyzing such systems. In Gamarnik and Hasenbein (2005) it is shown if a fluid network has the finite decomposition property (FDP) and is not weakly stable, then any queueing network associated with the fluid network is not rate stable. In that paper the FDP was demonstrated for two station queueing networks only. In this paper, we show that the property holds for certain classes of queueing networks with any number of stations, thus allowing one to completely analyze the global stability of such queueing networks via the fluid model.
Introduction
In the mid-1990's an important connection between the stability of multiclass queueing networks and their corresponding fluid counterparts was established (see Dai (1999) and Chen and Yao (2001) for general background material). Specifically, it was shown that the stability of a fluid model implies stability of any corresponding stochastic network, under some appropriate technical conditions on the random variables which define the network Chen (1995) , Dai (1995) , Stolyar (1995) . Various converses to these initial results were established in Dai (1996) , Meyn (1995 Meyn ( , 2001 ), Puhalskii and Rybko (2000) . In all cases, the converses required establishing a property of some set of fluid limits, rather than the set of fluid solutions (for a more extensive discussion of the various converses see Gamarnik and Hasenbein (2005) ). Gamarnik and Hasenbein (2005) studied the problem of analyzing the global stability region in multiclass queueing networks. The global stability region is the set of network parameters for which the network is rate stable (see Definition 3.2) under all non-idling policies. Gamarnik and Hasenbein demonstrated that a queueing network is globally rate stability iff the corresponding fluid network is globally weakly stable. Thus, their result provides a "full converse" to a result in Chen (1995) in the sense that the converse statement is in terms of the fluid solutions only. However, their paper still has an additional side condition which must be checked. The side condition is a characteristic, called the finite decomposition property (FDP), of the fluid model of interest. In the case of two station multiclass networks there is a concise proof that FDP holds in all cases. The proof rests on fairly straightforward analytical and geometrical arguments which do not extend to the case of networks with three or more stations. Hence, one is left with some open questions: Do all multistation fluid networks possess the FDP? If not, is there any easily identifiable class of multistation fluid networks which possess the FDP? One goal of this paper is to provide an answer to the second question. The first question remains open. Along with the results in Gamarnik and Hasenbein (2005) , our answer to the FDP question implies that a converse stability theorem holds for the class of multistation networks which we consider. Thus, the results in this paper show that fluid models can be used to analyze the (global) stability behavior of certain queueing networks with an arbitrary number of stations. We hope the methodology of the paper will be useful in analyzing stability in a larger class of queueing networks.
Models and Definitions
We now define the dynamical model of primary interest in this paper, the multiclass fluid model (MFM). The model has J stations where J ≥ 1 and K fluid classes, with K ≥ J. We think of a particular class k ∈ {1, . . . , K} as being served by a station j ∈ {1, . . . , J}. Hence we must have K ≥ J.
The case K = J is called the single class case, and the case K > J is the multiclass case. The set of classes served at a station j is denoted by C(j).
For each class k there is potentially a stream of fluid arriving from the outside to this class. The rate of fluid arriving to class k is denoted by α k and α is the K-dimensional vector of exogenous arrival rates (note that some rates may be zero). Associated with each class k is a processing rate µ k . This is the rate at which a station can process class k fluid if it devotes 100% of its processing capacity to this fluid. Sometimes it will be convenient to talk about the processing time for one unit of fluid, which is m k = 1/µ k . We use µ to denote the K-dimensional vector of rates µ k , m to denote the Kdimensional vector of processing times m k , and M to be the diagonal matrix diag(m).
Finally, when class k fluid completes processing at a station, it is routed to another class, or leaves the network. The general multiclass model allows proportional routing in which case a fraction p k of class k fluid is routed to the class buffer. Note that the fraction
is the fraction of class k fluid which leaves the network. The K × K matrix of routing proportions p k is denoted by P . An open multiclass fluid network is one for which I + P + (P ) 2 + · · · converges. Finally we outline the dynamical equations which define the behavior of an MFM which has parameters (α, m, P ), and is associated with a certain network topology which maps the classes to stations. To this end, we define Q k (t) as the buffer level of class k fluid at time t, T k (t) as the amount of time devoted to processing class k fluid during [0, t] , and D k (t) as the amount of fluid which has departed the class k buffer during [0, t] . We use the natural column vector version of these quantities below. The fluid model then is defined by the following equations, which should hold for all t ≥ 0:
where
To be precise, the model above is one which allows the fluid model to operate under a certain subclass of control policies which are non-idling and head-of-the-line (HL). These terms originated in the study of discrete queueing networks. Non-idling implies that a station must devote 100% of its capacity to processing fluid if there is a positive amount of fluid at the station. Equation (6) enforces this requirement.
The term head-of-the-line is harder to define succinctly in the fluid case. In a discrete network HL policies are those in which jobs are served in FIFO ordered within classes and at most one job from each class at a station may be undergoing service at any given instant. Equation (3) enforces the HL requirement. This equation arises from examining the limits of dynamical equations governing discrete networks operating under HL policies (Dai (1999) for more discussion).
Given a particular HL non-idling fluid model, we are interested in the behavior of the solutions to this model. In this paper, we study a subset of fluid models known as two-pass networks, which we define now. 
• p k,k+1 = 1 for all k < K and p k = 0 otherwise. 2. A reentrant line is called a two-pass network if in addition to being a reentrant line, we have C(j) = {j, j + J}. Note that, in this case, K = 2J.
3. A two-pass network is of Type I if
A two-pass network is of Type II if
Figure 1 depicts the routing in a two-pass fluid network.
Main Results
Before we present our main results, we review some definitions and results from Gamarnik and Hasenbein (2005) which motivate our results. As mentioned in the introduction, fluid models have been useful in analyzing the stability behavior of their discrete, stochastic counterparts, multiclass queueing networks. We briefly review the results of Gamarnik and Hasenbein (2005) which links the stability of MFMs to multiclass queueing networks, but we do not give a formal definition of multiclass queueing networks here, referring the reader instead to Chen and Yao (2001) , Dai (1999) , Gamarnik and Hasenbein (2005) . We start with one definition of stability for a fluid model. Next, we define the notion of rate stability for stochastic queueing networks which are reentrant lines. The interested reader should refer to Chen (1995) or El-Taha and Stidham (1999) for more discussion on rate stability. Our definition assumes that the classes on the network are labeled in the natural order implied by the route. Definition 3.2. A queueing network which is a reentrant line is said to be rate stable if starting from any initial state x,
is the number of jobs which have departed the network in [0, t].
We next define the finite decomposition property (FDP) of fluid models, which is the primary topic of interest for us. Definition 3.3. A fluid model is said to have the finite decomposition property if there exist values ν, B > 0 which satisfy the following conditions. For every non-idling fluid solution (Q(t), T (t)) defined over an interval [0, θ] such that Q(t) = 0, for all t ∈ [0, θ], there exists a non-idling fluid solution (Q(t),T (t)) also defined over [0, θ] and a sequence of times 0 = t 0 < t 1 < t 2 ...
3. For each interval (t m , t m+1 ), m = 0, 1, 2, . . . , M − 1 and each station j eitherQ σ j (t) > 0 for all t ∈ (t m , t m+1 ) orQ σ j (t) = 0 for all t ∈ (t m , t m+1 ).
It should be noted that our definition differs slightly from that in Gamarnik and Hasenbein (2005) , in point (2). However, one can check that the main result in that paper still holds using this more relaxed version of the FDP. With this definition we can restate the main result of Gamarnik and Hasenbein (2005) . For simplicity we state the result for reeentrant lines only.
Theorem 3.1. (Gamarnik and Hasenbein) Consider a queueing network which is a reentrant, and satisfies the technical assumptions in Gamarnik and Hasenbein (2005) . Suppose the associated fluid model is not globally weakly stable and satisfies FDP. Then there exists a non-idling policy under which the queueing network is not rate stable, i.e. the queueing network is not globally rate stable.
The technical assumptions mentioned above are usually easy to verify. In Gamarnik and Hasenbein (2005) the finite decomposition property was shown to hold for all two station fluid networks. The question of the property holding in networks with more than three stations was left open. With our main result below, we show that the property holds for at least some classes of networks with an arbitrary number of stations. Combining this result with Theorem 3.1 yields the following corollary.
Corollary 3.1. A queueing network whose fluid model is a two-pass reentrant line of Type I or Type II is globally rate stable if and only if the associated fluid model is globally weakly stable.
Although Corollary 3.1 appears to be a new result concerning the stability of fluid and queueing networks, it should be noted that the result can be inferred indirectly from some previous results in the literature. In particular, with a little work, one can use our analysis here to prove that Type I and Type II fluid networks are globally rate stable if and only if the usual traffic conditions hold. One can then apply the results of Dai (1996) and Chen (1995) to obtain the corollary. However, establishing the FDP property provides a direct way of inferring the stability behavior of the queueing network from the stability characteristics of the fluid network.
Proof of Main Result
Theorem 3.2 is proved in this section. We prove the Type I and Type II cases separately, although the general approach to proving both cases is similar.
Throughout the proofs below, we use the following notation for the first draining time of a station. Let
Also a time t is called regular if the derivative {Q(t),Ṫ (t)} exists at time t.
Type I Two-pass Networks
We start with the following lemma.
Lemma 4.1. Consider a Type I two-pass network with J = 3. For any nonidling fluid solution, if Q σ i (t) = 0 for i ∈ {2, 3} and any regular t > 0, then
Proof. Fix an i ∈ {2, 3}. Specializing the fluid dynamical equations to the network under consideration we have that the fluid levels of class i and i + 3 are given by
Taking derivatives with respect to time, we have that for a regular time t:
We prove the result by contradiction. Thus, assume that Q σ i (t) = 0 and Q σ i−1 (t) > 0 for some regular t > 0. By the non-idling condition (6), we have that for
At station i the resource condition (5) requireṡ
Since t is regular, Q σ i (t) = 0 implies thatQ i (t) =Q i+3 (t) = 0. Our next task is to show that if Q σ i−1 (t) > 0 thenQ i (t) andQ i+3 (t) cannot both be zero.
So, assuming thatQ i (t) = 0, then (7) yieldṡ
Using this in conjunction with the assumption µ i−1 > µ i for Type I networks yields:Ṫ
Now, combining this with (9) and (10) gives
Rewriting and again using a Type I assumption,
Finally, this and (8) implẏ
Hence,Q i (t) = 0 impliesQ i+3 (t) > 0. By an exactly analogous argument it can be shown thatQ i+3 (t) = 0 impliesQ i (t) > 0. Therefore the two derivatives cannot simultaneously be zero, which implies a contradiction in our original assumption that Q σ i (t) = 0 and Q σ i−1 (t) > 0 for some regular t > 0, and the lemma is proved.
Note that the arguments in the last paragraph of the proof also imply that if a station has positive workload, then the the buffer level of one of the two classes at the downstream station must be increasing. We will use this fact in the proof of Theorem 4.3.
Lemma 4.2. Consider a Type I two-pass network with J = 3. Suppose there exists a non-idling solution (Q(t), T (t)) which satisfies the following four conditions over some interval [0, t 2 ]:
Then there exists a non-idling fluid solution (Q (t), T (t)) defined on [0, t 2 ] which satisfies the conditions below:
Proof. We define a modified solution (Q (t), T (t)) on [0, t 2 ] by defining the derivativesṪ (t) for almost all t in this interval. Since any fluid solution is absolutely continuous and T (0) is known, this gives a complete specification of T (t). Using the dynamical equations, and the initial fluid levels Q (0), one can then derive a complete fluid solution from T (t). In our construction of the new solution, the main modification is that station 1 is empty on the entire interval [0, t 2 ] rather than just on [t 1 , t 2 ].
We defineṪ (t) on [0, t 1 ] as follows:
On (t 1 , t 2 ] the new allocation is the same as the old allocation at all buffers:
For the proposed values ofṪ (·) to represent a valid non-idling fluid solution, we must show that the time allocation is feasible, non-idling, and satisfies the various end point conditions. For the allocation to be feasible we must have:Ṫ i (t) + T i+3 (t) ≤ 1 for i ∈ {1, 2, 3} and t ∈ [0, t 2 ]. This feasibility requirement is satisfied automatically on [0, t 1 ] by the definitions given in (1)-(6). It is also satisfied on (t 1 , t 2 ] since the old feasible allocation remains unchanged on this interval. Next, since starting at t 1 the modified allocation coincides with the original allocation, we must show that at t 1 the new fluid solution has the same amount of fluid waiting to be processed at each buffer as the original fluid solution.
Station 1. We start by showing that under the new allocation, station 1 spends the same amount of time processing class 1 and class 4 fluid between 0 and t 1 as it does under the old allocation:
Note that at t 1 class 1 has processed all of the fluid which arrived in [0, t 1 ]. Hence we must have λt 1 = µ 1 T 1 (t 1 ), a fact which we used twice in the derivations above. In the last inequality we also used the fact that station 1 had to work at full effort on [0, t 1 ], due to the non-idling requirement. We next show that for all t between 0 and t 1 , the class 1 and class 4 buffers remain empty by showing that the derivatives of the corresponding fluid levels are identically zero on this interval. Since station 1 is initially empty, this implies the buffers are empty on the entire interval. We have that for all t on [0, t 1 ]:
Station 2. We have verified that station 1 processes the same amount of fluid on [0, t 1 ] in both the original and new fluid solutions. It can be seen from (3) and (4) in the definition of our new solution that T 2 (t 1 ) = T 2 (t 1 ) and T 5 (t 1 ) = T 5 (t 1 ). Since fluid arrivals and departures from station 2 are the same under the new and old solutions, so are the fluid levels at t 1 .
We next note that in the new solution the fluid level at all buffers at station 2 is linear in time on [0, t 1 ], since for all regular t ∈ [0, t 1 ):
This, plus the fact that Q σ 2 (0) > 0 and Q σ 2 (t 1 ) > 0 implies that the fluid level at station 2 is positive over the entire interval. Thus (3) and (4) clearly imply that the new fluid solution is non-idling on this interval.
Station 3. As before we can first verify that under the new and old fluid solutions, the same amount of time is devoted to processing class 3 and class 6 fluids on [0, t 1 ]. We show the calculation for class 3 and omit the similar calculation for class 6:
Thus since Q σ 3 (0) = Q σ 3 (0), the calculation above implies Q σ 3 (t 1 ) = Q σ 3 (t 1 ). It remains to be proved that Q σ 3 (t) > 0 for all t in [0, t 1 ]. Above we showed that Q σ 2 (t) > 0 over this interval, which means in particular it it true for every regular t in [0, t 1 ]. Using the contrapositive form of Lemma 4.1, we then have that Q σ 3 (t) > 0 for all regular t in the interval. Since Q σ 3 (·) is Lipshitz continuous, this implies that Q σ 3 (t) > 0 holds for all t in [0, t 1 ]. Finally, we note that (5) and (6) ensure that the fluid solution is non-idling over the interval.
To summarize, we shown that the proposed new fluid solution is feasible and non-idling. Furthermore, the buffer levels at stations 2 and 3 are positive over the initial interval, and are such that Q (t 1 ) = Q(t 1 ). Since the old and new solutions coincide after t 1 we also have Q (t 2 ) = Q(t 2 ), completing our proof.
Theorem 4.3. The finite decomposition property holds for any Type I twopass network with J = 3.
Proof. Recall that for a non-idling fluid solution (Q(·), T (·)) , t σ i is defined to be the first time after zero at which the total buffer level of station i is zero. Lemma 4.1 immediately implies that
We now show that FDP holds for every non-idling fluid solution (Q(t), T (t)) defined over an interval [0, θ] .
Case 1
Suppose that θ ≤ t σ 1 , then (11) implies that Q σ i (t) > 0 for all t in [0, θ) and i ∈ {1, 2, 3}. So, this non-idling solution itself satisfies FDP with M = 1.
Case 2
Assume t σ 1 < θ < t σ 2 , then set t 1 := t σ 1 , t 2 := sup t 1 ≤t≤θ (Q σ 1 (t) = 0), and
Thus, the solution (Q(t),T (t)) satisfies FDP with M = 4.
Case 4
Suppose that t σ 1 ≤ t σ 2 ≤ θ < t σ 3 and µ 3 ≥ µ 4 · (1 − ρ 1 ). Under these assumptions, the Case 3 argument does not necessarily work because linearization of such a fluid solution could result in a solution which is idling.
First, we linearize the original fluid solution up to time t σ 2 . Let us set t 1 := t σ 1 , t 2 := t σ 2 and define (Q(t),T (t)) as follows:
Here the linearization preserves feasibility and the non-idling property. Our new fluid solution satisfies the following conditions:
Note that Q(t 2 ) =Q(t 2 ) and T (t 2 ) =T (t 2 ). Next, on the interval [t 2 , θ] we define a nondecreasing sequence of time points {p i , i ≥ 0} where for each
We start by setting p 0 := t 2 . The definition of subsequent time points depends on the behavior of the fluid solution just after p i . If Q σ 2 is zero in a neighborhood to the right of p i then p i+1 is the time just before which Q σ 2 goes positive. If Q σ 2 is positive in a neighborhood to the right of p i , then p i+1 is the first time Q σ 2 is zero after p i . Formalizing this definition we have: (a) if there exists an > 0 such that
Q σ 2 (t) = 0}. Now on any interval (p i , p i+1 ) there can be two different types of behavior:
It has already been shown that whenever station 1 has a positive workload, the buffer level of one of the classes at station 2 must increase (see the remark following the proof of Lemma 4.1.) It then follows that if station 2 empties at some time r, we must have Q σ 1 (t) = 0 for all t ∈ [r − , r] for some > 0. This ensures the existence of a p < p i in the second case above and also implies that whenever station 2 is empty, station 1 must also be empty.
Using these observations, we continue with the definition of (Q(t),T (t)) in the interval (t 2 , θ]. Consider now each subinterval (p i−1 , p i ) which comprise (t 2 , θ]. If the first type of behavior occurs, then there is no need to modify the original solution on that subinterval. If the second type of behavior occurs, then we use the results of Lemma 4.2 to modify the solution on the subinterval (p i−1 , p i ). In a new fluid solution constructed in this manner, Station 1 remains empty after it empties for the first time. Hence, we have constructed a solution analogous to that in case 3 and thus the solution satisfies FDP with M = 4.
All cases summary
Note that we need not explicitly consider the case when θ ≥ t σ 3 . At t σ 3 the entire network must be empty (by Theorem 4.1). Once the network has emptied, there always exists a non-idling solution under which the network remains empty, as long as the usual traffic conditions are satisfied. So, there is no need to consider the behavior of fluid solutions beyond t σ 3 .
To finish the proof we need to argue that inf 0≤t≤θ Q (t) ≥ inf 0≤t≤θ Q(t) . To see this, note that across various segments of the new fluid solution we either left the old fluid solution unchanged or "linearized" the solution in some manner. Examining intervals of the first type, it is clear that the minimum fluid level remains unchanged. Intervals of the second type are "linear" in the sense that the fluid processing rates are constant in an interval, hence the minimum fluid level must occur at on of the two endpoints of the interval. However, the fluid level at these endpoints are, by construction, the same as the fluid levels in the old solution. Thus, the new solution cannot have a lower minimum fluid level overall than the old solution.
To summarize, in each of the four cases above (which partition the possible fluid solutions) we have proved that there exists a modified fluid solution which satisfies FDP. In particular, for every non-idling fluid solution (Q(t), T (t)) defined over interval [0, θ] , there exists a modified solution (Q(t),T (t)) also defined over [0, θ] which is nonidling and satisfies FDP with M ≤ 4.
Finally, we are prepared to prove the first half of Theorem 3.2.
Proof of Theorem 3.2, part (a). We use induction on the number of stations J. We have already established the case J = 3. So, we suppose FDP holds for a Type I two-pass network with J − 1 stations, and prove that for a network with J stations FDP also holds.
Using arguments analogous to those in the proof of Lemma 4.1, we can show that at t σ i+1 station i must be empty and therefore
If θ < t σ 2 , or both t σ 2 ≤ θ and µ J < µ J+1 (1 − ρ 1 ), we can linearize the original fluid solution using an argument analogous to that used in the proof of Theorem 4.3. If t σ 2 ≤ θ and µ J ≥ µ J+1 (1 − ρ 1 ), then we can an argument similar to that in Case 4 to define a new fluid solution that satisfies the FDP conditions.
After t σ 1 , Station 1 may either remain empty thereafter or fill and drain repeatedly. Let {p k , k ≥ 0} be the sequence which delineates the busy and empty periods of Station 1, that is either Q σ 1 (t) > 0 for all t ∈ (p k , p k+1 ) or Q σ 1 (t) = 0 for all t ∈ (p k , p k+1 ). If Q σ 1 (t) = 0 on (p k , p k+1 ) then we do not modify the original fluid solution on this interval. If Q σ 1 (t) > 0 on (p k , p k+1 ) then we will define a modified fluid solution for which Q σ 1 (t) = 0 on this interval and otherwise does not modify the fluid levels at the other stations.
To this end we define the modified solution T (·) via the derivatives of T (·) on an interval (p k , p k+1 ). As discussed previously, these derivatives uniquely define a fluid solution on the interval. So, leṫ
Using the same methodology as in the proof of Lemma 4.2, it can be shown that a fluid solution modified as above is still feasible and non-idling. Furthermore, in the modified solution, Station 1 remains empty once it has drained for the first time (at t σ 1 ). Hence after t σ 1 , Station 1 "drops out" of the fluid network, and we are left with a fluid network with J − 1 stations. By assumption, FDP holds for any such network. Note that all stations have positive buffer levels before t σ 1 , hence each step in the induction adds at most one segment in the FDP definition. By the induction principle we conclude that in general FDP holds for a J station network with M ≤ J + 1.
Type II Two-pass Networks
We now prove the second half of Theorem 3.2, i.e. the Type II case. We start with a basic lemma which applies to networks with J ≥ 3 stations. The lemma shows that in a Type II network once a station i (i ≥ 2) empties, it must remain empty forever.
Lemma 4.4. Consider a Type II two-pass network with J ≥ 3. For any nonidling fluid solution, if Q σ i (t ) = 0, i ∈ {2, 3, . . . , J} then Q σ i (t) = 0 for all t > t .
Proof. Fix an i ∈ {2, 3, . . . , J}. Again specializing the fluid dynamical equations to the network under consideration, we have that the fluid levels of class i and i + J are given by: Q i (t) = µ i−1 T i−1 (t) − µ i T i+J (t) + Q i+J (0) Q i+J (t) = µ i+J−1 T i+J−1 (t) − µ i+J T i+J (t) + Q i+J (0).
Taking derivatives with respect to time, we have that for a regular time t: Q i (t) = µ i−1Ṫi−1 − µ iṪi (12) Q i+J (t) = µ i+J−1Ṫi+J−1 − µ i+JṪi+J .
At station i − 1 the resource condition (5) requireṡ T i−1 (t) +Ṫ i+J−1 (t) ≤ 1 for all regular t > 0.
We will prove thatQ i (t) ≤ 0 andQ i+J (t) ≤ 0 for all regular t > 0, by contradiction. So suppose there exists a regular time t > 0 with eitheṙ Q i (t) > 0 orQ i+J (t) > 0. For now assumeQ i (t) > 0 (and of courseQ i+J (t) ≥ 0). Then rewriting (12) and (13) yields:
(15) µ i+J−1Ṫi+J−1 (t) ≥ µ i+JṪi+J (t).
Combining (14)- (16), we have
Recall the Type II assumptions µ i > µ i−1 and µ i+J > µ i+J−1 , which imply µ i µ i−1Ṫ i (t) + µ i+J µ i+J−1Ṫ i+J (t) >Ṫ i (t) +Ṫ i+J (t). Now we also have thatQ i (t) > 0 impliesṪ i (t) +Ṫ i+J (t) = 1, due to the nonidling assumption. Combining this with the equation immediately above gives µ i µ i−1Ṫ i (t) + µ i+J µ i+J−1Ṫ i+J (t) > 1, which obviously contradicts (17). An analogous argument shows that we cannot haveQ i+J (t) > 0 for any regular t > 0. Thus we conclude thatQ i (t) +Q i+J (t) ≤ 0 for all regular t. Recall that Q σ i (·) is non-negative and absolutely continuous (because it is Lipshitz continuous). We then note that any non-negative absolutely continuous function which has a non-positive derivative almost everywhere must remain at zero once it reaches zero. Again, the modified solution is both feasible and non-idling, given that the initial solution was also. The new fluid solution satisfies the following conditions:
1.Q σ i (t) > 0, for all t ∈ [0, t 1 ) and i ∈ {1, . . . , J}, 2.Q σ 1 (t) = 0 andQ σ i (t) > 0 for all t ∈ [t 1 , r] and i ∈ {2, . . . , J}, 3.Q σ i (t) > 0 for all t ∈ (r, t 2 ) and i ∈ {1, . . . , J}. Now our argument is similar to that of Case 1. After t 2 one of the stations drops out and the fluid solution is that of a J − 1 station network. By the induction assumption FDP holds for all two station networks, thus FDP also holds for the J station network. Note that the interval [0, t 2 ] adds just 3 to the value of M in the FDP conditions, giving an upper bound of M ≤ 3J for a general network.
