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1. Introduction and preliminaries
Given a measurable space (Ω,F) and two F-Borel measurable functions X, Y , Armstrong [3] proves that, if X, Y are
Lebesgue integrablew.r.t. a probabilitymeasure P and are comonotonic, then the followingwell known Chebyshev inequality:
∫
Ω
XY dP ≥
(∫
Ω
X dP
)(∫
Ω
Y dP
)
(1)
holds; conversely, if (1) holds for any probability measure P, then X, Y are comonotonic. Consequently, keeping in mind the
linearity of Lebesgue integral w.r.t. positive linear combinations of measures, we have that, if X, Y are Lebesgue integrable
w.r.t. a real measure μ and are comonotonic, then the following modified Chebyshev inequality:
‖μ‖
∫
Ω
XY dμ ≥
(∫
Ω
X dμ
)(∫
Ω
Y dμ
)
(2)
holds (with ‖μ‖ = μ(Ω)); conversely, if (2) holds for any real measure μ, then X, Y are comonotonic.
In the setting of non-additive set functions, there are some results regarding Chebyshev type inequalities for Sugeno
integral (S)
∫
Ω . For example, Girotto and Holzer [6] prove that X, Y ≥ 0 are comonotonic iff the following version of
Chebyshev inequality:
‖μ‖ (S)
∫
Ω
1
‖μ‖XY dμ ≥
(
(S)
∫
Ω
X dμ
)(
(S)
∫
Ω
Y dμ
)
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holds for any real non-null monotone set function μ on F; Mesiar and Ouyang [8] show that, under comonotonicity and
Sugeno integrability, the following version of Chebyshev inequality:
(S)
∫
Ω
X ∗ Y dμ ≥
(
(S)
∫
Ω
X dμ
)
∗
(
(S)
∫
Ω
Y dμ
)
holds for a suitable continuous operation ∗ on [0,+∞[2 (for further versions see Agahi et al. [1,2]).
Another important tool inmany applications of non-additive set functions, is the asymmetric Choquet integral C
∫
Ω . Then,
it is interesting to analyze when some well known integral inequalities (stated for countable additive measures) hold for
this integral, as well. For example, in the context of non-negative F-Borel measurable functions, Mesiar et al. [7] and Wang
[9] show that Jensen inequality always holds while this is not true anymore for Cauchy, Minkowsky and Hölder inequalities;
moreover, they prove that the comonotonicity condition is sufficient to ensure the validity of the previous inequalities.
In this paper, we link Chebyshev inequality with comonotonicity. Precisely, we prove that, if X, Y are comonotonic, then
the following version of Chebyshev inequality:
‖μ‖C
∫
Ω
XY dμ ≥
(
C
∫
Ω
X dμ
)(
C
∫
Ω
Y dμ
)
(3)
holds for any real monotone set function μ on F , when X, Y ≥ 0, and for any real (finitely) additive measure μ on F ,
when X, Y are Choquet integrable; conversely, if (3) holds for any uniform two-points probability measure μ, then X, Y are
comonotonic. Thus, Chebyshev inequality (3) supplies a characterization of comonotonicity in the setting of non-negative
functions.
On the other hand, in the setting of real additive measures, the standard integrals are Dunford–Schwartz integral D
∫
Ω
and the Stieltjes type integral (only for bounded functions) S
∫
Ω (see Section 4.4 and 4.5 in Bhaskara Rao and Bhaskara Rao
[4]). For the former integral, the Chebyshev type inequality:
‖μ‖D
∫
Ω
XY dμ ≥
(
D
∫
Ω
X dμ
)(
D
∫
Ω
Y dμ
)
(4)
holds for any real additive measureμ and for any comonotonic X, Y such that X, Y and XY are D-integrable. Therefore, since
the previous (Choquet, Dunford–Schwartz and Stieltjes type) integrals coincide for bounded functions, the Chebyshev type
inequality via anyone of these integrals supplies a characterization of comonotonicity in the setting of bounded functions.
Now, we briefly recall some notion and notation useful in the sequel. Given a measurable space (Ω,F), we denote by
ω (with or without indices) any element of Ω . Any set function μ : F → [0,+∞] is called a monotone set function if the
following properties are satisfied:
(a) μ(∅) = 0;
(b) F1 ⊂ F2 implies μ(F1) ≤ μ(F2) (monotonicity);
moreover, μ is called real if ‖μ‖ = μ(Ω) < +∞ and μ is said to be an additive measure if μ(F1 ∪ F2) = μ(F1) + μ(F2),
whenever F1 ∩ F2 = ∅.
Given F ∈ F , we denote by IF the indicator function of F . Moreover 1ω is the Dirac measure atω (i.e. 1ω(F) = 1, ifω ∈ F ,
and 1ω(F) = 0, if ω /∈ F).
In the sequel,X, Y, Z alwaysdenote real-valued functionsonΩ whichareF-Borelmeasurable (henceforth realmeasurable
functions). Moreover, given X , we put {X > t} = {ω : X(ω) > t} for any real t. Finally, we recall that X , Y are said to be
comonotonic if X(ω1) > X(ω2) and Y(ω1) < Y(ω2) is impossible for anyω1, ω2 (i.e. (X(ω1)−X(ω2)) (Y(ω1)−Y(ω2)) ≥ 0
for any ω1, ω2).
Now, given the real monotone set function space (Ω,F, μ), the (asymmetric) Choquet integral of X w.r.t.μ is defined as:
C
∫
Ω
X dμ =
∫ 0
−∞
[μ(X > t) − ‖μ‖]dt +
∫ +∞
0
μ(X > t)dt,
where μ(X > t) = μ({X > t}) for any real t.
Note that, in the space L1(μ) of μ-Choquet integrable functions, if Xn → X uniformly, then C ∫Ω Xn dμ → C ∫Ω X dμ;
indeed, given  > 0, eventually the inequality X −  ≤ Xn ≤ X +  holds, so that, by monotonicity and translatability of
the Choquet integral, the inequality C
∫
Ω X dμ − ‖μ‖ ≤ C
∫
Ω Xn dμ ≤ C
∫
Ω X dμ + ‖μ‖ eventually holds, as well.
2. Main results
The following lemmaisuseful inproving that, in thesettingofnon-negative realmeasurable functions, thecomonotonicity
condition assures that the inequality (3) holds for any real monotone set function.
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Lemma 2.1. Let X ∧ n = min(X, n) for any natural n. Then
C
∫
Ω
X dμ = lim
n→+∞ C
∫
Ω
X ∧ n dμ.
Proof. Given n, we have
C
∫
Ω
X ∧ n dμ =
∫ 0
−∞
[μ(X ∧ n > t) − ‖μ‖]dt +
∫ +∞
0
μ(X ∧ n > t)dt
=
∫ 0
−∞
[μ(X > t) − ‖μ‖]dt +
∫ n
0
μ(X ∧ n > t)dt
=
∫ 0
−∞
[μ(X > t) − ‖μ‖]dt +
∫ n
0
μ(X > t)dt.
Hence, letting n → +∞, we get the thesis. 
Theorem 2.2. Let X, Y ≥ 0 be comonotonic. Then, the Chebyshev inequality (3) holds.
Proof. If X, Y ≥ 0 are comonotonic, then, by putting T = X + Y , there are, by Proposition 4.5(iv) in Denneberg [5], two
increasing real functions f1, f2 ≥ 0 on R such that X = f1(T) and Y = f2(T). Consequently, by the transformation rule for
Choquet integral, we have
C
∫
Ω
X dμ = C
∫
R
f1 dμ
T , C
∫
Ω
Y dμ = C
∫
R
f2 dμ
T ,
C
∫
Ω
XY dμ = C
∫
Ω
(f1f2) ◦ T dμ = C
∫
R
f1f2 dμ
T ,
where μT (B) = μ(T−1(B)) for any Borel set B in R. Therefore, it is enough to prove (3) only for non-negative increasing
real functions onR and real monotone set functions on Borel sets ofR.
Let f , g ≥ 0 be two increasing real functions on R and let ν be a real monotone set function on Borel sets such that
0 < ‖ν‖ < +∞. Then put
1 = C
∫
R
f dν, 2 = C
∫
R
g dν,  = C
∫
R
fg dν.
First assume ‖ν‖ = 1. The proof is carried out in the following steps (proceeding on the “structure" of functions: indicator,
simple function, bounded and arbitrary).
1◦. Let g = IA, where A is a real upper half-line. On noting that {fIA > t} = {f > t} ∩ A is equal to {f > t} or A (f is
increasing!) for any t ≥ 0, by Proposition 5.1(i) in Denneberg [5], we get
 =
∫ +∞
0
ν(fIA > t) dt ≥
∫ +∞
0
min[ν(f > t), ν(A)] dt
≥
∫ +∞
0
ν(f > t) ν(A) dt =
(∫ +∞
0
ν(f > t) dt
)
ν(A) = 12,
where the second inequality follows from ν(f > t), ν(A) ≤ 1.
2◦. Let g = ∑ni=1 αiIAi , where αi ≥ 0 and Ai is a real upper half-line (i = 1, . . . , n). On noting that αifIAi , αiIAi are
non-negative increasing functions (i = 1, . . . , n), by comonotonic additivity, positive homogeneity and Step 1◦, we have
 =
n∑
i=1
αiC
∫
R
fIAi dν ≥
n∑
i=1
αi
(
1 C
∫
R
IAi dν
)
= 1
n∑
i=1
αi C
∫
R
IAi dν = 12.
3◦. Let f , g bebounded. Then, by standard arguments, one canfinda sequence of non-negative increasing simple functions
(gn)n≥1 converging to g uniformly. Then, (fgn)n≥1 converges to fg uniformly (f bounded!) and hence C
∫
R fgn dν →  and
C
∫
R gn dν → 2. Consequently, by Step 2◦,
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 = lim
n→+∞ C
∫
R
fgn dν
≥ lim
n→+∞
(
1C
∫
R
gn dν
)
= 1 lim
n→+∞ C
∫
R
gn dν = 12,
adopting the usual rule +∞ · 0 = 0 of arithmetic in the extended real line.
4◦. Let f , g be arbitrary. On noting that fg ≥ (f ∧ n)(g ∧ n) for any n ≥ 1, by monotonicity of Choquet integral, Step 3◦ and
Lemma 2.1, we obtain
 ≥ lim
n→+∞ C
∫
R
(f ∧ n)(g ∧ n) dν
≥ lim
n→+∞
(
C
∫
R
f ∧ n dν
)(
C
∫
R
g ∧ n dν
)
=
(
lim
n→+∞ C
∫
R
f ∧ n dν
)(
lim
n→+∞ C
∫
R
g ∧ n dν
)
= 12.
Finally, assume ‖ν‖ = 1. Let ν′ = 1‖ν‖ ν . Then, ‖ν′‖ = 1 and hence, by Proposition 5.2(i) in Denneberg [5] and Step 4◦,
we have
‖ν‖ = ‖ν‖2C
∫
Ω
fg dν′
≥ ‖ν‖2
(
C
∫
Ω
f dν′
)(
C
∫
Ω
g dν′
)
=
(
‖ν‖C
∫
Ω
f dν′
)(
‖ν‖C
∫
Ω
g dν′
)
= 12.
This completes the proof. 
As the next example shows, in the previous theorem the non-negativity assumption on real measurable functions cannot
be dropped for its validity.
Example 2.3. Let Ω = [0, 1] and F = 2Ω . Given the function f on Ω defined as:
f (ω) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 if ω = 0,
3−2ω
4
if 0 < ω < 1
2
,
1−ω
2
if 1
2
≤ ω ≤ 1,
consider the real monotone set functionμ(F) = inf f (Fc) for any F ∈ F (with the usual assumption inf f (∅) = sup f ); then
‖μ‖ = 1. Now, let:
X(ω) =
⎧⎨
⎩
−2 if 0 ≤ ω < 1
4
,
5 if 1
4
≤ ω ≤ 1, Y(ω) =
⎧⎨
⎩
−2 if 0 ≤ ω < 1
2
,
1 if 1
2
≤ ω ≤ 1.
Then, by a straightforward calculus, we get C
∫
Ω X dμ = 198 , C
∫
Ω Y dμ = − 12 and C
∫
Ω XY dμ = − 52 , so that (3) does not
hold even in the setting of simple increasing functions.
The following proposition paves the way to prove Chebyshev inequality in the setting of real additive measures.
Proposition 2.4. LetD be a real vector space of real measurable functions including IΩ . Moreover, let  : D → R be such that:
(a) (IΩ) = α = 0;
(b) (X) ≥ 0 for any X ∈ D such that X ≥ 0 (positivity);
(c) (βX) = β(X) for any X ∈ D and for any real β (homogeneity);
(d) (X + Y) ≤ (X) + (Y) for any X, Y ∈ D (subadditivity).
Then α (XY) ≥ (X)(Y), for any comonotonic functions X, Y ∈ D such that XY ∈ D.
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Proof. First, assume α = 1. Let X, Y ∈ D be comonotonic such that XY ∈ D. Now, given ω0, by comonotonicity we have
0 ≤ [X − X(ω0)][Y − Y(ω0)] = XY − X(ω0)Y − Y(ω0)X + X(ω0)Y(ω0) ∈ D (D vector space!) and hence, by positivity,
(XY − X(ω0)Y − Y(ω0)X + X(ω0)Y(ω0)) ≥ 0.
Therefore, by homogeneity, subadditivity and (a) (α = 1!), we get
(XY) − X(ω0)(Y) − Y(ω0)(X) + X(ω0)Y(ω0) ≥ 0.
Since ω0 is arbitrarily chosen, we have 0 ≤ (XY) − (Y)X − (X)Y + XY ∈ D and hence, by similar arguments to the
above, we get 2[(XY) − (X)(Y)] ≥ 0.
Finally, let α = 1. Then by positivity, α > 0 and hence, letting ′ = α−1 , the functional ′ satisfies positivity,
homogeneity, subadditivity and′(IΩ) = 1. Hence, fromwhat we proved above, α(XY) = α2′(XY) ≥ α2′(X)′(Y) =(X)(Y). This completes the proof. 
Theorem 2.5. Let μ be an additive measure. Moreover, let X, Y be comonotonic and Choquet integrable. Then, the Chebyshev
inequality (3) holds.
Proof. LetX, Y ∈ L1(μ)be comonotonic andassume,without loss of generality,‖μ‖ > 0. Sinceμ is additive, byProposition
9.4 in Denneberg [5], L1(μ) is a real vector space. Consequently, given ω0, by comonotonicity, we get
XY ≥ X(ω0)Y + Y(ω0)X − X(ω0)Y(ω0) = W ∈ L1(μ).
On noting that (XY)− ≤ W−, we have 0 ≤ C ∫Ω(XY)− dμ ≤ C ∫Ω W− dμ < +∞, so that C ∫Ω XY dμ exists and it is not−∞.
Now, assume XY ∈ L1(μ) (otherwise (3) trivially holds). On noting that any element of D = L1(μ) is μ-essentially
> −∞ and recalling subadditivity (Theorem 6.3 in Denneberg [5]), positive homogeneity, asymmetry and monotonicity
of Choquet integral, the functional (Z) = C ∫Ω Z dμ on D verifies properties (a) ÷ (d) of the previous proposition with
α = ‖μ‖. Consequently, we get the thesis. 
As an easy consequence of the previous theorem we get the following result regarding countermonotonic functions X , Y
(i.e. (X(ω1) − X(ω2)) (Y(ω1) − Y(ω2)) ≤ 0 for any ω1, ω2).
Corollary 2.6. Letμ be an additive measure. Moreover, let X, Y be countermonotonic and Choquet integrable. Then, the following
reverse Chebyshev inequality holds:
‖μ‖C
∫
Ω
XY dμ ≤
(
C
∫
Ω
X dμ
)(
C
∫
Ω
Y dμ
)
.
Proof. Since −X , Y are comonotonic and Choquet integrable, from the previous theorem and homogeneity of Choquet
integral (μ is additive!), we get the thesis. 
The next theorem, in a sense, looks at the converse implication of Theorem 2.5.
Theorem 2.7. If the Chebyshev inequality (3) holds for any uniform two-points probability μ (i.e. μ = 1
2
(1ω1 + 1ω2)), then X,
Y are comonotonic.
Proof. Given ω1, ω2, letμ = 12 (1ω1 + 1ω2). On noting that C
∫
Ω Z d1ω = Z(ω) for any Z and ω, by Proposition 5.2(i),(ii) in
Denneberg [5], we have
X(ω1)Y(ω1) + X(ω2)Y(ω2)
2
= C
∫
Ω
XY dμ ≥
(
C
∫
Ω
X dμ
)(
C
∫
Ω
Y dμ
)
= X(ω1) + X(ω2)
2
Y(ω1) + Y(ω2)
2
so that, by simple computation, (X(ω1) − X(ω2))(Y(ω1) − Y(ω2)) ≥ 0. This completes the proof. 
In the setting of real additive measures, the Choquet integral and the Dunford–Schwartz integral do not always coincide,
so that it is interesting to supply a Chebyshev inequality also for D-integral. On noting that this integral satisfies conditions
(a)÷ (d) in Proposition 2.4 with α = ‖μ‖ (see Theorem 4.6.7 and Theorem 4.4.13(ii),(v) in Bhaskara Rao and Bhaskara Rao
[4]), we get the desired inequality.
B. Girotto, S. Holzer / International Journal of Approximate Reasoning 52 (2011) 1118–1123 1123
Theorem 2.8. Let μ be an additive measure. Moreover, let X, Y be comonotonic and let X, Y and XY be D-integrable. Then, the
Chebyshev inequality (4) holds.
We conclude the paper by a characterization of comonotonicity via Chebyshev inequality.
Theorem 2.9 (Characterization theorem). The following statements hold:
(i) Let X, Y be non-negative. Then X, Y are comonotonic iff the Chebyshev inequality (3) holds for any real monotone set
function μ;
(ii) Let X, Y be bounded. Then X, Y are comonotonic iff the Chebyshev inequality:
‖μ‖
∮
Ω
XY dμ ≥
(∮
Ω
X dμ
)(∮
Ω
Y dμ
)
holds for any additive real measure μ, where the integral is, indifferently, the Choquet or Dunford–Schwartz or Stieltjes
type integral.
Proof. (i) This immediately follows from Theorems 2.2 and 2.7.
(ii) First note that, for any bounded real measurable function, D-integral and S-integral both exist and are equal (see
Theorems 4.5.7 ÷ 4.5.9 in Bhaskara Rao and Bhaskara Rao [4]). On the other hand, in the setting of simple functions,
Choquet integral and D-integral coincide. Consequently, since any bounded real measurable function is uniform limit of a
sequence of simple functions, by monotonicity and translatability of these integrals, one easily proves that they are equal
for bounded functions. Consequently, by Theorems 2.5 and 2.7, we get the thesis. This completes the proof. 
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