Abstract. We prove the existence of traveling waves, and identify the wave sequences appearing in Riemann solutions, for a system of three evolutionary partial differential equations that models combustion of light porous foam under air injection.
Introduction
This paper is part of long-term research project to identify waves that arise in onedimensional models of flow in porous media, especially models relevant to various methods of oil recovery, and to understand how the waves fit together in solutions of boundary value problems (BVPs); see [4-6, 11-14, 17] and references therein. Flows that involve combustion give rise to reaction-convection-diffusion equations in which the three aspects are of roughly equal importance. None can be safely ignored.
The paper is motivated by a model for the injection of air into a porous medium that contains a solid fuel. The model was proposed in [1] and further studied in [5, 6] . We simplify the model by ignoring the dependence of gas density on temperature. Our study was motivated by a desire to find a model that (1) reproduces the variety of phenomena observed when air is injected into a porous medium containing a solid fuel, yet (2) is simple enough to permit a rigorous investigation. Our simplification allows proofs of existence of traveling waves by phase plane analysis. We also identify the wave sequences that can occur as solutions of Riemann problems.
Our model, which is described in Sec. 2 and derived in Appendix A, consists of three equations that express energy, oxygen, and fuel balance laws. We use a shifted Arrhenius law for which combustion begins at a threshold temperature. We analyze the case in which the thermal capacity of the medium is negligible compared to that of air. A consequence is that oxygen and heat are both transported at the velocity of the moving gas. The thermal capacity assumption is not correct for oil recovery, but is approximately valid for polyurethane foam such as that used in furniture.
We find four types of combustion waves that approach their end states exponentially, two that propagate faster than oxygen and temperature, and two that propagate more slowly. Fast combustion waves represent "premixed combustion": combustion, once it starts, races, in the form of a burning front, into a region where both solid fuel and oxygen are present. Behind the front either oxygen or fuel is exhausted. The slow combustion waves we find have been called "reaction-trailing smolder waves" [18] and "coflow (or forward) filtration combustion waves" [2] in the context of more complicated models of injection of air into a porous medium. The moving gas brings oxygen into a region where solid fuel is present. The oxygen is consumed in the reaction. Since the gas velocity is greater than that of the flame front, a region of high temperature and no oxygen is swept ahead of the front. Both fast and slow combustion waves are described in Sec. 3 .
"Reaction-leading smolder waves", observed in both [18, 2] , are not seen in our model. These are slow combustion waves in which the high-temperature region lies behind the wave. We expect to see these waves if we assume that oxygen is transported faster than heat. This will be the subject of future research.
For initial-BVPs on an infinite interval with constant boundary data, one expects the solution to resolve into combustion waves and intervals in which combustion does not occur. On these intervals the equations decouple, so one expects to observe standing solid fuel concentration patterns, convected oxygen concentration patterns, and temperature waves. Viewed from a distance, these waves resemble contact discontinuities. In Sec. 4 , we show that only certain contact discontinuities can occur in generic wave sequences.
In Sec. 5, we present the generic wave sequences that could be observed for large time. For some boundary conditions, several different wave sequences are possible; they are expected to be observed for different initial data. The most complicated of the wave sequences include both a slow and a fast combustion wave. We present numerical simulations in which the expected wave sequences occur.
Since we only consider generic boundary data, we do not consider the possibility that at one end, combustion fails to occur for more than one reason. For example, we do not consider the possibility that at the right, there is both no oxygen and a low temperature. Some such BVPs are of course physically important, and will be the subject of future research.
Our system can be rewritten as one balance law coupled to two conservation laws, which allow reduction of the traveling wave system to two dimensions. In Sec. 6, we perform this reduction and study equilibria of the traveling wave system. In Secs. 7 and 8, existence of the various combustion waves is proved.
Let us comment briefly on our use of a shifted Arrhenius factor, so that combustion begins at a threshold temperature above absolute zero, and the combustion rate depends continuously on temperature. In analytical studies of combustion waves in porous media, such as [1-4, 11, 18, 19] , it is more typical to replace the Arrhenius factor by zero below a fixed fraction of combustion temperature [20] , resulting in discontinuous dependence of the reaction rate on temperature. We do not think this would change the results, but it would complicate the presentation. We believe that our choice is appropriate when analyzing simplified equations.
The cited papers assume the existence of various combustion waves and investigate their properties using asymptotic expansion. Recent papers that used a shifted Arrhenius factor and use nonperturbative methods to prove the existence of combustion waves in simplified models include [7] , which uses the method of upper and lower solutions, and [13, 14, 17] , which use Geometric Singular Perturbation Theory [10] .
In our simplified model, it should be possible to rigorously investigate the timeasymptotic stability of the combustion waves. The papers [9, 8] propose an approach to stability analysis of combustion waves that we expect to prove useful for this.
Model
The system we consider is
1)
2)
There are three dependent dimensionless variables: temperature θ, solid fuel concentration ρ, and oxygen concentration Y . The oxygen is a component of a gas that is moving with velocity a > 0. Both oxygen and heat are assumed to be transported with this velocity. An exothermic chemical reaction involving oxygen and the solid fuel can occur only when the temperature is above a threshold temperature, which we normalize to be θ = 0. Because of this convention, the temperature is allowed to be negative. The unit reaction rate is given in (2.4) by Φ(θ). Equation (2.1) represents transport and diffusion of temperature, and generation of thermal energy by the chemical reaction. Equation (2.2) represents consumption of the solid fuel, which of course does not diffuse and is not transported by the gas. Equation (2.3) represents transport of oxygen and consumption of oxygen in the chemical reaction. Diffusion of oxygen is ignored as in [1] . A derivation of the model, and discussion of its range of validity, can be found in Appendix A. We are of course interested in solutions with ρ ≥ 0 and Y ≥ 0 everywhere. We consider (2.1) and (2.2) on −∞ < x < ∞, t ≥ 0, with the constant boundary conditions
We assume that the reaction does not occur at the boundaries, i.e. the reaction terms in (A.7)-(A.9) vanish. There are three reasons the reaction terms can vanish:
(1) Temperature control (TC ) -reaction ceases due to low temperature θ ≤ 0; (2) Fuel control (FC ) -reaction ceases due to lack of fuel ρ = 0; (3) Oxygen control (OC ) -reaction ceases due to lack of oxygen Y = 0.
Of course, two or all three of these conditions can occur simultaneously. We limit ourselves to generic boundary conditions:
(L) Exactly one of the following conditions holds:
The other two numbers are positive. (R) Exactly one of the following conditions holds:
The other two numbers are positive.
Combustion Waves
We denote by (θ By a "combustion wave" we shall mean a continuous nontrivial traveling wave with velocity c > 0, c = a. We do not consider waves with velocity c < 0, since we have in mind injecting air into one end of a porous medium. Thus the spatial domain would be 0 ≤ x < ∞, so waves with negative velocity would not be supported. Waves with velocity c = 0 and c = a, the characteristic velocities of the system, are considered separately in the following section.
We are concerned especially with combustion waves that approach both end states exponentially. This limitation allows us to ignore certain waves that exist only when θ + = 0, but approach the right state more slowly than exponentially.
The consequence is that we can treat right states with θ + = 0 exactly like right states with θ + < 0. The limitation would also allow us to ignore traveling waves with θ − = 0, since it turns out that they necessarily approach the left state more slowly than exponentially. However, in this case, the traveling waves represent bifurcations that we find it helpful to understand. For other approaches see [1, 2, 5, 9, 18, 20] . 
In a fast combustion wave, the burning front moves toward a low-temperature region with both solid fuel and oxygen; this is often called "premixed combustion". The heat produced remains behind the combustion front because the moving gas that could transport it has lower velocity. Behind the front the reaction stops because the fuel is exhausted (FC − → TC ). We study these fronts in Sec. 7. In a slow combustion wave, a gas bringing oxygen flows into a region in which solid fuel is present but oxygen is not. Combustion occurs behind the incoming gas; it cannot occur ahead since there is no oxygen. Thus the speed of the combustion front c cannot be greater than a. In fact c < a, so heat produced by combustion, which also moves with speed a, is swept ahead of the combustion front. Hence the high-temperature region is ahead of the front. The oxygen is entirely consumed in the reaction. These fronts have been called "reaction-trailing smolder waves" [18] and "coflow (or forward) filtration combustion waves" [2] . We study them in Sec. 8.
The following results describe the combustion waves. 
The set of points in (θ
cs − → OC waves should be a three-dimensional manifold. We have not shown this, but if it is true, then by Sard's Theorem, almost every left state corresponds to a set of isolated right states (which may be empty). We conjecture that in fact every left state corresponds to a unique right state.
Contact Discontinuities
When one simulates a system such as (A.7)-(A.9) on −∞ < x < ∞, one uses initial conditions that differ from the boundary data only on a finite interval. The computed solution then differs perceptibly from the boundary data on an interval of size O(t) because it includes waves that propagate with different velocities. In order to view the solution for fixed time on a computer screen, one must shrink the spatial interval by an O(t) factor. When one does this, combustion waves become steeper and approach discontinuities that propagate at velocity c and separate intervals on which (θ, ρ, Y ) is constant. Other patterns of finite size, or even size o(t), approach discontinuities that propagate at a characteristic velocity of the system and likewise separate intervals on which (θ, ρ, Y ) is constant. We call these propagating discontinuities contact discontinuities because of their analogy to classical contact discontinuities, explained below. Since we are interested in the appearance of the solution for large time, we shall consider contact discontinuities in addition to combustion waves.
In the absence of reaction and diffusion terms, the characteristic velocities of (A.7)-(A.9) are 0 for the solid fuel and a for temperature and oxygen. Contact discontinuities therefore have velocity 0 or a. The solid fuel concentration can change across a contact discontinuity of velocity 0, while temperature or oxygen concentration or both can change across a contact discontinuity of velocity a. Contact discontinuities must separate intervals on which the reaction does not occur (since (θ, ρ, Y ) is constant).
To explain why we use the term "contact discontinuity", we note that on the portions of the solution that asymptotically approach contact discontinuities, the reaction has essentially stopped. If one removes the reaction terms from (A.7)-(A.9), the system decouples into
Equations (4.2) and (4.3) have solutions that are classical contact discontinuities: piecewise constant, where the discontinuity propagates with velocity 0 or a, respectively. Equation (4.1) is the heat equation together with convection with velocity a. A solution that approaches given values
which is a widening wave of width O(t 1 2 ). Since the width of the wave is o(t), when the interval is shrunk by an O(t) factor, it will approach a piecewise constant discontinuity propagating with velocity a, i.e. a classical contact discontinuity of (4.1) with the diffusion term replace by 0.
In Sec. 5, we describe wave sequences that solve the BVP (2.1)-(2.5). We recall from Sec. 2 the assumption that at each end state, the reaction does not occur for one reason only. We shall consider only generic wave sequences, by which we mean the following. The waves must occur in order of increasing velocity. It is easy to see that there is at most one slow combustion wave and one fast combustion wave. We may also assume:
(O) There is at most one wave of velocity 0 and one of velocity a.
The reason is that a sequence of two contact discontinuities with the same velocity could be combined into one.
The dimension number of a contact discontinuity is the dimension of the set of right states that can be reached from a fixed left state by a contact discontinuity of the given type. For example, for a contact discontinuity of speed 0, the ρ-component of the right state can be varied (dimension 1) unless it is 0 (dimension 0). For a contact discontinuity of speed a, both the θ-and Y -components of the right state can be varied (dimension 2), unless the Y -component of the right state is 0 (dimension 1).
Theorem 4.1. With assumptions (L), (R)
, and (O), the contact discontinuities that occur in generic wave sequences are those given in Table 1 . 
Contact discontinuity
Dimension number
We remark that four of the these contact discontinuities begin or end at states of type TC ∩ FC or OC ∩ FC . By assumptions (L) and (R), these states cannot be the first or last in the wave sequence. They can, however, be intermediate states in generic wave sequences.
In the remainder of this section we show that contact discontinuities other than the given types cannot occur in generic wave sequences. In the following section we exhibit generic wave sequences that include all the contact discontinuities listed, thus completing the proof of Theorem 4.1.
Since a contact discontinuity of speed 0 must be the first wave in the sequence, by assumption (L) the left state is TC , FC , or OC . It cannot be FC : across a contact discontinuity of speed 0, ρ and only ρ changes, so the new right state would not be allowed. When the left state is TC or OC , after a change in ρ, the right state is of the same type as the left, or its type is that of the left state intersected with FC . Thus only the four contact discontinuities of speed 0 that are listed in the table can occur.
A contact discontinuity of speed a is either followed by a fast combustion wave, or is the last wave in the sequence. In the first case, by Theorem 3.1, its right state is of type FC or OC in a generic wave sequence; in the second case, by assumption (R), the right state is of type TC , FC , or OC . Thus, in a generic wave sequence, only contact discontinuities of speed a with right state of type TC , FC , or OC can occur.
In addition, contact discontinuities of speed a whose first state is TC ∩ OC or TC ∩ FC ∩ OC cannot occur in a generic wave sequence. By assumption (L), such a wave cannot begin the wave sequence, and a look at the allowed slower waves shows that none end in one of these states. 
The remaining seven are listed in the table. Table 2 lists the four types of combustion waves in Theorem 3.1, together with their dimension numbers, which were explained in Sec. 3. Table 2 . Combustion waves.
Wave Sequences

Combustion wave
An obvious necessary condition for a wave sequence to be generic is that it begins at a state Tables 1 and 2 with (1) FC or OC (respectively, TC ) all have dimension number sum 2 (respectively, 3).
Wave sequences with higher dimension number sum do not exist.
There are nine types of BVPs, depending on whether the left and right states are temperature-controlled (TC ), fuel-controlled (FC ), or oxygen-controlled (OC ). We first give a brief summary of the possible wave sequences, followed by a detailed account for the interested reader.
(1) Fuel-controlled right state. A combustion wave moving right cannot occur because there is no fuel at the right and no mechanism to bring fuel to the right. Each possible left state gives rise to a unique sequence of contact discontinuities. Notice that this wave sequence represents the asymptotic state of the system. Combustion may occur for a while in certain regions (for example, regions where fuel, oxygen, and high temperature are initially present), but it eventually stops. (2) Oxygen-controlled right state. Each possible left state again gives rise to a unique sequence of contact discontinuities, in which there are no combustion waves. In addition, fuel-controlled and temperature-controlled left states allow a wave sequence with a slow combustion wave (smoldering). When there is an oxygen-controlled right state, combustion must eventually die out unless oxygen is constantly brought to the right; this can only happen when the left state has a positive oxygen concentration. (3) Temperature-controlled right state. Again each possible left state gives rise to a unique sequence of contact discontinuities, in which there are no combustion waves. In addition, there is a rich set of other possibilities.
• Each possible left state allows a wave sequence consisting of one or two contact discontinuities followed by a fast combustion wave. This is not surprising: the right state is "premixed", in that both oxygen and fuel are present. If combustion starts anywhere in the premixed region (because, for example, a high temperature is initially present there), then the combustion process itself produces a wave of high temperature moving further into the premixed.
• A temperature-controlled left state allows a wave sequence in which there is a single slow combustion wave surrounded by contact discontinuities. The oxygen arriving from the left leads to a slow combustion wave preceded by a region of no oxygen: the oxygen arriving from the left all burned in the reaction, and the oxygen initially present at the right is carried away before the flame can reach it. Thus we have smoldering despite a premixed right state.
• Finally, temperature-controlled and oxygen-controlled left states each allow a wave sequence that includes both a slow and a fast combustion wave.
A detailed description of these wave sequences, along with simulation results, follows.
Right state of type FC
These BVPs do not permit combustion waves because there is no fuel at the right.
The only generic wave sequence is TC
Notice that while we require assumptions (L) and (R) for the boundary conditions, a generic wave sequence can have an intermediate state at which the reaction fails to exist for two reasons.
FC to FC BVPs
The only generic wave sequence is a single FC
The only generic wave sequence is OC
Right state of type OC
These boundary conditions permit no combustion waves or only slow combustion waves. is a slow FC
FC to OC BVPs
). This wave is followed by one of velocity a:
See the simulation result in Fig. 2 . Notice that waves of speed 0 cannot exist when the left state is fuel-controlled; thus a wave sequence for an FC to OC BVP must have a combustion wave in which the fuel concentration changes from 0 to positive. Hot gas moves into a region where there is fuel; combustion then occurs.
OC to OC BVPs
There are two generic wave sequences.
(
See the simulation result in Fig. 3 .
The sequence is completed with waves of velocity 0
and a:
See the simulation result in Fig. 4 . 
Right state of type TC
These boundary conditions are the only ones that allow fast combustion waves.
TC to TC BVPs
There are five generic wave sequences.
( . Numerical simulation with a = 0.1 for the case (2) described in Sec. 5.3.1, exhibiting a temperature-controlled to oxygen-controlled slow combustion wave that is preceded and followed by contact discontinuities. Left: initial conditions. Right: simulation time 14,000.
There are then two possibilities.
(b) Y N = 0: Again two possibilities: 
sequence is completed with waves of speed 0 and a:
FC to TC BVPs
There are three generic wave sequences.
(1 
See the simulation result in Fig. 6 . . Numerical simulation with a = 0.1 for the case (1) described in Sec. 5.3.2, exhibiting a fuel-controlled to oxygen-controlled slow combustion wave followed by a contact discontinuity. Left: initial conditions. Right: simulation time 20,000.
(2) By Theorem 3.2, given (θ
. See the simulation result in Fig. 7 . 
Between the slow and fast combustion waves there is a wave of velocity a:
See the simulation result in Fig. 8 . 
OC to TC BVPs
There are then two generic wave sequences: 
See the simulation result in Fig. 9 . For all simulations shown in this section we use nonlinear Crank-Nicolson implicit finite difference scheme and Newton's method in each time-step with a = 5.
The remainder of the paper is devoted to proving the results about combustion waves in Sec. 3. In Sec. 6, we derive a traveling wave equation suitable for analysis and we analyze its equilibria, which determine the possible connecting orbits. In Secs. 7 and 8, we find the connecting orbits.
Reduced Traveling Wave Equation
In order to most conveniently find the combustion waves of the system (2.1) and (2.3), we replace (2.2) by the sum of (2.2) and (2.1), and we replace (2.3) by the difference of (2.3) and (2.2). We obtain
In (6.1)-(6.3), we replace the spatial coordinate x with one ξ that is moving with velocity c: ξ = x − ct. We obtain
A stationary solution of (6.4)-(6.6) is a traveling wave solution of (2.1)-(2.3) with velocity c. Stationary solutions of (6.4)-(6.6) satisfy the system of ODEs
In (6.7), we set v 1 = ∂ ξ θ, and we integrate (6.8) and (6.9). Using dot to denote derivative with respect to ξ, we obtain the systeṁ θ = v 1 , (6.10)
11)
12) 13) where w 1 and w 2 are constants.
We assume c = a. Then we can solve for Y using (6.13), and we solve for v 1 using (6.12). Substituting into (6.10) and (6.11) and dividing the second equation by c (we recall the standing assumption that c > 0), we obtain the reduced traveling wave systemθ
14) 15) in which (w 1 , w 2 ) is a vector of parameters. Because of (6.13), for the system (6.14) and (6.15),
The system (6.14) and (6.15) has the invariant lines
the latter corresponds to Y = 0. The physically relevant part of the phase space for (6.14) and (6.15), which we denote P , has ρ ≥ 0 and Y ≥ 0. From (6. In the first case, P is nonempty if
In the second case, P = {(θ, ρ) : ρ ≥ max(0, − w2 c )}. In both cases P is invariant. The set of equilibria of (6.14) and (6.15) is the union of three subsets: The linearization of (6.14) and (6.15) at a point (θ, ρ) has the matrix  (1, 0) ; the other eigenvalue is 0.
We have ρ = 0. In FC , Y > 0, so
In FC ∩ OC , Y = 0, so w 2 = 0. Therefore, we have the following proposition. 
Since ρ > 0 and cρ + w 2 = 0, we have w 2 < 0. Therefore, we have the following proposition. The invariant lines ρ = − w2 c and ρ = 0 each contain just one equilibrium, so they do not contain traveling waves with finite limits at both ends. Therefore, from the propositions of this section we conclude that to find solutions of (6.14) and (6.15) that approach their end states exponentially, only the following cases need be considered:
• 0 < a < c, left state in FC or OC , right state in TC * .
• 0 < c < a, left state in FC or TC * , right state in OC .
Fast Traveling Waves (c > a)
In this section, we shall prove Theorem 3.2. In order to simplify the notation we use (u 1 , u 2 , u 3 ) = (θ, ρ, Y ) in this section and the next. We assume c > a. From Sec. 6, we assume that the right state of a traveling wave for (2.1)-(2.3) is (u 1+ , u 2+ , u 3+ ) with u 1+ ≤ 0. Since a wave with speed c f will be the last wave in a wave sequence, we invoke assumption (R) to restrict our attention to u 2+ > 0 and u 3+ > 0, i.e. to right states in TC . Waves with other right states in TC * cannot occur, but we will not bother to show it. It is obvious on physical grounds: if fuel is missing at the right, it cannot be transported there; if oxygen is missing at the right, it cannot be transported there fast enough to support a combustion wave with velocity greater than a.
Therefore, in (6.14) and (6.15) we set
and obtainu
The invariant line u 3 = 0 corresponds to 
The curve C
On C, the lines u 2 = 0 and u 3 = 0 coincide.
Substituting c = au3+ u3+−u2+ into (7.2) and (7.3) and multiplying the right-hand side by au 2+ (u 3+ − u 2+ ) > 0 (equivalent to a rescaling of time), we obtaiṅ (1) Suppose u 2+ ≥ −u 1+ . Then there is a unique u 3 * , u 2+ < u 3 * < ∞ such that, for (7.5) and (7.6), the stable manifold of (u 1+ , u 2+ ) contains a branch of the
. Fig. 11 . Phase portrait of (7.5) and (7.6) Proof of Proposition 7.1. In both cases of the proposition we only consider u 3+ > −u 1 +, so the phase portrait is given by Fig. 11 .
In case (1) we consider the limit u 3+ = u 2+ of (7.5) and (7.6). We obtaiṅ
The line (u 1 − u 1+ ) + (u 2 − u 2+ ) = 0 is a line of normally attracting equilibria.
The stable manifolds of points on this line are horizontal lines. In particular, the stable manifold of (u 1+ , u 2+ ) is the line u 2 = u 2+ , and the center manifold of
It follows that for u 3+ a little larger than u 2+ , the former lies above the latter. In case (2) the corresponding limit u 3+ = −u 1+ . It leads to a similar conclusion, which is left to the reader.
Next we show that in either case, for u 3+ large, there are orbits that start on the nullcline u 2+ (u 1+ − u 1 ) + u 3+ (u 2+ − u 2 ) = 0 that separate the stable manifold of (u 1+ , u 2+ ) from the center manifold of (u 1+ + u 3+ , 0). Thus the former lies below the latter.
To see this, fix , 0 < < u 2+ , and consider (7.5) and (7.6) on the region
. Therefore, on the given region,
(The lower bound is negative and the upper bound is positive.) As u 3+ → ∞, both the lower bound and the upper bound approach 0. The result follows. Therefore, for (7.5) and (7.6), there exists u 3 * , with u 2+ < u 3 * < ∞ in case (1) and −u 1+ < u 3 * < ∞ in case (2) , such that, for (7.5) and (7.6), the stable manifold of (u 1+ , u 2+ ) contains a branch of the center manifold of (u 1+ + u 3 * , 0).
The splitting of these manifolds for (7.5) and (7.6) as u 3+ varies is governed by a Melnikov integral. (This is correct here even though the equilibria are degenerate; see [16] .) Let X(u 1 , u 2 ) = (X 1 (u 1 , u 2 ), X 2 (u 1 , u 2 )) be the vector field given by the right-hand side of (7.5) and (7.6). Let u 3+ be a value for which the connection exists, let (u 1 , u 2 )(τ ) be the connecting orbit, and let r(τ ) = divX(u 1 , u 2 )(τ ). Then the Melnikov integral is given by
Since M < 0, the center manifold of (u 1+ + u 3+ , 0) crosses from below to above the stable manifold of (u 1+ , u 2+ ) as u 3+ increases past u 3 * . Since this is true for any u 3 * where the manifolds meet, it follows that u 3 * is unique.
Region 1
In Region 1, the line u 3 = 0 lies below u 2 = 0. See Fig. 12 
, and right state (u 1+ , u 2+ , u 3+ ). We compute u 3− using the fact that w 2 given by (6.13) is constant on solutions. The amount of remaining oxygen, once all the solid fuel has burned is u 3− .
Proof of Proposition 7.2. The calculation of the allowed range of c for each u 3+ > u 3 * is left to the reader.
Fix u 3+ > u 3 * . In case (1), to study the limit c → ∞, divide the right-hand side of (7.2) and (7.3) by c and let c → ∞ (equivalent to a rescaling of time for each c). In the limit we obtainu
This is the system (7.7) and (7.8) divided by (a 2 u 2+ ) 2 . As in the proof of Proposition 7.1, we see that for large c, the stable manifold of (u 1+ , u 2+ ) lies above the unstable manifold of (u 1+ + u 2+ , 0). In case (2), we substitute c = au1+ u1++u2+ into (7.2) and (7.3) and multiply the right-hand side by −(u 1+ + u 2+ ) > 0, which yieldṡ
The phase portrait is shown in Fig. 13 . The stable manifold of (u 1+ , u 2+ ) lies above the center manifold of the origin, which perturbs to the unstable manifold of (u 1+ + c c−a u 2+ , 0) when c is decreased. In both cases, using Proposition 7.1, we now see that for u 3 * < u 3+ < ∞, the configurations of invariant manifolds at large c and on C are opposite. This shows the existence of c.
Region 2
For (u 3+ , c) in Region 2, the line u 3 = 0 lies between u 2 = 0 and u 2 = u 2+ . See Fig. 13 . Phase portrait of (7.11) and (7.12) in P (u 2 ≥ 0).
?
. Proof of Proposition 7.3. We assume that u 2 + > −u 1+ ; the opposite case is easier. Proposition 7.1(1) gives the relative positions of the stable manifold of (u 1+ , u 2+ ) and the center manifold of (u 1+ + u 3+ , 0) for (u 3+ , c) ∈ C.
For −u 1+ < u 3+ < u 2+ , as c → ∞, the equilibrium (u 1+ + u 3+ , u 2+ − c−a c u 3+ ) approaches (u 1+ + u 3+ , u 2+ − u 3+ ). An argument similar to that in the previous section shows that for c very large, the stable manifold of (u 1+ , u 2+ ) lies above the unstable manifold of (u 1+ + u 3+ , u 2+ − c−a c u 3+ ). To study the limit c → a from above for arbitrary u 3 , we multiply (7.2) and (7.3) by c − a and set c = a. We obtaiṅ We then set c = a, yielding the system (7.13) and (7.14) multiplied by −1. The flow is given by Fig. 15 with the arrows reversed. The half-lines u 2 = 0, u 1 > 0 and u 2 = u 2+ , u 1 > 0 are respectively normally repelling and normally attracting manifolds of equilibria, with connecting orbits u 1 = constant, 0 < u 2 < 1. For c close to and less than a, the slow flow on u 1 > 0, u 2 = 0, which is given by (8.7) with c = a, is to the right. From this fact and the signs ofu 1 andu 2 , it follows that for c close to and less than a, the lower branch of the stable manifold of the saddle (u 1+ , u 2+ ) will, in backward time, rapidly become close to the line u 2 = 0 and approach an equilibrium in TC with u 2 close to 0. This will place it below the right branch of the unstable manifold of the point (u 1− , u 2− ) in TC .
To study c = u3− u2++u3− a, we substitute this value into (8.5) and (8.6), multiply by u 2+ + u 3− > 0 and simplify, which yieldṡ For this system, the point on TC with u 1 = u 1− is just (u 1− , 0). Its unstable manifold is the u 1 -axis, above which is the stable manifold of (u 1+ , u 2+ ).
From the previous two paragraphs we deduce the existence of the combustion wave for some c in the interval u3− u2++u3− a < c < a.
Numerical Evidence for Uniqueness
In order to test the uniqueness of the slow combustion waves in Theorem 3.3(2), we rewrite the system (8.2) and (8.3) as one ODE for u 2 (u 1 ):
u 2 Φ(u 1 ). For each set of parameters P = (u 1− , u 3− , u 2+ , a), we could fix u 2− , 0 < u 2− < u 2+ , which determines c and u 1+ by the formulas in Theorem 3.3 (2) . We then integrate the ODE from u 1+ to u 1− , assume u 2 (u 1+ ) = u 2+ , and obtain a value u 2 = u * For each P we ran about 30 integrations for u 2− ∈ (0, u 2+ ). We stopped the integration upon (almost) reaching H or u 1 = 0, whichever occurred first. If the integration finished at a point of H with u 1 > 0, we took u * 2 to be the u 2 -value of the intersection of H with the u 2 axis. (Backward orbits through points near H with u 1 > 0 approach this intersection point very slowly; it would be wasteful to continue the integration further.) The number of fixed points is the number of intersections of the graph of u 2− → u * 2− and the line u * 2− = u 2− . A typical result is plotted in Fig. 17 . We found uniqueness for all points tested.
To test the uniqueness of the fast combustion waves in Theorem 3.2 we consider the system (7.2) and (7.3) in an analogous fashion. For each set of parameters P = (u 1+ , u 2+ , u 3+ , a), we could assume u 2− = 0 and fix u 1− , which determines u 3− and c by the formulas in Theorem 3.2. We take u 1+ + u 2+ < u 1− < u 1+ + u 3+ ; the first inequality ensures c > a, the second ensures u 3− > 0. We then integrate the ODE from u 1− to u 1+ , assume u 2 (u 1− ) = u 2− , and obtain a value u 2 = u * 2+ . A fixed point of the map u 2− → u * 2+ gives an orbit that represents a traveling wave. As in the previous case for slow combustion waves, the numerical evidence indicates uniqueness for the fast combustion waves.
