Abstract: Neural network based on back-propagation (BP) algorithm is a widely used prediction model. However, the nodes number of the first hidden layer, the learning rate and momentum factor are usually determined manually, which affects the forecast accuracy of network. Therefore, in this paper, to improve the forecast accuracy, firstly, the nodes number of the first hidden layer is selected adaptively based on minimizing mean square error (MSE). Secondly, improved genetic algorithm (GA) is proposed to train the learning rate and momentum factor dynamically, which includes multi-point crossover and single point mutation. Thirdly, we construct a new neural network model based on the adaptively selected nodes number of the first hidden layer, the dynamically selected learning rate and momentum factor, which is called HN-GA-BP neural network model. Finally, the proposed neural network model is used to forecast the carbon dioxide contents in China for fifty years. Experimental results demonstrate the effectiveness of the proposed HN-GA-BP neural network model.
Introduction
Carbon dioxide is the primary anthropogenic greenhouse gases in the earth's atmosphere. With rapid progress of the industrialization and urbanization, carbon dioxide emissions produced by human activities are considered as the main reason of increase in atmospheric concentrations [1] . According to the annual survey of China Meteorological Administration, the concentration of carbon dioxide had reached the highest level in history [2] . Therefore, forecasting the carbon dioxide contents accurately is important to human society and may help in making better environmental strategies, even better for humans' daily life. Generally, most of the traditional methods for forecasting the carbon dioxide contents are mathematical or manual calculation, which cannot forecast intelligently. Apparently, with the gradual increasing data of carbon dioxide, these traditional methods will be inadequate, even lead to inaccurate forecast results. Compared with traditional methods, neural network is an effective mathematical calculation model, which can accurately calculate like human brain's neural system. Nowadays, neural networks have been widely applied in many fields, such as energy forecasting, intelligent computing and classification problems etc [3] . Especially, neural network models have also been applied for predicting carbon dioxide contents. Moreover, neural networks have capability of fast training and accurate forecasting, which can handle many complex forecast problems effectively [4] .
Generally, neural network contains three layers: the input layer, the hidden layer and the output layer, which makes the input and output of a set of samples into a nonlinear problem, using gradient descent algorithm optimization technique to get the final forecast values [5] . JP Skon provided a Multilayer Perception (MLP) neural network with back-propagation (BP) algorithm for forecasting indoor air carbon dioxide [6] . Based on neural network model with single hidden layer, Yan [7] summarized and provided the single hidden layer sigmoid feedforward neural network model (SLFNN), which has been widely used in many forecasting fields. V. Bevilacqua [8] proposed a neural network model in order to forecast carbon dioxide contents based on some input attributes. C. Gallo [9] proposed a short term method for forecasting carbon dioxide contents with back-propagation algorithm. The above mentioned neural network models were constructed based on BP algorithm (BPNN). Usually, the topology structure and training parameters are determined by manual setting or experience, which affects the forecasting accuracy. So how to design the network structures and set parameters reasonably, which is crucial for the prediction accuracy.
However, the network structures and parameters are difficult to determine, which restricts the network performance [10] . For the network structures, the hidden layers are the most important, and the number of hidden layers and the number of hidden layer nodes will determine the overall structures of a network and the way of information transmission. Generally, neural network with single hidden layer has fast training speed [11, 12] , but it cannot deal with nonlinear problems effectively. However, with the increase of layer number, the computational complexity of the network will increase at an exponential rate, which affects the efficiency of network training [13] . Therefore, in practical applications, double hidden layer is a good choice, which can deal with nonlinear problems more effectively. Besides, the nodes number of hidden layer is crucial for network training accuracy. However, existing neural network models often set the nodes number of hidden layer depend on artificial or mathematical formulas [14] [15] [16] , which is too subjective and cannot adjust dynamically. In addition, learning rate and momentum factor are two important parameters for training accuracy of neural network. Usually, learning rate is small to maintain the convergence speed and stability of neural network training [17] . On the contrary, if the learning rate is too large, this may lead to instability of the network training. Similarly, setting momentum factor appropriately can make the network weight update quickly, and avoid the network falling in local minima [18] [19] [20] . However, in above models, the learning rate and momentum factor are set manually, which leads to imprecise training results. To improve the prediction performance of neural network, many researchers use intelligence optimization algorithms to construct network structures and set parameters. A. Jamali [21] combined the neural network and genetic algorithm to forecast the emission of carbon dioxide with multi-object optimization method. S. Yu [22] applied genetic algorithm neural network (GANN) to forecast carbon dioxide contents with recoded chromosome of training parameters. Moreover, based on the swarm intelligence method and BP neural network, W. Sun [23] combined particle swarm optimization with BP neural network to construct (PSO-BP) model, and applied the proposed model to forecast carbon dioxide contents.
Therefore, in this paper, to improve the forecast accuracy, we optimize the neural network from two aspects. Firstly, according to the mean square error of each iteration of network training, the nodes number of the first hidden layer is selected adaptively, which can minimize the mean square error. Secondly, using mean square error function to define the fitness function, improved genetic algorithm (GA) is proposed to train the learning rate and momentum factor dynamically, which includes multi-point crossover and single point mutation. On this basis, the HN-GA-BP neural network model is proposed based on the adaptively selected nodes number of the first hidden layer, the dynamically selected learning rate and momentum factor. The proposed network model is applied to forecast the carbon dioxide contents in China. Experimental results demonstrate the effectiveness of the proposed HN-GA-BP neural network model.
The remainder of this paper is organized as follows. In Section 2, we give the method to select the first hidden layer nodes number adaptively. In Section 3, we give the method of training learning rate and momentum factor dynamically using the improved genetic algorithm. Based on the adaptively selected nodes number of the first hidden layer, the dynamically selected learning rate and momentum factor, we construct HN-GA-BP neural network model. Some experimental results are discussed in Section 4. In Section 5, we conclude this paper.
The method of selecting the first hidden layer nodes number adaptively
Neural network is an effective mathematical model designed as the structure of the nervous system. The model was presented for the first time by McCulloch and Pitts [24] and involves a set of nodes, a set of weights and activation functions. Neural networks simulate the human brain and consist of an interconnected network of neurons and synapses. Neurons accept inputs from other neurons and produce an output by firing their synapse. Neurons perform a weighted sum on all of their inputs and then the result goes through an activation function to produce an output. Neural network is organized into layers. There is an input layer, an output layer and one or more hidden layers. The hidden layers are the fundament and important component of the neural network that perform the actual computations. Generally, the network performance is reflected by the mean square error of the training results. If the mean square error is small, then the network topology structure is reasonable. Hence, in this paper, we select the nodes number of the first hidden layer adaptively according to the mean square error of each iteration of network training, which can avoid the blindness of manually setting the nodes number. However, if we use the same method to set the nodes number of the second hidden layer, the training time will increase significantly. In addition, the nodes number of the second hidden layer depends on the number of input nodes. So in this paper, we set the nodes number of the second hidden layer as (2m + 1)/2 (m is the nodes number of the input layer) according to Hecht-Nielsen's method [25] , which is simple and effective.
The topology structure of back-propagation neural network with double hidden layers is shown in Fig. 1 . Fig. 1 The topology structure of back-propagation neural network with double hidden layers.
The back-propagation neural network is a supervised learning method that uses a gradient descent method to minimize the error between the predicted output and the target output. Repeat above calculation and modification of the weights and thresholds until the mean square error function reaches a termination condition. According to the way of information transmission in back-propagation neural network with single hidden layer [5] , the information transmission in back-propagation neural network with double hidden layers is defined as follows.
The input layer nodes number n :
The first hidden layer nodes number s :
The second hidden layer nodes number N :
The total number of sample x p j :
The p-th sample input of j-th node in input layer (1 ≤ p ≤ N ) w ij : The weight between j-th node in input layer and i-th node in the first hidden layer w ki : The weight between i-th node in the first hidden layer and k-th node in the second hidden layer w qk : The weight between k-th node in the second hidden layer and q-th node in output layer
The threshold of i-th node in the first hidden layer a k :
The threshold of k-th node in the second hidden layer b q :
The threshold of q-th node in output layer ϕ (x) : The excitation function Q :
The output layer nodes number o p q :
The p-th sample target output of q-th node in output layer (1 ≤ q ≤ Q)
The input of i-th node in the first hidden layer is defined as [26] 
The output of i-th node in the first hidden layer is defined as
The input of k-th node in the second hidden layer is defined as
The output of k-th node in the second hidden layer is defined as
The output of q-th node in output layer is defined as
Combined with Eqs. (1), (2), (3), (4), (5), the mean square error in output layer is defined as
The mean absolute error is defined as
The mean absolute percentage error is defined as
Algorithm 1 The method of selecting the nodes number of the first hidden layer adaptively. Input: Initial parameters and functions of back-propagation neural network. Output: The nodes number of the first hidden layer.
Step1: Set S as the maximum nodes number of the first hidden layer. Step2: Initialize iteration number i = 1, mean square error vector res (i) = 0.
Step3: Initialize the back-propagation neural network, set the nodes number of the first hidden layer number 1 = i, set the nodes number of the second hidden layer number 2 = (2m + 1)/2(m is the nodes number of the input layer), set the activation function in the first hidden layer and the second hidden layer is Sigmoid, set the activation function in output layer is Purelin, set the learning function is Trainlm.
Step4: Train the back-propagation network, then according to formula (6), calculates mean square error (MSE) of i-th training results, res (i) = MSE.
Step5: Iteration number i = i+1, when i = S, jump to Step6; Otherwise repeat Step3˜Step5.
Step6: For 1 ≤ i ≤ S, calculate the minimum value of res (i), then record i.
Step7:
, where Q is the nodes number of output layer.
Step8: Output i, which is the selected nodes number of the first hidden layer.
According to the value of mean square error, the method of selecting the nodes number of the first hidden layer adaptively is described as Algorithm 1.
Note that, in this paper, the nodes number of input layer (m) are more than the nodes number of output layer (Q). Hence, we set [(m + Q)/2, (2m + 1)] as the range of the nodes number of first hidden layer in Algorithm 1, which can maintain the convergence of neural network [27, 28] .
3. Improved genetic algorithm to train learning rate and momentum factor Genetic algorithm was proposed by J.H. Holland in 1975 inspired by species evolution [29] . Genetic algorithm simulates the evolution process of biology in nature, which means that survival of the fittest in natural selection. First, the genetic algorithm initializes the population based on the chromosome coding and constructs the fitness function according to the objective of problem solving. Second, each individual in the population exchanges partial genes with other individual with a specified probability, which is crossover operation. Then, some genes in this individual can mutation with a specified probability, which is mutation operation. Finally, after crossover operation and mutation operation, each individual has been evolved and has a new chromosome structure [30] . After many iterations of evolution, the genetic algorithm will get the best individual.
In this paper, we use the improved genetic algorithm to train the learning rate and momentum factor dynamically, which can avoid the blindness of manually setting. We define the learning rate as Lr, and the momentum factor as M c. In general, Lr is set small to maintain the convergence speed and stability of network training [17] . However, if M c is too small, the network weights will be updated slowly [18] . Usually the value of Lr should be smaller than M c. For example, Wang [18] set M c in the rage of 0.0 to 1.0 and set Lr to be 0.01. Masood [19] set the value of Lr to be 0.1 to maintain the convergence speed and stability of the network training. Narayanan [20] indicated that the value of Lr should be limited and cannot be larger. In improved genetic algorithm, we use binary representation to denote the chromosome. We suppose the accuracy of solution (training results) are three decimal. Binary representation of chromosome should satisfy Len = L/A, where Len is the length of binary representation of solution; L is the interval length of solution domain; A is the accuracy of solution [29] . In order to ensure accuracy and make the binary representation as short as possible, we set the solution domain of Lr in [0.05, 0.1] and the solution domain of M c in [0.6, 1.0] by experience and many times experiments. Using binary representation and to ensure accuracy, the interval [0.05, 0.1] should be divided into 50 equal parts at least. As 32 = 2 5 < 50 < 2 6 = 64, the chromosome of leaning rate Lr requires 6 binary bits. Similarly, the interval [0.6, 1.0] should be divided into 400 equal parts at least. As 256 = 2 8 < 400 < 2 9 = 512, the chromosome of momentum factor Mc requires 9 binary bits. Apparently, the genetic representation of one individual has 15 binary bits. The genetic representation of learning rate and momentum factor is shown in Fig. 2 . Fig. 2 The genetic representation of learning rate and momentum factor.
In genetic algorithm, the individual fitness determines the probability that an individual is selected [17] . In this paper, the fitness function is defined as:
In the process of dynamically selecting learning rate and momentum factor, we use multi-point crossover as the crossover operation, which crosses arbitrary gene fragments of two chromosomes randomly with a probability between [0, 1]. Note that, the length of gene fragment is no more than the maximum length of chromosome. We use single point mutation as the mutation operation, which selects arbitrary point in individual chromosome randomly to mutation with a probability between [0, 1]. Then, we use fitness function to calculate individual fitness of new chromosome and select the individual with the minimum fitness to next generation. Repeat above process until we obtain the best individual with minimum fitness, which includes learning rate and momentum factor. The method of training learning rate and momentum factor by improved genetic algorithm is described in Algorithm 2.
Algorithm 2 The method of training learning rate and momentum factor by improved genetic algorithm. Input: Initial parameters and fitness function of improved genetic algorithm. Output: The learning rate and momentum factor.
Step1: Set N it as the maximum evolution number, set N size as the maximum population number, set current evolution number i = 1, set the genetic representation of learning rate and momentum factor as Fig. 2 , set the fitness function is MSE as formula (6) .
Step2: Calculate initial fitness of all individuals, and record the minimum fitness.
Step3: If current evolution number i ≤ N it and individuals meet crossover rate or mutation rate, individuals perform multi-point crossover or single point mutation respectively.
Step4: Calculate individual fitness of new chromosome and select the individual with the minimum fitness to next generation.
Step5: i = i + 1. If i > N it , jump to Step6; otherwise return to Step3.
Step6: Output the learning rate and momentum factor.
In the following, based on the adaptively selected nodes number of the first hidden layer, the dynamically selected learning rate and momentum factor, we construct a novel neural network model named HN-GA-BP neural network. We suppose the HN-GA-BP neural network model has double hidden layers and apply the proposed neural network model to forecast the carbon dioxide contents. When the proposed model training process is completed, we output the typical results MSE, MAE, MAPE and the predicted carbon dioxide contents. The training process of HN-GA-BP neural network model is described as Algorithm 3.
Algorithm 3
The training process of HN-GA-BP neural network model. Input: Carbon dioxide dataset. Output: MSE, MAE, MAPE and predicted carbon dioxide contents.
Step1: Load dataset and normalize the dataset into [−1, 1].
Step2: Use Algorithm 1 to determine the nodes number of first hidden layer.
Step3: Use Algorithm 2 to train learning rate and momentum factor dynamically.
Step4: Based on the adaptively selected nodes number of the first hidden layer, learning rate and momentum factor, we construct the HN-GA-BP neural network model.
Step5: Use the HN-GA-BP neural network model to forecast the carbon dioxide contents.
Step6: Renormalize the forecasting results from [−1, 1].
Step7: Output MSE, MAE, MAPE and the predicted carbon dioxide contents.
Experiments and analyses
In this section, to demonstrate the effectiveness of the proposed neural network model, we use the HN-GA-BP neural network model, the single hidden layer sigmoid feedforward neural network model (SLFNN) [7] , the back-propagation neural network model (BPNN) [6, 9] , the PSO-BP neural network model [23] and the genetic algorithm neural network model (GANN) [21, 22] to predict the Chinese carbon dioxide contents of 50 years (1961 to 2010) [2] and compare the average mean square error, average mean absolute error and average mean absolute percentage error of the four neural network models. The experiments are performed on MATLAB 2010b. The data set is divided into two subsets, the training set (1961 to 1990) and the test set (1991 to 2010) respectively. The input features include gaseous fuel consumption, liquid fuel consumption, solid fuel consumption, CO 2 emissions (Kg per GDP) and CO 2 emissions (metric tons per capita). The outputs are the prediction values of carbon dioxide contents. The learning function is LM and the goal is 1e-4. Therefore, the HN-GA-BP neural network model has 5 input nodes and one output node. To calculate conveniently, we normalize the datasets into [−1, 1]. Firstly, we initialize the HN-GA-BP neural network weights of the first hidden layer, the second hidden layer and the output layer is [−1, 1] randomly. The thresholds of the first hidden layer, the second hidden layer and the output layer is [−1, 1] randomly. The maximum nodes number of the first hidden layer is 20. The nodes number of the second hidden layer is 6 according to the formula (2m + 1)/2 (mis the nodes number of the input layer). The activation function in the first hidden layer and the second hidden layer is Sigmoid. The activation function in output layer is Purelin. Secondly, we use Algorithm 1 to get the nodes number of the first hidden layer adaptively and determine the topology of the whole network. Then we use Algorithm 2 to train the learning rate and momentum factor dynamically. The size of population is 20, the maximum evolution number is 100, the crossover factor is 0.8, and the mutation factor is 0.2. Finally, based on the adaptively selected nodes number of the first hidden layer, the dynamically selected learning rate and the momentum factor, we construct the HN-GA-BP neural network and apply this model to forecast the carbon dioxide contents.
For comparing, we set the learning rate is 0.05 and momentum factor is 0.8 for SLFNN, BPNN, PSO-BP neural network models. In SLFNN neural network model with single hidden layer, we set the nodes number of hidden layer is 5. In BPNN neural network model with double hidden layers, we set the nodes number of each hidden layer as 5, and set the activation function in first hidden layer and second hidden layer is Sigmoid, the activation function in output layer is Purelin, set the learning function is LM. In PSO-BP neural network model, we set the nodes number of hidden layer is 7, the size of particles is 20, the maximum iteration number is 100, the space range is [−3, 3] , the velocity range is [−1, 1], the random parameters is in [0, 1], the cognitive factor and the social factor are 1.5 and 2.5 respectively. In GANN neural network model, we set the nodes number of hidden layer is 7, the size of population is 20, the maximum evolution number is 100, the crossover factor is 0.8, and the mutation factor is 0.2.
We run each neural network model 5, 10, 15, 20, 25, 30, 35, 40, 45, From Tab. I to Tab. V, we can conclude that the performance of SLFNN neural network model and BPNN neural network model are not very good and cannot reach the preset goal. Obviously, the performance of HN-GA-BP neural network model, PSO-BP neural network model and GANN neural network model are significantly better than SLFNN and BPNN, which can reach the preset goal in many cases. Fig. 3 to Fig. 5 plots the logarithmic values of average MSE, MAE and MAPE of the five neural network models. Fig. 3 The logarithmic values of average MSE of the five neural network models. Fig. 4 The logarithmic values of average MAE of the five neural network models. Tab. V The training results of GANN neural network model.
From Fig. 3 to Fig. 5 , it is clear that the performance of HN-GA-BP neural network model is better than that of SLFNN, BPNN, PSO-BP and GANN neural network models. For instance, the HN-GA-BP neural network model exhibits 79.69% decrease in minimum average MSE compared with PSO-BP neural network model. The HN-GA-BP neural network model exhibits 95.10 % and 63.40 % decrease in minimum average MAE compared with BPNN neural network model and PSO-BP neural network model respectively. The HN-GA-BP neural network model exhibits 96.00 % and 57.50 % decrease in minimum average MAPE compared with BPNN neural network model and PSO-BP neural network model respectively. Moreover, compared with GANN neural network model, the HN-GA-BP neural network model exhibits 77.42 % , 36.78 % and 41.37 % decrease in minimum average MSE, MAE and MAPE respectively. With the increase of training times, the average MSE, average MAE and average MAPE of HN-GA-BP neural network model are tend to be more stable than that of other four neural network models.
In order to further compare the performance of these five neural network models, we calculate the average predicted carbon dioxide contents. The average predicted carbon dioxide contents (Kt) of these five network models are shown in Tab. VI.
Tab. VI The average predicted carbon dioxide contents (Kt) of four network models.
Apparently, with the increase of training times, the predicted carbon dioxide contents of HN-GA-BP neural network model are tend to be more accuracy than that of other four neural network models. In summary, the HN-GA-BP neural network model has better performance in forecasting carbon dioxide contents, which demonstrates the effectiveness of the proposed neural network model.
Conclusions
Neural networks have been applied in many applications. The network structures and parameters are crucial for forecast accuracy and difficult to determine. Therefore, in this paper, to improve the forecast accuracy, we improve the neural network from two aspects. First, according to mean square error of each iteration of network training, the nodes number of the first hidden layer are selected adaptively, which can minimize the mean square error. Then, improved genetic algorithm is proposed to train the learning rate and momentum factor dynamically. On this basis, the HN-GA-BP neural network model is proposed based on the adaptively selected nodes number of the first hidden layer, the dynamically selected learning rate and momentum factor. We apply the proposed model to forecast the carbon dioxide contents in China. Experimental results demonstrate the effectiveness of the proposed neural network model. In the future, we will investigate other intelligent optimization algorithms to learn other parameters of neural network model, which may further optimize neural network performance.
