We construct a continuum of shift invariant Borel probability measures on {−1, 1} N such that corresponding random power series in reciprocals of Pisot numbers are absolutely continuous with respect to the Lebsgue measure.
Introduction
Let β ∈ (0.5, 1) be the reciprocal of a Pisot number α ∈ (1, 2); this is an algebraic integer with all conjugates inside the unite circle, see Bertin et al. (1992) . Let M be the compact and convex space of all shift invariant Borel probability measures on {−1, 1} N with the weak * -topology, see Walters (1982) . µ ∈ M induces a random power series by
where (X i ) is the stationary process taking values in {−1, 1} according to µ. Let µ β be the Borel probability measure on the real line describing the distribution of X β ; µ β (B) = P (X β ∈ B). It is a classical result that goes back to Paul Erdös, that µ β is singular if (X i ) is a Bernoulli process. In fact Erdös (1939) proved the result for the equal weighted Bernoulli measure. The proof can easily be generalized to arbitrary homogenous, see Lalley (1999) , and even inhomogeneous Bernoulli processes, see Bisbas and Neunhäuserer (2011) . We are interested here in measures µ ∈ M such that µ β is absolutely continuous with respect to the Lebesgue measure. We consider the set A β = {µ ∈ M | µ β is absolutly contiunues} and prove here the following: Theorem 1.1 A β is a continuum; a compact and convex space with more than one element.
It is easy to infer from known results that A β contains the Parry measure µ with measure theoretic entropy H(µ) = log(β −1 ). We give detailed references in the proof of proposition 2.1 below. Furthermore using the Garsia entropy we obtain, that the space A β is compact and convex, see corollary 2.1 below. The main aim of this paper is to construct a measure µ ∈ A β with measure theoretic entropy H(µ) > log(β −1 ). This proves the theorem, see section 3.
Garsia entropy
We define a coding map π :
µ ∈ M induces a Borel probability measure on R by µ β = π(µ) = µ • π −1 , which obviously is the distribution of the random power series X β given in the introduction. Let C n be the partition of {−1, 1} N into cylinder sets of length n ≥ 1. The Shannon entropy of a partition with respect to µ is given by
As a convention we use logarithm to base 2 throughout the paper. Since C n+m = C n ∨ σ −n C m for the shift map σ and the join of partitions ∨, it is easy to check that H µ (C n ) is a subadditive sequence for shift invariant measures µ ∈ M. Hence the measure theoretic entropy of µ
Obviously this are equivalence relations. Let P n be the partition of {−1, 1} N induced by ∼ n . Observe that the partition P n ∨ σ −n P m is finer than P n+m . Hence by well known properties of the partition entropy, H µ (P n ) is a subadditive sequence, see Walters (1982) . Hence the Garsia entropy
H µ (P n ) n exists; compare with the papers of Garsia (1962) and Garsia (1963) . Note that the partition C n is finer than the partition P n . Hence G(µ) ≤ H(µ). To be more precise we have
where H µ (C n | P n ) is the conditional entropy, see Walters (1982) for the definition. The first result on the Garsia entropy, we will use, is:
is upper semicontinuous and affine with maximum log(β −1 ) on M.
Proof. Upper semicontinuity and affinity follow from proposition 6.4 of Neunhäuserer (2007), where we proved the result in a more general setting. Furthermore we know that the number of elements in the partition P n is bounded by P n ≤ Cβ −n for a constant C > 0 depending only on β, see Garsia (1962) or Lalley (1999) . Hence Since M is compact and convex the last two propositions have the following consequence:
Corollary 2.1 A β is nonempty, compact and convex.
Construction of a measure with full Garsia entropy
For i ≥ 1 we define a Borel probability measure ν i on {−1, 1} N by
for cylinder sets C ∈ C j with j ≥ i . Here denotes the cardinality of a set and i C := {D ∈ C i |D ⊆ P, C ⊆ P ∈ P i }. Note that
for any i ≥ 1. The cylinder sets of length j ≥ i form a basis of the weak * topology on the space of probability measures on {−1, 1} N , thus the measures ν i are well defined. Our problem is, that the measures ν i are not shift invariant. Instead of ν i we will use a weak * accumulation point µ of the sequence
By construction µ is shift invariant, µ ∈ M, and we will show:
Proposition 3.1 For the measure constructed above we have
The proof is based on the following lemma.
Lemma 3.1 For all i > 0 and 0 < q < i we have
The same is true for the partitions C i .
Proof. We prove the lemma for the partitions P i . The proof for C i is the same. In the proof we write P 1 P 2 , if the partition P 2 is a refinement of the partition P 1 . P 1 ∨ P 2 denotes the join of the partitions as usual. By the definition of the partitions P i we have
for all i, j ≥ 1. Hence for all a, q ≥ 1 we get
Given i > 0 , 0 < q < i and 0 ≤ k < q we write
where a(k) = (i − k)/q and 0 ≤ r < q. Using this decomposition we have
By well known properties of the partition entropy H, see again Walters (1982), we conclude
H νn (σ −uq+k (P q )) + 2q log 2.
The last inequality follows from the fact, that the partitions P q and P r have less than 2 q elements. Now summing over k gives
Dividing by iq gives the result.
Proof of proposition 3.1. By definition of ν i we have
By P i > cβ −i and lemma 2.1 we get
Considering the limit i −→ ∞ and using upper semicontinuity of H · (P q ), we have
for all q ≥ 1. Using the subadditivity of H µ (P q ) we obtain log(β −1 ) ≤ G β (µ). On the other hand we have G β (µ) ≤ log(β −1 ) by proposition 2.1.
From proposition 2.2 we conclude that µ β is absolutely continuous, µ ∈ A β . To get theorem 1.1 it remains to show that µ is not the Parry measure with entropy log(β −1 ).
This follows from:
Proposition 3.2 For the measure constructed above we have
Proof. By definition of ν i we have
and by P i > cβ −i and lemma 2.1 for the partitions C i we get
Considering the limit i −→ ∞ and using upper semicontinuity of H · (P q ) we have
for all q ≥ 1. It remains to show that the limes inferior here is not zero. To this end consider P i,ρ = {P ∈ P i | log( P ) i ≥ ρ} for ρ > 0 and the projectionP i,ρ = π(P i,ρ ) to the real line. In the following let be the Lebesgue measure on R. It follows from Theorem 1.1 of Feng and Sidorov (2011) using Egorov's Theorem that there are constants ρ, δ > 0 such that ( P i,ρ ) > δ for all i that are sufficient large. Note that (π(P )) = 2β i+1 /(1 − β) for all P ∈ P i . Hence we obtain
for sufficient large i. Now we get lim inf
For the last inequality we use the fact that P i ≤ Cβ −i for some constant C > 0 independent of i.
