This paper discusses quantitative tools to evaluate the reliability of ''decay time estimates'' and inter-relationships between multiple decay times for estimates made within a Bayesian framework. Previous works ͓Xiang and Goggans, J. Acoust. Soc. Am. 110, 1415-1424 ͑2001͒; 113, 2685-2697 ͑2003͔͒ have applied Bayesian framework to cope with the demanding tasks in estimating multiple decay times from Schroeder decay functions measured in acoustically coupled spaces. A parametric model of Schroeder decay function ͓Xiang, J. Acoust. Soc. Am. 98, 2112-2121 ͑1995͔͒ has been used for the Bayesian model-based analysis. The relevance of this work is that architectural acousticians need to know how well determined are the estimated decay times calculated within Bayesian framework using Schroeder decay function data. This paper will first address the estimation of global variance of the residual errors between the Schroeder function data and its model. Moreover, this paper discusses how the ''landscape'' shape of the posterior probability density function over the decay parameter space influences the individual decay time estimates, their associated variances, and their inter-relationships. This paper uses experimental results from measured room impulse responses in real halls to describe a model-based sampling method for an efficient estimation of decay times, and their individual variances. These parameters along with decay times are relevant decay parameters for evaluation and understanding of acoustically coupled spaces.
I. INTRODUCTION
In recent years, acoustics of coupled spaces have received considerable attention in architectural acoustics. [1] [2] [3] [4] [5] [6] [7] One of the important tasks for better understanding and design of acoustics in coupled spaces lies in sound energy decay analysis. This paper discusses quantitative tools to evaluate the reliability of ''decay time estimates'' and interrelationships between multiple decay times for estimates made within a Bayesian framework. Recent applications of Bayesian probability theory in decay time evaluation in acoustically coupled spaces 4, 5 have demonstrated a useful framework for analyzing Schroeder decay functions 8 from room impulse response measurements. The Bayesian framework proves to be able to estimate not only the decay parameters from Schroeder decay model, 4 but also to determine the decay order quantitatively. 5 Bayesian probability theory, which includes Bayes' theorem, includes all rules of probability theory for relating and manipulating probabilities; interpreted as the logic of science, 9 it is a quantitative theory of inference. In Bayesian framework, Bayesian probability theory provides useful tools to formulate posterior probability density function ͑PPDF͒ of decay parameters. One approach to estimation of respective decay parameters is to use the PPDF in probabilistic moment calculations of specific parameters. Alternatively, localization of global extremes of the PPDF in the parameter space will also lead to an effective estimation of relevant decay parameters, 4 so-called maximum a posterior ͑MAP͒ estimation, since the PPDF associated with any particular set of values for the decay parameters is a measure of how much one believes that they really lie in the neighborhood of that range. For both probabilistic approaches, the shape of the global extremes on the PPDF will influence the precision of the probabilistic estimation, subsequently the reliability of the decay time estimation. In addition to estimation of decay times in order to understand the acoustics in the acoustically coupled spaces, recent investigation on systematic dependence of the decay times on the aperture size, the volumes and other room parameters 6, 7 stimulates the need to evaluate reliability, to quantify uncertainties associated with Bayesian decay time estimation from the room impulse responses. Reliability of measurements and estimation of parameters of interest is always of major concern of the respective measurement techniques and estimation methods. In the cona͒ Author to whom correspondence should be addressed. Electronic mail: xiangn@rpi.edu; Tel: ͑518͒-276-6464; Fax: ͑518͒-276-3034.
text of architectural-acoustic measurement techniques, acousticians have always endeavored a high reliability in determining room-acoustic parameters including reverberation time, decay times, and other parameters. [8] [9] [10] [11] [12] [13] Schroeder backwards integration method 8 is a successful effort to increase the determination reliability of sound energy decay function from a single measurement of room impulse responses, in comparison to the traditional noise-interrupt method, where a large number of ensemble averages of measured decay curves have to be carried out.
The subject of this paper is to study the estimation reliability and inter-relationships between multiple decay times given the measured room impulse responses from which Schroeder decay functions are derived, in other words, this is to access the estimation quality of relevant decay parameters from Schroeder decay functions using Bayesian probability theory. A practical significance of the reliability analysis is that architectural acousticians want to know in the practice what error bars or variances are associated with the estimated decay parameters once the decay parameters have been estimated from the given data. Reliability associated with different measurement techniques, associated with reproducibility of a specific measurement technique, or different estimation methods is, however, not a primary concern of the current work, rather than the reliability of the estimated decay parameters when the Bayesian inference is applied in analyzing Schroeder decay functions. 4 This is however a different situation than assessing result-spreading, error-bars or the reproducibility of a number of repeated measurements since Schroeder integration yields a smoothed decay function from a single measurement of a room impulse response. 8 Fundamentals of Bayesian reliability analysis can be found in Refs. 9 and 14. Bayesian uncertainty analysis has also been applied in other acoustics fields, amongst others, in previous works. [15] [16] [17] [18] In this paper, however, we share our own insight in the specific applications of sound energy decay analysis in coupled spaces. We will demonstrate that Bayesian framework also provides architectural acousticians with relevant tools for quantifying the reliability of decay time estimation and inter-relationships between multiple decay times. This paper will demonstrate the reliability analysis of decay time estimation in coupled spaces using experimentally measured room impulse responses. This paper is organized as follows: Sec. II provides some examples of calculating decay times in acoustic spaces in order to highlight estimation reliability of decay times over their PPDF landscapes. Section III introduces the formulations to quantify the decay time reliability within Bayesian framework and discusses some representative results. Finally Sec. IV concludes the paper.
II. DECAY TIME LANDSCAPES
Bayesian decay time estimation is a model-based approach. Previous work 4 described the Bayesian formalism using a parametric model 19 for Schroeder decay function
where 
Simulation and experimental comparisons reveal that Eq. ͑2͒ differs from Eq. ͑4͒ only insignificantly when t ULI is large enough so that the decay time analysis usually ignores the additional, constant term in the practice, especially when a measurement record length of room impulse responses using pseudorandom signals has to be selected long enough to avoid possible time-aliasing. A subsequent Schroeder integration will be simply carried out over the entire recordlength without any burden of careful determination of the ULI. 4, 19 However, when computer modeling tools create room impulse responses, there is no measurement noise in the data (A m ϭ0), the model in Eq. ͑4͒ will be more appropriate.
The model expressed in Eq. ͑1͒ along with Eq. ͑2͒ or Eq. ͑4͒ is a form of generalized linear models. 4 It is derived based on the nature of Schroeder decay functions with a few, distinct decay modes. 4, 19, 20 For this specific model form, Bayesian formulation can carry out marginalizations of linear parameters and other nuisance parameters analytically, leading to the PPDF, 4 which is only a function of the nonlinear parameters ͑decay times͒ given the Schroeder decay function. Figure 1 illustrates two examples of the PPDFs over the decay times based on the decay model when m ϭ3 ͑two decay slopes͒. The sound energy decay analysis is primarily confined with common frequency bands in architectural acoustics. The Schroeder decay functions in Fig. 1 are e.g. evaluated from 1 kHz octave band-filtered, experimentally measured room impulse responses. Bayesian decay model selection 5 has determined the number of decay slopes to be 2. On the left-hand side of Fig. 1 the results, normalized with respect to the peak value ͑peak-normalized͒, are derived from a room impulse response measured in a church. Two sharp peaks of the PPDF are found within a decay time range between 0.3 and 1.1 s. Any of these peaks will serve when seeking the global maximum. A detailed zoom in one of the peaks as shown in Fig. 1͑c͒ reveals a sharp, but skewed landscape of PPDF over the decay time space ͕T 1 ,T 2 ͖. The sharpness of the landscape indicates a high reliability ͑low uncertainty͒ associated with the decay time estimation based on the PPDF. In other words, the decay times are well defined and will be precisely estimated within a tiny decay time range in an order of ͉0.02͉ s. The skewness of the landscape, namely, the angle of the landscape relative to the axes, however, implies a dependence between two decay times.
On the right-hand side of Fig decay time axis T 1 presents a narrow peak. The elongated landscape indicates that decay time T 1 can be inferred more reliably than decay time T 2 on the basis of the current data. Estimation of T 1 will be associated with an order of magnitude higher reliability. The landscape oblique to the axis T 2 implies a dependence of one decay time from the other.
These two experimental examples illustrate the reliability associated with the decay time parameters and interrelationship between them may vary from data to data. Once the decay model order has been determined 5 different measurement results feature different landscape shapes over the decay time space. Figure 2 shows an abstracted contour of the PPDF landscapes illustrated in Fig. 1 , which indicates that an ellipse can approximate a contour of the PPDF landscape around the global peak at a given, sufficiently high PPDF value. Any point specified by ͕T 1 ,T 2 ͖ on the ellipse will have equal value of the PPDF, which measures the same degree of our belief that the decay times to be determined are in the vicinity around that point. PPDF landscapes illustrated in these figures should clearly highlight different reliability associated with shapes of PPDFs and need of further evaluations of parameters associated with the PPDF landscapes, in addition to the Bayesian estimation of decay times 4 which yields only the linear decay parameters and decay times. Note that generations of the landscapes illustrated in Fig. 1 are quite computationally expensive, 550 2 and 800 2 calculations of the PPDF need to be undertaken, respectively. They are illustrated only for an clear explanation of the problem and our need of further evaluation. In architectural acoustics practice, efficient, quantitative tools are required to measure the reliability and inter-relationship between them without visual inspection of these landscapes. Section III B details the tools.
III. RELIABILITY ANALYSIS
In this section we discuss two kinds of quantitative measures of reliability: global and individual variance in the context of evaluation of multiple decay times from Schroeder's decay functions. This discussion is based heavily on the Bayesian decay time estimation detailed in Ref. 4 so as to keep the discussion as concise as possible.
A. Global variance
To formulate the PPDF of decay parameters given the data ͑Schroeder decay function͒, 4 application of the principle of maximum entropy results in a Gaussian probability density function for the residual errors between the Schroeder decay data d k and its model F(A,B,t k ) with an unspecified variance 2 ͓see Eq. ͑19͒ in Ref. 4͔ which is the likelihood function of data:
where K is the total number of decay data used for estimation. The likelihood function is written p (D͉A,B,,I ) as a reminder that the variance 2 is at this stage unknown. The background information I encapsulating what is known about these parameters ͑A,B,͒ before observing the data. It also specifies the degree we should believe the model reflecting a few distinct decay modes is correct for this specific problem. 4 Although the conditioning on I has been omitting in all the calculations presented in Refs. 4, 5 and this work, one must never forget its existence. ''A failure to state explicitly all the relevant background information, and assumptions is frequently the real cause of heated debates about data analysis. '' 14 In the following we make effort to estimate the variance 2 . After marginalization of linear parameters A by assigning a uniform prior, the PPDF of nonlinear parameters becomes 4 
p͑B͉,D,I ͒ϰ
where m is the number of additive terms in the decay model, the quantities d 2 
For sϭ2 it yields the expected variance ͑see Appendix͒:
where B are estimated MAP values of nonlinear decay parameters.
The expected variance ͗ 2 ͘ or its square root, the expected standard derivation ͗͘, serves as a global indicator Table I lists the standard derivation evaluated from experimental measurements shown in Fig. 1 .
Although the expected standard derivation ͗͘ can give us an idea how the Schroeder decay function is in general represented by the decay model when the decay parameters have been optimally estimated, it does not convey any specific information about reliability of each single decay times estimated from the data. Nevertheless, as a quantitative measure when the expected standard derivation ͗͘ becomes unexpected large, one needs to check with what went wrong with the measurement or the model. Since decay times in acoustically coupled spaces are of primary interest in architectural acoustics practice, we proceed to specify direct tools to quantify the reliability associated with each single decay time.
B. Individual variance
As stated previously, no specific knowledge prior to the decay analysis lead to assignment of uniform priors for all the parameters to be determined. 4 The data likelihood function has been assigned a Gaussian function due to limited knowledge on the residual errors between the data and the model. In the end, the likelihood distribution will place most of its weight, as a relatively sharp peak, in a region where the prior distribution varies little. In the current work, a large number of data are involved in calculating the likelihood function, since Schroeder decay functions are presented in data on orders of hundreds and thousands data points. An n-dimension Gaussian model will asymptotically approximate the PPDF landscape within a small subspace around a global peak 14, 24 as illustrated in Figs. 1͑c͒ and ͑f͒,
where Tϭ͕T 1 ,T 2 ,...,T n ͖ are the decay times and T ϭ͕T 1 ,T 2 ,...,T n ͖ the decay times at the global maximum of the landscape, also termed MAP-values of the decay times. C is the covariance matrix. ( ) Tr represents the matrix transpose. n is dimension of the nonlinear parameter space. The normalization coefficient of the Gaussian function, being irrelevant for the shape of the p(T) landscape, has been dropped. Specifically, when nϭ2, we have
where
is an ellipse of general form as illustrated in Fig. 2 . Comparable to 1D Gaussian distribution in Eq. ͑5͒ the covariance matrix C of a multidimensional Gaussian distribution in Eq. ͑9͒ is on the place where the variance ͗ 2 ͘ is in Eq. ͑5͒. The eigenvalues ⌳ and eigenvectors Q of the covariance matrix C determine the length and orientation of principle axes of the ellipse. 14 These two features of the PPDF at the global peak can be used to measure the reliability and inter-relationships of decay times. More specifically, the eigenvalues ⌳ϭ͕ i ͖, served as individual variances, determine the length of principle axes of the characteristic ellipse. By the characteristic ellipse, it means the ellipse with the principle axes 2ͱ i in length with the orientation determined by the eigenvectors Q. While the cross-correlation coefficient C i C j /ͱC i 2 C j 2 evaluated from the covariance matrix are used to quantify the inter-relationships between decay times.
C. Individual variance estimation
Based on the Gaussian model in Eq. ͑9͒ for PPDF around the global peak over the decay time space, covariance matrix in Eq. ͑9͒ in general, Eq. ͑10͒ when nϭ2 in particular, can be estimated using model-based methods. In this work we draw a set of random samples generated by a normalized Gaussian random process:
from the PPDF around the global peak in estimating the expected decay times ͗T͘ and the expected covariance matrix ͗C͘ using the importance sampling method. 24 The expected decay times can then be approximated by
with q͑T r ͒ϭ p͑T r ͉D,I͒ g͑T r ͒ , ͑16͒
where R is the total number of samples and T r ϭ͕T ir ͖ with iϭ1,2,... is the decay time vector drawn from the Gaussian . ͑17͒
A random generator associated with the normalized Gaussian process expressed in Eq. ͑14͒ generates R random vectors T r of n-elements in general, random pairs ͕T 1 ,T 2 ͖ r for nϭ2, in particular. Using these random decay times in each vector T r , total R values of p(T r ͉D,I), termed PPDFsamples in this paper, are calculated. Using Eq. ͑16͒ each PPDF-sample is scaled by the analytical Gaussian function in Eq. ͑14͒ at each decay time vector T r . Each q(T r ) value is then sequentially stored in memory along with the associated decay time vector T r so that the expected decay time ͗T͘ is evaluated straightforwardly using Eq. ͑15͒.
The expected covariances can then be approximated by
The stored q(T r ) values along with T r vectors in the memory are reused for estimating the covariance matrix using Eq. ͑18͒ with a minor computational load. After estimation of the covariance matrix, its eigenvalues and eigenvectors can be obtained. Figures 3 and 4 illustrate estimation of the length of principle axes of the PPDF as shown in Figs. 1͑a͒-͑c͒ from the eigenvalues of the estimated covariance matrix. Their orientation is determined by the estimated eigenvectors. Figure 3͑a͒ illustrates a pseudocolor density representation of 512 samples of p(T͉D,I) drawn by the Gaussian random process for estimating the expected decay times ͗T͘ and the expected covariance matrix ͗C͘. Figure 3͑b͒ shows the estimated position of two expected decay times, the length, and orientation of the principle axes. Their axis length, estimated from the eigenvalues of the expected covariance matrix, are directly associated with the individual variances ͗ i 2 ͘. In other words, the two crossed lines show the standard deriva- Table II . Figure 4 provides another view of the estimation as shown in Fig. 3͑a͒ ; it illustrates the marginal distributions of p(T͉D,I) over the decay time space ͕T 1 ,T 2 ͖ using 512
Gaussian random samples in order to estimate the expected values ͗T 1 ͘ and ͗T 2 ͘ and the expected covariance matrix.
These are distribution samples of p(T͉D,I) over the decay time space ͕T 1 ,T 2 ͖ using 512 Gaussian random samples, but projected onto the T 1 and T 2 axes, respectively. The marginal distributions as shown in Fig. 4 are normalized with respect to the peak-value ͑peak-normalization͒. In a similar fashion, Figs. 5 and 6 illustrate the estimation of the length of the principle axes and their orientation of the PPDF as shown in Figs. 1͑d͒-1͑f͒ . Figure 5͑a͒ illustrates a pseudocolor density representation of 512 samples of p(T͉D,I) drawn by the Gaussian random process. Figure 5͑b͒ shows the estimated position of two expected decay times, the expected standard derivations, and the orientation of the principle axes. The estimates of the expected values ͑decay times and individual standard derivations͒ are listed in Table II . Figure 6 illustrates the peak-normalized marginal distributions of p(T͉D,I) over the decay time space ͕T 1 ,T 2 ͖ using 512 Gaussian random samples. The importance sampling method used in this work is a random procedure. Table III also lists three different runs of the estimation results for the example shown in Figs. 1͑a͒-1͑c͒ using 256, 512, 1024, and 2048 Gaussian random samples. The estimation results between each single runs may differ from each other. However the estimated final values of the expected decay times and associated individual variances are already in the precision needed in architectural acoustics practice. This example suggests that spending 256/ 512 or even 2048 samples ͓PPDF-calculations using Eq. ͑16͔͒ would be much more efficient than the exhausted mapping of the full PPDFs in that small region using 300 000-640 000 PPDF-calculations as shown in Figs. 1͑c͒ and ͑f͒. For the estimation the given set of Gaussian random samples are drawn within a relative large decay time space as indicated as initial Gaussian assignment in Table III . At the initial stage where a Gaussian distribution needs to be as- ͑13͒ in terms of a few samples around the initial MAP-values of the decay times. The importance sampling method will yield precise results when the distribution density of the random process in Eq. ͑14͒, with which the random samples are generated, are close to the PPDF in Eq. ͑17͒. 24 As shown in Table III , however, even a relative rough assignment of the initial MAP-values of decay times and the initial variances to the Gaussian random sample generator will lead to a reasonable precision of the expected values of decay times and their variances using the importance sampling.
The sampling method given in Eqs. ͑15͒ and ͑18͒ is implicitly a model-based procedure. It assumes an appropriate model of the PPDF around one global peak as given in Eq. ͑9͒. Estimation of expected values of decay times and the individual variances using the importance sampling is a moment calculation while the initial MAP values estimated using Gibbs sampling represents a location search algorithm proceeding the importance sampling. So the estimation of expected decay times and their individual variances for reliability analysis in this work is carried out using hybrid sampling methods. When one decay time is dependent on another ͑correlationϾ0͒, any search algorithm will suffer from a long search process. 15, 18 The hybrid methods implemented in this work can avoid back-and-forth search across the global extreme over the decay time space when the PPDF landscape is skewed, 15 since a rough assignment for the Gaussian random samples is sufficient as shown by the numerical examples. It implies that an earlier interruption of Gibbs sampling for searching the initial decay times is possible. One further step and/or even iterative steps of the importance sampling, using the updated decay values and individual variances achieved in the previous step, can be conceivably applied to obtain even higher precision of estimation. Since the precision as shown in Table III has already proven sufficient for architectural acoustics practice, the iterative importance sampling is not shown in this work, rather it is highly recommended for other applications.
IV. CONCLUSIONS
Estimation of decay times in acoustically coupled spaces can be accomplished within the Bayesian framework. The reliability of the decay time estimation is primarily determined by the data given a well-established decay model. Both general variance and individual variances are important measures for the reliability of the decay time estimation. They should always be estimated as part of the sound energy decay analysis. They can serve as quality indicators in interpreting the results with quantitative confidence. This paper describes the handy tools for the reliability analysis. Along with the tools for the decay parameter estimation 4 and the decay model selection 5 within Bayesian framework, Bayesian approaches are suitable methods for the decay time evaluation in acoustically coupled spaces. 
