The classical results on the ergodic properties of the nonlinear filter previously have been proved under the crucial assumption that the signal process and the observation noise are independent. This assumption is quite restrictive and many important problems in engineering and stochastic control correspond to filtering models with correlated signal and noise.
Introduction
Stochastic nonlinear filtering is one of the central areas of application of stochastic processes. The basic object of the study is a pair of stochastic processes (X j , Y j ) j∈I N0 where (X j ) is called the signal process and (Y j ) the observation process. The central problem in nonlinear filtering is the study of the measure valued process (π j ) which is the conditional distribution of X j given σ{Y k : k ∈ IN 0 ; k ≤ j}. This measure valued process is called the nonlinear filter. In the classical setting of nonlinear filtering, the signal is taken to be a Markov process with values in some Polish space E and the observations are given via the relation:
where (η j ) is an i.i.d sequence of IR d valued random variables, referred to as the observation noise sequence and h is the observation function which is a map from E → IR d . The study of ergodic properties of the nonlinear filter has generated significant research in recent years [5, 9, 6, 10, 8, 1, 7, 2] . The pioneering work in this direction is by Kunita [5] . In this classic paper Kunita used the uniqueness of the solution of the Kushner-Stratonovich equation, in the classical filtering model with independent signal and noise, to study the Markov properties of the filter. It was shown that if the signal is Feller-Markov with a compact, separable Hausdorff state space E then the optimal filter is also a Feller-Markov process with state space P(E), where P(E) is the space of all probability measures on E . Furthermore, [5] shows that if the signal in addition has a unique invariant measure µ for which (4.6) holds then the filter has a unique invariant measure. In subsequent papers Kunita [6] and Stettner [9] extended the above results to the case where the state space is a locally compact Polish space. In all the above papers [5, 6, 9] the observation function h is assumed to be bounded. In a recent paper [2] we extend the results of Kunita-Stettner to the case of unbounded h and signals with state space an arbitrary Polish space. The proofs in [2] are of independent interest since unlike the arguments in [5, 6, 9] they do not rely on the uniqueness of the solution to Kushner-Stratonovich equation.
The analysis in the above stated works is greatly simplified by the assumption that the signal process and the observation noise are independent. In general, however, the assumption of signal-noise independence is quite restrictive and many important problems in engineering and stochastic control correspond to filtering models with correlated signal and noise. In this work we show that the techniques developed in [2] can be used to study Markov and ergodicity properties for the nonlinear filter for quite general models with correlations as well. For the sake of exposition we restrict ourselves to signals and observations evolving in discrete time, however similar techniques can be used to study the continuous time problem.
In the classical setup [5, 9, 6, 2] if the signal is a Feller-Markov process then so is the filter. The first obstacle in the study of the correlated case is that, in general, even if the signal is a Markov process, the filter need not be Markov. To see this problem consider the following elementary filtering model. Suppose that the signal (X n ) n∈I N0 and the observations (Y n ) n∈I N0 are given as follows.
where (ξ n ) n∈I N and (η n ) n∈I N0 are i.i.d standard scaler normal random variables. Suppose that X 0 has a density with respect to the Lebesgue measure. Denote by ρ n the filtering density, i.e the conditional density of
where c is the normalizing constant. Next denoting the standard normal density by φ, we have
f Xn|(Yn−1,Xn−1=y) (x)ρ n−1 (y)dy.
Next note that f Xn|(Yn−1,Xn−1=y) (x) = φ(x − y − Y n−1 ). Combining the above observations we have that
Thus the filter update formula for ρ n , unlike the case of independent signalnoise, in addition to using Y n and ρ n−1 , involves Y n−1 . This destroys the Markov property for (ρ n ) n∈I N0 , since from (1.2) it follows that E(
, where g is an appropriate test function.
In view of the above problem it is natural to consider instead the process (Y n , π n ), where π n is the conditional distribution of X n given Y n . We will show that for a quite general class of discrete time filtering models (See Section 2 for the precise setup) (Y n , π n ) is Feller-Markov. The proof, as in [2] for the independent signal-noise case uses a change of measure technique. The change of measure is such that under the new measure X 0 , (Y n ) and (ξ n ) are mutually independent and the observation sequence has the same distribution as that of the observation noise sequence under the original measure. The key step in the proof of the Markov property is the filter update formula analogous to (1.2) . This is obtained in Proposition 3.1. The Markov property for (Y j , π j ) (Corollary 3.4) is then a consequence of Theorem 3.3. We next show that the above Markov process has the Feller property. This is done in Theorem 3.5.
In Section 4 we study the problem of existence and uniqueness of invariant measures for (Y j , π j ). We show, in Theorem 4.4, that if the signal process has an invariant measure then so does the above pair process. Our final result is that if the signal has a unique invariant measure and it satisfies Assumption 4.7 then the pair (Y j , π j ) has a unique invariant measure. The key steps in the proof are Theorem 4.4 and Proposition 4.8. Once these are proved the result follows immediately upon taking limits as m → ∞ in the inequality (4.7) and noting that the two extreme terms in the limit inequality are identical in view of Assumption 4.7.
We now list the common notation used in this paper. For a complete separable metric space S, let BM (S) be the class of real valued bounded measurable functions on S, C b (S) be the subclass of BM (S) of continuous functions on S, B(S) be the Borel σ-field on S, P(S) be the space of probability measures on (S, B(S)) endowed with the weak convergence topology and M(S) be the class of positive finite measures on (S, B(S)) with the weak convergence topology. For f ∈ BM (S) and ν ∈ P(S) we will denote S f (x)dν(x) by ν(f ). The probability measure on S which is concentrated at the single point x ∈ S will be denoted by δ x . The indicator function of a set A will be denoted as χ A . If Z is a S valued random variable on some probability space (Ω, F, P ) then the law of Z will be written as P oZ −1 .
The Filtering Model
Let (Ω, F, P ) be a probability space. Let the filtering model be given as
where X n takes values in a Polish space E and Y n takes values in IR d . In the above model, (ξ n ) n≥1 is an i.i.d sequence of E 0 valued random variables with law µ 1 , where E 0 is another Polish space and (η n ) n≥0 is an i.i.d sequence of IR d valued random variables with a continuous and bounded density function g(·). We assume that (X 0 , (ξ n ) n∈I N , (η n ) n∈I N0 ) are mutually independent. We will denote the distribution of X 0 by p 0 . The maps h : E → IR d and A :
The basic object of interest is the P(E) valued stochastic process:
where for a sequence of random variables {Z n } we denote by F Z m,k the sigma field generated by {Z m , Z m+1 , · · · , Z k } for m ≤ k. It will be convenient to work with the following canonical spaces. Denote by (IR d ) I N0 the space of all sequences
Endow the above spaces with the Borel σ fields, corresponding to the pointwise convergence topology, B 1 and B 2 respectively. Denote by Q 1 the probability measure on ((IR d ) I N0 , B 1 ) under which the canonical coordinate sequence is i.i.d with probability density function g(·). Also denote by Q 2 the probability measure on ((E 0 ) I N , B 2 ) under which the canonical coordinate sequence is i.i.d with law µ 1 . Now for fixed ν ∈ P(E) consider the probability space
A typical element of Ω will be denoted as γ ≡ (γ 0 , γ 1 , γ 2 ) and (β i n ) for i = 1, 2 will denote the canonical processes on (Ω , F ) given as β
With an abuse of notation, β 1 n will also denote the canonical coordinate process on
. Now we define a sequence (θ n ) of E valued random variables on the above probability space as follows.
For n ∈ IN 0 , define G n= σ{θ 0 , β i j ; j ≤ n; i = 1, 2}. One of the key representation formula in nonlinear filtering is the so called Kallianpur-Striebel formula (See [4] ) which we now present in our notation. Define for 0 ≤ m ≤ n < ∞,
where
.
Note that with respect to the filtration {F
Γj (ν,E) . For notational convenience we will sometimes write Γ j (ν, ·) and Λ j (ν, ·) as Γ j (ν) and Λ j (ν) respectively. Then the Kallianpur-Striebel formula in this notation states that
3 Feller-Markov property of the Filter:
In this section we will prove that (
is a Markov chain with a Feller semigroup. The proof of the Markov property for this pair process is similar to the proof of the Markov property of the filter process, in the uncorrelated case, presented in [2] and so some details are omitted. We also refer the reader to [3] where a different proof for the Markov property is given. The key step in the proof is establishing the semigroup relation in Proposition 3.1 below.
We begin with the following notation. Define for l ∈ IN 0 the map β
Proof: Equation (3.1) holds trivially if j = k so henceforth we assume that 0 ≤ k < j. Note that both the left and the right hand side in (3.1) are F
We need to show that
and thus using the definition of Γ j (ν, B) we have that
and the last step follows on observing that under R ν , {β
Using the definition of Γ k (ν) once more we have that
Using the above semigroup property we have the following result, the proof of which is similar to that of Theorem 4.3 of [2] and thus is omitted.
Proposition 3.2 Let ν ∈ M(E) be arbitrary and let k, j ∈ IN 0 ; k < j. Let
where for z ∈ IR d and ν ∈ M(E)
We now introduce the probability measure on (IR d ) I N0 under which the canonical sequence {β 1 j } has the same law as the observation sequence. Given λ ∈ P(E) defineQ λ ∈ P((IR d ) I N0 ) by the relation
It can be easily verified thatQ p0 is the probability measure induced by
. This in view of (2.2) we have that
The Markov property of (Y j , π j ) is a consequence of the relation (3.5) and Theorem 3.3 below.
Proof: Fix j, k ∈ IN 0 , k < j and let A ∈ F β 1 0,k . Let φ be as in the statement of the theorem. Then we have that
where ψ :
Applying Proposition 3.2 we have that
where ψ 1 is as in (3.4) . Next, as in the proof of Theorem 4.4 [2] , it follows that
ν(E) . Finally, using the definition of ψ 1 and ψ we have that
whereν= ν ν(E) and the equalities in the above display follow upon noting that
The result now follows on combining (3.6), (3.7), (3.8), (3.9) and noting thatΓ k (λ) = Λ k (λ).
As an immediate consequence of the above theorem and (3.5) we have the Markov property of (Y j , π j ).
(Ω, F, P ) with an associated semigroup {T m } given as follows.
We now prove the Feller property of the above Markov chain.
Theorem 3.5 (T m ) is a Feller semigroup.
Proof:
To study the convergence of the above expression as m → ∞ we will write it as an expectation over a more convenient probability space.
Let (Ω 1 , F 1 , P 1 ) be a probability space which supports E valued random variables {X (m) } m∈I N0 such that the law of X (m) is λ m and X (m) converges a.s. to X (0) as m → ∞. Let (Ω 2 , F 2 , P 2 ) be another probability space which supports independent random variables ξ 1 and η 1 which are mutually independent and ξ 1 is E 0 valued with law µ 1 and η 1 is IR d valued with density g. Define the probability space
and random variables on this space:
Also define the random variable
Finally define M(E) valued random variableΓ
as follows. For B ∈ B(E)
where IE P * denotes the expectation with respect to the probability measure P * , and defineΛ 1 (E)
Combining (3.10) with the above observations we have that
as m → ∞. This proves the theorem.
Ergodicity properties of the nonlinear filter:
In this section we will obtain conditions for existence and uniqueness of (T m ) invariant measures. As in the uncorrelated case the ergodicity properties of the filter process depend crucially on that of the signal process. We begin by noting that for n ∈ IN
where A * is a continuous map from E × IR d × E 0 to E. Hence {X n } n≥0 is a time homogeneous Markov chain. Denote the semigroup of the Markov chain (X n ) by (S n ), i.e for f ∈ BM (E), x ∈ E and n ∈ IN ,
One basic assumption in many results of this section will be the following. We begin by showing that if there is a (S m ) invariant measure then (T m ) also admits an invariant measure. The proof will use the following lemma whose proof is standard and thus is omitted. Lemma 4.2 Let S be a Polish space and (ζ n ) n≥0 be a S valued time homogeneous Markov chain with a Feller semigroup (T n ). Suppose that for some ν ∈ P(S) the measure νT n defined as
converges weakly to ν 0 as n → ∞. Then ν 0 is (T n ) invariant. Now let µ be a (S m ) invariant measure. In order to show that there exists a (T m ) invariant measure we will show that there exist probability measures m
1 T n converge weakly as n → ∞. In order to introduce these measures we will find it convenient to work with a different probability space.
Note initially that (X n , η n , ξ n+1 ) n∈I N0 is a E × IR d × E 0 valued Markov chain and µ ⊗ µ g ⊗ µ 1 is an invariant probability measure for this chain, where
Let (Ω,F,P ) be a probability space which supports the stationary flow corresponding to the above invariant measure, i.e. there exist sequences which we denote as (X n ) n∈Z Z ; (η n ) n∈Z Z ; (ξ n ) n∈Z Z such that
is a stationary Markov chain with the invariant law µ ⊗ µ g ⊗ µ 1 and same transition probability function as that of (X n , η n , ξ n+1 ) n∈I N .
DefineỸ n= h(X n ) +η n ; n ∈ Z Z. Clearly (X n ,Ỹ n ) ∞ n=−∞ is a stationary Markov chain. Define for m, n ∈ Z Z; m < n the probability measure valued processes π
]. An application of martingale convergence theorem shows that, for each fixed n as m → −∞, π 
we have that the joint law of (Ỹ n , π
−∞,n ) does not depend on n. Denote this law as M (i) . We will show in Theorem 4.4 that this probability measure, for i = 1, 2, is (T m ) invariant. In order to show this it suffices to show, in view of
). This will be done in Proposition 4.3 below. Henceforth, denote the law ofỸ n by µ Y ,the law of (X n ,Ỹ n ) by µ XY and the law of (Ỹ n , π
Proof: Denote the expectation with respect to the probability measureP bỹ
Hence π
where the last equality follows on observing that Λ 0 (δ x ) = δ x . Hence Proof:
k is the law of (Ỹ n , π
−∞,n ), a.s. and hence in particular the law of (Ỹ n , π
converges to the law of (Ỹ n , π We now present the following consistency property of (T m ) invariant measures which will be used in Proposition 4.8 which in turn will enable us to establish the uniqueness of the (T m ) invariant measure. 
Proof: Denote the semigroup corresponding to the Markov chain (X n , Y n ) by (T m ), i.e., for
From Assumption 4.1 we have that µ XY is the unique (T m ) invariant measure. Defineμ XY ∈ P(E × IR d ) as follows. For A ∈ B(E) and B ∈ B(IR d ),
Note that with this notation the left side of (4.1) equalsμ XY (f ⊗ φ). We will now show thatμ XY is (T m ) invariant and thus equals µ XY . This will clearly prove the proposition. In order to show thatμ XY is (T m ) invariant it suffices to show that for arbitrary f ∈ C b (E) and φ ∈ C b (IR d ):
Now note that
(4.3) Next recalling that Φ is a (T m ) invariant measure we have that Finally note that Let G be the class of all G ∈ C b (IR d × P(E)) which are bounded from below and are such that for all x ∈ IR d G(x, ·) is a convex function on P(E). It can be shown that G is a probability measure determining class (cf. Kunita [6] ).
The following extension of Jensen's inequality, proved in [6] , will be used in the proof of Proposition 4.8.
Lemma 4.6 ([6]
) Let π be a P(E) valued random variable on some probability space (Ω 1 , F 1 , P 1 ) and let F 2 be a sub σ-field of F 1 . The conditional expectation of π with respect to F 2 , denoted as IE[π | F 2 ] is defined as a P(E) valued random variable π such that IE[F (π) | F 2 ] = F (π ) holds for any continuous affine function F on P(E). Let G ∈ G and let X be a F 2 measurable,
Our basic condition for the uniqueness of (T m ) invariant measure is the following.
It is well known that this condition is equivalent to the statement that the sigma field FX −∞,−∞ is trivial. Note that if the above condition holds then
−∞,n a.s. and so M (1) equals M (2) . The key step in showing that the above condition in fact implies that there is exactly one (T m ) invariant measure is the following result. Proof: Define P * ∈ P(IR d ×P(E)×E) as follows. For A ∈ B(IR d ), B ∈ B(P(E)) and C ∈ B(E) P * (A × B × C)= A×B ν(C)Φ(dz, dν).
(4.8)
Note that from Proposition 4.5,
Next consider the space Ω=IR d × P(E) × E × (IR d ) I N × (E 0 ) I N and endow it with the natural product σ field denoted by F. Let P be the probability measure on (Ω, F) defined as
The expectation with respect to the probability measure P will be denoted by IE. Similar to as in Section 2 a typical element of Ω will be denoted by ω = (y, ν 0 , γ 0 , γ 1 , γ 2 ). Define the canonical sequences β For n ∈ IN define P(E) valued random variables, Finally in view of (4.10), (4.11) and (4.12) it suffices to show that
