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 This thesis explores the conditions that lead to the encapsulation of metal nanoparticles at the 
surface of graphite. For intercalation to occur in graphite there are two criteria that need to be 
met: (1) defects need to be introduced into the material and (2) the sample needs to be heated 
during deposition of the metal. The defects are believed to be the active portals by which metal 
nanoparticles enter the graphite galleries. The research presented uses varying sputtering 
conditions such as the time, ion, and energy to introduce defects into commercially available 
highly oriented pyrolytic graphite (HOPG) before ruthenium deposition to investigate the role 
defect creation has in the encapsulation of metal islands.  
 The goal of this research is to explore defect creation using different sputtering conditions to 
better understand the conditions that elicit active portals and optimize the method for 
encapsulation of metal islands, specifically ruthenium. Ultra-high vacuum (UHV) techniques 
such as electron beam heating, physical vapor deposition, scanning tunneling microscopy (STM), 
and X-Ray photoelectron spectroscopy (XPS) are utilized to help create and characterize the 
defects and encapsulated ruthenium islands. 
 The data presented suggests three key characteristics of the sputtering and deposition 
process: (1) when the portal density is sufficient to achieve an equilibrium of ruthenium atoms 
on top of the graphite surface and in the galleries an increase in portals has no impact; (2) ions 
used for sputtering have an ideal kinetic energy associated with creating the desired quantities of 
defects, a deviation in energy could increase or decrease the reflection/transmission that occurs 
during sputtering; (3) paired with literature previously published, the data presented suggests di-




CHAPTER 1. INTRODUCTION 
1. Overview 
Over the last decade and a half, graphene has come to the forefront in the chemistry and 
physics world due to its unique characteristics. While graphene has been shown to be remarkably 
robust1 and relatively inexpensive to synthesize2, the most valuable trait about graphene is its 
high electronic conductivity3. Due to graphene’s unique properties, the electrons in graphene 
allow for them to act as massless particles4, giving graphene high charge mobility5. Discoveries 
of graphene’s properties have led to research on how graphene can be used in a number of 
current and future products that are stronger, cheaper, and faster. 
 Graphene’s unique characteristics make it a good material for scientific exploration. In 
medical research graphene has shown great potential as a contrast agent for MRIs6, as a delivery 
system for anti-cancer drugs7, and even as a catalyst for the polymerase chain reaction8 
ultimately increasing the yield of DNA product. Graphene has also been shown to work well in 
sensors. Graphene has been studied in the creation of pressure sensors sensitive enough to detect 
the impact of a small spider’s footsteps9, as a gas sensor with sensitivity down to a single gas 
molecule10, and as a market-ready biosensor for protein kinetics11. Graphene has shown the 
largest potential in the electronics industry. Graphene has shown its ability to increase the 
storage capacity of lithium ion batteries12, its ability to perform well in double layer capacitors 
deemed “ultracapacitors”13, and its potential in transistors14. 
One method to increase the applications of graphene, or another carbon allotrope like 
graphite, is to introduce intercalants into the system. Work with graphite, a 3D allotrope of 




GICs) are formed.15 When intercalants are introduced into the bulk, they allow researchers the 
ability to tune the properties of the bulk material. While b-GICs can be made with some alkali, 
alkaline earth, and rare earth metals, transition metals have not been shown to form b-GICs15. 
Work previously done in the Thiel group has shown the ability to encapsulate metals, including 
some transition metals, at the surface of graphite though. Intercalation at the graphite surface is 
interesting for 4 main reasons: 
i) Intercalation at the surface of graphite is possible for metals that will not 
create b-GICs (Cu, Ru, Fe)16–18. 
ii) Encapsulated metal islands may change the overall electronic properties of 
the graphite. Introducing different metals to a graphitic surface allows for 
properties to be tuned accordingly16. 
iii) Metal encapsulation at graphite’s surface means that a few layers of 
graphene cover the metal, protecting it against processes such as 
oxidation16–18. Protection from oxidation may allow for metal 
nanoparticles to be used for applications such as catalysis and 
magnetism19–21. 
iv) Surface intercalated metals form differently than b-GICs. While b-GICs 
tend to form single layer structures, encapsulated islands form raft like 
structures that are typically multiple layers of the metal22. 
With the benefits provided from encapsulated metals, understanding and maximizing the 
intercalation process becomes important. Büttner et al. compared experimental data of Cs 
deposited on both pristine graphite (defect-free) and ion bombarded graphite23. Deposition on 




the graphite. If the graphite surface was first sputtered, with Ar+ for this experiment, the defects 
acted as nucleation sites for the Cs and clusters began to form throughout terraces. Büttner et al. 
found that following the heating of the sputtered surface containing Cs clusters, large islands 
were intercalated under the graphite’s surface. Büttner et al. suggested that Cs atoms entered the 
graphite layers via the vacancy portals created from the sputtering. This was supported in the 
STM images by the intercalated islands always containing at least one defect site within their 
boundaries23. Work done by Zhou et al. showed that when defects are induced on the surface, Dy 
can also form encapsulated islands22. The ion-induced defects acted as trapping sites for Dy 
which allowed it to become intercalated. Without defects, following deposition of Dy, large 
faceted islands appeared on graphite terraces and heavily decorated the step edges. Like Büttner, 
Zhou et al. typically found defect sites on top of the islands in the graphite surface. One 
important difference found between the two works was that Zhou et al. reported that Dy required 
heating of the surface during deposition for intercalation to occur, instead of afterwards22. Work 
in the Thiel group by Lii-Rosales et al. with Cu, Ru, and Fe showed that heating during the 
deposition process was a crucial component in getting metals to intercalate at the surface of 
graphite in these systems as well16–18. The initial work done by Büttner et al., and subsequent 
work done by Lii-Rosales et al. and Zhou et al., has shown that encapsulation of a metal is 
possible in graphite following two stipulations: (1) before deposition of the metal, defects need 
to be introduced into the graphite surface and (2) the graphite needs to be heated during the 
deposition process. 
The following sections of the Introduction will be devoted to the literature on defect 
creation, i.e. sputtering. In these sections I will discuss the mechanism for sputtering along with 




literature being about graphene, I conclude this section with a discussion on how this can be 
applied to experimental work using graphite. 
1.1 Mechanism of sputtering 
Sputtering, a process sometimes referred to as ion bombardment, is the use of energetic 
particles to bombard a solid sample’s surface. While the process can be used to help clean 
surfaces like Au, it is also used to introduce defects into a system24. Supplying an ion gun with 
the desired gas, incident ions with a selected average kinetic energy are accelerated toward the 
surface to bombard the surface atoms24,25. As each ion impacts a surface atom, the atoms in the 
vicinity experience collisions induced by this initial event, and the collisions spread. The entire 
process is typically referred to as a collision cascade. Provided the incident ion’s kinetic energy 
is higher than the threshold displacement energy of the atom it bombards, the collisions can lead 
to atoms being displaced from their lattice site and creating defects26.  
In the literature, a common model used to simulate sputtering in a system is the binary 
collision approximation (BCA). BCA is a computer simulation that models sputtering using a 
sequential pairwise event27. The integral solution gives insight to the energy lost from the 
collisions (stopping power) and the angle in which both atoms move afterwards. Averback et al. 
states that the ion is assumed to move along a straight trajectory and focuses only on each two-
body system at a time26,27. One key component of BCA is that defects and strain are typically not 
accounted for26. A commonly used simulation that employs the BCA is Transport of Ions in 
matter (TRIM). The TRIM program is used to determine the collision pair following the initial 
impact in bulk materials26,28. TRIM treats the bulk material as amorphous, i.e. the crystalline 




 With the goal of creating specific defects to tune the properties of graphite, the need to 
account for the bulk atomic structure is important when running simulations for low-dimensional 
systems like graphene28,29. In order to effectively simulate ion and graphene systems (a two-
dimensional system), molecular dynamics (MD) simulations are currently used. MD is a form of 
computer simulation that shows the interactions of atoms, much like TRIM/BCA, but models the 
entirety of the system. MD simulations allow for a specific time frame to be modeled allowing 
researchers to study the progression of a system. MD simulations can allow researchers to study 
the entirety of a system and estimate the damage produced through sputtering. Using MD 
simulations, Lehtinen et al. studied the interactions between different noble gas ions and 
graphene to determine if conventional methods for simulation could be effective in modeling the 
graphene system28. TRIM and MD simulations were compared for single-walled carbon 
nanotubes (SWCN) and TRIM, BCA, and MD simulations were compared for graphene. Initial 
comparisons for SWCN showed that TRIM predicted defect creation to be double what was 
predicted with MD simulations. When using TRIM to calculate defect creation in graphene, the 
results still showed a much higher number of atoms sputtered when compared to MD 
simulations. Comparing BCA calculations to MD simulations in graphene, defect creation values 
were relatively similar to one another except for intermediate ion energies where BCA 
calculations deviated slightly higher. Lehtinen et al. attributed the discrepancy between MD 
simulations and TRIM to be caused by the target being treated like an amorphous solid with a 
homogenous density in TRIM instead of considering the actual atomic structure. The variation 
between BCA and MD models arose at intermediate ion energies which was attributed to 




Lehtinen et al. concluded for the most accurate results, MD simulations should be used to model 
the two-dimensional graphene system28. 
     Literature using MD models of graphene can be used to understand the mechanism of 
sputtering. Work done by Bellido et al. describes the processes that occurred by bombarding 
suspended graphene with carbon ions at several different positions and energies30. The 
suspended graphene was bombarded with 0.1 eV to 100 keV carbon and four separate energy-
dependent processes occurred: reflection, absorption, defect formation, and transmission. At 
energies below 1 eV all ions were reflected, and the probability of reflection decreased until 0.1 
keV, in which ions were no longer reflected. At 1 eV the sputtered carbon ions had the energy to 
begin making bonds with the carbon atoms in the graphene (absorption), becoming the primary 
process at 30 eV. At 0.1 keV the absorption probability began to decrease, becoming 0 at 10 
keV, and the probability of defect formation started to rise. At 1 keV the probability of defects 
forming reached a maximum and then slowly decreased until 10 keV, where the probability 
stayed relatively constant. Transmission of the ions grew steadily starting at 30 eV until 10 keV 
where it became constant, having the highest probability of occurring. Bellido et al. also assessed 
the importance of where the ion impacted within the graphene unit cell. Using specific sites on 
graphene’s 6-membered ring at different energies, the primary processes were determined. The 
simplest of the cases occurred for ions with kinetic energies below 0.1 eV and above 10 keV. 
Below 0.1 eV all ions were reflected, while at 10 keV and above most of the ions underwent 
transmission, unless the impact was directly on a carbon atom, in which case a defect was 
formed.  From 3 eV to 1 keV a large variety of processes occurred. From 3 eV to 100 eV 
absorption was the primary process with direct impacts on carbon atoms primarily causing 




location, such as absorption when the initial collision occurred on the 6-membered ring and 
defect creation when the initial collision occurred in the hollow site near the carbon atoms. 
Following 1 keV impact, the primary process became transmission, like 10 keV and above, with 
few impact sites leading to absorption or defect creation. While each different scenario cannot be 
fully described here, Bellido et al. showed that ions impacting graphene can exhibit four key 
processes and that position and energy are important factors to understand the exact sputtering 
events. 
1.2 How to control extent and type of damage 
While a general picture of the mechanism can be made for ion bombardment, different 
parameters can be used to control the type and extent of the damage at the graphene surface. The 
four main parameters used to control sputtering are: the type of ion, the angle at which the ion 
impacts the surface, the energy of the ion, and the fluence.  
The first parameter for sputtering is the type of ion used. In the literature reviewed, some 
computational work used C and Si to model the sputtering30–33 in the graphene system, but the 
most common ions used were noble gasses: He, Ne, Ar, Kr, and Xe. Lehtinen et al. studied the 
effect the different noble gases had on sputtering suspended graphene and their work has become 
a cornerstone study for future work on the subject28. Using MD simulations of ions with energies 
ranging from 0.1 – 1000 keV, Lehtinen et al. found single and double vacancies to be the most 
common defects during sputtering, with each having ion-dependent maxima. Defect production 
began with lower ion energies as the mass of the ion increased. With each ion, He, Ne, Ar, Kr, 
and Xe, the number of atoms sputtered increased as the mass increased until they reached their 




keV He, Ar, and Kr and 27 keV Ne, Yoon came to the conclusion that as the size of the 
bombarding ion increased, the sputtering yield increased34. Using lower ion energies (0 to 0.12 
keV) and a variety of ions (H, He, N, O, Ar, and Kr) to sputter supported graphene on SiO2, Yeo 
et al. also supported Lehtinen’s claims that sputtering with heavier atoms (in terms of mass) 
induced more defects in the graphene35. 
Another important parameter to control the extent of damage, is the sputtering angle. In a 
comprehensive study on sputtering angle, Bai et al. studied the effect incident angle has on 
suspended graphene32. Using MD simulations, Bai et al. sputtered graphene at varying angles 
(10° and 30° - 90°) and energies (0.1 - 1.0 keV) with Si in a circular region to simulate a mask-
protected ion experiment. With Si irradiation at a 90° angle, with respect to the surface, all 
energies showed that a circular hole, close to the exact size of the allowed sputter region, was 
produced. Initial sputtering of the samples (0.75 ps) showed complex defect structures, but 
continuous sputtering (52.5 ps) produced a nanopore slightly larger than the impact zone. While 
differences between sputtering energies influenced nanopore creation, the most prominent 
differences were from the change in sputtering angle. As the sputtering angle decreased the 
nanopore’s area increased. As the area increased for the nanopore, the nanopore became more 
elliptical in shape. An important point made by Bai et al. is that while the lower incident angle 
lead to an increased radius, this is primarily due to reactions between Si and C causing the edges 
of the structures to become warped or “curly” and not necessarily because more atoms are being 
sputtered. In a MD study on SiO2 supported graphene with no mask, Kretschmer et al. briefly 
addressed the sputter yield of sputtering with He, O, and Si at different angles36. While data 
showed a dependence on incident energy, specifically for Si and O, the angular distribution 




consistent maximum for each ion between 30° and 50°, but the maximum sputtering yield 
increased for O at ~ 60° at lower energies. Rosandi et al. explored the sputtering of a graphite-
supported graphene flake at a 20° angle37. The damage created in the graphene layers were 
calculated following the sputtering of Xe ions at 0.5 keV and found two separate interactions 
occurred: lift-off and welding. The first scenario that occurred was the flake being fully 
dislodged from the graphite surface. With the flake only being held through van-der-Waals 
interactions, the ions had enough energy to separate the two from one another. The sputtering of 
the flake also produced three different occurrences of “welding” to the surface. As the ion hit the 
desired impact cell, instead of separating the flake from the surface, the energy of the ion 
transferred to the flake allowing it to bond to the substrate. The ion welded below the flake at 
either the center or the flake boundary. One of the scenarios of welding at the flake boundary 
lead to the flake becoming almost perpendicular to the graphite. Rosandi et al. noted that the ion 
provided enough torsion to spin the flake into a near perpendicular position without ever fully 
lifting-off37. 
  Additionally, energy of the ion used for sputtering plays an important role in controlling 
damage to the surface. While the work by Lehtinen et al. showed how the type of ion is 
important in defect creation, it also showed how energy can influence the defects created in 
graphene28. Ions at very low energy (below ~33 eV) did not have enough energy to displace 
carbon from its lattice site. For energies from ~33 eV to 5 keV the MD simulations showed that 
single vacancies and divacancies are primarily produced. At energies above 5 keV, the 
probability of creating single vacancies and divacancies decreased, while the probability of 
creating complex multivacancies increased. On a similar graphene system, Fei et al. used MD 




and their evolution over time from 0 to 0.1 keV31. Single vacancy defects were shown to be 
initially produced at 22 eV. Starting at 36 eV, divacancies were able to be created, a process that 
Fei et al. determined to be irreversible. At 60 eV, enough energy is provided for a carbon atom to 
be removed from the lattice site and be healed as a Stone-Wales defect. At 65 eV enough energy 
is provided to produce larger hexa-vacancies. By altering the sputtering energy of ions, Fei et al. 
thus showed the ability to alter the vacancy types produced at low energies. A study done by 
Åhlgren et al. compared simulations and experimental work to determine how defect creation is 
effected by energy using Ar to sputter Ir(111) supported graphene at both low (0.1 - 1.0 keV) and 
high energies (1.0 keV and up)38. The simulations showed that creating a defect increased in 
probability from 0 to 1.0 keV but at higher energies the probability of creating a defect decreased 
due to the decreasing scattering cross section (transmission is more likely than defect creation). 
At energies above 30 eV, single vacancies are the most common defects created with few 
divacancies being created. When compared to 0.14 keV sputtered graphene on Pt(111) and 
SiC(0001) experimental data, the same results held true that most of the defects created were SV, 
with higher energies having shown a favorability to more complex defects. For supported 
graphene there is an increase in defect size with increasing energy, but for suspended graphene at 
0.1 keV the values start to become relatively constant until much higher energies (10 keV). The 
difference in results between supported graphene and graphite is attributed to substrate atoms 
displacing and becoming the prime source of defect creation. The work done by Åhlgren et al. 
shows that higher energies can create complex defects, but lower energies tend to create defects 
that are simpler in nature (SV, DV). 
  The final parameter to control sputtering is fluence. In terms of sputtering, fluence is the 




explores how fluence effects defect and nanopore creation in graphene34. Yoon et al. compared 
experimental and computational results of sputtering suspended graphene with 25 keV He, Ar, 
and Kr and 27 keV Ne. Sputtering with He (1015, 1016, and 1017 ions/cm2) and Ne (1014, 1015, and 
2x1015 ions/cm2) at higher doses showed an accumulation of more and more defects as the 
fluence increased. Each time damage was introduced to the graphene sheet, whether high or low 
fluence, reconstruction and amorphization always occurred in the impact region. Following 
annealing at 2000 K for He and 3000 K for Ne, Ar and Kr, lower dosed areas with smaller 
defects and vacancies had minimal change, while larger dosed areas with more damage tended to 
reconstruct to five-, six-, and seven-membered-rings. Using heavier ions with increasing fluences 
lead to larger and more complex defects on the graphene sample. The impact area of Ar and Kr 
(1014, 1015, and 2x1015 ions/cm2) ions lead to large circular nanopores and linear carbon chains 
being produced. Ar and Kr ions produced large collision cascades in the graphene which in turn 
lead to long reactive carbon chains. Following annealing, these chains and the impact area 
produced a large nanopore surrounded by multiple 5- and 7-membered rings with no indication 
of chains being present in the graphene. Yoon noted that by increasing the dose or fluence used 
when sputtering, larger nanopores and an increased number of vacancies are created. Yeo et al. 
also investigated the effect of increasing the fluence of ions when sputtering SiO2 supported 
graphene with H, He, N, O, Ar, and Kr35. Much like the sputtering yields discussed throughout 
this section in detail, by increasing the dose from 5x1012 to 1x1014 ions/cm2, the sputtering yield 
first increases, then becomes constant at around 0.6x1014 ions/cm2 (more ions hitting empty 
lattice sites than filled lattice sites). With the data mentioned earlier, i.e. an increase of energy 
causes an increase in sputter yield, the author points out that sputtering is influenced by both the 




 While observing one parameter of sputtering can lead to the assumption that defect 
creation is solely based on that one factor, literature suggests that defect creation is much more 
complicated than that. Given the evidence provided through the literature above, all four 
parameters are crucial for experimentation. While general trends may arise based solely upon ion 
type, energy, angle, and fluence, effective use and manipulation of all four parameters is crucial 
to tune the properties of graphite effectively through the extent and type of damage introduced 
into the system. 
1.3  Ion irradiation and the defects created 
 As previously discussed, sputtering is a useful way to introduce defects into the graphene 
or graphite surface but understanding the types of defects that can be created is also an important 
component to the sputtering process. The main forms of defects that can be introduced into the 
system via ion bombardment in UHV are interstitials, vacancies, and substitutional impurities39.  
Interstitials are defects in which an atom occupies a position that was previously 
unoccupied. MD simulations performed by Kalbac et al.40, of bi-layer graphene supported on a 
Si/SiO2 substrate, indicate that once carbon atoms are displaced following ion bombardment, 
they can become interstitials that act as a “reservoir” that can later be used to heal those defects. 
From the MD simulations, two configurations of interstitials are reported: A single carbon atom 
connected between the top and bottom graphene layers or two atoms between the bottom 
graphene and substrate layer, connected to the bottom graphene layer only. While the MD 
simulations indicated that an equal number of interstitial defects would occur on both graphene 
layers, experimental results of 100 keV Ar+ bi-layer graphene showed a significantly higher 
number of defects on the top graphene layer. Kalbac et al. explains that the discrepancy between 




substrate and bottom graphene layer being mobile at room temperature. Due to the carbon atoms 
being mobile, they have the ability to recombine with their vacancies, which is not accounted for 
in these MD simulations40. 
Substitutional impurities are defects in which an atom occupies a site in the lattice that 
was previously occupied by another atom. Cabrera-Sanfelix and Darling, using density-
functional theory (DFT) calculations, found that vacancy defect sites are more prone to 
physisorption of water than non-defective graphite (0001)41. Experimental proof of this was 
found by Tapasztó et al. when exfoliated graphene flakes were deposited on a Si substrate with a 
SiO2 capping layer42. Following Ar+ sputtering at 30 keV, bright spots on the surface were 
determined to be defects via STM. Tapasztó et al. found that oscillations in the electron density 
distribution over these defect sites indicated Friedel oscillations typical of substitutional 
impurities.42 These defects were attributed to the sample’s exposure to ambient conditions after 
the sputtering process. Following defect creation, water begins to saturate the dangling bonds. 
The hydrogen from a water molecule attaches to the dangling bond and, after overcoming a small 
energy barrier (0.7 eV), saturates other dangling bonds at the defect site with both two oxygens41. 
While the defects mentioned are important for tuning the properties of the 
graphene/graphite material, the most interesting type of defect for our project is the vacancies. 
We are primarily interested in vacancies because those are the likely portals by which the metal 
atoms become encapsulated. Vacancies are defects in which an atom is missing from the lattice 
site. When sputtering, vacancies are created by an ion bombarding a carbon atom and knocking it 
out of its initial lattice site. In a paper by Leyssale et al., where MD simulations were used to 
model vacancies, it is noted that when defects are created, the most common are single vacancies 




respectively43. In MD calculations performed by Lehtinen et al. for sputtering graphene, 
vacancies can be created using a variety of different ions (He, Ne, Ar, Kr, and Xe) with energies 
ranging from tens of electron volts to mega-electron volts28. Lehtinen et al. found that the most 
probable vacancies created are SV or DV, with Stone-Wale (SW) defects (90° carbon bond 
rotation) and complex vacancies making up a combined probability of less than 9% of the total 
defects created. 
While the creation of vacancies primarily produces SV and DV, defects may not be static 
at high temperatures. Following the ion bombardment process, annealing of the sample is used to 
remove ions from the substrate. Due to the high temperature required for annealing, and during 
deposition for intercalation, understanding the effect on the entry portals is imperative. Wu et al. 
discuss how SV are affected by heating in suspended graphene using density functional theory 
(DFT) calculations44. When a SV is introduced into the graphene system, it quickly reconstructs 
to a structure consisting of a 5-membered ring and a 9-membered ring. The new 5-9 SV structure 
has a migration energy barrier of ~1.33 eV in pristine graphene, which can easily be overcome at 
a temperature slightly above room temperature44,45. Wu et al. noted that when two SV defects 
were near one another the migration energy barrier lowered slightly to ~1.26 eV. At 473 K, the 
simulation showed the two SV defects migrate towards one another and coalesce, forming a 
more stable DV with two 5-membered rings and one 8-membered ring. Leyssale et al. used MD 
simulations to study the effect heating a suspended graphene sheet has on SV and DV with an 
emphasis on DV reconstruction. The simulations started with the bare forms of both a SV and 
DV defect, the structures that occur directly following the removal of 1 or 2 atoms leaving either 
3 or 4 dangling bonds, respectively. Following the heating of the SV to 2000 K, the SV quickly 




membered ring was produced in the bare vacancy leaving one dangling bond, until 
reconstructing to its stable 55-66 SV structure, where the bare vacancy becomes two 5-
membered rings and two 6-membered rings. Following the heating of the DV to 3000 K, the bare 
DV structure formed a 5-8-5 structure. After heating a little over 3.5 ns, the DV structure 
reconstructs into a 555-777 formation. After a total of 6.4 ns, the DV reconstructs into a stable 
5555-6-7777 structure. Leyssale et al. noted that the most encountered DV structure was the 5-8-
5 defect, spending 60% of the simulated time in this form and in the 5555-6-7777 and 55-66-77 
structures 20% each43. 
With our primary interest being point defects, knowing how to distinguish SV from DV 
is imperative in determining which vacancies are the portals for metals to become encapsulated 
by. Tapasztó et al found that, following the irradiation of graphene, point defects can be 
identified in STM images as bright spots on the surface42. These defects are typically found to be 
between 0.2-0.5 nm in height. In a more recent study done by Lii-Rosales et al., point defects 
were classified as being bright protrusions also, with height ≤ 0.35 nm17. In STM images, 
specific differences allow for SV and DV defects to be distinguished from one another though. 
Following the ion bombardment of Ar+ and Kr+, Hahn et. al. found, via STM under UHV 
conditions, that when an SV occurs, it shows three-fold symmetry46. This is supported 
experimentally and computationally by Ruffieux et al. who found that a SV not only has a 
threefold symmetry, but the defect also introduces a (sqrt(3) x sqrt(3))R30o strain in the 
surrounding graphene layer47. Using DFT calculations, Ugeda et al. found that DV defects also 
cause a (sqrt(3) x sqrt(3))R30 strain pattern to occur around the defect site48. Using low 




twofold symmetry. Ugeda et al.’s work was supported by their computational work that 
predicated the (sqrt(3) x sqrt(3))R30 with two-fold symmetry in an “equal orientation.” 
1.4  Graphene versus graphite. 
 Much of the literature described above has dealt with defects created in graphene. While 
free (unsupported) single-layer graphene is prominent in the literature, the work done in our lab 
focuses primarily on graphite, a three-dimensional allotrope of carbon. Graphene is a two-
dimensional single layer of carbon atom, but graphite is the combination of numerous layers of 
graphene stacked onto one another. The primary focus of free unsupported graphene can be 
attributed to the complexity of interactions that occur when modeling more than one layer of 
graphene. Literature by Büttner et al. notes23 that one reason for the complications in MD 
simulations is the weak interactions between the sheets of graphene. These weak interactions can 
lead to over binding in the simulation giving inaccurate results23. Due to the differences between 
graphite and graphene, considering how these differences effect the sputtering, and vacancy 
creation, is important when applying the literature to experimental work. 
A major question in our research is how information about graphene can be extrapolated 
to graphite. Since graphite is composed of multiple graphene sheets, an appropriate comparison 
would be to that of supported graphene. Supported graphene is defined as a graphene sheet on a 
substrate where the substrate is commonly metals, Si, or SiO2. Li et al. experimentally studied 
the effect of ion bombardment on SiO2 supported graphene and compared the results with MD 
simulations49. The simulations showed that when the SiO2 supported graphene was sputtered 
with Si, C, Ar, Xe at varying energies (30-200 keV and 1-6 MeV), most defect sites were 




incident site and defect site being different to an indirect sputtering method previously modeled 
in the literature49. Literature published by Zhao et al. describes the indirect sputtering based on 
work with a similar supported graphene system50. Defect creation via an indirect collision 
process occurs by the sputtered ion entering beneath the graphene layer and displacing carbon 
out of its the lattice site from either the ion being backscattered or from a sputtered substrate ion. 
Zhao et al. theorized that the indirect method for defect creation was the primary source of 
defects in substrate supported graphene because the threshold energy required to displace a 
carbon atom into the substrate is higher than the threshold energy required to displace a carbon 
atom into vacuum. Kretschmer et al. modeled similar SiO2 supported graphene and freestanding 
graphene systems using He, Ne, and Ar for bombardment36. Ion bombardment with He showed 
defect creation at a low ion energy (35 – 2000 eV) is greater with direct collisions, while at 
higher ion energies (3000 eV and above) backscattered ions and sputtering of the substrate 
dominates. When Ne and Ar was used for bombardment, direct collisions were found to be the 
primary method of defect creation from a wider range of energies (0.04 keV- 60 keV for Ne and 
0.06 keV – 500 keV for Ar) before indirect sputtering took over. In addition, Ketschmer et al. 
concluded that when compared to freestanding graphene, the inclusion of the SiO2 substrate 
impedes defect creation at low ion energies, while at higher sputtering energies more defects can 
be produced due to the backscattered ions. Li et al. also tested how the substrate affected not 
only the method for defect creation, but the quantity of defects introduced into the system49. 
Using 6 MeV Si, Li et al. compared the use of copper and SiO2 as a substrate for supported 
graphene to determine the effect the substrate has on creating defects. Experimental results using 
the copper substrate showed a decrease in the defect yield when compared to the SiO2 substrate. 




conductance, the copper substrate prevented more defects from accumulating on the graphene 
than the silica49. This conclusion points to the importance of the substrate’s properties on the 
response of graphene to the sputtering process. 
 While the substrate of the supported graphene plays a crucial role in defect creation, the 
thickness, or number of layers, of the graphene should also be considered. To test the effect of 
different quantities of graphene layers as a coating for copper electrodes, Qiu et al used MD 
simulations to model 1 to 4 layers of graphene coated copper electrodes with C atom 
bombardment at varying energies (0-0.3 keV)51. With one monolayer of graphene, defects began 
to occur at 35 eV and increased sharply from 100 eV to ~200 eV. From 200 eV until 300 eV the 
sputtering yield increased at a slower rate to a maximum of 50 percent. For 2 layers of graphene, 
the same trend as 1 layer appears, but at much smaller sputtering yields. By increasing the 
number of layers by one, the sputtering yield becomes almost constant from 35 eV until ~200 
eV, where the yield increases to a maximum of ~21 percent at 300 eV. This trend decreased even 
more for 3 total layers, reaching a max sputtering yield of ~5 percent at 300 eV. Side view 
models of 3 graphene layers and 8 graphene layers are then compared. The trilayer graphene 
model showed that moderate levels of defects are introduced into the graphene system, while at 8 
layers there is infinitesimal damage done to the graphene with the copper being undisturbed. Qiu 
et al. concluded that the overall number of defects and damage to the surface layer, and 
subsequent layers below, decrease as the amount of graphene layers increase.51 This same 
conclusion was found by Mathew et al. on a slightly different system. Mathew et al. 
experimentally used 2 MeV protons at different fluences to sputter SiO2 supported graphene 
samples that had 1, 2, and 4 layers and 1 + 1 folded bi-layers graphene and graphite52. Raman 




the intensity of a primary in-plane vibrational mode (G) and an excited peak activated only by 
defects (D)53, Mathew et al. was able to compare the number of defects caused by the different 
irradiation energies and their effect on the different number of layers. Overall, as the fluence of 
the sputtering is increased, the ratio of I(D)/I(G) became larger indicating more and more defects 
were being created. When the graphs are compared to one another though, the ratio of D to G 
decreased if more layers were present. The single layer, bi-layer, folded bi-layer, four layer, and 
graphite sample’s D peak was 70%, 73%, 27%, 26%, 20% of the G peak, respectively. The data 
retrieved from Mathew et al. shows that the number of defects increase with higher fluence, but 
decrease with increasing graphene layers, reaching a low at graphite52. Together, these two 
studies show that the more layers of graphene that are present, like in graphite, the less damage 
can be done to the system when compared to literature using graphene.  
The goal of this thesis is to investigate and describe the nature of the active portals that 
are produced through ion bombardment. Through manipulation of the sputtering time, energy, 
and gas, we look at how encapsulation of metals is affected.  
2. Methods and Materials 
2.1 Experimental methods 
 All experiments are performed in ultra-high vacuum (UHV, base pressure 10-11 mbar). 
Experimentation is performed in UHV for two main reasons: 
1) The amount of gas particles is greatly reduced in UHV. This allows the use of processes 
such as ion-bombardment, physical vapor deposition (PVD), and X-ray photoelectron 




2) UHV allows for the sample to be cleaned and maintained clean for longer periods of time 
without fear of contamination of the sample surface.  
During experimentation, ion-bombardment and PVD are the primary techniques used for 
preparation of the sample, while scanning tunneling microscopy (STM) and XPS are the main 
analysis tools for the sample.   
Sample characterization was predominately accomplished by means of STM. In STM, an 
atomically sharp metal tip is brought within 10 Ångstroms or less of an electrically conducting 
surface to increase the overlap of the electron wavefunctions, allowing electrons to tunnel 
between the two bodies54. Once the conductive surface and the apex of the metal tip are brought 
within range, a bias voltage can be applied that causes net flow of current. The tip is then 
rastered along the surface laterally (x-y plane), and an electronic feedback loop maintains a 
constant current by adjusting the tip vertically (z plane). This process can be used to create a 
contour plot of the electron density of the sample. The retrieved contour plot allows for three-
dimensional visualization of the imaged surface down to a sub-atomic level. 
 After the sample surface is determined to be of good quality, ion-induced defects are 
introduced to the sample surface. In order to create defects on the surface, Ar, Xe, or He are 
introduced continuously into the chamber at a specified pressure (1.0 x 10-6 mbar). Using a 
sputter gun, electrons are produced that collide with the noble gases to produce charged ions 
(Ar+, Xe+, and He+). These charged ions are then accelerated to a specified kinetic energy and 
directed toward the sample surface, where they create vacancies. In order to remove the 




Following the introduction of ion-induced defects, the sample then undergoes the 
deposition process. The sample is heated to 1100 K to provide the optimal conditions for creation 
of encapsulated islands17. While holding the sample at an elevated temperature Ru is then 
deposited on the surface at 131 W for 20 minutes via PVD using a Mantis e-beam evaporator. As 
previously mentioned, earlier work in the Thiel group has shown encapsulation of Cu, Dy, Fe, 
and Ru at the graphite surface16–18,22. For my project, Ru was used to study how manipulation of 
the sputtering time, energy, and gas will affect the encapsulation. One reason for the decision to 
use Ru for my project is the discrete range of heights that the Ru islands adopt. Whereas Cu 
islands can grow up to ~30 nm tall22, Ru islands are within 0.4 – 1.3 nm tall and bare (non-
encapsulated) clusters are between 2 – 4 nm tall17. The size of the encapsulated Ru islands can 
lead the Ru-deposited surface to also be an easier surface to image with STM. When scanning 
Cu, bare clusters present on the surface can be easily moved with the tip leading to difficulties in 
the imaging process. Ru was also chosen because of the presence of moiré. Lii-Rosales reports 
that Ru deposited islands have a moiré spacing of 2.97 ± 0.13 nm, which provides firm evidence 
that the islands are encapsulated17. With a good tip and low noise, the moiré pattern on the Ru 
islands can be seen in images as large as 100 x 100 nm which can allow easier characterization 
of the surface. 
 Characterization of the samples is also done with XPS. During XPS the sample is 
exposed to X-rays. The incident rays excite core level electrons at the surface of the sample 
causing photoelectrons to be released. Based upon the kinetic energy/binding energy of the 
electron released, the elements making up the surface of the material can be determined, their 





2.2  Materials 
 The experiments for this research were all performed on highly oriented pyrolytic 
graphite (HOPG) of ZYA grade from NT-MDT Spectrum Instruments. The sample was cleaved 
using Scotch tape outside of vacuum to prepare it for experimentation55. 
2.3  Data analysis 
STM images were all collected using an Omicron variable temperature STM with Scala 
software. Following collection, the images were processed and analyzed through an open-access 
program named WSxM. Microsoft Excel was used for any numerical analysis and graphing that 
was needed for the project.  
 With WSxM, there are four primary functions used in my research to process images: 
plane, flatten plus, derivative, and equalize56. The first function, plane, is used to process every 
image. During the scanning process, the tip is typically not strictly perpendicular to the surface, 
which can lead to a sloped image. The function plane fits the image to a horizontal plane, helping 
to remove most of the global slope present in the image. Flatten plus is another important 
function used for image processing. Flatten plus filters the image to produce a regular 
distribution of scan height in the Y-direction. By filtering, flatten plus flattens each line scanned 
to get a more uniform background. The derivative function applies the derivative along the x-
axis of each line in the image. Derivative increases contrast, mainly at step edges and island 
edges, when an increase or decrease in height is detected. Derivative amplifies features that may 
not be seen in the unfiltered image. The final tool most frequently used was the equalize 




allowed height for the image. By restricting the image to these two constraints the contrast is 
altered with the intent to enhance image features. 
 WSxM was also used to obtain quantitative values from the scanned images. In order to 
obtain height, width, or spacing information, a line profile was taken of the features on an image 
and processed using only the plane and flatten functions. Each profile through the center of the 
described feature gave X-values in nanometers and Z-values in either nanometers or Ångstroms. 
Defect density of the sputtered surfaces were determined using the flooding function to find hills 
on images that are planed, flattened, and derivatized. When flooding, the minimum height filter 
was increased on the image until only the defects were counted. The defect count for the 
specified image is then normalized to an area of a square micron and averaged with multiple 
other images to get a more accurate defect density. Island density was determined by counting 
the encapsulated islands present in the collected images17. Encapsulated islands were determined 
based on the height (0.4 – 1.3 nm) and characteristics laid out in previous work done by the Thiel 
group17. 
Relative Error was found in number of densities of defects in islands based upon methods used 
previously in the Thiel group16. For the mean densities of surface features and their uncertainty, a 
set of j = 1, 2,…K images of the same area, ASTM, is considered. Setting Mj equal to the number 
of features that are present in image j, the mean and standard deviation can be determined with 
the equation (1) and (2), respectively:  











As the number of images K increases, a well-defined probability distribution, P(M), for the 
number of features is obtained in the finite region ASTM.  The standard deviation then begins to 
converge to a finite value SDM = ~ <M>1/2. The density per unit area estimate, Nest, and the 
uncertainty associated σN(measured), exploiting the complete set of STM data, with K>>1, 
becomes Nest = <N> ± σN(measured) where  











The total number of features is then set to equation (5) as the total number of surface features for 
all images. The area is then set to equation (6), which gives the total area for all STM images. 
Therefore, as K increases, the uncertainty in Nest decreases. Analysis values are reported as  
σN(STM). 
(5)	𝑀:;: = 	) 𝑀*
,-*-.
	 
(6)	𝐴:;: = 𝐾	𝐴89. 
3. Thesis Organization 
 Project results can be found in Chapter 2. Chapter 2 addresses data from experiments in 
which the sputtering time, energy, and gas is changed. Chapter 3 is a general conclusion. 
Appendix contains the total data file of collected images and their descriptions. 
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CHAPTER 2. INVESTIGATION OF DEFECTS AS ACTIVE PORTALS IN GRAPHITE 
1. Introduction 
 Intercalation of metallic structures into bulk layered materials has been studied 
extensively as a means of tuning the bulk material’s properties. One of the most studied bulk 
layered material is graphite, which, following introduction to metals, can ultimately form bulk 
graphite intercalated compounds (b-GIC). The creation of b-GICs have been limited to alkali, 
alkaline earth, and rare earth metals, with no ability to intercalate transition metals. Previous 
work in the Thiel group has shown that, providing the appropriate conditions, a variety of metals 
– Cu, Ru, Dy, Fe – can be grown beneath the surface of graphite, including some transition 
metals16–18,22. Intercalation of metals at the graphite surface shows promise in allowing more 
control over the tuning of graphite’s properties.  
 For intercalation to occur in graphite there are two criteria that need to be met: (1) defects 
need to be introduced into the material and (2) the sample needs to be heated during deposition 
of the metal. Introducing defects into the material is one of the key components in metal 
intercalation laid out by Büttner et al. for Cs/graphite.23 Theory suggests that in graphite, defects 
act as the active portals for allowing metals to intercalate at the surface of graphite.22,23 This puts 
importance on the way that defects are created in the graphite system also. 
In this thesis, defect creation is explored using different sputtering conditions to study 
how these conditions create active portals and optimize the method for encapsulation of metal 
islands, specifically ruthenium. Ruthenium, a transition metal, is used as the basis of this study 
because of its ability to encapsulate, as laid out in previous literature.17 Ruthenium also provides 
a better reflection of nucleation density as opposed to a metal like copper, which presumably 
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coarsens and can easily move during the scanning process making it difficult to obtain images 
via scanning tunneling microscopy (STM).57 
The general approach for exploring the defect creation is by changing the ion 
bombardment conditions and comparing the graphite surfaces following Ru deposition. For this 
project the sputtering time, ion, and energy were varied. The sputtering ions used were He+, Ar+, 
Xe+. These ions were used to sputter the surface at different kinetic energies ranging from 0 to 
4.5 keV for 30s. The sputtering time was varied from 0 to 90 seconds using 3.0 keV Ar+. To 
analyze the graphite surface following ion bombardment and Ru deposition the island density, 
defect density, and island density to defect density ratio was measured.  
2. Experimental Methods and Data Analysis Techniques 
Experiments were performed in an Omicron ultrahigh vacuum (UHV) chamber with a 
base pressure of 10-11 mbar. Before Ru deposition, commercially available highly oriented 
pyrolytic graphite (HOPG, ZYA grade), in its pristine (p-) state, was sputtered with He+, Ar+, or 
Xe+ at energies ranging from 0.6 keV to 3.0 keV with the angle between the ion beam and 
surface normal being 50°. For Ar+, the sputter time (St) was also varied, from 10 to 90s at 3.0 
keV. Following bombardment of the sample for the desired time and energy at a pressure of 
1.0x10-6 mbar, the ion-bombarded (i-) graphite was annealed at 900 K for 120 minutes to remove 
any ions embedded in the surface. Ru was then deposited onto the i-graphite sample via physical 
vapor deposition (PVD) using a Mantis QUAD-EV-C mini e-beam evaporator 20 minutes. 
During deposition, the HOPG sample was held at a constant Tdep of 1100 K with a bias voltage 
of -450 V.  For characterization, STM (Images acquired in constant-current mode) and X-ray 
photoelectron spectroscopy (XPS) were used in UHV with the sample at room temperature.  
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Defects were counted using STM images of i-graphite. Images were planed, flattened, 
and derivatized using WSxM. Since there are typically many defects present in an image the 
flooding tool was used in WSxM to isolate and count defects (referred to as hills) based on their 
height from the surface. 
Figure 1 depicts the importance of using derivatized images as opposed to topographic 
images when flooding. The topographic image (figure 1 (a)) shows an area from the 30s 3.0 keV 
He+ sputtered graphite surface. The line profile of the same image (figure 1 (b)) shows the 
surface as being hill-like in shape, with defects of varying heights present. Using the flooding 
tool, a minimum height is set and only those features above the height are counted. With a 
topographic image, the flooding program may easily miss multiple defects if set too high due to 
the hill-like nature of the image. If the minimum is set to low, the program could count to many 
features as defects. A solution to this problem is to derivatize the image (figure 1 (c)). 
Derivatizing the image increases the contrast at height changes, such as for defects, making it 
easier to discern  where defects are on the surface. The line profile of the same area derivatized 
can be seen in figure 1 (d). The surface appears much flatter, with variations in the baseline 
being caused primarily by defects. Setting the minimum height for flooding is then much easier 
to ensure proper counting of the defects on the surface. 
Figure 2 displays the flooding process starting with the derivatized image used in figure 1 
(figure 2 (a)). Using WSxM, when the image is flooded the background is set blue, and the hills 
(defects) counted by the program are circled in green (figure 2 (c), (e)). The minimum height is 
then adjusted to ensure that only the defects are being counted. In order to prevent over or under 
counting from the program, different areas are checked to ensure the proper count is being done. 
An example of this is provided in Figure 2 by examining the same area in the black box for the 
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original image and both flooded images with different minimum heights set (Figure 2 (a), (c), 
(e)). The area in the black box for each image is seen below in a zoomed in image (figure 2 (b), 
(d), (f)). The area in figure 2 (b), shows that there are eight defects present on the surface. Figure 
2 (d), with a height minimum of 0.128, shows the flooded image counting eight hills in the same 
area. Figure 2 (f), with a height minimum of 0.113, shows the flooded image counting ten hills in 
the same area. This leads to the conclusion that flooding the image at the smaller height will lead 
to over counting. To finish this process, more areas are observed for figure 2 (c) and checked 
against a higher minimum height to ensure the proper defect density for the image is obtained. 
Once the defect density is taken from the image, the values are extrapolated to the defect density 
for a micron. Flooding is done on multiple images and the total defect densities are then 
averaged for the specific sputtering time and energy tested.  
 Encapsulated islands appeared less frequently than defects, so they were counted 
manually from derivative and topographic STM images collected following the deposition of Ru 
on the HOPG sample using characteristics laid out in literature by Lii-Rosales: Encapsulated 
islands have heights in the range of 0.4 – 1.3 nm, typically have relatively flat tops, and have a  
defined circular or hexagonal shape17.  
Bare Ru clusters had heights ranging from 2.0 to 4.0 nm with streaking present which set 
them apart from encapsulated islands. For every experiment performed in this project, heights 
did not vary for encapsulated islands or bare Ru clusters from the range defined previously in the 
literature17. STM images of the sample surface, following the deposition of Ru, were first planed 
and flattened. Line profiles were then used to determine the heights of each feature along with 
their characteristics to then manually count each island. Following determination of the island 
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density for each image the values were input into Microsoft Excel and the total island count was 
found for all images from that experiment. Once the total area scanned was found, the 
encapsulated island density for a micron was calculated. The island density and defect density 




Figure 1. Comparison of a (a) topographic and (c) derivative image of the same area on 30s, 3.0 keV 
He+ sputtered graphite. Line profiles displaying the differences for the topographic image (b) and the 
derivative image (d). 
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3. Experimental Results 
3.1  Effect of sputtering time on Ru growth 
Figure 3 shows representative STM images of i-graphite following four separate 
experiments varying the ion bombardment time of 3.0 keV Ar+ from 10 - 90s and the subsequent 
images following deposition of Ru on each i-graphite sample. Work previously done on graphite 
shows that, at St = 0s, the defect density is 1.0x10-11 defects/um2, 58 and no encapsulated Ru 
islands are present following deposition.17 At St = 10 s (figure 3(a), (b)) the defect density is 
8.1x103 ± 0.64x103 defects/um2 with defects appearing as bright protrusions. Defect heights were 
 
Figure 2. Representative (a) derivative image of flooding to determine the defect density in graphite 
following sputtering with 3.0 keV He+ for 30s. The flooded images ((c), (e)) display the defects 
counted by the program as green dots with a minimum height of (c) 0.1278 and (e) 0.1128. An area 
(block box) is chosen to compare each ((d), (f)) minimum to the actual (b), to ensure an accurate count 
is taken of the surface. (b) 8 defects; (d) 8 defects; (f) 10 defects. 
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≤ 0.35 nm, which agrees with data previously published by Lii-Rosales et al.17. Following 
deposition of Ru, round encapsulated islands, with flat tops, were formed at the surface ranging 
in height from 0.4 to 1.3 nm with an island density of 530 ± 120 islands/um2. The presence of 
bare Ru clusters was also observed, ranging from 2.0 to 4.0 nm in height, on the surface. Bare 
clusters primarily formed at the step edges but were also observed on terraces in lower quantity. 
Bare clusters typically displayed streaking due to movement of the metal cluster with the STM 
tip during scanning. At a higher St of 30s (figure 3(d), (e)), more defects were produced on the p-
graphite with a defect density of 1.5x104 ± 0.83x103 defects/um2. An increase of islands was 
observed following the Ru deposition, 680 ± 120 islands/um2, with heights falling within the 
same range as the 10s experiment for both the encapsulated islands and the bare clusters. A 
comparison between the heights of encapsulated islands and bare clusters can be seen in figure 3 
(f). The 30s ion bombardment experiment agrees with predicted values for island density 
previously noted in literature by Lii-Rosales et al. between 1050 K and 1180 K17. 
At St = 60s (figure 3(g), (h) the quantity of defects increased to 3.1x104 ± 0.2x104 
defects/um2, with a larger quantity of protrusions observed on the surface. Despite an increase in 
defects in the graphite sample, island density for the 60s experiment decreased to a density of 
670 ± 100 islands/um2. Heights of encapsulated islands following the 60s experiment can be seen 
in figure 3 (i). The number of bare clusters decreased at the step edges and throughout terraces. 
At St = 90s (figure 3(j), (k)) a 58% increase in the number of defects was observed on the 
graphite surface following bombardment. Defect density was observed to be 4.9x104 ± 0.2x104 
defects/um2. Following Ru deposition, the island density was 580 ± 50 islands/um2 showing a  
13% decrease from the 60s sputtering experiments. In addition to the bare clusters and 
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Figure 3. Representative topographic STM images of graphite following ion-bombardment with 3.0 
keV Ar+ for (a) 10s, (d) 30s, (g) 60s, and (j) 90s, and following deposition of Ru on the (b) 10s, (e) 
30s, (h) 60s, and (k) 90s sputtered surface. Encapsulated islands are between 0.4 – 1.3 nm in height and 
a corresponding line profile is provided for each Ru deposition image (c), (f), (i), (l). Tunneling 
conditions are: (a) -0.11 V, 0.26 nA; (b) +0.95 V, 0.26 nA; (d) +5.1 V, 0.25 nA; (e) +1.2 V, 0.26 nA; 
(g) +1.8 V, 0.26 nA; (h) +1.1 V, 0.26 nA; (j) +1.5 V, 0.26 nA; (k) +0.86 V, 0.25 nA. 
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encapsulated islands, images taken following deposition at 90s indicate new wider features 
observed on the surface. Figure 3 (l) shows the line profile taken of one of these new features 
having a height like that of the encapsulated islands but were typically wider with undefined 
shapes. Due to the undefined shaped, the larger features were not counted as encapsulated 
islands.  
The defect density and encapsulated island density are compared as functions of time 
separately in figure 4(a) and (b), respectively. Defect density appears to climb almost linearly 
from 10 to 90s. The longer the sample was exposed to sputtering, the more defects were 
observed on the surface. Island density shows growth between 0 and 30s before becoming almost 
 
Figure 4. Analysis of defect density and encapsulated island densities following HOPG ion-
bombardment with Ar+ and separate Ru depositions with sputtering time variation. (a) Defect density as 
a function of sputter time. (b) Island density as a function of sputtering time. (c) Ratio of Island density 
to defect density as a function of sputter time. (d) Island density as a function of defect density. 
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constant (30s to 60s) and eventually decreasing (60s to 90s). The island density to defect density 
ratio (figure 4 (c)) as a function of time shows a negative slope. This indicates that as the 
sputtering time increases more defects are being created on the surface, but more islands are not 
being created. When encapsulated island density is set as a function of the defect density when 
varying the St (figure 4(d)), the number of islands grow with the rising defect density before 
beginning to slow at higher defect densities. 
3.2  Effect of ion type on Ru island growth 
Figure 5 shows representative derivative STM images of i-graphite following 3.0 keV ion 
bombardment for 30s with He+ (Figure 5 (a)), Xe+ (figure 5 (d)), and Ar+ (figure 5 (g)) along 
with topographic and derivative images of the subsequent deposition of Ru onto each sputtered 
sample (He+ fig 5(b) and (c), Xe+ fig 5(e) and (f), Ar+ fig 5 (h) and (i)). The sputtered sample 
images were used to calculate a defect density of 1.3x104 ± 0.04x104, 1.5x104 ± 0.10x104, and 
0.78x104 ± 0.01x104 defects/um2 for He+, Ar+, and Xe+ respectively. These values are plotted 
against ion mass in Fig. 6 (a). Sputtered images of Ar+ and He+ showed more defects 
(protrusions) covering the entirety of the sample, while Xe+, with the lowest defect density, 
showed the defects more spaced out across the sample. Following the deposition of Ru on the 
sputtered surfaces the island density was determined to be 220 ± 50, 680 ± 120, and 130 ± 20 
islands/um2 for He+, Ar+, and Xe+ respectively. These values are plotted against ion mass in Fig. 
6 (b). The island density and defect density of each ion following 3.0 keV sputtering and Ru 
deposition are compared in figure 6 (d). Using the lightest ion, He+, for sputtering produced the 
second largest quantity of defects, but three times less islands than Ar+. Using Xe+, the heaviest 
ion produced both the lowest defect density and island density. Data retrieved from the plots in 
figure 6 indicate that increasing the size of ions may not facilitate more island density. While the 
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size of defects being created could correlate with larger defects, the defects created are not 
necessarily active portals used by the Ru to enter the galleries. 
 
 
Figure 5. Representative derivative and topographic STM images depicting differences in defect 
density following ion-bombardment of HOPG for 30s with 3.0 keV (a) He+ (b) Xe+ (c) Ar+. 
Topographic images, and their derivative image, following deposition of Ru on the sputtered sample is 
shown for He+ (b), (c), Xe+ (e), (f), and Ar+ (h), (i). Tunneling conditions are: (a) +0.71 V, 0.26 nA; 






3.3  Effect of ion energy on Ru island growth 
Figure 7 shows representative STM images of i-graphite following five separate 
experiments varying the ion bombardment energy of Ar+ from 0.6 to 4.5 keV for 30s (figure 7 
(a), (d), (g), (j), (m) and the subsequent images following deposition of Ru on each i-graphite 
sample (figure 7(b), (e), (h), (k), (n)). Using the images following ion bombardment, the defect 
density was determined to be 0.66x104 ± 0.07x104, 0.93x104 ± 0.09x104, 1.1x104 ± 0.04x104, 
1.5x104 ± 0.08x104, and 0.79x104 ± 0.07x104 defects/um2 for 0.6, 1.0, 2.0, 3.0, and 4.5 keV Ar+ 
 
Figure 6. Analysis of defect density and encapsulated island densities with different sputter ion masses 
following HOPG ion-bombardment using He+, Ar+, Xe+ at 3.0 keV after separate Ru depositions. (a) 
Defect density as a function of sputter ion mass. (b) Island density as a function of sputter ion mass. (c) 
Ratio of Island density to defect density as a function of sputter ion mass. (d) Island density as a 
function of defect density. 
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respectively. These values are plotted in Fig. 9 (a). It was observed, and supported with the 
calculated density, as the ion energy is increased the number of defects introduced into the 
sample also increases from 0.6 to 3.0 keV ion energy, before decreasing from 3.0 to 4.5 keV, 
with the most amount of defects being produced with 3.0 keV Ar+.  Following deposition of Ru, 
round encapsulated islands, typically with flat tops, are formed at the surface ranging in height 
from 0.4 to 1.3 nm with an island density of 50 ± 20, 330 ± 60, 470 ± 90, 680 ± 120, and 89 ± 40 
encapsulated islands/um2 for the 0.6, 1.0, 2.0, 3.0, and 4.5 keV experiments respectively. These 
values are plotted in Fig. 9 (b). Island heights stayed within the same range for all experiments 
using Ar+ with figure 7 (fig 7 (c), (f), (i), (l), (o)) showing representative examples in each 
image. As the energy increased the island density also increased until the maximum was reached 
at 3.0 keV after which the number of islands began to decrease from 3.0 keV to 4.5 keV. Figure 
8 shows derivative images corresponding to the topographic images used in figure 7. In figure 8 
(b) the onset of island creation can be seen with a small quantity of round/hexagonal shaped 
encapsulated islands present on the surface and a larger quantity of features with streaking, 
indicating the presence of the bare clusters that were moved during scanning. As the energy 
increases, for example between 2.0 keV and 3.0 keV (figure 9 (b)), a large difference can be seen 
between images of the same size (figure 8 (h) and (k)), regarding the number of encapsulated 
islands present. The same observation can be made between 3.0 keV and 4.5 keV with a large 
drop in island density between the two energies. While Ru encapsulated islands do still form at 
4.5 keV, there was an 87% decrease in islands from 3.0 keV. 
Figure 9 displays the plots of the 30s Ar+ sputtering experiments involving the variation 
of ion energy. The defect density as a function of sputtering energy is shown in figure 9 (a) and 
showed an initial increase in defect density as kinetic energy increased. Once the maximum  
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Figure 7. Representative topographic STM images following ion bombardment for 30s with Ar+ and 
five separate depositions of Ru at (a)-(c) 0.6 keV, (d)-(f) 1.0 keV, (g)-(i) 2.0 keV, (j)-(l) 3.0 keV, and 
(m)-(o) 4.5 keV. Encapsulated islands are between 0.4 – 1.3 nm in height and a corresponding line 
profile is provided for each image (c), (f), (i), (l), (o). Images derivatized in Figure 5. Tunneling 
conditions are:  (a) +0.21 V, 0.28 nA; (b) +0.91 V, 0.26 nA; (d) +2.6 V, 0.26 nA; (e) +1.1 V, 0.26 nA; 
(g) -0.55 V, 0.26 nA; (h) +1.2 V, 0.26 nA; (j) +5.1 V, 0.25 nA; (k) +0.74 V, 0.21 nA; (m) +0.99 V, 




Figure 8. Representative derivatized STM images following ion bombardment for 30s with Ar+ and 
five separate depositions of Ru at (a)-(c) 0.6 keV, (d)-(f) 1.0 keV, (g)-(i) 2.0 keV, (j)-(l) 3.0 keV, and 
(m)-(o) 4.5 keV. Derivatized versions of images used in Figure 4. Line profiles are from topographic 
STM images. Tunneling conditions are: (a) +0.21 V, 0.28 nA; (b) +0.91 V, 0.26 nA; (d) +2.6 V, 0.26 
nA; (e) +1.1 V, 0.26 nA; (g) -0.55 V, 0.26 nA; (h) +1.2 V, 0.26 nA; (j) +5.1 V, 0.25 nA; (k) +0.74 V, 
0.21 nA; (m) +0.99 V, 0.26 nA; (n) +0.61 V, 0.26 nA. 
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density is hit at 3.0 keV, the defect density then begins to decrease to a value close to the 1.0 keV 
experiment. When island density is set as a function of sputtering energy (figure 9 (b)) there was 
an initial lag in the production of encapsulated islands, until 1.0 keV Ar+ was used. From 1.0 
keV to 3.0 keV a steady increase of encapsulated islands occurred before dropping off 
significantly at 4.5 keV. Figure 9 (c) displays the ratio of island density to defect density as a 
function of the sputtering energy and is similar in shape to figure 9 (b) with an initial lag from 0 
to 0.6 keV before increasing to 3.0 keV and dropping off at 4.5 keV. Island density as a function 
of the defect density is displayed in figure 9 (d). Figure 9 (d) shows the slow creation of 
encapsulated islands that occurred opposed to the fast creation of defects from 0 to 0.6 keV, 
 
Figure 9. Analysis of defect density and encapsulated island densities following HOPG ion-
bombardment with Ar+ and separate Ru depositions with sputtering energy variation. (a) Defect density 
as a function of sputter energy. (b) Island density as a function of sputter energy. (c) Ratio of island 
density to defect density as a function of sputter energy. (d) Island density as a function of defect 
density. 
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before steadily climbing to 3.0 keV. The 4.5 keV experiment, with a lower defect density and 
encapsulated islands density, is placed almost directly between 0.6 keV and 1.0 keV, falling 
between the two experiments with respect to both defect density and island density. 
Figure 10. Representative topographic STM images following ion bombardment for 30s with Xe+ and 
three separate depositions of Ru at (a)-(c) 0.6 keV, (d)-(f) 1.0 keV, and (g)-(i) 3.0 keV. Encapsulated 
islands and bare Ru clusters are between 0.4 – 1.3 nm and 2.0 – 4.0 nm in height, respectively. A 
corresponding line profile is provided for each image of the deposited Ru surface (c), (f), (i). Inset in 
(h) displays a zoomed imaged of an encapsulated island with moiré on top. Images derivatized in 
Figure 7. Tunneling conditions: (a) -0.70 V, 0.25 nA; (b) +0.40 V, 0.26 nA; (d) +1.1 V, 0.26 nA; (e) 






Figure 11. Representative derivatized STM images following ion bombardment for 30s with Xe+ and 
three separate depositions of Ru at (a)-(c) 0.6 keV, (d)-(f) 1.0 keV, and (g)-(i) 3.0 keV. Derivatized 
versions of images used in Figure 6. Line profiles are from topographic STM images. Tunneling 
conditions are: (a) -0.70 V, 0.25 nA; (b) +0.40 V, 0.26 nA; (d) +1.1 V, 0.26 nA; (e) +0.5 V, 0.26 nA; 
(g) -0.45 V, 0.26 nA; (h) +1.5 V, 0.26 nA. 
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Figure 10 shows representative topographic STM images of HOPG following three 
separate experiments varying the ion bombardment energy of Xe+ from 0.6 to 3.0 keV for 30s 
(figure 10 (a), (d), (g)) and the subsequent images following deposition of Ru on each i-graphite 
sample (figure 10 (b), (e), (h)). Using the images following ion bombardment, the defect density 
was determined to be 0.24x104 ± 0.04x104, 0.40x104 ± 0.03x104, and 0.78x104 ± 0.01x104 
defects/um2 for 0.6, 1.0, and 3.0 keV Xe+ respectively. These values are plotted in figure 12 (a). 
The images displaying the sputtered surface (figure 10 (a), (d), (g)) show a slow increase of 
defect density from 0.6 keV to 1.0 keV before a larger increase from 1.0 keV to 3.0 keV, 
showing a correlation between ion energy and defect density. Following deposition of Ru, 
 
Figure 12. Analysis of defect density and encapsulated island densities following HOPG ion-
bombardment with Xe+ and separate Ru depositions with sputtering energy variation. (a) Defect density 
as a function of sputter energy. (b) Island density as a function of sputter energy. (c) Ratio of island 
density to defect density as a function of sputter energy. (d) Island density as a function of defect 
density. 
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round/hexagonal encapsulated islands, typically with flat tops, are formed at the surface with an 
island density of 0, 12 ± 21, 31 ± 24, and 130 ± 20 encapsulated islands/um2 for 0, 0.6, 1.0, and 
3.0 keV Xe+ respectively. These values are plotted in figure 12 (b). Islands maintained heights 
between 0.4 and 1.3 nm (figure 9 (c), (f), (i)) and bare clusters had heights ranging from 2.0 to 
4.0 nm (figure 10 (f)). Island density for Xe+ grew the slowest of all three ions varying only by 
~20 islands/um2 from 0.6 keV to 1.0 keV, falling within the determined standard deviation for 
both experiments. Following the deposition of Ru on the 0.6 keV Xe+ sputtered sample, the onset 
of island encapsulation was observed, with Ru primarily forming bare clusters on the surface 
(figure 10 (b)). Deposition of Ru at 1.0 keV showed a slight increase in island density with bare 
clusters staying present on the surface (figure 10 (e)). The highest island density was observed 
following deposition of Ru on the 3.0 keV Xe+ sputtered surface (figure 10 (h)). The inset of  
figure 10 (h) shows a zoomed image of an encapsulated island displaying moiré on the top of the 
surface. The corresponding line profile (figure 10 (i)) indicated a moiré spacing of 2.91 nm, 
which falls within the standard deviation previously reported for encapsulated Ru islands17 and 
for graphene on Ru59. Figure 10 (h) also displays a unique triangular island with the same 
characteristics of other encapsulated islands (height, flat-top). While encapsulated Ru islands are 
typically hexagonal in shape, a few instances occurred with a triangular island growing after the 
deposition of Ru. Figure 11 depicts the derivative images of each topographic image used in 
figure 10. 
Figure 12 displays the results of the 30s Xe+ sputtering experiments involving the 
variation of ion energy. The defect density as a function of sputtering energy is shown in figure 
12 (a). The defect density climbed slowly from 0 to 1.0 keV, but at 3.0 keV the defect density 
had almost doubled from 1.0 keV. The same trend can be seen when island density is plotted as a 
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function of sputtering energy (figure 12 (b)). Encapsulated islands formed slowly from 0 to 1.0 
keV, reaching only 31 ± 24 islands/um2. When 3.0 keV Xe+ was used, the value more than 
quadrupled, creating even more encapsulated islands. When the ratio of island density to defect 
density is plotted as a function of energy (figure 12 (c)), small progress was observed from 0 to 
1.0 keV with a large increase from 1.0 keV to 3.0 keV. A positive slope indicates the 
encapsulated islands were closer to forming at a rate of defect production as the kinetic energy 
increased. Island density as a function of defect density (figure 12 (d)) shows that at low kinetic 
energy defect and islands growth is relatively small before an increased number of islands and 
defects were created from the 3.0 keV Xe+ sputtering process.  
Figure 13 shows representative topographic STM images of HOPG following two 
separate experiments varying the ion bombardment energy of He+ to 1.0 keV and 3.0 keV for 30s 
(figure 13 (a), (d)) and the subsequent images following deposition of Ru on each i-graphite 
sample (figure 13 (b), (e)). Using the images following ion bombardment, the defect density was 
determined to be 0.85x103 ± 0.10x103 and 13.0x103 ± 0.4x103 defects/um2 for 1.0 keV and 3.0 
keV He+ respectively. The values are plotted in Figure 15 (a). Between 1.0 keV and 3.0 keV 
defect density increased over 10-fold for He+, indicating a large variation between the two 
energies. This can be seen visually in figure 13 (a) and (d) as a small quantity of defects were 
observed sporadically on the surface at 1.0 keV (fig 13 (a)) before the surface became highly 
saturated with defects at 3.0 keV (fig 13(d)). Following deposition of Ru, round/hexagonal 
encapsulated islands, typically with flat tops, formed at the surface with an island density of 6 ± 
9 and 210 ± 40 encapsulated islands/um2 for 1.0 and 3.0 keV He+ respectively. These values are 
plotted in figure 15 (b). Islands maintained heights between 0.4 and 1.3 nm (figure 13 (f)) and 
bare clusters maintained heights ranging from 2.0 to 4.0 nm (figure 13 (c), (f)). Deposition on the 
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1.0 keV He+ sputtered surface (figure 13 (b)) showed primarily bare clusters on the sample 
surface, whereas deposition on the 3.0 keV He+ sputtered surface (figure 13 (e)) showed 
reasonable amounts of bare clusters and encapsulated islands present on the surface. A 
comparison between the height of three islands and a bare cluster can be seen in figure 13 (f). 
Figure 14 shows the derivative images corresponding to each topographic image displayed in 
figure 13. 
Figure 15 displays the results of the 30s He+ sputtering experiments involving the 
variation of ion energy. The defect density as a function of sputtering energy is shown in figure 
15 (a). Defect creation for He+ did not start until 1.0 keV was used to bombard the surface but 
increased by 15 times the initial amount in 3.0 keV. This trend is followed when island density is 
set as a function of sputtering energy (figure 15 (b)), showing an onset of encapsulated islands at 
1.0 keV, and increasing. This may correlate to very little active portals being created at low 
energies due to the inability to displace carbon atoms until a much higher energy is surpassed 
and multiple active portals are created, thus allowing encapsulated islands to form in greater 
quantity.  The island density to defect density ratio is shown in figure 15 (c). The ratio shows a 
linear relationship with energy, indicating the rate of island growth increases at an almost even 
rate as defects were created. Island density as a function of defect density (figure 15 (d)) 
indicated a correlation between island creation with defect creation. As the energy increased, 
more defects were introduced into the surface creating active portals. As more active portals 






Figure 13. Representative topographic STM images following ion bombardment for 30s with He+ and 
two separate depositions of Ru at (a)-(c) 1.0 keV and (d)-(f) 3.0 keV. Encapsulated islands and bare Ru 
clusters are between 0.4 – 1.3 nm and 2.0 – 4.0 nm in height respectively. A corresponding line profile 
is provided for each image of the deposited Ru surface (c), (f). Images derivatized in Figure 9. 
Encapsulated islands and bare clusters are labeled in the line profile. Tunneling conditions are: (a) 
+0.26 V, 0.26 nA; (b) -0.31 V, +0.26 nA; (d) 0.71 V, 0.26 nA; (e) +1.5 V, 0.26 nA. 
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Figure 14. Representative derivative STM images following ion bombardment for 30s with He+ and 
two separate depositions of Ru at (a)-(c) 1.0 keV and (d)-(f) 3.0 keV. Derivatized versions of images 
used in Figure 8. Encapsulated islands and bare clusters are labeled in the line profile. Line profiles are 
from topographic STM images. Tunneling conditions are: (a) +0.26 V, 0.26 nA; (b) -0.31 V, +0.26 nA; 
(d) 0.71 V, 0.26 nA; (e) +1.5 V, 0.26 nA. 
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Figure 16 displays the defect density and encapsulated island density separately as 
functions of energy (figure 16 (a), (b)) and displays island density as a function of defect density 
for the varying energy experiments (figure 16 (c)). Defect density as a function of the sputtering 
energy shows Ar+ creating a large quantity of defects at lower energies compared to He+ and 
Xe+. While He+ created a comparable number of defects as Ar+ (1.5x104 compared to 1.2x104 
defects/um2), it took a higher energy for He+ to begin creating defects. One of the more 
noticeable trends is that Ar+ and He+ began to create defects at lower energies than Xe+. Ar+ and 
Xe+ had comparable defect densities at 0.2 keV, but at 0.6 keV Xe+ created only 1.1 times more 
defects (from 2.2x103 defects to 2.4x103 defects/um2) than was initially created at 0.2 keV, 
 
Figure 15. Analysis of defect density and encapsulated island densities following HOPG ion-
bombardment with He+ and separate Ru depositions with sputtering energy variation. (a) Defect density 
as a function of sputter energy. (b) Island density as a function of sputter energy. (c) Ratio of island 
density to defect density as a function of sputter energy. (d) Island density as a function of defect 
density. 
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whereas Ar+ created almost 3.5 times the defects (from 1.9x103 defects to 6.6x103 defects/um2) 
than initially at 0.2 keV. From 1.0 keV to 3.0 keV Xe+ created almost two times more defects but 
pales in comparison to He+ that created fifteen times more defects at 3.0 keV than at 1.0 keV. 
Another point to be made is that after reaching the maximum defect density, the number of 
defects created began to decrease at higher energies for Ar+. In literature, this is attributed to a 
drop in the probability of ion cross section for defect creation28. 
Island density as a function of sputtering energy compares the active sites created by 
specific ions and their influence on the creation of encapsulated Ru islands (figure 16 (b)). At 0.6 
keV, Xe+ and Ar+ had comparable island densities but Ar+ increased more when 1.0 keV ions 
were used, with Ar+ sputtered defects creating 330 ± 60 islands/um2 and Xe+ creating 30 ± 20 
islands/um2. Overall, defects created with Ar+ (from 1.0 keV to 3.0 keV) allowed for the highest 
number of encapsulated islands to be produced at the graphite surface reaching a maximum of 
680 ± 120 islands/um2, while He+ and Xe+ only created a maximum of 215 ± 50 and 133 ± 20 
islands/um2 respectively.  At 4.5 keV, defects created by Ar+ produced 87% less encapsulated 
island density than at 3.0 keV, a valuable comparable with 0.6 keV Ar+.  
The final comparison in figure 16 is island density as a function of defect density (figure 
16 (c)). Island density from He+ created defects increased with the defect density but created 
significantly less islands overall within the tested range. With Ar+, islands were initially created 
in small quantities with increasing defect density until ~8.0x103 defects/um2 when islands began 
to steadily increase with increasing defect density. This points to the ideal conditions for creating 
the most encapsulated islands to be above 8.0x103 defects/um2 with 1.5x104 defects/um2 creating 
the best conditions for island creation. Compared to Ar+, Xe+ created more defects with higher 
island density over the tested range of energies, based on the defect densities collected, but has 
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the smallest output of encapsulated islands overall. At lower defect densities, defects created by 
Ar+ produced the lowest number of islands, while at higher defect densities (above 8.0x103 
defects/um2), it produced the most encapsulated islands when compared to He+ and Xe+. 
 
Figure 16. Analysis of defect density and encapsulated island density from following HOPG ion-
bombardment with variation in sputtering ion and energy. (a) Defect density as a function of sputtering 




In this section, a brief interpretation of some of the data will be given, and where 
possible, connections will be made with the literature surveyed in Chapter 1.  
 First, interpretation of the data is hindered by the paucity of theoretical simulations of ion 
sputtering of graphite. A number of simulations treat freestanding graphene, and a few treat 
single- or multilayer supported graphene, but in the latter case, the support is SiO2, SiC, Cu, or 
Pt. Comparison indicates that the presence of a support tends to reduce the damage to the 
graphene overlayer—relative to unsupported graphene--at low ion energies, and increase the 
damage at high ion energies, for reasons discussed in Chapter 1. Hence, one does not expect 
simulations for freestanding graphene to be entirely applicable for graphite, which can be 
considered as a form of supported graphene or as graphene multilayers.  
 One observation, from Fig. 4, is that while sputtering defect density increases with 
sputtering time (for 3 keV Ar+), the density of embedded Ru islands does not. This suggests that 
during Ru deposition, there is an equilibrium between Ru atoms on top of the graphite surface, 
and Ru atoms in the gallery. Once the portal density is sufficient to achieve this equilibrium, 
introducing more portals does not have any impact.  
 Another observation is the increase in defect density with sputtering energy, followed by 
a decrease, for Ar+. The maximum occurs at 3 keV. As introduced in Ch. 1, the main sputtering 
mechanisms of C+ on freestanding graphene are, with increasing energy: reflection of the 
incident ion, absorption, transmission, and damage. It is possible that below 3 keV, Ar+ ions 
suffer a large degree reflection, and above 3 keV, a large degree of transmission, leading to the 
maximum at 3 keV. We note that the general shape of the curve in Fig. 9 agrees very well with 
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the shape of the curve predicted in MC simulations, for Ar+ sputtering of graphene.28  Similarly, 
the maximum effectiveness of Ar+ at a given kinetic energy relative to He+ and Xe+ (Fig. 16) 
may reflect a balance between reflection and transmission.  
 Another observation is the lag between production of defects and appearance of 
embedded Ru islands, both for Ar and Xe, as a function of increasing ion energy. This is obvious 
from the data for Ar in Fig. 9 and for Xe in Fig. 12. In Ref. 9, a similar lag was observed 
between production of single carbon atom vacancies (SVs) and di-vacancies (DVs), on 
unsupported (freestanding) graphene, in MD simulations with both gases. However, the lag 
occurred at much lower ion energies in the simulations than in experiment, perhaps attributable 
to the differences noted above between freestanding and supported graphene. Interestingly, 
Ugeda et al.48 reported that DVs were extremely rare after Ar+ ion bombardment at 140 eV; 
most defects were SVs. This was based upon an experimental STM study. This supports the 
above interpretation that the lag is due to production of DVs requiring higher kinetic energy than 
SVs. In turn, this indicates that DVs are the minimum portal size required for intercalation.  
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CHAPTER 3. GENERAL CONCLUSION 
One of the two criteria that lead to the encapsulation of metal nanoparticles in graphite is 
the introduction of defects into the surface. These defects are thought to be active portals by 
which metal nanoparticles enter into the graphite galleries. In this thesis, defect creation was 
explored using different sputtering conditions to better understand the conditions that elicit active 
portals and optimize the method for encapsulation of ruthenium islands. By altering the time, 
type of ion used, and kinetic energy during the sputtering process, more insight is given into the 
encapsulation of metals on the graphite surface.  
 The data presented suggest three key characteristics of the sputtering and deposition 
process: (1) when the portal density is sufficient to achieve an equilibrium of ruthenium atoms 
on top of the graphite surface and in the galleries an increase in portals have no impact; (2) ions 
used for sputtering have an ideal kinetic energy associated with creating the desired quantities of 
defects, a deviation in energy could increase or decrease the reflection/transmission that occurs 
during sputtering; (3) paired with literature previously published, di-vacancies are the minimum 
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APPENDIX. EXPERIMENTAL DATABASE 
 
A centralized experimental database for all data collected for my project is presented 
here. All experiments are recorded in Manley Notebook #1 and #2. Data files are saved on the 
Microsoft Windows NT computer associated with the VT-STM located in 224 Spedding Hall, 
file path E:\Omicron\data\sample\Graphite\2019. Data is also backed up on the Microsoft 
Windows XP computer associated with the XPS located in 224 Spedding Hall, file path 
C:\Documents and Settings\Omicron Nano Tech\ Desktop\STM Data Backup. 
 
Abbreviations 
Clean Graphite sample following cleaving outside of chamber and outgassing inside the 
chamber. 
 
Sputtered The p-graphite sample following ion bombardment with the designated ion at the 
noted conditions. 
 
Depo The i-graphite sample following deposition of Ru at 1100 K for 20 minutes at 131 
Watts.  
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Image # Notes 
Book 1 





Ar+ 3.0 10 









Outgassed, use to 
count defects 
7-10 
Images can’t be 
used for defect 
count 
11 




Noisy, need to 




Good image, less 
islands and 






Zoomed in to 
100x100 and back 
out to 500x500 
Ar+ 3.0 30 
 Clean 
1-6  Contaminated 118 20190402 
1-4 Pristine Surface 118 20190402-2 
Sputtered 
1-3 Noisy, tip effects 118 20190404 









Table A1. (continued) 
Ar+ 3.0 30 Depo 




1-10 Good images 
20190408 11-16 Zoom in attempt 
17-25 Good images 
Ar+ 3.0  60 
Clean 1-10 
Pristine Surface, 
noisy 126 20190501 
Sputtered 1-15 
Lots of defects. 
I1-3, 8, 9,13 have 
lots of tip effects 
127 20190502 
Depo 






Ar+ 3.0  90 
Clean 1-4 Pristine surface 
124 
20190418 









Table A2. 1100 K Ru deposition experiments on HOPG with varied sputter energy with Ar+. All imaging done at 













Ar+ 0.2 30 
Clean 1-11 Pristine surface 
128 
20190509 





Table A2. (continued) 
Ar+ 0.2 30 
 10-16 










Ar+ 0.6 30 
Clean 1-10 Pristine surface, 





Good images for 
defect counts, lots 
of step edges 
20190613 
10-19 Lots of tip effects 
20-38 
Good, but lots of 
step edges. 
Defects are same 













15-17 Triangular island  
18-30 
Good images, 
some islands have 
moiré 
31-35 Loads of tip 
effects on surface 
36 Islands present 




Table A2. (continued) 
Ar+ 1.0 30 
Sputtered 








1, 2  Tip effect 
139 20190622 
3-8 Good images 





Ar+ 2.0 30 





















some are noisy 
31-32 To noisy to use 
Ar+ 4.5 30 





1-11 Good images, not 
sure if tip effects? 
20190710 






Table A2. (continued) 
Ar+ 4.5 30 
 23-27 
Good images, can 









present. Surface is 
a bit empty except 
for steps 
 






Image # Notes 
Book 1 





Xe+ 0.2 30 
Clean 
1-4 
New tip is 
working well, but 





Still noisy but is 
cleaner overall. 




Appears a bit 
messy with 





Smears are gone, 
large 
“contaminants” 






Table A3. (continued) 
Xe+ 0.2 30 
Sputtered 















islands with a 
hole in the center. 
20190910 11-14 
Some tip effects 
occurring. 
Features smaller 




can easily be 
confused with real 
islands. Will need 
to be measured 
carefully to 
ensure none are 
missed.  
Xe+ 0.6 30 Clean 
1-10 
Surface is pristine 
with some noise 
144 20190731 
11-28 
A terrace has 
what appears to 
be moiré. Zoomed 
in images show 
corrugation. Xe 








Table A3. (continued) 
Xe+ 0.6 30 
Sputtered 
1-7 
Most have tip 





Last two images 





images of the 
surface after 
initial images (1, 
2).  
20190802 
8, 9 Double tip effect 





but still can see 
overall surface 
and islands. 
Xe+ 1.0  30 
Clean 
1 Lots of tip effects 
146 
20190806 
2-8 Pristine surface 
Sputtered 
1-3 Tip effects 
20190807 4-21 
Can be used for 
defect counting. 
Tried zooming in, 
but no luck on 
atomic resolution. 





30-36 Zoom in of 





Table A3. (continued) 
Xe+ 1.0 30 Depo 37-40 
Good images. Tip 
effects present in 
39. 
147 20190808 
Xe+ 3.0  30 





Noisy with tip 
effects. 8 is a 
good image, but 
noise is present.  20190725 
10-17 
Good images, 
except 13. Tip 








14-19 Tip effects. 
20-45 
Good images. 26, 
32, and 45 have 
tip effects. 
 














He+ 1.0 30 
Clean 1-3 
Noisy, but 
Pristine 9 20191104 
Sputtered 1-15 
Images very 







Table A4. (continued) 
He+ 1.0 30 Depo 
1-6 
Larger images 
than normal. Lots 
of bare clusters. 
10 20191107 
7-9 Smearing tip 
effects 
10-32 
Found ~3 islands 
total during 
scanning. Will 
take closer look 
when analyzed, 
but primarily bare 
clusters. 








Noisy, but can 
make out defects. 
Larger protrusions 




Less noise in 
image. 5-8 have 








Double and triple 
tip effects present. 
8 20191030 
3-6 





may be some 
islands present, 





Table A4. (continued) 




images for the 
most part. Islands 
are present. 8 




Lots of bare 
clusters, with few 
islands.  
21-33 
Good 
representative 
images. 
 
 
