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Given a cocycle a(t) of a unitary group (CJ’), --co < t < co, on a Hilbert space 
?Y, such that a(t) is of bounded variation on [O, T] for every T > 0, a(t) is decom- 
posed as a(t) = J”6 U’x ds + P(t) for a unique x E (;F4 /3(t) yielding a vector measure 
singular with respect to Lebesgue measure. The variance is defined as 
a’(( CT}, a(t)) = lim rYm(l/T) ]Ijb U’x ds112 if existing. For a stationary diffusion 
process on iR’, with 0, the space of paths which are natural extensions backwards 
in time, of paths confined to one nonsingular interval J of positive recurrent type, 
an information function Z(w) is defined on 0, based on the paths restricted to the 
time interval [0, 11. It is shown that Z(w) is continuous and bounded on 0,. The 
shift rr defines a unitary representation (U’ ). Assuming (, I Z dm = 0, dm being the 
stationary measure defined by the transition probabilities and the invariant measure 
on J, Z(w) has a Cm spectral density functionf. It is then shown that u’({ U’), I) = 
f(O). 
The background of the chain of ideas leading to this paper is the 
following: Parry and his associates [7] initiated a study of endomorphisms 
which was based on “anticipation of only a finite, in fact only a bounded, 
amount of the future.” This procedure differs from the customary practice of 
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coding theory, where the “rules of the isomorphism theorems of ergodic 
theory in general anticipate the entire future of the random processes” in 
question. The words in quotation marks are from [ 7). 
In the case of an irreducible aperiodic Markov chain with a finite number 
(=k) of states, the authors of [ 7, 161 have been led to define an information 
function u depending upon only two states, i.e., u(x) = u(x,, x,), where 
x = (..., x-, , x0, XI )...) is a random sequence in the space 2.’ of sequences of k 
symbols (states). This function u is defined on a u-field with respect to a 
particular transformation, viz. the shift transformation of the process. It was 
shown in [ 161 that under reasonable conditions the functions U, , u2 defined 
with respect to two transformations T,, T, differ from each other by an 
expression of the form gr - g for some transformation T and some function 
g, i.e., by an additive “coboundary.” This circumstance (together with 
another fact mentioned below) enables one to connect the concepts of infor 
mation theory with some ideas of cohomology theory and group represen- 
tations. 
A representation of Z occurs naturally in this instance as follows: 
Consider the Hilbert space SPY= L’(X, m), where m is the stationary 
stochastic matrix P = ((Pii)) of one-step transition probabilities and by the 
left invariant positive vector /i (AP =A) of the initial probabilities of the 
Markov chain. The unitary operator U is defined on R by U!(x) = f(rx), 
where T is the shift transformation on X. A cocycfe of U is a function u(n): 
B -+R which satisfies U’a(q)=a(p+q)-a(p) Vp,qE II. A special 
cocycle u(n) of the form u(n) = U”w - w for some w is called a coboundury, 
and two cocycles differing by a coboundary are said to be cohomologous. 
What we are dealing with here is actually one-dimensional cohomology. 
In the above instance of the representation u: n -+ U”, the function 
a: L--+X defined by a(n)=u + Uu+ ... + U”-‘u is a cocycle of U. A 
numerical quantity a* for U and its cocycle a(n) = u + Uu + 1.. + CJn-‘u, 
called the variance, was defined (cf. [7]) by o’(U,u(~)) = a*(U, u) = 
lim,+a(l/n) j/u + Uu + . . . + Un-i~IIZ if this limit exists. It was proved in 
[ 181 that for two cocycles a,, u2 of U (where U is assumed not to contain 
the trivial representation), if a, = Vu, + Uw - w for some unitary V 
commuting with U and some w EX, then a’(&‘, a,) =u’(U, a*). The 
converse was also proved [IS] with some more assumptions. Thus, in a 
sense, u* is shown to be an invariant of cocycles under the coboundary 
operator. Further, u2 was shown to be, in fact, the variance of a limiting 
normal distribution in some cases (cf. [ 171). 
Our objective is to explore the use of [ 181 for our own purposes (viz. to 
attempt to combine some earlier work [9] on operator measures with ideas 
of diffusion and also representations of groups). One question occurs 
naturally: can the results for Z obtained in [ 181 be carried over to R’ or 
perhaps to other groups, and if so, to what extent? In this paper, we have 
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used vector-valued measures and considered a one-dimensional diffusion 
process and the unitary representation of [R ‘, (T: t -+ U’ defined by the shift r, 
of the process. Partial analogues of [ 181 are obtained. Possibilities with [9] 
will be considered in a future paper. 
Some definitions are in order. Given a strongly continuous group {U’}, 
--a~ < t < co, of unitary operators on a separable complex Hilbert space &” 
(strongly continuous meaning ]/ U’x - x]] --t 0 as t -+ 0, for each x E z), a 
cocycfe of (U’} is a continuous function u(t): IR ’ +X satisfying U’a(t’) = 
a(t + t’) - a(t) Vt, t’ E IR ‘. A coboundary of {U’} is a cocycle of the form 
a(t) = U’w - w  for some w  E 2. Two cocycles differing by a coboundary 
are said to be cohomologous. 
In Section 1 we consider an arbitrary strongly continuous one-parameter 
group {U’} of unitary operators on a separable complex Hilbert space 9Fp, 
and a cocycle u(t) of (U’\. To get a canonical element x related to a(t), we 
use vector-valued measures of bounded variation and, using some results on 
the Lebesgue decomposition due to Rickart, we are able to establish a 
decomposition of u(t) as u(t) = j”b U”x ds +/3(t) for a uniquely determined 
element x E X. We then define the variance a’(( U’}, a(t)). However, we are 
able to establish only part of the desired invariance property. That this cr* is 
actually the variance of a limiting distribution has been essentially 
established by Ibragimov and Linnik, “Independent and Stationary 
Sequences of Random Variables,” Wolters-Noordhoff, Groningen, 197 1. 
In Section 2 we consider a diffusion process which is the stationary 
solution of the stochastic differential equation 
dX(t) = a(X(t>) dt + P(X(t)> dB(t), --a,<t<oo, 
where a, p are assumed to satisfy a Lipschitz condition. For such a process, 
with its values confined to a nonsingular interval J (see Section 2), we are 
able to define an information function Z(w), where cu E Q, , R, being the 
space of the paths which are natural extensions, backwards in time, of the 
paths confined to J. This function Z(w) is based on the paths restricted to the 
interval [0, 1 ] of the t-axis. We show that Z(o) is bounded and continuous on 
0,) and intend to derive further properties of Z(w) in a separate paper. The 
unitary group {U’} is defined by the shift r, of the process. In the Appendix 
we attend to some comments of Kakutani and Rosenblatt regarding the 
definition of the information function which we have adopted. 
In the final section (Section 3), under the assumption that Jn, Z(o) dm = 0, 
we derive a convenient expression for the variance u*(( U’}, I) using some 
Fourier analysis. The relevant theorem is Theorem 3.1. 
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1. COCYCLES OF UNITARY REPRESENTATIONS OF R' 
The results of this section are partial counterparts for R’ of the 
corresponding results for Z (see [ 18)). We shall first recall some earlier 
results. 
Let G be a locally compact second countable Abelian group, and U a 
strongly continuous unitary representation of G in a complex separable 
Hilbert space Z such that U does not contain the trivial representation. Let 
G be the character group of G, and U, = J‘x( g) UP be the spectral form 
of U, where P is a projection-valued measure on 6. Let a be a continuous 
cocycle of U. Denote by H, the subspace spanned by (a(g), g E G). The 
following two lemmas are known: 
LEMMA 1.1 [20, pp. 96-971. There exists a unique a-finite measure F, 
on d - ( 1 } and a unitary map 
W,:<-+L,(d- (l),F,) 
such that W,a( g)x =x(g) - 1 for all g E G, x E C?. 
LEMMA 1.2 118, Lemma 3.21. Let a, and a, be two cocycles of U, and 
let F,., i = 1, 2 be the corresponding measures on d - { 1 } deJined in the 
preceding lemma. The following two conditions are equivalent: 
(1) F,,=Fa2; 
(2) 3 unitary operator V on 3 which commutes with U and satisfies 
Va, = a,. 
We shall now let G = R ‘. We shall have occasion to deal with questions 
of vector-valued and operator-valued measures and integration. For basic 
information in this connection we refer the reader to [2; 10; 15, 
pp. 149-15 11. 
Notation 1.3. For each T > 0 we shall denote by & (resp. S’=) the field 
(resp. o-field) on J2, = [0, T] generated by the subintervals of Q,. Also ;T, 
(resp. zS~) shall denote the field (resp. a-field) on Q = (0, co) generated by 
all the ;Tr (resp. Sz?‘=), T > 0. Let a(t) be a continuous cocycle of a strongly 
continuous unitary representation o: t + u’ of R ’ in a separable complex 
Hilbert space Z?? We shall denote by a the set function defined, first, on the 
intervals of 0, by 
a([% t > > = a(t), a([s, t>> = a((~, 0) = a(t) - a(s) 
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for O<s<t<T, and 
a((& Z-1) = ~(79 - 40 for O< t < T. 
and next on the sets of XT by finite additivity. 
For convenience we shall separate the next theorem into two parts and 
present the proofs separately. 
Before proceeding with the proof of this theorem, however, the following 
remarks seem to be in order: In the first part of Theorem 1.4 we avoid the 
assumption that the cocycle u(t) is of bounded variation on Q, for each 
T > 0; we are still able to obtain a Lebesgue decomposition E = a, + CL* 
(a, < ,n, az I ,U being Lebesgue measure) using Rickart’s ideas, provided we 
assume strong boundedness of a. This is just what we need as far as the 
concept of “variance” in the sequel is concerned, although we are not able to 
deduce the existence of an element x satisfying a,(t) = jb Usx @(s). These 
statements will now be clarified. 
THEOREM 1.4(a). Suppose {U’}, u(t) are us in 1.3 above. Further 
suppose that the cocycle u(t) is strongly bounded on XT (“s-bounded” in the 
sense of Rickurt [2 1 I), i.e., for any sequence (E,} of puirwise disjoint sets in 
;rT with E, = Cy=, Ii (“), Ij”)‘s being puirwise disjoint, x7:, u(Ij”)) -+,+a 0, 
where I;‘) = (al”‘, bj”) ) (or = [al”‘, bj”‘) or (al”‘, bj”‘] or [uj”‘, bj”‘]), and 
u(Ijn’) = u(bj”‘) - ~(a~“‘). Then the measure a on ST; (see 1.3) has a coun- 
tubly additive extension Ci to ~8~ and Ci = a, + az with a, < ,u and a2 -L ,u. 
Proof of 1.4(a). The measure a on ;TT being s-bounded, it follows by 
[21, Lemma 2.3, p. 6551 (or [2, Corollary 18, pp. S-9]), that a is strongly 
additive on XT, i.e., given a sequence {E,} of pairwise disjoint sets in XT, 
Cr a@,) converges in norm. Next, because a is strongly additive on YT, by 
[2, Corollary 19, p. 91, a is bounded on SrT, i.e., the semivariation /all (0,) 
defined by 
II all (Q,> = w{I x*a I (Q,) :x* EoT, IIx*II < 1) < co, 
where Ix*al is the total variation of the (numerical valued) measure x*a. 
Furthermore a is weakly countably additive on fir. All these facts imply, by 
the theorem of Carathbodory-Hahn-Kluvanek [2, p. 271 that a has a unique 
countably additive extension E to the u-field zS’~ generated by ST,. 
Hence by [21, Theorem 4.5, p. 6641 (see also [2, pp. 31, 391) we can write 
a = aI + a2, where al, az are countably additive on zS~, a, < ,u, and a2 _I ,L 
This completes the proof of Theorem 1.4(a). 
THEOREM 1.4(b). Suppose (U’} and u(t) are as in 1.3 and for each 
T > 0 let a on XT be the finitely additive measure defined above. Further 
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suppose for each T > 0 the cocycle a(t) on ,FII- is of b.v., i.e., the measure a 
on ,FT is of bounded variation, i.e., sup, X,6, /I a(A)11 < co the sup being 
over all jkite partitions x into sets A E.F,r. Then tit E fin,., and hence 
Vt E li, ‘, a(t) = Jh U”x dp(s) + a*(t), where x E 2’ is uniquely determined b? 
a(t), p is Lebesgue measure on R ‘, and az(t) is a cocycle which yields a 
vector measure ,ll on .Fx which has the following properties: /3 is (i) finitely 
additive on .3&, (ii) countably additive on ~Yr for each T > 0, and (iii) 
singular w.r.t. Lebesgue measure ,u restricted to <F,. 
Proof Since for each T > 0, a is assumed to be of bounded variation on 
LIT, hence (by [2, Prop. 15, p. 71) a on Fr is strongly additive (cf. [2, p. 7, 
Definition 14]), or equivalently, strongly-bounded in the sense of Rickart 
[21]. Also by 12, Corollary 19, p. 91, a is bounded on Srr. 
Next a on FT is weakly countably additive. For let E E XT be the sum of 
a sequence (E, } of pairwise disjoint sets of <Fr, E = J, + J, + . .. + J, , say, 
where the J,‘s are pairwise disjoint intervals. 
Suppose Zj, 1 < j < co are the pairwise disjoint intervals which together 
constitute E. Consider J,. If J, is an interval [a,,b,) or [a,,b,], let the 
intervals {I,} in J, be re-enumerated and called {E;} so that E; = [a,, t,) (or 
[a,, t,]), say, and 27 E; = [a,, t,,,) (or [a,, t,,,]) where t, / b,. So for any 
f-K 
= (f, a&J) - CL a@,>) 
x CL a@,)) - CL 4aJ). 
If J, is (a,, b,), say, then let the intervals {Zk} contained in J, be re- 
enumerated and called (EL} in such a way that the sum of the first N of these 
is (sN, tN) (or [sN, t,) or (sN, tN1 or Is,, h]), where s, \ a, and t, 1 b,, 
and in this case, for any f E i;F4 
(La ($G))= (f; 4td> - (f, G,)) 
x (f, a@,)) - CL a@,)). 
A similar argument is valid for the remaining intervals Ji. Thus weak coun- 
table additivity follows. 
Therefore by the Caratheodory-Hahn-Kluvanek theorem [2, p. 271 a has 
a unique countably additive extension G to the u-field gr.. Next by (2 1, 
Theorem 4.51 (see also [2, p. 31, Theorem 9]), b has a unique decomposition 
ii= a, + (x2, where a, & ,u and a2 i p. Furthermore, a,, a2 are of bounded 
variation [2, p. 31, Theorem 91. 
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Since a Hilbert space has the Radon-Nikodym property [2, Chap. III], 
therefore 
where the integral is a Bochner integral with 4,,(t) E L ‘@;R). 
Now write a,(t) = a,([O, t]) (with a similar notation for a,(t)). So a,(t) = 
ik d,,(s) &(s), t E J2,. Denote by D differentiation (in the customary sense) 
of the set function in question. Then by [ 10, Theorem 3.8.5, Corollary 2, 
p. 881, we find that for almost all t E Q,, 
Next, from the cocycle equation U’s(h) = a(? + h) - a(t), it follows that 
the above Lebesgue decomposition yields that, for 0 < t < T - i and E a 
Bore1 set in [0, $1, we have 
U’cT(E) = a,(E + t) + a,(E + t); 
hence 
U’s,(E) + U’s,(E) = a,(E + t) + a,(E + t). 
Therefore 
U’s,(E) - a,(E + t) = a2(E + t) - U’s,(E). 
The left side is absolutely continuous w.r.t. Lebesgue measure U and the 
right side is singular w.r.t. p, hence each side must be ~0. Therefore 
U’s,(E) = a,(E + t), U’s,(E) = a,(E + t). 
Using this cocycle property, for h # 0, 
Hence for almost all t E Q,, lim,_, U’{(l/h) a,(h)} exists and is equal to 
d,,(t). Therefore for any one such t, lim, +0 U-‘{ U’(l/h) a,(h)} exists, i.e., 
limh+o(l/h) al@) exists. Denote this limit by x. Thus for almost all t E R, 
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and next, since {U*} is strongly continuous by assumption, it follows that 
this last assertion is true for all t > 0, where the integral is now understood 
to be in the strong sense. 
Next for t < 0 we proceed as follows: Let u > 0. Then by the cocycle 
property 
u-us(u) = -a(-u). 
Hence 
a(-u) = -U-%2(u) = -u-u 1; U”x d/l(s) = -id’ u-v+sx d/l(s) 
=-- !‘” 
--u 
usx d/d(s) = Jy U”x d/l(s). 
Thus the assertion of the theorem follows for all t E R ‘. 
I am indebted to Professor Masani for observing that Theorem 1.4(b) 
above is equivalent to his Theorem 4.4 [30] of which I was not aware earlier. 
Professor Masani also kindly observes that Theorem 1.4(a) is not covered by 
any of his theorems. Our respective points of view regarding Theorem 1.4b) 
are, however, different, and hence the inclusion of both the above parts seems 
in order. 
DEFINITION 1.5. The above decomposition u(t) = a,(t) + a*(t) into 
absolutely continuous and singular components will be called the canonical 
decomposition of the cocycle a(t) satisfying the hypotheses of 1.4(a). 
We shall next define the variance of the cocycle u(t). For convenience 
1’0 U”x dp(s) will be written as si U”x ds. 
DEFINITION 1.6. Let { U’} be a strongly continuous one parameter 
unitary group on 2@ and a(t) a continuous cocycle of (U’} in Z satisfying 
the hypothesis of Theorem 1.4(a). The variance a’({ U’}, u(t)) is defined by 
when this limit exists, where (ri is the absolutely continuous component in 
the canonical decomposition of u(t). If further a(t) satisfies the hypothesis of 
1.4(b) then the variance a’({ U’}, u(t)) = lim,,,(l/T) ]]ji U”x dp(s)ll’ (if it 
exists) will also be denoted by 02(( U’}, x): 
u*({ U’, a(t)) = a”({ U’, x) = fimm f 
* liloT U’xdsl~z 
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when this limit exists. This can be stated as (if the limit exists) 
a’({ U’}, x) = 2 Re Jim, + 
s 
T (T- s)(Vx, x) ds. 
0 
Remark. In the final result of this paper we shall be concerned with a 
case where lim T-m I:( iJ”x, x) ds exists. 
We shall now further assume that o: t + U’, does not contain the identity 
representation and a(t) is of b.v. on .R, for each T > 0. Then, using 
Theorem 1.4 we find that 
lla(t)j[* = lrn le”’ - 1 I2 dF,(IE). 
-co 
However, we also find (after some simplification) 
Ila(t)ll* = JP, leitAAT ’ ” dX@) + 2 Re j_“, ( ““;L ’ W,x, aAt)) 
+ lla2(t)(12 . k ,_sn ‘e”‘1; ’ I2 d4 
where we have written dX(A) for d ]]E,x]]~, {E,} being the spectral family of 
(U’), and k is a positive constant 3 k J”?, [le”’ - 1 \“/A’] dA = 1. This last 
expression (1) can therefore be written as I?, []eitA - 1 ]‘/A’] dX(A) + 
J”?, []eiu - 1 ]‘/A’] dy((l). From the uniqueness of F,, we thus obtain 
COROLLARY 1.7. We have 
dF&) = (dX(I)/1*) + (d&I)/A*). 
The next proposition, though simple, is rather convenient to note. 
PROPOSITION 1.8. Let u: t + {U’} be a strongly cotinuous unitary 
representation of I? ‘, and suppose a,(t), a,(t) are two cocycles of (U’) of b.v. 
with the canonical decomposition 
a,(t) = it USx ds +/3(t); 
0 
a,(t) = it UYVx) ds + P(t), 
0 
where x E Z and V is a unitary operator on G?? commuting with {U’}. Then 
a2({ut), a,) = ~2({U’J, a2>. 
In this context the following observations appear to be in order: Let A be 
the infinitesimal generator of the group {U’} (assumed strongly continuous). 
In general, A is only closed and defined on a dense domain as is well known. 
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(i) It is always true that a coboundary .Y’?, - y can be written as 
vy - y = A(!-:, usy ds). 
(ii) A coboundary U’y - y can be absolutely continuous: U~Y - J‘ = 
Jb Usx ds if y E B(A) and then Ay = x. 
(iii) A coboundary U’y - y is singular e Ay exists in the weak sense 
and equals 0. 
These last few remarks seem to be pointing to the possibility that a 
subdivision of cocycles into absolutely continuous and singular (w.r.t. 
Lebeague measure) cocycles might be reasonable for certain pruposes. 
2. THE DIFFUSION PROCESS 
AND THE INFORMATION FUNCTION Z(w) 
Turning to diffusion processes, we shall use the results of Ito and Nisio 
[ 121 and shall also use much of the notation of their paper as far as possible. 
For general information concerning diffusion processes we refer the reader 
to the monographs of Dynkin (61, Gihman and Skorokhod [S], Ito and 
McKean [ 111, Stroock and Varadhan [25 1, and Varadhan [ 27 1. 
Consider a diffusion (= strict Markov process with continuous paths) on 
R i defined by the system (P,, 5 E R ‘), where P, is the probability law 
governing the solution X(r), t > 0, with initial condition X(0) = < of the 
stochastic differential equation 
dX(t) = a@‘(t)) dt + &Y(t)) dB(t), -co < t < co. (1) 
Here B(t) denotes the Wiener process (Brownian motion), a(f), b(f‘) are 
continuous functionals defined on g-, the space of all continuous functions 
defined on the negative half line (-co, 01, and a, b are assumed to depend 
only on the value f(O), i.e., 
au-> = w-W>~ w = W(O). (2) 
We shall assume the Lipschitz condition 
For solutions of the stoschastic equation (1) under assumptions (2) and 
(3), one can refer to Dynkin 161, McKean [ 14 1, and Ito and Nisio [ 12 1. A 
complete picture of the stationary solutions of (1) under (3) was obtained by 
Ito and Nisio [ 12, pp. 56 et seq. I). 
For some of the terminology in the following we shall have to refer the 
reader to the papers of Ito and Nisio I12 1 and Ito and McKean [ 11). The 
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(open) nonsingular intervals of positive recurrent type (at most countable in 
number) will be denoted by J,, J*,..., and the scale and speed measure on 
each J,, will be denoted by ds, and dv,, respectively. Let P(t; <, E) for t > 0, 
with P(0, r, {<})= 1 for each 6 E R r be the transition probability measures of 
such a diffusion (PI, l E R’). A probability measure p on R ’ is called an 
invariant measure if 
P(E) = J,, w7 6 J3 4403 E measurable. 
The probability measure dp = dp, proportional to the speed measure dv, is 
known to be the only one invariant measure concentrated on J,. We shall 
use the following Theorems A and B from Ito and Nisio [ 121: 
THEOREM A. If J is a nonsingular interval of positive recurrent type, 
then the stochastic dtfirential equation (1) under assumptions (2) and (3) 
has one and only one solution whose sample paths are confined to J with 
probability one. 
From a study of McKean [ 141 (referred to by Ito and Nisio [ 1 1 ] for the 
proof of Theorem A), it is clear that the transition probability P(t, <, E) in 
Theorem A (E measurable c J, < E J) is absolutely continuous, 
P(t, t, E) = j p(t, L Y) dq’, 
E 
with p(t, r, y) defined and continuous for t > 0, <, y E J, and satisfying the 
parabolic d.e. (under (2) and (3)) 
where 
the domain D(Y) containing all twice continuously differentiable functions 
of compact support. Furthermore p(t, r, y) is strictly positive (t > 0; 
r, y E J), is symmetric is <, y, and is unique. 
THEOREM B. Let J be a nonsingular interval of positive recurrent type 
and dv its invariant measure. 
(i) Given any E > 0 and any compact subinterval J’ of J, 3 compact 
subinterval J” = J”(E, J’) of J 3 P(t, r, J”) > 1 - E for every t > 0 and every 
< E J’. 
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(ii) Given any E > 0, any bounded continuous function h defined on J 
and any compact subinterval J’ c J, 
3 t, = t,,(c, h, J’) > 0 3 
h(v) W, t> dv) - i’ 0) dv(rl) < e 
-J 
for all t > t, and every < E 1’. 
Let J be one interval of positive recurrent type. Let X(t), -co < t < 03, be 
a stationary solution of stochastic differential equation (1) under the 
assumptions stated above, with its paths confined to the interval J for t > 0. 
Let dp be the unique probability measure on J which is proportional to the 
(invariant) speed measure dv on J (see [ 12, p. 6 I 1). Let a be the space 
consisting of paths which are confined to J for t 2 0. Let w be one 
continuous path belonging to a. Consider the portion of the path w restricted 
to the parameter interval [O, I], and suppose the path varies from the value 6 
to the value q over [O, 1 J. We now want to define a suitable concept of 
“information” from such a path. 
First suppose the path w  is nonconstant over the time interval 10, 11, and 
suppose to be specific that w  starts at the value a at t = 0. For any t E 10, 1 ] 
let l,(w) = the minimum and am = the maximum attained by w over the 
time interval [0, t], and set E, = I&(w), q,(w)]. We define < and II similarly 
over the interval 10, I] and set E = E(w) = [<, ~1. We recall that the 
probability measure p(du) (which is proportional to the speed measure dv on 
J), and the transition probability P(t, u, E), are both absolutely continuous 
with respect to Lebesgue measure: 
(a) p(du) = p(u) du, p(u) > 0 on J; 
(b) P(t; u, dv) = p(t; u, v) dv. 
(For (a), cf. Dynkin 16, II; 121; as regards (b), p(t; u, v) has been explained 
earlier). 
We need to define constructively an information function based on 
expressions of the type I(.58 ( T; ‘S’)(w), where 59 is a suitable o-field and r, 
is the t-step shift-operator of the process. In the case of a finite-state 
irreducible aperiodic Markov chain, such an information function involves 
expressions of the type pjPij/pj (cf. [ 16, 17]), where (pi) is the (left) 
invariant probability and (Pii) is the stochastic matrix of the chain. This fact 
serves as our motivation in arriving at the concept of information in the 
present case. 
The above motivation leads us to consider sums of terms of the type 
P(dui) P(ti ui, dvj)/P(dvj)V where (ui}, 1 < i < m, and (vi}, 1 < j < n, are 
partitions of [&, ~~1, 
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For consider one typical term 
P(Aui) P(t; ui, A"j)/P(dvj)s 
This is approximately the conditional probability 
Pij = Prob[x,(w) E AU? ) x~(o) E AUj]. 
375 
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Furthermore, for sufftciently tine partitions rr, 7c’, the term (*) is approx- 
imately equal to 
p(Ui) lAUiIp(t; ui, Vj> IAVjI _ P(ui)P(t; ui, uj> 
Ptvj> ldvjl - P(vj) 
IAuil. (**> 
Thus we now define for 0 < t < 1, v E E: 
f(t, v> = J p(du) p(t; u, v). 
El 
Then for t > 0 and u E E, f(t, v) is >O and continuous w.r.t. t E [0, 1 ] and 
v E E. Next define for 0 < t < 1 
For t = 0, define p(w; 0) = 1. Next, define for 0 < t < 1 
I, (w ; t) = -log p(w; t). 
Keeping in mind the customary restriction in the solution of stochastic 
equation (l), viz. P(0, a, {a}) = 1, we see that Z,(w; t) is continuous with 
respect to t E [O, 11. Thus we now define, for 0 <s < t < 1, setting r,., = the 
min, vS.[ = the max attained by the path o over the interval [s, t], 
If@, ts,,, rl,,r) = j’4(w u> du. 5 (4) 
and in particular for s = 0, t = 1, we write 
z(w) = z(w; T(w), rl(w)) = 1; I,(u; 0 dt. (5) 
Next, if w is a constant path, i.e., E, above is a degenerate interval, then 
we set Z(w) = 0. (Expression (4) will be taken to be the information over the 
time interval [s, t] from the continuous path o having the min <,,, and the 
max US., over [s, t]. 
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Expression (5) is thus the information ocer 10, 11 from the continuous path 
o, having the min r(o), and the max q(w) over [O, 11. 
Next we define Z(r,w) to mean the integral 
-,+ I 
( I,(% u) du, (6) 
where Z,(w; u) is defined over [t, t + 1) precisely as I, above was defined 
over 10, 11. 
From the preceding definition it is clear that this information function 
Z(w) conforms to the customary concept of information (cf. [ 16, 171). We 
shall denote by 0 the space C([O, co); J) of the paths of the above process 
X(t) confined to J, and for R we shall understand the customary metric 
apace topology (see [ 12, pp. 9, lo]). 
We shall now show that Z(w) is continuous and bounded on Q. We shall 
use some specific properties of the functions p(t; u, v) and p(u). Recall (cf. 
112, p. 6 I]) that I, p(u) du < co, and ([ 14, p. 5411) that p(t; u, v) --t 0 as u 
(or v) + either endpoint of J. 
Suppose .Z = (a, /?) (either of a or /3 could be infinite). Let E > 0. Then 
,I‘:’ p(u) du < E for y, y’ sufficiently close to either endpoint of J, say, y, 
y’ E neighbourhood A of a or y, y’ E neighbourhood B of /?. For a given 
t E 10, I], u + the endpoint CI G- p(t; u, u) < E (v E A). (We shall use the 
symbol ” ;” to mean “close to.“) This estimate will be valid for a 
neighbourhzod of this t E 10, 11. Then, compactness of [O, 11 + 3 nbd 
A’cA ofa 
UEA’ and v E A * Vt E [O, 11, p(t; u, v) < E. 
Likewise, 3 nbd B’ c B of /3 3 
u E B’ and v E B 3 Vt E [O, 11, p(t; u, u) < E. 
So, at the endpoint a we will choose both u, v in the nbd A’ and at the end- 
point p we will choose both u, v in the nbd B’. 
Thenfory,y’EA’andu,vEA’(ory,y’EB’andu,vEB’)wehavefor 
all t E [0, 11, (y < r’): 
therefore 
j” p(t; u, v)p(u) du < EjY’ p(u) du, 
Y Y 
I J‘:’ p(v) dv yy’j-;‘p(tf:t;(u)du > &I;p(u)du’ 
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hence 
[J I’ J-:’ p(l::)L.;;(u) du 1 
-I 
< &* 
Hence 1;’ [ p(v)/s;’ p(t; U, v)p(u) du] dv converges as y \ a, y’ / p. 
Next, it is clear that p(o, t) is continuous w.r.t. w E R for each t E [0, 11. 
Let m,(t) = inf,,, ~$0, t) for t E [0, 11. Then Q(C) > 0; for we note that 3 a 
sequence (wn} 3 ((0,) converges, say, to to, q(o,) converges, say, to ‘lo, 
(r < &, , Q, < /I. Then p(o, ; t) + m,(t), and also 
hence 
%W = 
I 
‘10 p(v) dv -1 
’ lo J‘;b” P(C ~3 v) P(U) du 1 
‘10 p(v) dv 1 
-1 
1 [,, I’;; P(C ~3 v) P(U) du - 
From this last expression, mO(t) = 0 o the denominator = co which can 
never happen. Hence m,Jf) > 0 for each t E [0, 11. Furthermore, m,,(f) is 
continuous w.r.t. t E [O, l]. Hence ma(t) has a minimum m, on [0, l] and 
m, > 0. Also it follows that p(o; t) is continuous on ~2 uniformly w.r.t. 
t E [O, 1 ]. 
Thus, p(w; t), for o E R and t E [O, 11, has positive lower bound >m, > 0, 
say, therefore, -log p(w; t) for t E [0, 1 ] and w E R has a finite 1.u.b. Thus 
Z(W) is continuous on Q and bounded. 
Next let m = rnL1 be the stationary measure determined on R by the 
invariant measure p(dr) and the stationary transition probabilities P(t; & E). 
Let .;F be the a-field on which m is determined. The invariant +D and the shift 
r, on the process corresponding to m, are then used to extend this process 
backwards in time (Kolmogorov; cf. [23], p. 3). The product space on which 
this extended m, is defined is denoted by Q,. 
Let d, be the Bore1 o-field on [0, co), .59n1 the o-field in Q, on which the 
stationary measure m is constructed, and 59;, the o-field which contains So, 
and contains all subsets of sets E with m(E) = 0. The stationary diffusion 
process in question consists of paths continuous with probability 1. Hence 
[ 4, Chap. II, Sect. 2, and Chap. XI, pp. 461, 5 181 the shift t, operating on 
X = L*(l2, ; dm) gives rise to a group (U’) of unitary operators on ,;I” 
which is strongly continuous. 
Recall that Z(o) is continuous on Q. Also we will assume without loss of 
generality (cf. [4, Chap. II, Sect. 21) that Z(r,w) is measurable (gl X 5&) 
and that Z(S,Q) is also bounded. Hence Z(r,w) E L*(fi, ; dm) for each 
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t E 10, co), and E ]Z(s,o)/ is continuous w.r.t. 1 and hence Riemann- 
integrable over every interval [a, b ] c [ 0, co)(cf. 141, p. 5 18). 
3. THE MAIN THEOREM 
This section will be devoted to the proof of our main theorem. We shall 
now revert to our earlier notation of Section 2, viz. J is one chosen 
nonsingular interval of positive recurrent type for the diffusion explained in 
Section 2; X(t) is the unique solution of the stochastic d.e. (1) of Section 2 
(cf. Theorem A, Section 2) whose sample paths for t > 0 are confined to J 
with probability 1; for this process X(t), P,(., .) is the stationary transition 
probability, and p(a) is the unique probability measure on .Z explained above. 
Here Z(w) is as defined in Section 2. We shall assume in this section (after 
subtracting a suitable constant) that 
I Z(w) dm = 0, (1) a I 
where dm is as explained at the end of Section 2. 
N.B. In this section only, Z(w; <, r~) shall denote the function Z defined 
over the continuous path w E Q restricted to the time interval [O, 11, r being 
the initial value attained by w at t = 0 and q being the terminal value 
attained by w at t = 1. 
Likewise Z(r,o; r, II) shall denote the function Z defined over the path 
w E R restricted to the time interval [t, t + 11, c being the initial value 
attained by w at time t and q the terminal value attained by o at time t + 1. 
Condition (1) then means 
J! z(w; 5, v) p(&) J’,(t; dv) = 0. 
JXJ 
(2) 
The condition ln Z dm = 0 makes Z orthogonal (with respect to the weight 
dm) to the constant functions. Here (U’} is the one-parameter unitary group 
defined by means of the shift 5,. Let (U’Z, Z) = ST, e”’ dF(A), where F(I) is 
monotonic, ,/, and bounded, and further chosen to be odd (see, e.g., 
Maruyama [ 131; Dym and McKean [S, p. 751). 
With these basic assumptions, we shall now prove our final theorem which 
is the counterpart, in the present case, of [ 18, Theorem 5.21 (cf. Remark after 
Definition 1.5 in Section 1). 
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THEOREM 3.1. (i) F(A) is absolutely continuous w.r.t. Lebesgue 
measure: dF(1) = f(A) dA, where f(A) is C”. 
(ii) We have 
a’({ U’}, I) = f(0) = fn ,l\ir j; (U’Z, Z) dt 
Y  
= $71 lim y~oo ,(I (a, LW, 
Y  
(3) 
and for any bounded continuous function 4, 
T,@ = j #(C)P,(.; &I. 
0, 
Proof: We note that 
Next 
T,-,b= JLJ P,- ,(K dA) W; 4 PU) P,@; &). 
JXJ 
JXJXJXJ 
x P,- ,(v; dA) P,@; &I 
= (VI, Z). 
Since we have assumed that j,, Z(w) dm = 0, it follows that I, a(dq) = 0, 
and also that I, p(d<) b(r) = 0. 
Let R=A 04 where A consists of the closure in R of the subspace 
formed by those bounded continuous functions $3 (1 T,$ll, +l+co 0. 
We also know that 
Pt(t; drl) + Adrl) weakly as t + 00. 
’ This differential is of the form g(q) dry for a suitable function g(q). (a, p) shall mean 
./‘J a(dry) q(q) for any bounded continuous function cp. 
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This implies that P,(., .) satisfies the condition D, (see [4, p. 256; 23, 
P. 209 I), 
IP,(k drl) - P(dV)l < A . P’ for t-+ co, (4) 
for some positive constants A, p with 0 < p < 1. Since J‘ p(&) b(r) = 0 and 
sine 
I T,Wx)l = 1 PC X,dY)WY)- rpW)~W Mw4m~0I 
therefore it follows that b(r) EA. Furthermore, 
(a, T,- l b) = (VI, I) = ( ei’A dF(A) = g(t), 
where d(t) + 0 at an exponential rate as ] t] + co. 
Now the property “d(t) -+ 0 as ] t ] --t co” is known to imply that F(A) has 
no jumps; for this we can either refer to Maruyama [ 131, or proceed directly 
as follows, using the result of Zygmund [ 29, II, p. 260, (4.16)): 
(5) 
d,‘s being the jumps of F(A). Let E > 0; then 3To 3 ] t] > To 3 Id(t)] < E. Then 
for h > 0, 
i’l: 
I - <cc 
I~(r)l’$$-dr<~;;, I)(r),‘$&dt+2e2j.m+dl 
0 To 
To 
<Mh I 
sin’ ht 
22 dt + 2&‘K, 
-To ht 
where M is an upper bound for 1$(t)] on [-To, roJ and K = 
I?, (sin’ulu’) du. The right side in (6) is then equal to 
Hence 
E > 0 being arbitrarily we find lim,,,, J‘?, ]#(f)]‘(sin’ hf/ht2) df = 0, hence 
using (8) we find 2 d: = 0, i.e., the jumps of F(A) are all = 0. 
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Here again, the proposition “4(t) -+ 0 as ] t] --t co at an exponential rate 
implies that F(J) is absolutely continuous” seems to be well know’n, but we 
shall give the proof here anyway. Using the results of Doob [4, p. 519, 13.3)], 
we proceed as follows: 
Let To > 0 so large that I@(t)] <A’p”’ for ]t( > r,; where 0 <p < 1. Then 
for A, <&ElF?‘, 
&I,) - F(l.,) 
i 
Fo 
1,--L, 
eCifA2 - eCiul I dr ~ x . e 
- -Fo -it(l,-A,) 
--aFg , 
a 
where ,a = P. Therefore 
lim m) -WA = O” 
Al/A A,-& -*e 1 -ifA@(t) dt. 
A2L.a 
This is true for any II E IR ‘. On the right side 4(t) E L ‘(--co, co). Therefore 
F’(A) exists and F’(A) = J’?, e-i” 4(t) dt =f@), say. Also, f(J), being the 
Fourier transform of 4(t) E L ‘(-co, a~) where Iv(t)1 < A ‘p”‘, 0 < p < 1, for 
Ifl- 00, is itself Cm. Hence F(n) is absolutely continuous: dF(A) = f(A) dl, 
f(A) being C”. 
By our assumption, viz. I,, Idm = 0, I is orthogonal to the constants. 
Also (CT’} restricted to the ortho-complement of the constants does not 
contain the trivial representation. In any case, we now obtain the limiting 
value of a’(( U’}, I) as follows: The density j’(J), being C”, is certainly 
continuous and locally of bounded variation. Hence by 126, Theorem 23, 
p.421 
e’“‘$(t) dt. 
Y  
Finally, 
(a, T, - , b) dt. 
Y  
This completes the proof of Theorem 3.1. 
APPENDIX 
After conversations with Rosenblatt and Kakutani, it appears reasonable 
to add this appendix. The question was raised by both Kakutani and Rosen- 
blatt as to why we consider the function Z(o) a reasonable candidate for an 
“information function” over the time interval [0, 11. In this appendix we 
shall attempt to answer this question. 
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Recall. In the case of a finite Markov chain (irreducible, aperiodic with, 
say, k < co states), we considered expressions of the form -log(piPij/pj), 
which is the value of the function u(x) = u(x,, x1) = the information function 
Z(,2? / T- %‘) (see [ 16]), when x0 = i, x, = j, T being the shift and 9 being 
the a-algebra defined by the states. 
We now proceed on the analogy of the above case of the finite Markov 
chain. Let w be any continuous path in Q,, restricted to the time interval 
10, 11. For t E (0, 11, let l= l,(o) and q = q,(o) be the min and the max, 
respectively, attained by the path w over [0, t]. Divide the range [<, v] into 
subintervals dui by the partition (< = u,, < U, < u, < ... < u, = s}, and also 
into subintervals dvj by the partition {<= u0 < U, < ... < U, = v). From the 
analogy of the finite Markov chain, we consider sums of expressions of the 
form p(dui) P(t; ui, d~~)/p(d~,~) + p(ui) p(t; ui, vj) ]dui]/p(vj) which is the 
conditional probability P[x, E dui ] r,-‘(x0 E dvj)]. So, in the limit, 
(l/(q - <)) J‘; (p(u)p(t; U, v) &)/p(u) is the average over [C, 1;1] of all these 
conditional probabilities, given that x, E dui (approx.). 
Then 
= the average information from the path o 
over the time interval [0, t]. 
The left side, which we shall denote by J(w; t), is equal to 
which, by Jensen’s inequality, is 
The last expression is denoted by I,(@; t) earlier in the paper. Hence 
J(w) d,f 1; J(w; t) dt ,< 1’ I,@; t) dt = Z(o). 
0 
Thus since the function Z(w) (which Z have called the information function 
over the time interval [0, 1 I), is bounded over Q, , so is J(o). The continuity 
of J(w) w.r.t. w E 0, is handled as before. 
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Thus is appears reasonable to call the function I(w) the information 
function over the time interval [0, 11. A result for J(w) similar to the one for 
Z(w) is obtained. 
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