We consider a distance-regular graph with diameter D 3, intersection numbers a i , b i , c i and eigenvalues θ 0 > θ 1 > · · · > θ D . Let X denote the vertex set of and fix x ∈ X. Let T = T (x) denote the subalgebra of Mat X (C) generated by A, E * 0 , E * 1 , . . . , E * D , where A denotes the adjacency matrix of and E * i denotes the projection onto the ith subconstituent of with respect to x. T is called the subconstituent algebra (or Terwilliger algebra) of with respect to x. An irreducible T -module W is said to be thin whenever dim E * i W 1 for 0 i D. By the endpoint of W we mean min{i | E * i W / = 0}. We describe the thin irreducible T -modules with endpoint 1. Let W denote a thin irreducible T -module with endpoint 1. Observe E * 1 W is a one-dimensional eigenspace for E * 1 AE * 1 ; let η denote the corresponding eigenvalue. It is knownθ 1 η D) , where E i denotes the primitive idempotent of A associated with θ i . We show this basis is orthogonal (with respect to the Hermitian dot product) and we compute the square norm of each basis vector. We show W has a basis E * i+1 A i v (0 i D − 1), where A i denotes the ith distance matrix for . We find the matrix representing A with respect to this basis. We show this basis is orthogonal and we compute the square norm of each basis vector. We find the transition matrix relating our two bases for W . © 2002 Elsevier Science Inc. All rights reserved. 
Introduction
Let denote a distance-regular graph with diameter D 3, valency k, and intersection numbers a i , b i , c i (see Section 2 for formal definitions). We recall the subconstituent algebra of . Let X denote the vertex set of and fix a "base vertex" x ∈ X. Let T = T (x) denote the subalgebra of Mat X (C) generated by A, E * 0 , E * 1 , . . . , E * D , where A denotes the adjacency matrix of and E * i denotes the projection onto the ith subconstituent of with respect to x. The algebra T is called the subconstituent algebra (or Terwilliger algebra) of with respect to x [26] . Observe T has finite dimension. Moreover T is semi-simple; the reason is each of A, E * 0 , E * 1 , . . . , E * D is symmetric with real entries, so T is closed under the conjugate-transpose map [14, p. 157 ]. Since T is semi-simple, each T -module is a direct sum of irreducible T -modules. Describing the irreducible T -modules is an active area of research [5] [6] [7] [8] [9] [10] [11] [12] [13] [15] [16] [17] [18] [19] [20] 22, 24, [26] [27] [28] [29] and the topic of this paper.
In this paper we describe the irreducible T -modules that possess a certain property. In order to define this property we make a few observations. Let W denote an irreducible T -module. Then W is the direct sum of the nonzero spaces among E * 0 W, E * 1 W, . . . , E * D W . There is a second decomposition of interest. To obtain it we make a definition. Let k = θ 0 > θ 1 > · · · > θ D denote the distinct eigenvalues of A, and for 0 i D let E i denote the primitive idempotent of A associated with θ i . Then W is the direct sum of the nonzero spaces among E 0 W, E 1 W, . . . , E D W . If the dimension of E * i W is at most 1 for 0 i D then the dimension of E i W is at most 1 for 0 i D [26, Lemma 3.9] ; in this case we say W is thin. Let W denote an irreducible T -module. By the endpoint of W we mean min{i |0 i D, E * i W = 0}. There exists a unique irreducible T -module with endpoint 0 [17, Proposition 8.4] . We call this module V 0 . The module V 0 is thin; in fact E * i V 0 and E i V 0 have dimension 1 for 0 i D [26, Lemma 3.6] . For a detailed description of V 0 see [8, 17] . In this paper we describe the thin irreducible T -modules with endpoint 1.
In order to describe the thin irreducible T -modules with endpoint 1 we define some parameters. Let = (x) denote the vertex-subgraph of induced on the set of vertices in X adjacent x. The graph has k vertices and is regular with valency a 1 . Let η 1 η 2 · · · η k denote the eigenvalues for the adjacency matrix of . We call η 1 , η 2 , . . . , η k the local eigenvalues of with respect to x. We mentioned is regular with valency a 1 so η 1 = a 1 Lemma 2.6] . Let W denote a thin irreducible T -module with endpoint 1. Observe E * 1 W is a one-dimensional eigenspace for E * 1 AE * 1 ; let η denote the corresponding eigenvalue. It turns out η is one of η 2 , η 3 , . . . , η k soθ 1 η θ D . We call η the local eigenvalue of W . Let W denote an irreducible T -module. We show W and W are isomorphic as T -modules if and only if W is thin with endpoint 1 and local eigenvalue η.
Let W denote a thin irreducible T -module with endpoint 1 and local eigenvalue η. To describe the structure of W we distinguish two cases: (i) η =θ 1 or η =θ D ; (ii)θ 1 < η <θ D . Case (i) was investigated by Go and the present author [20] . Our original results in the present paper concern case (ii).
Concerning case (i) above, we summarize the results of Go and the present author [20] . Let j = 1 or j = D and let W denote a thin irreducible T -module with endpoint 1 and local eigenvalueθ j . We show the dimension of W is D − 1. Let v denote a nonzero vector in E * 1 W . We show W has a basis E i v (1 i D, i = j). We show this basis is orthogonal (with respect to the Hermitian dot product) and we compute the square norm of each basis vector. We show W has a basis E * i+1 A i v (0 i D − 2), where A i denotes the ith distance matrix for . We find the matrix representing A with respect to this basis. We show this basis is orthogonal and we compute the square norm of each basis vector. We find the transition matrix relating the two bases for W .
Concerning case (ii) above, in the present paper we obtain the following results. Let W denote a thin irreducible T -module with endpoint 1 and local eigenvalue η (θ 1 < η <θ D ). We show the dimension of W is D. Let v denote a nonzero vector in E * 1 W . We show W has a basis E i v (1 i D) . We show this basis is orthogonal and we compute the square norm of each basis vector. We show W has a basis E * i+1 A i v (0 i D − 1), and we find the matrix representing A with respect to this basis. We show this basis is orthogonal and we compute the square norm of each basis vector. We find the transition matrix relating our two bases for W .
For all η ∈ R let µ η denote the multiplicity with which W appears in C X , where W is a thin irreducible T -module with endpoint 1 and local eigenvalue η. If no such W exists we interpret µ η = 0. We show µ η is at most the number of times η appears among η 2 , η 3 , . . . , η k . Concerning the case of equality, we show the following are equivalent: (i) for all η ∈ R, µ η is equal to the number of times η appears among η 2 , η 3 , . . . , η k ; (ii) every irreducible T -module with endpoint 1 is thin.
Preliminaries concerning distance-regular graphs
In this section we review some definitions and basic concepts concerning distance-regular graphs. For more background information we refer the reader to [1, 3, 21] or [26] .
Let X denote a nonempty finite set. Let Mat X (C) denote the C-algebra consisting of all matrices whose rows and columns are indexed by X and whose entries are in C. Let V = C X denote the vector space over C consisting of column vectors whose coordinates are indexed by X and whose entries are in C. We observe Mat X (C) acts on V by left multiplication. We endow V with the Hermitian inner product , which satisfies u, v = u t v for all u, v ∈ V , where t denotes transpose and − denotes complex conjugation. As usual, we abbreviate u 2 = u, u for all u ∈ V . For all y ∈ X, letŷ denote the element of V with a 1 in the y coordinate and 0 in all other coordinates. We observe {ŷ | y ∈ X} is an orthonormal basis for V . The following formula will be useful. For all B ∈ Mat X (C) and for all u, v ∈ V ,
Let = (X, R) denote a finite, undirected, connected graph, without loops or multiple edges, with vertex set X and edge set R. Let ∂ denote the path-length distance function for , and set D = max{∂(x, y) | x, y ∈ X}. We refer to D as the diameter of . Let x, y denote vertices of . We say x, y are adjacent whenever xy is an edge. Let k denote a nonnegative integer. We say is regular with valency k whenever each vertex of is adjacent to exactly k distinct vertices of . We say is distance-regular whenever for all integers h, i, j (0 h, i, j D) and for all vertices x, y ∈ X with ∂(x, y) = h, the number
is independent of x and y. The integers p h ij are called the intersection numbers of .
. For notational convenience, we define c 0 = 0 and b D = 0. We note a 0 = 0 and c 1 = 1.
For the rest of this paper we assume is distance-regular with diameter D 3. By (2) and the triangle inequality,
Observe is regular with valency k = b 0 , and that
ii , and observe
where x is any vertex in X. Apparently k 0 = 1 and k 1 = k. By [1, p.195] we have
We recall the Bose-Mesner algebra of . For 0 i D let A i denote the matrix in Mat X (C) with xy entry
We call A i the ith distance matrix of . For convenience we define A i = 0 for i < 0 and i > D. We abbreviate A = A 1 and call this the adjacency matrix of . We ob- 
We refer to θ i as the eigenvalue of associated with E i . We call θ 0 the trivial eigenvalue of . For 0 i D let m i denote the rank of E i . We refer to m i as the multiplicity of E i (or θ i ). From (ei) we find m 0 = 1. Using (eii)-(ev) we find
For 0 i D the space E i V is the eigenspace of A associated with θ i . We observe the dimension of E i V is m i . We record a fact about the eigenvalues θ 1 and θ D . 
Later in this paper we will discuss polynomials in one or two variables. We will use the following notation. We let λ denote an indeterminate. We let R[λ] denote the R-algebra consisting of all polynomials in λ that have coefficients in R. We let µ denote an indeterminate which commutes with λ. We let R[λ, µ] denote the R-algebra consisting of all polynomials in λ and µ that have coefficients in R.
Two families of polynomials
Let = (X, R) denote a distance-regular graph with diameter D 3. In this section we recall two types of polynomials associated with . To motivate things, we recall by (3) and (av) that
where
satisfying f 0 = 1 and
The polynomial f i has degree i, and the coefficient of λ i is (c 1 c 2 · · · c i ) −1 . Comparing (7) and (8) 
Observe p 0 = 1. For notational convenience we define p −1 = 0. Let i denote an integer (0 i D). The polynomial p i has degree i, and the coefficient of 
where p −1 = 0. We record a fact for later use. 
The polynomials i
Let denote a distance-regular graph with diameter D 3. In the previous section we used to define two families of polynomials in one variable. We called these polynomials the f i and the p i . Later in this paper we will use to define a third family of polynomials in one variable. We will call these polynomials the g i . To define and study the g i it is convenient to first consider some polynomials i in two variables. 
where the polynomials p 0 , p 1 , . . . , p D−1 are from (9) . We observe 0 = 1 and 
Proof. This is immediate from Definition 4.1. (9), (11) , respectively. Then for
Proof. The proof is by induction on i. First assume i = 0. Then (13) holds since 0 = 1, p 0 = 1, and p 1 = 1 + λ. Next assume i 1. Using (12) we find the expression on the right in (13) is equal to
By (13) and induction we assume
Using this we find (14) is equal to
Using (10) to eliminate the expressions λp i (λ) and µp i (µ) in (15) we obtain the expression on the left in (13) . The result follows. 
Let the polynomials p i , i be as in (9) , (11) , respectively. Then for 
Eliminating i (θ h , µ) in (18) using (11), and evaluating the result using Lemma 3.1 and i j, we obtain (17) . The result follows.
Lemma 4.5. Let denote a distance-regular graph with diameter D 3 and eigenvalues
Let the polynomials p i be as in (9) . Then the following 
Proof. (i) and (ii)
We now have a contradiction and the result follows.
(iii) and (iv). Similar to the proof of (i) and (ii) above.
A third family of polynomials
Let denote a distance-regular graph with diameter D 3. In this section we use to define a family of polynomials in one variable. We call these polynomials the g i .
Definition 5.1. Let denote a distance-regular graph with diameter D 3 and
We observe
where i is from Definition 4.1. We remark the denominators in (19) are nonzero by Lemma 4.5. We emphasize g i depends on θ as well as the intersection numbers of . 
Lemma 5.2. Let denote a distance-regular graph with diameter D 3 and eigenvalues
Proof. Set µ = θ in (12) and simplify the result using (20) .
Lemma 5.3. Let denote a distance-regular graph with diameter D 3 and eigenvalues
. . , g D−1 denote the associated polynomials from Definition 5.1.
Proof. Routine.
We now present a three-term recurrence satisfied by the polynomials g i . 
Proof. We find g 0 = 1 by Definition 5.1. We now show (22) . Observe (22) holds for (13) and dividing the result by p i (θ), we get
To obtain (22), eliminate p i and p i+1 in (23) using (21) and simplify the result using (10).
Our next goal is to present an orthogonality relation satisfied by the polynomials g i . We begin with a lemma.
Lemma 5.5. Let = (X, R) denote a distance-regular graph with diameter D 3 and eigenvalues
(The denominator in ( Proof. To verify (25) , on the left-hand side first eliminate g i (θ h ) and g j (θ h ) using (20) , and then evaluate the result using (5), (24), and Theorem 4.4.
The subconstituent algebra and its modules
In this section we recall some definitions and basic concepts concerning the subconstituent algebra and its modules. For more information we refer the reader to [5, 8, 9, 19, 20, 22, 26] . Let = (X, R) denote a distance-regular graph with diameter D 3. We recall the dual Bose-Mesner algebra of . For the rest of this section, fix a vertex x ∈ X.
We call E * i the ith dual idempotent of with respect to x. We observe (i)
. Using (i) and (iv) above we find E * 0 , E * 1 , . . . , E * D form a basis for a commutative subalgebra M * = M * (x) of Mat X (C). We call M * the dual Bose-Mesner algebra of with respect to x. We recall the subconstituents of . Using (26) we find
By (27) and since {ŷ | y ∈ X} is an orthonormal basis for V we find (27) and (4) 
Combining (28) and (3) we find
Let T = T (x) denote the subalgebra of Mat X (C) generated by M and M * . We call T the subconstituent algebra of with respect to x [26] . We observe T has finite dimension. Moreover T is semi-simple; the reason is T is closed under the conjugate-transpose map [14, p. 157] . We now consider the modules for T . By a T-module we mean a subspace W ⊆ V such that BW ⊆ W for all B ∈ T . We refer to V itself as the standard module for T . Let W denote a T -module. Then W is said to be irreducible whenever W is nonzero and W contains no T -modules other than 0 and W. Let W, W denote T -modules. By an isomorphism of T -modules from W to W we mean an isomorphism of vector spaces σ : W → W such that (σ B − Bσ )W = 0 for all B ∈ T . The modules W, W are said to be isomorphic as T -modules whenever there exists an isomorphism of T -modules from W to W .
Let W denote a T -module and let W denote a T -module contained in W . Using (1) we find the orthogonal complement of W in W is a T -module. It follows that each T -module is an orthogonal direct sum of irreducible T -modules. We mention any two nonisomorphic irreducible T -modules are orthogonal [8, Lemma 3.3] .
Let W denote an irreducible T -module. Using (i)-(iv) above we find W is the direct sum of the nonzero spaces among E 
denote the primitive idempotent of associated with θ i . We let V denote the standard module for . We fix x ∈ X and abbreviate
The T -module V 0
With reference to Definition 6.1, there exists a unique irreducible T -module with endpoint 0 [17, Proposition 8.4 ]. We call this module V 0 . The module V 0 is described in [8, 17] . We summarize some details below in order to motivate the results that follow.
The module V 0 is thin. In fact each of 
The 
The local eigenvalues
A bit later in this paper we will consider the thin irreducible T -modules with endpoint 1. To describe these we recall some parameters known as the local eigenvalues. 
We observe is the vertex-subgraph of induced on the set of vertices in X adjacent x. The graph has exactly k vertices, where k is the valency of . Also, is regular with valency a 1 . We letȂ denote the adjacency matrix of . The matrixȂ is symmetric with real entries; thereforeȂ is diagonalizable with all eigenvalues real. We let η 1 η 2 · · · η k denote the eigenvalues ofȂ. We mentioned is regular with valency a 1 so η 1 = a 1 
We observez = z for all z ∈ R ∪ ∞. By Lemma 2.1 neither of θ 1 , θ D is equal to −1, With reference to Definition 6.1, let W denote a thin irreducible T -module with endpoint 1 and local eigenvalue η. In order to describe W we distinguish two cases:
For case (i) the module W was described by Go and the present author [20] ; we summarize these results in the following section. For case (ii) we describe W in Section 11. 
form a basis for W, and E 0 v = 0, E j v = 0. The vectors in (32) are mutually orthogonal and
We mention a second basis for W . To motivate things we remark
The vectors 
With respect to the basis given in (33) the matrix representing A is 
The bases for W given in (32) and (33) are related as follows. For 0 i D − 2 we have
We finish this section with a comment. 
(ii) Suppose η = −1. Then
Referring to Theorem 10.1, we now consider a second basis for Mv. As we proceed in this section, we will encounter scalars of the form p i (η) appearing in the denominator of some rational expressions. To make it clear these scalars are nonzero we present the following result. 
Proof. (i) Let the integer i be given. Comparing (36) and (38) we find v i = g i (A)v. Using this and (eii) we routinely obtain
(ii) Similar to the proof of (i) above. 
(ii) Suppose η = −1. Then g 0 , g 1 , . . . , g D−1 be as in (38). Using in order Theorems 10.6, 10.2, and 5.6, we find that for 0 i, j D − 1,
Proof. (i) Let the polynomials
Apparently 
where the α i , β i are as follows.
Proof. (i) For 0 i D − 1 we define g i as in (38). Setting λ = A and θ =η in Theorem 5.4 we find
where 
The thin irreducible T -modules with endpoint 1 and local eigenvalue η(θ 1 < η <θ D )
With reference to Definition 6.1, we now describe the thin irreducible T -modules with endpoint 1 and local eigenvalue η(θ 1 < η <θ D ). This section contains our main results. Because of this we have tried to make it as self-contained as possible. 
(The scalar m i denotes the multiplicity of θ i .)
Proof. By Definition 8.5 the vector v is contained in E * 1 V and orthogonal to s 1 . Moreover v is an eigenvector for E * 1 AE * 1 with eigenvalue η. Applying Theorem 10.2 we obtain the result. 
(ii) Suppose η = −1. Then 
For the rest of this proof, fix an integer i ( 
Proof. By Definition 8.5 the vector v is contained in E * 1 V and orthogonal to s 1 . Moreover v is an eigenvector for E * 1 AE * 1 with eigenvalue η. The result follows in view of Theorems 10.7 and 11.3.
Theorem 11.6. With reference to Definition 6.1, let W denote a thin irreducible T -module with endpoint 1 and local eigenvalue η(θ 1 < η <θ D ). With respect to the basis for W given in (45) the matrix representing
Proof. By Definition 8.5 the vector v is contained in E * 1 V and orthogonal to s 1 . Moreover v is an eigenvector for E * 1 AE * 1 with eigenvalue η. The result follows in view of Theorems 10.8 and 11.3. 
Proof. By Definition 8.5 the vector v is contained in E * 1 V and orthogonal to s 1 . Moreover v is an eigenvector for E * 1 AE * 1 with eigenvalue η. The result follows in view of Theorems 10.6 and 11.3.
In summary we have the following theorem. 
Some multiplicities
With reference to Definition 6.1, let W denote a thin irreducible T -module with endpoint 1 and local eigenvalue η. In this section we show the isomorphism class of W as a T -module is determined by η. We show the multiplicity with which W appears in the standard module V is at most the number of times η appears among η 2 , η 3 , . . . , η k . We investigate the case of equality. For η ∈ R we let mult η denote the number of times η appears among η 2 , η 3 , . . . , η k . Let U denote the orthogonal complement of s 1 in E * 1 V . For η ∈ R let U η denote the set consisting of those vectors in U that are eigenvectors for E * 1 AE * 1 with eigenvalue η. We observe U η is a subspace of U with dimension mult η . We observe the following are equivalent: (i) mult η = 0; (ii) U η = 0; (iii) η ∈ . By (1) and since E * 1 AE * 1 is symmetric with real entries we find
Lemma 12.3. With reference to Definition 6.1, for all η ∈ R we have
where H η denotes the subspace of V spanned by all the thin irreducible T -modules with endpoint 1 and local eigenvalue η.
Proof. Observe E * 1 H η is spanned by the E * 1 W, where W ranges over all the thin irreducible T -modules with endpoint 1 and local eigenvalue η. For all such W the space E * 1 W is contained in U η by Definition 8.5. The result follows.
We remark on the dimension of the right-hand side in (49). To do this we make a definition.
Definition 12.4. With reference to Definition 6.1, and from our discussion in Section 6, the standard module V can be decomposed into an orthogonal direct sum of irreducible T -modules. Let W denote an irreducible T -module. By the multiplicity with which W appears in V , we mean the number of irreducible T -modules in the above decomposition which are isomorphic to W . 
Proof. We first show µ η is equal to the dimension of E * 1 H η . Observe H η is a Tmodule so it is an orthogonal direct sum of irreducible T -modules. More precisely
where m is a nonnegative integer, and where W 1 , W 2 , . . . , W m are thin irreducible T -modules with endpoint 1 and local eigenvalue η. Apparently m is equal to µ η . We show m is equal to the dimension of E * 1 H η . Applying E * 1 to (51) we find
Observe each summand on the right in (52) has dimension 1. These summands are mutually orthogonal so m is equal to the dimension of E * 1 H η . Now apparently µ η is equal to the dimension of E * 1 H η . We mentioned earlier the dimension of U η is mult η . Combining these facts with Lemma 12.3 we obtain (50).
We are interested in the case of equality in (49) and (50). We begin with a result which is a routine consequence of Lemma 9. 
(We recall U denotes the orthogonal complement of
Proof. Let S denote the subspace of V spanned by all irreducible T -modules with endpoint 1, thin or not. Then
Applying E * 1 to each term in (54) and using E * 1 S = U we obtain (53). (ii) equality holds in (50) for all η ∈ R; (iii) every irreducible T -module with endpoint 1 is thin.
Let W denote an irreducible T -module with endpoint 1. We show W is thin. Suppose not. Then W is contained in the space L from Lemma 12.8.
We show E * 1 L = 0 to get a contradiction. We assume U η = E * 1 H η for all η ∈ R; combining this with (48) we find U = η∈ E * 1 H η . From this and Lemma 12.8 we find E * 1 L = 0. We now have a contradiction and it follows W is thin.
(iii) ⇒ (i) There does not exist a nonthin irreducible T -module with endpoint 1, so L = 0. Setting L = 0 in (53) we find U = η∈ E * 1 H η . Combining this with (48) and Lemma 12.3 we routinely find U η = E * 1 H η for all η ∈ . For any real number η that is not in the spaces U η and H η are both 0. Now U η = E * 1 H η for all η ∈ R.
An example
Let denote a distance-regular graph with diameter D 3. Let q, α, β denote complex scalars with q = 1 and assume the intersection numbers of satisfy 
We remark the ordering θ 0 , θ 1 , . . . , θ D of the eigenvalues is Q-polynomial [3, p. 235] . Setting i = 1 and i = D in (55) we find 
The scalars in (56) might not be distinct. Let us take a moment to discuss this point. Denote the sequence (56) by η 1 , η 2 , η 3 , η 4 . We claim η 1 , η 2 , η 3 In Table 1 we display the possible local eigenvalues η for W . For each η we displayη and the dimension of W . We also display the expressions p i (η)/p i−1 (η), where the polynomials p i are from (9). Table 1 ηη Dimension Evaluating (34), (35) using the data in first two rows of the above table, we obtain the following. Case η = −q − 1.
Case η = β − α − 1.
Evaluating the formulae in Theorem 11.6 using the last two rows of the above table, we obtain the following. Case η = −1. 
Directions for further research
In this section we give some suggestions for further research. is Q-polynomial in the sense of Bannai and Ito [1, p. 193] . Investigate the combinatorial and algebraic implications of the above assumption.
