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Abstract
Electric resistance in conducting media is related to heat (or entropy) production
in presence of electric fields. In this paper, by using Araki’s relative entropy for
states, we mathematically define and analyze the heat production of free fermions
within external potentials. More precisely, we investigate the heat production of the
non-autonomous C∗–dynamical system obtained from the fermionic second quanti-
zation of a discrete Schro¨dinger operator with bounded static potential in presence
of an electric field that is time– and space–dependent. It is a first preliminary step
towards a mathematical description of transport properties of fermions from thermal
considerations. This program will be carried out in several papers. The regime of
small and slowly varying in space electric fields is important in this context, and is
studied the present paper. We use tree–decay bounds of the n–point, n ∈ 2N, cor-
relations of the many–fermion system to analyze this regime. We verify below the
1st law of thermodynamics for the system under consideration. The latter implies,
for systems doing no work, that the heat produced by the electromagnetic field is
exactly the increase of the internal energy resulting from the modification of the (in-
finite volume) state of the fermion system. The identification of heat production with
an energy increment is, among other things, technically convenient. We initially fo-
cus our study on non–interacting (or free) fermions, but our approach will be later
applied to weakly interacting fermions.
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1 Introduction
Ohm and Joule’s laws, respectively derived in 1827 and 1840, are among the most re-
silient laws of (classical) electricity theory. In standard textbooks, the microscopic theory
presented to explain Ohm’s law is based on the Drude model proposed in 1900, before
the emergence of quantum mechanics. In this model, the motion of electrons and ions
is treated classically and the interaction between these two species is modeled by per-
fectly elastic random collisions. This quite elementary model explains very well DC– and
AC–conductivities in metals, qualitatively. There are also improvements of the Drude
model taking into account quantum corrections. Nevertheless, to our knowledge, there is
no rigorous microscopic (complete) description of the phenomenon of linear conductivity
from first principles of quantum mechanics. It is a highly non–trivial question. Indeed,
problems are in this case doubled because the electric resistance of conductors results
from both the presence of disorder in the host material and interactions between charge
carriers.
Rigorous quantum many–body theory is a notoriously difficult subject. The hurdles
that have to be overcome in order to arrive at important new mathematical results involve
many different fields of mathematics such as probability theory, operator algebras, differ-
ential equations or functional analysis. Disorder leads us to consider random Schro¨dinger
operators like the celebrated Anderson model. It is an advanced and relatively mature
branch of mathematics. For instance, it is known that, in general, the one–dimensional
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Anderson model only has purely point spectrum with a complete set of localized eigen-
states (Anderson localization) and it is thus believed that no steady current can exist in
this case. For more details, see, e.g., [K]. Nevertheless, even in absence of interactions,
there are, to our knowledge, only few mathematical results on transport properties of such
models that yield Ohm’s law in some form.
Indeed, Klein, Lenoble and Mu¨ller introduced for the first time in [KLM] the con-
cept of a “conductivity measure” for a system of non–interacting fermions subjected to
a random potential. More precisely, the authors considered the Anderson tight–binding
model in presence of a time–dependent spatially homogeneous electric field that is adi-
abatically switched on. See also [BGKS] for further details on linear response theory
of such a model. The fermionic nature of charge carriers – electrons or holes in crys-
tals – was implemented by choosing the Fermi–Dirac distribution as the initial1 density
matrix of particles. In [KLM] only systems at zero temperature with Fermi energy ly-
ing in the localization regime are considered, but it is shown in [KM] that a conductivity
measure can also be defined without the localization assumption and at any positive tem-
perature. Their study can thus be seen as a mathematical derivation of Ohm’s law for
space–homogeneous electric fields having a specific time behavior. [B] is another mathe-
matical result on free fermions proving Ohm’s law for graphene–like materials subjected
to space–homogeneous and time–periodic electric fields. Observe however that Joule’s
law and heat production are not considered in [KLM, KM, B].
We propose in a companion paper a different approach to the conductivity measure
based on a natural thermodynamic principle, the positivity of the heat (or entropy) pro-
duction, together with the Bochner–Schwartz theorem [RS2, Theorem IX.10]. Our aim is
to derive both Ohm and Joule’s laws for the Fourier components of time–dependent elec-
tric fields from the analysis of the heat production in a realistic many–fermion system.
We first focus our study on non–interacting (or free) fermions in presence of disorder,
here a static external potential, while keeping in mind its possible extension to interacting
fermions. Indeed, the possibility of naturally extending results to systems with interaction
is one of the main advantages and motivations of the approach we propose here. This will
be discussed in more details in subsequent papers. Therefore, although there is no inter-
action between fermions, we do not restrict our analyses to the one–particle Hilbert space
to study transport properties. Instead, our approach is based on the algebraic formulation
of many–fermion systems on lattices.
As observed by J. P. Joule in its original paper [J], the electric resistance is associated
with a heat production in the conducting system. Therefore, the first step is to rigorously
define and analyze the concept of heat production induced by electric fields on the fermion
system. This study is the main subject of the present paper. At constant temperature, the
heat production is, by definition, a quantity that is proportional to the entropy production.
The proportionality coefficient is the temperature of the system. In order to give a precise
mathematical definition of this quantity, we use in Section 3.1 Araki’s relative entropy
[A1, A2, OP] which, in our case, turns out to be finite for all times. The latter uses the
concept of spacial derivative operators [C], see Section A.1. Part of the paper is devoted
to recover the 1st law of thermodynamics for the system under consideration, implying
that the heat production generated by the electromagnetic field is exactly the increase
1This corresponds to t→ −∞ in their approach.
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of the internal energy resulting from the modification of the (infinite volume) state of the
system. An increment of internal energy of the system is defined here as being the increase
of total energy minus the increase of potential energy associated with the external electric
field. See Sections 3.2. The 1st law of thermodynamics is an important outcome in our
context because it leads to more explicit expressions for the heat production. Moreover,
the increase of total energy (i.e., internal plus potential energy) of the infinite system
obeys a principle of conservation and is exactly the work performed by the electric field
on the charged particles. See Section 3.2. This is well–known for dynamics on C∗–
algebras generated by time–dependent bounded symmetric derivations. See for instance
discussions in [BR2, Section 5.4.4.]. Here, we prove a version of that result for our
particular unbounded case.
Note that Ohm’s law corresponds to a linear response to electric fields. We thus rescale
the strength of the electromagnetic potential by a real parameter η ∈ R and will eventually
take the limit η → 0 (in a subsequent paper). Understanding the behavior of the heat pro-
duction as a function of η is a necessary step in order to obtain Ohm and Joule’s laws. By
using the fact mentioned above that the heat production can be expressed in terms of an
energy increment (Section 3.2), it can be shown that the heat production is a real analytic
function of the scaling parameter η. The coefficients of the (absolutely convergent) power
series in η for the heat production have the following important property: They behave,
at any order k ∈ N, like the volume of the support (in space) of the applied electric field,
as physically expected. Such a behavior permits us, in particular, to define densities (like
heat production per unit volume). Remark that naive bounds only predict that the k–the
coefficient of the power series for the heat production should behave like the k–power
of the volume of the support of the applied electric field. However, the heat production
is proven to behave like η2 times the volume of the support of the applied electric field,
provided |η| is sufficiently small. This is done in Section 5.5. See also Section 3.3. More-
over, this result makes possible the study of non–quadratic (resp. non–linear) corrections
to Joule’s law (resp. Ohm’s law).
To obtain the properties described above for the power series in η representing the heat
production, we use a pivotal ingredient, namely tree–decay bounds on multi–commutators.
These bounds are derived in Section 4 and are useful to analyze multi–commutators of
monomials in annihilation and creation operators. They will also be necessary in subse-
quent papers.
To conclude, our main assertions are Theorems 3.2 and 3.4, and Corollary 4.3. This
paper is organized as follows:
• In Section 2 we describe non–autonomousC∗–dynamical systems for (free) fermions
associated to discrete Schro¨dinger operators with bounded (static) potentials in
presence of an electric field that is time– and space–dependent.
• Section 3 introduces the concept of heat production and discusses its main proper-
ties.
• Section 4 is devoted to tree–decay bounds for expectation values of multi–commutators.
• All technical proofs related to Section 3 are postponed to Section 5.
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• Section A is an appendix containing two parts: Section A.1 is a concise overview
on the quantum relative entropy [A1, A2, OP]. In Section A.2 it is shown that all
properties of the infinite system we use here result from the corresponding ones of
finite systems, at large volume. Note that Section A.2 is not really used in other
sections and has a supplementary character, only.
Notation 1.1 (Generic constants)
To simplify notation, we denote by D any generic positive and finite constant. These
constants do not need to be the same from one statement to another.
2 C∗–Dynamical Systems for Free Fermions
2.1 CAR C∗–Algebra
The host material for conducting fermions is assumed to be a cubic crystal. Other crystal
families could also be studied in the same way, but, for simplicity, we refrain from con-
sidering them. The unit of length is chosen such that the lattice spacing is exactly 1. We
thus use the d–dimensional cubic lattice L := Zd (d ∈ N) to represent the crystal and we
define Pf (L) ⊂ 2L to be the set of all finite subsets of L.
Within this framework, we consider an infinite system of charged fermions. To sim-
plify notation we only consider spinless fermions with negative charge. The cases of
particles with spin and/or positively charged particles can be treated by exactly the same
methods. We denote by U the CAR algebra of the infinite system. More precisely, the
(separable) C∗–algebra U is the inductive limit of the finite dimensional C∗–algebras
{UΛ}Λ∈Pf (L) with identity 1 and generators {ax}x∈Λ satisfying the canonical anti–commutation
relations: For any x, y ∈ L,
axay + ayax = 0 , axa
∗
y + a
∗
yax = δx,y1 . (1)
2.2 Dynamics in Presence of Static External Potentials
It is widely accepted that electric resistance of conductors results from both the presence
of disorder in the host material and interactions between charge carriers. Here, we only
consider effects of disorder for non–interacting fermions. That means physically that the
particles obey the Pauli exclusion principle but do not interact with each other via some
mutual force. This setup corresponds for example to the case of low electron densities.
Our approach can be applied to weakly interacting fermions on the lattice, but the analysis
would be – from the technical point of view – much more demanding of course.
Disorder in the crystal will be modeled in subsequent papers by a random external
potential coming from a probability space (Ω,AΩ, aΩ) with Ω := [−1, 1]L. In the present
work, however, all studies are performed at any fixed ω ∈ Ω and all the results will
be uniform with respect to (w.r.t.) the choice of ω ∈ Ω. Note that, for any ω ∈ Ω,
Vω ∈ B(ℓ
2(L)) is by definition the self–adjoint multiplication operator with the function
ω : L → [−1, 1]. The static external potential Vω is of order O(1) and we rescale its
strength by an additional parameter λ ∈ R+0 (i.e., λ ≥ 0), see (4).
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For any function ω ∈ Ω, we define the dynamics of the lattice fermion system via a
strongly continuous (quasi–free) group of automorphisms of the C∗–algebra U . To set
up this time evolution, we first define annihilation and creation operators of (spinless)
fermions with wave functions ψ ∈ ℓ2(L) by
a(ψ) :=
∑
x∈L
ψ(x)ax ∈ U , a
∗(ψ) :=
∑
x∈L
ψ(x)a∗x ∈ U . (2)
These operators are well–defined because of (1). Indeed,
‖a(ψ)‖2, ‖a∗(ψ)‖2 = ‖ψ‖22 , ψ ∈ ℓ
2(L) , (3)
and thus, the anti–linear (resp. linear) map ψ 7→ a(ψ) (resp. ψ 7→ a∗(ψ)) from ℓ2(L) to
U is norm–continuous. Clearly, a∗(ψ) = a(ψ)∗ for all ψ ∈ ℓ2(L).
Now, for any function ω ∈ Ω and strength λ ∈ R+0 of the static (external) potential,
we define the free dynamics via the unitary group {U(ω,λ)t }t∈R, where
U
(ω,λ)
t := exp(−it(∆d + λVω)) ∈ B(ℓ
2(L)) . (4)
Here, ∆d ∈ B(ℓ2(L)) is (up to a minus sign) the usual d–dimensional discrete Laplacian:
[∆d(ψ)](x) := 2dψ(x)−
∑
z∈L, |z|=1
ψ(x+ z) , x ∈ L, ψ ∈ ℓ2(L) . (5)
In particular, for an independent identically distributed (i.i.d.) random potential Vω,
(∆d+λVω) is the Anderson tight–binding model acting on the Hilbert space ℓ2(L). [Note
that we could add some constant (chemical) potential to the discrete Laplacian without
changing our proofs.]
For all ω ∈ Ω and λ ∈ R+0 , the condition
τ
(ω,λ)
t (a(ψ)) = a((U
(ω,λ)
t )
∗ψ) , t ∈ R, ψ ∈ ℓ2(L) , (6)
uniquely defines a family τ (ω,λ) := {τ (ω,λ)t }t∈R of (Bogoliubov) automorphisms of U , see
[BR2, Theorem 5.2.5]. The one–parameter group τ (ω,λ) is strongly continuous and we
denote its (unbounded) generator by δ(ω,λ).
2.3 Electromagnetic Fields
The electromagnetic potential is defined by a compactly supported time–dependent vector
potentialA ∈ C∞0 , where
C∞0 :=
⋃
l∈R+
{
A : R× Rd 7→ (Rd)∗ | ∃B ∈ C∞0 (R× R
d; (Rd)∗)
with A(t, x) = B(t, x)1
[
x ∈ [−l, ld]
]}
.
Here, (Rd)∗ is the set of one–forms2 onRd that take values inR. In other words, as [−l, l]d
is a compact subset of Rd, C∞0 is the union
C∞0 =
⋃
l∈R+
C∞0 (R× [−l, l]
d ; (Rd)∗)
2In a strict sense, one should take the dual space of the tangent spaces T (Rd)x, x ∈ Rd.
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of the space of smooth compactly supported functions R × [−l, l]d → (Rd)∗ for l ∈ R+.
The smoothness ofA is not really necessary at this stage but will be technically convenient
in subsequent papers. Here, only the continuously differentiability of the map t 7→ A(t, ·)
is really crucial to define below the electric field and the non–autonomous dynamics.
Since A ∈ C∞0 , A(t, x) = 0 for all t ≤ t0, where t0 ∈ R is some initial time. We
use the Weyl gauge (also named temporal gauge) for the electromagnetic field and as a
consequence,
EA(t, x) := −∂tA(t, x) , t ∈ R, x ∈ R
d , (7)
is the electric field associated with A.
Note that the time t1 ≥ t0 when the electric field is turned off can be chosen as
arbitrarily large and one recovers the DC–regime by taking t1 >> 1. However, for electric
fields slowly varying in time, charge carriers have time to move and significantly change
the charge density, producing an additional, self–generated, internal electric field. This
contribution is not taken into account in our model.
Finally, observe that space–dependent electromagnetic potentials imply magnetic fields
which interact with fermion spins. We neglect this contribution because such a term will
become negligible for electromagnetic potentials slowly varying in space. This justifies
the assumption of fermions with zero–spin. In any case, our study can be performed for
non–zero fermion spins exactly in the same way. We omit this generalization for simplic-
ity.
2.4 Dynamics in Presence of Time-Dependent Electromagnetic Fields
Recall that we only consider negatively charged fermions. We choose units such that the
charge of fermions is −1. The (minimal) coupling of the vector potential A ∈ C∞0 to the
fermion system is achieved through a redefinition of the discrete Laplacian. Indeed, we
define the time–dependent self–adjoint operator ∆(A)d ∈ B(ℓ2(L)) by
〈ex,∆
(A)
d ey〉 = exp
(
−i
∫ 1
0
[A(t, αy + (1− α)x)] (y − x)dα
)
〈ex,∆dey〉 (8)
for all x, y ∈ L, where 〈·, ·〉 is here the canonical scalar product in ℓ2(L) and {ex}x∈L is
the canonical orthonormal basis ex(y) ≡ δx,y of ℓ2(L). In Equation (8), αy + (1 − α)x
and y − x are seen as vectors in Rd.
Observe that there is l0 ∈ R+ such that
∆
(A)
d −∆d ∈ B(ℓ
2([−l0, l0]
d ∩ L)) ⊂ B(ℓ2(L))
for all times t ∈ R, because A is by definition compactly supported. Note also that, for
simplicity, the time dependence is often omitted in the notation
∆
(A)
d ≡ ∆
(A(t,·))
d , t ∈ R ,
but one has to keep in mind that the dynamics is non–autonomous.
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Indeed, the Schro¨dinger equation on the one–particle Hilbert space ℓ2(L) with time–
dependent Hamiltonian (∆(A)d + λVω) and initial value ψ ∈ ℓ2(L) at t = t0 has a unique
solution U(ω,λ,A)t,t0 ψ for any t ≥ t0. Here, for any ω ∈ Ω, λ ∈ R
+
0 and A ∈ C∞0 ,
{U
(ω,λ,A)
t,s }t≥s ⊂ B(ℓ
2(L))
is the two–parameter group of unitary operators on ℓ2(L) generated by the (anti–self–
adjoint) operator −i(∆(A)d + λVω):
∀s, t ∈ R, t ≥ s : ∂tU
(ω,λ,A)
t,s = −i(∆
(A(t,·))
d + λVω)U
(ω,λ,A)
t,s , U
(ω,λ,A)
s,s := 1 . (9)
Since the map
t 7→ (∆
(A(t,·))
d + λVω) ∈ B(ℓ
2(L)) (10)
from R to the space B(ℓ2(L)) of bounded operators acting on ℓ2(L) is continuously dif-
ferentiable for every A ∈ C∞0 , {U
(ω)
t,s }t≥s is a norm–continuous two–parameter group of
unitary operators. For more details, see Section 5.2.
Therefore, for all ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , the condition
τ
(ω,λ,A)
t,s (a(ψ)) = a((U
(ω,λ,A)
t,s )
∗ψ) , t ≥ s, ψ ∈ ℓ2(L) , (11)
uniquely defines a family {τ (ω,λ,A)t,s }t≥s of Bogoliubov automorphisms of the C∗–algebra
U , see [BR2, Theorem 5.2.5]. It is a strongly continuous two–parameter family which
obeys the non–autonomous evolution equation
∀s, t ∈ R, t ≥ s : ∂tτ
(ω,λ,A)
t,s = τ
(ω,λ,A)
t,s ◦ δ
(ω,λ,A)
t , τ
(ω,λ,A)
s,s := 1 , (12)
with 1 being the identity of U . Here, at any fixed time t ∈ R, δ(ω,λ,A)t is the infinitesimal
generator of the (Bogoliubov) group {τ (ω,λ,A)s }s∈R ≡ {τ (ω,λ,A(t,·))s }s∈R of automorphisms
defined by replacing ∆d with ∆(A)d in (4), see (63). For more details on the properties of
{τ
(ω,λ,A)
t,s }t≥s, see also Sections 5.2–5.3.
Observe that one can equivalently use either (11) or (12) to define the dynamics, see
also Proposition 5.4. However, only the second formulation (12) is appropriate to study
transport properties of systems of interacting fermions on the lattice in its algebraic for-
mulation.
Remark 2.1 (Heisenberg picture)
The initial value problem (12) can easily be understood in the Heisenberg picture. The
time–evolution of any observable Bs ∈ B(ℓ2(L)) at initial time t = s ∈ R equals Bt =
(U
(ω,λ,A)
t,s )
∗BsU
(ω,λ,A)
t,s for t ≥ s, which yields
∀t ≥ s : ∂tBt = (U
(ω,λ,A)
t,s )
∗i[∆
(A)
d + λVω, Bs]U
(ω,λ,A)
t,s .
The action of the symmetric derivation δ(ω,λ,A)t in (12) is related to the above commuta-
tor whereas the map B 7→ (U(ω,λ,A)t,s )∗BU
(ω,λ,A)
t,s leads to the family {τ (ω,λ,A)t,s }t≥s in the
second quantization. See also Theorem 5.3.
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2.5 Time–Dependent State of the System
States on the C∗–algebra U are, by definition, continuous linear functionals ρ ∈ U∗ which
are normalized and positive, i.e., ρ(1) = 1 and ρ(A∗A) ≥ 0 for all A ∈ U .
It is well–known that, at finite volume, the thermodynamic equilibrium of the system
is described by the corresponding Gibbs state, which is the unique state minimizing the
free–energy. It is stationary and satisfies the so–called KMS condition. The latter also
makes sense in infinite volume and is thus used to define the thermodynamic equilibrium
of the infinite system. See, e.g., Section A.2, in particular Theorem A.3.
Therefore, we assume that, for any function ω ∈ Ω and strength λ ∈ R+0 of the static
potential, the state of the system before the electric field is switched on is the unique
(τ (ω,λ), β)–KMS state ̺(β,ω,λ), see [BR2, Example 5.3.2.] or [AJP, Theorem 5.9]. Here,
β ∈ R+ (i.e., β > 0) is the inverse temperature of the fermion system at equilibrium.
Since A(t, x) = 0 for all t ≤ t0, the time evolution of the state of the system thus
equals
ρ
(β,ω,λ,A)
t :=
{
̺(β,ω,λ) , t ≤ t0 ,
̺(β,ω,λ) ◦ τ
(ω,λ,A)
t,t0 , t ≥ t0 .
(13)
Remark that the definition does not depend on the particular choice of initial time t0
because of the stationarity of the KMS state ̺(β,ω,λ) w.r.t. the unperturbed dynamics (cf.
(54)). The state ρ(β,ω,λ,A)t is, by construction, a quasi–free state.
3 Heat Production
3.1 Heat Production as Quantum Relative Entropy
Joule’s law describes the rate at which resistance converts electric energy into heat. That
quantity of heat is not characterized here by a local increase of temperature, but it is
proportional to an entropy production. The proportionality coefficient is of course the
temperature β−1 ∈ R+, which is is seen as a global parameter of the infinite system. The
heat production is thus, by definition, a relative quantity w.r.t. the reference state of the
system, that is, the thermal (or equilibrium) state ̺(β,ω,λ) for β ∈ R+, ω ∈ Ω and λ ∈ R+0 .
Its mathematical formulation requires Araki’s notion of relative entropy [A1, A2, OP].
The latter takes a simple form for finite dimensionalC∗–algebras like the local fermion
algebras {UΛ}Λ∈Pf (L): Let Λ ∈ Pf (L) and denote by tr the normalized trace on UΛ, also
named the tracial state of UΛ. By [AM, Lemma 3.1 (i)], for any state ρ ∈ U∗Λ, there is a
unique adjusted density matrix dρ ∈ U , that is, dρ ≥ 0, tr (dρ) = 1 and ρ(A) = tr (dρA)
for all A ∈ UΛ. We define by supp (ρ) the smallest projection P ∈ UΛ such that ρ(P) = 1.
Then, the relative entropy of a state ρ1 ∈ U∗Λ w.r.t. ρ2 ∈ U∗Λ is defined by (104) forX = UΛ
and, by finite dimensionality, it equals
SUΛ (ρ1|ρ2) =
{
ρ1
(
ln dρ1 − ln dρ2
)
∈ R+0 , if supp (ρ2) ≥ supp (ρ1) ,
+∞ , otherwise , (14)
under the convention x ln x|x=0 := 0, see Lemma A.1. It is always a non–negative quan-
tity. See for instance [OP, Eq. (1.3) and Proposition 1.1].
9
For more general C∗–algebras like the CAR C∗–algebra U of the infinite system,
Araki’s definition of relative entropy [A1, A2, OP] invokes the modular theory. This
definition is rather abstract, albeit standard, and for the reader’s convenience we thus
postpone it until Section A.1. Indeed, using the boxes
ΛL := {(x1, . . . , xd) ∈ L : |x1|, . . . , |xd| ≤ L} ∈ Pf(L) (15)
for any L ∈ R+, we observe that {UΛL}L∈R+ is an increasing net of C∗–subalgebras of
the C∗–algebra U . Moreover, the ∗–algebra
U0 :=
⋃
L∈R+
UΛL ⊂ U (16)
of local elements is, by construction, dense in U . (Indeed, U is by definition the comple-
tion of the normed ∗–algebra U0.) We thus define the relative entropy of any state ρ1 ∈ U∗
w.r.t. ρ2 ∈ U
∗ by
S (ρ1|ρ2) := lim
L→∞
SUΛL
(
ρ1,ΛL |ρ2,ΛL
)
= sup
L∈R+
SUΛL
(
ρ1,ΛL|ρ2,ΛL
)
∈ [0,∞] (17)
with ρ1,ΛL and ρ2,ΛL being the restrictions to UΛL of the states ρ1 and ρ2, respectively.
By [OP, Proposition 5.23 (vi)], this limit exists and equals Araki’s relative entropy, i.e.,
S (ρ1|ρ2) = SU (ρ1|ρ2) with SU defined by (104) for X = U . In particular, it is a non–
negative (possibly infinite) quantity. Since S = SU , note that the second equality in
(17) follows from [OP, Proposition 5.23 (iv)], which in turn results from the Uhlmann
monotonicity theorem for Schwarz mappings [OP, Proposition 5.3].
Therefore, the heat production is defined from (13) and (17) as follows:
Definition 3.1 (Heat production)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , Q(ω,A) ≡ Q(β,ω,λ,A) is defined as a map
from R to R by
Q(ω,A) (t) := β−1S(ρ
(β,ω,λ,A)
t |̺
(β,ω,λ)) ∈ [0,∞] .
The heat production Q(ω,A) (t) may a priori be infinite for some time t ∈ R. We prove
in the next section that Q(ω,A) is finite for all times. In particular, the states ̺(β,ω,λ) and
ρ
(β,ω,λ,A)
t are globally similar.
3.2 Heat Production and 1st Law of Thermodynamics
In a thermodynamic process of a closed system, the increment in the internal energy is
equal to the difference between the increment of heat accumulated by the system and the
increment of work done by it.
[Clausius, English translation, 1850]
This is the celebrated 1st law of thermodynamics, see [C]. For an historical and math-
ematical account on thermodynamics, see, e.g., [EL]. See also [SF] for an interesting
derivation of this law from quantum statistical mechanics.
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In the system considered here, the increment of total energy follows from the interac-
tion between electromagnetic fields and charged fermions. Part of this increment results
from the change of internal state of fermions. It is interpreted below as an increment of
internal energy of the system. The other part is an electromagnetic energy that is gener-
ally non–vanishing even if the internal state of fermions would stay at equilibrium. By
this reason, this part is seen below as an increase of electromagnetic potential energy
of charged particles within the electromagnetic field. As the system under consideration
does not interact with surroundings and thus can neither perform work nor exchange heat,
all the increase of internal energy is expected to be converted into heat, by the 1st law of
thermodynamics. Therefore, the heat production Q(ω,A) should be related to the incre-
ment of the internal energy of the system. This is far from being explicit in Definition 3.1.
We show that it is indeed the case for the fermion system considered here.
To this end, we first need to give precise definitions of the increments of total, internal
and (electromagnetic) potential energies. In quantum mechanics, these energies should
be associated with total, internal and potential energy observables, that is in our case,
self–adjoint elements of U . They are defined as follows: For any L ∈ R+, [L] ∈ N being
its integer part, the internal energy observable in the box ΛL (15) of side length 2[L] + 1
is defined by
H
(ω,λ)
L :=
∑
x,y∈ΛL
〈ex, (∆d + λVω)ey〉a
∗
xay ∈ U . (18)
It is the second quantization of the one–particle operator ∆d + λVω restricted to the sub-
space ℓ2(ΛL) ⊂ ℓ2(L). When the electromagnetic field is switched on, i.e., for t ≥ t0, the
(time–dependant) total energy observable in the box ΛL is then equal to H(ω,λ)L +WAt ,
where, for any A ∈ C∞0 and t ∈ R,
WAt :=
∑
x,y∈ΛL
〈ex, (∆
(A)
d −∆d)ey〉a
∗
xay ∈ U (19)
is the electromagnetic potential energy observable.
As a consequence, for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ∈ R, the total
energy increment engendered by the interaction with the electromagnetic field equals
lim
L→∞
{
ρ
(β,ω,λ,A)
t (H
(ω,λ)
L +W
A
t )− ̺
(β,ω,λ)(H
(ω,λ)
L )
}
= S(ω,A) (t) +P(ω,A) (t) . (20)
Here, S(ω,A) ≡ S(β,ω,λ,A) is the internal energy increment defined as a map from R to R
by
S(ω,A) (t) := lim
L→∞
{
ρ
(β,ω,λ,A)
t (H
(ω,λ)
L )− ̺
(β,ω,λ)(H
(ω,λ)
L )
}
, (21)
whereas the electromagnetic potential energy (increment) P(ω,A) ≡ P(β,ω,λ,A) is defined
as a map from R to R by
P(ω,A) (t) := ρ
(β,ω,λ,A)
t (W
A
t ) = ρ
(β,ω,λ,A)
t (W
A
t )− ̺
(β,ω,λ)(WAt0 ) (22)
for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 andA ∈ C∞0 . In particular, S(ω,A) is only non–vanishing
if the state of the fermion system changes, whereas P(ω,A) vanishes in absence of external
electromagnetic potential.
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Remark that
P(ω,A) (t) =
{
ρ
(β,ω,λ,A)
t (W
A
t )− ̺
(β,ω,λ)(WAt )
}
+ ̺(β,ω,λ)(WAt ) . (23)
The last part is the raw electromagnetic energy given to the system at equilibrium. It is the
so–called diamagnetic energy, which will be studied in subsequent papers. The energy
increment between brackets in the right hand side (r.h.s.) of (23) will also be analyzed in
detail later and is part of a so–called paramagnetic energy increment. It is the amount of
electromagnetic potential energy absorbed or released by the fermion system to change
its internal state.
It is not a priori obvious that the limits (20) and (21) exist because, in general,
ρ
(β,ω,λ,A)
t (H
(ω,λ)
L ) = O(L
d) .
We show below that these limits have nevertheless finite real–values. Indeed, we infer
from Theorem 5.8 that, for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , the energy sum
(20) is the work performed on the system by the electromagnetic field at time t ≥ t0:
S(ω,A) (t) +P(ω,A) (t) =
∫ t
t0
ρ(β,ω,λ,A)s
(
∂sW
A
s
)
ds . (24)
Here, ρ(β,ω,λ,A)t (∂tWAt ) is interpreted as the infinitesimal work of the electromagnetic
field at time t ∈ R. See for instance discussions in [BR2, Section 5.4.4.]. Note that this
conservation law is not completely obvious in our case because the considered system is
infinitely extended.
We derive now the 1st law of thermodynamics:
Theorem 3.2 (1st law of thermodynamics)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ∈ R,
Q(ω,A) (t) = S(ω,A) (t) ∈ R+0 .
In particular, the maps Q(ω,A) and S(ω,A) respectively defined by Definition 3.1 and (21)
take always positive and finite values for all times.
Proof: All arguments are given in Section 5.4, see Theorem 5.5 and Corollaries 5.6–5.7.
Note also that, by definition,
P(ω,A) (t) = S(ω,A) (t) = Q(ω,A) (t) = 0
whenever t ≤ t0.
Observe that the state ρ(β,ω,λ,A)t of the fermion system still evolves for t ≥ t1 when the
electromagnetic field is turned off. Indeed, for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0
and t ≥ t1,
ρ
(β,ω,λ,A)
t = ρ
(β,ω,λ,A)
t1 ◦ τ
(ω,λ,A)
t−t1 .
Despite that, the total heat created by the electromagnetic field stays constant as soon
as the electromagnetic field is turned off: By Theorem 3.2, S(ω,A) is the heat production
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due to the interaction with the electromagnetic field and from (24) we deduce that, for all
β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C
∞
0 and t ≥ t1,
Q(ω,A) (t) = S(ω,A) (t) =
∫ t1
t0
ρ(β,ω,λ,A)s
(
∂sW
A
s
)
ds = S(ω,A) (t1) = Q
(ω,A) (t1) .
If
Q(ω,A) (t) =
∫ t1
t0
ρ(β,ω,λ,A)s
(
∂sW
A
s
)
ds > 0
for any t ≥ t1, a strictly positive amount of electromagnetic work is absorbed by the
infinite volume fermion system. We will show in a subsequent paper that this situation
(almost surely) appears for λ > 0, as expected from Joule’s law.
For specific static potentials Vω like constant ones, the heat conduction in the infinite
system still implies a dissipation of energy, or thermalization, in the sense that, for any
fixed L ∈ R+,
lim
t→∞
{
ρ
(β,ω,λ,A)
t (H
(ω,λ)
L )− ̺
(β,ω,λ)(H
(ω,λ)
L )
}
= 0 . (25)
The latter can be verified by explicit computations. Beside the special case of constant
potentials Vω, the situation is more complicated. Indeed, the self–adjoint operator ∆d +
λVω acting on ℓ2(L) can have eigenvalues. In particular, the energy Q(ω,A) (t1) for t ≥ t1
could be stored in bound states, in contrast with the perfect conducting case (25). As a
consequence, we can only hope for an asymptotic version of the above result:
lim sup
λ→0
lim
t→∞
{
ρ
(β,ω,λ,A)
t (H
(ω,λ)
L )− ̺
(β,ω,λ)(H
(ω,λ)
L )
}
= 0
for any β ∈ R+, ω ∈ Ω, A ∈ C∞0 and each L ∈ R+.
Remark 3.3 (Internal energies)
The internal energy as defined in [SF, Eq. (15)] rather corresponds in our case to the total
energy increment. Then, (24) is, in Salem–Fro¨hlich’s interpretation, the expression of the
1st law of thermodynamics. Indeed, we have a closed system which cannot exchange heat
energy with its surrounding like in [SF, Eq. (16)]. In their view point, P(ω,A) should be
seen as a Helmholtz free–energy, i.e., the available energy which can perform work. In
fact, the authors in [SF, Eq. (16)] focus on the heat exchanged with the surrounding,
whereas we do not consider it and concentrate our study on the heat production within
the fermion system.
3.3 Heat Production at Small Electromagnetic Fields
The physical situation we will use to investigate Joule and Ohm’s laws is as follows:
We start with a macroscopic bulk containing conducting fermions. This is idealized by
taking an infinite system of non–interacting fermions as explained above. Then, the heat
production or the conductivity is measured in a region which is very small w.r.t. the size
of the bulk, but very large w.r.t. the lattice spacing of the crystal.
We implement this hierarchy of space scales by rescaling vector potentials. That
means, for any l ∈ R+ and A ∈ C∞0 , we consider the space–rescaled vector potential
Al(t, x) := A(t, l
−1x) , t ∈ R, x ∈ Rd . (26)
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Then, to ensure that a macroscopic number of lattice sites is involved, we eventually
perform the limit l →∞. Indeed, the scaling factor l−1 used in (26) means, at fixed l, that
the space scale of the electric field (7) is infinitesimal w.r.t. the macroscopic bulk (which
is the whole space), whereas the lattice spacing gets infinitesimal w.r.t. the space scale of
the vector potential when l →∞.
Furthermore, Ohm’s law is a linear response to electric fields. Therefore, we also
rescale the strength of the electromagnetic potential Al by a real parameter η ∈ R and
will eventually take the limit η → 0 in a subsequent paper.
In the limit (η, l−1) → (0, 0) it turns out that the heat production Q(ω,ηAl) or, equiv-
alently, the internal energy increment S(ω,ηAl), respectively defined by Definition 3.1 and
(21), are of order O (η2ld). This can be understood in a physical sense by the fact that
the energy contained in the electromagnetic field, that is, its L2–norm, is also of order
O
(
η2ld
)
, by classical electrodynamics. Then, in order to get Joule and Ohm’s laws, we
need to give an explicit expression for the term of order O(η2ld) of Q(ω,ηAl), uniformly
w.r.t. some parameters. This is performed in Section 5.5 by using two important tools,
also used several times in subsequent papers:
• A Dyson–Phillips expansion in terms of multi–commutators of the strongly contin-
uous two–parameter family {τ (ω,λ,A)t,s }t≥s defined by (11). See Section 5.2.
• Tree–decay bounds on multi–commutators as explained in Section 4.
Recall that multi–commutators are defined by induction as follows:
[B1, B2]
(2) := [B1, B2] := B1B2 −B2B1 , B1, B2 ∈ U , (27)
and, for all integers k > 2,
[B1, B2, . . . , Bk+1]
(k+1) := [B1, [B2, . . . , Bk+1]
(k)] , B1, . . . , Bk+1 ∈ U . (28)
In fact, provided η ∈ R is sufficiently small, we get in Section 5.5 a representation
of S(ω,ηAl) as a power series in η such that all k–order terms in η are of order O(ld), as
l →∞, i.e., they behave as the volume of the support of the electromagnetic field.
Theorem 3.4 (Heat production at small fields)
Let A ∈ C∞0 . Then the heat production has the following properties:
(i) Multi–commutator series. There exists η0 ≡ η0,A ∈ R+ such that, for all |η| ∈ [0, η0],
l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 and t ≥ t0,
Q(ω,ηAl) (t) =
∑
k∈N
∑
x,z∈L,|z|≤1
ik〈ex, (∆d + λVω) ex+z〉
∫ t
t0
ds1 · · ·
∫ sk−1
t0
dsk
̺(β,ω,λ)
(
[W ηAlsk−t0,sk , . . . ,W
ηAl
s1−t0,s1, τ
(ω,λ)
t−t0 (a
∗
xax+z)]
(k+1)
)
(29)
with W ηAlt,s := τ
(ω,λ)
t (W
ηAl
s ) ∈ U for any t, s ∈ R. The above sum is absolutely conver-
gent.
(ii) Uniform analyticity at η = 0. The function η 7→ Q(ω,ηAl) is real analytic on R and
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there exist η1 ≡ η1,A ∈ R+ and D ≡ DA ∈ R+ such that, for all l, β ∈ R+, ω ∈ Ω,
λ ∈ R+0 , t ≥ t0 and m ∈ N,∣∣∂mη Q(ω,ηAl) (t) |η=0∣∣ ≤ Dld (η−m1 m!) . (30)
In particular, the Taylor series in η of l−dQ(ω,ηAl) is absolutely convergent in a neighbor-
hood of η = 0, uniformly in the parameters l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 and t ≥ t0.
Proof: To prove (i), combine Theorem 3.2 with Equation (95). See also Lemma 5.10.
The second assertion (ii) is a direct consequence of Corollary 5.9 and Lemma 5.11 to-
gether with Theorem 3.2. Note that Lemma 5.11 shows slightly stronger bounds than
(30).
Note that Q(ω,0) (t) = 0 and thus, (24) directly gives the estimate
Q(ω,ηAl) (t)−Q(ω,0) (t) = O(|η| ld)
for the rest of order one of the Taylor expansion of Q(ω,ηAl). This is a special case of
Theorem 3.4 (ii) which implies, for all M ∈ N and η ∈ [0, η1], that
Q(ω,ηAl) (t)−
M∑
m=1
ηm
m!
(
∂mη Q
(ω,ηAl) (t) |η=0
)
= O(|η|M+1 ld) . (31)
By explicit computations, the Taylor coefficients of order zero and one of the function
η 7→ Q(ω,ηAl) (t) always vanish. Hence, using Theorem 3.4 (ii), one shows that
l−dQ(ω,ηAl)(t) = O(η2) +O(|η|3) . (32)
The term O (η2) can be made explicit whereas the correction term of order O(η3) is
uniformly bounded in l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 and t ≥ t0. The detailed analysis of the
leading term O(η2) is postponed to a subsequent paper.
As a consequence, for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ∈ R, one can
analyze the density q ≡ q(β,ω,λ,A) of heat production by the limits
q (t) := lim
(η,l−1)→(0,0)
{(
η2ld
)−1
Q(ω,ηAl) (t)
}
= lim
(η,l−1)→(0,0)
{(
η2ld
)−1
S(ω,ηAl) (t)
}
:= s (t) ,
see Theorem 3.2. This study will lead to Joule’s law, which describes the rate at which
resistance in the fermion system converts electric energy into heat energy. The details
of such a study, like for instance the existence of the above limits, are the subject of a
companion paper.
By (31), the density of heat production should be a real analytic function at η = 0.
Hence, Theorem 3.4 makes also possible the study of non–quadratic (resp. non–linear)
corrections to Joule’s law (resp. Ohm’s law).
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4 Tree–Decay Bounds
Remark that
W ηAlt,s := τ
(ω,λ)
t (W
ηAl
s ) = O
(
|η| ld
)
for any t, s ∈ R and A ∈ C∞0 , see also (26). Thus, using Equation (29), naive bounds on
its r.h.s. predict that, for some constant D > 1,
Q(ω,ηAl) (t) = O(D|η|l
d
) .
To obtain the much more accurate estimate
Q(ω,ηAl) (t) = O
(
η2ld
) (33)
and to prove Theorem 3.4, we need good bounds on the multi–commutators in the series
(29). This is achieved by using the so–called tree–decay bounds on the expectation of
such multi–commutators. Indeed, tree–decay bounds we derive here are a useful tool
to control multi–commutators of products of annihilation and creation operators. This
technique will also be used many times in subsequent papers in order to derive Joule and
Ohm’s laws.
Observe that (33) implies thermodynamic behavior of the heat production w.r.t. l ∈
R+, i.e., Q(ω,ηAl) is proportional to the volume ld. This kind of issue is well–known in
statistical physics of interacting systems where cluster or graph expansions are used to
obtain such a behavior for quantities like the free–energy or the ground–state energy at
large volumes. In the langage of construtive physics, the main result of the present section,
that is, Corollary 4.3, yields the convergence of a tree–expansion for the heat production.
The proof of Corollary 4.3 uses Theorem 4.1 as an important ingredient. The latter
is a tree–expansion for multi–commutators of monomials in annihilation and creation
operators. Such kind of combinatorial result was already used before, for instance in
[FMU]. In fact, Theorem 4.1 is very similar to arguments used in [FMU, Section 4].
Before going into details, let us first illustrate what will be proven in Theorem 4.1. The
aim is to simplify N–fold multi–commutators of monomials in annihilation and creation
operators, as for example
[a∗(ψ1)a(ψ2)a
∗(ψ3)a
∗(ψ4), a
∗(ψ5)a(ψ6), . . .]
(N) (34)
with ψ1, ψ2, . . . ∈ ℓ2(L). See (27)–(28) for the precise definition of multi–commutators.
At a first glance one expects sums over monomials containing all occurring annihila-
tion and creation operators. Because of the structure of the multi–commutator, there are
certain terms that can be summed up, getting then monomials containing all occurring an-
nihilation and creation operators except two, times the anti–commutator of those two, see
(40). This is useful because the anti–commutator is a multiple of the identity, c.f. (1). This
procedure can be iterated N − 1 times in order to reduce the number of annihilation and
creation operators in the remaining monomials. As one might expect, only pairs of cre-
ation and annihilation operators that come from different entries of the multi–commutator
can be removed. This is why we consider in the following a family of trees, similar to
[FMU]. The N − 1 edges (bonds) of those trees (containing N vertices) represent the
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contractions of annihilation and creation operators into anti–commutators. The vertices
of such trees stand for the N entries of the N–fold multi–commutator.
Now, we need to introduce some notation to express the monomials in annihilation
and creation operators in a convenient way, before formulating Theorem 4.1. Each of
the entries of the N–fold multi–commutator is a product of annihilation and creation
operators, which we characterize by certain finite index sets Λ¯1,Λ1, . . . , Λ¯N ,ΛN ⊂ N,
where the set Λ¯i refers to creation operators in entry i and Λi to annihilation operators in
the same entry. For example, we choose for (34) the sets
Λ¯1 = {1, 3, 4}, Λ1 = {2}, Λ¯2 = {5}, Λ2 = {6}, . . . (35)
The kind of products we are interested in allows us to restrict our considerations to index
sets Λ¯1,Λ1, . . . , Λ¯N ,ΛN ⊂ N that are non–empty, mutually disjoint and such that∣∣Λ¯j∣∣ + |Λj | := 2nj ∈ 2N ,
for all j ∈ {1, . . . , N}. Hence, each entry in the multi–commutator contains an even
number of annihilation and creation operators. To shorten the notation we set
Ωj := ({+} × Λ¯j) ∪ ({−} × Λj) ,
for all j ∈ {1, . . . , N}. To determine the position of annihilation and creation operators
in the monomial of the jth entry we choose a numbering of Ωj , that is, a bijective map
πj : {1, . . . , 2nj} → Ωj . (36)
In the example (34)–(35),
Ω1 = {(+, 1), (+, 3), (+, 4), (−, 2)}
and its numbering is defined by
π1 (1) = (+, 1), π1 (2) = (−, 2), π1 (3) = (+, 3), π1 (4) = (+, 4) .
Furthermore, for all x ∈
⋃N
j=1 Λ¯j∪Λj , let ψx ∈ ℓ2(L) be the corresponding wave function
and denote (only in this section) the annihilation and creation operators respectively by
a(−, x) := a(ψx) and a(+, x) := a∗(ψx) .
Using this notation, we then define the monomials
pj :=
2nj∏
k=1
a(πj(k)) (37)
in a(±, x) for all j ∈ {1, . . . , N}. Recall that pj is the jth entry in the N–fold multi–
commutator.
To formulate Theorem 4.1, we need two more things. Recall that a tree is a connected
graph that has no loops. Here, we have a finite number of labeled vertices, denoted
by 1, . . . , N , and (non–oriented) bonds between these vertices. For example, the bond
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connecting vertices i and j is denoted by {i, j} = {j, i}. A tree is characterized by the
set of its N − 1 bonds. The family of trees we use is defined as follows: Let T2 be the set
of all trees with exactly two vertices. This set contains a unique tree T = {{1, 2}} which,
in turn, contains the unique bond {1, 2}, i.e., T2 := {{{1, 2}}}. Then, for each integer
N ≥ 3, we recursively define the set TN of trees with N vertices by
TN :=
{
{{k,N}} ∪ T : k = 1, . . . , N − 1, T ∈ TN−1
}
. (38)
In other words, TN is the set of all trees with vertex set VN := {1, . . . N} for which
N ∈ VN is a leaf, and if the leaf N is removed, the vertex N − 1 is a leaf in the remaining
tree and so on.
Now, for every tree T ∈ TN , we define maps x,y : T →
⋃N
j=1Ωj that choose, for
each bond {i, j} ∈ T , a point in the set Ωi and one point in the set Ωj , respectively.
More precisely, we assume for i < j that x({i, j}) ∈ Ωi and y({i, j}) ∈ Ωj . The
induced orientation of the bond is completely arbitrary, because of the symmetry of anti–
commutators. The set of all those maps is given by
KT :=
{
(x,y) | x,y : T → ∪Nj=1Ωj
with x(b) ∈ Ωi, y(b) ∈ Ωj for b = {i, j} ∈ T, i < j} .
We are finally ready to express a N–fold multi–commutators of products of annihila-
tion and creation operators as a sum over trees T ∈ TN of monomials in annihilation and
creation operators:
Theorem 4.1 (Multi–commutators as sum over trees)
Let N ≥ 2. Then, for all T ∈ TN and (x,y) ∈ KT , there are constants
mT (x,y) ∈ {−1, 0, 1}
and injective maps
πT (x,y) :
{
1, 2, . . . , 2N
}
→
N⋃
j=1
Ωj\ (x(T ) ∪ y(T ))
where N :=
∑N
j=1 nj − (N − 1) ≥ 1, such that
[pN , . . . , p1]
(N) =
∑
T∈TN
∑
(x,y)∈KT
mT (x,y) pT (x,y)
∏
b∈T
{a (x(b)) , a (y(b))} ,
(39)
with {B1, B2} := B1B2 +B2B1 being the anti–commutator of B1, B2 ∈ U and
pT (x,y) :=
2N∏
k=1
a(πT (x,y)(k)) .
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Proof: We first observe that, for any integersn1, n2 ∈ N and all elementsB1, . . . , B2n2 ∈
U and B˜1, . . . , B˜2n1 ∈ U ,[
B1 . . . B2n2 , B˜1 . . . B˜2n1
]
(40)
=
∑
1≤k2≤2n2
1≤k1≤2n1
(−1)k1+1B1 . . . Bk2−1B˜1 . . . B˜k1−1
×{Bk2 , B˜k1}B˜k1+1 . . . B˜2n1Bk2+1 . . . B2n2 ,
see [FMU, Eq. (4.18)]. Note also that, for k2 = 1, one obtains
(−1)k1+1B1 . . . B1−1B˜1 . . . B˜k1−1{B1, B˜k1}B˜k1+1 . . . B˜2n1B2 . . . B2n2 .
This has to be understood of course as
(−1)k1+1B˜1 . . . B˜k1−1{B1, B˜k1}B˜k1+1 . . . B˜2n1B2 . . . B2n2 .
Similar remarks can be done for the cases k1 = 1,2n1 and k2 =2n2. We now prove the
assertion by induction.
For N = 2, the set T2 := {{{1, 2}}} consists of only one tree T = {{1, 2}}. Using
(37) and (40) we get
[p2, p1] =
∑
1≤k2≤2n2
1≤k1≤2n1
(−1)k1+1a(π2(1)) . . . a(π2(k2 − 1))a(π1(1)) . . . a(π1(k1 − 1))
× {a(π2(k2)), a(π1(k1))}a(π1(k1 + 1)) . . . a(π1(2n1))
× a(π2(k2 + 1)) . . . a(π2(2n2)) . (41)
Note that {a(π2(k2)), a(π1(k1))} is always a multiple of the identity in U , see (1) and
(2). Therefore, the assertion for N = 2 directly follows from the previous equality by
observing that the sum over k1 and k2 in (41) corresponds to the sum over (x,y) ∈
K{{1,2}} in (39) by choosing
p{{1,2}}(x,y) := a(π2(1)) . . . a(π2(k2 − 1))a(π1(1)) . . . a(π1(k1 − 1)) (42)
× a(π1(k1 + 1)) . . . a(π1(2n1))a(π2(k2 + 1)) . . . a(π2(2n2))
for
x({1, 2}) = π1(k1) ∈ Ω1 , k1 ∈{1, . . . , 2n1} ,
y({1, 2}) = π2(k2) ∈ Ω2 , k2 ∈{1, . . . , 2n2} .
Indeed, for (x,y) ∈ K{{1,2}} as above, the constant m{{1,2}}(x,y) equals (−1)k1+1 ∈
{−1, 1} ⊂ {−1, 0, 1}, whereas the associated map
π{{1,2}} (x,y) :
{
1, 2, . . . , 2N
}
→ Ω1 ∪ Ω2\ (x({{1, 2}}) ∪ y({{1, 2}}))
with
N := (n1 + n2)− 1 ≥ 1
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depends on the order of the factors in the r.h.s. of (42):
π{{1,2}} (x,y) (k) :=

π2(k) , k ∈{1, 2, . . . , k2 − 1} .
π1(k − k2 + 1) , k ∈{k2, . . . , k2 + k1 − 2} .
π1(k − k2 + 2) , k ∈{k2 + k1 − 1, . . . , 2n1 − 2 + k2} .
π2(k − 2n1 + 2) , k ∈
{
2n1 − 2 + k2 + 1, . . . , 2N
}
.
We assume now that the assertion holds for some fixed integer N ≥ 2. Recall that
N–fold multi–commutators are defined by (27)–(28). In particular,
[pN+1, . . . , p1]
(N+1) = [pN+1, [pN , . . . , p1]
(N)]
where, by assumption,
[pN , . . . , p1]
(N) =
∑
T∈TN
∑
(x,y)∈KT
mT (x,y) pT (x,y)
∏
b∈T
{a (x(b)) , a (y(b))} ,
as stated in the theorem. Therefore,
[pN+1, . . . , p1]
(N+1) =
∑
T∈TN
∑
(x,y)∈KT
mT (x,y) [pN+1, pT (x,y)]
×
∏
b∈T
{a (x(b)) , a (y(b))} , (43)
whereas, using again (40),
[pN+1, pT (x,y)] =
∑
1≤k2≤2nN+1
1≤k1≤2N
(−1)k1+1a(πN+1(1)) · · ·a(πN+1(k2 − 1))
× a(πT (1)) · · ·a(πT (k1 − 1))
× a(πT (k1 + 1)) · · · a(πT (2N))
× a(πN+1(k2 + 1)) · · ·a(πN+1(2nN+1))
× {a(πN+1(k2)), a(πT (k1))} . (44)
Note that, for simplicity, we sometimes use (as above) the notation πT ≡ πT (x,y). To
get now the assertion for (N + 1)–fold multi–commutators, for any (x,y) ∈ KT , we
define:
X := πT (k1) ∈
N⋃
j=1
Ωj\ (x(T ) ∪ y(T )) , k1 ∈
{
1, . . . , 2N
}
,
Y := πN+1(k2) ∈ ΩN+1 , k2 ∈{1, . . . , 2nN+1} ,
as well as
m˜T (X, Y ) := (−1)
k1+1
and
p˜T (x,y, X, Y ) := a(πN+1(1)) · · · a(πN+1(k2 − 1))
× a(πT (1)) · · ·a(πT (k1 − 1))a(πT (k1 + 1)) · · ·a(πT (2N))
× a(πN+1(k2 + 1)) · · ·a(πN+1(2nN+1)) .
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Then, by (43)–(44), one has
[pN+1, . . . , p1]
(N+1) =
∑
T∈TN
∑
(x,y)∈KT
∑
X∈(Ω1∪···∪ΩN )\(x(T )∪y(T ))
∑
Y ∈ΩN+1
mT (x,y) m˜T (X, Y ) p˜T (x,y, X, Y ){a(X), a(Y )}
∏
b∈T
{a (x(b)) , a (y(b))} .
This last equation can clearly be rewritten as
[pN+1, . . . , p1]
(N+1) (45)
=
∑
T∈TN
∑
(x,y)∈KT
∑
k∈{1,...,N}
∑
X{k,N+1}∈Ωk
∑
Y{k,N+1}∈ΩN+1
1
[
X{k,N+1} /∈ (x(T ) ∪ y(T ))
]
mT (x,y) m˜T
(
X{k,N+1}, Y{k,N+1}
)
× p˜T (x,y, X{k,N+1}, Y{k,N+1})
× {a(X{k,N+1}), a(Y{k,N+1})}
∏
b∈T
{a (x(b)) , a (y(b))} .
Since Ωj , j ∈ {1, . . . , N}, are, by definition, mutually disjoint sets, the latter yields the
assertion for the (N + 1)–fold multi–commutator. Indeed, one only needs to define, for
any tree T ∈ TN+1 with N + 1 vertices and fixed (x,y) ∈ KT , an appropriate constant
mT (x,y) ∈ {−1, 0, 1} and map πT (x,y). This can directly be deduced from (38) and
(45) and we omit the details.
Because of (45) note that, for any N ≥ 2, all T ∈ TN and (x,y) ∈ KT , the constants
mT (x,y) of Theorem 4.1 satisfy mT (x,y) = 0 whenever
|x(T )|+ |y(T )| < 2(N − 1) .
Similar to {πj}j∈{1,...,N} (see (36)), the maps πT (x,y) are (injective) numberings:{
x : πT (x,y)(k) = (+, x), for k ∈ {1, . . . , 2N}
}
=
⋃N
j=1 Λ¯j\Λ¯x,y ,{
x : πT (x,y)(k) = (−, x), for k ∈ {1, . . . , 2N}
}
=
⋃N
j=1 Λj\Λx,y ,
where, for any T ∈ TN and (x,y) ∈ KT ,
Λx,y :=
{
z ∈ L : (−, z) ∈ {x(b),y(b)} for some b ∈ T
}
,
Λ¯x,y :=
{
z ∈ L : (+, z) ∈ {x(b),y(b)} for some b ∈ T
}
.
We conclude this section by the notion of tree–decay bounds: Let ρ ∈ U∗ be any state
and τ ≡ {τ t}t∈R be any one–parameter group of automorphisms on theC∗–algebra U . We
say that (ρ, τ ) satisfies tree–decay bounds with parameters ǫ ∈ R+ and t0, t ∈ R, t0 < t,
if there is a finite constant D ∈ R+ such that, for any integer N ≥ 2, s1, . . . , sN ∈ [t0, t],
x1, . . . , xN ∈ L and all z1, . . . , zN ∈ L satisfying |zi| = 1 for i ∈ {1, . . . , N},∣∣∣ρ([τ s1(a∗x1ax1+z1), . . . , τ sN (a∗xNaxN+zN )](N))∣∣∣ ≤ DN−1v(ǫ)N (x1, . . . , xN) , (46)
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where
v
(ǫ)
N (x1, . . . , xN) =
∑
T∈TN
∏
{k,l}∈T
1
1 + |xk − xl|d+ǫ
, x1, . . . , xN ∈ L .
(Recall that L := Zd with d ∈ N.)
Such a property is used in Section 5.5 and will be exploited many times in the subse-
quent papers for τ = τ (ω,λ) and ρ = ̺(β,ω,λ) with β ∈ R+, ω ∈ Ω and λ ∈ R+0 . In fact,
using Theorem 4.1 we show below that the one–parameter Bogoliubov group τ (ω,λ) of
automorphisms defined by (6) and any state ρ satisfy tree–decay bounds. Indeed, observe
first the following elementary lemma:
Lemma 4.2 (Correlation decays)
For any T, ǫ ∈ R+, there is a finite constant D ∈ R+ such that∣∣〈ex, eit(∆d+λVω)ey〉∣∣ ≤ D
1 + |x− y|d+ǫ
for all ω ∈ Ω, λ ∈ R+0 , t ∈ [−T, T ] and x, y ∈ L. Recall that {ex}x∈L is the canonical
orthonormal basis of ℓ2(L) defined by ex(y) ≡ δx,y for all x, y ∈ L.
Proof: Let ω ∈ Ω, λ ∈ R+0 , t ∈ R and x, y ∈ L. Using the Trotter–Kato formula and
the canonical orthonormal basis {ex}x∈L of ℓ2(L) we first observe that〈
ex, e
it(∆d+λVω)ey
〉
= lim
m→∞
〈
ex,
[
e
it
m
∆de
it
m
λVω
]m
ey
〉
(47)
= lim
m→∞
lim
L→∞
∑
x1,...,xm−1∈ΛL
〈
ex, e
it
m
∆dex1
〉
· · ·〈
exm−1, e
it
m
∆dey
〉
× e
it
m
λVω(x1) × · · · × e
it
m
λVω(y) ,
where ΛL is the finite box (15) of side length 2[L] + 1 for L ∈ R+. Writing now the
exponential e itm∆d as a power series and using the definition (5) of the discrete Laplacian
∆d we arrive at the upper bound∣∣∣〈ex, e itm∆dey〉∣∣∣ ≤ e 4d|t|m 〈ex, e− |t|m∆dey〉 , x, y ∈ L , t ∈ R, m ∈ N . (48)
Therefore, we infer from (47)–(48) that∣∣〈ex, eit(∆d+λVω)ey〉∣∣ ≤ e4d|t| 〈ex, e−|t|∆dey〉 . (49)
Note that ∆d is explicitly given in Fourier space by the dispersion relation
E(p) := 2 [d− (cos(p1) + · · ·+ cos(pd))] , p ∈ [−π, π]
d .
Thus, explicit computations show that, for all s ∈ R,〈
ex, e
s∆dey
〉
=
1
(2π)d
∫
[−π,π]d
esE(p)−ip·(x−y)ddp ,
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which, combined with (49), implies the assertion.
By (1) and (6),∥∥{τ (ω,λ)s1 (a∗x), τ (ω,λ)s2 (ay)}∥∥ = ∣∣〈ex, ei(s2−s1)(∆d+λVω)ey〉∣∣ (50)
for every s1, s2 ∈ R, x, y ∈ L, ω ∈ Ω and λ ∈ R+0 . Hence, for any ǫ ∈ R+ and
t0, t ∈ R, t0 < t, we infer from Lemma 4.2 the existence of a finite constant D ∈ R+
(only depending on ǫ, t0, t) such that∥∥{τ (ω,λ)s1 (a∗x) , τ (ω,λ)s2 (ay)}∥∥ ≤ D
1 + |x− y|d+ǫ
(51)
for all s1, s2 ∈ [t0, t], x, y ∈ L, ω ∈ Ω and λ ∈ R+0 . Using this and Theorem 4.1 we
obtain (46) with a uniform constant D <∞ not depending on ω ∈ Ω and λ ∈ R+0 :
Corollary 4.3 (Uniform tree–decay bounds)
Let ρ be any arbitrary state on U and τ = τ (ω,λ) be the one–parameter Bogoliubov group
of automorphisms defined by (6) for ω ∈ Ω and λ ∈ R+0 . Then, for every ǫ ∈ R+ and
t0, t ∈ R, t0 < t, there is D = Dǫ,t0,t ∈ R+ such that the tree–decay bound (46) holds for
all ω ∈ Ω and λ ∈ R+0 .
Proof: Choose in Theorem 4.1 sets Λ¯j,Λj containing exactly one element and note
that, in this case, |KT | = 22|T | = 22(N−1). Observe also that ‖pT (x,y)‖ ≤ 1 as the
corresponding vectors ψx have norm 1. The assertion then follows from (51) and Theorem
4.1.
5 Proofs of Main Results
5.1 Preliminary
For the reader’s convenience we start by reminding a few important definitions and some
standard mathematical results used in our proofs.
Recall that L := Zd with d ∈ N, and Pf(L) ⊂ 2L is the set of all finite subsets
of L. For any Λ ∈ Pf (L), UΛ is the CAR C∗–algebra generated by the identity 1 and
the annihilation operators {ax}x∈Λ. It is isomorphic to the finite dimensional C∗–algebra
B(
∧
HΛ) of all linear operators on the fermion Fock space
∧
HΛ, where HΛ := ⊕x∈ΛHx
is the Cartesian product of copies Hx, x ∈ Λ, of the one–dimensional Hilbert space
H ≡ C. (I.e., the one–particle Hilbert space HΛ is isomorphic to CΛ.) The CAR C∗–
algebra U is the (separable) C∗–algebra defined by the inductive limit of {UΛ}Λ∈Pf (L).
Note here that UΛ′ ⊂ UΛ wheneverΛ′ ⊂ Λ. For any one–particle wave function ψ ∈ ℓ2(L)
we define annihilation and creation operators a(ψ), a∗(ψ) ∈ U of a (spinless) fermion, see
(2).
For ω ∈ Ω and λ ∈ R+0 , the unperturbed dynamics of the fermion system studied here
is given by the one–parameter group τ (ω,λ) := {τ (ω,λ)t }t∈R of Bogoliubov automorphisms
on the algebra U uniquely defined by the condition (6), that is,
τ
(ω,λ)
t (a(ψ)) = a(e
it(∆d+λVω)ψ) , t ∈ R, ψ ∈ ℓ2(L) , (52)
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see [BR2, Theorem 5.2.5]. As τ (ω,λ)t is an automorphism of U , by definition, we have in
particular that
τ
(ω,λ)
t (B1B2) = τ
(ω,λ)
t (B1)τ
(ω,λ)
t (B2) , B1, B2 ∈ U , t ∈ R . (53)
Physically, (52) means that the fermionic particles do not experience any mutual force:
They interact with each other via the Pauli exclusion principle only, i.e., they form an
ideal lattice fermion system. From (3) and the norm–continuity of the unitary group
{eit(∆d+λVω)}t∈R it follows that the (Bogoliubov) group τ (ω,λ) of automorphisms is strongly
continuous. (U , τ (ω,λ)) is thus a C∗–dynamical system.
For each ω ∈ Ω and λ ∈ R+0 , the generator of the strongly continuous group τ (ω,λ) is
denoted by δ(ω,λ). It is a symmetric unbounded derivation. This means that the domain
Dom(δ(ω,λ)) of δ(ω,λ) is a dense ∗–subalgebra of U and, for all B1, B2 ∈ Dom(δ(ω,λ)),
δ(ω,λ)(B1)
∗ = δ(ω,λ)(B∗1), δ
(ω,λ)(B1B2) = δ
(ω,λ)(B1)B2 +B1δ
(ω,λ)(B2) .
Recall that states on the C∗–algebra U are linear functionals ρ ∈ U∗ which are nor-
malized and positive, i.e., ρ(1) = 1 and ρ(A∗A) ≥ 0 for all A ∈ U . Thermal equilibrium
states of the fermion system under consideration can be defined, at inverse temperature
β ∈ R+ and for any ω ∈ Ω and λ ∈ R+0 , through the bounded positive operator
d
(β,ω,λ)
fermi :=
1
1 + eβ(∆d+λVω)
∈ B(ℓ2(L)) .
Indeed, the so–called symbol d(β,ω,λ)fermi uniquely defines a (faithful) quasi–free state ̺(β,ω,λ)
on the CAR algebra U by the conditions ̺(β,ω,λ)(1) = 1 and
̺(β,ω,λ) (a∗(f1) . . . a
∗(fm)a(gn) . . . a(g1)) = δm,n det
(
[〈gk,d
(β,ω,λ)
fermi fj〉]j,k
)
for all {fj}mj=1 , {gj}
n
j=1 ⊂ ℓ
2(L) and m,n ∈ N. 〈·, ·〉 is here the scalar product in ℓ2(L).
The state ̺(β,ω,λ) ∈ U∗ is the unique (τ (ω,λ), β)–KMS state of the C∗–dynamical
system (U , τ (ω,λ)). This means that, for every B1, B2 ∈ U , the map
t 7→ FB1,B2 (t) := ̺
(β,ω,λ)(B1τ
(ω,λ)
t (B2))
from R to C extends uniquely to a continuous map on R+ i[0, β] ⊂ C which is holomor-
phic on R+ i(0, β), such that
FB1,B2 (t+ iβ) = ̺
(β,ω,λ)(τ
(ω,λ)
t (B2)B1)
for all t ∈ R. The latter is named KMS condition or modular condition (when β = 1) in
the context of von Neumann algebras.
The KMS condition is usually taken as the mathematical characterization of thermal
equilibriums of C∗–dynamical systems. This definition of thermal equilibrium states for
infinite systems is rather abstract. However, it can be physically motivated from a maxi-
mum entropy principle by observing that ̺(β,ω,λ) is the unique weak∗–limit of Gibbs states
̺(β,ω,λ,L) (112)–(113), as L → ∞. See Theorem A.3. Moreover, KMS states are station-
ary and thus, ̺(β,ω,λ) is invariant under the dynamics defined by the (Bogoliubov) group
τ (ω,λ) of automorphisms:
̺(β,ω,λ) ◦ τ
(ω,λ)
t = ̺
(β,ω,λ) , β ∈ R+, ω ∈ Ω, λ ∈ R+0 , t ∈ R . (54)
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5.2 Series Representation of Dynamics
The assertions of this subsection are similar to [BR2, Proposition 5.4.26.]. Note however
that the generator δ(ω,λ) of the (unperturbed) one–parameter group τ (ω,λ) is an unbounded
symmetric derivation, in contrast to [BR2, Proposition 5.4.26.]. Here, ω ∈ Ω, λ ∈ R+0
and A ∈ C∞0 are arbitrarily fixed. See Sections 2.2–2.3.
We start our proofs by giving an explicit expression of the automorphism τ (ω,λ,A)t,s of
U in terms of a series involving multi–commutators. Meanwhile, we give an alternative
characterization of the two–parameter family {τ (ω,λ,A)t,s }t≥s as a solution of an abstract
Cauchy initial value problem. This last observation is very useful in order to generalize
the present results to interacting fermion systems.
First, recall that there is a unique (norm–continuous) two–parameter group {U(ω,λ,A)t,s }t≥s
which is norm continuous and solution of the non–autonomous Cauchy initial value prob-
lem (9), that is,
∀s, t ∈ R, t ≥ s : ∂tU
(ω,λ,A)
t,s = −i(∆
(A(t,·))
d + λVω)U
(ω,λ,A)
t,s , U
(ω,λ,A)
s,s := 1 .
(The restriction t ≥ s is not essential here and U(ω,λ,A)t,s could also be defined for all
s, t ∈ R.) Indeed, ∆d ∈ B(ℓ2(L)) and the map
t 7→ wAt := (∆
(A(t,·))
d −∆d) ∈ B(ℓ
2(L)) (55)
from R to the set B(ℓ2(L)) of bounded operators acting on ℓ2(L) is continuously differ-
entiable for every A ∈ C∞0 . Hence, {U
(ω)
t,s }t≥s can explicitly be written as the Dyson–
Phillips series
U
(ω,λ,A)
t,s −U
(ω,λ)
t−s (56)
=
∑
k∈N
(−i)k
∫ t
s
ds1 · · ·
∫ sk−1
s
dskU
(ω,λ)
t−s1w
A
s1
U
(ω,λ)
s1−s2 · · ·U
(ω,λ)
sk−1−sk
wAskU
(ω,λ)
sk−s
for any t ≥ s, ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 . Since all operators are bounded, it is easy to
check that {U(ω)t,s }t≥s is a family of unitary operators.
We are now in position to represent the Bogoliubov automorphisms τ (ω,λ,A)t,s defined by
(11) as a Dyson–Phillips series involving the unperturbed dynamics defined by the one–
parameter group τ (ω,λ) := {τ (ω,λ)t }t∈R, see (4) and (6). To this end, for every A ∈ C∞0 ,
we denote the second quantization of wAt by
WAt =
∑
x,y∈L
[
exp
(
−i
∫ 1
0
[A(t, αy + (1− α)x)] (y − x)dα
)
− 1
]
×〈ex,∆dey〉a
∗
xay , (57)
see (8), (19) and (55). Note that there is a finite subset Λ ∈ Pf(L) such that WAt ∈ UΛ
for all t ∈ R because A ∈ C∞0 . We also define the continuously differentiable map
t 7→ LAt := i[W
A
t , · ] ∈ B (U) (58)
from R to the set B (U) of bounded operators acting on U .
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Theorem 5.1 (Dynamics as a Dyson–Phillips series)
For any ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t, s ∈ R, t ≥ s,
τ
(ω,λ,A)
t,s = τ
(ω,λ)
t−s +
∑
k∈N
∫ t
s
ds1 · · ·
∫ sk−1
s
dskτ
(ω,λ)
sk−s
LAskτ
(ω,λ)
sk−1−sk
· · · τ
(ω,λ)
s1−s2L
A
s1τ
(ω,λ)
t−s1 .
Proof: Let ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and define
τˇ
(ω,λ,A)
t,s := τ
(ω,λ)
t−s +
∑
k∈N
∫ t
s
ds1 · · ·
∫ sk−1
s
dskτ
(ω,λ)
sk−sL
A
sk
τ
(ω,λ)
sk−1−sk · · · τ
(ω,λ)
s1−s2L
A
s1τ
(ω,λ)
t−s1 (59)
for any t ≥ s. This series is absolutely convergent. Indeed, τ (ω,λ) := {τ (ω,λ)t }t∈R is a
norm–continuous one–parameter group of contractions, i.e.,
‖τ
(ω,λ)
t ‖op ≤ 1 , t ∈ R ,
whereas, for any A ∈ C∞0 , the map (58) is continuously differentiable and there is a
constant D ∈ R+ such that
sup
t∈R
‖LAt ‖op < D , (60)
because WAt = 0 for any t /∈ [t0, t1], i.e., there is no electromagnetic field for times
t /∈ [t0, t1]. Here, the notation ‖ · ‖op stands for the operator norm. By (59)–(60), it
follows that
‖τˇ
(ω,λ,A)
t,s ‖op ≤ e
D(t−s) , t, s ∈ R, t ≥ s .
Now, straightforward computations using (55) and (58) show that the following “pull
through” formula holds:
LAt (a(ψ)) = a(iw
A
t ψ) , t ∈ R, ψ ∈ ℓ
2(L) . (61)
We therefore infer from (6), (56) and (59) that
τˇ
(ω,λ,A)
t,s (a (ψ)) = a((U
(ω,λ,A)
t,s )
∗(ψ)) , t ≥ s, ψ ∈ ℓ2(L) , (62)
for all ω ∈ Ω, λ ∈ R+0 andA ∈ C∞0 . Direct computations show, for all t ≥ s, that τˇ
(ω,λ,A)
t,s
is an automorphism of U : Use the fact that, for all t ∈ R, τ (ω,λ)t is an automorphisms of U
and LAt is a bounded symmetric derivation on U , i.e., LAt (B∗1) = LAt (B1)∗ and
LAt (B1B2) = L
A
t (B1)B2 +B1L
A
t (B2) ∈ U , B1, B2 ∈ U .
By [BR2, Theorem 5.2.5], the condition (62) uniquely defines automorphisms of U . As
a consequence, one gets τˇ (ω,λ,A)t,s = τ
(ω,λ,A)
t,s , see (11).
A straightforward consequence of Theorem 5.1 is that, for any ω ∈ Ω and λ ∈ R+0 ,
the family {τ (ω,λ,A)t,s }t≥s satisfies (12) with
δ
(ω,λ,A)
t := δ
(ω,λ) + i[WAt , · ] , t ∈ R . (63)
Here, the symmetric derivation δ(ω,λ) is the (unbounded) generator of the one–parameter
group τ (ω,λ). Indeed, one obtains:
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Corollary 5.2 (Abstract Cauchy initial value problem for τ (ω,λ,A)t,s )
For any ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , {τ
(ω,λ,A)
t,s }t≥s satisfies (12), that is,
∀t, s ∈ R, t ≥ s : ∂tτ
(ω,λ,A)
t,s = τ
(ω,λ,A)
t,s ◦ δ
(ω,λ,A)
t , τ
(ω,λ,A)
s,s := 1 ,
on the dense subspace Dom(δ(ω,λ)) ⊂ U .
Proof: By Theorem 5.1, the family {τ (ω,λ,A)t,s }t≥s obeys the integral equation
τ
(ω,λ,A)
t,s (B) = τ
(ω,λ)
t−s (B) +
∫ t
s
τ (ω,λ)s1,s L
A
s1
τ
(ω,λ)
t−s1 (B) ds1 , B ∈ U ,
which directly yields the assertion because A ∈ C∞0 .
Recall the notation
WAt,s ≡W
(ω,λ,A)
t,s := τ
(ω,λ)
t (W
A
s ) ∈ U , ω ∈ Ω, λ ∈ R
+
0 , A ∈ C
∞
0 , t, s ∈ R , (64)
and the inductive definition (27)–(28) of multi–commutators:
[B1, B2]
(2) := [B1, B2] := B1B2 −B2B1 , B1, B2 ∈ U , (65)
and, for all integers k > 2,
[B1, B2, . . . , Bk+1]
(k+1) := [B1, [B2, . . . , Bk+1]
(k)] , B1, . . . , Bk+1 ∈ U . (66)
Then, using (53) we rewrite the Dyson–Phillips series of Theorem 5.1 as
τ
(ω,λ,A)
t,s (B)− τ
(ω,λ)
t−s (B) (67)
=
∑
k∈N
ik
∫ t
s
ds1 · · ·
∫ sk−1
s
dsk[W
A
sk−s,sk
, . . . ,WAs1−s,s1, τ
(ω,λ)
t−s (B)]
(k+1)
for any B ∈ U , ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ s.
5.3 Interaction Picture of Dynamics
In contrast to the two–parameter family {τ (ω,λ,A)t,s }t≥s,
{τ
(ω,λ)
t0 ◦ τ
(ω,λ,A)
t,t0 ◦ τ
(ω,λ)
−t }t≥t0
is a family of inner automorphisms of the CAR algebra U , i.e., it can be implemented by
conjugation with unitary elements Vt,t0 of U , similar to Remark 2.1:
τ
(ω,λ)
t0 ◦ τ
(ω,λ,A)
t,t0 ◦ τ
(ω,λ)
−t (B) = Vt,t0BV
∗
t,t0
, B ∈ U .
On the other hand, by using two times the stationarity of the KMS state ̺(β,ω,λ) w.r.t. the
unperturbed dynamics (cf. (54)) as well as (53), we observe that the time evolution (13)
of the state of the fermion system equals
ρ
(β,ω,λ,A)
t (B) = ̺
(β,ω,λ) ◦ τ
(ω,λ)
t0 ◦ τ
(ω,λ,A)
t,t0 (B) (68)
= ̺(β,ω,λ)
(
Vt,t0τ
(ω,λ,A)
t (B)V
∗
t,t0
)
= ̺(β,ω,λ) (U∗tBUt)
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for any t ≥ t0, where
Ut := τ
(ω,λ)
−t
(
V∗t,t0
)
, t ≥ t0 . (69)
This family of unitary elements of U turns out to be within the domain Dom(δ(ω,λ)) of
the (unbounded) generator δ(ω,λ) of the one–parameter group τ (ω,λ) of automorphisms.
These properties are quite useful to show in Section 5.4 both the existence of the energy
increment (21) as well as Theorem 3.2.
The above heuristics is proven in the following theorem:
Theorem 5.3 (Interaction picture of dynamics)
For any ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , there is a family
{Ut ≡ U
(ω,λ,A)
t }t≥t0 ⊂ Dom(δ
(ω,λ))
of unitary elements of U such that, for all β ∈ R+, t ≥ t0 and B ∈ U ,
ρ
(β,ω,λ,A)
t (B) = ̺
(β,ω,λ) (U∗tBUt) .
Proof: The arguments to prove this theorem are relatively standard for autonomous
perturbations of KMS states, see [BR2, Sections 5.4.1.]. We adapt them to the non–
autonomous case as suggested in [BR2, Sections 5.4.4., Proposition 5.4.26.]. However,
in contrast to [BR2, Sections 5.4.1., 5.4.4.], the situation we treat here requires more care
because the symmetric derivation δ(ω,λ) is unbounded.
For any ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , we define the family {Ut,s}t,s∈R ⊂ U by the
series
Vt,s ≡ V
(ω,λ,A)
t,s := 1+
∑
k∈N
ik
∫ t
s
ds1 · · ·
∫ sk−1
s
dskW
A
sk,sk
· · ·WAs1,s1 , (70)
where we recall that WAt,s ≡ W
(ω,λ,A)
t,s ∈ U is defined by (64) for any t, s ∈ R. The series
is well–defined in the Banach space
Y := (Dom(δ(ω,λ)), ‖·‖δ(ω,λ)) , (71)
where ‖·‖δ(ω,λ) stands for the graph norm of the closed operator δ
(ω,λ)
. In particular,
{Vt,s}t,s∈R ⊂ Dom(δ
(ω,λ)) . (72)
Indeed, the strongly continuous group τ (ω,λ) on U defines, by restriction, a strongly
continuous group on Y . For more details, see, e.g., [EN, Section II.5.a, 5.2 Proposition].
Observe also from the strong continuity and group property in Y of the restriction of τ (ω,λ)
to the space Dom(δ(ω,λ)) that∥∥∥τ (ω,λ)t |Dom(δ(ω,λ))∥∥∥
B(Y)
≤ D1e
D2 |t| (73)
for some finite constants D1, D2 ∈ R+ and all t ∈ R. Here, B(Y) is the Banach space
of bounded operators acting on Y . Moreover, for any A ∈ C∞0 , s 7→ WAs is a smooth,
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compactly supported map from R to Y . Since δ(ω,λ) is a symmetric derivation, it follows
that the series (70) absolutely converges in the Banach space Y and
Vt,s = 1+
∑
k∈N
ik
∫ t
s
dsk · · ·
∫ t
s2
ds1W
A
sk,sk
· · ·WAs1,s1 ,
where the r.h.s. of this equation also absolutely converges in Y . Therefore, for any t, s ∈
R, the operator Vt,s obeys the integral equation
Vt,s = 1+ i
∫ t
s
Vs1,sW
A
s1,s1
ds1 = 1 + i
∫ t
s
WAs1,s1Vt,s1ds1 (74)
in Y . The families {Ut,s}t,s∈R and {WAt,t}t∈R are both continuous in Y and δ(ω,λ) is a
symmetric derivation. As a consequence, (74) implies that, for any t, s ∈ R,
∂tVt,s = iVt,sW
A
t,t and ∂sVt,s = −iWAs,sVt,s (75)
both in the Banach space Y , and thus in U . Since WAt,t = (WAt,t)∗, by using the norm–
continuity of the map B 7→ B∗ on U , we compute from (75) that
1−V∗t,sVt,s =
∫ t
s
∂s1
{
V∗t,s1Vt,s1
}
ds1 = 0 .
1−Vt,sV
∗
t,s =
∫ s
t
∂s1
{
Vs1,sV
∗
s1,s
}
ds1 = 0 .
In other words, {Vt,s}t,s∈R is a family of unitary elements of Dom(δ(ω,λ)) ⊂ U , by (72).
Now, we define the family {W(ω,λ,A)s,t }s,t∈R of bounded operators acting on the Banach
space U by
W
(ω,λ,A)
s,t (B) := τ
(ω,λ)
−s
(
Vt,sτ
(ω,λ)
t (B)V
∗
t,s
)
, B ∈ U . (76)
Clearly, for any B ∈ U , the map
(s, t) 7→W
(ω,λ,A)
s,t (B) ∈ U
from R2 to U is continuous. Moreover, by construction, W(ω,λ,A)t,t = 1 and for all B ∈
Dom(δ(ω,λ)) and s, t ∈ R,
W
(ω,λ,A)
s,t (B) ∈ Dom(δ
(ω,λ)) = Dom(δ(ω,λ,A)s ) ,
because τ (ω,λ)t preserves the (dense) subspace Dom(δ(ω,λ)) ⊂ U . Therefore, we infer from
(53), (63) and (75) that
∀s, t ∈ R : ∂sW
(ω,λ,A)
s,t = −δ
(ω,λ,A)
s ◦W
(ω,λ,A)
s,t , W
(ω,λ,A)
t,t = 1 , (77)
whereas
∀s, t ∈ R : ∂tW
(ω,λ,A)
s,t = W
(ω,λ,A)
s,t ◦ δ
(ω,λ,A)
t , W
(ω,λ,A)
s,s = 1 , (78)
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both in the strong sense in Dom(δ(ω,λ)) ⊂ U . In particular, by Corollary 5.2, the families
{τ
(ω,λ,A)
t,s }t≥s and {W
(ω,λ,A)
s,t }s,t∈R satisfy the equality
τ
(ω,λ,A)
t,s (B)−W
(ω,λ,A)
s,t (B) =
∫ t
s
∂s1{τ
(ω,λ,A)
s1,s W
(ω,λ,A)
s1,t (B)}ds1 = 0 (79)
for any B ∈ Dom(δ(ω,λ)) and t ≥ s. Remark that we use the strong continuity of the
family {τ (ω,λ,A)t,s }t≥s w.r.t. t ∈ R to show from Corollary 5.2 and (77) that
∂s1{τ
(ω,λ,A)
s1,s
W
(ω,λ,A)
s1,t (B)} = 0 ,
for any B ∈ Dom(δ(ω,λ)) and t ≥ s. The domain Dom(δ(ω,λ)) is dense in U and both
operators τ (ω,λ,A)t,s and W
(ω,λ,A)
s,t are bounded. As a consequence, (79) yields
τ
(ω,λ,A)
t,s = W
(ω,λ,A)
s,t (80)
for any ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ s.
Use now Equation (69) to define the family {Ut}t≥t0 . Since, for any t ∈ R, τ (ω,λ)−t is an
automorphism of U which preserves the domain Dom(δ(ω,λ)), we deduce from (72) and
the unitarity of Vt,s that
{Ut}t≥t0 ⊂ Dom(δ
(ω,λ))
is a family of unitary elements of U . Note indeed that Dom(δ(ω,λ)) is a ∗–algebra, since
δ(ω,λ) is a symmetric derivation. Moreover, from (13), (69), (76) and (80) combined with
the stationarity of the KMS state ̺(β,ω,λ) w.r.t. the unperturbed dynamics (cf. (54)) we
arrive at the assertion, as explained in Equation (68).
The proof of Theorem 5.3 gives supplementary information on the dynamics. This
is not used in the present paper, but it can be employed to uniquely define dynamics for
systems of interacting fermions on the lattice, as discussed at the end of Section 2.4.
First, by (76), {W(ω,λ,A)s,t }s,t∈R is a family of bounded operators acting on the Banach
space U that of course extends {τ (ω,λ,A)t,s }t≥s to all s, t ∈ R, see (80). Moreover, it is the
unique fundamental solution of a non–autonomous evolution equation. By fundamental
solution, we mean here that the family {W(ω,λ,A)s,t }s,t∈R of bounded operators acting on U
is strongly continuous, conserves the domain
Dom(δ
(ω,λ,A)
t ) = Dom(δ
(ω,λ)) ,
satisfies
W
(ω,λ,A)
·,t (B) ∈ C
1(R; (Dom(δ(ω,λ)), ‖·‖)) ,
W(ω,λ,A)s,· (B) ∈ C
1(R; (Dom(δ(ω,λ)), ‖·‖)) ,
for all B ∈ Dom(δ(ω,λ)), and solves the abstract Cauchy initial value problem (77) on
Dom(δ(ω,λ)):
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Proposition 5.4 (Evolution equations for W(ω,λ,A)s,t )
For ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , {W
(ω,λ,A)
s,t }s,t∈R has the following properties:
(i) It satisfies the Chapman–Kolmogorov property
∀t, r, s ∈ R : W(ω,λ,A)s,t = W
(ω,λ,A)
s,r W
(ω,λ,A)
r,t .
(ii) It is the unique fundamental solution of the Cauchy initial value problem
∀s, t ∈ R : ∂sW
(ω,λ,A)
s,t = −δ
(ω,λ,A)
s ◦W
(ω,λ,A)
s,t , W
(ω,λ,A)
t,t = 1 .
(iii) It solves on Dom(δ(ω,λ)) the abstract Cauchy initial value problem
∀s, t ∈ R : ∂tW
(ω,λ,A)
s,t = W
(ω,λ,A)
s,t ◦ δ
(ω,λ,A)
t , W
(ω,λ,A)
s,s = 1 .
Proof: Use (76)–(78) and an argument similar to (79). We omit the details.
5.4 Internal Energy Increment and Heat Production
Recall that the internal energy increment is defined by (21), that is,
S(ω,A) (t) ≡ S(β,ω,λ,A) (t) := lim
L→∞
{
ρ
(β,ω,λ,A)
t (H
(ω,λ)
L )− ̺
(β,ω,λ)(H
(ω,λ)
L )
}
(81)
for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ∈ R. To show that it is well–defined
and has finite value for all times, we use the interaction picture of the dynamics described
in Theorem 5.3:
Theorem 5.5 (Existence of the internal energy increment)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0,
S(ω,A) (t) = −i̺(β,ω,λ)
(
U∗t δ
(ω,λ) (Ut)
)
∈ R
with {Ut}t≥t0 ⊂ Dom(δ(ω,λ)) being defined in Theorem 5.3.
Proof: Ut ∈ Dom(δ(ω,λ)) and, by explicit computations using Equations (69)–(70)
together with the ”pull through” formula (61),
δ(ω,λ) (Ut) = lim
L→∞
{
i[H
(ω,λ)
L ,Ut]
}
∈ U ,
whereas one obviously has
̺(β,ω,λ)
(
U∗t [H
(ω,λ)
L ,Ut]
)
= ρ
(β,ω,λ,A)
t (H
(ω,λ)
L )− ̺
(β,ω,λ)(H
(ω,λ)
L ) ,
by Theorem 5.3. We obtain the assertion by combining (81) with these two equalities and
the continuity of states.
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Therefore, S(ω,A) is a map from R to R. Now, by the Pusz–Woronowicz theorem
(see, e.g., [BR2, Theorem 5.3.22]), it is well–known that (τ , β)–KMS states ̺ are passive
states, that is,
−i̺(U∗δ(U)) ≥ 0
for all unitaries U both in the domain of definition of the generator δ of the group τ of
automorphisms and in the connected component of the identity of the group of all unitary
elements of the CAR algebra with the norm topology. The latter together with Equations
(69)–(70), Theorems 5.3 and 5.5 directly implies the positivity of the internal energy
increment S(ω,A):
Corollary 5.6 (Positivity of the internal energy increment)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and all t ≥ t0, S(ω,A) (t) ≥ 0.
Moreover, for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0, we also infer from
[JP, Theorem 1.1] and Theorem 5.3 that
−i̺(β,ω,λ)
(
U∗t δ
(ω,λ) (Ut)
)
= β−1S(ρ
(β,ω,λ,A)
t |̺
(β,ω,λ))
with S being the relative entropy defined by (17). See also (104) and recall that S = SU .
By Definition 3.1, we thus recover the heat production Q(ω,A) from Theorem 5.5:
Corollary 5.7 (Heat production as internal energy increment)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , S(ω,A) = Q(ω,A).
Finally, Theorems 5.3 and 5.5 also yield a simple and convenient expression of the
total energy increment (20)–(22) delivered to the system by the electromagnetic field at
time t ∈ R:
Theorem 5.8 (Total energy increment and electromagnetic work)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0,
S(ω,A) (t) +P(ω,A) (t) =
∫ t
t0
ρ(β,ω,λ,A)s
(
∂sW
A
s
)
ds .
Proof: The proof is an extension of the one of [BR2, Lemma 5.4.27.] to the unbounded
symmetric derivation δ(ω,λ).
By (69) and the stationarity of the KMS state ̺(β,ω,λ) w.r.t. the unperturbed dynamics
(cf. (54)), we first observe that, for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0,
̺(β,ω,λ)
(
U∗t δ
(ω,λ) (Ut)
)
= ̺(β,ω,λ)
(
Vt,t0δ
(ω,λ)
(
V∗t,t0
)) (82)
with the unitary elements Vt,t0 being defined by (70).
The maps
t 7→ Vt,t0 and t 7→ δ(ω,λ)
(
V∗t,t0
)
from R to Dom(δ(ω,λ)) are continuously differentiable in the Banach spaces Y and U ,
respectively. See (71) and (75). Therefore, the map
t 7→ ∂t
{
̺(β,ω,λ)
(
Vt,t0δ
(ω,λ)
(
V∗t,t0
))}
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from R to R is also continuously differentiable and, from (75) and the fact that δ(ω,λ) is a
symmetric derivation, we compute that, for all t ∈ R,
∂t
{
̺(β,ω,λ)
(
Vt,t0δ
(ω,λ)
(
V∗t,t0
))}
= −i̺(β,ω,λ)
(
Vt,t0{δ
(ω,λ)(WAt,t)}V
∗
t,t0
)
. (83)
On the other hand, using again (75) we observe that
∂t
{
Vt,t0W
A
t,tV
∗
t,t0
}
= Vt,t0(∂tW
A
t,t)V
∗
t,t0
for any t ∈ R, which, combined with the identity
δ(ω,λ)(WAt,t) = ∂tW
A
t,t − τ
(ω,λ)
t (∂tW
A
t ) ,
yields
Vt,t0{δ
(ω,λ)(WAt,t)}V
∗
t,t0 = ∂t
{
Vt,t0W
A
t,tV
∗
t,t0
}
−Vt,t0τ
(ω,λ)
t (∂tW
A
t )V
∗
t,t0 .
Using this equality together with (83) we thus find that, for any t ∈ R,
∂t
{
̺(β,ω,λ)
(
Vt,t0δ
(ω,λ)
(
V∗t,t0
))} (84)
= −i̺(β,ω,λ)
(
∂t
{
Vt,t0W
A
t,tV
∗
t,t0
})
+ i̺(β,ω,λ)
(
Vt,t0τ
(ω,λ)
t (∂tW
A
t )V
∗
t,t0
)
.
Now, for t ∈ R, we use Equations (13), (54), (76), (80), (82) and (84) to arrive at
∂t
{
̺(β,ω,λ)
(
U∗t δ
(ω,λ) (Ut)
)}
= −i̺(β,ω,λ)
(
∂t
{
Vt,t0W
A
t,tV
∗
t,t0
})
+iρ
(β,ω,λ,A)
t
(
∂tW
A
t
)
.
We next integrate this last equality by using Vt0,t0 = Ut0 = 1 to get
̺(β,ω,λ)
(
U∗t δ
(ω,λ) (Ut)
)
= i
∫ t
t0
ρ(β,ω,λ,A)s
(
∂sW
A
s
)
ds (85)
−iρ
(β,ω,λ,A)
t
(
WAt
)
+ i̺(β,ω,λ)
(
WAt0
)
for any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0. The assertion then follows from
(85) combined with (22) and Theorem 5.5.
Following the terminology of [BR2, Section 5.4.4.] with their definition of LP , Theo-
rem 5.8 means that the total energy increment (20) is equal to the work performed on the
system by the electromagnetic field at time t ≥ t0. Moreover, Theorem 5.8 leads to the
real analyticity of the internal energy increment w.r.t. to the field strength η ∈ R:
Corollary 5.9 (Real analyticity of the internal energy increment)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0, S(ω,ηA) (t) is a real analytic
function of η ∈ R.
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Proof: Use Theorem 5.8 and write the terms P(ω,ηA) (t) and∫ t
t0
ρ(β,ω,λ,ηA)s
(
∂sW
ηA
s
)
ds
as Dyson–Phillips series in terms of multi–commutators, see (13) and (67). Observe
finally that both maps
η 7→W ηAs ∈ U and η 7→ ∂sW ηAs ∈ U
are real analytic with infinite analyticity radius.
5.5 Behavior of the Internal Energy Increment at Small Fields
We study here the asymptotic behavior of S(ω,ηAl) ≡ S(β,ω,λ,ηAl) at small field strength
η ∈ R and large space scale l ∈ R+. In fact, in view of Corollary 5.7 saying that
S(ω,ηAl) = Q(ω,ηAl), we prove here Theorem 3.4. Recall thatAl ∈ C∞0 is defined by (26),
that is,
Al(t, x) := A(t, l
−1x) , t ∈ R, x ∈ Rd , (86)
for any A ∈ C∞0 and l ∈ R+.
Using Equations (5), (13), (18), (54) and (67) we first observe that
ρ
(β,ω,λ,ηAl)
t (H
(ω,λ)
L )− ρ
(β,ω,λ,ηAl)
t0 (H
(ω,λ)
L )
=
∑
x∈ΛL
∑
z∈L,|z|≤1
〈ex, (∆d + λVω) ex+z〉1[x+ z ∈ ΛL]
∑
k∈N
ik (87)
×
∫ t
t0
ds1
∫ s1
t0
ds2 · · ·
∫ sk−1
t0
dsk
̺(β,ω,λ)
(
[W ηAlsk−t0,sk , . . . ,W
ηAl
s1−t0,s1, τ
(ω,λ)
t−t0 (a
∗
xax+z)]
(k+1)
)
for any L, l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , η ∈ R, A ∈ C∞0 and t ≥ t0. Recall that the
time–dependent electromagnetic perturbation WAt,s is defined by (64). See also (65)–(66)
for the precise definition of multi–commutators.
Therefore, in order to write S(ω,ηAl) in terms of multi–commutators, we prove the
following lemma by using tree–decay bounds:
Lemma 5.10 (Bounds on multi–commutators)
For any A ∈ C∞0 , there is η0 ∈ R+ such that, for any l, ε ∈ R+, there is a ball
B(0, R) := {x ∈ L : |x| ≤ R} (88)
of radius R ∈ R+ centered at 0 such that, for all |η| ∈ [0, η0], β ∈ R+, ω ∈ Ω, λ ∈ R+0
and t0 ≤ s1, . . . , sk ≤ t,∑
x∈ΛL\BR
∑
z∈L,|z|≤1
∑
k∈N
(t− t0)
k
k!∣∣∣̺(β,ω,λ) ([W ηAlsk−t0,sk , . . . ,W ηAls1−t0,s1, τ (ω,λ)t−t0 (a∗xax+z)](k+1))∣∣∣ ≤ ε .
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Proof: We first need to bound the (k + 1)–fold multi–commutator
[WAsk−t0,sk , . . . ,W
A
s1−t0,s1, τ
(ω,λ)
t−t0 (a
∗
xax+z)]
(k+1)
for any k ∈ N, x ∈ ΛL and z ∈ L so that |z| ≤ 1. This is done by using tree–decay
bounds as explained in Section 4. Indeed, by (86), for any l ∈ R+ and A ∈ C∞0 , there
exists a finite subset Λ˜l ∈ Pf (L) such that Al(t, x) = 0 for all x ∈ L\Λ˜l and t ∈ R.
Then, we infer from (57) and (64) that, for all l ∈ R+, x, y ∈ L, A ∈ C∞0 and t, η ∈ R,
there are constants DηAlx,y (t) ∈ C such that
W ηAls1,s2 =
∑
x∈Λ˜l
∑
z∈L,|z|≤1
DηAlx,x+z(s2)τ
(ω,λ)
s1
(a∗xax+z) (89)
for any ω ∈ Ω, λ ∈ R+0 and s1, s2 ∈ R. Here, the constants DηAlx,y (t) are always of order
η:
sup
t∈R , x,y∈L
∣∣DηAlx,y (t)∣∣ ≤ Kη (90)
with
Kη := ‖∆d‖op
∣∣∣∣exp{i |η| max
(t,x)∈R×Rd , z∈L,|z|≤1
|[A(t, x)] (z)|
}
− 1
∣∣∣∣ = O (|η|) . (91)
(Recall that ‖·‖op is the operator norm.) Therefore, using Corollary 4.3 we deduce that,
for every ǫ ∈ R+, A ∈ C∞0 and t > t0, there is a constant D ∈ R+ such that, for any
k ∈ N, L, l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , η ∈ R, s1, . . . , sk ∈ [t0, t] and R > Rl,∑
x∈ΛL\BR
∑
z∈L,|z|≤1
∣∣∣̺(β,ω,λ) ([W ηAlsk−t0,sk , . . . ,W ηAls1−t0,s1, τ (ω,λ)t−t0 (a∗xax+z)](k+1))∣∣∣
≤ |Λ˜l| |Tk+1|
 ∑
x∈L,|x|≥R−Rl
KηD
1 + |x|d+ǫ
[∑
x∈L
KηD
1 + |x|d+ǫ
]k−1
,(92)
with B(0, R) being the ball (88) of radius R ∈ R+ centered at 0 and where |Λ˜l| is the
volume of the finite subset Λ˜l ∈ Pf (L) with radius
Rl := max
{
|x| : x ∈ Λ˜l
}
∈ R+ , l ∈ R+ . (93)
Note that there exists a finite constant D ∈ R+ such that Rl ≤ lD for all l ∈ R+.
From (57) and (64) it follows that WAt,s = 0 for any t ≥ t1, where t1 is the time
when the electromagnetic potential is switched off. Therefore, without loss of generality
(w.l.o.g.) we only consider times t ∈ (t0, t1] with t1 > t0. Thus, take η0 ∈ R+ sufficiently
small to imply ∑
x∈L
KηD
1 + |x|d+ǫ
≤
∑
x∈L
Kη0D
1 + |x|d+ǫ
≤
1
2 (t1 − t0)
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for all |η| ∈ [0, η0]. Then, using |Tk+1| = k! and the upper bound (92) we arrive at∑
x∈ΛL\BR
∑
z∈L,|z|≤1
∣∣∣̺(β,ω,λ) ([W ηAlsk−t0,sk , . . . ,W ηAls1−t0,s1, τ (ω,λ)t−t0 (a∗xax+z)](k+1))∣∣∣
≤
k!
2k−1 (t1 − t0)
k−1
|Λ˜l|
∑
x∈L,|x|≥R−Rl
KηD
1 + |x|d+ǫ
(94)
for all |η| ∈ [0, η0] and any L, l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , k ∈ N, t ∈ (t0, t1] and
s1, . . . , sk ∈ [t0, t]. Therefore, we get the assertion from (94) by choosing R ∈ R+ such
that
2 (t1 − t0) |Λ˜l|
∑
x∈L,|x|≥R−Rl
Kη0D
1 + |x|d+ǫ
≤ ε
for some fixed arbitrarily chosen parameter ε ∈ R+.
For any A ∈ C∞0 , this lemma implies the existence of a constant η0 ∈ R+ such that,
for all |η| ∈ [0, η0], l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 and t ≥ t0, the limit (81) equals
S(ω,ηAl) (t) =
∑
k∈N
∑
x,z∈L,|z|≤1
〈ex, (∆d + λVω) ex+z〉i
k
∫ t
t0
ds1 · · ·
∫ sk−1
t0
dsk
̺(β,ω,λ)
(
[W ηAlsk−t0,sk , . . . ,W
ηAl
s1−t0,s1, τ
(ω,λ)
t−t0 (a
∗
xax+z)]
(k+1)
)
. (95)
This series is absolutely convergent, by Lemma 5.10. This proves Theorem 3.4 (i) because
of Corollary 5.7.
By Corollary 5.9, recall that, for any l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0,
S(ω,ηAl) (t) is a real analytic function of η ∈ R. Now, we use (95) to bound the Taylor
coefficients of the function η 7→ S(ω,ηAl) (t) at η = 0, i.e., we prove Theorem 3.4 (ii):
Lemma 5.11 (Analytic norm of the internal energy increment)
For anyA ∈ C∞0 , there exist η1, D, ε ∈ R+ that depend onA such that, for all l, β ∈ R+,
ω ∈ Ω, λ ∈ R+0 and t ≥ t0,
∞∑
m=0
ηm1
m!
sup
η∈[−ε,ε]
∣∣∂mη S(ω,ηAl) (t)∣∣ ≤ Dld .
Proof: Similar to the derivation of (94), for anyA ∈ C∞0 , there are constants η1, D, ε ∈
R+ such that, for any L, l, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , k ∈ N, t ∈ (t0, t1] and s1, . . . , sk ∈
[t0, t],
∑
x,z∈L,|z|≤1
∞∑
m=0
ηm1
m!
sup
η∈[−ε,ε]
∣∣∣∂mη {̺(β,ω,λ) ([W ηAlsk−t0,sk , . . .
. . . ,W ηAls1−t0,s1, τ
(ω,λ)
t−t0 (a
∗
xax+z)
](k+1))}∣∣∣∣ ≤ Dldk!2k−1 (t1 − t0)k−1 .
Now, use (95) together with fact that the η–derivative ∂η is a closed operator w.r.t. to the
norm of uniform convergence to arrive at the assertion.
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A Relative Entropy – Thermodynamic Limit
We give in the first subsection a concise account on the relative entropy in C∗–algebras.
In the second subsection we show that the properties of the infinite fermion system result
from features of the finite volume one, at large volume.
A.1 Quantum Relative Entropy
A.1.1 Spacial Derivative Operator
Although the relative entropy can be defined for states on general C∗–algebras, it is nat-
ural to start with the special case of von Neumann algebras, which are (generally) non–
commutative analogues of the algebra of bounded measurable functions. The definition
of quantum relative entropy also requires the concept of spacial derivative operator. The
latter has been first introduced by Connes [C] as a generalization of the relative modular
operator. It is the non–commutative analogue of the Radon–Nikodym derivative of two
measures defined as follows.
Let ρ ∈ M∗ be any normal state of a von Neumann algebra M acting on a Hilbert
space H. We denote the so–called lineal of ρ by
Dρ :=
{
ψ ∈ H : 〈ψ, bb∗ψ〉H ≤ Dψρ (bb
∗) for all b ∈M and some Dψ ∈ R+
}
. (96)
Similar to [C, Lemma 2] which is restricted to faithful states, this subspace of H is dense
in supp (ρ). Here, by abuse of notation, supp (ρ) is defined to be either the smallest
projection P such that ρ(P) = 1 or the range of this projection P.
Let (Hρ, πρ,Ψρ) be the GNS representation of the state ρ. For any ψ ∈ Dρ, there is a
bounded operator Rρ(ψ) : Hρ → H such that
Rρ(ψ)πρ (b) Ψρ = bψ , b ∈M . (97)
Clearly, for any b ∈M, bRρ(ψ) = Rρ(ψ)πρ (b). This yields
Θρ(ψ, ψ˜) := Rρ(ψ)Rρ(ψ˜)
∗ ∈M′ , ψ, ψ˜ ∈ Dρ .
Let ̟ be a fixed normal state on M′. For any ψ, ψ˜ ∈ Dρ and ψ⊥, ψ˜⊥ ∈ D⊥ρ , we define
the quadratic form q by
q̟,ρ(ψ + ψ⊥, ψ˜ + ψ˜⊥) := ̟
(
Θρ(ψ, ψ˜)
)
. (98)
Similar to what it is done in [C, Lemmata 5 and 6], where the state ρ is faithful, q̟,ρ is a
positive densely defined quadratic form. Moreover, it is closable. In particular, by [RS1,
Theorem VIII.15], there is a unique positive self–adjoint operator ∂ρ̟ acting on H such
that the domain Dom (q) is a core for (∂ρ̟)1/2and
q̟,ρ (ψ, ψ) = 〈(∂ρ̟)ψ, ψ〉H <∞ , ψ ∈ Dom(q) .
Let supp (∂ρ̟) be the orthogonal projection on the range of ∂ρ̟. By [OP, Eq. (4.4)],
supp (∂ρ̟) = supp (̟) supp (ρ) . (99)
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∂ρ̟ is named the spacial derivative operator and can be seen as a non–commutative
Radon–Nikodym derivative, see [C]. For instance, at fixed state ρ, it is additive in ̟.
Since M and M′ have symmetric roles, the spatial derivative ∂̟ρ can be defined as well
and one finds that
∂̟ρ = (∂ρ̟)
−1 , (100)
under the convention that, for any operator B, B−1 ≡ 0 on the subspace where B = 0.
Moreover, as it is explained in [OP, Chapter 4], for faithful states, ∂ρ̟ is nothing else
than the relative modular operator ∆ (̟, ρ).
A.1.2 Relative Entropy for States on C∗–Algebras
Let X be a C∗–algebra and ρ2 ∈ X ∗ be any reference state with GNS representation
(Hρ2 , πρ2 ,Ψρ2). Let ρ˜2 ∈ M
∗ be the normal state of the von Neumann algebra M :=
πρ2 (X )
′′ that is defined by extension from ρ2 ∈ X ∗. Take any state ρ1 ∈ X ∗ which is
quasi–contained in ρ2, that is, there exists a normal state ρ˜1 ∈M∗ such that
ρ˜1
(
πρ2 (B)
)
= ρ1 (B) , B ∈ X .
Then, by [BR1, Theorems 2.4.21 and 2.5.31], there is Ψρ1 ∈ Hρ2 such that
ρ˜1
(
πρ2 (B)
)
=
〈
Ψρ1 , πρ2 (B)Ψρ1
〉
Hρ2
, B ∈ X . (101)
Moreover, Ψρ1 ∈ Hρ2 induces a vector state ρ˜
′
1 on the commutant M′ of M. Then, from
(96) and (97), observe that Dρ˜′1 = MΨρ1 ,
Rρ(bΨρ1)πρ (b
′) Ψρ = b
(
b′Ψρ1
)
, b′ ∈M′ , b ∈M , (102)
and the spacial derivative operator ∂ρ˜′1 ρ˜2 is a well–defined positive self–adjoint operator
acting on Hρ2 . By (99), its support, seen as an orthogonal projection, equals
supp
(
∂ρ˜′1 ρ˜2
)
= supp (ρ˜′1) . (103)
Then, Araki’s definition of relative entropy takes the following form:
SX (ρ1|ρ2) := −
〈
ln(∂ρ˜′1 ρ˜2)Ψρ1 ,Ψρ1
〉
Hρ2
= −ρ1(ln(∂ρ˜′1 ρ˜2)) ∈ R
+
0 , (104)
see [OP, Eq. (5.1)]. This definition is sound because of (103) and
Ψρ1 = supp (ρ˜
′
1)Ψρ1 .
If the state ρ1 ∈ U∗ is not quasi–contained in ρ2, then the relative entropy of ρ1 w.r.t. ρ2
is by definition infinite, i.e., SX (ρ1|ρ2) := +∞. However, this case never appears in this
paper. By the Uhlmann monotonicity theorem [OP, Theorem 5.3], note that this definition
does not depend on the choice of the vector Ψρ1 ∈ Hρ2 representing ρ˜1 via (101).
The quantum relative entropy SX is the analogue of the relative entropy defined for
probability measures on a Polish space. Compare formally (100) and (104) with [DZ, Eq.
(6.2.8)]. The positivity of the relative entropy as well as the equivalence relation between
the two assertions SX (ρ1|ρ2) = 0 and ρ1 = ρ2 both follow from [OP, Theorem 5.5].
However, like for probability measures, neither SX nor its symmetric version is a metric.
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A.1.3 Relative Entropy for States on Full Matrix Algebras
In the case where X is a full matrix algebra B(Cn) for some n ∈ N, the relative en-
tropy SX has a simple explicit expression. Note that any finite dimensional C∗–algebra is
isomorphic to a direct sum of full matrix algebras and Lemma A.1 has a straighforward
generalization to that case.
We denote by tr the normalized trace of B(Cn). For any state ρ ∈ B(Cn)∗, there is
a unique adjusted density matrix dρ ∈ B(Cn), that is, dρ ≥ 0, tr (dρ) = 1 and ρ(A) =
tr (dρA) for all A ∈ B(Cn), see [AM, Lemma 3.1 (i)]. Then, by using an explicit GNS
representation of ρ2 one can explicitly compute the spatial derivative operator ∂ρ˜′1 ρ˜2 and,
under the convention x ln x|x=0 := 0, one explicitly finds the relative entropy SB(Cn) of
any state ρ1 ∈ B(Cn)∗ w.r.t. ρ2 ∈ B(Cn)∗:
Lemma A.1 (Relative entropy - Finite dimensional case)
Let n ∈ N. For any state ρ1, ρ2 ∈ B(Cn)∗, the relative entropy SB(Cn) defined by (104) is
equal to
SB(Cn) (ρ1|ρ2) =
{
ρ1
(
ln dρ1 − ln dρ2
)
∈ R+0 , if supp (ρ2) ≥ supp (ρ1) .
+∞ , otherwise .
Proof: We give the proof for completeness and because it is instructive. Take two states
ρ1, ρ2 ∈ B(C
n)∗. If ρ1 is not quasi–contained in ρ2 then clearly, supp (ρ2)  supp (ρ1)
and SB(Cn) (ρ1|ρ2) = +∞.
Assume w.l.o.g. that ρ2 is faithful. (Otherwise, one has to take a subspace of B(Cn).)
In particular, any state ρ1 is quasi–contained in ρ2. The GNS representation (Hρ2 , πρ2,Ψρ2)
of ρ2 is, in this case, explicitly given as follows: Hρ2 corresponds to the linear space
B(Cn) endowed with the Hilbert–Schmidt scalar product
〈A,B〉Hρ2
:= TraceCn(A
∗B) , A, B ∈ B(Cn) . (105)
It is convenient to define left and right multiplication operators on B(Cn): For any A ∈
B(Cn) we define the linear operators A−→ and A←− acting on B(C
n) by
B 7→ A−→B := AB and B 7→ A←−B := BA . (106)
The representation πρ2 is the left multiplication, i.e.,
πρ2 (A) := A−→ , A ∈ B(C
n) .
The cyclic vector of the GNS representation of ρ2 is defined by using the density matrix
Dρ2 ∈ B(C
n) of ρ2 as
Ψρ2 := D
1/2
ρ2
∈ Hρ2 . (107)
The GNS representation (Hρ2 , πρ2,Ψρ2) is known in the literature as the standard repre-
sentation of the state ρ2. See [DF, Section 5.4].
Let the “left” and “right” von Neumann algebras be respectively defined by
M−→ :=
{
A−→ : A ∈ B(C
n)
}
= πρ2 (B(C
n))
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and
M←− :=
{
A←− : A ∈ B(C
n)
}
= M−→
′ .
For any state ρ1 ∈ B(Cn)∗, there is Ψρ1 := D
1/2
ρ1 ∈ Hρ2 such that
ρ1 (B) =
〈
Ψρ1 , πρ2 (B) Ψρ1
〉
Hρ2
, B ∈ B(Cn) . (108)
In fact, Dρ1 ∈ B(Cn) is the density matrix of ρ1. Moreover, Ψρ1 ∈ Hρ2 induces a vector
state ρ′1 on the commutant M←− of M−→:
ρ′1(A←−) := 〈Ψρ1 , A←−Ψρ1〉Hρ2 = ρ1(A) , A←− ∈M←− . (109)
Its GNS representation is obviously given by Hρ′1 := supp (ρ1)Hρ2 endowed with the
scalar product (105), πρ′1 := 1M←− and Ψρ′1 = Ψρ1 = D
1/2
ρ1 . Moreover, Dρ′1 = M−→Ψρ1 and,
for any A−→ ∈M−→, the bounded operator Rρ′1(A−→Ψρ1) defined by (97) equals in this case A−→,
see (102). Note that Ψρ2 ∈ Hρ2 induces a vector state ρ′2 on the commutant M−→ of M←−:
ρ′2(A−→) := 〈Ψρ2 , A−→Ψρ2〉Hρ2 = ρ2(A) , A−→ ∈M−→ .
Then, using the cyclicity of the trace we obtain that the quadratic form qρ˜2,ρ′1 defined by(98) equals
qρ˜2,ρ′1(ψ + ψ⊥, ψ˜ + ψ˜⊥) = 〈ψ˜,D
−1
ρ1←−−
Dρ2−→
ψ〉Hρ2
for any ψ, ψ˜ ∈ Dρ′1 and ψ⊥, ψ˜⊥ ∈ D
⊥
ρ′1
. In particular, the spatial derivative (∂ρ′1 ρ˜2) on the
subspace supp (ρ1) = M−→Ψρ1 is equal to
∂ρ′1ρ2 = D
−1
ρ1←−−
Dρ2−→
.
Since M←− = M−→
′
, we observe that, on the subspace supp (ρ1) = M−→Ψρ1 ,
ln
(
∂ρ′1ρ2
)
= lnDρ2−→
− lnDρ1←−
= lnDρ2−−−→
− lnDρ1←−−−
.
By combining this equality with (104), (108) and (109), we arrive at
SB(Cn) (ρ1|ρ2) = TraceCn
(
Dρ1
(
lnDρ1 − lnDρ2
))
∈ R+0 .
A.2 Infinite System as Thermodynamic Limit
We present here the infinite system considered above as the thermodynamic limit of finite
volume systems. The aim is to show that all properties of the infinite model result from
the corresponding ones of the finite volume system, at large volume.
40
A.2.1 Finite Volume Free Fermion Systems on the Lattice
First, fix L ∈ R+ and recall that ΛL is the box (15) of side length 2[L] + 1. Let
[∆
(L)
d (ψ)](x) := 2dψ(x)−
∑
|z|=1,x+z∈ΛL
ψ(x+ z) , x ∈ ΛL, ψ ∈ ℓ
2(ΛL) ,
be, up to a minus sign, the discrete Laplacian restricted to the box ΛL. For any ω ∈ Ω, we
denote by V (L)ω the restriction of Vω to ℓ2(ΛL) ⊂ ℓ2(L):
V (L)ω (ex) := 1 [x ∈ ΛL]Vω(ex) , x ∈ L .
Recall that {ex}x∈L is the canonical orthonormal basis ex(y) ≡ δx,y of ℓ2(L). Then, for
any ω ∈ Ω and λ ∈ R+0 , define the bounded self–adjoint operator
h
(ω,λ)
L := ∆
(L)
d + λV
(L)
ω ∈ B(ℓ
2(ΛL)) . (110)
Obviously, this operator can also be extended to a bounded operator h˜(ω,λ)L on ℓ2(L) by
defining
h˜
(ω,λ)
L (ex) :=
{
h
(ω,λ)
L (ex) for x ∈ ΛL .
0 for x ∈ L\ΛL .
Since UΛL is isomorphic to the algebra of all bounded linear operators on the fermion
Fock space
F :=
∧
(ℓ2(ΛL)) ,
the Hamiltonian (18), that is,
H
(ω,λ)
L =
∑
x,y∈ΛL
〈ex, h
(ω,λ)
L ey〉a
∗
xay ∈ UΛL , (111)
can be seen as the second quantization of h(ω,λ)L for all ω ∈ Ω and λ ∈ R+0 . It is well–
known in this case that the one–parameter (Bogoliubov) group τ (ω,λ,L) := {τ (ω,λ,L)t }t∈R
of automorphisms uniquely defined by the condition
τ
(ω,λ,L)
t (a(ψ)) = a(e
ith˜
(ω,λ)
L (ψ)) , t ∈ R, ψ ∈ ℓ2(L) ,
(cf. [BR2, Theorem 5.2.5]) satisfies
τ
(ω,λ,L)
t (B) = e
itH
(ω,λ)
L Be−itH
(ω,λ)
L , B ∈ U ,
for each L ∈ R+ and all ω ∈ Ω and λ ∈ R+0 .
Let ̺(β,ω,λ,L) be the unique (τ (ω,λ,L), β)–KMS state for any ω ∈ Ω and λ ∈ R+0 at fixed
inverse temperature β ∈ R+. It is again well–known that this state is directly related with
the Gibbs state g(β,ω,λ,L) associated with the Hamiltonian H(ω,λ)L and defined by
g(β,ω,λ,L) (B) := TraceF
(
B
e−βH
(ω,λ)
L
TraceF(e−βH
(ω,λ)
L )
)
, B ∈ UΛL , (112)
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for any L, β ∈ R+, ω ∈ Ω and λ ∈ R+0 . Indeed,
̺(β,ω,λ,L)(B1B2) = g
(β,ω,λ,L)(B1)tr(B2) , B1 ∈ UΛL , B2 ∈ UL\ΛL , (113)
where tr is the normalized trace (state) on U . Note that tr is also named tracial state and
satisfies a product property, see [AM, Section 4.2]. Here, UL\ΛL ⊂ U is the C∗–algebra
generated by {ax}x∈L\ΛL and the identity. In particular,
̺(β,ω,λ,L)(B) = g(β,ω,λ,L)(B) , B ∈ UΛL .
Let A ∈ C∞0 . For any sufficiently large L ∈ R+, WAt ∈ UΛL . Therefore, consider
the following finite dimensional initial value problem on the space B(UΛL) of bounded
operators on UΛL for any sufficiently large L ∈ R+:
∀s, t ∈ R, t ≥ s : ∂tτ
(ω,λ,A,L)
t,s = τ
(ω,λ,A,L)
t,s ◦ δ
(ω,λ,A,L)
t , τ
(ω,λ,A,L)
s,s := 1 , (114)
with 1 being here the identity in UΛL . Here, the infinitesimal generator δ
(ω,λ,A,L)
t of
τ
(ω,λ,A,L)
t,s equals
δ
(ω,λ,A,L)
t (·) := i[H
(ω,λ)
L +W
A
t , · ] (115)
and is of course a bounded operator acting on UΛL . Therefore, using the Dyson–Phillips
series one shows, analogously to Section 5.2, the existence of a strongly continuous two–
parameter (quasi–free) family {τ (ω,λ,A,L)t,s }t≥s of automorphisms of the finite dimensional
C∗–algebra UΛL satisfying (114). See, e.g., [BR2, Sections 5.4.2., Proposition 5.4.26.]
which, for the finite–volume dynamics, gives similar results to Theorems 5.1, 5.3, and
Proposition 5.4.
A.2.2 Heat Production and Internal Energy Increment
Similar to Definition 3.1, for any L, β ∈ R+, ω ∈ Ω, λ ∈ R+0 and A ∈ C∞0 , the heat
productionQ(ω,A,L) ≡ Q(β,ω,λ,A,L) in the finite volume fermion system is defined, for any
t ≥ t0, by
Q(ω,A,L) (t) := β−1SUΛ
(
g(β,ω,λ,L) ◦ τ
(ω,λ,A,L)
t,t0 |g
(β,ω,λ,L)
)
∈ [0,∞] . (116)
Here, SUΛ is the quantum relative entropy defined by (14).
Like (21)–(22), the internal energy increment S(ω,A,L) ≡ S(β,ω,λ,A,L) and the electro-
magnetic potential energy P(ω,A,L) ≡ P(β,ω,λ,A,L) in the finite volume fermion system are
respectively defined by
S(ω,A,L) (t) := g(β,ω,λ,L)(τ
(ω,λ,A,L)
t,t0 (H
(ω,λ)
L ))− g
(β,ω,λ,L)(H
(ω,λ)
L ) ,
P(ω,A,L) (t) := g(β,ω,λ,L)(τ
(ω,λ,A,L)
t,t0 (W
A
t )) ,
for any L, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and t ≥ t0. Using [BR2, Lemma 5.4.27]
one also obtains that
S(ω,A,L) (t) +P(ω,A,L) (t) =
∫ t
t0
g(β,ω,λ,L)(τ
(ω,λ,A,L)
s,t0 (∂sW
A
s ))ds (117)
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with
g(β,ω,λ,L)(τ
(ω,λ,A,L)
s,t0 (∂sW
A
s ))
being, as in (24), the infinitesimal work of the electromagnetic field at time t ∈ R on the
finite volume fermion system.
Similar to Theorem 3.2 the internal energy increment and the heat production also
coincide at finite volume:
Theorem A.2 (Heat production as internal energy increment)
For any L, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 and all t ≥ t0,
Q(ω,A,L) (t) = S(ω,A,L) (t) ∈ R+0 .
Proof: The arguments follow those of [FMSU]. Note first that
g(β,ω,λ,L) ◦ τ
(ω,λ,A,L)
t,t0 ∈ U
∗
ΛL
(118)
is a state with adjusted density matrix. Its von Neumann entropy is equal, up to a minus
sign, to
SUΛ(g
(β,ω,λ,L) ◦ τ
(ω,λ,A,L)
t,t0 |tr) = SUΛ(g
(β,ω,λ,L)|tr) (119)
for all t ≥ t0 because τ (ω,λ,A,L)t,t0 is an automorphism on UΛL . Recall that we denote by tr
the normalized trace on UΛ and, by finite dimensionality, the relative entropy equals (14),
see also Lemma A.1. Using (14), (112) and (119), we directly derive the equality
S(ω,A,L) (t) = β−1SUΛ
(
g(β,ω,λ,L) ◦ τ
(ω,λ,A,L)
t,t0 |g
(β,ω,λ,L)
)
=: Q(ω,A,L) (t) .
Therefore, similar to Theorem 3.4 (i), it is straightforward to write the heat production
in terms of multi–commutators: For any L, β ∈ R+, ω ∈ Ω, λ ∈ R+0 ,A ∈ C∞0 and t ≥ t0,
Q(ω,A,L) (t) =
∑
k∈N
∫ t
t0
ds1 · · ·
∫ sk−1
t0
dsk u
(ω,A,L)
k (s1, . . . , sk, t) , (120)
with the finite volume heat energy coefficient u(ω,A,L)k ≡ u
(β,ω,λ,A,L)
k defined by
u
(ω,A,L)
k (s1, . . . , sk, t) :=
∑
x,y∈ΛL,|x−y|≤1
ik〈ex, h
(ω,λ)
L ey〉 (121)
× g(β,ω,λ,L)
(
[W
(A,L)
sk−t0,sk
, . . . ,W
(A,L)
s1−t0,s1, τ
(ω,λ,L)
t−t0 (a
∗
xay)]
(k+1)
)
for any k ∈ N, L, β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 , t ≥ t0 and s1, . . . , sk ∈ [t0, t].
Similar to the definition (64) of WAt,s, note that we use above the notation
W
(A,L)
t,s ≡W
(ω,λ,A,L)
t,s := τ
(ω,λ,L)
t (W
A
s ) ∈ U
for any t, s ∈ R and A ∈ C∞0 . Theorem 3.4 (ii) also holds at finite volume, uniformly
w.r.t. L ∈ R+.
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A.2.3 Thermodynamic Limit of the Finite Volume System
We first summarize well–known results on the infinite volume dynamics and thermal state:
Theorem A.3 (Infinite volume dynamics and thermal state)
Let β ∈ R+, ω ∈ Ω and λ ∈ R+0 . Then:
(i) For any t ∈ R, the localized (quasi–free) automorphism τ (ω,λ,L)t strongly converges to
τ
(ω,λ)
t , as L→∞.
(ii) The (τ (ω,λ,L), β)–KMS state ̺(β,ω,λ,L) converges to the (τ (ω,λ), β)–KMS state ̺(β,ω,λ)
in the weak∗–topology, as L→∞.
Proof: See [BR2, Chapters 5.2 and 5.3].
Then, from Equation (117), Theorems A.3 and Lebesgue’s dominated convergence
theorem, it is clear that the energy increments S(ω,A) and P(ω,A) respectively defined by
(21) and (22) result from the finite volume energy increments S(ω,A,L) and P(ω,A,L):
Corollary A.4 (Energy increments as thermodynamic limits)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 and all t ≥ t0,
S(ω,A) (t) = lim
L→∞
S(ω,A,L) (t) and P(ω,A) (t) = lim
L→∞
P(ω,A,L) (t) .
By combining this with Theorems 3.2 and A.2 we show the same property for the heat
production:
Corollary A.5 (Heat production as thermodynamic limit)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 and all t ≥ t0,
Q(ω,A) (t) = lim
L→∞
Q(ω,A,L) (t) .
By Theorem 3.4, recall that, for any A ∈ C∞0 , there is a constant η0 ∈ R+ such that,
for all |η| ∈ [0, η0], β ∈ R+, ω ∈ Ω, λ ∈ R+0 and t ≥ t0,
Q(ω,ηA) (t) =
∑
k∈N
∫ t
t0
ds1 · · ·
∫ sk−1
t0
dsk u
(ω,ηA)
k (s1, . . . , sk, t) . (122)
Here, the heat energy coefficient u(ω,A)k ≡ u
(β,ω,λ,A)
k is defined, for any k ∈ N, β ∈ R+,
ω ∈ Ω, λ ∈ R+0 , A ∈ C
∞
0 , t ≥ t0 and s1, . . . , sk ∈ [t0, t], by
u
(ω,A)
k (s1, . . . , sk, t) :=
∑
x,y∈L,|x−y|≤1
ik〈ex, (∆d + λVω) ey〉
× ̺(β,ω,λ)
(
[WAsk−t0,sk , . . . ,W
A
s1−t0,s1
, τ
(ω,λ)
t−t0 (a
∗
xay)]
(k+1)
)
with WAt,s := τ
(ω,λ)
t (W
A
s ) ∈ U for any t, s ∈ R, see (64). The series (122) absolutely
converges for the above range of parameters.
Then, by combining these last series with (120)–(121), Theorem A.3 and Corollary
A.5 one directly obtains the following result:
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Theorem A.6 (Taylor coefficients of Q(ω,ηA) as thermodynamic limit)
For any β ∈ R+, ω ∈ Ω, λ ∈ R+0 , A ∈ C∞0 , t ≥ t0 and m ∈ N,
∂mη Q
(ω,ηA) (t) |η=0 = lim
L→∞
∂mη Q
(ω,ηA,L) (t) |η=0
=
∑
k∈N
∫ t
t0
ds1 · · ·
∫ sk−1
t0
dsk
lim
L→∞
{
∂mη u
(ω,ηA,L)
k (s1, . . . , sk, t) |η=0
}
,
where the above series is absolutly convergent.
Proof: The proof uses similar arguments to those showing Lemma 5.11. We omit the
details.
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