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Abstract
In this paper, we discuss the controllability of a nonlinear degenerate parabolic system with bilinear
control. Based on the shrinking property of the solutions, we prove that the system is not globally approxi-
mately controllable. Furthermore, we give an approximate null controllability result. We also prove that the
system is not globally exactly null controllable by a comparison principle.
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1. Introduction and main results
Let Ω be a bounded smooth domain of Rn with smooth boundary ∂Ω , C0+ = {u ∈ C0 |
u  0 a.e. in Ω}. For any P(x, t),Q(y, s) ∈ QT , define d(P,Q) = (|x − y|2 + |t − s|)1/2
and Cα,α/2(QT ) = {u; [u]α,α/2 = supP,Q∈QT ,P =Q |u(P )−u(Q)|d(P,Q)α < ∞}, 0 < α < 1, with norm‖u‖α,α/2 = ‖u‖L∞(QT ) + [u]α,α/2. We consider the controllability of the following degenerate
bilinear control system not in divergence form:
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⎩
ut = uu+ vu, in QT ,
u = 0, on ∂Ω × (0, T ),
u(x,0) = u0(x), in Ω,
(1.1)
where QT = Ω × (0, T ), the initial data is assumed to be in C0+, v ∈ Cα,α/2(QT ) is the control.
Let us remind the reader that it is said that the system at hand is globally approximately
controllable in Lp(Ω) (1 p < ∞) at time T > 0, if for every target u1 ∈ Lp(Ω) and for every
ε > 0, there exists a control v in some given space such that the corresponding solution u satisfies∥∥u(T )− u1∥∥
Lp(Ω)
< ε.
In turn, it is said that the system at hand is exactly null controllable at time T > 0, if, by selecting
a suitable available control, it can be steered from any initial state within the given time-interval
[0, T ] to zero exactly.
It is well known [2–11] that a rather general semilinear parabolic equation, governed in a
bounded domain by either the classical boundary or additive locally distributed control is globally
approximately controllable. The methods of these works make use of the fixed-point argument
and the fact that such semilinear equations can be viewed as “linear equations” with the coeffi-
cients uniformly bounded in some sense.
As to the works on controllability of the bilinear parabolic systems, in the pioneering work
[12] by Ball, Marsden and Slemrod, the global approximate controllability of the rod equation
utt +uxxxx + k(t)uxx = 0 with hinged ends and of the wave equation utt −uxx + k(t)u = 0 with
Dirichlet boundary conditions, where k is control (the axial load), was shown by making use of
the nonharmonic Fourier series approach under the additional (nontraditional) assumption that
all the modes in the initial data are active. We also refer to [13] exploring the ideas of [12] in the
context of simultaneous control of the rod equation and Schrödinger equation.
In [14], Khapalov discussed the nonnegative approximate controllability of the parabolic
system with superlinear term governed by a bilinear control v. It is shown that the system
ut = u + vu − f (x, t, u,∇u) is nonnegative globally approximately controllable in L2(Ω),
that is, for every ε > 0 and nonnegative u0, ud ∈ L2(Ω), u0 = 0, there exists a T = T (ε,u0, ud)
and a bilinear control v ∈ L∞(QT ) such that for all solutions of the system corresponding to the
latter satisfy ‖u(T )− u1‖L2(Ω) < ε.
In [15], the global approximate controllability of a semilinear heat equation with superlinear
term ut = u+k(t)u+χω(x)v(x, t)−f (x, t, u,∇u) was established at any positive time T > 0
in the case when a pair of controls govern the system at hand: (a) the traditional internal either
locally distributed or lumped control v, and (b) a piecewise constant bilinear control k. In one-
dimensional space the method of [15] was further extended in [16] to the case dealing with
bilinear controls only.
Noncontrollability of a control system at hand is of great interest to many people in recent
years. It is pointed out in [14] in general, the system ut = u + vu is not approximately con-
trollable in any reasonable linear space. Indeed, due to the maximum principle, if, e.g., the
initial state u0(x) is nonnegative, then the maximum principle implies that the correspond-
ing solution u(x, t) to this linear system must remain nonnegative for all t > 0, regardless
of the choice of v. Hence, one is unable to reach negative target states from a nonnegative
initial state. In [10], it is proved that, for each β > 2, there exist functions f = f (s) with
f (0) = 0 and |f (s)| ∼ |s|{log(1 + |s|)}β as |s| → ∞ such that the semilinear paraboloic system
yt − y + f (y) = χωv is not null controllable for all T > 0. The proof is based on the fact that
there are initial data which lead to blow-up before time T , whatever the control is. Arguments of
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controllability of the heat equation with nonlinear absorption terms; see also Imanuvilov [18]
and Fursikov and Imanuvilov [2] for examples of systems that fail to be null controllable with
power-like nonlinearities, i.e. in the more restrictive class of nonlinear terms growing at infinity,
like |s|p with p > 1. Recall that, in the context of the semilinear wave equation, due to the finite
speed propagation property, if blow-up occurs, exact-controllability cannot hold (see [19]).
As far as we know, up to the present, there are only a few works on the approximate con-
trollability governed by degenerate parabolic equations. In [21], it is proved that the P-Laplace
equation with traditional locally distributive control is not controllable due to the property of the
finite propagation of the solution when time T is sufficiently small; however, as the control acts
on the entire Ω , the P-Laplace control system is globally approximately controllable. But little
is known for the degenerate equation with bilinear control like (1.1).
The main interests in this paper center on the noncontrollability of (1.1). We also prove that
(1.1) is approximately null controllable by constant bilinear control.
The main results are as follows.
Theorem 1.1. Assume that u0 ∈ C0+ and suppu0 Ω , then system (1.1) is not globally approx-
imately controllable in Lp(Ω) for a.e. T > 0 and any 1 p < ∞.
But for the special target 0, we have:
Theorem 1.2. System (1.1) is approximately null controllable in L2(Ω), that is, for any T > 0,
u0 ∈ C0+ ∩ H 10 (Ω) and ε > 0, there exists a bilinear control v ∈ Cα,α/2(QT ) such that any
solution of (1.1) with this control satisfies∥∥u(T )∥∥
L2(Ω)  ε.
Theorem 1.3. System (1.1) is not globally exactly null controllable.
The rest of this paper is organized as follows. In Section 2, we shall prove the existence of
the solution of (1.1). In Section 3, we shall give the proof of Theorem 1.1. In Section 4, we shall
prove Theorem 1.2. In Section 5, we shall give the counterexample to prove that (1.1) is not
globally exactly null controllable.
2. Existence
Let U = L∞(QT ) ∩ L2(0, T ;H 10 (Ω)). As in [1], we give the definition of the weak solution
to (1.1) as follows:
Definition 2.1. 0 u ∈ U is a weak solution of (1.1) on [0, T ] if
T∫
0
〈ut , ϕ〉dt +
T∫
0
∫
Ω
∇u∇(uϕ)dx dt =
T∫
0
∫
Ω
vuϕ dx dt (2.1)
for every ϕ ∈ U ,
ut ∈ U∗,
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T∫
0
〈ut , ϕ〉dt +
T∫
0
∫
Ω
(u− u0)ϕt dx dt = 0, (2.2)
for every test function ϕ ∈ U ∩ W 1,1(QT ), ϕ(T ) = 0, where 〈,〉 denotes the inner product
in L2(Ω).
For any ε > 0, consider the sequence of problems⎧⎨
⎩
uεt − uεuε = vuε + |v|ε, in QT ,
uε = ε, on ∂Ω × (0, T ),
uε(x,0) = u0(x)+ ε, in Ω.
(2.3)
The following regularity property gives us the main tool for proving the existence of a weak
solution.
Lemma 2.1. If uε is a classical solution of (2.3), then for all α ∈ (0,1), u0 ∈ C0+,
T∫
0
∫
Ω
|∇uε|2
uαε
 Cα. (2.4)
Furthermore, if u0 ∈ C0+ ∩H 10 (Ω), we have
T∫
0
∫
Ω
(uεt )
2 dx dt  C. (2.5)
Proof. For any ε > 0, Eq. (2.3) admits a unique classical solution (see [22]). By the maximum
principle [22], we have
ε  uε  C1, (2.6)
where C1 depends on ‖u0‖L∞(Ω), ‖v‖L∞(QT ), T and independent of ε.
Moreover, we have the following comparison theorem:
uε1  uε2 , if 0 < ε1 < ε2. (2.7)
Multiplying (2.3) by ϕ := 1
uαε
and integrating over QT , we have
T∫
0
〈
uεt ,
1
uαε
〉
dt +
T∫
0
∫
Ω
∇uε∇
(
uε
uαε
)
dx dt −
∫
Σ
∂uε
∂ν
(uε)
1−α ds dt
=
T∫
0
∫
Ω
v(uε)
1−α dx dt +
T∫
0
∫
Ω
|v| ε
uεα
dx dt,
where Σ = ∂Ω × (0, T ) and ∂ is the outward normal derivative to the boundary ∂Ω .
∂ν
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∂ν
 0 and (2.6), we have
1
1 − α
∫
Ω
(uε)
(1−α)(T ) dx + (1 − α)
T∫
0
∫
Ω
|∇uε|2
uαε
dx dt
 1
1 − α
∫
Ω
(uε)
(1−α)(0) dx + ‖v‖L∞(QT )
T∫
0
∫
Ω
(uε)
1−α dx dt
+ ‖v‖L∞(QT )
T∫
0
∫
Ω
ε1−α dx dt,
the integral on the right is bounded independent of ε. Thus
T∫
0
∫
Ω
|∇uε|2
uαε
 Cα.
If u0 ∈ C0+ ∩H 10 (Ω), then multiplying (2.3) by ϕ := uεtuε and integrating over QT , we have
T∫
0
∫
Ω
(uεt )
2
uε
dx dt +
∫
Ω
|∇uε|2(t) dx
=
∫
Ω
|∇uε|2(0) dx +
T∫
0
∫
Ω
vuεt dx dt +
T∫
0
∫
Ω
|v|εuεt
uε
dx dt.
Using (2.6) and (2.7) and Young’s inequality, we have
1
C1
T∫
0
∫
Ω
(uεt )
2 dx dt 
∫
Ω
|∇uε|2(0) dx +
T∫
0
∫
Ω
δ(uεt )
2 dx dt +C(δ),
where C(δ) is independent of ε.
Select δ > 0 sufficiently small, we have
T∫
0
∫
Ω
(uεt )
2 dx dt  C. (2.8)
This proves Lemma 2.1. 
From Lemma 2.1, we have:
Theorem 2.1 (Existence). For every u0 ∈ C0+ and every v ∈ Cα,α/2(QT ), problem (1.1) admits
a weak solution u on [0, T ]. Furthermore, if u0 ∈ C0+ ∩H 10 (Ω), then we have
u ∈ C([0, T ];L2(Ω)), ut ∈ L2(QT ).
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uε → u weakly in L2
(
0, T ;H 1(Ω)),
uε → u strongly in L2(QT ),
uεt → ut weakly in U∗
and ut satisfies (2.2).
Now we have to show that, indeed, u satisfies
T∫
0
〈ut , ϕ〉dt +
T∫
0
∫
Ω
∇u∇(uϕ)dx dt −
T∫
0
∫
Ω
vuϕ dx dt = 0 (2.9)
for every ϕ ∈ U .
Then we need “strong” convergence of (∇uε)ε>0 in order to go to the limit in
T∫
0
〈uεt , ϕ〉dt +
T∫
0
∫
Ω
(|∇uε|2ϕ + uε∇uε∇ϕ)dx dt
=
T∫
0
∫
Ω
vuεϕ dx dt +
T∫
0
∫
Ω
|v|εϕ dx dt. (2.10)
For this purpose, we take as a test function in (2.10) ϕ := u2ε − (ε2 + u2), this yields
T∫
0
〈
uεt , u
2
ε −
(
ε2 + u2)〉dt +
T∫
0
∫
Ω
|∇uε|2
(
u2ε −
(
ε2 + u2))dx dt
+ 1
2
T∫
0
∫
Ω
∣∣∇(u2ε − u2)∣∣2 dx dt + 12
T∫
0
∫
Ω
∇(u2)∇(u2ε − u2)dx dt
=
T∫
0
∫
Ω
vuε
(
u2ε −
(
ε2 + u2))dx dt +
T∫
0
∫
Ω
|v|ε(u2ε − (ε2 + u2))dx dt. (2.11)
In view of (2.7), we have uε  u a.e. in QT . Furthermore, due to the estimates previously ob-
tained the first term on the left and the expression on the right converges to zero as ε → 0, then
lim
ε→0
T∫
0
∫
Ω
∣∣∇(u2ε − u2)∣∣2 dx dt = 0.
Furthermore, the strong convergence of ∇(u2ε) to ∇(u2) in L2(QT ) implies
∇uε → ∇u in L2(K) (2.12)
strongly, where K denotes any set of the form{
(x, t) ∈ QT
∣∣ δ ∈ R, δ > 0, u(x, t) δ}.
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|∇uε|2 → |∇u|2 strongly in L1(QT ).
In fact, we have
T∫
0
∫
Ω
∣∣|∇uε|2 − |∇u|2∣∣dx dt
 δα
T∫
0
∫
Ω
|∇uε|2
uαε
dx dt +
T∫
0
∫
Ω
∣∣χ{uεδ}|∇uε|2 − χ{uδ}|∇u|2∣∣dx dt
+
T∫
0
∫
Ω
(1 − χ{uδ})|∇u|2 dx dt, (2.13)
where
χ(A) =
{1, x ∈ A,
0, otherwise.
When δ > 0 is such that {(x, t) ∈ QT | u(x, t) δ} is not empty (otherwise it is trivial).
Concluding, we can go to the limit in (2.10) as ε → 0 obtaining u, which satisfies (2.9).
Hence, (1.1) admits a weak solution.
On the other hand, if u0 ∈ C0+ ∩H 10 (Ω), by (2.4)–(2.6), we have
uε → u weakly in W 1,2
([0, T ];L2(Ω)),
strongly in C
([0, T ];L2(Ω)), (2.14)
then we can use similar argument as above to obtain u is the solution of (1.1) with u ∈
C([0, T ];L2(Ω)), ut ∈ L2(QT ). This proves Theorem 2.1. 
Remark 2.1. We would like to mention that independently Ughi [20] has investigated (1.1)
(v = 0) in one space dimension. In her article there is an explicit counterexample to uniqueness
of (1.1).
3. Proof of Theorem 1.1
In order to prove Theorem 1.1, we need the following lemma.
Lemma 3.1 (Shrinking of support). For every T > 0 and every v ∈ Cα,α/2(QT ), let u be a weak
solution of problem (1.1) on [0, T ], then
suppu(·, t) ⊂ suppu0 a.e. in (0, T ).
Proof. Let y˜ = e−rtu, c˜(x, t) = r − v(x, t), then y˜ satisfies⎧⎨
⎩
y˜t = ert y˜y˜ − c˜(x, t)y, in QT ,
y˜ = 0, on ∂Ω × (0, T ), (3.1)
y˜(x,0) = u0(x), in Ω.
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ψσ1(x) = inf
{
1; 1
σ1
dist(x, suppu0 ∪ ∂Ω)
}
,
obviously ψσ1 ∈ C(Ω)∩H 10 (Ω) and ψσ1(x)u0(x) = 0 a.e. in Ω , define φ(x, t) =
ψσ1 (x)
y˜(x,t)+ε , where
y˜ is the solution of problem (3.1). Multiplying (3.1) by φ and integrating the resulting relation
over Qt = Ω × (0, t), we have
t∫
0
∫
Ω
y˜tφ dx ds +
t∫
0
∫
Ω
ers |∇y˜|2φ dx ds
+
t∫
0
∫
Ω
ers y˜∇y˜∇φ dx ds +
t∫
0
∫
Ω
c˜(x, s)y˜φ dx ds = 0. (3.2)
Noticing that c˜(x, s) and y˜ are nonnegative, we have
t∫
0
∫
Ω
y˜tφ dx ds +
t∫
0
∫
Ω
ers |∇y˜|2φ dx ds +
t∫
0
∫
Ω
ers y˜∇y˜∇φ dx ds  0, (3.3)
∇φ = 1
(y˜ + ε)2
(
(y˜ + ε)∇ψσ1 −ψσ1∇y
)
. (3.4)
Substituting (3.4) in (3.3), we obtain
t∫
0
∫
Ω
y˜t
ψσ1
y˜ + ε dx ds +
t∫
0
∫
Ω
ers |∇y˜|2 ψσ1
y˜ + ε dx ds
+
t∫
0
∫
Ω
ers y˜∇y˜∇ψσ1
y˜ + ε dx ds −
t∫
0
∫
Ω
ers y˜|∇y˜|2 ψσ1
(y˜ + ε)2 dx ds  0. (3.5)
Since
t∫
0
∫
Ω
ers |∇y˜|2 ψσ1
y˜ + ε dx ds −
t∫
0
∫
Ω
ers y˜|∇y˜|2 ψσ1
(y˜ + ε)2 dx ds
=
t∫
0
∫
Ω
ersψσ1 |∇y˜|2
{
1
y˜ + ε −
y˜
(y˜ + ε)2
}
dx ds
=
t∫
0
∫
Ω
ersψσ1 |∇ ˜˜y|2
ε
(y˜ + ε)2 dx ds  0,
it follows that
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∫
Ω
y˜t
ψσ1
y˜ + ε dx ds −
t∫
0
∫
Ω
ers y˜∇y˜∇ψσ1
y˜ + ε dx ds
 ert
( T∫
0
∫
Ω
|∇y˜|2 dx dt
)1/2( T∫
0
∫
Ω
|∇ψσ1 |2 dx dt
)1/2
, (3.6)
that is,∫
Ω
ψσ1
[
ln
(
y˜(x, t)+ ε)− ln(u0 + ε)]dx  Cert√t .
Therefore,∫
Ω
χ(suppψσ1)ψσ1
[
ln
(
y˜(x, t)+ ε)− ln ε]dx  Cert√t .
From this inequality, we see that for every σ1 sufficiently small,∫
Ω
χ
({
(x, t)
∣∣ y˜(x, t) > δ}∩ {x ∣∣ψσ1(x) = 1})(ln(y˜(x, t)+ ε)− ln ε)dx Cert√t .
Since Cert
√
t is independent of ε, we may conclude that
mes
({
(x, t)
∣∣ y˜(x, t) > δ}∩ {x ∣∣ψσ1(x) = 1})= 0.
Due to the arbitrariness of σ1 ∈ (0,1), we obtain
supp y˜(·, t) ⊂ suppu0 a.e. in (0, T ).
Noticing that
supp y˜(·, t) = suppu(·, t) ∀t ∈ (0, T ),
we have
suppu(·, t) ⊂ suppu0 a.e. in (0, T ).
This proves Lemma 3.1. 
Proof of Theorem 1.1. From Lemma 3.1, it is easily seen that if u0 ∈ C0+ and suppu0 Ω , then
for every T > 0 and for every v ∈ Cα,α/2(QT ), we have any of the corresponding solutions u of
(1.1) on [0, T ] satisfies
suppu(·, t) suppu0 ⊂ Ω a.e. in (0, T ).
On the other hand, for every 1  p < ∞, there exist ε0 > 0 and u1  0 such that
‖u1‖Lp(Ω\suppu0)  ε0, this implies that system (1.1) could not be globally approximately con-
trollable by any bilinear control v in Cα,α/2(QT ) for a.e. T > 0, this proves Theorem 1.1. 
Remark 3.1. From the proof of Theorem 1.1, we can see that there exist nonzero targets such
that system (1.1) could not be approximately controllable by bilinear control. But for the zero
target, we show that (1.1) is controllable by the following proof of Theorem 1.2.
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Proof. For every T > 0, every u0 ∈ C0+ ∩ H 10 (Ω) and every v ∈ Cα,α/2(QT ), by Theorem 2.1,
the following system:⎧⎨
⎩
ut = uu+ vu, in QT ,
u = 0, on ∂Ω × (0, T ),
u(x,0) = u0(x), in Ω,
(4.1)
admits at least one weak solution. Hence, if we choose v = −v0, where v0 is a positive con-
stant, then for any solution u of (4.1) with 0  u ∈ U ∩ C([0, T ];L2(Ω)) and ut ∈ L2(QT ),
multiplying (4.1) by ev0t u and integrating over QT , we have
1
2
T∫
0
∫
Ω
(
ev0t u2
)
t
dx + 2
T∫
0
∫
Ω
ev0t u|∇u|2 dx dt + 1
2
T∫
0
∫
Ω
v0e
v0t u2 dx = 0. (4.2)
Noticing that v0 > 0 and u 0, we have∫
Ω
u2(T ) dx  e−v0T
∫
Ω
u20(x) dx. (4.3)
Then as v0 → +∞, (4.3) implies for any ε > 0, there exists a positive constant v < 0 such that
for any solution of (4.1), we have∥∥u(·, T )∥∥
L2(Ω)  ε.
This completes the proof of Theorem 1.2. 
5. Proof of Theorem 1.3
In order to prove Theorem 1.3, we need the following comparison principle:
Lemma 5.1 (Comparison theorem). Let u1 be a supersolution of (1.1) such that u1  ε > 0
in QT , and u2 a subsolution of (1.1). If u2(·,0) u1(·,0), then u2  u1 a.e. in QT .
Proof. Take as a test function in (2.1)
ϕ1 = signδ((u2 − u1)+)
u1
,
ϕ2 = signδ((u2 − u1)+)
u2
,
where signδ(z) = sign(z) inf(|z|/δ,1), then we get
T∫
0
∫
Ω
(logu2 − logu1)t signδ
(
(u2 − u1)+
)
dx dt
+
T∫ ∫ ∣∣∇(u2 − u1)∣∣2 sign′δ((u2 − u1)+)dx dt  0.0 Ω
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T∫
0
∫
Ω
(logu2 − logu1)t signδ
(
(u2 − u1)+
)
dx dt  0.
Let δ → 0, we have
T∫
0
∫
Ω
(logu2 − logu1)t sign
(
(u2 − u1)+
)
dx dt  0.
Noticing that
sign
(
(u2 − u1)+
)= sign((logu2 − logu1)+),
we have
T∫
0
∫
Ω
(logu2 − logu1)t sign
(
(logu2 − logu1)+
)
dx dt  0.
By u2(·,0) u1(·,0), we have∫
Ω
(logu2 − logu1)(x, t) dx  0,
which implies
(logu2 − logu1)(x, t) = 0 a.e. in QT .
Hence, u2  u1 a.e. in QT . 
The following theorem gives the main tool for proving Theorem 1.3:
Theorem 5.1. Let u0 ∈ C0+ ∩H 10 (Ω) satisfy: u0 > 0 in Int(suppu0), then for any v ∈ Cα,α/2(QT )
and any δ > 0, there exists βδ > 0 such that the corresponding solution to (1.1) satisfies
u(x, t) βδ a.e. in Ωδ × (0, T ), (5.1)
where Ωδ = {x ∈ suppu0 | dist(x, ∂ suppu0) δ}.
Proof. For any δ > 0, it is easily seen that there exists β˜δ ∈ (0,1) such that u0(x) β˜δ in Ωδ/2.
For any v ∈ Cα,α/2(QT ), let
uδ =
{
β˜δφδ/2e−(λδ/2+L)t , in Ωδ/2 × (0, T ),
0, otherwise,
(5.2)
where L = ‖v‖L∞(QT ), φδ/2 + λδ/2φδ/2 = 0 in Ωδ/2, φδ/2 > 0 in Ωδ/2, φδ/2 = 0 on ∂Ωδ/2. It
is easy to verify that uδ is subsolution to (1.1) and for any ε > 0, uε is supersolution of (1.1), by
Lemma 5.1,
uε  uδ a.e. in QT ,
and in particular
uε  β˜δ infφδ/2e−(λδ/2+L)t  infφδ/2e−(λδ/2+L)T = βδ > 0,
Ωδ Ωδ
1160 P. Lin et al. / J. Math. Anal. Appl. 326 (2007) 1149–1160from which as ε → 0, u βδ > 0 a.e. in Ωδ × (0, T ). Furthermore, by Lemma 5.1, we can easily
see that under assumptions of Theorem 5.1, (1.1) admits a unique solution which satisfies (5.1).
This completes the proof of Theorem 5.1. 
Theorem 5.1 implies Theorem 1.3.
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