I. INTRODUCTION
Recent years, the situation of the world marine water pollution is grim, which often result in the red tide disasters. The marine-environment has been destroyed and fishery economy is influenced by fishery resources exhaustion severely [1] . The International Maritime Organization and the coastal countries were paying more and more attention to the development of modern monitoring techniques for the marine-environment. They established corresponding marine-environment monitoring system to monitor and investigate the marineenvironment under all kinds of conditions (see http://www.noaa.gov). Recently, the capability of ocean monitoring of China has been substantial increased. More and more marine monitoring stations, buoys, research ships, satellite remote sensing, airborne remote sensing, three-dimensional monitoring network and other components for the marine environment monitoring have been gradually established.
Wireless Sensor Network (WSN) can be well used in the marine-environment monitoring network. WSN is deployed by the large number of low-cost micro sensor nodes in the monitoring area, formed by an Ad-Hoc mode self-organizing multi-hop wireless networks system which can collaborate perceive, collect and process the perceived objects information in network coverage area. The marine-environmental data is extracted by the sensors located in the sea in the marine-environment monitoring network. The data can be transported to the monitoring center for disaster prevention.
The disadvantages of traditional WSN such as limited sensor nodes energy supply, easily influenced by geographical environment or climate, lead to the problem of sensor node invalid or communication unstable. How to save energy with out function reduction of the WSN system is one of the key problems to design the software and hardware of wireless sensor network for marineenvironment. The energy waste of sensor nodes are mainly resulting from idle detective, competition conflicts, crosstalk loss, control expenses loss and so on [2] . The main task of the Medium Access Control (MAC) layer is controlling the channel access reliably and minimizing/reducing the waste of energy. So, the design of MAC protocol is important to the efficiently use of energy. The major function of the IEEE802.15.4 wireless communication standard [3] defined MAC sub-layer including six contents: constructing and maintaining individual territory net, supporting connection and separates of the net equipment's, accessing channel resources, providing guarantee time slot accessing for the specific application, supporting equipment's security and providing the reliable data link between the MAC entities. According to the fact that channel resources accessing is the major function of MAC, the IEEE802.15.4 network is able to work under two channel accessing methods: competition or non-competition. Among them, competition-based channel accessing method allows the distribution of equipment to use CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) algorithm for channel resource competition; the access of non-competition is entirely managed by the remote sensing terminal using the GTS (Guaranteed Time Slot) [4] . GTS is similar to Time TDM (Division Multiplex and Multiplexer), but it can dynamically allocate specific time slot for equipment.
To meet the demand of the energy consumption, transmission bandwidth, high reliability and real-time transmission for marine-environment monitoring networks, a system of marine-environment monitoring wireless sensor network with star topology is proposed. The system consists of sensor nodes, remote sensing terminals and data center, and the monitoring network is constituted with star topology. As mentioned above, a CSMA/CA based Real-Time Data Duty Cycle Adaptive (RDDCA) algorithm is proposed. Through improving the IEEE802.15.4 MAC layer, this algorithm can achieve the states of the sensor nodes dynamically, and then deciding whether to change the duty cycle of the transfer data in the remote sensing terminal.
In this paper, we investigate the MAC layer of IEEE802.15.4, and design the architecture of WSN with star topology WSN system for monitoring marineenvironment based on the RDDCA algorithm. Through the proposed system with sensor nodes, remote sensing terminals and data center, the states of the sensor nodes can be judged dynamically. Finally, the decision of whether to change the duty cycle of the transmission data can be made in the remote sensing terminals. The simulation results of the star topology based marineenvironment monitoring WSN under Network Simulation Version 2 (NS2) environment shows that the performance of algorithm meet the applications for marineenvironment monitoring, furthermore, the energy consumption, sensor node lifetime, network throughput and real-time performances have been improved and optimized.
This paper is organized as follows. Section II establishes a WSN system for marine-environment monitoring. In Section III, a RDDCA algorithm is proposed in order to reduce the sensor nodes average energy consumption in MAC layer, increase the network throughput, and extend the network lifetime. Simulation results are given in Section IV. Section V concludes the paper and points out our future work.
II. STAR TOPOLOGY BASED WSN ARCHITECTURE FOR
MARINE-ENVIRONMENT MONITORING Figure 1 shows the star topology based WSN architecture for marine-environment monitoring system, which consists of sensor nodes, remote sensing terminal and data center.
In a close measuring area, several marine-environment sensor nodes (N in the figure) are related to a remote sensing terminal (T in the figure). Through the improved MAC protocol based on the IEEE802.15.4, the sensor nodes transmit the collected data to the remote sensing terminals. Before the satellite stations upload the information to the remote data center, the data is preprocessed by the remote sensing terminals. The users acquire the preprocessed, analyzed, or predicted result via visiting the data center. The data is transmitted to the data center after preprocessed by the remote sensing terminals. Finally, the data can be delivered to the user.
Sensor nodes distributed in WSN collect the parameters of the marine-environment, and complete data and instructions transmission between sensor nodes and remote sensing terminals. Figure 2 shows the flowchart of sensor node for marine-environment monitoring.
Once sensor nodes have been initialized, they start to search remote sensing terminals within their communication ranges, then join in the network of nearest remote sensing terminal. After that the sensor nodes switch into the time polling mode, identifying and collecting the received marine parameters, such as temperature, humidity sensors, nutrients, heavy metals, organic pollutants, COD (Chemical Oxygen Demand), oil pollutants and organophosphate pesticides. Finally, after performing information integration and group treatment on the spot, sensor nodes automatically choose the optimum path which has the least number of routing hops via wireless communication protocol of the network layer, and then data are uploaded to remote sensing terminals. Firstly, remote sensing terminals preprocess data packets upon receipt of them, then they will sent the control commands which setting uploaded data types, sampling frequency or other parameters in according with the demands of numerical prediction such as marine index, waves, storm surges, sea ice, ocean temperature, salinity flow threedimensional architecture, and EININO coefficient.
The IEEE802.15.4 based CSMA/CA mechanism is adopted in data transmission. It is capable of avoiding radio carrier collision effectively. This paper puts forward a radio communication real-time data duty cycle adaptive algorithm based on CSMA/CA mechanism. The algorithm improves the performance of IEEE802.15.4 MAC layer, so that remote sensing terminals can dynamically judge the states of the sensor nodes, and adaptively decide whether to change the duty cycle of data transmission.
III. REAL-TIME DATA DUTY CYCLE ADAPTIVE ALGORITHM

A. Beacon Enabled and Beacon Disabled Mode
(1) When remote sensing terminals operate under beacon enabled mode, the superframe structure will be enforced to manage the communication among network equipments. Format of superframe is decided by remote sensing terminals, and it will be contained in every beacon frame transmitted to other equipments. Remote sensing terminals periodically broadcasts superframe to network devices. The duty cycle of network system can be regulated by adjustment in Beacon Order (BO) and Superframe Order (SO) in super-frame structures [5] [6] [7] . Figure 3 shows the MAC superframe structure.
(2) When remote sensing terminal chooses the beacon disabled mode, there is neither beacon frame nor superframe during transmission. Functions in MAC are supported by the non-slotted CSMA/CA mechanism. Any frame, except for the ACK frames and data frames following behind ACK frame of data request command, will be transmitted under this mechanism [8-12].
B. RDDCA Algorithm
In the marine-environment monitoring WSN system proposed in this paper, remote sensing terminal and sensor nodes are operated on the time-slotted beacon enabled CSMA/CA mechanism. Performance of slotted CSMA/CA mechanism is determined by three important parameters:
(1) NB is the number of times the CSMA/CA algorithm was required to backoff while attempting the access to the current channel. This value is initialized to zero before each new transmission attempt.
(2) CW is the contention windows length, which defines the number of backoff periods that need to be clear of channel activity before starting transmission. CW is only used with the slotted CSMA/CA version. This value is initialized to 2 before each transmission attempt and reset to 2 each time the channel is assessed to be busy.(3) BE is the backoff exponent, which is related to how many backoff period a device must wait before attempting to assess the channel activity.
Firstly, NB is initialized to 0 and the contention window CW is initialized to 2.According to the macBattLifExt(MAC battery life extended) attribute, the backoff exponent BE is set to the minimum value of 2 or macMinBE attribute. macMinBE attribute specifies the minimum of the backoff exponent, which is set to 3 by default. After the initialization, the algorithm locates the boundary of the next backoff period. Then, the algorithm attempts to avoid collision by waiting during a given delay randomly generated in the range of
periods. Thirdly, algorithm will perform CCA (Clear Channel Assessment) to detect the channel state, i.e. channel is idle or busy. If the channel is assessed to be busy, CW value is reset to 2 and the values of NB and BE are increased by one. However, BE cannot exceed aMaxBE, which is a constant defined in the standard, and with a default value equal to 5. If the number of retries exceeds macMaxCSMABackoffs, whose default value is 5, the algorithm terminates with a channel access failure status. If the channel is assessed to be idle, the value of the contention window CW is decreased by one. If the contention window has expired (CW = 0), the MAC protocol may start the transmission successfully [13] . When the mechanism are applied in marineenvironment monitoring system, due to the limited energy supply of sensor nodes and its inconvenience to replace battery by restriction of surroundings, sensor nodes may failure to work under normal condition.
The RDDCA algorithm (Figure 4 ) presented in this paper is able to reduce MAC energy consumption of sensor nodes effectively, thereby extending working time of the whole network.
In IEEE802.15.4 MAC, the duty cycle (DC) plays a key role in energy efficiency [14] . DC is defined as SD / BI which is equal to 2
SO BO −
. When the value of DC is set too low, the active period (AP) of superframe will become very short. Actions occurred during AP include such as idle channel listening, accessing competition of channel resources, sending or receiving data frames and so on, while, sensor nodes take a large part of time in low-power sleeping on the inactive period (IP). Otherwise, when the value of DC is set high, performance of end-to-end network delay will be improved, but sensor nodes may be in the state of unnecessary idle listening which leads to a waste of vast energy. Therefore, an appropriate value of DC is critical for not only energy consumption but also the balance between energy consumption and delay [15] [16] [17] [18] [19] .The algorithm is improved in IEEE802.15.4 standard and it works in the beacon enabled mode. AP only containing CAP (i.e. without CFP) is considered in the paper, because the maximum number of GTS during CFP is 7, which is evidently not suitable for the WSN network of mass sensor nodes for marine-environment monitoring [20] .
In order to adjust the value of DC, algorithm change the value of SO and keep BO constant. Whenever the new data packets arrive in message sequence, sensor nodes decide the urgency level of the data by examining the delay of data packets. Then sensor nodes will adjust the AP to send data packets through a manage 
where s T is the time of sending a packet successfully, including performing two CCA and receiving a ACK frame. k is the throughput limit coefficient. Due to the conflict during data transmission, network throughput is limited by the data payload and number of competition sensor nodes. The thesis [21] has analyses k concretely, and its analytic results are used in our paper, then the remote sensing terminal assigns the next SO so n to ensure the transmission of packet u : 2 2 log ( ) log ,
The assignment of u is performed as following. First, the remote sensing terminal checks whether previous SO is zero. If the previous SO is zero, so n can be determined based on the latest Tab. If the previous SO is more than zero, the terminal collects the number of competing nodes than update the Tab. The terminal keeps the last Tab of each sensor node. The average queue length of the nodes is: 
where i q is a last queue size index of an sensor node, i d is the delay index, which is given as a weighting coefficient to reflect the nodes contention. According to the row in the Tab, the delay index i d can be set as 1, 1.5, or 2.
Then the maximum packets which are transmitted by u can be calculated as following.
At the same time, sensor nodes send request for adjusting the value of AP to Remote sensing terminal. This request will be added into the following frame. Information of the request includes number of data queues and the delay needed for real-time data. The remote sensing terminals will keep such information in a management table (Tab), and feedback a ACK frame. Sensor nodes that receive ACK frame checks whether the remote sensing terminal allows adjusting the AP value. If so, the value of AP will be adjusted.
The condition that leads to the change of AP is delay boundary must be earlier than the next beacon frame was sent, and it can be expressed as: 2 ,
D is the delay boundary; b T is the time of beacon frame. The Data will be discarded if the real-time data has not been sent out until next beacon frame is coming. The AP of the sensor nodes and the remote sensing terminal was adjusted by the switch time. The switch time means the time from AP to IP. The switch of sensor node from the active mode to sleep mode could influence the sensor node energy deeply [22] . The sensor node mode will be switched from active to inactive under two conditions: (1) there is no register in the sensor node manage table, (2) the AP has passed which was defined in the beacon frame.
The condition (1) shows that the data in the message queue was not urgent enough to switch the sensor node to IP.
The condition (2) shows that the time to adjust the active period should be longer than the time pre-defined in beacon frame. Because the conditions of the message queues are different, the adjustment of the sensor node active period must be different. However, the mode from sleep to active is the same to all sensor nodes.
IV. SIMULATION
In this paper, we use NS2 Simulation Software to simulate the proposed algorithm. NS2 is a network environment simulator which is object-oriented and driven by discrete event, mainly used for the network research.
The software provides the simulation environment for the TCP, routing, multicast and other protocols of both wireless and wired network [24] . In addition to supporting many protocols, NS2 provides lots of test scripts. It is one of the most popular network simulation software, which has been widely used in the network analysis, research and teaching in scientific research institutes and universities.
We use NS2 simulation software to setup a star topology network, which contains several sensor nodes and remote sensing terminals. The mode by which the sensor nodes access to channel is time slot CSMA/CA. During the data transmission process, we use simplified AODV routing protocol [23] . The simulation parameters are set as table І. Because standard self-adapting algorithm of the traditional IEEE802.15.4 adjusts the duty cycle by the beacon frame, the duty cycles of all sensor nodes in the network must be the same. Therefore, some nodes change the duty cycle when they do not need to, which causes additional energy consumption. However, because the traditional self-adapting algorithm what we proposed based on IEEE802.15.4 is not use beacon frame to adjust the duty cycle, the duty cycles for each sensor node is not same, thus extra energy consumption is avoided. Figure 5 shows the relationship of sensor nodes number and average energy consumption of each sensor nod node under the RDDCA algorithm and traditional IEEE802.15.4 MAC protocol. The abscissa indicates the number of sensor nodes for marine-environment monitoring network, and ordinate indicates the average energy consumption of each sensor node (Qav). When using NS2 to simulate, we use non-saturated conditions that BO = 6, SO = 4, and the duty cycle is 25%. Compared with the traditional IEEE802.15.4, the average consumption of each sensor node is significantly decreased. But the average energy consumption reduces with the increasing of the number of sensor nodes. It is because with the number of sensor nodes increasing and success rate declining, excess sensor nodes turn into a new backoff stage or sleep mode, the energy consumption of idle mode sleep mode is far less than that of sending and receiving mode. Figure 6 shows the relationship of sensor nodes number and average energy consumption of remote sensing terminals in the RDDCA algorithm and traditional IEEE802.15.4 MAC protocol. The horizontal axis indicates the number of sensor nodes in marine environmental monitoring Network, and the vertical axis indicates average energy consumption of remote sensing terminals (Qav). The remote sensing terminal can collect information from many sensor nodes, and sends it to the upper network. So it has an important effect on network's energy consumption, which consumes mainly in transmitting beacon, information confirmation, receiving data packet, channel monitoring, and the monitoring of idle channel is the main energy consumption. No matter how many data packets are sent, the energy consumption of remote sensing terminal is proportional to the length of active period of superframe. Therefore, if we can reduce energy consumption of remote sensing terminal, it will deeply reduce the energy consumption of the whole marine environmental monitoring WSN system, and extend the network's lifetime. Figure 7 shows the analysis of throughput on different burden (for different loads). The horizontal axis indicates traffic load of the net, and the vertical axis indicates throughput of the net. This picture figures out that compared to the traditional IEEE 802.15.4 algorithm, the network throughput of new algorithm are deeply improved. With the increasing of traffic burden, the throughput is increased as well. Because in the improved algorithm, it dynamically changes super-frame's active phase, and the success rate of real-time data transmission is higher than that of traditional algorithm. Higher data packet transmission rate means lower energy consumption and higher throughput, which leads to the phenomenon in figure 7. Therefore the improved program can significantly improve the network's throughput and reduce energy consumption. But when the net load rises from 6Kbps to 7Kbps, the net throughput does not increase. This is because the load of the application layer is not at the same with the MAC layer. To solve the application problems of WSN system for marine environment monitoring, such as energy consumption, transmission bandwidth, high reliability and real-time, we design a star topology architecture wireless sensor networks, which consists of sensor nodes, remote sensing terminals and data center. Further more, by anglicizing 802.15.4 MAC layer protocol and CSMA/CA channel access mechanism; we propose a kind of real-time data duty cycle adaptation algorithm based on WSN system above. Simulations performed in NS2 show that star topology based RDDCA algorithm for WSN system can achieved the demand of the marine-environment monitoring applications. Comparing with traditional IEEE802.15.4 standard, it is found that the performance is improved significantly in energy consumption, sensor nodes lifetime, network throughput and real-time performance.
This paper carries out an improved MAC duty cycle adaptive algorithm, and combines with a star topology WSN system for marine-environment monitoring. However, it still needs to consider more complex topology structure to adapt the changing ocean conditions. To solve this problem, we have proposed a novel heterogeneous hybrid tree topology structure and control strategy in [25] , the proposed WSN topology structure can solve the signal transmission and coverage problem caused by the big ups and downs wave and enlarge the monitoring scope and prolong the lifetime of the node of WSN systems for marine environment monitoring. Overall, the theory research still needs to combine with the actual sensor node to verify the performance and limitations of the improved algorithm in the practical application in the future work. 
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