Introduction
The supplementary information provides mathematical derivations of equations (8) and (13) in the main text.
Text S1 -Mathematical derivation of equation (8) 
in the main text
The KL divergence between the approximate distribution ( | ) and the true distribution ( | ; ) as defined in equation (7) in the main text may be written as
The first term here represents negative of the entropy ( ) of the variational distribution ( | ). Now, substituting for ( | ; ) from equation (5) in the main text we get
Defining ℒ( ; ) ≡ log ( ; ) as the log-evidence, which is independent of ( | ), we get which is same as equation (8) in the main text.
Text S2 -Mathematical derivation of equation (13) in the main text To derive equation (13) from equation (12) in the main text we substitute equation (12) into equation (9) in the main text which gives
The maximum computational complexity of the expectation term (the 1st term in equation S-6) is * | | and of the entropy term (the 2nd term in equation S-6) is (| | * | |), where and | | are respectively the number of maximal cliques ̂ and the approximating cliques in the graph, and || and | | are the maximum dimensionality of model parameters in the maximal and the approximating cliques in the graph, respectively. Thus evaluation of the free energy functional in the above equation can be performed in time that is linear in the maximum dimensionality of factors in ( | ) (or cliques in the graph).
In order to optimize the marginal distributions ( | ) of any restricted variational distribution ( | ) ∈ ℚ, we iteratively maximize the variational free energy ℱ( , ) within the family ℚ of factorizable distributions by successively optimizing each of the marginal distributions at a time. The factorizable form of the mean-field (MF) variational distribution allows successive optimization of each factor (marginal distribution) while keeping others fixed in an iterative fashion. We may characterize stationary points of the marginal distribution ( | ) in terms of the rest of the marginals \ \ | by restricting the energy functional ℱ( , ) to the terms involving ( | ), which gives
We seek to derive update equations for a higher-order MF approximation by characterizing the stationary points of the free energy functional using Lagrange multipliers. Since ℱ( , ) is concave in , we can maximize it by forming a Lagrangian as
where the Lagrange multiplier enforces the constraint that the marginal ( | ) is a proper distribution. Differentiating ( ) with respect to ( | ) and setting it equal to zero gives:
as the necessary and sufficient condition for ( | ) to be a local maximum of ℱ( , ) given the rest of the marginal distributions \ \ | . In this equation ( ) is the local normalization constant that ensures that ( | ) is a valid distribution, and the conditional expectation in the argument of the exponential function is given by
where ∈\{ }˄| | = . The above conditional expectation in equation S-10 is independent of the variational marginal distribution ( | ), but is a function of as a conditioning variable. It may be restricted to terms that involve by exploiting the conditional independence of given under the MF approximation, resulting in a closed-form update for the marginal distribution ( | ):
which is same as equation (13) in the main text.
