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R e i d  R .  H a r r i s o n
Engineers have long looked to nature for inspiration. The diversity of 
life produced by five billion years of evolution provides countless exis­
tence proofs of organic machines with abilities that far surpass those of 
our own relatively crude automata. We have learned how to harness 
large amounts of energy and thus far exceed the capabilities of biolog­
ical systems in some ways (e.g., supersonic flight, space travel, and 
global communications). However, biological information processing 
systems (i.e., brains) far outperform today's most advanced computers 
at tasks involving real-time pattern recognition and perception in com­
plex, uncontrolled environments. If w e take energy efficiency into ac­
count, the performance gap widens. The human brain dissipates 12 W 
of power, independent of mental activity. A modem microprocessor 
dissipates around 50 W. and is equivalent to a vanishingly small frac­
tion of our brain's functionality.
Indeed, the human brain is a daunting goal for biologists and engi­
neers alike. Our brain takes several years to fully develop, and contains 
between 1010 and 10u neurons (nerve cells), each communicating with 
103 other cells, on average. Brains of other animals (particularly inver­
tebrates) are much smaller but still perform remarkably complex com­
putations. Insect brains, for example, typically contain between 105 and 
106 neurons, yet insects perform sophisticated information-processing 
tasks rapidly and efficiently.
We have attempted to extract computational principles from the 
visual system of the fly and apply these principles to an engineered 
system — an integrated, low-power visual motion sensor. As our engi­
neering tool, w e use very large-scale integration (VLSI) of silicon 
circuits— the most advanced information-processing substrate avail­
able today. In particular, w e explore continuous-time (unclocked), 
continuous-value (analog) circuit architectures. This approach was pio­
neered by Mead and colleagues beginning the in 1980s (Mead, 1989).
The fly is an attractive target for biologically inspired approaches 
to engineering. Its brain and sensory systems have been studied for 
decades, so much is known about their operation. Of course, we are 
still decades (or centuries) away from understanding the entire system,
b u t a w ea lth  of b eh av iora l an d  e lec trop h ysio log ica l data h as led  to the  
d ev e lo p m en t o f several m o d e ls  o f in form ation  processin g .
THE V ISUAL SYSTEM OF THE FLY
V isio n  is a v ita lly  im portan t sen se  for fly in g  in sects. In the h o u se fly 's  
brain , m ore than  h a lf o f the 350,000 n eu ron s are b e lie v ed  to h a v e  som e  
role in  v isu a l p rocessin g . The fly 's  op tic  lo b es con ta in  m o tio n -sen sitiv e  
n eu ron s that resp on d  to m o v in g  stim u li over large p ortion s o f the v i­
su a l field . M any o f these n eu ron s h a v e  b een  lin k ed  to sp ecific  v isu a lly  
g u id e d  b eh av iors that h e lp  the an im al n a v ig a te  through  a com p lex  en ­
v iron m en t in  a rob u st m anner (E gelhaaf and  Borst, 1993).
In sects p rocess v isu a l m o tio n  in form ation  in  a local, h ierarchical 
m anner. This in form ation  p rocessin g  b eg in s  at the sen sor— th e retina. 
D esp ite  the m u ltilen s con stru ction  o f the co m p o u n d  eye, the pattern  
projected  on to  the u n d er ly in g  retina is  a s in g le  im age o f th e v isu a l 
scen e. P hotoreceptors in  the retina ad ap t to th e am bient ligh t lev e l, and  
sig n a l tem poral d ev ia tio n s from  th is level. T hese s ign a ls  are p a ssed  on  
to  th e n ext layer of cells , th e lam ina. L am ina ce lls gen era lly  sh o w  tran­
s ien t or h ig h -p a ss resp on ses, em p h a siz in g  tem poral ch an ge (W eck- 
strom , Juusola, an d  L au ghlin , 1992). The n ext stage o f p ro cessin g  is  the  
m ed u lla , a layer o f ce lls  that are ex trem ely  difficult to s tu d y  d irectly  
d u e  to their sm all s ize . Indirect ev id en ce  su g g ests  that local m easu res  
of m o tio n  (i.e., b e tw e en  adjacent p h otorecep tors) are com p u ted  here. 
T h ese local, d irection -se lec tive  m o tio n  estim ates are in tegrated  b y  large  
tan gen tia l ce lls in  the lob u lar p la te (H au sen  and  E gelhaaf, 1989). The 
h o u se fly  h as 5 0 -6 0  tan gen tia l ce lls  in  each  h em isp h ere o f its brain. 
T h ese are the b est-stu d ied  ce lls in  the fly  v isu a l system , and m u ch  is  
k n o w n  ab out their p rop erties.
L obular p la te  ce lls gen era lly  resp on d  to m otion  over large parts o f  
th e v isu a l field . S om e o f th ese  ce lls se em  to  b e  m atched  filters for the  
op tic  f lo w  p atterns p ro d u ced  b y  rotation  or translation  a lon g  particu lar  
axes (K rapp and H en gsten b erg , 1996). S om e o f th ese  cells m o st lik ely  
control com p en sa tory  m otor reflexes that p reven t the fly  from  rotating  
d u rin g  flight. O thers are sen sitiv e  o n ly  to sm all objects m o v in g  across  
th e v isu a l fie ld  (E gelhaaf, 1985). It is b e lie v ed  that th ese  "figure d etec­
tion" ce lls a llo w  the fly  to  locate  n earby objects th rou gh  m otion  p aral­
lax (K im m erle, W arzecha, and E gelhaaf, 1997). A ll o f th ese  sen sory  
ab ilities require that m o tio n  first b e d etected  loca lly  b e tw e en  every  pair  
o f p h otoreceptors. ,
Photoreception
Each e y e  o f th e b lo w fly  Calliphora erythrocephala con sists of ap proxi­
m ate ly  6000 in d iv id u a l len ses. B eneath  each  len s is a cluster o f  eigh t
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ligh t-sen sitive  cells. Each len s and its assoc ia ted  p h otoreceptors form  a 
u n it ca lled  an om m atid iu m . Six o f  the e ig h t p h otoreceptors are used  
to im p lem en t neural su p erp osition , a tech n iq u e to increase the effective  
lens d iam eter b y  p o o lin g  the resp on ses o f  n eigh b orin g  om m atid ia . The 
other tw o  p h otorecep tors d o  n ot seem  to b e  in v o lv ed  in the d etection  
o f m otion . M utants w ith  th ese  p h otoreceptors im paired  can n ot d is ­
crim inate co lors, b ut sh o w  n o  m otion -re la ted  d eficits (H eisen b erg  
an d  Buchner, 1977). From  an in form ation -p rocessin g  p ersp ective , each  
om m atid iu m  records on e "pixel" o f  the external w o r ld 's  im age. Inter- 
om m atid ia l angular sp a c in g  is 1.1—1.3° (L and, 1997). T his angular  
reso lu tion  is ap p rox im ately  150 tim es w o rse  than the 0.008° reso lu tion  
in  the foveated  region  o f th e h u m an  retina (W and ell, 1995). (T his is 
rou gh ly  eq u iva len t to h a v in g  2 0 /3000  v is io n .) A lth o u g h  the om m atid ia  
are arranged in a h exagon al array, it is u sefu l to  think o f the eq u iva len t  
array s iz e  in term s o f  the stand ard  rectangular array u sed  b y  com p u ter  
m on itors and d ig ita l cam eras. T ak ing the square root o f the n um ber o f  
om m atid ia  (6000), w e  see  that Calliphora's ey e  is rou gh ly  eq u iva len t to  
a 77 b y  77-p ixel array co v erin g  o n e  v isu a l h em ifie ld . The ey e  o f  the  
fruit fly Drosophila con ta in s o n ly  700 om m atid ia , resu ltin g  in an eq u iv ­
a lent array s iz e  o f  26 b y  26 (L and, 1997). T od ay 's ch eap  d ig ita l cam eras  
p ro v id e  640 b y  480-p ixel im ages, and em erg in g  p h oto-q u ality  d ig ita l 
cam eras p ro v id e  1800 by 1200 p ix e ls  or m ore— around tw o  orders of 
m agn itu d e m ore p h otorecep tors than a fly 's  eye . T ypical cam eras con ­
centrate these p ixels in to  a 40° field  o f v ie w , w h ile  each  fly ey e  sees  
nearly  a com p lete  h em isp here.
It is rem arkable that flies are cap ab le  o f su ch  im p ress iv e  n av igation  
w h en  o n e  con sid ers their lo w -reso lu tio n  eyes. T h is lim ited  sp atia l 
acu ity  is a co n seq u en ce  o f the co m p o u n d  e y e  d esign . In order to in ­
crease sp atia l acu ity , m ore om m atid ia  are required. H o w ev er , the  
reso lv in g  cap ab ility  o f  each  om m atid iu m  is lim ited  b y  d iffraction, so  
each  lens m ust a lso  b e m ad e larger. If w e  w an ted  to  b u ild  a com p ou n d  
ey e  w ith  the acu ity  o f  the h u m an  fo v ea  (0.008°), it w o u ld  h a v e  a radius  
of 11.7 m eters! The v isu a l acu ity  o f  the largest in sect e y e  in nature ( that 
of the aesh n id  dragon fly) reaches 0.24° in its m o st acute zo n e , still 30  
tim es coarser than the h u m an  fovea  (Land. 1997).
A lth o u g h  inferior to h u m an  e y e s  sp a tia lly , fly  v is io n  far ex ceed s ours  
tem porally . H u m an  v is io n  is sen sitiv e  to tem poral m o d u la tio n s up  to 
20 or 30 H z, w h ile  fly p h otorecep tors resp ond  to tem poral frequencies  
as h igh  as 300 H z (A u tru m , 1958).
SIG NAL PROCESSING IN THE PERIPHERAL OPTIC LOBE
The lam inar reg ion , a lso  ca lled  the first op tic  gan g lion , con ta in s ce lls  
that exh ib it transient resp on ses to step  in ten sity  ch an ges. The large  
m on op o lar  ce lls  (LM Cs) in th is gan g lio n  ign ore the DC ligh t lev e l b ut
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a m p lify  tem poral ch an ges (W eckstrom , Juusola, and L aughlin , 1992). 
T his h igh -p ass resp on se  h as b een  sh o w n  to o p tim ize  in form ation  trans­
fer th rough  th is reg ion  (L aughlin , 1994). Lam inar cells d o  n o t exh ib it  
m otion -sp ecific  resp on ses. There is a stron g  retinotop ic organ ization  
from  th e retina th rou gh  th e lam in a to the n ext layer, the m ed u lla . Every  
o m m a tid iu m  h as an a ssoc ia ted  neu ral "cartridge" b en eath  it in  th ese  
u n d er ly in g  gan glia , su g g estin g  m a n y  id en tica l p rocessin g  u n its op er­
a tin g  in  p arallel (Strausfeld , 1976).
C ells  in  th is secon d  op tic  g a n g lio n  are ex trem ely  sm all and d ifficult 
to record  from , and little  is k n o w  ab ou t their structure or function . 
D eV o e recorded  from  m ed u llar  ce lls in  Calliphora and  reported  a w id e  
v a r ie ty  o f resp on se characteristics: transient tem poral resp on ses, su s­
ta in ed  resp on ses, d irection a l m o tio n  resp on ses, an d  n on d irection a l 
m o tio n  resp on ses (D eV oe an d  O ckleford , 1976; D eV oe, 1980).
The Tangential Cells of the Lobular Plate
T he third  op tic  g a n g lio n  is  a lso  k n o w n  as the lob u la-lob u lar p late  
com p lex . A t th is p o in t in  th e op tic  lob e, th e retinotop ic organ ization  
en d s  w ith  m a ssiv e  sp atia l con vergen ce . In form ation  from  several th o u ­
sa n d  p h otorecep tors co n v erg es on to  5 0 -6 0  tan gen tia l cells. T h ese cells  
h a v e  b road  d en dritic trees that rece ive  syn ap tic  in p u t from  large re­
g io n s  o f the m ed u lla , resu ltin g  in  large v isu a l recep tive  fie ld s (H au sen , 
1982a, b; H en gsten b erg , 1982; H au sen , 1984; K rapp and  H en gsten b erg , 
1996).
A  su b set o f th ese  n eu ron s w ere  fou n d  to resp on d  p rim arily  to  h ori­
zo n ta l m otion , an d  th ese  ce lls  w ere  g iv e n  n am es b eg in n in g  w ith  "H." 
H I is a sp ik in g  n eu ron  that resp on d s to  back-to-front op tic  flow . HSS, 
H SE, and H S N  are grad ed  p o ten tia l (n on sp ik in g) n eu ron s coverin g  the  
sou th ern , equatorial, and  northern  reg io n s o f the v isu a l field , resp ec­
tiv e ly . C o llectiv e ly  ca lled  th e H S cells , th ese  n eu ron s are d ep o la r ized  
b y  fu ll-fie ld  v isu a l m o tio n  from  the front to  the back  o f th e eye , and  
h y p erp o la r ized  b y  b ack-to-front m otion . T hey h a v e  b een  sh o w n  to  en ­
co d e  h orizon ta l m o tio n  as effec tive ly  as the sp ik in g  H I ce ll (H aag  and  
Borst, 1997). Each H S ce ll in tegrates sign a ls  from  an  ip sila tera l reti­
n o to p ic  array o f e lem en tary  m o tio n  d etectors (EM D s), u n its in  the m e­
d u lla  that estim ate loca l m o tio n  in  sm all areas o f the v isu a l field . The 
H S ce lls sy n a p se  on to  d escen d in g , sp ik in g  n eu ron s, w h ich  relay in for­
m a tio n  to  the m otor centers o f  the thoracic gan glion . A nother class o f  
n eu ron s, th e VS cells, resp on d  to  vertica l m otion . R ecently , it h as b een  
sh o w n  that th ese  H S and VS ce lls  are n o t s im p ly  resp o n siv e  to m o tio n  
a lo n g  on e axis, b u t rather act as m atch ed  filters for com p lex  patterns  
o f op tic  flo w  that w o u ld  b e p rod u ced  b y  b o d y  rotations (Krapp and  
H en gsten b erg , 1996).
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V isu a lly  G u ided  Behaviors
Flies rely h eav ily  on  v isu a l m otion  in form ation  to su rv ive . In the fly, 
m o tio n  in form ation  is k n o w n  to u n d erlie  m an y  im portant b eh av iors  
in c lu d in g  stab iliza tion  d u rin g  fligh t, orien tin g  tow ard  sm all, rap id ly  
m o v in g  objects (E gelh aaf and Borst, 1993), an d  estim atin g  tim e-to- 
contact for safe lan d in gs (Borst and Bahde, 1988). S om e m otion -related  
tasks, lik e  ex ten d in g  th e le g s  for lan d in g , can  be execu ted  le ss  than 70 
m sec after stim u lu s p resen tation . W agner reports a 30 m sec reaction  
tim e for m ale flies ch asin g  p ro sp ec tiv e  m ates (W agner. 1986). The com ­
p u tation al m achinery p erform in g  th is sen sory  p rocessin g  is  fast, sm all, 
lo w  p o w er, and robust.
F lies u se  v isu a l m otion  in form ation  to estim ate  se lf-rotation  an d  to 
gen erate a com p en sa tory  torque resp on se to  m ain ta in  stab ility  d uring  
flight. T h is w e ll-stu d ied  b eh av ior is k n o w n  as the o p to m o to r  resp onse. 
It is  in teresting  from  an en g in eer in g  sta n d p o in t b ecau se it extracts rel­
evan t in form ation  from  a d yn am ic, u nstru ctured  en v iron m en t on  the  
b a sis  o f p a ss iv e  sen sors and u se s  th is in form ation  to  gen erate ap p ro­
priate m otor com m an d s d u rin g  flight. T h is sy stem  is im p lem en ted  
in b io log ica l hard w are that is m an y  orders o f m agn itu d e sm aller and  
m ore p o w e r  efficient than ch arge-cou p led  d ev ic e  (CC D ) im agers co u ­
p led  to a con ven tion a l d ig ita l m icroprocessor.
M uch o f the com p u ta tion  u n d er ly in g  the o p to m o to r  control system  
is perform ed by the H S ce lls  (G eiger and N a sse l, 1981, 1982; Egelhaaf 
et a l., 1988; H au sen  and W ehrhahn, 1990; E gelhaaf and Borst, 1993). 
This w e ll-s tu d ie d  sy stem  estim a tes rotation  from  op tic  flow  and  u ses  
th is in form ation  to p rod u ce  a sta b iliz in g  torque w ith  the w in g s  (G otz, 
1975; W arzecha and E gelhaaf, 1996).
THE REICHARDT MOTION DETECTOR MODEL
M u ch  is u n d erstood  ab out the m ech an ism s u sed  b y  flies to extract 
v isu a l m otion  in form ation  from  their retinal s ign a ls. The m o st-w ell-  
k n o w n  m od el o f fly  m otion  d etection  is the R eichardt m od el, first p ro­
p o sed  b y  H assen ste in  and  R eichardt in 1956 to exp la in  v isu a lly  m ed ia ted  
b eh av iors in  a w a lk in g  b eetle  (H assen stein  and Reichardt, 1956). T his  
m o d e l is  a typ e o f  correlation-b ased  m otion  detector, w h ich  m easu res  
sp atio tem p ora l correlations cau sed  b y  m o v in g  objects.
This m o d e l h as b een  su ccessfu l at ex p la in in g  both  d eta iled  electro-  
p h y sio lo g ica l resp on ses o f  m o tio n -sen sit iv e  n eu ron s to v isu a l stim u li 
(E gelhaaf and Borst, 1989; Z anker, 1990) and v isu a lly  gu id ed  beh avioral 
resp on ses (R eichardt and P o g g io . 1976; R eichardt and E gelhaaf, 1988; 
Borst, 1990; W arzecha and E gelhaaf, 1996). M od ified  version s o f the  
R eichardt m od el h ave a lso  b een  u sed  to exp la in  m otion  p erception
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Figure 2.1 Reichardt motion detector architecture, (a) The signal from one photoreceptor 
is correlated w ith the delayed signal from an adjacent photoreceptor. Direction selectivity 
is increased by subtracting the responses of two half-detectors in opponency. (b) A 1-D 
array of Reichardt motion detectors, illustrating the repeated computational element. 
Subtraction currently performed off-chip for flexibility, but w ould be easy to implement 
given the current-mode outputs of the multipliers. A 2-D arrangement is possible with  
two additional multipliers in each cell. ,
p rop erties in  vertebrates, in c lu d in g  h u m an s (Borst and  E gelhaaf, 1989; 
C lifford, Ib botson , an d  L an gley , 1997).
Theoretical Analysis ,
W e n o w  describ e the R eichardt m o tio n  d etection  algorithm , w h ich  
w ill u n d erlie  our h ard w are im p lem en ta tion . A s m en tion ed  ab ove, the  
R eichardt m o tio n  d etector is a correlation-b ased  algorithm , w h o se  o u t­
p u t is eq u iva len t to the o u tp u t o f th e sp atio tem p ora l m o tio n  en ergy  
m o d e l p ro p o sed  b y  A d e lso n  an d  B ergen  (1985) an d  others (van  Santen  
an d  S perling, 1985; W atson  an d  A h u m ad a , 1985).
T he b asic id ea  o f the R eichardt m otion  detector is to  correlate the  
sig n a l from  o n e  p h otorecep tor w ith  the d e la y e d  sign a l from  an adjacent 
p h otorecep tor (figure 2.1a). This d elay-and -correlate a lgorith m  p ro­
d u ces a v e lo c ity -tu n ed  resp o n se  that is w ea k ly  d irection a lly  se lective .
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By subtracting the responses of two opponent half-detectors from 
each other, strong direction selectivity is achieved (Borst and Egelhaaf, 
1990).
It is instructive to consider the case where the stimulus is a sinusoidal 
grating moving at velocity v. Image intensity i(x, t) can be expressed as
i(x, f) =  / +  AJ sin[27tfs(x +  (2.1)
where I is the mean intensity, and /s is the spatial frequency. The con­
trast of the grating is AI/L  At any single photoreceptor, this moving 
grating produces a temporal sinusoidal signal with a frequency/( =  vfs. 
This allows us to rewrite equation 2.1 as
i(x, t) = 1  +  Al sin(w(f +  (dsx ) (2.2)
where (a, =  2nf, and eos =  2 nfs. If two photoreceptors have an angular 
separation of i/>, then the signals measured by the photoreceptors can be 
expressed as
p\(t) =  |H(wi)|AJ s in f w ,t -  (2.3)
pz(t) =  |H(od)|AJ sin (w,t +  a>s 0  (2.4)
We introduce as the temporal frequency response of the
photoreceptors. For simplicity, we ignore the phase contribution of 
H(W|). as it will be identical in pi(t) and ^ ( 0 . and thus have no effect 
on perceived motion. We also assume that the photoreceptors have 
a high-pass behavior, which eliminates the DC component of illumina­
tion /.W e model the photoreceptor response as
H (®») =  r ---------- -------------------- TT (2.5)(JOJ/Th +  l)(JOOtTpholo +  1)
where th is the time constant of the DC-blocking high-pass filter, 
is the time constant defining the photoreceptor bandwidth, and K is a 
constant of proportionality.
The delay required by the delay-and-correlate motion detector archi­
tecture is implemented using the phase lag inherent in a first-order 
low-pass filter. Low-pass filtering each photoreceptor signal yields
h(t) = r _ _ _ — L sin ( aj,t -  (ds f- -  tan 1 (2 .6 )
y /r 2ci)f + 1 V 2 /
l2(t) =  sinffoit +  Q j t -  tan -1 to},\ (2.7)
y/r^wf +  l \ 2 J
Correlation is accomplished by multiplying the phase-lagged signals 
with adjacent, nondelayed signals. The results are two "half-detector" 
responses:
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mi(f) =  G[cos(os^ +  P) — cos(2cuff -  P)] 






Once these signals are subtracted in opponency, the final output 
becomes
This describes the sensitivity of a Reichardt motion detector to a sinus­
oidal grating with a particular contrast, temporal frequency, and spa-
three parameters. We can rewrite this equation to make the depen­
dency on the grating velocity v explicit:
Although this response is direction selective (i.e., the sign of o[t] is 
equal to the sign of v), it does not encode velocity independent of spa­
tial frequency and contrast. Notice that the sin <j)cos term predicts spatial 
aliasing, as it becomes negative for 1 /2 ^ < f s < 1 /(j).
There are no time-dependent terms in this equation. This indicates a 
DC response to moving patterns. However, if the mean intensity of the 
image is not completely removed by prefiltering, or if the opponent 
subtraction is not perfectly balanced, oscillations at harmonics of the 
stimulus temporal frequency will be superimposed on the DC response. 
(For a complete analysis of the Reichardt motion detector in these non­
ideal cases, see Egelhaaf, Borst, and Reichardt, 1989.) These oscillations 
may be reduced by using an array of Reichardt motion detectors (figure 
2.1b) and summing their responses. This has the effect of integrating 
over different phases of the stimulus and canceling pattern-dependent 
oscillations, and has been proposed as a single model of tangential cell 
integration (Reichardt and Egelhaaf, 1988; Single and Borst, 1998).
Hardware Im plem entations %
Early attempts to implement the intensity-based Reichardt architecture 
in silicon used translinear, current-mode circuits (Andreou, Strohbehn, 
and Jenkins, 1991; Harrison and Koch, 1998). As we showed in the 
previous section, the response of these traditional Reichardt motion
o(t) =  (AI)2\H(co,)\2 2 TC? ‘ sin (j>cos
T CDf +  1
(2.12)
tial frequency. Notice that the response is a separable function of these
(2.13)
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sensors is affected strongly by contrast. Attempting to build contrast- 
independent Reichardt motion sensors, some have designed circuits 
that perform an initial binarization of the image based on temporal 
edges and then delay and correlate these digital signals (Moini et al., 
1997; Jiang and Wu, 1999). These circuits would not be expected to 
perform well in noisy, low-contrast environments without additional 
image preprocessing. Another VLSI implementation involved continu­
ous-level signal processing after the photoreceptors, but the final mo­
tion detector output was a binary value (Liu, 1997). Reichardt-inspired 
sensors have also been built in discrete hardware and used on mobile 
robots, although the particular implementation more closely resembled 
a feature-tracking, time-of-travel scheme (Pichon, Blanes, and France­
schini, 1989; Franceschini, Pichon, and Blanes, 1992).
C IR C U IT  A R C H IT E C T U R E
We implemented the Reichardt motion detector model in continuous­
time VLSI circuitry. To the best of our knowledge, this is the closest 
approximation to this biological motion sensor that has been built.
We measure light intensity with an adaptive photoreceptor circuit 
developed by Delbriick and Mead (1996). This four-transistor circuit 
uses a substrate photodiode and source follower (M i) to convert inci­
dent light into a logarithmically encoded voltage (figure 2.2a). A high- 
gain amplifier (M2 and M3) and feedback network (Ci and C2) amplify 
the voltage signal by a factor of 18. The adaptive element (M4) acts as 
a nonlinear feedback element that conducts only if the voltage across 
it exceeds several hundred millivolts. This allows the photoreceptor to 
adapt to large changes in illumination. Thus we maintain a large dy­
namic range over a wide operating range. At low-bias current levels, 
the bandwidth of the photoreceptor is limited by the parasitic output 
capacitance Cp. (For a detailed discussion of this circuit, see Delbriick 
and Mead, 1996.)
The adaptive photoreceptor signal is sent to a g mC high-pass filter 
(figure 2.2a). We use a source follower to provide a low-impedance 
driver, but in future designs we will leave this out and compensate for 
the increased output capacitance by increasing the photoreceptor bias 
current lpr. We use a high-pass filter for two reasons. First, the AC cou­
pling eliminates any systematic offsets caused by device variation in 
the adaptive photoreceptor. Second, by fixing the DC component of the 
signal to Va, we can eliminate any common-mode effects later in the 
circuit.
The delay is accomplished with a first-order g„,C low-pass filter 
(figure 2.2b). The bias transistor in the circuit was made several times 
minimum size to improve time-constant matching across the chip. By






























Figure 2.2 Voltage-m ode EM D subcircuits. Shaded labels indicate corresponding signals 
from figure 2.1a. (a) Adaptive photoreceptor (M1-M 4, C1-C 2) w ith source follower (M5-  
M 6) and tem poral highpass gmC filter (M 7- M 11, C3) to remove the DC component of Vph„,0. 
(b) Temporal lowpass gmC filter. This circuit's phase lag acts as a delay, (c) Gilbert m ulti­
plier. This circuit multiplies delayed and nondelayed photoreceptor signals. The output is 
a current Iout, which allows for easy spatial summation.
operating this circuit at low current levels, we can achieve time con­
stants useful for motion detection (10-100 msec) with reasonably sized 
capacitors (on the order of 1 pF).
Correlation is approximated by a Gilbert multiplier (figure 2.2c). The 
input V2 comes from the low-pass filter, and Vi comes from the high- 
pass-filtered photoreceptor from an adjacent pixel (figure 2.1b). The 
voltage V„ is the reference voltage used by the high-pass filter, and Vj, is 
another DC bias voltage set a few tens of millivolts below Va. We op­
erate these field-effect transistors (FETs) in subthreshold, where their 
drain current Id, ignoring channel-length modulation effects, is given by 
\d =  J0e'cV*/uT (e-vs/uT _  e-vd/uTj p H )
where Jo is a process-dependent constant, Vg, Vs, and Vj are the gate, 
source, and drain voltages referenced to the bulk potential, k  is the gate 
efficiency factor (typically around 0.7), and Ut is the thermal voltage 
kT/q (Mead, 1989). Subthreshold FETs exhibit exponential behavior, 
much like the bipolar junction transistors (BJTs) with which the Gilbert
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multiplier was originally built. We take a single-ended current-mode 
output from the circuit, which gives us
h  , h
lout =  2 +  2 tanh
m  -  v„)i
tanh
M V 2 -  Vfr)1
2Ut 2 UT
(2.15)
where lb is the bias current. For small-signal inputs, this can be ap­
proximated as
l°u, =  \ +  0  CV'l -  Va)(V2 -  Vh) (2.16)
For the multiplier to work properly, the common-mode voltage of 
the lower inputs (V2 and Vj,) must be lower than the common-mode 
voltage of the upper inputs (Vi and V„). Simulation results show that 
acceptable behavior is obtained with a difference of only 50 mV. ln 
order to lower the DC level of the low-pass filter output, we lowered 
the source voltage of the output FET in the current mirror of the g„,C 
filter (see figure 2.2b). By placing the Van bias a few tens of millivolts 
below Vjj, we lower the DC output level by (V^ -  Vtlity/K- This source 
voltage "tilt" increases the time constant of the low-pass filter, but we 
can compensate by raising lr. The difference in source voltages also 
creates an asymmetry in the up-going and down-going slew rates of the 
filter, but in practice this does not seem to have a significant effect on 
the overall circuit performance.
It can be shown from equation 2.15 that the circuit output saturates 
for differential inputs greater than about 4 (ir  ~  100 mV. Rather than 
restrict our signals to this small linear region, we exploit the nonlinear 
behavior of the circuit to improve our motion detection algorithm. It 
has been shown that by adding saturating nonlinearities before the 
correlation stage, the contrast dependence of a Reichardt detector can 
be reduced (Egelhaaf and Borst, 1989).
Figure 2.3 shows the layout for one 1-D motion sensor, correspond­
ing to the circuit element outlined in figure 2.1b. All experimental 
results shown below were measured from arrays of this circuit, which 
was fabricated in a 1.2 i^m double-poly, double-metal H-well CMOS 
process, yielding a pixel size of 61 (.im by 199 nm with 32 transistors 
and 4 capacitors totaling 3.0 pF.
The outputs of all EMD pairs were summed to simulate the wide- 
field motion-sensitive neurons found in flies. We mounted a 2.6 mm 
lens over the chip, which gave the photoreceptors an angular spacing 
of 1.3° (similar to the 1-2° angular spacing observed in fly eyes), and a 
total field of view of 30“ (much less than the fly's eye, which sees al­
most an entire visual hemifield). The low-pass filter time constant was 
set to 50 msec, and the band-pass filters were set to pass frequencies 
between 0.5 Hz and 8 Hz. This circuit is characterized in detail in Har­
rison and Koch (2000).
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Figure 2.3 Voltage-mode motion detector layout. Cell measures 61 |xm x 199 |xm in a 
standard 1.2 |xm process with 32 transistors and 4 capacitors totaling 3.0 pF. In order to 
build a 2-D motion sensor, we need only add two more multiplier circuits, and some ad­
ditional interpixel wiring.
OPTOMOTOR CONTROL
Earlier, we introduced the optomotor response, where visual motion 
information is used as a feedback control signal to estimate and cancel 
self-rotation. This sensorimotor loop is perhaps the best-studied visu­
ally guided behavior of the fly. We will first describe optomotor ex­
periments performed (by others) with flies and then describe real-time 
experiments where our VLSI sensor was compared directly against 
flies.
Experim ents Previously Perform ed on Flies
W arzecha and Egelhaaf (1996) recently characterized the optomotor 
behavior of the fly under closed-loop conditions. A female sheepfly 
(Lucilia cuprina, Calliphoridae) was rigidly attached to a meter that
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measured yaw torque produced while the fly attempted to turn in re­
sponse to visual stimuli (figure 2.4a), reducing the fly's behavior to a 
single degree of freedom. Vertical bars were presented to a large region 
of the fly's visual field, and could be drifted clockwise or counter­
clockwise. In closed-loop experiments, the fly's yaw torque was mea­
sured in real time and scaled by a constant gain term to yield angular 
velocity. This simulates the observed dominance of air friction in de­
termining the instantaneous angular velocity in flies (Reichardt and 
Poggio, 1976). The fly's simulated angular velocity was subtracted from 
the angular velocity imposed by the experimenter. The resulting signal 
was used to control the drift rate of the visual stimulus. This simulated 
free-flight conditions, and allowed evaluation of the optomotor system 
performance.
The imposed motion schedule consisted of 3.75 sec of zero imposed 
motion, then 7.5 sec of clockwise rotation at 44°/sec. Figure 2.5a shows 
the torque data and resulting stimulus position for an individual trial. 
Figure 2.5b shows the averaged data over 139 trials in a total of five 
animals. (See Warzecha and Egelhaaf, 1996 for details on the experi­
mental protocol.)
The fly is able to stabilize its flight and cancel out most of the im­
posed motion. Simulation results suggest that the nonmonotonic tempo­
ral frequency response of Reichardt motion detectors results in greater 
stability for the optomotor control system (Warzecha and Egelhaaf, 
1996). The individual trials show an oscillatory component to the 
torque response around 2 Hz. This oscillation is not phase-locked to the 
stimulus because it is not present in the average torque trace. Oscil­
lations are not observed under open-loop conditions, suggesting they 
arise from optomotor feedback (Geiger and Poggio, 1981; Warzecha 
and Egelhaaf, 1996). Notice that despite the large amplitude of the 
torque oscillations, the position trace is not dominated by this effect. 
This fluctuation amplitude, in terms of number of photoreceptors, is 
close to the amplitude observed in human microsaccades (Warzecha 
and Egelhaaf, 1996). Poggio and colleagues observed similar oscillations 
in closed-loop experiments and proposed that they arose from the 
60 -75  msec synaptic delay inherent in the fly visual system (Geiger and 
Poggio, 1981; Poggio and Reichardt, 1981).
Duplicating Experim ents with the Silicon System
We were able to directly replicate these experiments with our silicon 
analog of the optomotor system (figure 2.4b). To provide visual stimu­
lation, we used an LED display with a 200 Hz refresh rate, which is 
currently being used to test flies in closed-loop experiments. The stim­
ulation time schedule was identical to the fly experiments, but an
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Figure 2.4 Experimental methodology, (a) Setup used by Warzecha and Egelhaaf to 
measure the closed-loop torque response of the sheepfly Lucilia (Warzecha and Egelhaaf, 
1996). The torque meter output is scaled to produce a measure of what the fly's self­
motion would be if it were free to rotate. This self-motion is subtracted from the imposed 
motion to determine the pattern motion, creating the illusion of free flight in a room with 
distant walls. (Only rotation, not translation, is simulated.) (b) Setup used to replicate the 
closed-loop experiments with the silicon model. The output voltage from the circuit is 





Figure 2.5 Fly's optomotor behavior, (a) Torque (top) and angular position (bottom) vs. 
time for an individual closed-loop trial with a fly. Dark horizontal bar indicates experi­
menter-imposed rotation. Thin lines on position trace indicate position in the open-loop 
case. Most of the imposed rotation is canceled out by the optomotor control system. Since 
the position is proportional to the integral of the torque (see text for details), large torque 
oscillations do not cause large position oscillations, (b) Averaged torque response and 
angular position trace for multiple trials (N =  139, 5 flies). Tine fly showed an average 
drift of 9.4% of the open-loop drift velocity, with position fluctuations of 7.8° (standard 
deviation) about this drift. Data in (a) and (b) redrawn from Warzecha and Egelhaaf 
1996.
angular velocity of 50°/sec was used. Our chip had a much smaller 
field of view (10°) than the fly, so we set the stimulus distance such that 
the EMD array saw approximately one wavelength of the pattern. The 
output signal from the silicon model of the HS cell was passed through 
an off-chip first-order low-pass filter with a time constant of 680 msec, 
modeling the behavior of the thoracic motor centers (Egelhaaf, 1987; 
Wolf and Heisenberg, 1990; Warzecha and Egelhaaf, 1996). The filtered 
output of the chip was treated exactly like the signal from the torque 
meter in the fly experiments, and closed-loop experiments were run in 
real time. Figure 2.6a shows torque and position data from the chip for 
an individual trial, and figure 2.6b shows the averaged response over 
100 trials.
The silicon system shows the same ability to greatly cancel the 
imposed motion. The fly showed an average drift of 9.4% of the open- 
loop drift velocity, with position fluctuations of 7.8° standard deviation




Figure 2.6 The optomotor behavior of our silicon system, (a) Chip output signal (analo­
gous to torque) and position vs. time for the silicon system in an individual trial, (b) 
Averaged torque response and angular position trace for multiple trials (N =  100, 1 chip). 
The chip showed an average drift of 22% of the open-loop drift velocity, with position 
fluctuations of 6.2° (s.d.) about this drift.
(SD) about this drift. The chip showed an average drift of 22% of the 
open-loop drift velocity, with position fluctuations of 6.2° SD about 
this drift. Also, we observe the same 2 Hz oscillations in the individual 
trials. Because we did not build any explicit delay into our system, 
this demonstrates that the phase lags and nonlinearities in this simple 
model are sufficient to produce oscillations, even in the absence of ad­
ditional synaptic delays.
We believe this hardware modeling approach will prove increasingly 
valuable in the future, as biological models of the neural circuitry 
underlying more complex and sophisticated behaviors arise. To simu­
late a sensorimotor system in software, one must construct two models: 
a model of the biological system, and a model of the world. The physi­
cal environment is an essential element in a sensorimotor feedback loop, 
so this world model must increase in detail as we study more advanced 
behaviors. Because animals interact with their three-dimensional envi­
ronment in very dynamic ways, it may not be long before software sim­
ulations of sensorimotor systems require more computational resources 
to model the world than to model the neural circuitry of interest.
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A P P L I C A T I O N  T O  A U T O N O M O U S  V E H I C L E  C O N T R O L
Optic-flow patterns produced by self-motion are one of the richest 
sources of navigation information available to a mobile creature (Gib­
son, 1950). As an animal moves through its environment, images of 
the outside world move across its retina in predictable ways. Objects 
being approached grow larger; objects left behind grow smaller. When 
moving forward, images of nearby objects move across the retina faster 
than images of distant objects. If a creature rotates in place, the entire 
visual scene moves across its retina at a rate that is independent of ob­
ject distance. Much information can be gained from patterns of visual 
motion, even if no explicit object recognition is performed (Duchon, 
Kaelbling, and Warren, 1998). Indeed, motion parallax information is 
immune to camouflage that can defeat even the most sophisticated static 
pattern recognition scheme when object and background have similar 
textures. Humans have no difficulty detecting the structure of randomly 
patterned objects against identically patterned backgrounds from 
motion cues alone.
Using egomotion-induced optic flow for robot navigation is a com­
putationally demanding sensory task. By its very nature, it must be 
done in real time. Most object recognition tasks are performed on static 
images, and often one can tolerate latencies of several seconds. But op­
tic flow is available only while the robot is moving, and relevant infor­
mation must be extracted in real time and fed back to the motor control 
system to steer the robot in the right direction. The rate of computation 
needed depends on the rate of robot motion, but typical real-world situ­
ations require times on the order of tens or hundreds of milliseconds.
Optic flow is also computationally demanding because, like other 
early vision tasks, it involves operations that must be performed iden­
tically on every pixel of an image. Local estimates of motion must be 
laboriously computed before the overall pattern is analyzed. This is a 
task that is ideally suited for parallel computation.
Measuring optic flow also involves large amounts of data. While 
audition involves one time-varying signal (two in the case of binaural 
audition), vision involves many time-varying signals. Rapid navigation 
requires many frames to be analyzed each second. This can tax even the 
m ost sophisticated microprocessor because it must deal with all the 
signals at once. If we divide the job to many processors, each dealing 
with one pixel and communicating with its immediate neighbors, the 
task becomes much easier.
In the past decade, researchers have been endowing mobile robots 
with biologically inspired (more specifically, insect-inspired) visual 
systems (Franceschini. Pichon, and Blanes, 1992; Srinivasan, Chahl, and 
Zhang. 1997; Huber, 1997; Lewis, 1998: Huber, Franz, and Biilthoff, 
1999). These efforts have yielded promising results, but many problems
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Figure 2.7 Schematic of our optomotor system. A motion sensor chip is mounted facing 
forward on a two-wheeled robotic platform. Forward-facing motion sensors are largely 
blind to optic flow produced by forward translation, so we only measure rotation. The 
chip's wide-field output is used as an estimate of self rotation, then lowpass filtered 
(r =  750 ms) to stabilize the control loop. This signal is added to one motor and sub­
tracted from the other, producing a compensatory rotation. A constant motor bias pro­
duces forward translatory motion.
still exist. Vision is a computationally intensive task, so powerful hard­
ware is required to operate in real time. From an algorithmic viewpoint, 
the structure of visual scenes is often very complex, and it can be diffi­
cult to extract relevant information robustly.
As mentioned above, the fly uses visual motion information to stabi­
lize its flight. Mismatch of body components or environmental dis­
turbances may impart rotation on the animal, but sensory feedback is 
used to produce compensatory torque responses. This sensorimotor 
feedback is known as the optomotor system, and is one of the best- 
studied behaviors of the fly (Gotz, 1975; W arzecha and Egelhaaf, 1996).
Hardware Im plem entation
We constructed a hardware implementation of the optomotor system 
using a two-wheeled vehicle. We chose to build a physical motor sys­
tem so we could evaluate our sensor's performance in the real world. 
Figure 2.7 shows a schematic of the system. Our wide-field motion 
sensor estimates self-rotation, and this signal is used to produce a com­
pensatory rotation by the drive motors.
We constructed a simple robotic platform on which we mounted the 
wide-field motion sensor (figure 2.8). The robot had two large wheels 
driven independently by two DC motors, and a free-turning wheel in 
the back to maintain balance. Each drive motor was controlled with a 
pulse-width modulation circuit that varied the duty cycle of a constant- 
amplitude square-wave voltage. By changing the duty cycle of the 
waveform, each motor could be driven at any speed up to a maximum.
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F ig u re  2.8  Photograph of the optomotor system. The lens is covering the motion sensor 
chip. Additional off-chip electronics have been constructed to drive the dc motors. The 
back wheels turn freely, and merely prevent the robot from falling over. The robot mea­
sures 13 cm x 19 cm x 22 cm, and is powered by on-board batteries.
If the motors were driven at different speeds, the robot would drive in 
a curved trajectory.
A large asymmetry was introduced into the robot's mechanics by 
connecting the left and right motors to their respective wheels with 
different gear ratios. The left motor was connected to the left wheel 
with a 1:5 gear ratio, while the right motor was connected to the right 
wheel with a 1:1 gear ratio. This caused the robot to drive in tight cir­
cles if both motors were driven at the same speed. This asymmetry was 
made extreme for the sake of experiment, but perfect symmetry is im­
possible to achieve in any physical robot. While two actuators may 
match perfectly in simulation, they will never match when built and 
tested in the real world. This difficulty is especially pronounced in out­
door terrain, where wheels or feet may slip in sand or mud. Legged 
robots are especially prone to walking in curved lines due to foot slip 
or terrain differences, even if they have been designed and constructed 
with high precision.
When open-loop control falls short, we must introduce sensory feed­
back to further improve performance. Optic flow information has the 
potential to guide a robot in a straight path, because any deviation
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involves a yaw rotation, however slight. If yaw rotation can be esti­
mated from optic flow reliably, we can use this as an error signal in a 
negative feedback loop in which the motors execute a compensatory 
rotation to null the sensory error signal.
We constructed a feedback loop of this type using our VLSI wide- 
field motion sensor. The sensor was mounted facing forward on the 
robot, oriented so it was sensitive to horizontal motion. We oriented 
the sensor facing straight ahead because translatory motion by the 
robot produces little optic flow in the direction of travel, while rota­
tory (yaw) motion produces uniform optic flow around the visual 
field parallel to the ground. Thus the optic flow in the forward region 
of the visual field will be dominated by the rotatory component. The 
hoverfly Syritta pipiens uses this strategy to stabilize its flight. When 
moving forward, the animal uses optic flow from the forward region 
of the visual field to estimate self rotation. This agile creature is also 
capable of flying sideways, and when doing so, it uses optic flow from 
the lateral visual fields to estimate self-rotation (Collett, 1980). Presum­
ably, it is attempting to measure optic flow in the regions least con­
taminated with optic flow produced by its own translation.
The output of our motion sensor was a continuous, time-varying 
voltage. This signal was filtered by a first-order low-pass filter with a 
time constant of 750 msec. This is a simple model of the relationship 
between the output of a wide-field motion-sensitive neuron in the fly 
and the torque response produced by the wings (Egelhaaf, 1987; W ar­
zecha and Egelhaaf, 1996). The filtered output of the motion sensor was 
added to the left motor command and subtracted from the right motor 
command (see figure 2.7). This has the effect of adding a rotatory com­
ponent to the robot's trajectory. In the absence of visual feedback, both 
motors turned at the same rate (so one wheel turns five times faster 
than the other). Visual feedback slowed one wheel and sped up the 
other.
Robot Experim ents
Experiments were performed indoors in our laboratory, but the visual 
nature of the room was not altered in any way to accommodate the 
motion sensor. The room was a typical cluttered laboratory environ­
ment with many shady areas under tables. The robot's position was 
recorded 10-20  times per second with a magnetic field tracking system 
that returned location and orientation in three dimensions (Polhemus, 
Colchester, VT). The scale of experiments was limited by the range of 
this system, approximately a 70 cm by 140 cm area for highest accuracy.
The optic flow feedback proved capable of nearly eliminating the ef­
fect of physical asymmetry. Figure 2.9 shows one trial without visual 
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F i g u r e  2 .9  Robot path with no sensory feedback. With the motion sensor disabled, the 
robot turns in circles due to the asymmetry in its mechanics. The circle denotes the ending 
location of the robot.
ending position. The robot is turning in tight circles. Figure 2.10 shows 
ten trials where visual feedback has been enabled. In general, the robot 
travels in straight lines. We purposely started the robot at different ori­
entations to demonstrate that the sensor works well for general visual 
scenes around a room. When moving in straight lines, the robot traveled 
at a speed of approximately 20 cm/sec. Objects and walls were typically
0.2 to 1.5 meters away from the robot, depending on the direction.
The angular velocity of the robot (yaw rate) was computed along 
each path by differentiating the robot's heading as recorded by the 
tracking system. Figure 2.11a shows a histogram of angular velocities 
for the trials without feedback and figure 2.11b shows all ten trials with 
visual feedback. The mean angular velocity in the open-loop case is 
—116°/sec, while for the closed-loop case this decreased to —3.7D/sec, 
an improvement by a factor of 31.
Occasionally, the feedback did fail to keep the course straight. A 45 
turn is visible in figure 2.10, most likely caused by the sensor being 
oriented toward a relatively featureless part of the room, where no 
motion information is available. A larger field of view would reduce 
the likelihood of such occurrences. Also, the magnitude of the error 
depends on the degree of asymmetry in the gear ratios. In a more real­
istic situation with higher open-loop precision, it is likely that large 
closed-loop errors would be rare.
Our sensor is small and extremely low power, making it easily adapt­
able to mobile robot applications. While the power budget on a robot 
is usually dominated by motors, traditional CCD imagers consume
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Figure 2.10 Robot path with sensory feedback. Ten trials are shown where the motion 
sensor provided optomotor control to straighten the course of the robot despite a 5:1 
mechanical asymmetry. Circles denote the ending location of the robot in each trial. The 
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Figure 2.11 Histogram of angular velocities, (a) No visual feedback. The turning behav­
ior of the robot is obvious. The mean angular velocity was —116 deg/'s. (b) Compilation 
of all ten trials with visual feedback. The mean angular velocity was greatly reduced to 
—3.7 deg/s.
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significant amounts of power, and digital microprocessors or digital 
signal processors (DSPs) capable of processing real-time video consume 
even more. On the Sojourner rover of the recent Pathfinder Mars mis­
sion, the CCD imagers alone consumed 0.75 W— 5% of the total power 
budget at peak solar cell output. The CPU system consumed an addi­
tional 24%, and much of the CPU's time was devoted to processing 
static images while the rover was not moving (Matthies et al., 1995). By 
comparison, our EMD array consumed less than 5 (.iW of power. Tra­
ditional imaging and image processing is expensive in terms of time, 
size, and power. Biologically inspired analog VLSI approaches to this 
problem can bring down the cost and make robot vision more practical.
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