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Abstract
Proper regularization is critical for speeding up training, improving generalization performance, and
learning compact models that are cost efficient. We propose and analyze regularized gradient descent
algorithms for learning shallow neural networks. Our framework is general and covers weight-sharing
(convolutional networks), sparsity (network pruning), and low-rank constraints among others. We first
introduce covering dimension to quantify the complexity of the constraint set and provide insights on
the generalization properties. Then, we show that proposed algorithms become well-behaved and local
linear convergence occurs once the amount of data exceeds the covering dimension. Overall, our results
demonstrate that near-optimal sample complexity is sufficient for efficient learning and illustrate how
regularization can be beneficial to learn over-parameterized networks.
1 Introduction
Deep neural networks (DNN) find ubiquitous use in large scale machine learning systems. Applications
include speech processing, computer vision, natural language processing, and reinforcement learning [22, 27,
34, 51]. DNNs can be efficiently trained with first-order methods and provide state of the art performance
for important machine learning benchmarks such as ImageNet and TIMIT [22,48]. They also lie at the core
of complex systems such as recommendation and ranking models and self-driving cars [6, 12, 63].
The abundance of promising applications bring a need to understand the properties of deep learning
models. Recent literature shows a growing interest towards theoretical properties of complex neural network
models. Significant questions of interest include efficient training of such models and their generalization
abilities. Typically, neural nets are trained with first order methods that are based on (stochastic) gradient
descent. The variations include Adam, Adagrad, and variance reduction methods [19, 30, 32]. The fact that
SGD is highly parallellizable is often crucial to training large scale models. Consequently, there is a growing
body of works that focus on the theoretical understanding of gradient descent algorithms [21, 28, 35, 44, 49,
53, 55, 59, 65, 66] and the generalization properties of DNNs [5, 25, 31, 33, 39, 64].
In this work, we propose and analyze regularized gradient descent algorithms to provably learn compact
neural networks that have space-efficient representation. This is in contrast to existing theory literature
where the focus is mostly fully-connected networks (FNN). Proper regularization is a critical tool for building
models that are compact and that have better generalization properties. This is achieved by reducing degrees
of freedom of the model. Sparsifying and quantizing neural networks lead to storage efficient compact models
that will be building blocks intelligent mobile devices [2, 11, 14, 16, 23, 24, 29]. The pruning idea has been
around for many years [13,26] however it gained recent attention due to the growing size of the state of the
art DNN models. Convolutional neural nets (CNN) are also compact models that efficiently utilize their
parameters by weight sharing [34].
We study neural network regularization and address both generalization and optimization problems
with an emphasis on one hidden-layer networks. We introduce a machinery to measure the impact of
regularization, namely the covering dimension of the constraint set. We show that covering dimension
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controls generalization properties as well as the optimization landscape. Hence, regularization can have
substantial benefit over training unconstrained (e.g. fully-connected) models and can help with training
over-parameterized networks.
Specifically, we consider the networks parametrized as y = oTσ(Wx) where x ∈ Rp is the input data,
W ∈ Rh×p is the weight matrix, o ∈ Rh is the output layer and h ≤ p. We assume W ∈ C for some constraint
set C. We provide insights on the generalization and optimization performance by studying the tradeoff
between the constraint set and the amount of training data (n) as follows.
● Generalization error: We study the Rademacher complexity and show that good generalization is
achieved when data size n is larger than the sum of the covering dimension of C and the number of hidden
nodes h.
● Regularized first order methods: We propose and analyze regularized gradient descent algorithms
which incorporates the knowledge of C to iterations. We show that problem becomes well conditioned
(around ground truth parameters) once the data size exceeds the covering dimension of the constraint set.
This implies the local linear convergence of first order methods with near-optimal sample complexity. Recent
results (as well as our experiments) indicate that it is not possible to do much better than this as random
initialization can get stuck at spurious local minima [49,66].
●Application to CNNs: We apply our results to CNNs and obtain improved global convergence guarantees
when combined with the tensor initialization of [65]. We also improve existing local convergence results on
unconstrained problem (compared to [66]).
● Insights on layerwise learning: To extend our approach to deep networks, we consider learning an
intermediate layer of a deep network given all others. We assume a random activation model which decouples
the activations from input data in a similar fashion to Choromonska et al [10]. Under this simplified model,
global linear convergence occur with minimal data.
1.1 Related Works
Our results on the optimization landscape are closely related to the recent works on provably learning shallow
neural nets [4, 21, 35, 36, 42, 44, 49, 53, 55, 59, 65, 66]. Janzamin et al. proposed tensor decomposition to learn
shallow networks [28]. Tian [59] studies the gradient descent algorithm to train a model assuming population
gradient. Soltanolkotabi et al. [55] focuses on training of shallow networks when they are over-parameterized
and analyzes the global landscape for quadratic loss. More recently Ge et al. [21] shows global convergence
of gradient descent by designing a new objective function instead of using ℓ2-loss.
Our algorithmic results are closest to those of Zhong et al. [66]. Similar to us, authors focus on learning
weights of a ground truth model where the input data is Gaussian. They propose a tensor based initialization
followed by local gradient descent for learning one hidden-layer FNN. While we analyze a more general class
of problems, when specialized to their setup, we improve their sample complexity and radius of convergence
for local convergence. For instance, they need O(h2p) samples to learn a FNN whereas we require O(hp)
which is proportional to the degrees of freedom of the weight matrix.
Growing list of works [7,17,18,43,65] investigate CNNs with a focus on nonoverlapping filter assumption.
Unlike these, we formalize CNN as a low-dimensional subspace constraint and show sample optimal local
convergence even with multiple kernels and overlapping structure. As discussed in Section 4, we also improve
the global convergence bounds of [65].
Generalization properties of deep networks recently attracted significant attention [5, 25, 31, 33, 39, 64].
Our results are closer to [5,33,39] which studies the problem in a learning theory framework. [5,39] provide
generalization bounds for deep FNNs based on spectral norm of the individual layers. More recently, [33]
specializes such bounds to CNNs. Our result differs from these in two ways. First, our bound reflects the
impact of regularization and secondly, we avoid the dependencies on input data length by taking advantage
of the Gaussian data model.
Finally, our approach borrows ideas from recent line of work on nonconvex optimization. These include
low-rank factorization and sparse approximation literature [20,36,40,54,56,61] as well as standard techniques
[57, 62].
2
2 Problem Statement
Here, we describe the general problem formulation. Our aim is learning neural networks that efficiently
utilize their parameters by using gradient descent and proper regularization. For most of the discussion, the
input/output (yi,xi)ni=1 relation is given by
yi = oTσ(W ⋆xi).
Here o ∈ Rh is the vector that connects hidden to output layer and W ⋆ ∈ Rh×p is the weight matrix that
connects input to hidden layer. Assuming o is known we are interested in learning W ⋆ which has hp degrees
of freedom. The associated loss function for the regression problem is
L(W ) =
1
2n
n
∑
i=1
(yi − oTσ(Wxi))2.
Starting from an initial point W0, gradient descent algorithms learns W
⋆ using the following iterations
Wi+1 =Wi − µ∇L(Wi).
If we have a prior on W ⋆, such as sparse weights, this information can be incorporated by projecting W on
the constraint set. Suppose W ⋆ lies in a constraint set C. Denote the projection on C by PC(⋅). Starting
from an initial point W0, the Projected Gradient Descent (PGD) algorithm is characterized by the
following iterations
Wi+1 = PC(Wi − µ∇L(Wi)). (2.1)
Our goal will be to understand the impact of C on generalization as well as the properties of the PGD
algorithm.
2.1 Compact Models and Associated Regularizers
In order to learn parameter-efficient compact networks, practical approaches include weight-sharing, weight
pruning, and quantization as explained below.
• Convolutional model (weight-sharing): Suppose we have a CNN with k kernels of width b. Each
kernel is shifted and multiplied with length b patches of the input data i.e. same kernel weights are
used many times across the input. In Section 4, we formulate this as an FNN subject to a subspace
constraint where the constraint C is a kb dimensional subspace.
• Sparsity: Weight matrix W ⋆ has at most s nonzero weights out of hp entries.
• Quantization: Weights are restricted to be discrete values. In the extreme case, entries of W ⋆ are
±1.
• Low-rank approximation: Weight matrix W ⋆ obeys rank(W ⋆) ≤ r for some r ≤ h.
We also consider convex regularizers which can yield smoother optimization landscape (e.g. subspace,
ℓ1). Convexified version of sparsity constraint is ℓ1 regularization. Parametrized by τ > 0, the constraint set
is given by
C = {W ∈ Rh×p ∣ ∥W ∥1 ≤ τ}
Similarly, the convexified version of low-rank projection is the nuclear norm regularization, which corresponds
to the ℓ1 norm of singular values [46].
Finally, we remark that our results can be specialized to the unconstrained problem where the constraint
set is C = Rh×p and PGD reduces to gradient descent.
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Notation: Throughout the paper, h denotes the number of hidden nodes, p denotes the input dimension, and
n denotes the number of data points unless otherwise stated. smin(⋅),smax(⋅) returns the minimum/maximum
singular values of a matrix. κ(V ) returns the condition number of the matrix smax(V )/smin(V ). Similarly,
for a vector v, κ(v) = maxi ∣vi∣/mini ∣vi∣. Frobenius norm and spectral norm are denoted by ∥ ⋅ ∥F , ∥ ⋅ ∥
respectively. c,C > 0 denote absolute constants. N (0,Id) will denote a vector in Rd with i.i.d. standard
normal entries. var[⋅] returns the variance of a random variable.
3 Main Results
We first introduce covering numbers to quantify the impact of regularization.
3.1 Covering Dimension
If constraint set C is a d-dimensional subspace (e.g. C = Rh×p), weight matrices W ∈ C has d degrees of
freedom. This model applies to convolutional and unconstrained problems. For subspaces, the dimension
d is sufficient to capture the problem complexity and our main results apply when the data size n obeys
n ≥ O (d). For other constraint types such as sparsity and matrix rank, we consider the constraint set given
by
C = {W ∈ Rh×p ∣ R(W ) ≤ τ}
where R is the regularizer function such as ℓ1 norm. To capture the impact of regularizer, we define feasible
ball which is the set of feasible directions given by
T = Bh×p⋂cl ({αU ∈ Rh×p ∣ W ⋆ +U ∈ C, α ≥ 0}) (3.1)
where cl(⋅) is the set closure and Bh×p is the unit Frobenius norm ball. For instance, when R is the ℓ0 norm,
T is a subset of τ + ∥W ⋆∥0 sparse weight matrices.
Covering number is a standard way to measure the complexity of a set [50]. We will quantify the impact
of regularization by using “covering dimension” which is defined as follows.
Definition 3.1 (Covering dimension). Let T ⊂ Bh×p and C > 0 be an absolute constant. Covering dimension
of T is denoted by cover(T ) and is defined as follows. Suppose there exists a set S satisfying
• T ⊂ conv(S) where conv(S) is the minimal closed convex set containing S.
• Radius of S obeys supv∈S ∥v∥ℓ2 ≤ C.
• For all ε > 0, ℓ2 ε-covering number of S obeys Nε(S) ≤ (1 + Bε )s for some s ≥ 0,B > 1 and all ε > 0.
Then, cover(T ) ≤ s logB. Hence cover(T ) is the infimum of all such upper bounds.
As illustrated in Table 1, covering dimension captures the degrees of freedom for practical regularizers.
This includes sparsity, low-rank, and weight-sharing constraints discussed previously. Note that Table 1 is
obtained by setting τ = R(W ⋆). In practice, a good choice for τ can be found by using cross validation. It
is also known that the performance of PGD is robust to choice of τ (see Thm 2.6 of [40]). For unstructured
constraint sets without a clean covering number, one can use stronger tools from geometric functional analysis.
In Appendix A, we discuss how more general complexity estimates can be achieved by using Gaussian width
of T [9] and establish a connection to covering dimension.
Our results will apply in the regime n ≳ cover(T ) where n is the number of data points. This will
allow sample size to be proportional to the degrees of freedom of the constraint space implying data-efficient
learning. Now that we can quantify the impact of regularization, we proceed to state our results.
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Constraint Weight matrix model cover(T )
None W ⋆ ∈ Rh×p hp
Convolutional k kernels of b width kb
Sparsity ∥ ⋅ ∥0 s nonzero weights s log(6hp/s)
ℓ1 norm ∥ ⋅ ∥1 s nonzero weights s log(6hp/s)
Subspace W ⋆ ∈ S, dim(S) = k k
Matrix rank rank(W ⋆) ≤ r rh
Table 1: The list of low-dimensional models and corresponding covering dimensions (up to
a constant factor) for the constraint sets C = {W ∣ R(W ) ≤ R(W ⋆)}. If constraint is set
membership such as subspace, R(W ) = 0 inside the set and ∞ outside.
3.2 Generalization Properties
To provide insights on generalization, we derive the Rademacher complexity of regularized neural networks
with 1-hidden layer. To be consistent with the rest of the paper, we focus on Gaussian data distribution.
Rademacher complexity is a useful tool that measures the richness of a function class and that allows us to
give generalization bounds. Given sample size n, let r ∈ Rn be an i.i.d. Rademacher vector. Let {xi}ni=1 are
input data points that are i.i.d. with xi ∼ N(0,Ip). Finally, let F be the class of neural nets we analyze.
Then, Rademacher complexity of F with respect to Gaussian data with n samples is given by
Rad(F) = 1
n
E{xi}ni=1[Er[sup
f∈F
n
∑
i=1
rif(xi)]]
The following lemma provides the result on Rademacher complexity of networks with low-covering num-
bers.
Lemma 3.2. Suppose the activation function σ is L-Lipschitz. Consider the class of one hidden-layer
networks F where f ∈ F is parametrized by its input matrix W and output vector o and satisfies
• input/output relation is fo,W (x) = oTσ(Wx),
• ∥W ∥ ≤ RW and W ∈ C where ε-covering number of C obeys Nε(C) ≤ (1 +B/ε)s for some B > 0, s ≥ 0,
• ∥o∥ℓ2 ≤ Ro.
For Gaussian input data {xi}ni=1 ∼ N(0,Ip)n, Rademacher complexity of class F is bounded by
Rad(F) ≤ LRoRWO⎛⎝
(h + s) log(n + p) + s log(1 + B
RW
)
n
⎞
⎠
1/2
This result obeys typical Rademacher complexity bounds however the ambient dimension hp is replaced
by the total degrees of freedom which is given in terms of h + s logB. Furthermore, unlike [5, 39], we do
not have dependence on the length of the input data which is E[∥x∥ℓ2] ≈ √p. This is because we take
advantage of the Gaussianity of input data which allows us to escape from the worst-case analysis that suffer
from E[∥x∥ℓ2]. Combined with standard learning theory results [50], this bound shows that empirical risk
minimization achieves small generalization error as soon as n ∼ O(h + s logB) samples. Observe that O(s)
components of Rad(F) relate to the covering dimension of C and become dominant as soon as s ≥ h.
We remark that typically B ∼ O(RW ). For instance, if C is a B scaled unit ℓ2 ball, in order to ensure it
contains RW scaled spectral ball {W ∣ ∥W ∥ ≤ RW }, we need to pick B =√hRW .
Our main results are dedicated to the properties of the PGD algorithm where the aim is to learn compact
neural nets efficiently. We show that Rademacher complexity bounds are highly consistent with the sample
complexity requirements of PGD which is governed by the local optimization landscape such as positive-
definiteness of the Hessian matrix.
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3.3 Local Convergence of Regularized Training
A crucial ingredient of the convergence analysis of PGD is the positive-definiteness of Hessian along restricted
directions dictated by T [38]. Denoting Hessian at the ground truthW ⋆ byHW ⋆ , we investigate its restricted
eigenvalue,
H(W ⋆,T ) = inf
v∈T v
T
HW ⋆v
in the regime h ≤ p. Positivity of H(W ⋆,T ) will ensure that the problem is well conditioned around W ⋆
and is locally convergent. However, radius of convergence is not guaranteed to be large. Below, we present a
summary of our results to provide basic insights about the actual technical contribution while avoiding the
exact technical details.
● Sample size: Whether the constraint set C is convex or nonconvex , we have H(W ⋆,T ) > 0 as soon as
n ≥ O (cover(T )) .
This implies sample optimal local convergence for subspace, sparsity and rank constraints among others.
● Radius of convergence: Basin of attraction for the PGD iterations (2.1) are O (h−1) neighborhood of
W
⋆ i.e. we require ∥W0 −W ⋆∥F ≤O (h−1∥W ⋆∥F ) .
As there are more hidden nodes, we require a tighter initialization. However, the result is independent of p.
● Rate of convergence: Within radius of convergence, weight matrix distance ∥Wi −W ⋆∥2F reduces by a
factor of
ρ = 1 −O ( 1
max{1, n−1p log p}h logp) ,
at each iteration, which implies linear convergence. As long as the problem is not extremely overparametrized
(i.e. n ≥ p log p), ignoring log terms, rate of convergence is 1 −O (1/h). This implies accurate learning in
O (h log ε−1) steps given target precision ε.
We are now in a place to state the main results. We place the following assumptions on the activation
function for our results. It is a combination of smoothness and nonlinearity conditions.
Assumption 1 (Activation function). σ(⋅) obeys following properties:
• σ(⋅) is differentiable, σ′(⋅) is an L-Lipschitz function and ∣σ′(0)∣ ≤ L0 for some L,L0 > 0.
• Given g ∼ N (0,1) and θ > 0, define ζ(θ) as
ζ(θ) =min{var[σ′(θg)] − E[σ′(θg)g]2, var[σ′(θg)g] − E[σ′(θg)g2]2} (3.2)
where expectations are taken with respect to g. ζ(θ) obeys ζ(θ) > 0.
Example functions that satisfy the assumptions are
• Sigmoid and hyperbolic tangent,
• Error function σ(x) = ∫ x0 exp(−t2)dt,
• Squared ReLU σ(x) =max{0, x}2,
• Softplus σ(x) = log(1 + exp(x)) (for sufficiently large θ, see Appendix G.2).
While ReLU does not satisfy the criteria, a smooth ReLU approximation such as softplus works. In
general, definition of ζ(⋅) reveals that our assumptions are satisfied if σ i) is nonlinear, ii) is increasing, iii)
has bounded second derivative, and iv) has symmetric first derivative (see Theorem 5.3 of [66]).
The ζ(θ) quantity is a measure of the nonlinearity of the activation function. It will be used to control
the minimum eigenvalue of Hessian. A very similar quantity is used by [66] where they have an extra term
which is not needed by us. This implies, our ζ(θ) is positive under milder conditions.
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Definition 3.3 (Critical quantities). Θ will be used to lower bound H(W ⋆,T ) and Ω will control the learning
rate. They are defined as follows
Θ =
L2s2maxκ
2(o)κh+2(W ⋆)
ζ(smin) , Ω = h(logp +
L20
L2s2max
).
Θ will be a measure of the conditioning of the problem. It is essentially unitless and obeys Θ ≥ 1 since
L2s2max ≥ ζ(smin). Ω will be inversely related to the radius of convergence and learning rate. If L0 = 0 (e.g.
quadratic activation), Ω simplifies to h log p
3.3.1 Restricted Eigenvalue of Hessian
Our first result is a sample complexity bound for the restricted positive definiteness of the Hessian matrix
at W ⋆. It implies that problem is locally well-conditioned with minimal data (n ∼ cover(T )).
Theorem 3.4. Suppose C is a closed set that includes W ⋆, h ≤ p, and let {xi}ni=1 be i.i.d. N(0,Ip) data
points. Set υ¯ = CΘlog2(CΘ) and suppose
n ≥ O((√cover(T ) + t)2υ¯4) .
With probability 1 − exp(−n/υ¯2) − 2 exp(−O (min{t√n, t2})), we have that1
H(W ⋆,T ) ≥ ζ(smin)o2min
κh+2(W ⋆)υ¯3 .
Proof sketch. This result is a corollary of Theorem D.12. Given a data point x ∈ Rp, we define d(x) =
o⊙σ′(W ⋆x) ∈ Rh where σ′ is the entrywise derivative and ⊙ entrywise product. Then, define ρ(x) =
d(x)⊗x ∈ Rhp where ⊗ is the Kronecker product. At ground truth, we have
HW ⋆ = n−1
n
∑
i=1
ρ(xi)ρ(xi)T . (3.3)
After showing Σ = E[ρ(x)ρ(x)T ] is positive definite, we need to ensure that
H(W ⋆,T ) ≥ O (smin(Σ)) (3.4)
with finite sample size n. This boils down to a high-dimensional statistics problem. We first show that
ρ(x) has subexponential tail for x ∼ N (0,I) i.e. for all unit vectors v, P(∣vT (ρ(x) − E[ρ(x)])∣ ≥ t) ≤
2 exp(−Cσ,o,W ⋆t). Next, Theorem D.11 provides a novel restricted eigenvalue result for random matrices
with subexponential rows as in (3.3). This is done by combining Mendelson’s small-ball argument with tools
from generic chaining [37,57]. Careful treatment is necessary to address the facts that ρ(x) is not zero-mean
and its tail depends on σ,o,W ⋆. Our final result Theorem D.12 ensures (3.4) with n ≥ O (cover(T )) samples
where O () has the dependencies on the aforementioned variables.
3.3.2 Linear Convergence of PGD
Our next result utilizes Theorem 3.4 to characterize PGD around O (1/h) neighborhood of the ground truth.
Theorem 3.5. Suppose C is a convex and closed set that includes W ⋆ and let {xi}ni=1 be i.i.d. N(0,Ip)
data points.. Set υ¯ = CΘlog2(CΘ) and suppose
n ≥ O((√cover(T ) + t)2υ¯4) , (3.5)
1If W ⋆ has orthogonal rows, κh+2(W ⋆) term can be removed from Θ by using a more involved analysis that uses an alternative
definition of ζ. The reader is referred to the Appendix G.
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Set q =max{1,8n−1p logp}. Define learning rate µ and rate of convergence ρ as
µ =
1
6qo2maxL
2Ω
, ρ = 1 −
1
12qυ¯4Ω
(3.6)
Given W (independent of data points), consider the PGD iteration
Wˆ = PC(W − µ∇L(W ))
Suppose W satisfies ∥W −W ⋆∥F ≤ O ( ∥W ⋆∥F
q
√
hΩlogpυ¯4
). Then, Wˆ obeys
∥Wˆ −W ⋆∥2F ≤ ρ∥W −W ⋆∥2F ,
with probability 1−P where P = exp(−n/υ¯2)+2 exp(−O (min{t√n, t2}))+8(n exp(−p/2)+np−10+exp(−qn/4p)).
3.3.3 Convergence to the Ground Truth
Theorem 3.5 shows the improvement of a single iteration. Unfortunately, it requires the existence of fresh data
points at every iteration. Once the initialization radius becomes tighter (O (p−1/2h−1) rather than O (h−1)),
we can show a uniform convergence result that allows W to depend on data points. Combining both, the
following corollary shows that repeated applications of projected gradient converges in O (h log ε−1) steps
to ε neighborhood of W ⋆ using O (cover(T )h log2 p) samples. This is in contrast to related works [65, 66]
which always require fresh data points.
Theorem 3.6. Consider the setup of Theorem 3.5. Let K = O (qυ¯4Ωlog p). Given n¯ = Kn independent
data points (where n obeys (3.5)), split dataset into K equal batches. Starting from a point ∥W0 −W ⋆∥F ≤
O ( ∥W ⋆∥F
q
√
hΩlogpυ¯4
), apply the PGD iterations
Wi+1 =Wi − µ∇Lmin{i,K}(Wi),
where Li is the loss function associated with ith batch. With probability 1 −KP , all Wi for i ≥ 1 obey
∥Wi −W ⋆∥2F ≤ ρi∥W0 −W ⋆∥2F .
4 Application to Convolutional Neural Nets
We now illustrate how convolutional neural networks can be treated under our framework. To describe
shallow CNN, suppose we have k kernels {ki}ki=1 each with width b. Set K = [k1 . . . kk]T ∈ Rk×b. Denote
stride size by s and set r = ⌊p/s⌋.
To describe our argument, we introduce some notation specific to the convolutional model. Let vℓ ∈ Rb
denote ith subvector of v ∈ Rp corresponding to entries from ℓs+1 to ℓs+ b for 0 ≤ ℓ ≤ r−1. Also given b ∈ Rb,
let v =mapℓ(b) ∈ Rp be the vector obtained by mapping b to the ith subvector i.e.
v
j =
⎧⎪⎪⎨⎪⎪⎩
b if j = ℓ
0 else
For each data point xj, we consider its r subvectors {xlj}rl=1 and filter each subvector with each of the
kernels. Then, the input/output relation has the following form (assuming output layer weights oi,l)
yCNN(K,xj) = k∑
i=1
r
∑
l=1
oi,lσ(kTi xlj)
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Given labels {yi}ni=1, the gradient of ℓ22-loss with respect to ki and jth label, takes the form
∇LCNN,j(ki) = r∑
l=1
oi,l(yCNN(K,xj) − yj)σ′(kTi xj,l)xj,l (4.1)
We will show that a CNN can be transformed into a fully-connected network combined with a subspace
constraint. This will allow us to apply Theorem 3.5 to CNNs which will yield near optimal local convergence
guarantees. We start by writing convolutional model as a fully-connected network.
Definition 4.1 (Convolutional weight matrix structure). Set h = kr. Given kernels {ki}ki=1, we construct the
fully-connected weight matrix W = FC(K) ∈ Rh×p as follows: Representing {1, . . . , h} as cartesian product
of {1, . . . , k} and {1, . . . , r}, define the h = kr rows {wi,j}(k,r)(i,j)=(1,1) of the weight matrix W as
wi,j =mapj(ki)
for 1 ≤ i ≤ r and 1 ≤ l ≤ k. Finally let C be the space of all convolutional weight matrices defined as
C = {FC(K) ∣ {ki}ki=1 ∈ Rb}.
This model yields a matrix W that has double structure:
• Each row of W has at most b = p/r nonzero entries.
• For fixed i, the weight vectors {wi,l}rl=1 are just shifted copies of each other.
This implies the total degrees of freedom is same as {ki}ki=1 and C is a kb dimensional subspace.
Lemma 4.2. Convolutional weight matrix space C is a kb dimensional linear subspace.
Next, given W = FC(K), observe the equality of the predictions i.e.
yFC(W ,xj) = k∑
i=1
r
∑
l=1
oi,lσ(wTi,lx) = yCNN(K,xj)
Similarly for W = FC(K), one can also show the equality of the CNN gradient and projected FNN gradient.
Lemma 4.3. Recall convolutional gradient (4.1). Given kernels K = [k1 . . . kk]T and corresponding FNN
weight matrix W = FC(K), we have
PC(∇LFC(W )) = 1
r
FC(∇LCNN(K))
Consequently, setting W = FC(K), and considering CNN and FNN gradient iterations
Kˆ =K −
µ
r
∇LCNN(K), Wˆ = PC(W − µ∇LFC(W )),
We have the equality FC(Kˆ) = Wˆ .
With this lemma at hand, we obtain the following corollary of Theorem 3.5.
Corollary 4.4. Let {xi}ni=1 be i.i.d. N(0,Ip) data points. Given k kernels K⋆ = [k⋆1 . . . k⋆k]T and generate
the labels
yj = yCNN(K⋆,xj)
Assume FC(K⋆) is full row-rank and let Θ,Ω, υ¯, q, µ, ρ,P be same as in Theorem 3.5 defined with respect to
the matrix FC(K⋆). Suppose n ≥ O((√kb + t)2/υ¯4) and consider the convolutional iteration
Kˆ =K −
µ
r
∇LCNN(K).
Suppose the initial point K = [k1 . . . kk]T satisfies ∥K −K⋆∥F ≤ O( ∥K⋆∥F
q
√
hΩlogpυ¯4
). Then, with 1 − P proba-
bility, ∥Kˆ −K⋆∥2F ≤ ρ∥K −K⋆∥2F .
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Proof. Convolutional constraint space C is a kb dimensional subspace and we apply Theorem 3.5 on learning
fully-connected weight matrix corresponding to CNN to get a convergence result on W ⋆ = FC(K⋆). We use
the fact that W ⋆ ∈ C and apply Lemma 4.3 which states that projected gradient iterations are equivalent to
the gradient iterations of CNN. Consequently results for W ⋆ can be translated to K⋆ via Wˆ = FC(Kˆ). To
conclude, we use the facts that C is a subspace, cover(C) = kb, and ∥W ⋆−W ∥F∥W ⋆∥F = ∥K⋆−K∥F∥K⋆∥F .
This corollary can be combined with the results of [65] to obtain a globally convergent CNN learning
algorithm using n ∼O(poly(k, t, log p)) samples. The algorithm of [65] uses gradient descent around the local
neighborhood of K⋆ following a tensor initialization. For local convergence [65] needed n ≥ O(p) samples
whereas we show that there is no dependence on the data length p.
4.1 Minimum singular value of the convolutional weight matrix
Clearly, Corollary 4.4 implicitly assume the condition number of the convolutional weight matrix FC(K⋆).
Luckily, we can give closed-form and explicit bounds for this in two scenarios. The bound will be in terms of
the intrinsic properties of the kernels {k⋆i }ki=1. The first scenario is when kernels {k⋆i }ki=1} are non-overlapping.
The second scenario is when there is a single kernel K⋆ = k⋆1 and overlap is allowed. The following lemma
illustrates this bounds.
Lemma 4.5. Given K⋆ = [k⋆1 . . . k⋆k]T , define the FCNN weight matrix W ⋆ = FC(K⋆).
• If CNN is non-overlapping (i.e. s ≥ b), FC(K⋆) is full row-rank if and only if K⋆ is full row-rank
(which requires k ≤ b). Furthermore,
smin(W ⋆) = smin(K⋆), smax(W ⋆) = smax(K⋆)
• Suppose there is a single kernel K⋆ ∈ Rb. Zero-pad K⋆ to obtain w⋆ ∈ Rp, which is the first row of W ⋆.
Let f = DFT(w⋆) be the discrete Fourier transform of w⋆. Independent of stride s, we have that
max
1≤i≤p ∣fi∣ ≥ smax(W ⋆), smin(W ⋆) ≥ min1≤i≤p ∣fi∣
Proof. The first result follows from the fact that when s ≥ b (non-overlapping CNN), W ⋆ can be reorganized
as block diagonal matrix with r blocks where each block is K⋆. For the second result, observe that W ⋆ =
FC(K⋆) is a subsampled circulant matrix formed out of w⋆. In particular,
W
⋆ = SW ⋆full where W
⋆
full = Fdiag(DFT(w⋆))FH = Fdiag(f)FH .
Here F is usual DFT matrix scaled by 1/√p and S is the row-selection matrix that samples the 1,1+s, . . . ,1+(r − 1)s’th rows. Singular values of W ⋆full are simply the absolute values of f . Since W ⋆ is obtained by
row-subsampling, we have
max
1≤i≤p ∣fi∣ = smax(W ⋆full) ≥ smax(W ⋆) ≥ smin(W ⋆) ≥ smin(W ⋆full) = min1≤i≤p ∣fi∣
5 Learning deep networks layerwise
So far, we demonstrated the local linear convergence of the PGD algorithm for shallow networks. A natural
question is whether similar framework can be extended to deeper networks. Specifically, we are interested in
learning a particular layer of a deep network given all other layers. To address this, we consider a simplified
model where we assume activations and the input data is independent in a similar fashion to Choromanska
et al. [10]. At each layer, activation function will randomly modulate its input by ±1 multiplication. While
this model is not realistic, we believe it provides valuable insight on what to expect for deeper networks.
Below is the definition of the deep random activation model we study.
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Definition 5.1 (Random activation model). Consider an D hidden layer network characterized by o ∈
R
hD ,W ⋆i ∈ Rhi×hi−1 for 0 ≤ i ≤D − 1 where the input/output (yi,xi) relation is given by
yi = oTσD,i(W ⋆D−1(σD−1,i(. . . σ1,i(W ⋆0 xi)))).
Here {σl,i(⋅)}(D,n)(l,i)=(1,1) are parametrized by the independent vectors {rl,i}(D,n)(l,i)=(1,1) which have independent
Rademacher entries. In particular, σi,l obeys σD,i(v) = rl,i⊙v for all v where ⊙ is the entrywise (Hadamard)
product.
This model greatly simplifies the analysis because activations are decoupled from the input data. We
next introduce a quantity that captures the condition number of for learning a particular layer.
Definition 5.2 (Network condition number). Given a matrix V with rows {vi}di=1, let
κrow(V ) = ∥V ∥ / min{∥vi∥ℓ2}di=1.
Define the condition number of the ℓth layer as
κ¯ℓ = κ(o) ℓ−1∏
j=0
κrow(W ⋆j ) D∏
j=ℓ+1
κrow(W ⋆j T ).
In words, κrow(⋅) is the spectral norm normalized by the smallest row length. κ¯ℓ is essentially the
multiplication of row condition numbers of all matrices except the ℓth matrix. The following theorem is our
main result on layerwise learning of DNNs and provides a global convergence guarantee that is based on the
condition number κ¯ℓ and constraint set dimension cover(T ).
Theorem 5.3 (Learning ℓth layer of DNN). Consider the random activation model described in Definitions
5.1 and 5.2. Suppose {rl,i}(D,n)(l,i)=(1,1), o and {W ⋆i }i≠ℓ are known and C is a closed and convex set. We estimate
W
⋆
ℓ ∈ C via PGD iterations
Wi+1 = PC(Wi − µ∇L(Wi)) (5.1)
where the gradient is with respect to the ℓth layer. Define q = max{1, n−1hℓ+1hℓ log(hℓ+1hℓ)} and υ¯ =
Cκ¯2ℓ log
2(Cκ¯2ℓ) for some large constant C > 0. Pick learning rate µ = 16qγ¯ℓ . Assuming
n ≥max{υ¯4(√cover(T ) + t)2}
and starting from an arbitrary point W0, all PGD iterations (5.1) obey
∥Wi+1 −W ⋆∥2ℓ2 ≤ (1 − 1qυ¯4 )i∥W0 −W ⋆∥2ℓ2
with probability 1−exp(−qn/hℓ+1hℓ)−n exp(−O (hℓ))−n exp(−O (hℓ+1))−exp(−n/υ¯2)−2 exp(−O (min{t√n, t2})).
Compared to Theorem 3.5, we observe that in the overdetermined regime n ≥ O (hℓ+1hℓ log(hℓ+1hℓ)), the
rate of convergence becomes 1 − O (1) which is independent of the dimensions hℓ, hℓ+1. This is due to the
fact that random activations result in a better conditioned problem.
6 Numerical Results
To support our theoretical findings, we present numerical performance of sparsity and convolutional con-
straints for neural network training. We consider synthetic simulations where o is a vector of all ones and
weight matrix W ⋆ ∈ Rh×p is sparse or corresponds to a CNN.
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Figure 1: Experiments with good initialization W0 =W ⋆ +Z.
6.1 Sparsity Constraint
We generate W ⋆ matrices with exactly s nonzero entries at each row and nonzero pattern is distributed
uniformly at random. Each entry of W ⋆ is N (0, p
hs
) to ensure E[∥W ⋆x∥2ℓ2] = ∥x∥2ℓ2. We set the learning
rate to µ = 5. We verified that smaller learning rate leads to similar results with slower convergence. We
declare the estimate Wˆ to be the output of PGD algorithm after 2000 iterations. We consider two sets of
simulations using ReLU activations.
• Good initialization: We set W0 = W ⋆ +Z where Z has i.i.d. N (0, 1h) entries. Note that noise Z
satisfies E[∥Z∥2F ] = E[∥W ⋆∥2F ].
• Random initialization: We set W0 = Z where Z has i.i.d. N (0, 1h) entries.
Each set of experiments consider three algorithms.
• Unconstrained: Only uses gradient descent.
• ℓ1-regularization: Projects W to ℓ1 ball scaled by the ℓ1 norm of W
⋆.
• ℓ0-regularization: Projects W to set of sh sparse matrices.
For our experiments, we picked p = 80, h = 20 and s = p/10 = 8. For training, we use n data points
which varies from 100 to 1000. Test error is obtained by averaging ntest = 1000 independent data points.
For each point in the plots, we averaged the outcomes of 20 random trials. The total degrees of freedom
is the number of nonzeros equal to sh = 160. Our theorems imply good estimation via O (sh log p/s) data
points when initialization is sufficiently close. Figure 1 summarizes the outcome of the experiments with
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Figure 2: Experiments with random initialization W0 = Z.
good initialization. Suppose y is the label and yˆ is the prediction. We define the (normalized) test and train
losses as the ratio of empirical variances that approximates the population var[y−yˆ]
var[y]
. Centering (i.e. variance)
is used to eliminate the contribution of trivial but large E[y] term due to nonnegative ReLU outputs. First,
we observe that ℓ1 is slightly better than ℓ0 constraint however both approach ≈ 0 test loss when n ≥ 600.
Unregularized model has significant test error for all 100 ≤ n ≤ 1000 while perfectly overfitting training set
for all n values. We also consider the recovery of ground truth W ⋆. Since there is permutation invariance
(permuting rows of W doesn’t change the prediction), we define the correlation between W ⋆ and Wˆ as
follows,
corr(W ⋆,Wˆ ) = 1
h
h
∑
i=1
max
1≤j≤h
⟨w⋆i , wˆj⟩∥w⋆i ∥ℓ2∥wˆj∥ℓ2
where wi is the ith row of W . In words, each row of W
⋆ is matched to the highest correlated row from
Wˆ and correlations are averaged over h rows. Observe that, if Wˆ and W ⋆ have matching permutations,
corr(W ⋆,Wˆ ) = 1. We see that corr(W ⋆,Wˆ ) ≈ 1 once n ≥ 600 which is the moment test error hits 0.
Figure 2 summarizes the outcome of the experiments with random initialization. In this case, we vary n
from 200 to 2000 but the rest of the setup is the same. We observe that unlike good initialization, ℓ0 test
error and 1 − corr(W ⋆,Wˆ ) does not hit 0 and ℓ1 approaches 0 only at n = 2000. On the other hand, both
metrics demonstrate the clear benefit of sparsity regularization. The performance gap between ℓ1 and ℓ0 is
surprisingly high however it is consistent with Theorem 3.5 which only applies to convex regularizers. The
performance difference between good and random initialization implies that initialization indeed plays a big
role not only for finding the ground truth solution W ⋆ but also for achieving good test errors.
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Figure 3: Experiments for convolutional constraint.
6.2 Convolutional Constraint
For the CNN experiment, we picked the following configuration. Problem parameters are input dimension
p = 81, kernel width b = 15, stride s = 6, number of kernels k = 4 and learning rate µ = 1. We did not use
zero-padding hence r = (p−b)/s+1 = 12. This implies kr = 48 hidden layers for fully connected representation.
The subspace dimension and degrees of freedom is kb = 60. We generate kernel entries with i.i.d. N (0, p
hb
)
and the random matrix Z with i.i.d. N (0, p
bk
) entries. The noise variance is chosen higher to ensure
E[∥PC(Z)∥2F ] = E[∥FC(K)∥2F ] i.e. Z projected onto convolutional space has the same variance as the kernel
matrix. We compare three models.
• Unconstrained model with W0 = Z initialization: Uses only gradient descent.
• CNN subspace constraint with W0 = Z initialization: Weights are shared via CNN backpropagation.
• CNN subspace constraint with with W0 =W ⋆ +Z initialization.
Figures 1 illustrates the outcome of CNN experiments. Unconstrained model barely makes it into the test
loss figure due to low signal-to-noise ratio. Focusing on CNN constraints, we observe that good initialization
greatly helps and quickly achieves ≈ 0 test error. However random initialization has respectable test and
correlation performance and gracefully improves as the data amount n increases.
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7 Conclusions
In this work, we studied neural network regularization in order to reduce the storage cost and to improve
generalization properties. We introduced covering dimension to quantify the impact of regularization and
the richness of the constraint set. We proposed projected gradient descent algorithms to efficiently learn
compact neural networks and showed that, if initialized reasonably close, PGD linearly converges to the
ground truth while requiring minimal amount of training data. The sample complexity of the algorithm
is governed by the covering dimension. We also specialized our results to convolutional neural nets and
demonstrated how CNNs can be efficiently learned within our framework. Numerical experiments support
the substantial benefit of regularization over training fully-connected neural nets.
Global convergence of the projected gradient descent appears to be a more challenging problem. In
Section 6, we observed that gradient descent with random initialization can get stuck at local minima. For
fully-connected networks, this is a well-known issue and the best known global convergence results are based
on tensor initialization [28, 49, 66]. Hence, it would be interesting to develop data-efficient initialization
algorithms that can take advantage of the network priors (weight-sharing, sparsity, low-rank).
Another direction is exploring whether results and analysis of this work can be extended to deep networks.
A reasonable starting point is extending the layer-wise learning approach presented in Section 5 to more
realistic activation functions. An obvious technical challenge is the loss of i.i.d. input distribution as we
move to deeper layers. Finally, while this work addressed the generalization problem for shallow networks,
generalization for deeper networks and generalization properties of (regularized) gradient descent (e.g. when
it converges to a local minima and how good it is) are intriguing directions when it comes to training compact
neural nets.
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A Perturbed Gaussian width
Almost all of our analysis will be in terms of “perturbed width” which is used to capture the geometry of a set T .
We will replace covering dimension with perturbed width for our technical arguments. Our results will apply in the
sample size regime n ≥ ω2n(T ). Here, we introduce perturbed width and show how covering dimension bounds can be
reduced to perturbed width bounds.
Definition A.1 (Perturbed Gaussian width). Let C > 0 be an absolute constant. Define rad(S) = supv∈S ∥v∥ℓ2 .
Given a set T ⊂ Bd and an integer n ≥ 1, we define perturbed width ωn(T ) as
ωn(T ) = min
conv(S)⊇T, rad(S)≤Cω(S) +
γ1(S)√
n
where ω(S) is the Gaussian width and γ1(S) is Talagrand’s γ1 functional (see Definition D.14) with ℓ2 distance. ω(S)
is given by
ω(S) = E[sup
v∈S
v
T
g]
where g is a Gaussian vector with i.i.d. entries.
Gaussian width is frequently utilized in statistics and optimization community to capture the degrees of freedom
of the problem [3, 9, 41]. For instance, if S is the unit ball in Rd, then ω2(S) ≈ d. If S is also composed of s sparse
elements, then ω2(S) ≲ 2s log(6d/s) [9].
Perturbed width includes the additional term n−1/2γ1(⋅). γ1(⋅) is closely related to Gaussian width and both arise
from the generic chaining argument. The reason for the naming “perturbed” becomes clear when we consider n →∞
which yields ωn(T )→ ω(T ). Below, we show that ω2n(T ) ≲ cover(T ) for typical sets and is proportional to the degrees
of freedom.
A.1 Covering dimension to perturbed width
Lemma A.2. ω2(T ), γ1(T ) ≤ O (cover(T )). Hence ω2n(T ) ≤ O (cover(T )) for n ≥ O (cover(T )).
Proof. The proof is based on Lemma D.15. Let S be a set obeying Definition 3.1 with covering dimension s logB ≤
2cover(T ). The Gaussian width and γ1 functional of S can be upper bounded as
ω(S) ≤ O (√s logB) , γ1(S) ≤ O (s logB) .
When n ≥ s logB, we have that,
ω(S) ≤ O (√cover(T )) , γ1(S)√
n
≤O (√s logB) = O (√cover(T ))
Combination yields ωn(T ) ≤ ωn(S) = O (√cover(T )).
Luckily, the constraint sets of interest, such as sparse and low-rank weight matrices admit good covering numbers.
This ensures that
γ1(T ) ≈ ω2(T ) ≈ cover(T ) ≈ degrees of freedom
Perturbed width can be calculated for arbitrary and unstructured sets as well. In particular, it is rather trivial
to show that γ1(T ) can be bounded in terms of ω(T ). The following is a corollary of Lemmas D.16 and D.15.
Lemma A.3 (Bounding γ1 term). Denote ε-covering number of T ⊂ Bd with respect to ℓ2 distance as Nε(T ). Suppose
Nε(T ) ≤ (B/ε)s for some numbers B ≥ 2, s ≥ 2 independent of ε. Then,
γ1(T ) ≤ O (max{ω(T )√s log s logB, s logB})
For generic constraint sets without a good covering number bound, Lemma A.3 yields the following looser bound
(using T ⊂ Bd)
ωn(T ) ≤ C ⋅√ω(T )d log d
which will imply a sample complexity requirement of n ≥ O (ω(T )√d log d) ≥ ω2n(T ) for our main results.
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B Proof of main theorem
Next sections are dedicated to the proofs of our main technical results. For these subsequent sections, we introduce
further notation that will simplify our life.
Notation: Outer product between two matrices X ∈ Rn1×n2 ,Y ∈ Rd1×d2 is denoted by X⊗Y ∈ Rd1n1×d2n2 . This
matrix is defined as (X⊗Y )i1d1+j1,i2d2+j2 =Xi1,i2Yj1,j2 .
Given two vectors x,y of identical size, (x⊙y)i = xiyi. Given X ∈ Rh×p, x¯ ∈ Rhp will denote the vector obtained
by putting rows of X on top of each other. Given a matrix U , its (i, j)th entry, ith row and jth column is given
by U(i,j), U(i,∶), U(∶,j). Given a random vector x, Σ(x) returns its covariance. Let Bd,Sd denote the unit ball and
sphere in Rd. Given a set T , ∆(T ) will denote its ℓ2 diameter.
We also define the restricted singular value (RSV) and restricted eigenvalue (RE) of a matrix as follows.
Definition B.1 (Restricted singular value). Given a matrix M and a set C, the restricted singular value (for all
M) and the restricted eigenvalue (only for square M) are defined as
σ(M ,C) = inf
v∈C
∥Mv∥ℓ2∥v∥ℓ2 , λ(M ,C) = infv∈C v
TMv∥v∥2
ℓ2
.
B.1 Proof strategy
We now go over the proof strategy and introduce the main ideas. Our goal is to construct the weight matrix W ⋆ via
PGD iterations (2.1). Towards this goal, given an initial point U , we consider the single gradient iteration
Uˆ = PC(U − µ∇L(U)) (B.1)
and study the estimation error ∥W ⋆ −U∥F as a function of W ⋆ and U .
To simplify the subsequent notation, we introduce the following shortcut notations. Let σ′o be the operation that
takes a vector x ∈ Rh as input and returns a vector with entries oiσ′(xi). Given matrices W ,U ∈ Rh×p and a vector
g ∈ Rp, define d(⋅) ∈ Rh functions as
d(W ;g) = σ′o(Wg), d(W ,U ;g)i = oi(σ(W(i,∶)g) − σ(U(i,∶)g))
W(i,∶)g −U(i,∶)g
for 1 ≤ i ≤ h. Next, define ρ(⋅) ∈ Rhp function as
ρ(W ;g) = d(W ;g)⊗g, ρ(W ,U ;g) = d(W ,U ;g)⊗g.
We now study the gradient descent algorithm. Let us focus on the loss associated with jth sample
Lj(U) = 1
2
(oTσ(W ⋆xj) − oTσ(Uxj))2.
Differentiation yields
∇Lj(U) = (oTσ(Uxj) − oTσ(W ⋆xj))σ′o(Uxj)⊗xj (B.2)
= (oTσ(Uxj) − oTσ(W ⋆xj))ρ(U ;xj) (B.3)
= ρ(U ;xj)ρ(U ,W ⋆;xj)T (u¯ − w¯⋆) (B.4)
(B.5)
Consequently, using the fact that empirical loss L = n−1∑ni=1Lj , the overall gradient takes the form
∇L(U) = n−1∑
j
∇Lj(U) (B.6)
= n−1
n∑
j=1
(oTσ(Uxj) − oTσ(W ⋆xj))ρ(U ;xj) (B.7)
= n−1
n∑
j=1
ρ(U ;xj)ρ(U ,W ⋆;xj)T (u¯ − w¯⋆) (B.8)
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Observe that, the final line is a product of a matrix and u¯− w¯⋆. We will decompose this matrix into three pieces and
connect it to the Hessian at W ⋆ as follows.
H1(U ,W ⋆) = n−1 n∑
j=1
ρ(W ⋆;xj)ρ(W ⋆;xj)T (B.9)
H2(U ,W ⋆) = n−1 n∑
j=1
ρ(W ⋆;xj)(ρ(U ,W ⋆;xj) − ρ(W ⋆;xj))T (B.10)
H3(U ,W ⋆) = n−1 n∑
j=1
(ρ(U ;xj) − ρ(W ⋆;xj))Tρ(U ,W ⋆;xj) (B.11)
H(U ,W ⋆) = n−1 n∑
j=1
ρ(U ;xj)ρ(U ,W ⋆;xj)T (B.12)
Observe that ∇L(U) = H(u¯ − w¯⋆) where H = ∑3i=1Hi(U ,W ⋆) and H1 is the Hessian at the ground truth W ⋆. For
the following discussion, we sometimes drop the (U ,W ⋆) subscript from the Hi’s when it is clear from the context.
H2,H3 will be viewed as perturbations over the ground truth Hessian H1. Consequently, our strategy will be to argue
that they are small. This is done by Theorem C.2. The other crucial component is arguing that Hessian H(U ,W ⋆)
is positive definite over the constraint set T . This will be done by obtaining a bound for the restricted eigenvalue of
the matrix H(U ,W ⋆) (see Theorem D.12). The proof will be completed by obtaining such estimates and applying
Lemma B.2 to combine them to get a high probability convergence guarantee.
The following lemma provides the deterministic condition for convergence based on the definitions above.
Lemma B.2. Recall (B.1). Suppose C is a closed and convex constraint set and the following bounds hold for U ∈ C.
• Small perturbation: ∥H2 +H3∥ ≤ ε.
• Bounded spectrum: αIhp ⪰H1.
• Restricted eigenvalue: λ(H1,T ) ≥ β.
Assume β ≥ 10ε and use learning rate µ = 1
α
, PGD estimate Uˆ satisfies the bound
∥Uˆ −W ⋆∥2F ≤ (1 − β
2α
)∥U −W ⋆∥2F
Proof. Restating (B.1), we have that
Uˆ = PC(U − µ∇L(U))
Define the error matrix Z = U −W ⋆ and Zˆ = Uˆ −W ⋆. Using convexity of C (hence projection on C contracts
distance), this implies that
∥Zˆ∥2F ≤ ∥PC(U − µ∇L(U)) −W ⋆∥F ≤ ∥Z − µ∇L(U)∥F
Now, recalling ∇L(U) =H(U ,W ⋆)z¯ we will expand the right hand side, in particular
∥Z − µ∇L(U)∥2F = ∥Z∥2F − 2µ ⟨z¯,H(U ,W ⋆)z¯⟩ + µ2z¯TH(U ,W ⋆)TH(U ,W ⋆)z¯.
Decomposing the middle term, ⟨z¯,H(U ,W ⋆)z¯⟩ ≥ z¯TH1z¯ − ε∥z¯∥2ℓ2 .
Decomposing the third term (denote Hr =H2 +H3),
z¯
T
H(U ,W ⋆)TH(U ,W ⋆)z¯ = z¯TH1H1z¯ + 2z¯TH1Hrz¯ + ∥Hrz¯∥2ℓ2 (B.13)≤ αz¯TH1z¯ + 2αε∥z¯∥2ℓ2 + ε2∥z¯∥2ℓ2 . (B.14)
where we used the fact that H1 ⪯ αI is positive semidefinite. Combining the latest two bounds, we obtain
∥Zˆ∥2F ≤ ∥z¯∥2ℓ2 − 2µ(z¯TH1z¯ − ε∥z¯∥2ℓ2) + µ2(αz¯TH1z¯ + 2αε∥z¯∥2ℓ2 + ε2∥z¯∥2ℓ2) (B.15)≤ ∥z¯∥2ℓ2 − (2µ − µ2α)z¯TH1z¯ + (2µε + µ2ε2 + 2µ2αε)∥z¯2∥ℓ2 (B.16)≤ ∥z¯∥2ℓ2(1 − (2µ − µ2α)β + (2µε + µ2ε2 + 2µ2αε)) (B.17)
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Setting µ = 1/α, we obtain ∥Zˆ∥2F ≤ ∥Z∥2F (1 − β − 4ε
α
+ ε
2
α2
)
Using the fact that α ≥ β ≥ 10ε, we obtain that
∥Zˆ∥2F ≤ ∥Z∥2F (1 − 3β
5α
+ ε
10α
) ≤ ∥Z∥2F (1 − 3β
5α
+ β
100α
) ≤ ∥Z∥2F β
2α
B.2 Proof of convergence
This theorem states our main result on convergence of projected gradient algorithm with convex regularizers. We
first revisit the critical quantities that will be used for the statement.
Θ ∶= Θσ,W ⋆ = L
2κ2(o)κh+2(W ⋆)
ζ(smin) and Ω = h(log p + L20L2s2max )
Theorem B.3 (Proof of Theorem 3.5). Suppose C is a convex constraint set that includes W ⋆, h ≤ p, and let {xi}ni=1
be i.i.d. N (0,Ip) data points.. Set υ¯ = CΘlog2(CΘ) and suppose
n ≥ O ((ωn(T ) + t)2υ¯4) ,
Set q =max{1,8n−1p log p}. Define learning rate µ and rate of convergence ρ as
µ = 1
6qo2maxL2Ω
, ρ = 1 − 1
12qυ¯4Ω
(B.18)
Consider the projected gradient iteration
Wˆ = PC(W − µ∇L(W ))
● Convergence with large radius: Suppose initial point W satisfies
∥W −W ⋆∥F ≤O ( ∥W ⋆∥F
q
√
hΩlog pυ¯4
) ≤ O ( smax
q
√
Ωlog pυ¯4
) .
Then, Wˆ obeys ∥Wˆ −W ⋆∥2F ≤ ρ∥W −W ⋆∥2F .
● Uniform convergence: Furthermore, suppose W satisfies the tighter constraint
∥W −W ⋆∥F ≤ ∥W ⋆∥F
q
√
hpΩυ¯4
.
then, starting from W =W0, for all i ≥ 0, Wi+1 = PC(Wi − µ∇L(Wi)) obeys
∥Wi −W ⋆∥2F ≤ ρi∥W −W ⋆∥2F
Both results hold with probability 1− exp(−n/υ¯2)− 2exp(−O (min{t√n, t2}))+ 8(n exp(−p/2)+np−10 + exp(−qn/4p)).
Proof. Proof follows by substituting proper values in Lemma B.2. First, let us address the restricted singular value
condition. Let L
¯
= Lomaxsmax. Using υ¯ = υ−1, Theorem D.12 yields
λ(H1,T ) ≥ L¯2Θ−1υ¯−3 ≥ L¯2υ¯−4
with probability 1 − 2exp(−O (min{t√n, t2})) − exp(−n/υ¯2).
Next, we estimate the spectral norm of H1,H2,H3 for W . Proposition C.2 yields (importing variables B,P,U →
W ) ∥H1∥ ≤ 6qB2, ∥H2∥ + ∥H3∥ ≤ O (qBP ∥W −W ⋆∥F )
Oberve that Ω satisfies
Ω
−1/2 = O ( Lsmax
Lsmax
√
h log p +L0
√
h
) = O ( L¯
B
) .
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This implies that as soon as ∥W −W ⋆∥F ≤ O (smax υ¯−4
q
√
Ωlog p
) = O ( L¯2υ¯−4
qBP
)
applying Lemma B.2, we achieve the convergence rate
ρ = 1 − L¯
2υ¯−4
2∥H1∥ ≤ 1 − 112qυ¯4Ω (B.19)
by choosing the learning rate µ = 1
6qB2
= 1
6qs2
max
o2
max
L2Ω
.
For uniform convergence result, Wi is possibly dependent on {xj}s. Consequently, we would like to bound Hessian
for all points around W ⋆ uniformly. To achieve this, we apply Proposition C.3 which yields the looser upper bound
∥H2∥ + ∥H3∥ ≤ O (∥W −W ⋆∥F max{1, p
n
}o2maxL(L√log p∥W ⋆∥F +L0√h)√p) =O (∥W −W ⋆∥F P¯)
for p−1/2∥W ⋆∥F neighborhood ofW ⋆. We then carry out the exact same argument where the initialization requirement
is
∥W −W ⋆∥F ≤ ∥W ⋆∥F
q
√
hpΩυ¯4
≤ smax
q
√
pΩυ¯4
(B.20)
≤ O ⎛⎝ L2o2maxs2maxυ¯−4max{1, p
n
}o2maxL√p(L0√h +L√h log psmax)⎞⎠ (B.21)
≤ O ⎛⎝ L2o2maxs2maxυ¯−4max{1, p
n
}o2maxL√p(L0√h +L√log p∥W ⋆∥F )⎞⎠ (B.22)
= O ( L¯2υ¯−4
P¯
) . (B.23)
Recalling the lower bound on λ(H1,T ), for all W satisfying ∥W −W ⋆∥F ≤ ∥W ⋆∥F
q
√
hpΩυ¯4
this implies
λ(H1,T ) ≥ L¯2υ¯−4 ≥ O (∥W −W ⋆∥F P¯ ) ≥ ∥H2∥ + ∥H3∥.
Consequently, we obtain identical convergence rates to (B.19) for all W in this tighter neighborhood where W is
allowed to depend on data points.
Also, observe that at each iteration, the distance ∥Wi −W ⋆∥F will get smaller at each iteration so Hessian
perturbation bound will always be valid because we will never get out of uniform convergence radius.
B.3 Proof of Theorem 3.6
Proof. The proof follows from Theorem B.3. Let K = O (qυ¯4Ωlog p) and ρ be same as in Theorem 3.6. Suppose W0
is initialized as described. Applying the “large radius convergence” result of Theorem B.3, using ith data batch at
ith gradient step, for all 1 ≤ i ≤K − 1, with probability 1 − (K − 1)P , we have that
∥Wi −W ⋆∥2F ≤ ρi∥W0 −W ⋆∥2F .
Observe that K = O ((1 − ρ)−1 log p). Hence ρK−1 = (1 − (1 − ρ))O((1−ρ)−1 logp) ≤ 0.25O(logp) ≤ p−O(1). Using this, we
obtain ∥WK−1 −W ⋆∥2F ≤ ρK−1∥W0 −W ⋆∥2F ≤ O (1)
p
∥W0 −W ⋆∥2F .
This implies WK−1 is sufficiently close to W ⋆ to apply the uniform convergence result of Theorem B.3. Now, starting
from WK−1, we use PGD with batch K for all steps i ≥K to achieve ∥Wi −W ⋆∥2F ≤ ρi∥W0 −W ⋆∥2F for all i ≥ 0.
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C Upper bounding spectral norms
First, we state a basic lemma for activations with bounded second derivative.
Lemma C.1 (Activation perturbation). Under Assumption 1, ∣σ(vT g)−σ(wT g)(v−w)T g − σ′(wTg)∣ ≤ L∣(v −w)T g∣ for all
vectors v,w,g.
Proof. Since σ′ is L Lipschitz, we have that σ(a)−σ(b)
a−b − σ′(b) = ∫ ab σ′(x)−σ′(b)dxa−b ≤ ∫ ab L∣x−b∣dxa−b ≤ L∣a − b∣.
The next result upper bounds the spectral norm of Hessian decomposition.
Proposition C.2. Recall the definitions of H1,H2,H3 (B.9) and suppose {xi}ni=1 ∼N (0,Ip)n. Fix radius ∥W ⋆∥F ≥
R > 0. Define the quantities
B ∶= omax(5Lsmax√h log p + L0√h) ≥ omax(5L∥W ⋆∥F√log p + L0√h) (C.1)
P ∶= omax5L
√
log p (C.2)
Set q =max{1,8n−1p log p}. With probability 1 − 4(n exp(−p/2) + 2np−10 + exp(−qn/4p)), we have that
• H1 ⪯ 6qB2.
• For a fixed U (independent of {xi}ni=1s) satisfying ∥U −W ⋆∥F ≤ R, we have ∥H2∥ ≤ 6RqBP, ∥H3∥ ≤ 12RqBP .
Proof. The proof of both statements are based on Theorem C.4. For H1, pick fi(x) = oiσ′(wTi x) to establish the
result. For H2,H3, we write
nH2 =
n∑
i=1
ρ(W ⋆;xi)(ρ(U ,W ⋆;xi) − ρ(W ⋆;xi))T (C.3)
nH3 =
n∑
i=1
(ρ(U ;xi) − ρ(W ⋆;xi))ρ(U ,W ⋆;xi)T (C.4)
Define
M1 =
n∑
i=1
(ρ(U ,W ⋆;xi) − ρ(W ⋆;xi))(ρ(U ,W ⋆;xi) − ρ(W ⋆;xi))T (C.5)
M2 =
n∑
i=1
ρ(U ,W ⋆;xi)ρ(U ,W ⋆;xi)T (C.6)
M3 = (ρ(U ;xi) − ρ(W ⋆;xi))(ρ(U ;xi) − ρ(W ⋆;xi))T (C.7)
From Cauchy-Schwarz, ∥H2∥ ≤ √∥H1∥∥M1∥, ∥H3∥ ≤ √∥M2∥∥M3∥. To bound these, we apply Theorem C.4 as
follows.
• For M1, pick fi(x) = oi(σ(xT w¯⋆i )−σ(xT u¯i)xT w¯⋆
i
−xT u¯i − σ
′(xT w¯⋆i )) and use Lemma C.1 to obtain
∥M1∥ ≤ 6P 2∥W ⋆ −U∥2F ≤ 6P 2R2.
• For M2, pick fi(x) = oi σ(xT w¯⋆i )−σ(xT u¯i)xT w¯⋆
i
−xT u¯i . Using Lemma C.1, this yields ∣fi(x)∣ ≤ L0+L∣xTi w¯⋆i ∣+L∣xTi (u¯i−w¯⋆i )∣.
Applying a straightforward variation of Theorem C.4, when R ≤ ∥W ⋆∥F
M2 ⪯ 6B22 where B2 = omax(5L(∥W ⋆∥F +R)√log p +L0√h) ≤ 2B.
• ForM3, pick fi(x) = oi(σ′(xT u¯i)−σ′(xT w¯⋆i )) which yields ∣fi(x)∣ ≤ L∣xT (u¯i−w¯⋆i )∣. This yield ∥M3∥ ≤ 6P 2R2.
Combining the H1,M1,M2,M3 bounds, these yield ∥H2∥ ≤ 6BP and ∥H3∥ ≤ 12BP . The overall probability is
1 − 4(n exp(−p/2) − 2np−10 − exp(−qn/4p)) via union bound of success over 4 matrices.
Proposition C.3 (Bounding H2,H3 over a neighborhood). Recall the definitions of H2,H3 (B.9) and suppose{xi}ni=1 ∼ N (0,Ip)n. Suppose ∥U −W ⋆∥F ≤ p−1/2∥W ⋆∥F . With 1 − n exp(−p/2) − np−10 probability, we have that∥H2∥ + ∥H3∥ ≤ P¯∥U −W ⋆∥F
where P¯ =max{1, p
n
}o2maxL(L√log p∥W ⋆∥F +L0√h)√p.
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Proof. Pick unit vectors a¯, b¯ and consider
sup
∥a¯∥ℓ2=1,∥b¯∥ℓ2=1
b¯
T
H2a¯, sup
∥a¯∥ℓ2=1,∥b¯∥ℓ2=1
b¯
T
H3a¯
Let A,B be the matricized versions of a¯, b¯. Also set Z = U −W ⋆.
nH2 =
n∑
i=1
ρ(W ⋆;xi)(ρ(U ,W ⋆;xi) − ρ(W ⋆;xi))T (C.8)
nH3 =
n∑
i=1
(ρ(U ;xi) − ρ(W ⋆;xi))ρ(U ,W ⋆;xi)T (C.9)
Form X ∈ Rp×n by concatenating xi’s. Let n¯ = max{n,p}. The critical observation is that with 1 − exp(−n¯/2)
probability, ∥X∥ ≤ 3√n¯, hence for all matrices A (and similarly B), we have
∥AX∥2F ≤ 9n¯∥A∥2F .
Now, using a very coarse estimate, we upper bound the individual components of empirical average matrices H2,H3.
The argument follows the strategy outlined in the proof of Lemma C.2.
a¯
T (ρ(U ;xi) − ρ(W ⋆;xi))ρ(U ,W ⋆;xi)T b¯ = (d(U ;xi) − d(W ⋆;xi))Axid(U ,W ⋆;xi)Bxi (C.10)≤ o2maxL∥(U −W ⋆)xi∥ℓ2∥Axi∥ℓ2(L∥W ⋆xi∥ℓ2 +L∥(U −W ⋆)xi∥ℓ2 +L0√h)∥Bxi∥ℓ2≤ 2Si (C.11)
a¯
T
ρ(W ⋆;xi)(ρ(U ,W ⋆;xi) − ρ(W ⋆;xi))T b¯ = d(W ⋆;xi)Axi(d(U ,W ⋆;xi) − d(W ⋆;xi))Bxi (C.12)≤ o2max(L∥W ⋆xi∥ℓ2 + L0√h)∥Axi∥ℓ2(L∥(W ⋆ −U)xi∥ℓ2∥Bxi∥ℓ2)≤ Si (C.13)
Observe that both statements have similar upper bounds. We are now interested in finding (a rather loose) upper
bound on these quantities namely n−1∑i Si.
Denote wi = ∥W
⋆xi∥ℓ2∥W ⋆∥F , ai = ∥Axi∥ℓ2 , ui = ∥(W ⋆−U)xi∥ℓ2∥W ⋆−U∥F , bi = ∥Bxi∥ℓ2 . We have Si ∼ aibiui(L(wi∥W ⋆∥F +
ui∥W ⋆ −U∥F ) + L0√h). With probability 1 − n exp(−p/2), all xis obey ∥xi∥ℓ2 ≤ 2√p so that ai, bi, ui ≤ 2√p. Since
W ⋆ is independent of xi, applying subexponential Chernoff, we obtain
∣wi∣ ≤ O (√log p)
with probability 1 − np−10. We first bound the component Su ∼ ∑i aibiu2i which yields the following maximization
n∑
i=1
aibiu
2
i subject to
n∑
i=1
a
2
i ≤ 9n¯, ai ≤ 2√p (same for bi, ui).
Observe that aibiu
2
i ≤ 0.25(a4i + b4i + 2u4i ). Hence, we consider
n∑
i=1
a
4
i subject to
n∑
i=1
a
2
i ≤ 9n¯, ai ≤ 2√p
Observe that
n∑
i=1
a
4
i ≤ n∑
i=1
a
2
i ( nmax
i=1 ai)2 ≤ 9n¯(2√p)2 = 36n¯p.
This yields ∑ni=1 aibiu2i ≤ 36n¯p subject to constraints. Hence, the first component obeys
Su ≤ 36o2maxL2∥U −W ⋆∥2ℓ2 n¯p
Similarly, we can bound the second component Sw ∼ ∑i aibiui(Lwi∥W ⋆∥F + L0√h) as follows
n∑
i=1
aibiui ≤ 3−1 n∑
i=1
a
3
i + b3i + u3i ≤ 18n¯√p,
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which gives
Sw ≤O (o2maxL∥W ⋆ −U∥F (L√log p∥W ⋆∥F +L0√h)n¯√p)
Observe that if
√
p∥U −W ⋆∥ℓ2 ≤ ∥W ⋆∥F , then Su ≤ Sw so that ∑Si ≤ 2Sw. Consequently, for all U obeying∥U −W ⋆∥F ≤ ∥W ⋆∥F /√p, we obtain
∥H2∥ + ∥H3∥ ≤ n−1 n∑
i=1
2Si ≤ O (max{1, p
n
}o2maxL∥W ⋆ −U∥F (L√log p∥W ⋆∥F +L0√h)√p)
The lemma below provides a spectral norm bound on matrices that are particular functions of Gaussian vectors.
Lemma C.4 (Bounding Spectral Norm). Assume p ≥ 2. Given W with rows {wi}hi=1 and x ∈ Rp, suppose functions
fi obey ∣fi(x)∣ ≤ L∣wTi x∣ +L0. Define
B ∶= 5L∥W ∥F√log p +L0√h.
Set q = max{1,8n−1p log p}. Given i.i.d. N (0,I) data {xi}ni=1, defining yi = [f1(xi)xi . . . fh(xi)xi] ∈ Rhp, with
probability 1 − n(exp(−p/2) + 2p−10) − exp(−qn/4p), we have that
n
−1 n∑
i=1
yiy
T
i ⪯ q6B2I.
Proof. For x ∈ N (0,I), define the vector xˆ obtained by conditioning x on the events E1 = ∥x∥ℓ2 ≤ 2√p and E2 =
suphi=1
∣wTi x∣∥wi∥ℓ2 ≤ 5√log p. P(E1 ∩E2) ≥ 1− exp(−p/2)− 2p−10. With probability 1−n(exp(−p/2)− 2p−10), all xis satisfy
E1,E2 and has the conditional distribution xˆi. Rest of the argument will use these conditional vectors. First, observe
that ¿ÁÁÀ h∑
i=1
f2i (xˆ) ≤
¿ÁÁÀ h∑
i=1
(5L√log p∥wi∥ℓ2 + L0)2 (C.14)
≤¿ÁÁÀ h∑
i=1
(5L√log p∥wi∥ℓ2)2 +√hL0 (C.15)
≤ 5L∥W ∥F√log p +L0√h ∶= B (C.16)
where (C.15) follows from squaring both sides and applying Cauchy-Schwarz. This upper bound on fi’s provides
bounds on ∥y∥ℓ2 and E[yyT ] as follows.
∥y∥ℓ2 = ∥xˆ∥ℓ2
¿ÁÁÀ h∑
i=1
f2i (x) ≤ B∥xˆ∥ℓ2 ≤ 2√pB. (C.17)
Given unit length a¯ = [a1 . . . ah],
E[(yT a¯)2] = E[( h∑
i=1
∣fi(xˆ)aTi xˆ∣)2] ≤ E[ h∑
i=1
f
2
i (xˆ) h∑
i=1
(aTi xˆ)2] ≤ B2 E[ h∑
i=1
(aTi xˆ)2] (C.18)
which follows from Cauchy-Schwarz. To bound the expectation, observe that events E1,E2 hold with at least proba-
bility 1/2, hence
E[ h∑
i=1
(aTi xˆ)2] ≤ E[∑hi=1(aTi x)2]
P(E1 ∩E2) ≤ 2.
This implies E[yyT ] ⪯ 2B2. Now, we are at a position to apply matrix Chernoff bound as ∥yi∥ℓ2 is bounded via
(C.17). Recall q =max{1,8n−1p log p}. With probability 1 − p2 exp(−2qnB2/(2√pB)2) = 1 − p2 exp(−qn/2p), we have
that
n
−1 n∑
i=1
yiy
T
i ⪯ e2qB2 ≤ 6qB2.
To conclude, observe that p2 exp(−qn/2p) ≤ exp(−qn/4p) as qn ≥ 8p log p.
Next, we define subexponential and subgaussian norms of random variables.
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Definition C.5 (Orlicz norms). For a scalar random variable Orlicz-a norm is defined as
∥X∥ψa = sup
p≥1
p
−1/a(E[∣X ∣p])1/p
Orlicz-a norm of a vector x ∈ Rd is defined as
∥x∥ψa = sup
v∈Sd
∥vTx∥ψa
We define subexponential norm as the function ∥⋅∥ψ1 and subgaussian norm as the function ∥⋅∥ψ2 .
The following result directly follows from subexponential Chernoff bound.
Corollary C.6 (Subgaussian vector length). Let a ∈ Rd be a vector with i.i.d. zero-mean subgaussian entries with
unit variance and maximum ∥⋅∥ψ2 norm K. Suppose t ≥ 2K, then
P(∥a∥2ℓ2 ≥ 2dt) ≤ 2exp(−cdt/K)
Lemma C.7 (Spectral norm bound for random activation). Let xi ∈ Rd1 ,yi ∈ Rd2 be i.i.d. isotropic subgaussian
vectors with subgaussian norms at most
√
Kx,
√
Ky respectively. Let A,B be arbitrary matrices and set ai =Axi,bi =
Byi. Suppose d1/Kx, d2/Ky ≥ C for some constant C > 0 and set q = max{1,8n−1d1d2 log d1d2}. With probability
1 − exp(−qn/d1d2) − n exp(−cd1/Kx) − n exp(−cd2/Ky), we have that
∥n−1 n∑
i=1
(xi⊗yi)(xi⊗yi)T ∥ ≤ 6q∥A∥2∥B∥2.
Proof. First, we upper bound ∥xi⊗yi∥ℓ2 probabilistically. Applying Corollary C.6, we have that, for each xi (simi-
larly yi), with probability 1 − exp(−cd1/Kx) ∥xi∥ℓ2 ≤ √2d1
Setting E = event{∥xi∥ℓ2 ≤ √2d1}, observe that for any vector v, moments of the conditioned random variable obey
E[∣vTxi∣p∣E] ≤ P(E)−1 E[∣vTxi∣p] ≤ √2E[∣vTxi∣p]
which implies conditional random variable obeys ∥xi∣E∥ψ2 ≤ √2Kx.
For the rest of the proof, we condition xi,yi on the event that individually each of them have length at most√
2d1,
√
2d2. This occurs with probability 1−n(exp(−cd1/Kx)−exp(−cd2/Ky)) ≤ 1−n exp(−cd1/Kx)−n exp(−cd2/Ky).
This way, the truncated xi,yi have subgaussian norm at most
√
2Kx/y . Furthermore, Σ(xi),Σ(yi) ⪯ √2I. This
implies
Σ(ai) ⪯ √2∥A∥2I, Σ(bi) ⪯ √2∥B∥2I Ô⇒ Σ(ai⊗bi) ⪯ 2∥A∥2∥B∥2I.
Finally, length of ai⊗bi obeys
∥ai⊗bi∥ℓ2 ≤ ∥A∥∥xi∥ℓ2∥B∥∥yi∥ℓ2 ≤ ∥A∥∥B∥2√d1d2.
Now, still conditioned on ℓ2 bounds, we apply matrix Chernoff to obtain
P(∥ n∑
i=1
(xi⊗yi)(xi⊗yi)T ∥ ≥ 6∥A∥2∥B∥2qn) ≤ d1d2 exp(− qn
4d1d2
)
where we used the fact that ∥A∥, ∥B∥ cancels out in the exponent and 2e ≤ 6. To conclude, use the definition of q, to
get d1d2 exp(− qn4d1d2 ) ≤ exp(− qn8d1d2 ).
C.1 Proof of Theorem 5.3: Random activations
The following theorem characterizes the effect of a chain of random activations.
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Theorem C.8. Let o ∈ RhD be the output layer vector. {Vi−1 ∈ Rhi×hi−1}Di=0 be matrices with h0 = p and define
VD = diag(o). Let {ri ∈ Rhi}Di=1 be independent vectors with i.i.d. Rademacher entries. Let g be an isotropic
subgaussian vector. For some 0 ≤ a ≤D, consider the vectors defined as
ηa = ra⊙ . . .V1(r1⊙(V0x)) (C.19)
θa = ra+1⊙(V Ta+1 . . . (rD−1⊙(V TD−1(rD⊙o)))) (C.20)
Let rmin(⋅), rmax(⋅) denote the smallest and largest row length of the input matrix. Given a > 0, define the quantities
γi,j =
j
∏
k=i
∥Vk∥2, αi,j = ⎧⎪⎪⎨⎪⎪⎩∏
j
k=i
rmax(Vk)2 if i, j < a
∏jk=i rmax(VTk )2 if i, j > a , βi,j =
⎧⎪⎪⎨⎪⎪⎩∏
j
k=i
rmin(Vk)2 if i, j < a
∏jk=i rmin(VTk )2 if i, j > a (C.21)
and define α¯i =∏j≠i αj,j (similarly for β¯i, γ¯i).
Conditioned on everything but x,rD, subgaussian norms of ηa = ηa(x), θa = θa(rD) satisfies the following proper-
ties:
• ∥ηa∥2ψ2 ≤ ∥x∥2ψ2γ0,a−1.
• ∥θa∥2ψ2 ≤ cγa+1,D.
• ∥θa⊗ηa∥2ψ1 ≤ c∥x∥2ψ2 γ¯a
Furthermore, covariance obeys
• α0,a−1 ⪰Σ(ηa) ⪰ β0,a−1.
• αa+1,D ⪰Σ(θa) ⪰ βa+1,D.
• α¯a ⪰Σ(θa⊗ ηa) ⪰ β¯a.
Proof. We first show the result for ∥ηa∥ψ2 . The proof is by induction. First, using the fact that subgaussian norm
is (at most) scaled by spectral norm, ∥ηi+1∥ψ2 ≤ ∥Vi∥∥ηi∥ψ2 = ∥ri⊙Vi∥∥ηi∥ψ2 . Inductively, this implies ∥ηi∥ψ2 ≤
∏i−1j=0 ∥Vi∥∥x∥ψ2 . For θi, we use the same argument combined with the fact that ∥rD⊙o∥ψ2 ≤ √c∥o∥∞ =√c∥VD∥.
To show subexponentiality, we will apply the Hanson-Wright Corollary D.1. Observe that ηa = Ax, θa = BrD
where A,B are multiplications of intermediate Vi,ri’s and have bounded spectral norms. Conditioned on A,B,
applying standard Hanson-Wright Lemma on θTa Vaηa we have that
P(∣θTa Vaηa∣ ≥ t) = P(∣rTDBVaAx∣ ≥ t) ≤ exp(−cmin{ t2∥x∥2
ψ2
∥AVaB∥2F , t∥x∥ψ2∥AVaB∥) (C.22)
≤ exp(−cmin{ t2∥x∥2
ψ2
∥A∥2∥B∥2∥Va∥2F , t∥x∥ψ2∥A∥∥B∥∥Va∥}) (C.23)
≤ exp(−cmin{ t2
φ2∥Va∥2F , tφ∥Va∥}) (C.24)
(C.25)
where we used the definition that φ ∶= ∥x∥ψ2 ∏i≠a,0≤i≤D ∥Vi∥ ≥ ∥A∥∥B∥∥x∥ψ2 . Now, that we obtain the mixed tail
bound, applying Lemma D.4 and observing θTaAηa = (θa⊗ ηa)T a¯, this implies that∥θa⊗ηa∥ψ1 ≤ √c′φ
for some absolute constant c′ > 0.
Next, we focus on the covariance. First, observe that thanks to ra−1,ra, entries of ηa, θa are zero mean with
independent signs, hence their covariance and Σ(θa⊗ηa) are diagonal. With this, we will lower and upper bound the
covariance. Without losing generality, we prove the minimum eigenvalue by induction. Suppose ηi obeys our bound
and consider ηi+1. Denote jth row of Vi by vi,j . Observe that
E[(vTi,jηi)2] = vTi,j E[ηiηTi ]vi,j ⪰ vTi,j(min
k≤hi
E[η2i,k]I)vi,j ≥ ∥vi,j∥2ℓ2 i−1∏
j=0
rmin(Vj)2 ≥ i∏
j=0
rmin(Vj)2.
This finishes the proof of minimum eigenvalue. Identical upper bound with rmax(⋅) applies to maximum. To address
θi, we follow the same strategy combined with the fact that θD = rD⊙o = V TD rD. Finally, the covariance of ηa⊗θa
is obtained by Kronecker producting the covariance matrices Σ(ηa)⊗Σ(θa) and its eigenvalues are given by the
multiplication of eigenvalues of individual covariances i.e. λi(Σ(ηa))λj(Σ(θa)).
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The next theorem is our main result on learning with random activations and can be specialized to prove Theorem
5.3.
Theorem C.9 (Proof of Theorem 5.3). Consider the random activation model described in Definition 5.1 and recall
the definitions in Theorem C.8. Suppose C is convex and closed, and data points {xi}ni=1 ∼ x are i.i.d. isotropic
subgaussian vectors. Define the network condition number
κ = κ(W ) = ∥x∥2ψ2 γ¯ℓ
β¯ℓ
,
and set υ¯ = Cκ log2(Cκ) for some constant C > 0. Suppose q =max{1, n−1hℓ+1hℓ loghℓ+1hℓ}.
n ≥ υ¯4(ωn(T ) + t)2.
Pick µ = 1
6qγ¯ℓ
. Starting from an arbitrary point W =W0, projected gradient descent iterations
Wi+1 = PC(Wi − µ∇L(Wi))
obey ∥Wi+1 −W ⋆∥ℓ2 ≤ (1 − 1qυ¯4 )i∥W −W ⋆∥ℓ2
with probability 1−exp(−qn/hℓ+1hℓ)−n exp(−O (hℓ/∥x∥2ψ2))−n exp(−O (hℓ+1))−exp(−n/υ¯2)−2exp(−O (min{t√n, t2})).
Proof. We first write the gradient for a single sample x which comes with random activations {rj}Di=1. Once we
characterize the behavior of single sample, we will follow up by averaging to obtain ensemble gradient of samples{xi}ni=1.
The gradient iteration with random activations has a much simpler form compared to Theorem 3.5. First, observe
that, since all other layers are fixed, the input to ℓth layer is given by xˆi = rℓ−1⊙(Vi−1ri−2 . . .V0xi). Similarly, output
vector collapses to
oˆi = (oT rD⊙(VD−1 ⋅ diag(rℓ))T = (diag(rℓ)V Tℓ+1 . . .V TD−1)rD⊙o.
With this, the gradient of the ith label with respect to ℓth layer at Vℓ = U is given by
∇Li(U) = ∂(oˆTi Uxˆ − oˆTi W ⋆xˆ)2
∂U
(C.26)
= (oˆTi Uxˆ − oˆTi W ⋆xˆ)oˆi⊗ xˆ (C.27)
= (oˆi⊗ xˆ)(oˆi⊗ xˆ)Tvec(U −W ⋆) (C.28)
= (oˆi⊗ xˆi)(oˆi⊗ xˆi)T z¯ (C.29)
= yiyTi z¯ (C.30)
where z¯ = vec(Z) = vec(U −W ⋆) and yi = oˆi⊗ xˆi. Denoting Y = [y1 . . . yn], the population gradient iteration is
given by
z¯τ+1 = (I − µn−1Y Y T )z¯ (C.31)
We simply need to argue the properties of n−1Y Y T in a similar fashion to Theorems C.2 and D.12. In particular,
Theorem C.8 shows that columns yi are subexponential with norm at most
√
γ¯ℓ = ∥x∥ψ2∏i≠ℓ ∥Vi∥. Consequently, we
first apply Lemma D.11 to obtain that a lower bound on the restricted eigenvalue. In particular, from Theorem C.8
we have
E ∥Y Tv∥2ℓ2 ≥ β¯a
Now we apply Theorem D.11. Let us set the parameters: Subexponential norm scaled by minimum singular value is
K¯ = O (√γ¯a/β¯a)
so that υ¯−1 = υ = O (K¯2 log2 4K¯)−2 = O (κ(W ) log2 κ(W )). Hence if n ≥ Ctυ¯4ω2n(T ), for all v ∈ T , with 1 −
exp(−n/υ¯2) − 2exp(−cmin{t√n, t2}) probability, we have that
n
−1∥Y Tv∥2ℓ2 ≥ β¯aυ¯−3.
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Next, applying Lemma C.7 and Theorem C.8, we obtain an upper bound on the spectral norm obeys
n
−1∥Y ∥ ≤ 6qγ¯a.
with probability 1 − exp(−qn/hℓ+1hℓ) − n exp(−O (hℓ/∥x∥2ψ2)) − n exp(−O (hℓ+1)). Combining this with Lemma B.2
(where H2,H3 = 0), we conclude that
∥Wi −W ⋆∥2ℓ2 ≤ (1 − β¯aυ¯−36qγ¯a )i∥W0 −W ⋆∥2ℓ2
where the learning rate is 6qγ¯a. Simplifying the convergence rate 1 − ρ, we obtain
ρ = 1 − β¯aυ¯
−3
6qγ¯a
≤ 1 − 1
qυ¯4
.
D Result on subexponential restricted singular value
This section is dedicated to the understanding the properties of neural network Hessian along restricted directions.
These restricted directions are dictated by the feasible ball T .
D.1 Effective subexponentiality of data points
In this section, we discuss why subexponentiality occurs in neural network gradient whether we are using standard
activation functions or randomized activation. We utilize results from the recent work [55].
Corollary D.1 (Asymmetric Hanson-Wright). Let x ∈ Rd1 ,y ∈ Rd2 be vectors with i.i.d. subgaussian entries and
assume Kx,Ky are respective upper bounds on subgaussian norm of their entries respectively. Given A ∈ Rd1×d2 , we
have
P(∣xTAy∣ ≥ t) ≤ 2exp(−cmin{ t2
K21K
2
2∥A∥2F , tK1K2∥A∥}).
Proof. This directly follows from symmetric result [47]. Observe that E[xTAy] = 0. Set r =√Kx/Ky. To symmetrize
the multiplication, write B = [0 A/2; AT /2 0] ∈ R(d1+d2)×(d1+d2), z = [x/r ry] ∈ Rd1+d2 and apply the symmetric
Hanson-Wright inequality on zTBz = xTAy. To conclude, observe that ∥B∥2F = ∥A∥2F /2 and ∥B∥ = ∥A∥/2 and
observe that ∥z∥ψ2 ≤ O (√KxKy).
Corollary D.2. Consider x,y from Lemma D.1. ∥x⊗y∥ψ1 ≤KxKy/√c.
Proof. Combining Lemma D.4 and Corollary D.1, for any unit vector a¯ = vec(A), we have that
P(∣xTAy∣ ≥ t) ≤ exp(−cmin{ t2√
KxKY
4
,
t√
KxKY
2∥A∥}) ≤ exp(−cmin{ t
2
K2xK
2
y
,
t
KxKy
})
Hence, ∥x⊗y∥ψ1 ≤KxKy.
Proof of the next lemma follows a similar argument to Lemma of [55] but refines the final estimate.
Lemma D.3. Let g ∼ N (Ip) and h(g) ∈ Rh be an L-lipschitz function of g. Then, given a matrix A, we have that
P(∣h(g)TAg − E[h(g)TAg]∣ ≥ t) ≤ 2exp(−cmin{ t2
L2∥A∥2F , tL∥A∥})
Applying Lemma D.4, this implies ∥h(g)⊗g∥ψ1 ≤ O (L)
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Proof. We repeat the argument for the sake of completeness. The result is obtained by using Hanson-Wright inequality
for random vectors exhibiting “convex concentration property”. This property holds for h = [√Lg h(g)/√L] as i) h
is K = √2L-Lipschitz function of g and ii) any univariate 1-Lipschitz function of h is still a √2L Lipschitz function
of g which concentrates exponentially fast. In particular, observing
h(g)TAg = (h(g)/√L)TA(√Lg)
asymmetric version of main theorem of [1] yields (in a similar fashion to Corollary D.1)
P(∣h(g)TAg − E[h(g)TAg]∣ ≥ t) ≤ 2exp(−cmin{ t2
K4∥A∥2
F
,
t
K2∥A∥})
where constant K is
√
2L.
Lemma D.4 (Lemma 4.5 of [55]). Assume a random variable obeys the condition
P(∣x∣ ≥ t) ≤ 2exp(−cmin{t2/a, t/b})
Then, its subexponential norm obeys ∥x∥ψ1 ≤ 9max{√a/c, b/c}.
D.2 Subexponential restricted eigenvalue
This section provides our main results on restricted singular values of matrices with independent subexponential
rows. This question is inherently connected to the work by Sivakumar et al. [52]. However, their results only apply to
rows with i.i.d. subexponential entries whereas our bounds apply to subexponential rows that not necessarily contain
independent entries. Unfortunately, this prevents us from utilizing their bounds.
Theorem D.5. Let {xi}di=1 be independent subexponential vectors with ∥⋅∥ψ1 norm at most K. Suppose covariance
of x satisfy Σ(x) ≥ κId. Form X = [x1 . . . xn]T . Define K¯ = K/√κ and υ = O (K¯ log(4K¯))−2. Given a subset of
unit sphere T , with probability 1 − exp(−nυ2), we have that
inf
v∈T
∥Xv∥ℓ2 ≥√κnυ3 − cKωn(T ) (D.1)
Proof. The proof follows from Proposition 5.1 of [60] which is Mendelson’s small ball method. First, we estimate the
tail quantity
Qε(T,x) = inf
v∈T
P(∣xTv∣ ≥ ε)
This is based on Lemma D.9 which yields the tail bound
P(Z ≥√κυ) ≥ υ
This implies that for 2ε =√κυ
εQ2ε(T,x) ≥√κυ3/2.
Next, we obtain the empirical width from Lemma D.7. Setting y = n−1∑1≤i≤n xi, it yields
E[sup
v∈T
∣yTv∣] ≤KO (ωn(T )/√n) .
Applying Proposition 5.1 of [60], combination implies that with probability 1 − exp(−t2/2)
inf
v∈T
∥XTv∥ℓ2 ≥ 0.5√κυ(√nυ − t) − cKωn(T )
Now, we simplify the notation by setting t = 0.5√nυ which yields
inf
v∈T
∥XTv∥ℓ2 ≥ 0.25√κnυ3 − cKωn(T )
with 1 − exp(−nυ2/8) probability. Making υ smaller by a constant factor do not affect the results. Scaling υ by a
factor of 1/√8, we obtain
inf
v∈T
∥XTv∥ℓ2 ≥√κnυ3 − cKωn(T )
with probability 1 − exp(−nυ2).
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Corollary D.6. Consider the setup in Theorem D.5. Suppose n ≥ Cυ−4ω2n(T ) for some absolute constant C > 0
where υ = O (K¯ log(4K¯))−2. Then with probability 1 − exp(−nυ2), we have that
inf
v∈T
∥Xv∥2ℓ2 ≥ κnυ3
Proof. We study the condition in (D.1) √
κnυ3 ≥ 2cKωn(T )
This holds as soon as n ≥ 4c2κ−1υ−3K2ω2n(T ). Using the fact that υ−1 ≥ K2κ , the condition is implied by n ≥ cυ−4ω2n(T ).
Finally, constant of υ can be made smaller to account for the 0.5 multiplier of√
κnυ3 − cKωn(T ) ≥ 0.5√κnυ3.
The following lemma bounds the empirical width for subexponential measurments. It directly follows from well-
known generic chaining tools [58]. In particular, we refer the reader to Theorem 3.5 of [15].
Lemma D.7 (Bounding empirical width). Suppose T ⊂ Bd and x ∈ Rd is a zero-mean subexponential vector with
norm ∥⋅∥ψ1 at most K. Given {xi}ni=1 i.i.d. copies of x, define the empirical average vector y = n−1∑ixi. We have
that
P(sup
v∈T
∣yTv∣ ≥ cK(γ1(T, ℓ2)/n + γ2(T, ℓ2)/√n + t)) ≤ 2exp(−min{t, t2}n), (D.2)
P(sup
v∈T
∣yTv∣ ≥ cK((ωn(T )+ t)/√n)) ≤ 2exp(−O (min{t√n, t2})), (D.3)
E[sup
v∈T
∣yTv∣] ≤ cKωn(T )/√n. (D.4)
Proof. Define the random process Xv = yTv. Using the fact that y is i.i.d. average and applying subexponential
Chernoff bound, this process satisfies the mixed-tail increments as follows
P(∣Xv −Xu ∣ ≥ t) = P(∣yT (u − v)∣ ≥ t) ≤ 2exp(−c′min{ nt2
K2∥u − v∥2
ℓ2
,
nt
K∥u − v∥ℓ2 })
Note that, mixed tail is with respect to scaled ℓ2 distances namely d1(v,u) =K∥u − v∥ℓ2/n and d2(v,u) =K∥u − v∥ℓ2/√n.
Hence, we can alternatively write
P(∣Xv −Xu ∣ ≥ t) ≤ 2exp(−c′min{ t2
d22(u,v) , td1(u,v)})
Applying Theorem 3.5 of [15] and Theorem 2.2.23 of [58], we have
E[sup
v∈T
∣yTv∣] ≤ E[sup
v∈T
∣yTv∣] ≤ c(γ1(T,d1) + γ2(T,d2)) = cK(γ1(T, ℓ2)/n + γ2(T, ℓ2)/√n)
Similarly, using T ⊂ Bd, the following tail bound holds
P[sup
v∈T
∣yTv∣ ≥ cK(γ1(T, ℓ2)/n + γ2(T, ℓ2)/√n) + ct∆(T )K] ≤ 2exp(−min{t, t2}n).
Using the fact that ∆(T ) ≤ 1 yields the first tail bound. To obtain perturbed width bounds, we let S be a set
satisfying conv(S) ⊃ T and rad(S) ≤ C (recall Definition A.1). First observe that
sup
v∈T
∣yTv∣ ≤ sup
v∈S
∣yTv∣.
Consequently
E[sup
v∈T
∣yTv∣] ≤ inf
conv(S)⊃T, rad(S)≤C E[supv∈S ∣yTv∣] ≤ O (Kωn(T )/√n)
Next, since S has bounded radius, picking an S approximating ωn(T ) ≈ ω(S) + γ1(S)/√n, we find
P[sup
v∈S
∣yTv∣ ≥ cKωn(T )/√n + cCtK] ≤ 2exp(−min{t, t2}n).
which is the second advertised bound.
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In order to address ℓ1 norm and nuclear norm constraints, we make use of the following result that allows us to
move from nonconvex set to convexified set.
Lemma D.8. Suppose Y1 is a subset of conv(Y0) which is the closure of the convex hull of Y0. For any vector a
sup
v∈Y1
∣aTv∣ ≤ sup
v∈Y0
∣aTv∣.
Proof. Using the fact that Y1 ⊂ conv(Y0), we immediately have that
sup
v∈Y1
∣aTv∣ ≤ sup
v∈conv(Y0)
∣aTv∣
Observe that any v ∈ conv(Y0) can be written as v = ∑i≥1 αivi where αi ≥ 0 and ∑i≥1 αi = 1, vi ∈ Y0. Consequently
sup
v′∈conv(Y0)
∣aTv′∣ = sup
v∈conv(Y0)
∣aTv∣ ≤∑
i≥1
sup
vi∈Y0
αi∣aTvi∣ = sup
v∈Y0
∣aTv∣
Lemma D.9 (Lower bounding subexponential first moment). Suppose x ∈ Rd is a zero-mean subexponential vector
with norm at most K and covariance obeying Σ(x) ⪰ κI. Define K¯ = K/√κ and the quantity υ = O (K¯ log(4K¯))−2.
For all u ∈ Sd, we have that
P(∣xTu∣ ≥√κυ) ≥ υ.
Proof. Let Z = ∣xTu∣. Our goal is to obtain an estimate on E[Z] and then applying Paley-Zygmund to find
P(Z ≥ θ E[Z]) ≥ (1 − θ)2 E[Z]2
E[Z2] (D.5)
Let κu = E[Z2] ≥ κ, Z¯ = Z/√κu and K¯ =K/√κu. We will obtain a bound for Z¯ and then scale it by √κu.
1 = E[Z¯2] = E[Z¯2∣Z¯ ≥ τ ]P(Z¯ ≥ τ)+ E[Z¯2∣Z¯ ≤ τ ]P(Z¯ ≤ τ)
Now, observe that
E[Z¯2∣Z¯ ≤ τ ]P(Z¯ ≤ τ) ≤ τ E[Z¯ ∣Z¯ ≤ τ ]P(Z¯ ≤ τ) ≤ τ E[Z¯]
This implies
E[Z¯] ≥ 1 − E[Z¯2 ∣Z¯ ≥ τ ]P(Z¯ ≥ τ)
τ
We next obtain a good value of τ . Set τ = c0K¯ log 4K¯ for some constant c0 > 0. Using subexponential tails and using
K¯ ≥ 1/2 (since variance is 1), observe that
E[Z¯2∣Z¯ ≥ τ ]P(Z¯ ≥ τ) = ∫
z≥τ
2z exp(−cz/K¯)dz = O (K¯(K¯ + τ) exp(−cτ/K¯)) ≤ O (K¯2 log(4K¯)(4K¯)−cc0) ≤ 1/2.
Consequently
E[Z¯] ≥ 1 − K¯−1
c0K¯ log 4K¯
≥ 1
2c0K¯ log 4K¯
Ô⇒
E[Z¯2]
E[Z¯2] = (4c20K¯2 log2 4K¯)−1 ∶= 4υu.
where υu = O ((K¯2 log2 K¯)−1). Observing E[Z¯2]
E[Z¯2] = E[Z
2]
E[Z2] , E[Z] = √κu E[Z¯], setting θ = 1/2 and substituting υu in
(D.5)
P(Z¯ ≥√4υu) ≥ υu Ô⇒ P(Z ≥√κuυu) ≥ υu.
Now, using the fact that κ ≤ κu, K¯ ≥ K¯u and υ ≥ υu, for all u
P(Z ≥ √κυ) ≥ P(Z ≥ √κuυu) ≥ υu ≥ υ.
Lemma D.10 (Worst case impact of expectation). Given set T , let Σ ∈ Rp×p satisfy infv∈T vTΣv ≥ α, e is a fixed
vector, x is a random vector that satisfies supv∈T ∣xTv∣ ≤ β. Then
inf
v∈T v
T
Σv + 2vT evTx + (vT e)2 ≥ α − β2.
Suppose
√
α ≥ √2β, then, the lower bound becomes α/2.
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Proof. Set θ = ∣vT e∣. Given v ∈ T , we have
v
T
Σv + 2vT evTx + (vT e)2 ≥ α − 2θ∣xTv∣ + θ2 ≥ α − ∣xTv∣2 ≥ α − β2.
If α ≥√2β, then α − β2 ≥ α/2.
The main result of this section bounds RSV of matrices with i.i.d. subexponential rows possibly having nonzero
means.
Theorem D.11 (Bounding RSV with mean). Suppose we are given n i.i.d. vectors ai with subexponential norm at
most K (when centered) and covariance Σa ⪰ κId. Form the matrix A = [a1 . . . an]T . Let T be a subset of unit
sphere and recall the definition
σ
2(A,T ) =min
u∈T
n
∑
i=1
(uTai)2
Let K¯ =K/√κ, υ = O (K¯ log(4K¯))−2. Suppose
n > Cυ−4(ωn(T ) + t)2.
With probability 1 − exp(−nυ2}) − 2exp(−O (min{t√n, t2})), we have that
σ
2(A,T ) ≥ κυ3n.
Proof. This result follows by combining Theorem D.5, Lemma D.7 and Lemma D.10. The proof will be done in two
steps. Set e =√nE[ai], set Σ = ∑i(ai − e)(ai − e)T and y = n−1/2∑ni=1(ai − e). Given v ∈ T we have that∥Av∥2ℓ2 =∑
i
(aTi v)2 = vTΣv + 2yTveTv + (eTv)2
which has the setup in Lemma D.10. Now set β = n−1/2 supv∈T ∣vT ∑ni=1(ai − e)∣. Applying Lemma D.7, we have that
with probability 1 − 2exp(−O (min{t√n, t2}))
β ≤ c1K(ωn(T ) + t)
Secondly, setting α = infv∈T vTΣv, applying Theorem D.6, with probability 1 − exp(−nυ2)
α
1/2 ≥
√
κnυ3
We require α1/2 ≥ √2β. This occurs because by initial assumption n ≥ O (υ−4(ωn(T ) + t)2)). Combining this with
υ−1 ≥K2/κ, we have κnυ3 ≥ 2c21K2(ωn(T ) + t)2. Overall, with the desired probability
σ
2(A,T ) ≥ 0.5α ≥ 0.5κnυ3.
Finally, adjust υ by a constant to discard the 0.5 factors.
D.3 Proof of Theorem 3.4: Main result on restricted eigenvalue
Our main result is a probabilistic lower bound on the restricted eigenvalue of Hessian. Before stating the result, we
define
Θ ∶= Θσ,W ⋆ = O (L2s2maxκ2(o)κh+2(W ⋆)
ζ(smin) ) and υ = (Θlog2(Θ))−1
where the constant factor of Θ comes from Theorem D.11. Based on these definitions, the result is stated below.
Theorem D.12 (RSV for Hessian). Suppose n > O (υ−4(ωn(T ) + t)2). Let L¯ = L2o2maxs2max. Given matrix W ⋆ and
Gaussian inputs {xi}ni=1 ∼ N (0,Ip)n, with probability 1 − exp(−nυ2) − 2exp(−O (min{t√n, t2})), we have that, all
v ∈ T obeys
v
T
H1v ≥ ζ(smin)o2min
κh+2(W ⋆) υ3 = L¯2Θ−1υ3 ≥ L¯2υ4.
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Proof. The result is obtained by combining Theorem D.11 and Lemma G.6. First, Lemma G.6 states
E[H1] ⪰ o2minζ(smin)/κh+2 = L2o2maxs2maxΘ−1 = L¯2Θ−1.
Next, applying Lemma D.3 and using the fact that x → o ⋅σ′(W ⋆x) is omaxLsmax lipschitz, subexponential norm of
ρ(W ⋆;xi) obeys, ∥ρ(W ⋆;x)∥ψ1 ≤ cL¯.
To apply Theorem D.11, define
K¯ = cL¯√
smin(E[H1]) = c√Θ,
and υ = O (K¯ log 4K¯)−2 = (Θlog2(Θ))−1. With this at hand, applying Theorem D.11, we obtain that when n ≥
O ((ωn(T ) + t)2υ−4), with the desired probability
inf
v∈T v
T
H1v ≥ O (L2o2maxΘ−1υ3)
To show Theorem D.12, we utilized the fact that Hessian is positive definite. In particular, Lemma G.6 addresses
this issue and provides a lower bound on the minimum eigenvalue of population Hessian.
D.4 Subexponential set complexity
In this section, we will introduce and analyze perturbed width which is a unified definition of set complexity. Recall
that It is initially introduced in Definition A.1 and it has dependence on the number of samples n. To understand
where perturbed width arises from, we introduce Talagrand’s γa functionals and associated helper definitions.
Definition D.13 (Admissible sequence [58]). Given a set T an admissible sequence is an increasing sequence (An)
of partitions of T such that ∣An∣ ≤ Nn where N0 = 1 and Nn = 22n for n ≥ 1.
For the following discussion ∆(An(t)), will be the diameter of the set S ∈ An that contains t.
Definition D.14 (γa functional [58]). Given a > 0, and a metric space (T,d) we define
γa(T,d) = inf sup
t∈T
∑
n≥0
2
n/a
∆(An(t)),
where the infimum is taken over all admissible sequences.
We will only consider ℓ2 norm in this work, so the letter d will be dropped from D and γ1, γ2 variables. We should
remark that γ2(T ) and Gaussian width ω(T ) are trivially related. For some constants C, c > 0 and for all sets T
cγ2(T ) ≤ ω(T ) ≤ Cγ2(T ).
With this observation, perturbed width is a slight modification of γ2 as it has the additional γ1/n term i.e.
min
conv(S)⊇T
ω(S) = ω(T ) ≤ min
conv(S)⊇T
ω(S) + γ1(S)√
n
= O ( min
conv(S)⊇T
γ2(S) + γ1(S)√
n
)
D.4.1 Bounding γ1(⋅) functional in terms of covering numbers
Denote ℓ2 (or Frobenius) ε-covering number of a set T by N(T, ε).
Lemma D.15 (γ2 for well-covered sets). Suppose T is an arbitrary subset of S ⊂ Bn that admits a covering number
Nε(S) ≤ (Bε )s for some B > 1, s ≥ 0. Then, for some absolute constant Cα > 0
γα(T ) ≤ Cα(s logC)1/α
In particular, γ1(T ) ≤ O (s logC) and γ2(T ) ≤ O (√s logC).
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Proof. The proof directly follows from Lemma D.17 by observing
γα(T ) ≤ Cα∫ ∞
0
(s log B
ε
)1/αdε ≤ C′α(s logB)1/α.
Lemma D.16. Suppose T is an arbitrary subset of S that admits a covering number Nε(S) ≤ (Cε )s for some
C ≥ 2, s ≥ 2. Then
γ1(T ) ≤ 3√s log2 s log2Cγ2(T ) + 1.
for some absolute constants C1,C2 > 0.
Proof. Let An be an admissible sequence of T achieving γ2(T ) bound. Define
Sa = sup
t∈T
∑
n≥0
2
n/a
∆(An(t))
We will slightly modify An without hurting S2 too much and we will bound S1. We construct admissible Bn as
follows. Pick an integer n0 to be determined later. Below n ≤ n0, we will set Bn = An. Above n > n0, elements of
Bn+1 will be the regions corresponding to the tightest ℓ2-covering of the regions of An of cardinality 22
n
.
Now, we proceed to understand the impact of this modification. Pick bn ∈ Bn0 . Clearly b ⊂ T ⊂ Sn. Covering b
with 22
n
elements we obtain that covering radius εn satisfies
2
2n = ( C
εn
)s ⇐⇒ −s log2 εnC = 2n ⇐⇒ εn = C2−2n/s
Hence
2
n
2
−2n/s+log2C = 2log2C+n−2n/s ∶= 2−cn
where cn = 2n/s−n− log2C. Set n0 = log2(s)+ log2(log2(s))+ log2(log2(C))+ log2(10). Observe that if n ≥ n0 + c for
c ≥ 0,
2
n/s = 2c10 log2 s log2(C) ≥ 10(2c − 1) + 10 log2 s log2(C) (D.6)
≥ 2.5 log2 s + 1.5 log2(C) + 5 log2(C) + 10(2c − 1) (D.7)
≥ log2 s + log2(log2(s)) + log2(log2(C)) + log2(C) + 5 + 10(2c − 1) (D.8)
≥ n0 + log2(C) + 1 + 10(2c − 1) (D.9)
≥ n0 + log2(C) + 2c + 1 (D.10)
≥ n + log2(C) + c + 1. (D.11)
where we used the fact that log2(x) ≤ 1.5 log x ≤ 1.5x for x ≥ 1. This implies for n ≥ n0 + c
cn = 2n/s − n − log2C ≥ c + 1.
Consequently, for n = n0 + c, 2n∆(Bn(t)) ≤ 2−c−1 so that
∑
n≥n0
2
n
∆(Bn(t)) ≤ 1.
To proceed, we first observe
sup
t∈T
∑
n≥0
2
n/a
∆(Bn(t)) ≤ sup
t∈T
∑
n≥0
2
n/a
∆(An(t)) + 1
Secondly, we observe
∑
n≤n0
2
n
∆(An(t)) ≤ 2n0/2 ∑
n≤n0
2
n/2
∆(An(t))
where 2n0/2 = 3√s log2 s log2C. The combination yields
γ1(T ) ≤ 3√s log2 s log2Cγ2(T )+ 1
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D.4.2 Upper bound via Dudley Integral
The following result related γα sum to integration over covering numbers. We believe this is a standard result however
we state the proof for completeness.
Lemma D.17. Let N(ε) be the ε covering number of the set T with respect to ℓ2 distance. Then
γα(T ) ≤ Cα∫ ∞
0
log
1/α(N(ε))dε
where Cα depends only on α > 0.
Proof. Let en be the tightest cover size for 2
2n points. One can construct an admissable sequence from tightest
en covers by cartesian producting them and forming the sequence by recursive intersections (for each i, intersect
partitionings that correspond to the ej-covers for 1 ≤ j ≤ i). To be precise, let Bn be partition of T induced by an en
cover of T . Given {Bi}’s, we define An inductively as
An = {X ∩ Y ∣ X ∈ Ai−1, Y ∈ Bn}
This ensures that An is admissable. First of all, size of An obeys
∣An∣ = n∏
i=0
∣Bn∣ = n∏
i=0
2
2i ≤ 22n+1 .
Observe that this implies the following γα upper bound. We can use An as the n + 1th admissable set. Clearly
∆(X) ≤ en−1 for all X ∈ An. Pick C0 = T and Ci+1 = Ai.
γα(T ) = e0 + ∞∑
i=1
2
i/α
ei−1 (D.12)
≤ e0 + 21/α ∞∑
i=0
2
i/α
ei ≤ Cα ∞∑
i=0
2
i/α
ei (D.13)
Hence, we have that γα(T ) ≤O (∑n≥0 2n/αen). Next, we relate this sum to the integral via
∫
∞
0
log
1/α
N(ε)dε = ∫ e0
0
log
1/α
N(ε)dε (D.14)
=
∞
∑
n=1
∫
en
ε=en+1
log
1/α
N(ε)dε (D.15)
≥ (e0 − e1) log1/α 2 + ∞∑
n=1
∫
en
ε=en+1
log
1/α
N(en)dε (D.16)
= (e0 − e1) log1/α 2 + ∞∑
n=1
(en − en+1) log1/αN(en) (D.17)
= (e0 − e1) log1/α 2 + ∞∑
n=2
en(2n/α − 2(n−1)/α) + e1 log1/α 22 (D.18)
≥ Cα ∑
n≥0
2
n/α
en (D.19)
Overall, these yield γα(T ) ≤ Cα ∫ e00 log1/αN(ε)dε.
D.4.3 Bounding perturbed with for specific regularizers
This section provides perturbed width bounds for specific constraint sets. Gaussian width term is already very well
understood. Here, we show how γ1(⋅) term can be approximated well for constraints of interest.
The following lemma states standard results on covering numbers of subspace, sparse, low-rank constraints. This
will help us get perturbed width bounds for nonconvex sets as well as convex sets.
Lemma D.18 (ε-covers of simple sets). Over the space Rh×p, unit ball Bh×p, set of s sparse matrices and set of rank
r matrices, and d dimensional subspaces have the following ℓ2 (i.e. Frobenius norm) covering numbers.
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• Unregularized: T = Bh×p [62]: logN(T, ε) ≤ ph log( 3
ε
).
• Sparse: T = {W ∈ Bh×p, ∥W ∥0 ≤ s} [9, 62]: logN(T, ε) ≤ s log( 6hpεs ).
• Low-rank: T = {W ∈ Bh×p, rank(W ) ≤ r} [8]: logN(T, ε) ≤ (p + h + 1)r log( 9
ε
).
• Subspace: T is linear subspace with dim(S) = d [62]: logN(T, ε) ≤ d log( 3
ε
).
Merging Lemma D.18 with Lemma D.16, we have the following upper bounds on γ1(T ) for regularizers of interest.
We present both convex and nonconvex constraints in a similar fashion to Table 1.
Lemma D.19 (γ1 functionals of specific sets). Let T be the tangent ball as described in (3.1). We have the following
upper bounds on γ1(T ) for different regularizers R’s for the set C = {R(W ) ≤R(W ⋆)}.
Unregularized: γ1(T ) ≤ O (ph).
ℓ1 regularized: Suppose ∥W ⋆∥0 ≤ s. Then, infconv(S)⊃T γ1(S) ≤ O (s log 6phs ).
Sparsity constraint: Suppose ∥W ⋆∥0 ≤ s. Then, γ1(T ) ≤ O (s log 6phs ).
Nuclear norm regularized: Suppose rank(W ⋆) ≤ r. Then, infconv(S)⊃S γ1(S) ≤ O (r(p + h)).
Rank constraint: Suppose rank(W ⋆) ≤ r. Then, γ1(T ) ≤ O (r(p + h)).
Subspace constraint: dim(C) = d. Then, γ1(T ) ≤ O (d).
Arbitrary regularization: For any feasible ball T , we have γ1(T ) ≤ O (ω(T )√ph log p).
Proof. First, let us focus on the listed sets except ℓ1, nuclear norm and arbitrary regularization constraints which
will be handled later. All remaining sets have good covering bounds i.e. logN(T, ε) ≤ s log C
ε
and Lemma D.18 is
applicable. Consequently, applying Lemma D.15, we obtain the bounds
γ
2
2(T ), γ1(T ) ≤ O (s logC) .
Substituting the s,C information yields the result via
• Set s = ph, C = 3 for unregularized.
• Set s = k, C = 6hp
k
for k sparse.
• Set s = r(p + h + 1), C = 9 for r rank.
• Set s = d, C = 3 for subspace.
Now, we focus on the convex ℓ1 and nuclear norm constraints. ℓ1 proof is strictly simpler hence we will focus on
nuclear norm. Following similar argument to [45], we first use the fact that
T ⊂ {∥W ∥F ≤ 1∣∥W ∥⋆ ≤ 2√r∥W ∥F } = C2√r.
Next, via Lemma D.20, the set C2√r is superset by the low-rank set
C2
√
r ⊂ conv({U ∣ rank(U) ≤ 4r, ∥U∥F ≤ 3}) = R4r,3
Consequently, we obtain
inf
conv(S)⊃T
γ1(S) ≤ ω1(R4r,3) = O (r(p + h))
Identical argument applies to ℓ1 and ∥ ⋅ ∥0 pair. Finally, to show the result for arbitrary constraint, apply Lemma
D.16 and use the fact that T ⊂ Bh×p.
The following lemma is a restatement of Lemma 13 of [45].
Lemma D.20. Given s-sparse W ⋆, consider the ℓ1 norm feasible ball
Tℓ1 = T = Bh×p⋂cl ({αU ∈ Rhp ∣ ∥W ⋆ +U∥1 ≤ ∥W ⋆∥1, α ≥ 0}) (D.20)
We have that Tℓ1 ⊂ conv({U ∣ ∥U∥0 ≤ 4s, ∥U∥F ≤ 3}). Similarly, consider a rank r matrix W ⋆ and its nuclear norm
feasible ball
T⋆ = Bh×p⋂cl ({αU ∈ Rhp ∣ ∥W ⋆ +U∥⋆ ≤ ∥W ⋆∥⋆, α ≥ 0}) (D.21)
We have that T⋆ ⊂ conv({U ∣ rank(U) ≤ 4r, ∥U∥F ≤ 3}).
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E Equivalence of CNNs and projected fully-connected network
The overall degrees of freedom of this model is same as k = {ki}ki=1 and is equal to kb. Within our framework, we
need to project W to its constraint space. We will now argue that, the projected gradient iterations are exactly the
convolutional gradient iterations. The lemma below illustrates this.
Proof of Lemma 4.2. It is clear that C is a linear subspace as addition and scaling of convolutional weight matrices
stays a convolutional weight matrix. The dimension of the space follows from the fact that FC(⋅) operation is
bijective and k spans a kb dimensional subspace. More formally, define kb matrices {M i,l}(k−1,b−1)(i,l)=(0,0) ∈ Rh×p with
entries parametrized as
M
i,l
j1r+j2,k =
⎧⎪⎪⎨⎪⎪⎩1 if j1 = i and k = j2s + l0 else (E.1)
M i,l picks the lth entry of the ith kernel. It is clear that M i,j are orthogonal to each other (due to non-overlapping
support) and can represent all convolutional weight matrices. Hence dim(C) = kb.
Proof of Lemma 4.3. The proof follows from the structure of C. First, let us again write the gradient with respect to(i, l)th row
∇LFC(W ) = (fFC(W ) − y)σ′(wTi,lx)x
Similarly gradient of fCNN with respect to ith kernel is given by
∇LCNN(k) = r∑
l=1
(f(k) − y)σ′(kTi xl)xl
Denote fFC(W ) − y = f(k) − y = L and σ′(kTi xj,l) = σ′(wTi,lx) = ai,l which simplifies the notation to
∇LFC(W )i,l = Lai,lx, ∇LCNN(k)i = L r∑
l=1
ai,lxl
Observe that weight sharing occurs between {∇LFC(W )i,l}rl=1. Hence, we will connect PC(∑rl=1∇LFC(W )i,l) to∇LCNN(k)i. Following the basis construction of (E.1), projection of ∇LFC(W ) is given by summing up the inner
products with basis matrices M i,j i.e.
PC(∇LFC(W )) = 1
r
(k−1,b−1)
∑
(i,j)=(0,0)
⟨M i,j ,∇LFC(W )⟩M i,j
where r = ∥M i,j∥2F is the normalization. Inner product with M i,j ensures that we average the entries of ∇LFC(W )
that corresponds to the jth entry of ith kernel. Letting ej be the jth element of standard basis, we have
1
r
⟨M i,j ,∇LFC(W )⟩M i,j = FC(ejeTj ∇LCNN (k)i)
Summing these up for all i, j we obtain
PC(∇LFC(W )) = 1
r
(k−1,b−1)
∑
(i,j)=(0,0)
⟨M i,j ,∇LFC(W )⟩M i,j = 1
r
∑
i,j
FC(ejeTj ∇LCNN(k)i) = 1rFC(∇LCNN(k))
which completes the proof. To show equivalence of the gradient iterations, we make use of the fact that C is a linear
subspace hence projection of the sum is equal to the sum of the projections.
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F Proof of Lemma 3.2
Proof. Let r = {ri}ni=1 be i.i.d. Rademacher random variables. Set T = {W ∈ Rh×p∣W ∈ C, ∥W ∥ ≤ α}. We are
interested in the expected supremum
Rad(F) = n−1 E{xi}ni=1[Er[ sup
o,W ∈T
n
∑
i=1
rio
T
σ(Wxi)]].
Define the variable s(o,Wxi) = oTσ(Wxi) − E[oTσ(Wxi)] and set e(o,W ) = E[oTσ(Wxi)]. First observe that
given z1,z2
o
T
σ(Wz1) − oTσ(Wz2) ≤ L∥o∥ℓ2∥W ∥∥z1 − z2∥ℓ2
which implies oTσ(Wx) is L∥o∥ℓ2∥W ∥ Lipschitz function of x. This implies, for any o,W
P(∣oTσ(Wx) − E[oTσ(Wx)]∣ ≥ t) ≤ 2exp(− t2
2L∥W ∥2∥o∥2
ℓ2
)
or alternatively ∥s(o,Wx)∥ψ2 ≤ L∥W ∥∥o∥ℓ2 ≤ LRWRo ∶= L¯. We will split the analysis into two parts by writing
E{xi}ni=1[Er[ sup
o,W ∈T
n
∑
i=1
rio
T
σ(o,Wxi)]] ≤ E{xi}ni=1[Er[ sup
o,W ∈T
n
∑
i=1
rio
T
s(o,Wxi) + sup
o,W ∈T
n
∑
i=1
rie(o,W )]]
= Er[E{xi}ni=1[ sup
o,W ∈T
n
∑
i=1
rio
T
s(o,Wxi)]] + Er[ sup
o,W ∈T
n
∑
i=1
rie(o,W )]]
We first bound the e(o,W ) term. First, recalling f(x) = oTσ(Wx), observe that ∣f(x) − f(0)∣ ≤ L¯x where L¯x =
L∥Wx∥ℓ2∥o∥ℓ2 . This implies
f(0) − L¯x ≤ f(x) ≤ L¯x + f(0)
which implies
f(0) − E[L¯x] ≤ E[f(x)] ≤ E[L¯x] + f(0)
Clearly E[∥Wx∥ℓ2] ≤ √E[∥Wx∥2ℓ2] =√∑hi=1 ∥wi∥2ℓ2 ≤ √h∥W ∥. This yields
f(0) − L¯√p ≤ E[∥e(o,W )∥ℓ2] ≤ f(0) + L¯√p
Let s(r) = ∑i ri. Let s(r)+, s(r)− denote max(s(r),0) and min(s(r),0).
Er[ sup
o,W ∈T
n
∑
i=1
rie(o,W )] = E[ sup
o,W ∈T
s(r)e(o,W )] (F.1)
= E[ sup
o,W ∈T
s(r)+e(o,W )] − E[ inf
o,W ∈T −s(r)−e(o,W )] (F.2)≤ E[s(r)+](L¯ + f(0)) + E[s(r)−](f(0) − L¯) (F.3)
Using the fact that E[s(r)+] = −E[s(r)−] = E[∣s(r)∣]/2 ≤ √n/2, we find
Er[ sup
o,W ∈T
n
∑
i=1
rie(o,W )] ≤ E[∣s(r)∣]L∥W ∥∥o∥ℓ2√h ≤ √nhL∥W ∥∥o∥ℓ2 =√nhL¯. (F.4)
To address the zero-mean s(o,Wxi) component, we carry out a standard covering argument. Let {Wi}i≥1 ⊂ T be
an RW ε cover for the set T and {oi}i≥1 be Roε/√h cover of RoBh. Let cover sizes be NW and No respectively and
let Nε =NWNo. Since s(o,Wxi) is zero-mean and subgaussian, conditioned on ri,
s(o,W ) = n∑
i=1
ris(o,Wxi)
is sum of n zero-mean random variables with subgaussian norm at most L¯. This implies
P(∣s(o,W )∣ ≥ tL¯√n) ≤ 2exp(−t2/2)
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Setting t′ = O (√logNε)+ t and union bounding over all oi,Wj pairs we obtain that with 1−2exp(−t2/2) probability,
all elements of the cover satisfies ∣s(oi,Wi)∣ ≤ L¯√n(O (√logNε) + t).
This implies
E[ sup
oj ,Wi
∣s(oj ,Wi)∣] ≤ O (L¯√n logNε)
What remains is doing the perturbation argument to extend this bound to elements that are not inside the cover.
Pick o,W from the constraint set. Let oˆ,Wˆ be their closest neighbors from the corresponding covers. Letting
PW = ∣s(oˆ,W − Wˆ )∣ and Po = ∣s(o − oˆ,W )∣, we will write∣s(o,W )∣ ≤ ∣s(oˆ,Wˆ )∣ + Po + PW
Form the data matrix X = [x1 . . . xn]. We have that E[∥X∥] ≤ √n +√p ≤ 2√max{n,p}. Consequently, for any W
and its neighbor Wˆ , we obtain
E[∥(W − Wˆ )X∥F ] ≤ ∥W − Wˆ ∥F 2√max{n,p} Ô⇒ E[∑
i
∥(W − Wˆ )xi∥ℓ2] ≤ ∥W − Wˆ ∥F 2√nmax{n,p}
Consequently
PW ≤ ∣ n∑
i=1
oˆ
T (σ(Wxi) − σ(Wˆxi))∣ ≤∑
i
∥oˆ∥ℓ2L∥(W − Wˆ )xi∥ℓ2 ≤ 2εRoRWL√nmax{n,p}
Similarly, using ∥W ∥F ≤ √h∥W ∥, we have
Po ≤ n∑
i=1
∥oˆ − o∥ℓ2∥σ(Wxi)∥ℓ2 ≤ h−1/2εRoL n∑
i=1
∥Wxi∥ℓ2 (F.5)
≤ h−1/2εRoL∥W ∥F 2√nmax{n,p} (F.6)≤ RoLRW ε2√nmax{n,p}. (F.7)
Combining these estimates, we obtain PW + Po ≤ 4εL¯√nmax{n,p}. Overall, for fixed r, we have
Exi[ sup
∥o∥ℓ2≤Ro,W ∈T
∣s(o,W )∣] ≤ L¯√n(O (√logNε) + 4ε√max{n,p})
This is also true for expectation over r which implies
Er[E{xi}ni=1[ sup
o,W ∈T
n
∑
i=1
rio
T
s(o,Wxi)]] ≤ L¯√n(O (√logNε) + 4ε√max{n,p}). (F.8)
Picking ε = Cmax{n,p}−1/2 , we obtain (recall s is set C’s dimension, (B/ε)s is covering)
Nε = NoNW ≤ (O (√hmax{n,p}))h (1 + B
RW
√
max{n,p})s
which implies
logNε ≤ O (h logmax{n,p}) +O (s(log(1 + B
RW
) + logmax{n,p})) (F.9)
≤ O ((h + s) logmax{n,p}) +O (s log(1 + B
RW
)) (F.10)
Substituting this to (F.8), we find
Er[E{xi}ni=1[ sup
o,W ∈T
n
∑
i=1
rio
T
s(o,Wxi)]] ≤ L¯√O (n((h + s) logmax{n,p} + s log(1 + B
RW
))). (F.11)
Cumulatively (combining the mean term (F.4) and zero-mean term (F.11)) and normalizing by n, we obtain the
advertised Rademacher complexity bound
Rad(F) ≤ L¯O⎛⎝(h + s) logmax{n,p} + s log(1 +
B
RW
)
n
⎞⎠
1/2
.
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G Nonlinearity requirements for well-conditioned Hessian
Assumption 2 (Nonlinearity over an interval). Let g be a standard Gaussian and define η(x) = σ′(xg) for x ∈ R.
Given a range [α,β] define θ1, θ2 as
θ1 = inf
α≤x,y≤β
1
2
(var[η(x)] + var[η(y)] −√(var[η(x)] − var[η(y)])2 + 4E[gη(x)]2 E[gη(y)]2) (G.1)
θ2 = inf
α≤x≤β
var[gη(x)] − E[g2η(x)]2. (G.2)
We define ζ as the minimum i.e. ζ = ζ(α,β) =min{θ1, θ2}.
Lemma G.1 (Orthogonal weight matrix). Let W ⋆ ∈ Rh×p have orthogonal rows. Suppose singular values of W ⋆ lie
between [α,β] for some scalars β ≥ α > 0. Then, given x ∼ N (0,Ip), we have that
Σ(σ′(W ⋆x)⊗x) ⪰ ζ(α,β)Ihp.
Proof. Let W ⋆ = ΣV T where Σ is diagonal and V T have orthonormal rows. Let x1 = V Tx ∼ N (0,Ih). Also let Q
be the completion of V to orthonormal basis and let xˆ =QTx. Let s = diag(Σ). Hence
y = σ′(W ⋆x)⊗x = σ′(Σx1)⊗x = σ′(s⊙x1)⊗x
Consider the i, jth submatrix of Σ(y) ∈ Rhp×hp of size p × p which is given by
Σ(i, j) = E[σ′(si⊙x1i )σ′(sj⊙x1j)xxT ] =QE[σ′(si⊙x1i )σ′(sj⊙x1j)xˆxˆT ]QT
where we used the fact that x =Qxˆ. Defining y′ = σ′(s⊙x1)⊗ xˆ and forming unitary matrix Q¯ = diag(Q) ∈ Rhp×hp
this implies
Σ = Q¯Σ(y′)Q¯T .
Hence eigenvalue spectrum of Σ and Σ(y′) are identical. Now, focusing on xˆ and letting xˆ = [x1 x2], Σ(y′) =
Σ(σ′(s⊙x1)⊗ xˆ) can be written as a 2 × 2 block matrix M where M1,1 = Σ[σ′(s⊙x1)⊗x1], M1,2 = MT2,1 =
E[(σ′(s⊙x1)⊗x1)(σ′(s⊙x1)⊗x2)T ] and M2,2 = Σ[σ′(s⊙x1)⊗x2]. Since x2 is independent of x1, M1,2 =
M2,1 = 0.
To estimate M2,2 we use
Σ[σ′(s⊙x1)⊗x2] =Σ(σ′(s⊙x1))⊗Σ(x2) =Σ(σ′(s⊙x1))⊗ Ip−h
The minimum singular value of Σ(σ′(s⊙x1)) can be lower bounded by writing η = σ′(s⊙x1) and
E[ηηT ] − E[η]E[η]T = diag(var(η))
which yields λmin(M2,2) ⪰mini var(ηi) ⪰ θ1(s).
Finally, Lemma G.3 shows that λmin(M1,1) ⪰ min{θ1(s), θ2(s)}. Since M1,1 and M2,2 are block diagonal, we
obtain the result.
Lemma G.2 (Entries of covariance). Let Σ =Σ(y) = E[yyT ]−E[y]E[y]T where y = σ′(s⊙x)⊗x where x ∼ N (I).
Define the vector η = σ′(s⊙x). Let Σ(i, j) ∈ Rh×h be the i, jth submatrix of Σ. We have that
1. If k /∈ {i, j} or l /∈ {i, j} and k ≠ l: Σ(i, j)k,l = 0.
2. If k = l /∈ {i, j}, i ≠ j: Σ(i, j)k,l = E[ηi]E[ηj].
3. If k = l ≠ i, i = j: Σ(i, j)k,l = E[η2i ].
4. If k = i, l = j, i = j: Σ(i, j)k,l = E[η2ix2i ] − E[ηixi]2.
5. If k = j, l = i, i ≠ j: Σ(i, j)k,l = E[ηixi]2.
6. If k = i, l = j, i ≠ j: Σ(i, j)k,l = 0.
7. If k = l = i, i ≠ j, i ≠ j: Σ(i, j)k,l = E[ηix2i ]E[ηj].
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Proof. These statements all follows from basic properties such as independence and standard Gaussian moments. For
the first case, suppose k /∈ {i, j}.
Σ(i, j)k,l = E[ηiηjxlxk] = E[ηiηjxl]E[xk] = 0.
In the second case, Σ(i, j)k,l = E[ηiηjx2l ] = E[ηi]E[ηj]. Third case, E[η2ix2l ] = E[η2i ]E[x2l ]. Fourth case yields
E[η2ix2i ]−E[ηixi]2. Fifth yields, E[ηiηjxjxi]−E[ηixj]E[ηjxi] = E[ηixi]2. Sixth yields, E[ηiηjxjxi]−E[ηixi]E[ηjxj] =
0. The last case yields E[ηiηjxixi] = E[ηix2i ]E[ηj].
Lemma G.3 (Analyzing orthogonal weight matrix). Suppose x ∼ N (0,Ih). Define the vector y = η(s⊙x)⊗x
where entries of s lie between α,β. We have that
Σ(y) ⪰ ζ(α,β).
Proof. We first study the (i, j)th submatrix of Σ =Σ(y) = E[yyT ] − E[y]E[y]T given by
Σ(i, j) = E[ηiηjxxT ] − E[ηix]E[ηjx]T
Entries of Σ(i, j) are given by
Σ(i, j)k,l = E[ηiηjxkxl] − E[ηixk]E[ηjxl]
Observe that η has independent entries and only (ηi,xi) pairs are dependent. Straightforward calculations based on
independence and zero-mean in Lemma G.2 reveal that only nonzero entries of Σ(i, j) are its diagonal and Σ(i, j)j,i .
Let us write
Σ(i, j) = Σˆ(i, j) + Σ˜(i, j)
where Σˆ(i, j) contain the diagonal entries and Σ˜(i, j) contains theΣ(i, j)j,i entry for i ≠ j. We first focus on analyzing
the singular values of Σˆ ∈ Rh×h which is composed of h2 blocks with nonzero diagonals. Later on, we argue that,
impact of Σ˜ can be seen as a perturbation on Σˆ to obtain Σ.
Lemma G.4 shows that Σˆ ⪰ Λ where Λ is a diagonal matrix with entries described above. On the other
hand, Σ˜ is a very sparse matrix. For each pair i ≠ j, we form the 2 × 2 submatrix of Σˆ + Σ˜ at the entries[Σ(i, i)j,j Σ(i, j)j,i ; Σ(j, i)i,j Σ(j, j)i,i]. It is easy to verify that nonzero entries of Σ˜ fall on distinct rows and
columns. This ensures that eigenvalues of Σˆ + Σ˜ are the union of eigenvalues of individual submatrices. This 2 × 2
submatrix of covariance is equal to
S(i, j) = [Σ(i, i)j,j Σ(i, j)j,i; Σ(j, i)i,j Σ(j, j)i,i] = [var(ηi) E[giηi]E[gjηj]; E[giηi]E[gjηj] var(ηj)]
Consequently, Eigenvalues of Σˆ + Σ˜ are,
• lower bounded by diagonal elements of Λ if they don’t lie on a 2 × 2 submatrix as elements of Σ˜ (which is at
least min{θ1, θ2}),
• otherwise lower bounded by the eigenvalues of S(i, j) which is given by,
λmin(S(i, j)) ≥ 1
2
(var(ηi) + var(ηj) −√(var(ηi) − var(ηj))2 + 4E[giηi]2 E[gjηj]2)I ≥ θ1.
The combination implies λmin(Λ + Σ˜) ≥min{θ1, θ2}.
Lemma G.4 (Minimum eigenvalue of diagonals). Consider the setup of Lemma G.3. Let Σˆ be the nonzero entries
of covariance obtained by taking the diagonal entries of Σ(i, j) for all i, j. We have that
σmin(Σˆ) ⪰ Λ ⪰ Imin{θ1, θ2},
where Λ is a diagonal matrix with entries Λ(i, i)i,i = var[giηi] − E[g21η1]2 and for i ≠ j, Λ(i, i)j,j = var[ηi].
Proof. To analyze Σˆ, we will write it as sum of h matrices of size h × h. The ith matrix Mi ∈ Rh×h will correspond
to the submatrix corresponding to entries {i, i + h, i + 2h, . . . , i + (h − 1)h} × {i, i + h, i + 2h, . . . , i + (h− 1)h}. Defining
the operation that maps Mi to the corresponding submatrix of Σ as map(⋅), we write Σˆ = ∑hi=1map(Mi). Finally,
since Mi’s correspond to nonoverlapping entries, map(Mi)’s are orthogonal and eigenvalues of Σˆ is simply the set
of eigenvalues of {map(Mi)}hi=1.
Consequently, without losing generality, we analyze the eigenvalue of M = M1. First, let us write the entries of
M . Following from Lemma G.2
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• M1,1 = E[g21η21] − E[g1η1]2
• For i ≠ 1: M1,i = E[g21η1ηi] − E[g1η1]E[g1]E[ηi] = E[g21η1]E[ηi]
• For i ≠ 1: Mi,i = E[g21η2i ] − E[g1ηi] = E[g21]E[η2i ].
• For i, j ≠ 1: Mi,i = E[g21ηiηj] − E[g1ηi]E[g1ηj] = E[g21]E[ηi]E[ηj].
Now, we will decompose M into 4 components namely M = [M1,1 M1,2∶;M2∶,1 M2∶,2∶]. Set e = E[η2∶]. First observe
that
M
T
1,2∶ =M2∶,1 = E[g21η1]e (G.3)
(G.4)
Next, for i ≠ 1, using E[g21]E[η2i ] = E[g1]2(var[ηi] + E[ηi]2), we decompose M2∶,2∶ = D +C where D is a diagonal
matrix with diagonal entries diag(E[g21]var[η2∶]) and
C = E[g1]2eeT .
Now, observe that D is already positive semidefinite by definition. Next, we will show that remainder components
are PSD as well. Define the quantity
a = E[g21η1]2
E[g21]
Observe that the matrix
[a M1,2∶;M2∶,1 C] = [√a √E[g21]e]T [√a √E[g21]e] ⪰ 0. (G.5)
Now, subtracting this from remaining component, we obtain
[M1,1 M1,2∶;M2∶,1 M2∶,2∶] = [M1,1 − a 0T2∶; 02∶ M2∶,2∶ −C] + [a M1,2∶;M2∶,1 C] (G.6)
⪰ [M1,1 − a 0T2∶; 02∶ D] ⪰ Ihmin
i≤h
{M1,1 − a,Di,i} (G.7)
Overall we showed that, M is lower bounded by a diagonal matrix in terms of PSDness. This diagonal matrix has
first entry M1,1 − a = E[g21η21] − E[g1η1]2 − E[g21η1]2, and the remaining entries are
E[ηηT ] − E[η]E[η]T = diag(var(η)).
Combining all Mi’s to form Λ, we achieve the advertised result.
G.1 Covariance bound for nonorthogonal weight matrix
The next lemma addresses the minimum eigenvalue of the covariance of ρ(W ⋆;x) which is crucial for ensuring the
expected Hessian E[H1] is positive definite. We do this by borrowing Lemma D.6 of [66] and making some adjustments
and improvements for our purposes.
Definition G.5. Define omin =minhi=1 ∣oi∣, omax =maxhi=1 ∣oi∣. Denoting ith largest singular value by si(⋅) define
Λ(W ⋆) = h∏
i=1
(si(W ⋆)/smin(W ⋆))
Lemma G.6 (Minor variation of Lemma D.6 of [66]). Suppose σ(⋅) satisfies Assumption 1 with θ = smin(W ∗). Then,
smin(cov(ρ(W ⋆;x))) ≥ o2minΛ−1ζ(smin)/κ2 ⪰ o2minζ(smin)/κh+2.
where κ = κ(W ⋆).
Proof. The proof of this lemma directly follows that of [66]. The only caveat is that we are interested in covariance
rather than correlation matrix E[ρ(W ⋆;x)ρ(W ⋆;x)T ] which includes the mean. The proof for covariance work in
the exact same manner, however, we need to slightly modify one of the estimates in the proof of Lemma D.6 to
account for var(f) rather than E[f2]. In particular, Lemma D.6 of [66] considers the function f = f(x) = ρ(W ⋆;x)v¯
for some vector v¯ ∈ Rhp and lower bounds E[f2].
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We will simply show that same strategy lower bounds the variance and rest of the proof is identical. The challenge
is the fact that W ⋆x does not have i.i.d. entries and we overcome this issue by transforming the expectation integral
from a Gaussian vector with dependent entries to a Gaussian vector with independent entries. Given a vector v¯, we
study
var(f) = var[ρ(W ⋆;x)v¯]
Set e = E[f(x)] = E[ρ(W ⋆;x)v¯] and s = W ⋆x. Let W ⋆ have right singular vectors R so that W ⋆ = UR for some
U ∈ Rh×h. Let xˆ = Rx so that W ⋆x = Uxˆ. To avoid repetition, we will provide the argument when rows of V
(matricized v¯) is spanned by RT i.e. V = V RTR; but the exact same idea can be adapted for general V . Let
VR = V = V RT . Let smin = smin(U) = smin(W ⋆).
var(f) = E[(ρ(W ⋆;x)v¯)2 − E[ρ(W ⋆;x)v¯]2] = E[(ρ(W ⋆;x)xTvi − e)2] (G.8)
= E[(σ′(W ⋆x)V x − e)2] = E[(σ′(Uxˆ)VRxˆ − e)2] where xˆ ∼N (0,Ih) (G.9)
= ∫
xˆ
(2π)−h/2(σ′(Uxˆ)TVRxˆ − e)2 exp(−∥xˆ∥2ℓ2/2)dxˆ (G.10)
= ∫
s=Uxˆ
(2π)−h/2(σ′(s)TV U †s − e)2 exp(−∥U †s∥2ℓ2/2)∣det(U †)∣ ds where s ∼ N (0,UUT ) (G.11)
≥ ∫
s
(2π)−h/2(σ′(s)TV U †s − e)2 exp(−s−2min∥s∥2ℓ2/2)∣det(U †)∣ ds (G.12)
≥ ∫
z=s/smin
(2π)−h/2(σ′(sminz)TV U †sminz − e)2 exp(−∥z∥2ℓ2/2)shmin∣det(U †)∣ dz (G.13)
Recalling singular values of U are same asW ⋆ and Definition G.5, we have Λ−1 = shmin∣det(U†)∣ =
sh
min
∏hi=1 si(W ⋆) . Consequently,
defining P = sminV U † and p¯ = vec(P ). We have ∥P ∥2F ≥ ∥V ∥2F /κ2(W ⋆). Consequently
var(f) ≤ Λ−1 ∫
z∼N (0,I)(2π)−h/2(σ′(sminz)TV U †z − e)2 exp(−∥z∥2ℓ2/2)dz (G.14)
= Λ−1 Ez∼N (0,I)[(σ′(sminz)TPz − e)2] (G.15)
≥ Λ−1varz∼N (0,I)[σ′(sminz)TPz] (G.16)
= Λ−1varz∼N (0,I)[ρ(I;z)T p¯] (G.17)
≥ Λ−1σmin(cov(ρ(I;z)ρ(I;z)T ))∥p¯∥2ℓ2 (G.18)
≥ Λ−1κ−2σmin(cov(ρ(I;z)ρ(I;z)T ))∥v¯∥2ℓ2 (G.19)
This way we related covariance of ρ(W ⋆;x) to the covariance of ρ with identity matrix which is bounded in Lemma
D.4 of [66]. We remark that [66] states the bound for E[ρ(I;z)ρ(I;z)T ] but cov(⋅) obeys the same. In fact, this can
be concluded by specializing Lemma G.1 to the identity weight matrix where all singular values are identical.
G.2 Softplus nonlinearity
Lemma G.7. Consider the softplus function σ(x) = log(1 + exp(x)). For some C > 0 and for all θ > C, ζ(θ) > 0.05.
Proof. We will use the fact that softplus is a ReLU approximation. Denote ζ corresponding to ReLU and softplus by
ζR and ζS respectively. From [66], we know that ζR(θ) > 0.09 for all θ. We will show that ∣ζR(θ) − ζS(θ)∣ < 0.04 for
θ > C.
Observe that σ′(x) = 1
1+exp(−x) which implies σ
′(x) → 0 as x → −∞ and σ′(x) → 1 as x → ∞. Let µ(x) be the
standard step function: µ(x) = (sign(x) + 1)/2. Observe that ∣σ′(x)a − µ(x)∣ ≤ a exp(−∣x∣) for integers a ≥ 1. Let
R =√θ. Define
diff(a, b) = E[σ′(θg)agb] − E[µ(θg)agb], sum(a, b) = E[σ′(θg)agb] + E[µ(θg)agb]
where a, b will be integers in {0,1,2}. For any diff(a, b) term, we write that
diff(a, b) = ∫∣x∣>R
θ
(σ′(θx)a − µ(x))xbpN (0,1)(x)dx + ∫∣x∣≤R
θ
(σ′(θx)a − µ(x))xbpN (0,1)(x)dx.
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We have the following bounds for right side. Using ∣σ′(θx)a − µ(x)∣ ≤ 2,
∣∫∣x∣≤R
θ
(σ′(θx)a − µ(x))xbpN (0,1)(x)dx∣ ≤ O (R
θ
)b+1
For the ∣x∣ ≥ R component, we have
∣∫∣x∣≤R
θ
(σ′(θx)a − µ(x))xbpN (0,1)(x)dx∣ ≤ aC0∫ ∞
R/θ
exp(−θx)xbdx (G.20)
≤ aθ−(b+1)C0 ∫ ∞
R
exp(−x)xbdx (G.21)
Since R =√θ can be chosen large enough, we can ensure exp(−x)xb < exp(−x/2). Hence we obtain ∫ ∞R exp(−x)xbdx ≤
2exp(−R/2). Combining
∣E[σ′(θg)agb] − E[µ(θg)agb]∣ ≤ O (R
θ
)b+1 + a2exp(−R/2)θ−(b+1)C0. (G.22)
= O (θ)−(b+1)/2 + a2exp(−√θ/2)θ−(b+1)C0 ∶= f(a, b, θ). (G.23)
By definition, ζR(θ) − ζS(θ) can be written in terms of diff(a, b) and sum(a, b). For instance,
(var[σ′(θg)] − E[σ′(θg)g]2) − (var[µ(g)] − E[µ(g)g]2) = diff(2,0) − diff(1,0)sum(1,0) − diff(1,1)sum(1,1).
Since sum(a, b) terms are O (1), we obtain
∣ζR(θ) − ζS(θ)∣ ≤ O (f(2,0, θ) + f(1,0, θ) + f(1,1, θ) + f(2,2, θ) + f(1,1, θ) + f(1,2, θ)) .
To conclude, use the fact that f(a, b, θ) → 0 as θ →∞ hence for some C > 0 and for all θ > C, ∣ζR(θ) − ζS(θ)∣ < 0.04
as desired
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