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I. ABSTRACT
Excitation energy transfer (EET) is one of the most important processes in both natural and
artificial chemical systems including, for example, photosynthetic complexes and organic solar cells.
The EET rate, however, is strongly suppressed when there is a large difference in the excitation
energy between the donor and acceptor molecules. Here, we demonstrate both analytically and
numerically that the EET rate can be greatly enhanced by periodically modulating the excitation
energy difference. The enhancement of EET by using this Floquet engineering, in which the system’s
Hamiltonian is made periodically time-dependent, turns out to be efficient even in the presence
of strong fluctuations and dissipations induced by the coupling with a huge number of dynamic
degrees of freedom in the surrounding molecular environments. As an effect of the environment on
the Floquet engineering of EET, the optimal driving frequency is found to depend on the relative
magnitudes of the system and environment’s characteristic time scales with an observed frequency
shift when moving from the limit of slow environmental fluctuations (inhomogeneous broadening
limit) to that of fast fluctuations (homogeneous broadening limit).
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Excitation energy transfer (EET) is one of the most el-
ementary and vital chemical processes in molecular sys-
tems. For example, EET from the light-harvesting an-
tennae to the reaction centers in photosynthetic organ-
isms is crucial for understanding their extremely high
quantum efficiency under low light conditions.1–3 Under
high light conditions, on the other hand, photosynthetic
systems regulate the EET so that the amount of elec-
tronic excitations does not exceed the capacity of the
reaction centers4,5 Excitation energy transfer is also an
indispensable process in the working of photovoltaic sys-
tems such as organic solar cells, where Frenkel excitons
are transported to the bulk heterojunction’s interface be-
tween the electron-donor domain of conjugated polymers
and the electron-acceptor domain of fullerenes at which
charge transfer occurs to produce electron–hole pairs.6–8
It is expected that understanding of the EET in natural
photosynthetic systems can be exploited to improve the
energy conversion efficiency in the photovoltaics.9,10 A
great deal of effort has been made to understand EET
processes in complex molecular systems; however, recent
advances in optical and spectroscopic technologies have
added new dimensions to the investigation.
Recently, two-dimensional electronic spectroscopy re-
vealed the existence of long-lived quantum coherence
among the electronic excitations of pigments embedded
in light-harvesting proteins of different types of biolog-
ical organisms.11–20 The interplay of the quantum co-
herence of the electronic excitation in pigments and the
thermal fluctuations arising from the surrounding pro-
tein environment in the EET of photosynthesis has been
extensively investigated.21–30 However, the most funda-
mental factors that determine the pathways of EET and
the EET efficiency are still the strengths of electrostatic
interactions among molecules and the energy landscape
of the involved electronic excitations.31,32 Indeed, when
the excitation energy difference between the donor and
acceptor molecules is large compared with the other rel-
evant energy scales of the system under consideration,
the EET rate is strongly suppressed, as Fo¨rster the-
ory demonstrates.32,33 In this case, the so-called Floquet
engineering34–37 can be exploited to enhance the EET
rate. In Floquet engineering, the system Hamiltonian is
periodically modulated with a frequency ω. When the
excitation energy difference ∆E between the donor and
the acceptor is close to an integer multiple of the driving
frequency, ∆E ≃ n~ω with n being an integer, the EET
rate would be greatly enhanced via absorption (emission)
of n energy quanta from the driving source for negative
(positive) ∆E. Floquet engineering has been investigated
for controlling transport of ultracold atoms in shaken op-
tical lattices.38,39 In contrast to ultracold atoms, which
are almost isolated quantum systems, however, electronic
excitations in condensed phase molecular systems are of-
ten strongly coupled to their surrounding environments,
and hence, they are substantially affected by random fluc-
2tuations as well as molecular vibrational motions. Simi-
lar ideas have been applied in different types of systems
including electron transfer in molecules40 and electron
transport in nanostructured devices.41
In this Letter, we investigate how the EET in
condensed phase molecular systems can be controlled
through the use of Floquet engineering. Here, the dif-
ference in the excitation energy between the donor and
acceptor is periodically modulated by taking advantage
of the difference between the two molecules. If a molecule
possesses a permanent dipole moment (PDM), the peri-
odic modulation of its excitation energy can be gener-
ated by applying an electromagnetic field (EMF) that
interacts with the molecule via the dipole interaction. In
contrast, if the molecule does not have a PDM, the peri-
odic modulation of the excitation energy can be realized,
for example, through the ac Stark effect with the ampli-
tude of the applied EMF being varied periodically or by
perturbing the surrounding environment of the molecule
with an oscillation through the piezoelectric effect. We
demonstrate, both analytically by using the general Flo-
quet theory with a high-frequency approximation and nu-
merically by solving the hierarchy equation of motion,
that the EET rate can be greatly enhanced with the use
of Floquet engineering and that this enhancement is ef-
ficient even in the presence of strong dissipations and
fluctuations induced by coupling with a huge number
of dynamic degrees of freedom of the surrounding en-
vironment. On the other hand, the effect of molecular
environment on Floquet engineering of EET is also un-
veiled. The optimal driving frequency is found to depend
on the relative magnitudes of the system and the environ-
ment’s characteristic time scales. In particular, we find
an observable shift in the frequency when moving from
the limit of slow nuclear motion, i.e., the inhomogeneous
broadening limit, to that of fast nuclear motion, i.e., the
homogeneous broadening limit.
We consider EET between two molecules in condensed
phases, each of which are coupled with the environmen-
tal degrees of freedom. The potential energy surfaces
(PESs) for the ground and excited states of the donor
and acceptor molecules are approximated by harmonic
potentials. Initially, the donor molecule is prepared in
the excitation state, for example, by absorbing a short
light pulse. The excitation is assumed to occur verti-
cally, i.e., without changing the nuclear configuration,
following the Franck–Condon approximation, as shown
in Figure 1. The excitation energy transfer is performed
by an electronic coupling V12 between the donor and ac-
ceptor molecules. The Hamiltonian of the total system
is given by27
H =
2∑
m=1
∑
a=g,e
Hma(xm)|ϕma〉〈ϕma|
+ (~V12|ϕ1e〉〈ϕ1g| ⊗ |ϕ2g〉〈ϕ2e|+ h.c.), (1)
where |ϕma〉 and Hma(xm) (m = 1, 2, a = g, e) represent
the electronic state vectors and the Hamiltonians describ-
ing the nuclear dynamics associated with the electronic
ground (g) and excited (e) states of the molecules, respec-
tively. Here, xm represents the set of relevant nuclear co-
ordinates including the normal modes of the intramolec-
ular vibrations and the surrounding environment. The
typically small dependence of the electronic coupling V12
on the nuclear degrees of freedom is neglected. The
Hamiltonian Hma(xm) is a sum of the nuclear kinetic
energy and the PES ǫma(xm):
Hmg(xm) = ǫmg(x
0
mg) +
∑
ξ
~ωmξ
2
(p2mξ + q
2
mξ), (2)
Hme(xm) = Hmg(xm) + ~Ωm −
∑
ξ
~ωmξdmξqmξ, (3)
where x0mg is the equilibrium configuration of the nu-
clear coordinates associated with the electronic ground
state, qmξ and pmξ are the dimensionless coordinate and
momentum, respectively, of the normal mode ξ with the
corresponding frequency ωmξ, and dmξ is the dimension-
less displacement, i.e., the distance between the respec-
tive equilibrium configurations x0mg and x
0
me of the nu-
clear coordinate associated with the electronic ground
and excited states. In the following, we set the ori-
gin of energy ǫmg(x
0
mg) = 0 without loss of general-
ity. The Franck–Condon transition energy is given by
~Ωm ≡ ǫme(x
0
mg)−ǫmg(x
0
mg). The reorganization energy
~λm ≡ ǫme(x
0
mg) − ǫme(x
0
me) is the dissipating energy
when the nuclear configuration changes from x0mg after
the vertical Franck–Condon transition to its equilibrium
point x0me in the excited-state PES.
When the intermolecular electronic coupling is weak
compared to the inverse time scale of the molecule’s reor-
ganization, V12 ≪ γm ≡ τ
−1
m , i.e., in the incoherent EET
regime, the environmental degrees of freedom associated
with the donor would relax to its equilibrium configura-
tion in the excited-state manifold before the excitation is
transferred to the acceptor. Using Fermi’s golden rule,
we obtain the Fo¨rster formula for the EET rate from
state |1〉 = |ϕ1e〉|ϕ2g〉 to state |2〉 = |ϕ1g〉|ϕ2e〉, k1→2 =
(|V12|
2/2π)
∫∞
−∞
dω F1(ω)A2(ω), where F1(ω) and A2(ω)
are the fluorescence line shape of the donor and absorp-
tion line shape of the acceptor, respectively.32,33 In the
inhomogeneous broadening limit, the fluorescence and
absorption line shapes may be approximated by the clas-
sical Gaussian forms, and consequently, the EET rate is
given by42,43
kinh1→2 = |V12|
2
√
π~
kBT (λ1 + λ2)
exp
[
−
~(Ω1 − 2λ1 − Ω2)
2
4kBT (λ1 + λ2)
]
(4)
In the opposite limit, i.e., the homogeneous broadening
limit, the line shapes have Lorentzian forms, and hence,
the EET rate is given by42,43
khom1→2 =
2|V12|
2Γ12
(Ω1 − Ω2)2 + Γ212
, (5)
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FIG. 1: EET between two molecules in condensed phases:
the donor (blue) and the acceptor (red). Each molecule has
ground-state and excited-state PESs that are modeled by two
harmonic potentials. Their equilibrium positions are shifted
from each other as a consequence of the coupling between
the electronic and nuclear degrees of freedom in the molecule.
An electronic excitation, i.e., exciton (yellow), is generated in
the donor molecule through a vertical Franck–Condon tran-
sition. After dissipating energy to the nuclear environment
and approaching the equilibrium position in the excited-state
PES, the exciton is transferred to the acceptor molecule via
the electronic coupling between the two molecules. The EET
rate can be greatly enhanced by periodically modulating the
difference in the excitation energy between the donor and ac-
ceptor.
where Γ12 ≡ (2kBT/~)[(λ1/γ1) + (λ2/γ2)]. In both the
inhomogeneous and homogeneous limits, the EET rate
would be strongly suppressed when there is a large dif-
ference in the excitation energy between the donor and
acceptor molecules.
Now, let us consider a case that the difference in the
excitation energy between the donor and acceptor is pe-
riodically modulated with frequency ω and amplitude A.
The Hamiltonian of the total system is then given by
eq (1) with the excitation energy Ω1 in eq (3) replaced
by a time-dependent one
Ω1 → Ω1(t) = Ω
0
1 + A cosωt. (6)
The driving frequency ω is chosen such that the static
excitation energy difference between the two molecules is
close to an integer multiple of ω, Ω2−Ω
0
1 ≃ nω, where n is
an integer. Following the general Floquet theory,35,44 we
perform a unitary transformation defined by the operator
U(t) = e−i{[A sin(ωt)/ω]|ϕ1e〉〈ϕ1e|+nωt|ϕ2e〉〈ϕ2e|}. (7)
The transformed Hamiltonian
H ′(t) = U †(t)H(t)U(t) + i~
dU †(t)
dt
U(t), (8)
has the same form as the original static one, eq (1).
However, the excitation energies of the donor and ac-
ceptor are changed to Ω01 and Ω2 − nω, respectively.
More importantly, the electronic coupling between the
two molecules becomes time-dependent V12e
iχ(t), where
χ(t) = A sin(ωt)/ω − nωt (see the Supporting Informa-
tion for details). Therefore, the whole time dependence
of the transformed Hamiltonian is contained in the phase
factor eiχ(t) of the electronic coupling.
In the high-frequency limit, i.e., when the driving fre-
quency is large compared with the characteristic energy
scales relevant to the EET, we can take an average over
the rapid oscillation in the Hamiltonian.35 As a result,
we obtain an effective Hamiltonian approximated by its
cycle average
Heff =
1
T
∫ T
0
dtH ′(t), (9)
where T = 2π/ω is the period of the driving. This aver-
aged Hamiltonian corresponds to the lowest-order term in
the high-frequency expansion, i.e., an expansion in pow-
ers of 1/ω. The time-independent effective Hamiltonian
then has the same form as the static one (eq (1)), with
the excitation energies of the donor and acceptor being
Ω01 and Ω2 − nω, respectively. Furthermore, the time-
independent effective electronic coupling is given by
V eff12 =
V12
T
∫ T
0
dt eiχ(t) = V12Jn(A/ω), (10)
where Jn(x) is the nth-order Bessel function of the first
kind, Jn(x) = (1/2π)
∫ 2pi
0 dt e
i(−nt+x sin t). Compared
with the original Hamiltonian in eq (1), the effective
Hamiltonian in the presence of a periodic driving has a
reduced excitation-energy difference between the donor
and the acceptor molecules while at the same time the
electronic coupling is modified by the Bessel function.
The maximum values of the low-order Bessel functions
Jn(x) (n = 1, 2, . . . ) are of the order of unity. Because
the system–environment couplings in the effective Hamil-
tonian are the same as those in the original Hamiltonian,
the expressions for the EET rate in both the inhomoge-
neous and homogeneous limits can be applied to the EET
with Floquet engineering.
Considering the incoherent EET regime, for the in-
homogeneous limit, we choose the optimal driving fre-
quency so as to satisfy Ω2−Ω
0
1+2λ1 = nω. In this case,
the EET rate with the Floquet engineering is found to
be
kinh,Floq1→2 = |V12|
2Jn(A/ω)
2
√
π~
kBT (λ1 + λ2)
. (11)
In the homogeneous limit, on the other hand, the optimal
driving frequency should be chosen as Ω2 −Ω
0
1 = nω. In
this case, the Floquet-engineered EET rate is given by
khom,Floq1→2 =
2|V12|
2Jn(A/ω)
2
Γ12
. (12)
The optimal driving frequency, therefore, is shifted as
moving from the inhomogeneous to the homogeneous
4broadening limit. This demonstrates an effect of the sys-
tem’s environment on the control of the system’s dynam-
ics by the Floquet engineering. It is, however, clear that
in both the inhomogeneous and homogeneous limits the
EET rate can be greatly enhanced as there are no longer
large suppression factors associated with the excitation
energy difference between the donor and acceptor.
Until this point, we have addressed the incoherent hop-
ping regime, the high-frequency limit, and the inhomoge-
neous and homogeneous broadening limits in order to get
insight into the inner working of the Floquet engineering
by deriving the analytical expressions for the Floquet-
engineered EET rate. To demonstrate that Floquet en-
gineering can be efficient for enhancement of EET over a
wide range of parameters, we perform quantum dynam-
ics calculations of the EET. It should be noticed that
quantum dynamics described by the above Hamiltoni-
ans can be solved in a numerically accurate fashion24,45
through the use of the so-called hierarchical equation
of motion approach.46,47 In this approach, the reorga-
nization energy and the time scale of the environment-
induced fluctuations in the excitation energy of the mth
molecule are characterized by the relaxation function,
Ψm(t) = (2/π)
∫∞
0 dω [Jm(ω)/ω] cosωt, where Jm(ω)
stands for the spectral density. Specifically, when the
spectral density is given by the Drude–Lorentz form,
Jm(ω) = 2~λmγmω/(ω
2 + γ2m), the relaxation function
is expressed as Ψm(t) = 2λm exp(−γmt). To focus on
roles of the reorganization energy ~λm and the time scale
γ−1m , therefore, we employ the Drude–Lorenz model in
this work.
To demonstrate effects of Floquet engineering on the
EET rate, we take a large excitation energy difference
between the donor and the acceptor. On the other hand,
the magnitude of the electronic coupling V12 is taken to
be comparable to the reorganization energy λ1,2 as well as
the inverse of the environmental relaxation time γ1,2, for
which the system is in the intermediate regime between
the coherent and incoherent limits. Values of the param-
eters are taken to be V12 = 20 cm
−1, Ω2−Ω
0
1 = 600 cm
−1,
γ1 = γ2 = λ1 = λ2 = 40 cm
−1, and T = 100K. The driv-
ing frequency ω = 18THz is chosen to be near resonant,
and the driving amplitude is chosen to satisfy A = ω.
Figure 2 clearly demonstrates that Floquet engineering
enhances the EET rate.
To investigate how the EET rate depends on the driv-
ing frequency and amplitude, we evaluate the EET rate
k1→2 by numerically calculating the evolution of the re-
duced density operator ρˆ(t) with the initial condition
p1(0) = 〈1|ρˆ(0)|1〉 = 1 and p2(0) = 〈2|ρˆ(0)|2〉 = 0. In
general, EET rates are defined by the rate equations
dp1(t)/dt = −k1→2p1(t) + k2→1p2(t) and dp2(t)/dt =
−k2→1p2(t) + k1→2p1(t). At short time t ≃ 0, the equa-
tions are approximated by dp1(t)/dt ≃ −k1→2p1(t) be-
cause of p2(t) ≃ 0, and thus, the EET rate can be ob-
tained by fitting the short-time evolution of p1(t) accord-
ing to p1(t) ≃ p1(0) exp(−k1→2t) ≃ 1 − k1→2t. Figure 3
presents the EET rate as a function of the driving fre-
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FIG. 2: Time evolutions of the populations of excitation in the
donor and acceptor molecules: without periodic modulation
of the excitation energy, p1(t) (black, solid) for the donor and
p2(t) (red, dashed) for the acceptor; with periodic modulation
of the excitation energy, pFloq1 (t) (blue, dotted) for the donor
and pFloq2 (t) (green, dashed dotted) for the acceptor. Here,
the time t is measured in units of the electronic coupling V −112 .
Values of the parameters are shown in the text.
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FIG. 3: Dependence of the EET rate (black squares) on the
driving frequency, both of which are measured in units of the
electronic coupling V12. The ratio of the driving amplitude
A to the frequency ω is kept constant, A/ω = 1. The red
horizontal line indicates the maximum value of EET rate pre-
dicted by the analytical expression that is valid in the inco-
herent EET regime and the inhomogeneous broadening limit.
quency ω with keeping the ratio A/ω constant. It is
evident that the EET rate is maximum near the reso-
nance frequency Ω2 − Ω
0
1 = 30V12. The numerically ob-
tained maximum value of the EET rate is found to be
slightly larger than the analytically predicted maximum
value for the incoherent EET regime and the inhomo-
geneous broadening limit, kmax = 0.03837V12, which is
colored in red. The dependence of the EET rate on the
driving amplitude when the driving frequency is kept con-
stant at ω = 30V12 is shown in Figure 4. The observed
oscillating behavior of k1→2 as a function of A originates
from the pattern of the first-order Bessel function J1(x).
In order to reveal the difference in the behavior of
EET rate as a function of the driving frequency ω in
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FIG. 4: Dependence of the EET rate on the driving ampli-
tude, both of which are measured in units of the electronic
coupling V12. The driving frequency is fixed to be ω = 30V12.
the inhomogeneous and homogeneous broadening limits,
we evaluate k1→2(ω) for two different values of the reor-
ganization energy: λ1,2 = V12 and λ1,2 = 2.5V12. The
result of k1→2(ω) for the frequency range around the res-
onance value is shown in Figure 5. It can be seen that
for the larger value of λ1,2, where the system is closer to
the inhomogeneous broadening limit, there appear two
peaks of the EET rate around Ω2 − Ω
0
1 + 2λ1 = 34V12
and Ω2 − Ω
0
1 = 30V12, with the first peak being slightly
larger. The emergence of the peak around ω = 34V12, i.e.,
Stokes-shifted from the resonance frequency ω = 30V12,
can be regarded as a consequence of the system’s en-
vironment in the inhomogeneous limit. This is quali-
tatively consistent with the analytical prediction in the
incoherent EET regime even though the parameters used
in the numerical calculation correspond to the interme-
diate regime between coherent and incoherent hopping.
Moreover, it is clear from Figure 5 that as the reorgani-
zation energy gets smaller, for which the system moves
toward the homogeneous broadening limit, the Stokes-
shifted peak is damped while the resonance frequency
peak is enhanced. This behavior of k1→2(ω) when λ12 is
varied is also in qualitative consistency with the analyti-
cal prediction.
In conclusion, we have demonstrated both analytically
and numerically that the EET can be significantly en-
hanced with the use of Floquet engineering. The en-
hancement of the EET process by Floquet engineering is
found to be efficient even in the presence of fluctuations
and dissipations that are induced by coupling with a huge
number of dynamic degrees of freedom in the surround-
ing molecular environments. Floquet engineering, there-
fore, may provide us with a powerful tool for controlling
quantum dynamics in molecular systems in addition to
the laser-pulse-shaping approaches that have been widely
considered for molecular systems.48–51 Unlike quantum
control of energy flow based on a shaped laser pulse,52
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FIG. 5: EET rate as a function of the driving frequency for
two different values of the reorganization energy: λ1,2 = V12
(black) and 2.5V12 (red), where V12 is the electronic coupling
between the donor and acceptor molecules. The values of
the EET rate are shown on the left (right) vertical axis for
black (red) data. Here, both the EET rate and the driving
frequency are measured in units of V12. The error bars are
obtained from fitting of the short-time evolution of the exci-
tation population p1(t) of the donor molecule.
which generates a temporally separated sequence of co-
herent wavepackets that interfere in a manner that en-
hances the EET, Floquet engineering directly targets the
EET of a specific pair of molecules in a molecular sys-
tem. Furthermore, in addition to the transition ampli-
tude, Floquet engineering can also be used to manipulate
the quantum phase coherence of electrons involved in the
chemical processes, by which quantum mechanical prop-
erties of the molecular system can be explored.
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