In this paper we present an algorithm to find the discrete Lagrangian for an autonomous recurrence relation of arbitrary even order 2k with k > 1. The method is based on the existence of a set of differential operators called annihilation operators which can be used to convert a functional equation into a system of linear partial differential equations. This completely solves the inverse problem of the calculus of variations in this setting.
Introduction
One of the most powerful tools in Mathematical Physics since the times of Euler and Lagrange is the calculus of variations. The variational formulation of mechanics where the equations of motion arise as the minimum of an action functional (the so-called Hamilton's principle), is fundamental in the developing of theoretical mechanics and its foundations are present in each textbook on this subject [11, 23, 36] . Beside this, the application of calculus of variations goes beyond mechanics as many important mathematical problems, e.g. the isoperimetrical problem and the catenary, can be formulated in terms of calculus of variations. For a more complete outlook on the calculus of variations, its scopes and its applications we refer to the standard textbook on the subject [10] .
An important problem regarding the calculus of variations is to determine which system of differential equations are Euler-Lagrange equations for some variational problem. This problem has a long and interesting history. It was was first addressed by Jacobi in the case of second order scalar ordinary differential equations [17] [18] [19] [20] . In this case it turns out that the answer is that such kind of equations admit infinitely many inequivalent Lagrangians. Jacobi's proof use the so-called Jacobi Last Multiplier, which can be explicitly used to construct Lagrangians. This proof can be found in [36] . The same result was found also by different authors after Jacobi, usually with no explicit mention of his work, see [4, 14] . The general case of this problem remains unsolved, whereas several important results for particular cases where presented during the XX century. In particular we mention that, under certain restrictions, the general case can be addressed by a method developed by the Italian mathematician V. Volterra [35] . Such method can be understood in a modern formalism through the theory of variational complexes and homotopy [34] . Volterra's result is therefore now known as the homotopy formula. A complete solution in the case of the systems of two second order ordinary differential equations was given by Douglas in 1941 [5] . In the scalar case necessary and sufficient conditions on the existence of a Lagrangian are known up to eight-order equations.
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Indeed in [6] such conditions were derived in the case of fourth-order equations, whereas in [22] a set of conditions for the existence of a Lagrangian for sixth-and eight-order equations was given. For systems of n second order differential equations some results on radially symmetric systems exist [2, 15] .
We mention that the relation of the Jacobi Last Multiplier with the inverse problem of the calculus of variations was often neglected in literature. The Jacobi Last Multiplier itself was rediscovered several times by researchers unaware of its properties. For an historical perspective on this subject we refer to [27, 29, 31] and references therein. Moreover, we observe that the Jacobi Last Multiplier can be used to find Lagrangians for differential equations of order higher than two [28] and for non-dissipative systems of second-order equations [30, 32] .
In this paper we give some condition on the existence of a Lagrangian in the discrete scalar setting. To be more precise, we will reduce the condition of existence of a Lagrangian for a scalar difference equation of arbitrary even order 2k, with k > 1 to the solution of a system of linear partial differential equations. Solving such equations one can either find the Lagrangian or conclude that it does not exist. This problem was considered from the point of view of variational complexes and homotopy in [16] , where a result analogous to the homotopy formula for the continuous case was proved.
The plan of the paper is following: in Section 2 we introduce the basis of the discrete calculus of variations for scalar difference equations. In Section 3 we present our main result which is given by Theorem 4. This theorem, along with its Corollary 5, allows to prove or disprove the existence of a Lagrangian in our setting. Section 4 is then devoted to examples. We present several examples form the recent literature, even of equations of arbitrarily high order. Finally in Section 5 we give some conclusions and outlook.
Discrete Lagrangians
Throughout this paper we are going to consider consider recurrence relation of even order 2k, equivalently called a scalar difference equation, i.e. functional equations of the following from:
where k ≥ 1.
A discrete action of order k is a linear functional of the form:
The summand function
is called a discrete Lagrangian. From the variation of the discrete action (2.2) we obtain the discrete Euler-Lagrange equation:
The left hand side of the discrete Euler-Lagrange equations (2.4) is sometimes called the variational derivative of the action (2.2) and denoted by δS/δx n . A discrete Lagrangian is called normal if
The discrete Euler-Lagrange equation of a normal discrete Lagrangian are of order 2k whereas a non-normal discrete Lagrangian can give rise to discrete Euler-Lagrange equations of order at most 2k − 2, For this reason non-normal discrete Lagrangians are degenerate and, from now on, we will always consider to deal with normal discrete Lagrangians. We recall that a discrete Lagrangian is defined up to the addition of a total difference, i.e. an expression of of the form (T n − Id)f (x n+k−1 , . . . , x n ), where T n is the translation operator. Indeed, if two discrete Lagrangians differs for a total difference then they define the same discrete Euler-Lagrange equations. For this reason we define the following equivalence relation on discrete Lagrangians,
Is it easy to prove that the relation given by equation ( Remark 1. We remark that usually we think difference equation (2.1) and the discrete Lagrangian (2.3) to be autonomous, i.e. not explicitly dependent on n. For this reason we omit the index n in their right hand side. However, we underline that all the reasoning presented in this paper also work in the autonomous case, with the appropriate care. To this end end see Subsection 4.4.
In the next section we see which kind of condition must be satisfied to guarantee the existence of a discrete Lagrangian for a given difference equation of order 2k with k > 1.
Method for finding discrete Lagrangians
As we said in the Introduction, we want to solve the inverse problem of the discrete calculus of variations for scalar difference equations, i.e. we want to be able to state when the difference equation (2.1) can be derived by a Lagrangian (2.3). To this end our first step is the following Lemma 1. Consider a function G = G (x n+k , x n+k−1 , . . . , x n ). Then, if k > 1, when x n+k is evaluated on the solutions of the difference equation (2.1), if a differential operator A is such that A (G) ≡ 0 then A is a linear combination of the following k − 1 differential operators:
Proof. Let us consider the most general vector field A acting on the independent variables x n+k−1 , x n+k−2 , . . . , x n−k :
Applying the operator in (3.2) to a function G = G (x n+k , x n+k−1 , . . . , x n ) and using the chain rule we obtain:
Assuming that A (G) ≡ 0 we can annihilate the partial derivatives of G with respect to its arguments separately since they are independent. From (3.3) this implies that A i = 0 for i = 0, . . . , k. On the other hand from the derivative with respect to the first argument we obtain the following condition:
Equation (3.4) defines an hyperplane of dimension k − 1 orthogonal to the gradient vector of G with respect to the variables x − = (x n−1 , . . . , x n−k ):
A basis for the orthogonal space (∇ x − G) ⊥ is given by the vectors:
Inserting the components of this base into (3.2) we obtain the vector fields (3.1). Since (3.6) is a basis the thesis follows.
If the equation (2.1) can be solved uniquely for x n−k the evolution of the difference equation is defined in both sides and we can write:
x n−k = F (x n+k , x n+k−1 , . . . , x n−k+1 ) .
In this case we can define a second set of differential operator by:
For the differential operators (3.8) holds a result similar to Lemma 1:
Consider a function G = G (x n , x n−1 , . . . , x n−k ). Then, if k > 1, when x n−k is evaluated on the solutions of the difference equation (3.7), if a differential operator A is such that A G ≡ 0 then A is a linear combination of the differential operators given in equation (3.8) .
Proof. Analogous to the proof of Lemma 1.
Then we state the following Definition 1. The differential operators introduced (3.1) and (3.8) are called annihilation operators. In particular the operators (3.1) are the foreward annihilation operators, while the operators (3.8) are the backward annihilation operators.
Remark 2. The annihilation operators defined by equation (3.1) and (3.8) are the one-dimensional analogous of the operators Y l and Z −l , for l ∈ Z, defined in [7, 8, 26] . These operators have application also in the theory of Darboux integrable partial difference equations [8, 9, 13] where they where used to find the first integrals of some classes of partial difference equations. These operators annihilates all the dependent shifts of a quad equation, while A ± m annihilates the dependent shifts of a scalar difference equation.
Before going on it is important to note that the condition k > 1 in Lemmas 1 and 2 cannot be relaxed. In fact we can prove the following, complementary
. Then no non-zero first order differential operator of the form
such that A (g) ≡ 0 exists. In the same way letg =g (x n , x n−1 ) with x n−1 = f (x n+1 , x n ). Then no non-zero first order differential operator of the form
Proof. Applying the operator (3.9) to the function g we obtain using the chain rule:
The two derivatives of g with respect to its arguments must be annihilated separately since they are independent. So we obtain that α = β ≡ 0. Reasoning in the same way withg andÃ from equation (3.10) we obtainα =β ≡ 0 and the proof is completed.
Using the annihilation operators A ± m we can prove the following Theorem 4. Assume that there exists a Lagrangian (2.3) for equation (2.1), where k > 1. Then the Lagrangian satisfies the following system of linear partial differential equations:
where m = 1, . . . , k − 1. Moreover, if the equation (2.1) can be solved uniquely for x n−k and the evolution in the backward direction is given by equation (3.7) then the Lagrangian (2.3) satisfies the following system of linear partial differential equations:
Proof. Applying the annihilation operator A + m (3.1) to the Euler-Lagrange equation (2.4) we obtain:
Using the result of Lemma (1) and the definition of the annihilation operators (3.1) we have the following result:
Introducing this results in (3.14) we have:
Then dividing (3.16) by ∂x n+k /∂x n−k and differentiating with respect to x n−k we get the system (3.12) . Reasoning in the same way with (3.7) and the backward annihilation operators (3.8) we obtain the system (3.13) . This concludes the proof.
Remark 3. We underline that the system (3.12) consist of at least k − 1 equations. In fact since x n+k given by (2.1) depends on the variables x n+k−r for r = 1, . . . , k−1 we must require to each equation in (3.12) to be independent of these variables, i.e.
for m, r = 1, . . . , k − 1. In the simpler, yet usual case, when x n+k in (2.1) is a rational function of its argument the k − 1 conditions in (3.17) can be replaced by taking the numerator and the coefficients with respect to to the variables x n+k−r for r = 1, . . . , k − 1 in equation (3.12) . Theorem 4 is an effective tool to compute Lagrangians or to prove if a given difference equation of even order do not possess one. In fact we can state the following:
Corollary 5. Assume that the general solution of the system of linear partial differential equation (3.12) (or (3.13)) associated with a given forward difference equation (2.1) (or backward difference equation (3.7)), with k > 1, gives raise to a trivial Lagrangian. Then there exists no non-trivial Lagrangian for the forward difference equation (2.1) (or for the backward difference equation (3.7)).
Proof. Assume by contradiction that equation (2.1) possess a non-trivial Lagrangian L. From Theorem 4 such Lagrangian will be a particular solution of the system (3.12). However, since the general solution of the linear system (3.12) is trivial also L must be trivial. This is a contradiction. Reasoning in the same way with (3.7) and the system (3.13) we obtain another contradiction. This concludes the proof.
To practically solve the conditions (3.12) the best way is to reduce the order of the system by one introducing the function:
Then (3.12) is reduced to a linear system of second order partial differential equations for ℓ, and the actual Lagrangian is recovered through integration:
If for technical reasons it is better to use the conditions (3.13), we can introduce the function:
(3.20)l (x n+k , . . . , x n ) = ∂L ∂x n (x n+k , . . . , x n ) and the we need to solve a linear system of second order partial differential equations forl. Again the Lagrangian is recovered through the integration of equation (3.20) .
In the case when k = 2 we have that the systems (3.12) and (3.13) actually consist of a single equations:
If x n+2 is rational to obtain the final system one needs to consider the coefficients with respect to x n+1 , otherwise to differentiate with respect to it in (3.21a). The same with respect to x n−2 and x n−1 in (3.21b).
In the next section we see some examples of the theory we presented above.
Examples
In this section we present several examples, both positive and negative, of the application of the method discussed in the previous one. We also present a nonautonomous example, the dP 
We start then from equation (3.21a), which when x n+2 is given by (4.1) is:
. Since there is no dependence on x n+1 we can take coefficients with respect and, upon solving with respect to higher order derivatives, we obtain:
The solution of (4.3) is:
Applying twice the translation operator in the positive direction and integrating (4.4) using (3.19) we obtain:
Using the arbitrariness of F 2 (x n+2 , x n+1 ) we replace it by F 2 (x n+2 , x n+1 )−F 3 (x n+2 , x n+1 ). This allows to get rid of total derivative and we are left with the simplified Lagrangian:
. We must now check that the compatibility condition (3.16) is satisfied. Inserting (4.6) in it we obtain:
Differentiating (4.7) with respect to x n+1 we obtain
. This last equation implies that F ′ 1 (x n ) = K 1 so that F 1 (x 1 ) = K 1 x n . Substituting in (4.7) we have: (4.9) ∂ 2 F 2 ∂x n−1 ∂x n (x n , x n−1 ) = K 1 (2x n−1 x n + C) .
The solution of this last PDE is given by:
As before we can replace F 4 (x n ) by F 4 (x n ) − F 5 (x 5 ) and inserting (4.10) and the value of F 1 into (4.6) we obtain: (4.11)
where we eliminated the total differences. Now computing the Euler-Lagrange equations corresponding to (4.11) on the solutions of (4.1) we obtain:
Solving this last equation with respect to F 4 (x n ) we obtain:
The arbitrary constant is inessential to the Lagrangian, so we can safely set K 2 = 0. Finally, inserting (4.13) into (4.11) and rescaling we obtain:
This is the Lagrangian for equation (4.1).
The (Q.iii) equation. Consider the following equation introduced in [12]:
(Q.iii)
We will show that this equation has no Lagrangian. We start then from equation (3.21a), which when x n+2 is given by (Q.iii) is:
where ℓ = ℓ (x n , x n−1 , x n−2 ). It is possible to solve directly equation (4.15), but the solution is quite involved. So instead of starting by solving this equation, we search for another compatibility condition. From equation (3.16) differentiating with respect to x n+1 and translating backward once we obtain:
(4.16) ∂ 2 ℓ ∂x n−1 ∂x n−2 = 0.
Solving equations (4.16) and (4.15) together we obtain ℓ (x n , x n−1 , x n−2 ) = F 1 (x n , x n−1 ). Using the definition (3.19) we have that the possible Lagrangian for equation (Q.iii) is:
i.e. exploiting the arbitrariness of F 1 :
This Lagrangian is clearly not normal as ∂L/∂x n ≡ 0, so it does not give raise to fourth order Euler-Lagrange equation. Therefore, we obtained that equation (Q.iii) does not possess a non-trivial Lagrangian.
4.3.
Examples from [33] . In [33] the Ostrogradsky transformation was used to find Poisson structures for periodic reductions of arbitrary order of four partial difference equations. These Poisson structure were found exploiting the Lagrangian formulation for those partial difference equations. Here we will show that these Lagrangians satisfy the conditions of Theorem 4, and we will present an example of derivation of such Lagrangian from the equation itself. All the other examples can be carried out in the same, so we will not discuss them in details.
In [33] the following four Lagrangians of order p + q are presented:
where p, q ∈ N such that p < q and gdc (p, q) = 1 and the function F (x) is defined by the following integral: These Lagrangian take their names from the fact that each of them arises as (p, −q) reduction of the discrete two dimensional Lagrangian for the discrete KdV equation, the plus-KdV equation, the discrete Lotka-Volterra equation [25] and the Adler-Startsev discretization of the Liouville equation [1] respectively. The Euler-Lagrange equation of these Lagrangians are respectively: In the case of equation (4.21a) the forward annihilation operators (3.1) have the following expression:
where:
Using these operators we have that the differential conditions on the Lagrangian (3.12) are given by:
It is easy to see that the function:
satisfies the system (4.24). So the Lagrangian obtained in [33] agrees with the conditions posed in Theorem 4. In fact we can prove the following Lemma 6. All the Lagrangians (4.19) satisfy the conditions of Theorem 4.
Proof. Due to its technical nature we defer the proof of this Lemma to Appendix A.
Now we see how, solving the conditions (4.24) we find exactly the Lagrangian (4.19a) . First of all we notice that since the equation (4.21a) depends only on the seven points x n , x n±p , x n±q and x n±(p+q) we can make the simplifying assumption:
With this assumption the first set of equation (4.24a) is identically satisfied. Then the solution of equations (4.24b) and (4.24c) is given by:
Following the definition (3.18) we obtain that a Lagrangian for equation (4.21a) must have the following form:
Here we used the arbitrariness of ℓ 2 to change it to ∂ℓ 2 /∂x n in order to keep the expression for L as simple as possible. Deriving the Euler-Lagrange equations of the Lagrangian (4.28), applying the operator A + p (4.22b) then differentiating with respect to x n+p we obtain:
This greatly simplifies the expression in (4.28) to: (4.30)
Computing the Euler-Lagrange equations of (4.30) then applying the operators A + p (4.22b) and A + q (4.22c) we obtain that the function ℓ 2 must satisfy the following system of PDEs: (4.31)
Introducing L 1 (x n ) = ℓ 1 (x n ) d x n and solving (4.31) we obtain the following form for the Lagrangian of (4.21a):
From the arbitrariness of ℓ 4 (x n+p+q ) we can write ℓ 4 (x n+p+q ) =l 4 (x n+p+q ) − ℓ 5 (x n+p+q ) and since (4.33)
we have the following simplification in (4.32):
(4.34)
In (4.34) for sake of simplicity we dropped the tilde in ℓ 4 (x n+p+q ). From the Lagrangian (4.34) we obtain the following Euler-Lagrange equation:
Confronting (4.35) with (4.21a) it is natural to make the linear ansatz for L 1 (x n ), i.e. L 1 (x n ) = Kx n with K a constant 1 . Using this ansatz the Euler-Lagrange equation (4.35) becomes:
Since x n+p+q do not depend on x n+p−q and x n+q−p we have that ∂ 2 ℓ 3 /∂x n+p ∂x n+q = 0, i.e. ℓ 3 (x n+p , x n+q ) = ℓ 6 (x n+p ) + ℓ 7 (x n+q ). However, exploiting again the arbitrarily of ℓ 4 (x n+p+q ) we can write ℓ 4 (x n+p+q ) =l 4 (x n+p+q ) − ℓ 6 (x n+p+q ) − ℓ 7 (x n+p+q ). Then from a reasoning analogous to the one in formula (4.33) we can remove all the terms in ℓ 6 and in ℓ 7 . Therefore we are left with the following Euler-Lagrange equations:
Confronting with (4.21a) we have ℓ ′ 4 (x n ) = 0 so that ℓ 4 (x n ) = constant. Since constants are inessentials in Lagrangian we can safely put ℓ 4 (x n ) = 0. Putting these considerations together we obtained the Lagrangian:
which is equivalent to (4.19a) if we choose K = −1.
The proof that the also the other three Lagrangians in (4.19) can be obtained solving the conditions reported in Appendix A runs in the same way and it is omitted.
4.4.
The dP 2 I equation. In this subsection we consider the following non-autonomous equation:
(4.39)
x n (x n+1 x n+2 + x n−1 x n−2 ) + x n x n−1 x n+1
This equation is the second member of the Painlevé I hierarchy, in short dP (2) I , and was first derived in [3] . We will now present a derivation of a discrete Lagrangian for such equation.
We start then from equation (3.21a), which when x n+2 is given by (4.39) is:
Taking the coefficients with respect to x n+1 in (4.40) and solving the resulting system of partial differential equations we obtain that ℓ has the following form:
(4.41) ℓ = x n−2 x n−1 ℓ 1 (x n ) + ℓ 2 (x n , x n−1 ).
Using the definition (3.18) and exploiting the arbitrariness of ℓ 2 we obtain the following expression for a possible Lagrangian of equation (4.39):
Computing the Euler-Lagrange equations of (4.42) then applying the operator A + 1 we obtain the following compatibility condition:
Differentiating (4.43) with respect to x n+1 we obtain:
. Since our original equation is non-autonomous we have that the function equation (4.44) implies ℓ 1 (x n ) = K n x n where K n is a function depending explicitly on n. However, we see that inserting such value of ℓ 1 (x n ) into (4.44) we have K n+1 = K n , i.e. K n = K a constant. So in the end we have ℓ 1 (x n ) = Kx n . Substituting this value of ℓ 1 (x n ) in equation (4.43) we and solving the obtained partial difference equation with respect to ℓ 2 we have:
≡ 0 we obtain the following Lagrangian:
Computing the Euler-Lagrange equations of (4.46) and substituting the value of x n+2 from (4.39) we are left with the following condition:
Integrating equation (4.47) and rescaling we obtain the following Lagrangian for equation (4.39):
(4.48)
This ends the proof.
Conclusions
In this paper we discussed the conditions for the existence of a discrete Lagrangian in the case of scalar difference equations of arbitrary even order 2k with k > 1. Our main result is contained in Theorem 4 and Corollary 5 which gives a way of computing such discrete Lagrangians.
Due to Lemma 3 the case k = 1 seems to be more involved and less algorithmic. It is possible that this reflects the fact that in the continuous case second order differential equations admit infinitely many Lagrangians as we noted in the introduction. In [24] the Jacobi Last Multiplier was defined for discrete equation, but no relationship with the discrete Lagrangian was given. Further investigations in this direction are then needed.
Let us now comments the relationship of our solution of the inverse problem of the discrete calculus of variation with the one given in [16] . As we noticed in the Introduction in [16] an analogous of the homotopy formula for discrete equations was introduced. The homotopy formula presented in [16] can be used to construct a discrete Lagrangian for scalar difference equations (2.1) for all k ∈ N as well as for systems of difference equations, and even in the case of partial difference equations. However, there are some restrictions on the applicability of the homotopy formula presented in [16] .
To keep the discussion simple we give a comparison between the applicability of the method presented in [16] and our method. First of all, let us state the results of [16] in our setting. Let P = P [x n ] be a difference function, i.e. a function depending on x n and its shifts up to some order r. We denote the space of such functions by A r . The Fréchet derivative of P is an operator D P : A q → A r defined by:
is an arbitrary element of A q . Following [16] we have that if the operator D P is self-adjoint with respect to the ℓ 2 (Z) norm then the difference equation of order r defined by
is Lagrangian. To prove that the Fréchet derivative defined by a given difference equation P ∈ A r is or not self-adjoint is an algorithmic task which can be always accomplished with a finite number of steps. However, a negative answer to this procedure is not definitive. Indeed, even though the operator D P is not self-adjoint a difference function µ ∈ A r−1 such that D µ·P is self-adjoint might exist. Now since µ [x n ] ∈ A r−1 we have that the difference equation defined by:
is equivalent to equation (5.2). The difference function µ [x n ] is called a multiplier. Therefore, to disprove the existence of a Lagrangian for the difference equation (5.2) we must be able to prove that the operator D µ·P is not self-adjoint for every multiplier µ [x n ].
On the other hand, we notice that with our method, multipliers are unessential. Indeed, the annihilation operators (3.1) and (3.8) are uniquely defined by the solutions of the difference equations (5.2) with respect to the highest or the lowest shift of x n , namely equations (2.1) and (3.7). Therefore, the conditions stated in Theorem 4 are independent of the value of any possible multiplier µ ∈ A r−1 , since equations (2.1) and (3.7) are unchanged upon multiplication. So, the outcome of the method presented in Section 3 is definitive up to point transformations in the variable x n .
Finally, work is in progress to apply the method of the annihilation operators to more general discrete variational problems, like systems of difference equations.
Appendix A. Proof of Lemma 6
To prove Lemma 6 we must show that the Lagrangians (4.19) satisfy the conditions (3.12) . To do so, we need to specify the form of the forward annihilation operators (3.1). In Subsection 4.3 we already discussed the Lagrangian (4.19a), so we start from the Lagrangian (4.19b) and its Euler-Lagrange equations (4.21b).
In the case of equation (4.21b) the forward annihilation operators (3.1) have the following expression: Using these operators we have that the differential conditions on the Lagrangian (3.12) are given by: It is easy to see that the function:
(A.4) ℓ plusKdV := ∂L plusKdV ∂x n (x n , . . . , x n−p−q ) = x n−p + x n−q + 1 x n−q−p + x n satisfies the system (A.3). So the Lagrangian obtained in [33] agrees with the conditions posed in Theorem 4.
In the case of equation (4.21c) the forward annihilation operators (3.1) have the following expression: Using these operators we have that the differential conditions on the Lagrangian (3.12) are given by: Using these operators we have that the differential conditions on the Lagrangian (3.12) are given by: It is easy to see that the function:
(A. 12) ℓ ASdL := ∂L ASdL ∂x n (x n , . . . , x n−p−q ) = log 1 + e xn+xn−p−q satisfies the system (A.11). So the Lagrangian obtained in [33] agrees with the conditions posed in Theorem 4. This ends the proof of Lemma 6.
