Abstract-Principal curves, like principal components, are a tool used in multivariate analysis for ends like feature extraction. Defined in their original form, principal curves need not exist for general distributions. The existence of principal curves with bounded length for any distribution that satisfies some minimal regularity conditions has been shown. We define principal curves with bounded turn, show that they exist, and present a learning algorithm for them. Principal components are a special case of such curves when the turn is zero.
I. INTRODUCTION
Principal component analysis is a widely used tool in multivariate data analysis for purposes such as dimension reduction and feature extraction. A generalization of the idea of principal components to principal curves was introduced by Hastie and Stuetzle in [1] . There has been significant interest in principal curves after the work by Hastie and Stuetzle [2] - [8] . Principal curves have since been used for applications such as modeling outlines of ice floes [9] , modeling the short-time spectrum of speech signals [10] , feature extraction and pattern classification [11] , [12] , boundary detection [13] , and analysis of ecological gradients [14] . An alternative definition and learning algorithm for principal curves have been provided in [15] . A generalization of the self-organizing map in [16] is proposed and its connections with the principal curve algorithm of [1] are explored in [17] . Principal curves by their definition in [1] , however, are not guaranteed to exist for any distribution. Kégl et al. [18] provided a new definition for principal curves with bounded length, and showed that such curves exist for any distribution with bounded second moment. Due to the length constraint, the treatment in [18] does not encompass the case of classical principal component analysis.
In this correspondence, we penalize the turn of a curve instead of its length, and look for principal curves within the class of curves of bounded total turn. The appeal of this approach consists partly in the fact that principal components are a special case of such principal curves wherein the total turn is 0. Another motivation for the preceding definition is that it was found convenient to penalize a quantity similar to the local turn of the curve (in addition to the length) in the practical implementation of the algorithm in [18] . We define principal curves with bounded turn and show that they exist and also analyze an algorithm for learning such curves.
II. PRELIMINARIES AND NOTATION
In this section, we introduce some definitions and present some preliminary results that we will use in the rest of the correspondence. We denote by I f the domain of f and by G f the set of all points on curve f (its range). The topology we consider on the family of curves is induced by the metric (f; g) = maxf1(f; g); 1(g; f)g 1(f; g) = inf : I 7 !I sup t kf(t) 0 g((t))k: (1) One could define the distance between curves to be given by a metric (in our case, the L1 metric) on the space of functions that represent these curves. However, this approach results in a distance measure that depends on the specific parametrization of the curve being considered. In order to remove this dependence, we allow the curves to be reparametrized by any function , and take the smallest of the distances between these reparametrized functions.
Consider a curve f and a point x 2 R d . We define the projection of x onto f as t f (x) = arg min t kx 0 f (t)k:
Even though the minimization is over the entire (possibly infinite-length) curve, we can show that it may be reduced to a minimization over a compact set, and hence, the minimum exists. We denote the distortion of x due to its projection onto f as
When X is a random variable, we denote the expected distortion due to its projection onto f as 1(f). That is,
Definition 2: Given a random variable X, we say that f is a principal curve for X in a class of curves C if f 2 C and
The following lemma implies that as a function of f , the squared error distortion 1(x; f ) is continuous in the metric within compact subsets of R d . The typical compact subsets of R d that we consider are closed balls of radius R. In the sequel, unless otherwise specified, a ball is centered at the origin. We denote the ball centered at the origin of radius R as B R . We now formally define the notion of the turn of a curve as in [19] , [20] . where g is a piecewise-linear curve with vertices f(t 0 )111f(t n ) such that t i 2 I f and = t 0 < t 1 < 111 < t n01 < t n = . The turn of the entire curve f is defined as
It can be shown that for smooth curves, the turn of a curve measures the integral of the curvature of the curve with respect to its arc length. The above definition of turn extends this in a natural way to nonsmooth curves. It is shown in [19] that total turn is lower semicontinuous, i.e., if f n ! f, then (f) liminf (f n ). As an immediate consequence, we observe that ff: (f) Kg is closed in this topology.
Lemma 2 [18] : Let A be a compact subset of R d and L 0. The
The above lemma is shown in [18] with respect to the topology that they consider, but it holds even with respect to the topology induced by the metric in (1) (our topology is coarser than that in [18] ). This compactness result implies that any sequence of such curves has a convergent subsequence-a property that is crucial in our proof of existence of principal curves. The following lemma from [19] states that a curve of bounded turn that lies within a compact set has bounded length. As any closed subset of a compact set is compact, Corollary 1 follows from these two lemmas and the lower semicontinuity of turn.
Lemma 3 [19] : If (f) K and the diameter of G f is not more than p, then l(f) p(K) where is as follows:
= 2 x 2=3 x=2 0 =3 + p 3; x 2=3.
Kg is compact.
III. EXISTENCE OF PRINCIPAL CURVES OF BOUNDED TURN
We shall now proceed to the proof of existence of principal curves of bounded total turn. The main idea in the construction is to use the compactness property of the set of curves of bounded turn within a compact subset of R d . We know that for any class of curves C, there exists a sequence of curves in C whose distortions converge to 1 3 C .
From this sequence, we construct a subsequence of curves such that this subsequence converges on any compact subset of R d . We then obtain a "limiting" curve from this subsequence and show that it achieves the minimum distortion in the class and, therefore, is a principal curve.
We need to make more precise the meaning of curves converging on a compact set. To that end, we define the restriction of a curve to a set as follows. Such a definition is necessary as the intersection of a curve with a set A can, in general, be a union of curves. We would like to pick one of these connected components as the restriction of the curve to A.
The above definition gives a consistent way to make the choice of this component. We say that f n converges to f on A if f n j A ! fj A :
The existence result we would like to state is that for any finite K, there exists a principal curve with total turn at most K. In this case, if we consider all curves with total turn less than or equal to , then the infimum of the distortions is 0. This infimum is, however, not achieved by any curve as the distribution of X is concentrated on a set that is not connected.
Hence, we need to impose more stringent regularity conditions on the class of curves we consider to ensure that minimizers of our objective function exist. The problem with the above example is that the curves are permitted to accumulate their turn arbitrarily far from the origin resulting in the "limit" of these curves not being a curve, but a union of curves. In order to circumvent the above problem, we impose a uniform bound on the rate at which the turn accumulated within B R (see Fig. 1 ) converges to the total turn of the curve, i.e., fix (R) continuous and decreasing (to zero) in R and consider the class of curves
An alternate approach would be to consider a family of curves that includes unions of finitely many curves and introduce a composite cost function that penalizes both the cumulative turn and the number of connected components in the union.
In the following lemma, we show that if a curve has bounded turn, then it does not cross any annulus infinitely often. In particular, for any R, there exists an R 0 such that once the curve exits the ball of radius R 0 , it does not re-enter the ball of radius R. The lemma is true for any curve of bounded turn, but we prove it here under the assumption in (2) . The assumption guarantees the existence of an R 0 such that this is true uniformly across the entire class CK;.
Lemma 4: Let f be a curve in CK; as in (2) . For any R > 0, there exists R 0 such that G f \ B R is contained in G fj .
Proof: Choose R 0 so that (R 0 ) < arccos(R=(R 0 0 R)) and f(0) 2 B R . We now show the contrapositive. Assume that there exists a point on f and within B R that is not on fj B . As f is continuous, and fjB is not the entire curve, we know that there exists x1 that is = inf f2C 1(f). We know that there exists a sequence of curves f n 2 C K; such that 1(f n ) ! • f n jB is convergent. We now show that the sequence of curves ff n g converges on every compact subset of R d . Consider a ball of radius a. We know that the sequence ff n ; j > daeg is a subsequence of f n , and hence, its restriction to B dae is convergent. Therefore, f n is a sequence of curves whose restriction to any ball is convergent. For notational simplicity, we now denote this newly constructed sequence of curves as f n . We now define the "limiting curve" f 3 as the curve that satisfies for every r > R f n j B ! f In order to show that this is indeed a principal curve, we need now to show that it is in C K; and that it minimizes distortion within C K; , i.e., 1(f 3 ) = 1 3 .
First we show that f 3 2 CK;. As the total turn of a curve is the limit of the turns of finite polygonal line inscriptions and the total turn is lower semicontinuous, we have We have effectively shown that if a sequence of curves converges on all compacts, then the turn of the "limiting" curve is less than the liminf of the turns of the sequence of curves. Next, we need to show that the decay rate of the turn outside B r is smaller than (r). (t)k = r 0 g s n = supft < 0; such that kf n (t)k = r 0 g tn = supft < 0; such that kfn(t)k = r 0 g:
We now construct the following curves: g(t) = f (t) for t 2 I f and t s0 h(t) = f (t) for t 2 I f and t t 0 : g n (t) = f n (t) for t 2 I f and t s n hn(t) = fn(t) for t 2 I f and t tn:
The second inequality in the preceding expression holds because gn and h n converge on all compacts to g and h, respectively. As that inequality is true for every sufficiently small > 0,and (1) is decreasing and continuous, we have that (f 3 ) (f 3 jB ) + (r).
On the other hand, if r < kf(0)k, then fj B is empty, and hence, for large enough n, fnjB is empty, and hence,
as each f n 2 C K; . Moreover, (f 3 ) (r) for all r < kf(0)k implies (f 3 ) (kf(0)k). Now, we show that f 3 achieves 1 3 . Let r > R. For all x 2 Br, we have 1(x; f n ) < 4r 2 and hence, f n (t f (x)) 2 B 3r . Moreover, according to Lemma 4, we have that there exists r 0 such that
Hence,
where the inequality for the second term stems from the continuity of 1 with respect to (Lemma 1). The rest of the first inequality follows from the following explanation. As 1(x; f n ) is a positive function E[(1(X; f 3 ) 0 1(X; fn))1 B (X)] E[1(X; f 3 )1 B (X)] and as G f \B r 6 = ; we have for x 2 B C r , 1(x; f) kxk+r < 2kxk,
Choose r so that E[4kXk 2 1 B (X)] < =3, and n large enough so that 1(fn) < 1 3 + =3 and 8r 0 (f 3 jB ; fnjB ) < =3. These conditions together imply that for any > 0, 1(f 3 ) < 1 3 + , and hence 1(f 3 ) = 1 3 .
IV. A LEARNING RESULT
We now consider the problem of learning a principal curve when the distribution of X is unknown but we are given observations of a random process X1; X2; ... drawn independent and identically distributed (i.i.d.) according to F X . The goal is to arrive at a curve in C K; such that its expected distortion is small and gets closer to that of a principal curve as we get more data to learn from. As the distribution of X is unknown, we estimate the distortion of a curve based on the empirical measure that assigns a weight 1=n to each observed data point. We denote the empirical distortion of curve f by
In order to arrive at the principal curve, we resort to structural risk minimization (see [21] , [22] ). When we have a finite amount of data, we cannot optimize over the entire class CK; as this may lead to overfitting to the data. Hence, we choose a sequence of classes of increasing complexity within which the optimization is conducted. Just as in [18] , we consider classes of polygonal lines with increasing number of segments. A distinction that we make is that we also expand the set in which these polygonal lines lie as the random variable X is not assumed to be bounded. The classes S k are more precisely defined below S k = ff 2 CK;; G f BR and f is a polygonal line with k segmentsg where R k is an increasing unbounded sequence. After n observations, we choose a curve in S k that minimizes the empirical distortion as the candidate fn for the principal curve. That is, f n = arg min f2S 1 n (f):
For judiciously chosen kn, the distortion of the curves fn converges to that of a principal curve.
In order to obtain convergence rates for the learning process, we need to impose further regularity on the distribution of X. Heretofore, we only assumed that EkXk 2 < 1. Now we assume that the decay rate of the contribution to the second moment from outside balls of radius R is bounded by some known function of R. Namely
Proposition 2: Suppose that (R) = R 0 , and that k n = n 1=3 .
Then the expected distortion of fn as in (3) 
Proof (of Proposition 2):
This proof very closely follows the corresponding proof in [18] . We consider unbounded random variables X, and curves of possibly infinite length, and so we separate the contribution to error from within and without a ball of finite radius. We use the relationship between turn and length of a curve to cast our problem in the framework of [18] and then use techniques therein to bound the contribution from within these balls. The error from outside such balls is bounded by the extra regularity (4) we imposed.
The second term in the preceding inequality follows when G f \B R 6 = ;, which is eventually true, and the first term follows from Lemmas 1 and 3 as there exists a curve g 2 S k such that (g; f 3 jB ) l(f 3 jB )=2k 1(fn) 0 1(f 3 n ) = E (1(X; fn) 0 1(X; f 3 n ))1B (X) +E (1(X; f n ) 0 1(X; f 3 n ))1 B (X) :
Using the same techniques as in [18] , it can be shown that Setting R k = k 1=(2+) , = k 0=(2+) and k = n 1=3 we obtain 1(fn) 0 1(f 3 ) Qn 0=(6+3)
for some constant Q. We note here that when X is a bounded random variable, we may let ! 1 and obtain a convergence rate of n 0 + for any , which is close to that obtained in [18] for learning principal curves of bounded length. Moreover, the same idea may be used to extend the learning result of [18] to unbounded distributions.
V. CONCLUSION
We proposed a definition for principal curves with bounded total turn. Under this definition, we showed the existence of principal curves, and demonstrated a theoretical algorithm based on complexity regularization for learning such curves from i.i.d. data.
Principal curves reduce the representation of the given data from d dimensions to one dimension. We may, however, be interested in increasing the accuracy of the reduced representation by increasing the dimension of the representation. Principal component analysis, being linear in nature, provides a natural way of adding these extra dimensions in a recursive manner. Even though projection onto principal curves is a nonlinear operation, it may be interesting to investigate the possibility of the existence of a second principal curve that represents in some way the residual error of projection on the first. Another approach to higher dimension representations is to look for principal manifolds. The techniques we presented here only assumed that with respect to a topology on the set of curves that we were optimizing over, this set is compact on compact subsets of R d , and the loss function is continuous.
If there exist regularity conditions on manifolds that imply the above, then the same approach we outlined here may be used to show existence of principal manifolds. A more interesting question in this arena may be to arrive at learning algorithms for these manifolds. A slightly different approach to principal manifolds is presented in [23] .
