Introduction
Outlier diagnostic is an important part of data analysis. It is not a new problem either in statistics and geodesy and many authors deal with this problem in their publications. For example, Koch describes general method of outlier detection in a univariate dataset, Zvára uses outlier labelling methods in s linear regression and Seo compares the particular outlier detection methods. Filzmoser, Rousseeuw and Leroy apply outlier detection in robust regression and Schafer describes the application of the outlier detection methods in continuous multivariate dataset.
The paper deals with a process of outlier diagnostic in geodetic model consisting of given directions and angular and distance measurements done in planar intersection problem as one can see in section 4.
In common, outlier diagnostic is based on identifying the measurement mistakes and gross errors and aims to the statistical hypothesis testing to disconfirm the anticipated affirmation. After Seo review, outliers have deleterious effects on statistical analysis, because they can increase error variance and reduce the power of statistical tests, and if non-randomly distributed, they can decrease normality and finally outliers can seriously bias or influence estimates that may be of substantive interest.
Inductive statistic provides several methods for outlier detection, which can be classified to formal and informal tests. Most formal tests need test statistics for hypothesis testing and often use the residuals to identify the deviation of an extreme value from the assumed distribution. Informal methods generate an interval for outlier detection instead of hypothesis testing.
Residuals are estimates of experimental error obtained by subtracting adjusted values from the observed ones. The adjusted value used to be an estimation of mathematical model, constructed from the experimental data. A careful look at residuals can tell us whether our assumptions are reasonable and our choice of model is appropriate [1] . In the process of detecting outliers, studentized residuals occupy a significant role. They are represented by the quotient resulting from the division of a residual by an estimate of its standard deviation. It belongs to a Student's t-statistic, with the estimate of error varying between points. This is an important technique in the process of detecting outliers. It is named in honour of William Sealey Gosset, who wrote under the pseudonym Student, so dividing by an estimate of scale is called studentizing, in analogy with standardizing and normalizing.
Residuals in a linear model
Consider the linear Gauss-Markov model, a residual is defined as a difference between the measured value y and the predicted one y  , which can be obtained by a parameter estimation method:
where A is a design matrix of known k n  coefficients. The best unbiased estimation of a 1 
and the estimations of a residual and its variance is then computed according to the following formulas:
 y
where 2  is an unit variance, which follows from the Least square and is computed according to the formula: 
A number of the model (1) assumptions pertain directly to residuals normality and homoscedasticity. The residuals normality can be confirmed by the hypothesis testing, where one can formulate the general hypothesis 
Standardized and studentized residual
As mentioned before, one can assume that the residuals are normally distributed   
Complementary to the idea of the standardized residuals, there are the internally studentized residuals, computed as follows: 
They are positive and less than 1, while the trace of projected matrix is equal to the number of unknown parameters plus 1: 
and the unknown parameter 
Conclusions
The paper presents methodology to analyse the file of measured values by identifying outliers with the method of studentized residuals, which is often used to detect extreme values in the geodetic measurements processed by a method of parameter estimation. The advantage of such a used method is in diagnostic outliers in geodetic datafile along with the estimation process of by the mathematical modelling. By detecting the outliers, the another problem originates, what to do with such as contaminated observations: to delete value, because of an error exists, improve model, usually through additional variables, leave this contaminated observation, because of small size of a file, switch a robust regression approach or change the methodology and make a new observation file.
