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Abstract
Stochastic processes on topological vector spaces over non-Archimedean
fields and with transition measures having values in non-Archimedean
fields are defined and investigated. For this the non-Archimedean ana-
log of the Kolmogorov theorem is proved. The analogos of Markov and
Poisson processes are studied. For Poisson processes the correspond-
ing Poisson measures are considered and the non-Archimedean analog
of the Le`vy theorem is proved. Wide classes of stochastic processes
are constructed.
1 Introduction.
Classical stochastic analysis for real and complex vector spaces and real or
complex transition measures is well developed [6, 16, 17, 20, 34, 35, 37], but
the stochastic analysis on topological vector spaces over non-Archimedean
fields and with transition measures having values in non-Archimedean fields
was not studied. There are many differences of classical and non-Archimedean
functional analysis [4, 18, 19, 38, 39, 40, 41] and many theorems of classical
functional analysis are not true in their classical form in the non-Archimedean
case, for example, measure theory, operator theory, theory of function spaces.
This paper is devoted to such new non-Archimedean variant of stochastic
∗Mathematics subject classification (1991 Revision) 28C20 and 46S10.
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analysis and continues papers [33], where real and complex valued transition
measures of stochastic processes on non-Archimedean spaces were consid-
ered. Stochastic differential equations on real Banach spaces and manifolds
are widely used for solutions of mathematical and physical problems and for
construction and investigation of measures on them. On the other hand,
non-Archimedean functional analysis develops fastly in recent years and also
its applications in mathematical physics [1, 11, 43, 41, 45, 23, 22]. Wide
classes of quasi-invariant measures including analogous to Gaussian type on
non-Archimedean Banach spaces, loops and diffeomorphisms groups were in-
vestigated in [26, 27, 28, 29, 30, 31]. Quasi-invariant measures on topological
groups and their configuration spaces can be used for the investigations of
their unitary representations (see [28, 29, 30, 31] and references therein).
In view of this developments non-Archimedean analogs of stochastic equa-
tions and diffusion processes need to be investigated. Some steps in this di-
rection were made in [3, 12], where non-Archimedean time was considered,
but stochastic processes there were on spaces of complex valued functions and
transition measures were real or complex valued. At the same time measures
may be real, complex or with values in a non-Archimedean field.
In the classical stochastic analysis indefinite integrals are widely used, but
in the non-Archimedean case the field of p-adic numbers Qp has not linear
order structure apart from R.
This work treats the case which was not considered by another authors.
These investigations are not restricted by the rigid geometry class [15], since
it is rather narrow. Wider classes of functions and manifolds are considered.
This is possible with the use of Schikhof’s works on classes of functions Cn
in the sence of difference quotients, which he investigated few years later the
published formalism of the rigid geometry.
Here are considered spaces of functions with values in Banach spaces over
non-Archimedean local fields, in particular, with values in the field Qp of
p-adic numbers. For this non-Archimedean analogs of stochastic processes
are considered on spaces of functions with values in the non-Archimedean
field such that a parameter analogous to the time is either real, p-adic or
more generally can take values in any group (see §§4.1, 4.2). Certainly this
encompasses cases of the time parameter with values in adeles and ideles.
Their existence is proved in Theorem 4.3.
This became possible due to results of §2, where the non-Archimedean
variant of the Kolmogorov theorem was proved.
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In §3 non-Archimedean analogs of Markov cylindrical distributions are
defined and Propositions 3.3.1 and 3.3.2 about their boundedness and un-
boundedness are proved.
Poisson measures and processes play very important role in classical
stochastic analysis [21, 5]. In Section 5 their non-Archimedean analogs are
considered. All results of this paper are obtained for the first time.
2 p-Adic probability measures.
Let X be a set and R be a covering ring of X such that elements of R
are subsets of X . Consider a field K with a nontrivial non-Archimedean
valuation such that K ⊃ Qp.Suppose that K is complete as the ultrametric
space.
2.1. Definition. Suppose that S is a subfamily of R such that for each
A and B in S there exists C ∈ S with C ⊂ A∩B, then S is called shrinking.
For a function f : R → K or f : R → R the notation limA∈S f(A) = 0
means that for each ǫ > 0 there exists B ∈ S such that |f(A)| ≤ ǫ for each
A ∈ S with A ⊂ B.
2.2. Definition. A mapping µ : R → K is called a measure if it satisfies
the following conditions:
(i) µ(A∪B) = µ(A) +µ(B) for each A and B in R such that A∩B = ∅;
(ii) for each A ∈ R its µ-norm ‖A‖µ := sup{|µ(B)| : B ∈ R, B ⊂ A} <
∞ is bounded;
(iii) if S ⊂ R is shrinking and ∩S :=
⋂
S∈S = ∅, then limA∈S µ(A) = 0.
2.3. Note. These conditions are called respectively additivity, bound-
edness and continuity. Condition (iii) is equivalent to limA∈S ‖A‖µ = 0 for
each shrinking subfamily S in R with ∩S = ∅.
2.4. Definition. A measure µ : R → K is called a probability measure
if µ(X) = 1 and ‖X‖µ =: ‖µ‖ = 1.
2.5. Remarks. For functions f : X → K and φ : X → [0,∞) put
‖f‖φ := supx∈X |f(x)|φ(x). Consider the following function:
(1) Nµ(x) := inf
U :x∈U∈R
‖U‖µ
for each x ∈ X . Put ‖f‖µ := ‖f‖Nµ. Then for each A ⊂ X the function
‖A‖µ := supx∈ANµ(x) is defined such that its restriction on R coincides
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with that of given by Equation 2.2.(ii) (see also Chapter 7 [41]). A R-step
function f is a function f : X → K such that it is a finite linear combination
over K of characteristic functions ChU of U ∈ R. A function f is called
µ-integrable if there exists a sequence {fn : n ∈ N} of step functions such
that limn→∞ ‖f − fn‖Nµ = 0. The Banach space of µ-integrable functions is
denoted by L(µ) := L(X,R, µ,K). There exists a ring Rµ of subsets A in X
for which ChA ∈ L(µ). The ring Rµ is the extension of the ring R such that
Rµ ⊃ R.
For example, if K is locally compact, then the valuation group ΓK :=
{|x| : x ∈ K, x 6= 0} is discrete in (0,∞) ⊂ R. If µ is a measure such
that 0 < ‖µ‖ < ∞, then there exists a ∈ K such that |a| = ‖µ‖−1, since
‖µ‖ ∈ ΓK for discrete ΓK, hence aµ is also the measure with ‖µ‖ = 1. If
‖µ‖ = 1, then µ is the nonzero measure. For such µ with µ(X) =: bX ∈ K
if bX 6= 1 we can take new set Y and define on X0 := Y ∪ X a minimal
ring R0 generated by R and {Y }, that is, R0 ∩ Y = {∅, {Y }} and R0 =
R ∪ {Y }. Since ‖µ‖ = 1, then |bX | ≤ 1. Put µ(Y ) := 1 − bX , then there
exists the extension of µ from R on R0 such that ‖µ‖ = 1 and µ(X0) = 1,
since |1 − bX | ≤ max(1, |bX |) = 1. In particular, we can take a singleton
Y = {y}. Therefore, probability measures are rather naturally related with
nonzero bounded measures. This also shows that from ‖µ‖ = 1 in general
does not follow µ(X) = 1. Evidently, from µ(X) = 1 in general does not
follow ‖µ‖ = 1, for example, X = {0, 1}, R = {∅, {0}, {1}, X}, µ({0}) = a,
µ({1}) = 1−a, where |a| > 1, hence ‖µ‖ = |a| > 1. Wide class of probability
Qp-valued measures on non-Archimedean Banach spaces was constructed in
§II.3.15 [32].
Consider a nonvoid topological space X . A topological space is called
zero-dimensional if it has a base of its topology consisting of clopen subsets.
A topological space X is called a T0-space if for each two distinct points x
and y in X there exists an open subset U in X such that either x ∈ U and
y ∈ X \ U or y ∈ U and x ∈ X \ U .
A covering ring R of a space X defines on it a base of zero-dimensional
topology τR such that each element of R is considered as a clopen subset
in X . If π : X → Y is a mapping such that π−1(RY ) ⊂ RX , then a
measure µ on (X,RX) induces a measure ν := π(µ) on (Y,RY ) such that
ν(A) = µ(π−1(A)) for each A ∈ RY .
2.6. Proposition. Let (X,R, µ) be a measure space. Then there exists a
quotient mapping π : X → Y on a Hausdorff zero-dimensional space (Y, τG)
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and π(µ) := ν is a measure on Y such that G = π(R), where (Y,G, ν) is the
measure space.
Proof. Suppose that (Y, τG) is a T0-space, where G is a covering ring of
Y . For each two distinct points x and y in Y there exists a clopen subset
U in Y such that either x ∈ U and y ∈ Y \ U or y ∈ U and x ∈ Y \ U ,
since the base of topology τG in Y consists of clopen subsets. On the other
hand, Y \ U is also clopen, since U is clopen. Therefore, Y is the Hausdorff
space. Clearly this implies that Y is the Tychonoff space (see §6.2 [9], but it
is necessary to note that we consider the definition of the zero-dimensional
space more general without T1-condition in §2.5).
Now we construct a T1-space Y , that is a quotient space of X . For this
consider the relation in X :
xκy if and only if for each S ∈ R with x ∈ S there is the inclusion {x, y} ⊂
S. Evidently, xκx, that is, κ is reflexive. The relation xκy means, that
y ∈ Vx :=
⋂
x∈S∈R S, where Vx is closed in X , then from y ∈ S it follows,
that x ∈ S, since otherwise y /∈ Vx, because R is a covering ring. Therefore,
Vx = Vy and yκx, hence κ is symmetric. Let xκy and yκz, then Vx = Vy = Vz,
consequently, xκz and κ is transitive. Therefore, κ is the equivalence relation.
Let π : X → Y := X/κ be the quotient mapping and Y be supplied with
the zero-dimensional topology generated by the covering ring G such that
π−1(G) = R, since each A ∈ R is clopen, then for each x ∈ A ∈ R we
have Vx ⊂ A. Then π
−1([y]) = Vy for each y ∈ X and [y] := π(y). Hence
each point [y] ∈ Y is closed, hence Y is the T1-space. The topology in Y is
generated by the covering ring G, consequently, Y is the Hausdorff space (see
above), since from the T1 separation property it follows the T0 separation
property.
If S is the shrinking family with zero intersection in Y such that S ⊂ G,
then π−1(S) is also the shrinking family with zero intersection in X such that
π−1(S) ⊂ R, hence from limA∈π−1(S) µ(A) = 0 it follows limA∈S ν(A) = 0.
Therefore, Condition (iii) from §2.2 is satisfied. Evidently, ‖ν‖ = ‖µ‖ and ν
is additive on G, hence ν is the measure.
2.7.1. Note. In view of Proposition 2.6 we consider henceforth Hausdorff
zero-dimensional measurable (X,R) spaces if another is not specified.
In the classical case the principal role in stochastic analysis plays the Kol-
mogorov theorem, that gives the possibility to construct a stochastic process
on the basis of a system of finite dimensional (real-valued) probability distri-
butions (see §III.4 [25]). The following three theorems resolve this problem
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for K-valued measures in cases of a product of measure spaces, a consistent
family of measure spaces and in cases of bounded cylindrical distributions.
Finally Theorem 2.15.2 (the non-Archimedean analog of the Kolmogorov
theorem) as the particular case of Theorem 2.14 is formulated.
Consider now a family of probability measure spaces {(Xj ,Rj, µj) : j ∈
Λ}, where Λ is a set. Suppose that each covering ring Rj is complete relative
to the measure µj , that is, Rj = Rµj , where Rµj denotes the completion of
Rj relative to µj . LetX :=
∏
j∈ΛXj be the product of topological spaces sup-
plied with the product (Tychonoff) topology τX , where each Xj is considered
in its τRj -topology. There is the natural continuous projection πj : X → Xj
for each j ∈ Λ. Let R be the ring of the form
⋃
j1,...,jn∈Λ,n∈N
⋂n
l=1 π
−1
jl
(Rjl).
2.7.2. Definition. A triple (X,R, µ) is called a cylindrical distribution
if it satisfies the following condition:
µ|⋂n
l=1
π−1
jl
(Rjl )
=
∏n
l=1 µ˜jl for each j1, ..., jn ∈ Λ and n ∈ N, where µ˜j(π
−1
j (A)) :=
µj(A) for each A ∈ Rj ; µ˜j is the measure on (X, π
−1
j (Rj)).
2.8. Theorem. A cylindrical distribution µ on (X,R) has an extension
up to a probability measure µ on (X,Rµ), where µ and X are the same as in
§2.7.
Proof. For each j ∈ Λ we have the ring Rj . Let A and B be in⋂n
l=1 π
−1
jl
(Rjl), where j1, .., jn ∈ Λ and n ∈ N. Then A =
⋂n
l=1 π
−1
jl
(Al),
where Al ∈ Rjl for each l = 1, ..., n, analogously for B with Bl instead of
Al. Such subsets A form the base of the topology τX such that τX ⊃ R.
Therefore, A∩B and A\B and hence A∪B are in R, since Rj1× ...×Rjn is
the ring. Therefore, R is the ring. The space X in the topology τX is zero-
dimensional, since the base R of τX consists of clopen subsets in X . It is
necessary to verify that the triple (X,R, µ) satisfies Conditions 2.2.(i− iii).
In general τX and R may not coincide, but as it is shown below the us-
age of the inclusion τX ⊃ R is sufficient for the proof. On the other hand,
(Xj1 × ...×Xjn ,Rj1 × ...×Rjn , µj1 × ...× µjn) is the measure space for each
j1, ..., jn ∈ Λ and n ∈ N, consequently, µ on R is additive. For each A of the
outlined above form we have
(i) ‖A‖µ =
∏n
l=1 ‖Al‖µjl ≤ 1. Such elements A in R form the base of
Tychonoff topology in X , consequently, ‖X‖µ ≤ 1. For each j ∈ Λ we have
µj(Xj) = 1, hence µ(X) = 1 and ‖X‖µ = 1. Therefore, µ satisfies Conditions
2.2.(i, ii). For each A ∈ R the norm ‖A‖µ is defined.
Consider now the function Nµ(x) on (X,R), that is defined by the For-
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mula 2.5.(1). For each ǫ > 0 and x ∈ X there exists A ∈ R such that
(ii) ‖A‖µ − ǫ < Nµ(x) ≤ ‖A‖µ. Each function Nµj (xj) is upper semi-
continuous on (Xj ,Rj) by Theorem 7.6 [41]. In view of Lemma 7.2 [41] and
Formula (i) for each x ∈ X and each ǫ > 0 there exists its neighborhood
A ∈ R such that
(iii)
∏n
l=1Nµjl (yjl) < Nµ(x) + ǫ for each y ∈ A, where yj := πj(y) for
each j ∈ Λ. Hence for each x ∈ X and each ǫ > 0 there exists its basic
neighborhood A such that
(iv) Nµ(y) < Nµ(x) + ǫ for each y ∈ A, that is, Nµ(x) is upper semicon-
tinuous on (X,R), since 0 ≤ Nµj (xj) ≤ 1 for each xj ∈ Xj and j ∈ Λ. From
Formulas (i, ii, iii) and 2.2.(ii) we have
(v) ‖A‖µ = supx∈X Nµ(x) for each A ∈ R,
since ‖A‖µ = supx1∈A1,...,xn∈An
∏n
l=1Nµjl (xl).
Let V be a compact subset of X . Then for each ǫ > 0 it has a covering by
clopen subsets Ex ∈ R with x ∈ V and x ∈ Ex such that Inequalities (ii−iv)
are satisfied for Ex instead of A. In view of compactness of V the covering
{Ex : x ∈ V } has a finite subcovering {E1, ..., Em}. Then
⋃m
l=1El ∈ R.
Therefore,
(vi) supx∈V Nµ(x) ≤ maxl=1,...,m ‖El‖µ ≤ supx∈V Nµ(x) + 2ǫ,
since supx∈V Nµ(x) ≤ ‖
⋃m
l=1El‖µ due to Inequality (ii),
‖
⋃m
l=1El‖µ = maxl=1,...,m ‖El‖µ = maxl=1,...,m supx∈El Nµ(x) due to Formula
(v) and Condition 2.2.(ii), since El ∈ R for each l = 1, ..., m, but for each El
there exists xl ∈ El ∩ V such that Nµ(y) < Nµ(xl) + ǫ for each y ∈ El due
to Inequality (iv) and the choise of {E1, ..., Em} as the finite subcovering of
the covering {Ex : x ∈ Ex ∩ V,Ex ∈ R} (see above). Since ǫ > 0 is arbitrary
and ‖
⋃m
l=1El‖µ = maxl=1,...,m ‖El‖µ, then
(vii) supx∈V Nµ(x) = infR∋A⊃V ‖A‖µ, since for each A ∈ R such that
V ⊂ A there exists {El : l = 1, ..., m} with m ∈ N, where each El is as above,
such that V ⊂
⋃m
l=1El ⊂ A. Though the compact subset V is not necessarily
in R we take Equation (vii) as the definition of ‖V ‖µ := infR∋A⊃V ‖A‖µ.
Now we verify, that µ on (X,R) satisfies Condition 2.2.(iii). Let S be
a shrinking subfamily in R with
⋂
S = ∅. In view of Theorem 7.12 [41] for
each ǫ > 0 the set Xj,ǫ := {x : x ∈ Xj, Nµj (x) ≥ ǫ} is Rµj -compact. For
each δ > 0 choose a sequence {ǫj : ǫj > 0, j ∈ Λ} with supj∈Λ ǫj < δ. In
view of the Tychonoff theorem (see §3.2.4 in [9])
∏
j∈ΛXj,ǫj =: X{ǫj :j} is the
compact subset in X . Since for each A and B in S there exists C ∈ S such
that C ⊂ A∩B and R is the ring, then consider finite intersections of finite
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families in S, hence there exists the minimal family S0 generated by S such
that S0 ⊂ R, S ⊂ S0 and S0 is centered, that is, A ∩B ∈ S0 for each A and
B in S0. Evidently, limA∈S ‖A‖µ = 0 is equivalent to limA∈S0 ‖A‖µ = 0, since
‖B‖µ ≤ ‖A‖µ for each B ⊂ A (see also §§2.3 and 2.5). Denote S0 by S also.
Each element S ∈ S is clopen in the centered family S and X{ǫj :j} has the
empty intersection with
⋂
S. In view of compactness of X{ǫj :j} there exists
a finite subfamily S1, ..., Sn in S such that X{ǫj :j} ∩ (
⋂n
l=1 Sl) = ∅, hence
limA∈S∩X{ǫj :j} ‖A‖µ = 0, since ‖∅‖µ = 0. As above for each δ > 0 choose a
finite covering E1, ..., Em ∈ R of V := X{ǫj :j} such that
(viii) ‖V ‖µ ≤ maxl=1,...,m ‖El‖µ < ‖V ‖µ + δ (see Equation (vi)), hence
there exists A ∈ S ∩ (
⋃m
l=1El) such that ‖A‖µ ≤ δ, where (
⋃m
l=1El) ∈ R.
For each x ∈ X\X{ǫj :j} there exists a basis neigbourhood U =
⋂n
l=1 π
−1(Ul)
such that U ∩X{ǫj :j} = ∅, since X is Hausdorff and X{ǫj :j} is compact, where
Ul ∈ Rjl and jl ∈ Λ for each l = 1, ..., n. Therefore,
(ix) Nµ(x) ≤ δ for each x ∈ X \X{ǫj :j}, since ‖Xj‖µj = 1 and
supx∈X\Xj,ǫj Nµj (x) ≤ ǫj < δ for each j ∈ Λ. In view of Equations (v, vi)
we have ‖A‖µ ≤ δ for each A ⊂ X \ X{ǫj :j} such that A ∈ R. Then ap-
plying Equation (viii) to V = X{ǫj :j} we get ‖(
⋂n
l=1 Sl) ∩ (
⋃m
k=1Ek)‖µ ≤
δ and ‖(
⋂n
l=1 Sl) ∩ (X \ (
⋃m
k=1Ek))‖µ ≤ δ due to Inequality (ix), where
X\(
⋃m
k=1Ek) ∈ R, hence ‖(
⋂n
l=1 Sl)‖µ ≤ δ, since ‖A‖µ ≤ max(‖A∩B‖µ, ‖A∩
(X \B)‖µ), where (
⋂n
l=1 Sl) ∈ S. On the other hand, δ > 0 is arbitrary, con-
sequently, limA∈S ‖A‖µ = 0. This means that (X,R, µ) is the measure space.
In view of Theorem 7.4 [41] the measure µ has an extension µ on the com-
pletion Rµ of R relative to µ, moreover, supRµ∋B⊂A |µ(B)| = supx∈ANµ(x)
for each A ∈ Rµ.
2.9. Note. Theorem 2.8 has an evident generalization for bounded mea-
sures µj if two products
∏
j∈Λ0 µj(Xj) ∈ K and
∏
j∈Λ ‖Xj‖µj < ∞ converge,
where Λ0 := {j : j ∈ Λ, µj(Xj) 6= 0}, when Λ \Λ0 is finite. Since µ is defined
on R and bounded on it, then µ has an extension to the bounded measure µ
on Rµ such that µ(X) =
∏
j∈Λ µj(Xj) and ‖X‖µ =
∏
j∈Λ ‖Xj‖µj , where Rµ
is the completion of R relative to µ.
The conditions imposed in §2.7 on the family of measures are natural. In
view of §2.8 if Λ = N and
∏∞
j=1 ‖Xj‖µj = 0, then for each x ∈ X and each
ǫ > 0 there exists A ∈ R such that
∏∞
j=1 ‖πj(A)‖µj < ǫ, hence ‖X‖µ = 0. On
the other hand, if
∏∞
j=1 ‖Xj‖µj =∞, then for each r > 0 there exists X{ǫj :j}
and A ⊃ X{ǫj :j} with A ∈ R such that
∏∞
j=1 ‖πj(A)‖µj > r, hence ‖X‖µ =∞.
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If µ is a measure on (X,R), then µ(A) ∈ K for each A ∈ R. In the case
of the product measure µ this leads to the restriction, that
∏
j∈Λ0 µj(Xj) is
convergent, when Λ \ Λ0 is finite. For infinite Λ \ Λ0 we have µ(A) = 0 for
each A ∈ R. The condition ‖Xj‖µj = 1 for each j does not guarantee this
convergence. For example, if K = Qp with the prime p > 1 and the set
{j : µj(Xj) ∈ {2, ..., p− 1}} is infinite, then
∏
j∈Λ0 µj(Xj) diverges, since the
multiplicative group (Z/pZ) \ {0} of the quotient ring (Z/pZ) is cyclic.
2.10. Note. A set Λ is called directed if there exists a relation ≤ on it
satisfying the following conditions:
(D1) If j ≤ k and k ≤ m, then j ≤ m;
(D2) For every j ∈ Λ, j ≤ j;
(D3) For each j and k in Λ there exists m ∈ Λ such that j ≤ m and
k ≤ m. A subset Υ of Λ directed by ≤ is called cofinal in Λ if for each j ∈ Λ
there exists m ∈ Υ such that j ≤ m. Suppose that Λ is a directed set and
{(Xj,Rj , µj) : j ∈ Λ} is a family of probability measure spaces, where Rj
is the covering ring (not necessarily separating). Supply each Xj with the
topology τj such that its base is the ring Rj as in §2.5. Let this family be
consistent in the following sence:
(1) there exists a mapping πkj : Xk → Xj for each k ≥ j in Λ such that
(πkj )
−1(Rj) ⊂ Rk, π
j
j (x) = x for each x ∈ Xj and each j ∈ Λ, π
m
k ◦ π
k
l = π
m
l
for each m ≥ k ≥ l in Λ;
(2) πkl (µk) = (µl) for each k ≥ l in Λ. Such family of measure spaces is
called consistent.
2.11. Theorem. Let {(Xj,Rj , µj) : j ∈ Λ} be a consistent family
as in §2.10. Then there exists a probability measure space (X,Rµ, µ) and
a mapping πj : X → Xj for each j ∈ Λ such that (πj)
−1(Rj) ⊂ R and
πj(µ) = µj for each j ∈ Λ.
Proof. We have (πkj )
−1(Rj) ⊂ Rk for each k ≥ j in Λ, then (π
k
j )
−1(τj) ⊂
τk for each k ≥ j in Λ, since each open subset in (Xj, τj) is the union of some
subfamily G in Rj and (π
k
j )
−1(
⋃
G) =
⋃
A∈G(π
k
j )
−1(A). Therefore, each πkj is
continuous and there exists the inverse system S := {Xk, π
k
j ,Λ} of the spaces
Xk. Its limit lim S =: X is the topological space with the topology τX and
continuous mappings πj : X → Xj such that π
k
j ◦ πk = πj for each k ≥ j
in Λ (see §2.5 in [9]). Each element x ∈ X is the thread x = {xj : xj ∈ Xj
for each j ∈ Λ, πkj (xk) = xj for each k ≥ j ∈ Λ}. Then π
−1
j (Rj) =: Gj is the
ring of subsets in X such that Gj ⊂ τX for each j ∈ Λ. The base of topology
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of (X, τX) is formed by subsets π
−1
j (A), where A ∈ τj , j ∈ Λ, but Rj is the
base of topology τj for each j, hence {B : B = π
−1
j (A), A ∈ Rj , j ∈ Λ} is
the base of τX . Therefore, the ring R :=
⋃
j∈Λ Gj is the base of τX . In view of
Proposition 2.6 we can reduce our consideration to the case when each Rj is
separating on Xj and R is separating on X , since Gj ⊂ Gk for each k ≥ j in
Λ.
Consider on R a function µ with values in K such that µ(π−1j (A)) :=
µj(A) for each A ∈ Rj and each j ∈ Λ. If A and B are disjoint elements in
R, then there exists j ∈ Λ such that A and B are in Gj, hence
(i) A = π−1j (C) and B = π
−1
j (D) for some C and D in Rj , consequently,
µ(A ∪ B) = µj(C ∪ D) = µj(C) + µj(D) = µj(A) + µj(B), that is, µ is
additive. Moreover, ‖A‖µ = ‖C‖µj for each A = π
−1
j (C) with C ∈ Rj ,
hence ‖X‖µ = 1. Since µ(X) = µj(Xj) and µj(Xj) = 1 for each j ∈ Λ,
then µ(X) = 1. Therefore, µ satisfies Conditions 2.2.(i, ii). It remains to
verify Condition 2.2.(iii). By Formula 2.5.(1) we have the function Nµ(x) on
(X,R) such that for each x ∈ X and ǫ > 0 there exists A ∈ R such that
(ii) ‖A‖µ − ǫ < Nµ(x) ≤ ‖A‖µ. In view of (i) and upper semicontinuity
of Nµj (xj) on (Xj ,Rj) for each x ∈ X and ǫ > 0 there exists j ∈ Λ and its
neighborhood A = π−1j (C) ∈ R such that
(iii) Nµj (yj) < Nµ(x) + ǫ for each y ∈ A, where yj := πj(y). Hence for
each x ∈ X and each ǫ > 0 there exists its basic neighborhood A such that
(iv) Nµ(y) < Nµ(x) + ǫ for each y ∈ A, that is, Nµ(x) is upper semicon-
tinuous on (X,R), since 0 ≤ Nµj (xj) ≤ 1 for each xj ∈ Xj and j ∈ Λ. From
Formulas (i, ii, iii) and 2.2.(ii) we have
(v) ‖A‖µ = supx∈X Nµ(x) for each A ∈ R, since ‖A‖µ = supx∈C Nµj (x).
For a compact subset V in X and each ǫ > 0 there exists a finite covering
{E1, ..., Em} ⊂ R of V such that inequalities (ii − iv) are satisfied for each
El instead of A. Therefore,
(vi) supx∈V Nµ(x) ≤ maxl=1,...,m ‖El‖µ ≤ supx∈V Nµ(x) + 2ǫ and
(vii) supx∈V Nµ(x) = infR∋A⊃V ‖A‖µ. Though the compact subset V is
not necessarily in R we take Equation (vii) as the definition of ‖V ‖µ :=
infR∋A⊃V ‖A‖µ.
Choose a sequence ǫj = δ > 0 for each j ∈ Λ, where δ > 0 is independent
from j. For each ǫj > 0 a subset Xj,ǫj := {xj : xj ∈ Xj, Nµj (xj) ≥ ǫj > 0}
is compact. If xk ∈ Xk,ǫk , then Nµj (π
k
j (xk)) ≥ ǫk for each j < k, since
(πkj )
−1(Rj) ⊂ Rk and ‖B‖µk ≤ ‖A‖µk for each B and A in Rk with B ⊂ A.
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Hence πkj (Xk,ǫk) ⊂ Xj,ǫk for each j ≤ k in Λ. Since π
m
k ◦ π
k
l = π
m
l for each
m ≥ k ≥ l in Λ, then {Xk,δ, π
k
j ,Λ} is the inverse system. The image π
k
j (Xk,δ)
of each compact set Xk,δ is compact for each k > j (see Theorem 3.1.10
[9]), since each (Xk, τk) is the Hausdorff space in our consideration. Since
the limit of an inverse mapping system of compact spaces is compact (see
Theorem 3.2.13 [9]), then the limit X{ǫj :j} := lim{Xk,ǫk , π
k
j ,Λ} is the compact
subset in X such that X{ǫj :j} is homeomorphic with θ(X)∩
∏
k∈ΛXk,ǫk , where
θ : X →֒
∏
k∈ΛXk is the embedding. For a shrinking family S in R consider
all finite intersections of finite families in S, this gives a centered family
S0 in R such that S ⊂ S0 and denote it also by S. Applying (i − vii) to
V = X{ǫj :j} and using basic neighborhoods U = π
−1
k (Uk), where Uk ∈ Rk, we
get analogously to §2.8 that for each shrinking family S in R with
⋂
S = ∅
there exists limA∈S ‖A‖µ = 0, since due to (vi) we have
(viii) Nµ(x) ≤ δ for each x ∈ X \ X{ǫj :j}, since Nµj (xj) < δ for each
xj ∈ X \ Xj,δ and each j ∈ Λ. Using the completion of R relative to µ we
get the probability measure space (X,Rµ, µ).
2.12. Remark. Each family {Gj : j ∈ Λ} such that for each j and k in
Λ there exists m such that Gm ⊃ Gk ∪Gj defines on the set Λ the structure of
the directed set: k ≥ j if and only if Gk ⊃ Gj . If there exists a (continuous)
retraction r of
∏
j∈ΛXj =: Y on lim{Xk, π
k
j ,Λ} =: X , that is, r(Y ) = X and
r(x) = x for each x ∈ X , then a measure ν on (Y,RY ) induces a measure
µ = r(ν) on (X,RX), since r
−1(RX) ⊂ RY , such that in this particular case
Theorem 2.11 follows from Theorem 2.8. On the other hand, Theorem 2.8
can be deduced from Theorem 2.11, since a product of topological spaces is
the particular case of a limit of an inverse system, but the direct proof of
§2.8 is simpler.
2.13. Note. Theorem 2.11 has an evident generalization to the following
case: ‖Xj‖µj < ∞ for each j and there exist two limits limj∈Λ0 µj(Xj) ∈ K
and limj∈Λ ‖Xj‖µj < ∞, where Λ0 := {j : j ∈ Λ, µj(Xj) 6= 0} and Λ \ Λ0
is bounded in Λ. We have ‖Xj‖µj ≤ ‖Xk‖µk for each j ≤ k in Λ, since
πkj (µk) = µj and (π
k
j )
−1(Rk) ⊂ Rj . Since Λ is directed, then limj∈Λ ‖Xj‖µj =
supj∈Λ ‖Xj‖µj . Since a cylindrical distribution µ is defined onR and bounded
on it, then µ has an extension to the bounded measure µ on Rµ such that
µ(X) = limj∈Λ µj(Xj) and ‖X‖µ = limj∈Λ ‖Xj‖µj , where Rµ is the comple-
tion of R relative to µ.
Let now X be a set with a covering ring R such that X ∈ R. Let also
{(X,Gj , µj) : j ∈ Λ} be a family of measure spaces such that Λ is directed
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and Gj ⊂ Gk for each j ≤ k ∈ Λ, R =
⋃
j∈Λ Gj . Suppose µ : R → K
is such that µ|Gj = µj and µk|Gj = µj for each j ≤ k in Λ. Then the
triple (X,R, µ) is called the cylindrical distribution. For each A ∈ R there
exists j ∈ Λ such that A ∈ Gj , hence ‖A‖µj = ‖A‖µk for each k ≥ j in
Λ, consequently, ‖A‖µ := limk∈Λ ‖A‖µk is correctly defined. Suppose µ is
bounded, that is,‖X‖µ < ∞. (A particular simpler case is given below in
§2.15).
2.14. Theorem. Let (X,R, µ) be a bounded cylindrical distribution as
in §2.13. Then µ has an extension to a bounded measure µ on the completion
Rµ of R relative to µ.
Proof. Let τX be a topology on X generated by the base R. In view of
Proposition 2.6 each covering ring Gj ofX produces an equivalence relation κj
and a quotient mapping πj : X → Xj such that πj(Gj) =: Rj is a separating
covering ring of Xj , where Xj is zero-dimensional and Hausdorff. Moreover,
Rj is the base of topology τj on Xj . Since Gk ⊃ Gj for each k ≥ j, then
on (Xk, (π
k
j )
−1(Rj)) there exists an equivalence relation κ
k
j and a quotient
(continuous) mapping πkj : Xk → Xj such that π
m
k ◦ π
k
j = π
m
j for each
j ≤ k ≤ m in Λ. Hence there exists an inverse mapping system {Xk, π
k
j ,Λ}.
Therefore, the set X in the topology τX generated by its base R consisting
of clopen subsets is homeomorphic with lim{Xk, π
k
j ,Λ}. Each πj(µ) = µj is
a bounded measure on (Xj ,Rj) such that π
k
j (µk) = µj and (π
k
j )
−1(Rj) ⊂ Rk
for each k ≥ j ∈ Λ. Therefore, {(Xj ,Rj, µj) : j ∈ Λ} is the consistent family
of measure spaces. From the definition of µ it follows that µ is additive, hence
‖X‖µ is correctly defined. From ‖X‖µ < ∞ it follows ‖Xj‖µj < ∞ for each
j ∈ Λ and there exists limj∈Λ ‖Xj‖µj = ‖X‖µ. From X ∈ R it follows, that
µ(X) = µj(Xj) for each j ∈ Λ. Then this Theorem follows from Theorem
2.11.
2.15.1. Note. Let X :=
∏
t∈T Xt be a product of sets Xt and on X a
covering ringR be given such that for each n ∈ N and pairwise distinct points
t1, ..., tn in a set T there exists a K-valued measure Pt1,..,tn on a covering ring
Rt1,...,tn of Xt1 × ... × Xtn such that π
t1,...,tn+1
t1,...,tn (Rt1,...,tn+1) = Rt1,...,tn for each
tn+1 ∈ T and Pt1,...,tn+1(A1× ...×An×Xn+1) = Pt1,...,tn(A1× ...×An) for each
A1 × ...×An ∈ Rt1,...,tn, where π
t1,...,tn+1
t1,...,tn : Xt1 × ...×Xtn+1 → Xt1 × ...×Xtn
is the natural projection, Al ⊂ Xtl for each l = 1, ..., n. Suppose that the
cylindrical distribution is bounded, that is,
supt1,...,tn∈T,n∈N ‖Pt1,...,tn‖ <∞ and there exists
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limt1,...,tn∈T0;n∈N Pt1,...,tn(Xt1 × ... × Xtn) ∈ K, where T0 := {t ∈ T :
Pt(Xt) 6= 0}, T \ T0 is finite.
2.15.2. Theorem (the non-Archimedean analog of the Kolmogorov the-
orem). The cylindrical distribution Pt1,...,tn from §2.15.1 has an extension to
a bounded measure P on the completion RP of R :=
⋃
t1,...,tn∈T,n∈N Gt1,...,tn
relative to P , where Gt1,...,tn := (πt1,...,tn)
−1(Rt1,...,tn) and πt1,...,tn : X →
Xt1 × ...×Xtn is the natural projection.
3 Markov distributions for a non-Archimedean
Banach space.
3.1. Remark. LetH = c0(α,K) be a Banach space over a non-Archimedean
field K with an ordinal α(that is useful due to Kuratowski-Zorn lemma, see
[9, 41]) and the standard orthonormal base {ej : j ∈ α}, ej = (0, ..., 0, 1, 0, ...)
with 1 on the j-th place, that is, c0(α,K) = {x : x = (xi : i ∈ α, xi ∈ K),
supi∈α |xi| =: ‖x‖ < ∞, for each b > 0 a set {i : |xi| > b} is finite }.
Suppose that K is complete as the ultrametric space. For example, K is
such that Qp ⊂ K ⊂ Cp or Fp(θ) ⊂ K, where p is a prime number, Qp
is the field of p-adic numbers, Cp is the field of complex p-adic numbers,
Fp(θ) is the field of formal power series by an indeterminate θ over the finite
field Fp consisting of p elements. Let U
P be a cylindrical ring generated by
projections πF : H → F on finite dimensional over K subspaces F in H
and rings Bco(F ) of clopen subsets. This ring UP is the base of the weak
topology τH,w in H . Each vector x ∈ H is considered as continuous linear
functional on H by the formula x(y) =
∑
j x
jyj for each y ∈ H , so there is
the natural embedding H →֒ H∗ = l∞(α,K), where x =
∑
j x
jej , x
j ∈ K,
l∞(α,K) := {x : x = (xi : i ∈ α, xi ∈ K), supi∈α |xi| =: ‖x‖ < ∞}. This
justifies the following generalization.
3.2. Notes and definitions. Let T be a subset in Λ and containing
a point t0 and Xt = X be a locally K-convex space for each t ∈ T , where
Λ is an additive group, for example, Λ is contained in R or C or a non-
Archimedean field. Put (X˜T , U˜) :=
∏
t∈T (Xt,Ut) be a product of measurable
spaces, where Ut are rings of clopen subsets of Xt, U˜ is the ring of cylindrical
subsets of X˜T generated by projections π˜q : X˜t → X
q, Xq :=
∏
t∈qXt, q ⊂ T
is a finite subset of T (see §I.1.3 [6]). Let Ks be a subfield of Cssuch that Ks
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is complete as the ultrametric space, where s is a prime number. A function
P (t1, x1, t2, A) with values in Ks for each t1 6= t2 ∈ T , x1 ∈ Xt1 , A ∈ Ut2 is
called a transition measure if it satisfies the following conditions:
(i) the set function νx1,t1,t2(A) := P (t1, x1, t2, A) is a measure on (Xt2 ,Ut2);
(ii) the function αt1,t2,A(x1) := P (t1, x1, t2, A) of the variable x1 is Ut1−measurable,
that is, α−1t1,t2,A(Bco(Ks)) ⊂ Ut1 ;
(iii) P (t1, x1, t2, A) =
∫
Xz
P (t1, x1, z, dy)P (z, y, t2, A) for each t1 6= t2 ∈ T,
that is, P (z, y, t2, A) as the function by y is in L((Xz,Uz), νx1,t1,z,Ks). A
transition measure P (t1, x1, t2, A) is called normalised if
(iv) P (t1, x1, t2, Xt2) = 1 for each t1 6= t2 ∈ T.
For each set q = (t0, t1, .., tn+1) of pairwise distinct points in T there is defined
a measure in Xg :=
∏
t∈gXt by the formula
(v) µqx0(E) =
∫
E
n+1∏
k=1
P (tk−1, xk−1, tk, dxk), E ∈ U
g :=
∏
t∈g
Ut,
where g = q \ {t0}, variables x1, ..., xn+1 are such that (x1, ..., xn+1) ∈ E,
x0 ∈ Xt0 is fixed.
Let E = E1 × Xtj × E2, where E1 ∈
∏j−1
i=1 Uti , E2 ∈
∏n+1
i=j+1 Uti , if the
transition measure P (t, x1, t2, dx2) is normalised, then
(vi) µqx0(E) =
∫
E1×E2
[
∏j−1
k=1 P (tk−1, xk−1, tk, dxk)]× [
∫
Xtj
P (tj−1, xj−1, tj , dxj)∏n+1
k=j+1 P (tk−1, xk−1, tk, dxk)] = µ
r
x0
(E1×E2), where r = q \{tj}. From Equa-
tion (vi) it follows, that
(vii) [µqx0]
πqv = µvx0
for each v < q (that is, v ⊂ q), where πqv : X
g → Xw is the natural projec-
tion, g = q \ {t0}, w = v \ {t0}. Therefore, due to Conditions (iv, v, vii) :
{µqx0; π
q
v; ΥT} is the consistent family of measures, which induce the cylindri-
cal distribution µ˜x0 on (X˜T , U˜) such that µ˜x0(π
−1
q (E)) = µ
q
x0
(E) for each
E ∈ Ug, where ΥT is the family of all finite subsets q in T such that
t0 ∈ q ⊂ T , v ≤ q ∈ ΥT , πq : X˜T → X
g is the natural projection, g = q\{t0}.
The cylindrical distributions given by Equations (i − v, vii) are called
Markov distributions (with time t ∈ T ).
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3.3. Proposition. 1. If a normalized transition measure P satisfies the
condition
(i) C := sup
q
[
n∑
k=1
ln(sup
x
‖νx,tk−1,tk‖)] <∞,
where q = (t0, t1, ..., tn) with pairwise distinct points t0, .., tn ∈ T and n ∈
N, then the Markov cylindrical distribution µ˜x0 is bounded and it has an
extension to a bounded measure µ˜x0 on the completion U˜µ˜x0 of U˜ relative to
µ˜x0.
3.3.2. Proposition. If
(ii) Cx := sup
q
[
n∑
k=1
ln‖νx,tk−1,tk‖] =∞
for each x, where q = (t0, t1, ..., tn) with pairwise distinct points t0, .., tn ∈ T
and n ∈ N, then the Markov cylindrical distribution µ˜x0 has the unbounded
variation on each nonvoid set E ∈ U˜.
Proof. (1). If E ∈ U˜, then E ∈ Ug for some set q = (t0, t1, ..., tn)
with pairwise distinct points t0, ..., tn ∈ T and n ∈ N and g = q \ {t0},
consequently,|µqx0(E)| ≤
∏n
k=1 supx ‖νx,tk−1,tk‖ ≤ exp(C) < ∞, since tk ∈ T
for each k = 0, 1, ..., n, hence supq,E |µ
q
x0(E)| = ‖µ˜x0‖ ≤ exp(C). In view of
Theorem 2.15.2 we get an extension of µ˜x0 to a bounded measure on U˜µ˜x0 .
(2). For each (t1, t2, x) with x in πt0,t2(E) there exists a set δ(t1, t2, x) ∈
Ut2∩πt0,t2(E) such that ‖δ(t1, t2, x)‖νx1,t1,t2 > 1+ǫ(t1, t2, x1, x), where ǫ(t1, t2, x1, x) >
0. In view of Condition (ii) for each R > 0 and x we choose q such that∑n
k=1 ǫ(tk, tk+1, x1, x) > R. For chosen u 6= u1 ∈ T and x ∈ πt0,u(E) ⊂ Xu we
represent the set δ(u, u1, x) as a finite union of disjoint subsets γj1 ∈ Uu1 such
that for each γj1 and u2 6= u1 there is a set δj1 ∈ Uu2 ∩ πt0,u2(E) satisfying
‖δj1‖νx1,u1,u2 ≥ 1+ǫ(u1, u2, x1, x)for each x ∈ γj1. Then by induction δj1,...,jn =⋃mn+1
jn+1=1 γj1,...,jn+1 so that for un+2 6= un+1 ∈ T there is a set δj1,...,jn+1 ∈ Uun+1∩
πt0,un+1(E) for which ‖δj1,...,jn+1‖νxn+1,un+1,un+2 ≥ 1 + ǫ(un+1, un+2, xn+1, x) for
each x ∈ γj1,...,jn+1. Put Γ
u,x0
j1,...,jn = {x : x(u) = x0, x(u1) ∈ γj1, ..., x(un) ∈
δj1,...,jn, x(un+1) ∈ γj1,...,jn} and Γ
u,x0 := (
⋃
j1,...,jn Γ
u,x0
j1,...,jn) ∈ U˜, since
m1 ∈ N,...,mn ∈ N. Then
‖Γu,x0‖µ˜x0 ≥ supj1,...,jn ‖(
∏n+1
k=1 νuk−1,xk−1,uk(dxk)|γj1×...×γj1,...,jn×δj1,...,jn‖
≥
∏n
k=1[1 + ǫ(uk−1, uk, xk−1, xk)] > R, consequently, ‖E‖µ˜x0 =∞,
since ‖E‖µ˜x0 ≥ supΓu,x0 ‖Γ
u,x0‖µ˜x0 and R > 0 is arbitrary.
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3.4. Let Xt = X for each t ∈ T , X˜t0,x0 := {x ∈ X˜T : x(t0) = x0}.
We define a projection operator π¯q : x 7→ xq, where xq is defined on q =
(t0, ..., tn+1) such that xq(t) = x(t) for each t ∈ q, that is, xq = x|q. For every
F : X˜T → Cs there corresponds (SqF )(x) := F (xq) = Fq(y0, ..., yn), where
yj = x(tj), Fq : X
q → Cs. We put F := {F |F : X˜T → Cs, SqF are U
q −
measurable}. If F ∈ F, τ = t0 ∈ q, then there exists an integral
(i) Jq(F ) =
∫
Xq
(SqF )(x0, ..., xn)
n+1∏
k=1
P (tk−1, xk−1, tk, dxk).
Definition. A function F is called integrable with respect to the Markov
cylindrical distribution µx0 if the limit
(ii) lim
q
Jq(F ) =: J(F )
along the generalized net by finite subsets q of T exists. This limit is called
a functional integral with respect to the Markov cylindrical distribution:
(iii) J(F ) =
∫
X˜t0,x0
F (x)µx0(dx).
3.5. Remark. Consider a Ks-valued measure P (t, A) on (X,U) for each
t ∈ T such that A− x ∈ U for each A ∈ U and x ∈ X , where A ∈ U, X is a
locally K-convex space, U is a covering ring of X . Suppose P be a spatially
homogeneous transition measure (see also §3.2), that is,
(i) P (t1, x1, t2, A) = P (t2 − t1, A− x1)
for each A ∈ U, t1 6= t2 ∈ T and t2− t1 ∈ T and every x1 ∈ X , where P (t, A)
satisfies the following condition:
(ii) P (t1 + t2, A) =
∫
X
P (t1, dy)P (t2, A− y)
for each t1 and t2 and t1 + t2 ∈ T . Such a transition measure P (t1, x1, t2, A)
is called homogeneous. In particular for T = Zp we have
(iii) P (t+ 1, A) =
∫
X
P (t, dy)P (1, A− y).
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If P (t, A) is a continuous function by t ∈ T for each fixed A ∈ U, then
Equation (iii) defines P (t, A) for each t ∈ T , when P (1, A) is given, since
Z is dense in Zp. §§2.7 and 2.15 and 4.3 provide examples of Markov dis-
tributions. Examples of Markov distributions are also Poisson and Gaussian
distributions given below and in a forthcoming paper.
3.6. Notes and definition. Let X be a locally K-convex space and
P satisfies Conditions 3.2(i − iii). For x and z ∈ Qnp we denote by (z, x)
the following sum
∑n
j=1 xjzj , where x = (xj : j = 1, ..., n), xj ∈ Qp. Each
number y ∈ Qp has a decomposition y =
∑
l alp
l, where al ∈ (0, 1, ..., p− 1),
min(l : al 6= 0) =: ordp(y) > −∞ for y 6= 0 and ord(0) := ∞ [36, 43]. We
define a symbol {y}p :=
∑
l<0 alp
l for |y|p > 1 and {y}p = 0 for |y|p ≤ 1. We
consider a character of X , χγ : X → Cs given by the following formula:
(i) χγ(x) = ǫ
z−1{(e,γ(x))}p
for each {(e, γ(x))}p 6= 0, χγ(x) := 1 for {(e, γ(x))}p = 0, where ǫ = 1
z is
a root of unity, z = pord({(e,γ(x))}p), γ ∈ X∗, X∗ denotes the topologically
conjugated space of continuous K-linear functionals on X , the field K as the
Qp-linear space is n-dimensional, that is, dimQpK = n, K as the Banach
space over Qp is isomorphic with Q
n
p, e = (1, ..., 1) ∈ Q
n
p, where s 6= p are
prime numbers (see [45] and [32]). Then
(ii) φ(t1, x1, t2, y) :=
∫
X
χy(x)P (t1, x1, t2, dx)
is the characteristic functional of the transition measure P (t1, x1, t2, dx) for
each t1 6= t2 ∈ T and each x1 ∈ X . In the particular case of P satisfying
Conditions 3.5.(i, ii) with t0 = 0 its characteristic functional is such that
(iii) φ(t1, x1, t2, y) = ψ(t2 − t1, y)χy(x1), where
(iv) ψ(t, y) :=
∫
X
χy(x)P (t, dx) and
(v) ψ(t1 + t2, y) = ψ(t1, y)ψ(t2, y)
for each t1 6= t2 ∈ T and t2− t1 ∈ T and t1+ t2 ∈ T respectively and y ∈ X
∗,
x1 ∈ X .
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4 Non-Archimedean stochastic processes.
4.1. Remark and definition. Ameasurable space (Ω, F) with a probability
Ks-valued measure λ on a covering ring F of a set Ω is called a probability
space and is denoted by (Ω, F, λ). Points ω ∈ Ω are called elementary events
and values λ(S) probabilities of events S ∈ F. A measurable map ξ : (Ω, F)→
(X,B) is called a random variable with values in X , where B is a covering
ring such that B ⊂ Bco(X), Bco(X) is the ring of all clopen subsets of a
locally K-convex space X , ξ−1(B) ⊂ F, where K is a non-Archimedean field
complete as an ultrametric space.
The random variable ξ induces a normalized measure νξ(A) := λ(ξ
−1(A))
in X and a new probability space (X,B, νξ).
Let T be a set with a covering ring R and a measure η : R → Ks.
Consider the following Banach space Lq(T,R, η, H) as the completion of the
set of all R-step functions f : T → H relative to the following norm:
(1) ‖f‖η,q := supt∈T ‖f(t)‖HNη(t)
1/q for 1 ≤ q <∞ and
(2) ‖f‖η,∞ := sup1≤q<∞ ‖f(t)‖η,q, where H is a Banach space over K
(see also §2.5). For 0 < q < 1 this is the metric space with the metric
(3) ρq(f, g) := supt∈T ‖f(t)− g(t)‖HNη(t)
1/q.
If H is a complete locally K-convex space, then H is a projective limit of
Banach spaces H = lim{Hα, π
α
β ,Υ}, where Υ is a directed set, π
α
β : Hα → Hβ
is a K-linear continuous mapping for each α ≥ β, πα : H → Hα is a K-linear
continuous mapping such that παβ ◦ πα = πβ for each α ≥ β (see §6.205 [36]).
Each norm pα on Hα induces a prednorm p˜α on H . If f : T → H , then
πα ◦ f =: fα : T → Hα. In this case L
q(T,R, η, H) is defined as a completion
of a family of all step functions f : T → H relative to the family of prednorms
(1′) ‖f‖η,q,α := supt∈T p˜α(f(t))Nη(t)
1/q, α ∈ Υ, for 1 ≤ q <∞ and
(2′) ‖f‖η,∞,α := sup1≤q<∞ ‖f(t)‖η,q,α, α ∈ Υ, or pseudometrics
(3′) ρq,α(f, g) := supt∈T p˜α(f(t) − g(t))Nη(t)
1/q, α ∈ Υ, for 0 < q < 1.
Therefore, Lq(T,R, η, H) is isomorphic with the projective limit
lim{Lq(T,R, η, Hα), π
α
β ,Υ}. For q = 1 we write simply L(T,R, η, H) and
‖f‖η. This definition is correct, since limq→∞ a
1/q = 1 for each ∞ > a > 0.
For example, T may be a subset of R. Let Rd be the field R supplied
with the discrete topology. Since the cardinality card(R) = c = 2ℵ0 , then
there are bijective mappings of R on Y1 := {0, ..., b}
N and also on Y2 :=
NN, where b is a positive integer number. Supply {0, ..., b} and N with the
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discrete topologies and Y1 and Y2 with the product topologies. Then zero-
dimensional spaces Y1 and Y2 supply R with covering separating rings R1
and R2 contained in Bco(Y1) and Bco(Y2) respectively. Certainly this is not
related with the standard (Euclidean) metric in R. Therefore, for the space
Lq(T,R, η, H) we can consider t ∈ T as the real time parameter. If T ⊂ F
with a non-Archimedean field F, then we can consider the non-Archimedean
time parameter. If T is a zero-dimensional T1-space, then denote by C
0
b (T,H)
the Banach space of continuous bounded functions f : T → H supplied with
the norm:
(4) ‖f‖C0 := supt∈T ‖f(t)‖H <∞.
If T is compact, then C0b (T,H) is isomorphic with the space C
0(T,H) of
continuous functions.
For a set T and a complete locally K-convex space H over K consider
the product K-convex space HT :=
∏
t∈T Ht in the product topology, where
Ht := H for each t ∈ T .
Then take on either X := X(T,H) = Lq(T,R, η, H) or X := X(T,H) =
C0b (T,H) or onX = X(T,H) = H
T a covering ring B such that B ⊂ Bco(X).
Consider a random variable ξ : ω 7→ ξ(t, ω) with values in (X,B) and t ∈ T .
Events S1, ..., Sn are called independent in total if P (
∏n
k=1 Sk) =
∏n
k=1 P (Sk).
Subrings Fk ⊂ F are said to be independent if all collections of events Sk ∈ Fk
are independent in total, where k = 1, ..., n, n ∈ N. To each collection of
random variables ξγ on (Ω, F) with γ ∈ Υ is related the minimal ring FΥ ⊂ F
with respect to which all ξγ are measurable, where Υ is a set. Collections
{ξγ : γ ∈ Υj} are called independent if such are FΥj , where Υj ⊂ Υ for each
j = 1, ..., n, n ∈ N.
Consider T such that card(T ) > n. For X = C0b (T,H) or X = H
T define
X(T,H ; (t1, ..., tn); (z1, ..., zn)) as a closed submanifold of f : T → H , f ∈ X
such that f(t1) = z1, ..., f(tn) = zn, where t1, ..., tn are pairwise distinct points
in T and z1, ..., zn are points in H . For pairwise distinct points t1, ..., tn in
T with Nη(t1) > 0, ..., Nη(tn) > 0 define X(T,H ; (t1, ..., tn); (z1, ..., zn)) as a
closed submanifold which is the completion relative to the norm ‖f‖η,q of a
family of R-step functions f : T → H such that f(t1) = z1, ..., f(tn) = zn. In
these cases X(T,H ; (t1, ..., tn); (0, ..., 0)) is the proper K-linear subspace of
X(T,H) such thatX(T,H) is isomorphic withX(T,H ; (t1, ..., tn); (0, ..., 0))⊕
Hn, since if f ∈ X , then f(t) − f(t1) =: g(t) ∈ X(T,H ; t1; z1) (in the third
case we use that T ∈ R and hence there exists the embedding H →֒ X). For
n = 1 and t0 ∈ T and z1 = 0 we denote X0 := X0(T,H) := X(T,H ; t0; 0).
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4.2. Defintion. We define a (non-Archimedean) stochastic process
w(t, ω) with values in H as a random variable such that:
(i) the differences w(t4, ω)−w(t3, ω) and w(t2, ω)−w(t1, ω) are indepen-
dent for each chosen ω, (t1, t2) and (t3, t4) with t1 6= t2, t3 6= t4, either t1 or
t2 is not in the two-element set {t3, t4}, where ω ∈ Ω;
(ii) the random variable ω(t, ω)− ω(u, ω) has a distribution µFt,u, where
µ is a probability Ks-valued measure on (X(T,H),B) from §4.1, µ
g(A) :=
µ(g−1(A)) for g : X → H such that g−1(RH) ⊂ B and each A ∈ RH , a
continuous linear operator Ft,u : X → H is given by the formula Ft,u(w) :=
w(t, ω) − w(u, ω) for each w ∈ Lq(Ω, F, λ;X0), where 1 ≤ q ≤ ∞, X0 is
the closed subspace of X as in §4.1, RH is a covering ring of H such that
F−1t,u (RH) ⊂ B for each t 6= u in T ;
(iii) we also put w(0, ω) = 0, that is, we consider a K-linear subspace
Lq(Ω, F, λ;X0) of L
q(Ω, F, λ;X), where Ω 6= ∅.
It is seen that w(t, ω) is a Markov process with transition measure P (u, x, t, A) =
µFt,u(A− x).
This definiton is justified by the following Theorem.
4.3. Theorem. Let either X = C0b (T,H) orX = H
T or X = Lg(T,R, η, H)
with 1 ≤ g ≤ ∞ be the same spaces as in §4.1, where the valuation group
ΓK is discrete in (0,∞). Then there exists a family Ψ of pairwise in-
equivalent (non-Archimedean) stochastic processes on Xof the cardinality
card(Ψ) ≥ card(T )card(H) or card(Ψ) ≥ card(R)card(H) respectively.
Proof. Each complete locally K-convex space H is a projective limit of
Banach spaces Hα. Therefore, due to §§2.5 and 4.2 it is sufficient to consider
the case of the Banach spaceH . SinceH is over the fieldK with the valuation
group ΓK discrete in (0,∞), then H is isomorphic with the Banach space
c0(α,K) (see Theorems 5.13 and 5.16 [41]), where α is an ordinal.
Let RK be a covering separating ring of K such that elements of RK
are clopen subsets in K. Then there exists a lot of probability measures m
on (K,RK) with values in Ks, for example, atomic measure with atoms aj
such that for each U ∈ RK either aj ⊂ U or aj ⊂ K \ U . For example, this
can be done for singleton atoms. Let the family Υ of aj be countable and
limj m(aj) = 0, when Υ is infinite. Then m(S) :=
∑
aj⊂S aj for each S ∈ RK
and ‖m‖ = supj |m(aj)|. If K is infinite and contains a locally compact
infinite subfield F with a nontrivial valuation, then K can be considered
as a locally F-convex space. As the locally F-convex space K in its weak
topology is isomorphic with Fγ , since ΓF is discrete in (0,∞) and there is the
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non-Archimedean variant of the Hahn-Banach theorem, where γ is a set (see
[36, 41]). Having a measure on F we can construct a probability measure on
K due to Theorem 2.8 and Note 2.9 and Remarks 2.5.
Therefore, consider also the particular case of the locally compact field
K. IfK is infinite, then eitherK ⊃ Qp orK = Fp(θ) with the corresponding
prime number p, since K is with the nontrivial valuation [46]. If K is finite,
then K = Fp. Let s be a prime number such that s 6= p, then K is s-free
as the additive topological group (see the Monna-Springer theorem in §8.4
[41]). Therefore, there exists theKs-valued Haar measure w onK, that is, the
bounded measure on each clopen compact subset of K with w(B(K, 0, 1)) =
1 and w(y + A) = w(A) for each A ∈ Bco(K) and each y ∈ K, where
B(Y, y, r) := {z : z ∈ Y, d(y, z) ≤ r} is the ball in an ultrametric space Y
with an ultrametric d and a point y ∈ Y .
We have the following isomorphisms:
Lg(T,R, η, H) = Lg(T,R, η,K)⊗H and
C0b (T,H) = C
0
b (T,K) ⊗ H , moreover, L
g(T,R, η,K) is isomorphic with
c0(βL,K) and C
0
b (T,K) is isomorphic with c0(βC ,K), where βL and βC are
ordinals, since ΓK is discrete (see Chapter 5 [41]). The locally K-convex
space HT is isomorphic with Y1 ⊗H , where Y1 := K
T . On the other hand,
the Banach space c0(α,K) in its weak topology τw is isomorphic with K
T
for card(α) = card(T ), since the valuation group of K is discrete in (0,∞)
(see §8.203 in [36]). Therefore, the ring of clopen subsets in (c0(α,K), τw)
supplies Y1 with the covering separating ring. If µ1 and µ2 are Ks-valued
measures on Banach spaces Y1 and Y2 with covering rings R1 and R2 respec-
tively, then µ1 ⊗ µ2 is the Ks-valued measure on (Y1 ⊗ Y2,R1 ×R2). In the
Banach space c0(β,K) there exists the canonical base (ej : j ∈ β), where
ej := (0, ..., 0, 1, 0, ...) with 1 on the j-th place. With this standard base are
associated projections πj1,...,jn(x) :=
∑n
l=1 x
jlejl for each j1, ..., jn ∈ β and
each n ∈ N and for each vector x ∈ c0(β,K) with coordinates x
j ∈ K in the
standard base. Consider a covering separating ring R of c0(β,K) such that
R :=
⋃
j1,...,jn∈β;n∈N(πj1,...,jn)
−1(Bco(spanK(ej1 , ..., ejn)),
where spanK(zl : l ∈ γ) := {x : x ∈ c0(β,K); x =
∑
j∈ζ a
jzj ; a
j ∈ K;
card(ζ) < ℵ0} for each γ ⊂ β. On the completion Rµ there exists a proba-
bility Ks-valued measure µ generated by a bounded cylindrical distribution
as in §2.8, §2.9 or §2.15. For example, each µj(dx) := fj(x)w(dx) is a mea-
sure on K, where fj ∈ L(K,R(K), w,Ks), w is either the Haar measure or
any other probability measure on K, µj = πj(µ) for each j ∈ β.
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In particular, for card(β) ≤ ℵ0 and locally compact K non-Archimedean
infinite field with nontrivial valuation there exists µ such thatRµ ⊃ Bco(c0(β,K)).
For this consider on the Banach space c0 := c0(ω0,K) a linear operator
J ∈ L0(c0), where L0(H) denotes the Banach space of compact K-linear op-
erators on the Banach space H , such that Jei = viei with vi 6= 0 for each i
and a measure ν(dx) := f(x)w(dx), where f : K→ B(K, 0, r) with r ≥ 1 is a
function belonging to the space L(K,Rw, w,Ks) such that lim|x|→∞ f(x) = 0
and ν(K) = 1, ‖S‖ν > 0 for each clopen subset S in K, for example, when
f(x) 6= 0 w-almost everywhere. In particular we can choose ν with ‖ν‖ = 1.
In view of Lemma 2.3 and Theorem 2.30 from II [32] and Theorem 2.8 there
exists a product measure
(i) µ(dx) :=
∏∞
i=1 νi(dx
i) on the ring Bco(c0) of clopen subsets of c0, where
(ii) νi(dx
i) := f(xi/vi)ν(dx
i/vi).
Consider, for example, the particular case of X = C0(T,H) with compact
T . If t0 ∈ T is an isolated point, then C
0(T,H) = C0(T \ {t0}, H)⊕ H , so
we consider the case of T dense in itself. Let Z be a compact subset without
isolated points in a local field K. Then the Banach space C0(Z,K) has
the Amice polynomial orthonormal base Qm(x), where x ∈ Z, m ∈ No :=
{0, 1, 2, ...} [1]. Each f ∈ C0 has a decomposition f(x) =
∑
m am(f)Qm(x)
such that limm→∞ am = 0, where am ∈ K. These decompositions establish
the isometric isomorphism θ : C0(T,K) → c0(ω0,K) such that ‖f‖C0 =
maxm |am(f)| = ‖θ(f)‖c0. If ui are roots of basic polynomils Qm as in [1],
then Qm(ui) = 0 for each m > i. The set {ui : i} is dense in T .
The locally K-convex space X = X(T,H) is isomorphic with the tensor
product X(T,K)⊗H (see §4.R [41] and [36]). If Ji ∈ L0(Yi) is nondegenerate
for each i = 1, 2, that is, ker(Ji) = {0}, then J := J1 ⊗ J2 ∈ L0(Y1 ⊗ Y2)
is nondegenerate (see also Theorem 4.33 [41]). If X(T,K) and H are of
separable type over a non-Archimedean locally compact infinite field K with
nontrivial valuation, then we can construct a measure µ on X such that
Rµ ⊃ Bco(X). The case H
T we reduce to (c0(α,K), τw) ⊗ H as above.
Put Y1 := X(T,K) and Y2 := H and J := J1 ⊗ J2 ∈ L0(Y1 ⊗ Y2), where
J1em := αmem such that αm 6= 0 for each m and limi αi = 0. Take J2 also
nondegenerate. Then J induces a product measure µ on X(T,H) such that
µ = µ1⊗µ2, where µi are measures on Yi induced by Ji due to Formulas (i, ii).
Analogously considering the following subspace X0(T,H)and operators J :=
J1⊗J2 ∈ L0(X0(T,K)⊗H) we get the measures µ on it also, where t0 ∈ T is a
marked point. On the other hand, the spaceX(T,H) is Lindelo¨f (see §3.8 [9]),
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hence each subset U open in X(T,H) is a countable union of clopen subsets.
Hence the characteristic function ChU of U belongs to L(X,R, µ,Ks), since
‖µ‖ = supxNµ(x) < ∞, consequently, Rµ ∋ U . In general the conditon
Rµ ⊃ Bco(X0) is not imposed in §4.1 and in Definiton 4.2, so Rµ may be
any covering ring of X0.
For each finite number of pairwise distinct points (t0, t1, ..., tn) in T and
points (0, z1, ..., zn) in H there exists a closed subset
X(T,H ; (t0, t1, ..., tn); (0, z1, ..., zn)) in X(T,H) such that
X(T,H ; (t0, t1, ..., tn); (0, z1, ..., zn)) = (0, z1, ..., zn)+X(T,H ; (t0, t1, ..., tn); (0, ..., 0)),
where X(T,H ; (t0, t1, ..., tn); (0, ..., 0)) is the K-linear subspace in X(T,H).
Therefore,
(iii) rings F−1t2,t1(R(H)) and F
−1
t4,t3(R(H)) are independent subrings in the
ring R(X(T,H)), when (t1, t2) and (t3, t4) satisfy Condition 4.2.(i), where
covering rings R(H) and R(X) and measures µ, µ1 and µ2 are as above.
Put P (t1, x1, t2, A) := µ({f : f ∈ X(T,H ; (t0, t1); (0, x1)), f(t2) ∈ A})
for each t1 6= t2 ∈ T, x1 ∈ H and A ∈ R(H). In view of (iii) we get, that P
satisfies Conditions 3.2.(i− iv). By the above construction (and Proposition
3.3.1 also) the Markov cylindrical distribution µ˜x0 induced by µ is bounded,
since µ is bounded, where x0 = 0 for X0(T,H). Let Υ be a set of elementary
events ω := {f : f ∈ X(T,H ; (t0, t1, ..., tn); (0, x1, ..., xn))}, where Λω is a fi-
nite subset ofN, xi ∈ H , (ti : i ∈ Λω) is a subset of T\{t0} of pairwise distinct
points. There exists the ring U˜ of cylindrical subsets of X0(T,H) induced
by projections πs : X0(T,H) → H
s, where Hs :=
∏
t∈sHt, s = (t1, ..., tn)
are finite subsets of T , Ht = H for each t ∈ T . This induces the covering
ring R(Υ) of Υ, where (Υ,R(Υ), ν) is the image of (X0(T,H), U˜, µ˜x0) due
to Proposition 2.6. In view of the Kolmogorov theorem 2.15.2 and §2.5 µ˜x0
on (X0(T,H), U˜) induces the probability measure ν on (Υ,Rν(Υ)). For each
probability space (Ω, F, λ) and a measurable mapping π : Ω → Υ, that is,
π−1(R(Υ)) ⊂ F, such that π(λ) = ν we get the space Lq(Ω, F, λ,X0) and the
realization of the stochastic process ξ(t, ω). In particular, we can take Ω = Υ
and π = id.
In the case X(T,H) = HT (apart from C0(T,H) and Lq(T,R, η, H)) it is
sufficient to take any bounded linear operator J1 on Y1, that is, J1 ∈ L(Y1),
that brings the difference, when card(T ) ≥ ℵ0.
Therefore, using cylindrical distributions we get examples of such mea-
sures µ for which stochastic processes exist. Hence to each such measure on
X0(T,H) there corresponds the stochastic process.
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Evidently, on the field K there exists a family ΨK of inequivalent Ks-
valued measures of the cardinality card(ΨK) ≥ card(K), since the subfam-
ily of atomic measures satisfies this inequality. In the particular case of
Cp ⊃ F ⊃ Qp or F = Fp(θ) we use the Haar measure w also for which
card(Lq(F, w, Bco(F),Ks)) = c := card(R) for each 1 ≤ q ≤ ∞. In view
of the non-Archimedean variant of the Kakutani theorem (see II.3.5 [32]) we
get the inequalities for card(Ψ), since card(H) = card(βH)card(K). In par-
ticular, for T = B(K, 0, r) with r > 0 and a locally compact field K either
K ⊃ Qp or K = Fp(θ) considering all operators J := J1 ⊗ J2 ∈ L0(Y1 ⊗ Y2)
and the corresponding measures as above we get cℵ0 = c inequivalent mea-
sures for each chosen f .
Note. Evidently, this theorem is also true for C0(T,H), that follows from
the proof. If take ν with supp(ν) = B(K, 0, 1), then repeating the proof it
is possible to construct µ with supp(µ) ⊂ B(C0(T,K), 0, 1) × B(H, 0, 1).
Certainly such measure µ can not be quasi-invariant relative to shifts from a
dense K-linear subspace in C0(T,H), but (starting from the Haar measure
w on F) µ can be constructed quasi-invariant relative to a dense additive
subgroup G′ of B(C0(T,K), 0, 1) × B(H, 0, 1), moreover, there exists µ for
which G′ is also B(K, 0, 1)-absolutely convex.
5 Poisson processes.
5.1. Definition. Let T be an additive group such that T ⊂ B(Ks, 0, r) and
0 6= ρ ∈ Ks with |ρ|r < s
1/(1−s), where Ks is a field such that Qs ⊂ Ks ⊂
Cs, Ks is complete as the ultrametric space. Consider a stochastic process
ξ ∈ Lq(Ω, F, λ,X0(T,H)) such that the transition measure has the form
P (t1, x, t2, A) := P (t2 − t1, x, A) := Exp(−ρ(t2 − t1))P (A− x)
(see §3.2 and §4.2) for each x ∈ H and A ∈ RH and t1 and t2 in T , where
Exp(x) :=
∑∞
n=0 x
n/n!. Then such process is called the Poisson process.
5.2. Proposition. Let
P (A− x) =
∫
H P (−x+ dy)P (A− y) for each x ∈ H and A ∈ RH and
P (H) = 1 and ‖P‖ = 1,
then there exists a measure µ on X0(T,H) for which the Poisson process
exists.
Proof. The exponential function converges if |x| < s1/(1−s), since |n!|−1s ≤
s(n−1)/(s−1) for each 0 < n ∈ Z in accordance with Lemma 4.1.2 [24]. Hence
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|Exp(−ρ(t2−t1))−1| < 1 for each t1 and t2 in T , consequently, |Exp(−ρ(t2−
t1))| = 1. Take
µt1,...,tn := P (t2 − t1, 0, ∗)...P (tn − tn−1, 0, ∗) on
Rt1,...,tn := Rt1 × ...×Rtn
for each pairwise distinct points t1, ..., tn ∈ T , where
µt1,...,tn = πt1,...,tn(µ) and
πt1,...,tn : X0(T,H)→ Ht1 × ...×Htn
is the natural projection, Ht = H for each t ∈ T . There is a family Λ of
all finite subsets of T directed by inclusion. In view of Theorem 2.14 the
cylindrical distribution µ generated by the family P (t2 − t1, x, A) has an
extension to a measure on X0(T,H). All others conditions are satisfied in
accordance with §4.2 and §5.1.
5.3. Note. Let K be a complete ultrametric space with an ultrametric
d, that is,
d(x, y) ≤ max(d(x, z), d(y, z)) for each x, y, z ∈ X .
Let
d(x, y) := max1≤i≤n d(xi, yi)
be the ultrametric in Kn, where x = (xi : i = 1, ..., n) ∈ K
n, xi ∈ K. Put
K˜n := (x ∈ Kn : xi 6= xj for each i 6= j).
Supply K˜n with an ultrametric
δnK(x, y) := d
n
K(x, y)/[max(d
n
K(x, y), d
n
K(x, (K˜
n)c), d(y, (K˜n)c)],
where Ac := Kn \ A for a subset A ⊂ Kn. Then (K˜n, δnK) is the complete
ultrametric space. Let also BnK denotes the collection of all n-point subsets
of K. Then the ultrametric δnK is equivalent with the following ultrametric
d
(n)
K (γ, γ
′) := infσ∈Σn d
n
K((x1, ..., xn), (x
′
σ(1), ..., x
′
σ(n))),
where Σn is the symmetric group of (1, ..., n), σ ∈ Σn, σ : (1, ..., n) →
(1, ..., n); γ, γ′ ∈ BnK . For each subset A ⊂ K a number mapping NA :
BnK → No is defined by the following formula: NA(γ) := card(γ ∩A), where
N := {1, 2, 3, ...}, No := {0, 1, 2, 3, ...}. It remains to show, that δ
n
K is the
ultrametric for the ultrametric space (K, d). For this we mention, that
(i) δnK(x, y) > 0, when x 6= y, and δ
n
K(x, x) = 0.
(ii) δnK(x, y) = δ
n
K(y, x), since this symmetry is true for d
n
K and for [∗] in
the denumerator in the formula defining δnK . To prove
(iii) δnK(x, y) ≤ max(δ
n
K(x, z), δ
n
K(z, y))
we consider the case δnK(x, z) ≥ δ
n
K(y, z), hence it is sufficient to show, that
δnK(x, y) ≤ δ
n
K(x, z). Let
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(a) dnK(x, z) ≥ max(d
n
K(z, (K˜
n)c), dnK(x, (K˜
n)c)),
then δnK(x, z) = 1, hence δ
n
K(x, y) ≤ δ
n
K(x, z), since δ
n
K(x, y) ≤ 1 for each
x, y ∈ K˜n. Let
(b) dnK(x, (K˜
n)c) > max(dnK(x, z), d
n
K(z, (K˜
n)c)), then
δnK(x, z) = d
n
K(x, z)/d
n
K(x, (K˜
n)c) ≤ 1. Since dnK(z, A) := infa∈A d
n
K(z, a),
then
dnK(z, (K˜
n)c) ≤ max(dnK(y, (K˜
n)c), dnK(y, z)).
If dnK(x, z) < d
n
K(z, (K˜
n)c) and dnK(x, y) ≤ d
n
K(x, z), then
dnK(z, (K˜
n)c) ≤ dnK(x, (K˜
n)c). Hence
dnK(x, y)max(d
n
K(x, z), d
n
K(x, (K˜
n)c), dnK(z, (K˜
n)c))
≤ dnK(x, z)max(d
n
K(x, y), d
n
K(x, (K˜
n)c), dnK(y, (K˜
n)c)).
With the help of (ii) the remaining cases may be lightly written.
5.4. Notes and definitions. As usually let
BK :=
⊕∞
n=0B
n
K ,
where B0K := {∅} is a singleton, BK ∋ x = (xn : xn ∈ B
n
K , n = 0, 1, 2, ...). If a
complete ultrametric space X is not compact, then there exists an increasing
sequence of subsets Kn ⊂ X such that X =
⋃
nKn and Kn are complete
spaces in the induced uniformity fromX . Moreover, Kn can be chosen clopen
in X . Then the following space
ΓX := {γ : γ ⊂ X and card(γ ∩Kn) <∞ for each n}
is called the configuration space and it is isomorphic with the projective limit
pr − lim{BKn, π
n
m,N}, where π
n
m(γm) = γn for each m > n and γn ∈ BKn .
If dn denotes the ultrametric in BKn, then dn+1|BKn = dn, since Kn ⊂ Kn+1.
Then
∏∞
n=1BKn =: Y in the Tychonoff product topology is ultrametrizable,
that induces the ultrametric in ΓX , for example,
ρ(x, y) := dn(xn, yn)p
−n is the ultrametric in ΓX ,
where n = n(x, y) := min(xj 6=yj) j, x = (xj : j ∈ N, xj ∈ BKj), 1 < p ∈ N.
Let K ∈ {Kn : n ∈ N}, then mK denotes the restriction m|K , where
m : R → Ks is a measure on a covering ring Rm of X , Kn ∈ Rm for each
n ∈ N. Suppose that Knl ∈ Rmn for each n and l in N, where Rm is the
completion of the covering ring Rn of Xn relative to the product measure
mn =
⊗n
j=1mj , mj = m for each j. Then m
n
K :=
⊗n
j=1(mK)j is a measure
on Kn and hence on K˜n, when m is such that ‖m|(Kn\K˜n)‖ = 0, for example,
non-atomic m, where (mK)j = mK for each j. Let m(Kl) 6= 0 for each l ∈ N,
m(X) 6= 0 and ‖m‖ < s1/(1−s). Therefore,
(i) PK,m := Exp(−m(K))
∑∞
n=0mK,n/n!
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is a measure on R(BK), where
R(BK) = BK ∩ (
⊕∞
n=0Rmn),
mK,0 is a probability measure on the singleton B
0
K , and mK,n are images of
mnK under the following mappings:
pnK : (x1, ..., xn) ∈ K˜
n → {x1, ..., xn} ∈ B
n
K .
Such system of measures PK,n is consistent, that is,
πnl (PKl,m) = PKn,m for each n ≤ l.
This defines the unique measure Pm on R(ΓX), which is called the Poisson
measure, where πn : Y → BKn is the natural projection for each n ∈ N (see
for comparison the case of real-vauled Poisson measures in [44]). For each
n1, .., nl ∈ No and disjoint subsets B1, ..., Bl in X belonging to Rm there is
the following equality:
(ii) Pm(
⋂l
j=1{γ : card(γ ∩ Bi) = ni}) =
∏l
i=1m(Bi)
niExp(−m(Bi))/ni!.
There exists the following embedding ΓX →֒ SX , where
SX := lim{EKn , π
n
m,N} is the limit of an inverse mapping sequence,
EK :=
⊕∞
l=0K
l for each K ∈ {Kn : n = 0, 1, 2, ...}.
The Poisson measure Pm on R(ΓX) considered above has an extension on
R(SX) such that ‖Pm|SX\ΓX‖ = 0. If each Kn is a complete K-linear space,
then EK and SX are complete K-linear spaces, since
SX ⊂ (
∏∞
n=1EKn).
Then on R(SX) there exists a Poisson measure Pm, but without the restric-
tion ‖mnK |Kn\K˜n‖ = 0, where
(iii) PK,m := Exp(−m(K))
∑∞
n=0m
n
K/n!,
πnl (PKl,m) = PKn,m for each n ≤ l.
5.5. Corollary. Let suppositions of Proposition 5.2 be satisfied with
H = SX for a complete K-linear space X and P (A) = Pm(A) for each
A ∈ R(SX), then there exists a measure µ on X0(T,H) for which the Poisson
process exists.
5.6. Definition. The stochastic process of Corollary 5.5 is called the
Poisson process with values in X .
5.7. Note. If ξ ∈ Lq(Ω, F, λ;X0(T,H)) is a stochastic process, then its
mean value at the moment t ∈ T is defined by the following formula:
(i) Mt(ξ) :=
∫
Ω
ξ(t, ω)λ(dω).
Let H = K be a field, where Qp ⊂ K ⊂ Cp, let also λ be with values in K.
Suppose that
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‖{ω : |ξ(t, ω)| > R}‖λ = 0 for each t ∈ T for some R > 0.
Let ρ ∈ B(K, 0, c) and let T be a subgroup of B(K, 0, r), where Rmax(c, r) <
p1/(1−p), K is the locally compact field. Let
P˜ 1 : C0(B(K, 0, c),K)→ C1(B(K, 0, c),K)
be an antiderivation operator (see also §§54, 80 [43]).
5.8. Theorem. (Non-Archimedean analog of the Le`vy theorem.) Let
ψ be a continuously differentiable function, from T into K belonging to
P˜ 1(C0(B(K, 0, c),K)) and ψ(0) = 0. Then there exists a stochastic process
such that
Mt(Exp(−ρξ(t, ω))) = Exp(−tψ(ρ))
for each t in T and each ρ ∈ B(K, 0, c).
Proof. For the construction of ξ consider solution of the following equa-
tion
Mt[Exp(−ρξ(t, ω))] = Exp(−tψ(ρ)).
Then e(t) = e(t−s)e(s) for each t and s in T and each ρ ∈ B(K, 0, c), where
eρ(t) := e(t) := Mt(Exp(−ρξ(t, ω))).
Hence
∂eρ(t)/∂ρ = −tψ
′(ρ)Exp(−tψ(ρ)), consequently,
ψ′(ρ) = t−1
∫
K l EXP (−ρl)P ({ω : ξ(t, ω) ∈ dl})
for each t 6= 0, where EXP is the locally analytic extension of Exp on K
(with values in {x : x ∈ Cp, |x− 1| < 1}, see [43]). In particular,
limt→0,t6=0 t
−1
∫
K l EXP (−ρl)P ({ω : ξ(t, ω) ∈ dl}).
By the conditions of this theorem we have
ψ(ρ) = P˜ 1βψ
′(β)|ρ0.
Consider a measure m on a separating covering ring R(K) such that R(K) ⊃
Bco(K) ∪ {0} with values in K such that
m(dl) := limt→0,t6=0 lP ({ω : ξ(t, ω) ∈ dl})/t.
Therefore,
ψ(ρ) = P˜ 1β (
∫
KEXP (−βl)m(dl))|
ρ
0.
From ψ(0) = 0 we have eρ(1) = 1 for each ρ, consequently,
ψ(ρ) = ρm0 +
∫
K[1−EXP (−ρl)]l
−1m(dl),
where m0 := m({0}), since
liml→0,l 6=0[1− EXP (−ρl)]/l = ρ and
lim
ρ→0,ρ6=0
∫
B(K,0,k)
[1− EXP (−ρl)]l−1m(dl) = 0
28
for each k > 0. Define a measure n(dl) such that n({0}) = 0 and n(dl) =
l−1m(dl) on K \ {0}, then
ψ(ρ) = ρm0 +
∫
K[1 − EXP (−ρl)]n(dl). We search a solution of the
problem in the form
ξ(t, ω) = tm0 +
∫
K lη(t, dl, ω),
where η(t, dl, ω) is the measure on R(K) for each fixed t ∈ T and ω ∈ Ω such
that its moments satisfy the Poisson distribution with the Poisson measure
Ptn, that is,
Mt[η
k(t, dl, ω)] =
∑
s≤k as,k(tn)
s(dl)/s!
for each t ∈ T , where a0,j = 0, a1,j = 1 and recurrently
ak,j = k
j −
k∑
s=1
(
k
s
)
ak−s,j
for each k ≤ j, in particular, aj,j = j!, that is,
ak,j =
∑
s1+...+sk=j,s1≥1,...,sk≥1
[j!/(s1!...sk!)].
Using the fact that the set of step functions is dense in L(K,R(K), n,Cp)
we get
Mt[EXP (−ρ
∫
K
lη(t, dl, ω))] = lim
Z
Mt[
∏
j
EXP (−ρljη(t, δj, ω))]
= lim
Z
∏
j
Mt[EXP (−ρljη(t, δj, ω))] = lim
Z
EXP (−ρt
∑
j
(1−EXP (−ρlj))n(δj))
= EXP [−ρt
∫
K
(1− EXP (−ρl)n(dl)],
where Z is an ordered family of partitions U of K into disjoint union of
elements of R(K), U ≤ V in Z if and only if each element of the disjoint
covering U is a union of elements of V, lj ∈ δj ∈ U ∈ Z. The limit
limU∈Z f(U) =: limZ f = a
means that for each ǫ > 0 there exists U such that for each V with U ≤ V
we have
|a− f(V)| < ǫ,
where f(U) is one of the functions defined as above with lj ∈ δj ∈ U , that is,
f(U) =Mt[g ◦ h(η)],
where g ◦ h(η) is the composition of the continuous function g and of
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h(η) =
∫
K ζ(y)η(t, dy, ω)
with the step function ζ . We get the equation
Mt[EXP (−ρξ(t, ω)] = EXP (−ρtm0)Mt[EXP (−ρ
∫
K
lη(t, dl, ω))].
In view of Corollary 5.5 it defines the stochastic process with the probability
space (Ω, F, λ), the existence of which follows from the second half of §4.3.
5.9. Note. From the preceding results it follows, that there are several
specific features of non-Archimedean stochastic processes and in particular
Poisson processes in comparison with the classical case. For this there are
several reasons. The non-Archimedean infinite field K with nontrivial valu-
ation has not any linear ordering compatible with its field structure. In the
non-Archimedean case there is not any indefinite integral. Theory of analytic
functions and elements has many specific features in the non-Archimedean
case [11, 43]. Moreover, interpretations of probabilities also are different
[23, 24].
We have started our collaboration with the investigation of one problem
formulated few years ago by A. Khrennikov and A.C.M. van Rooij. It was
in the study of non-Archimedean analogs of the Kolmogorov theorem for
measures with values in non-Archimedean fields.
S. Ludkovsky is sincerely grateful to A. Khrennikov for his hospitality at
International Center for Mathematical Modeling of Va¨xjo¨ University.
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