The concept of device-to-Device (D2D) communication as an underlay coexistence with cellular networks gains many advantages of improving system performance. In this paper, we model such a two-layer heterogenous network based on stochastic geometry approach. We aim at minimizing the expected power consumption of the D2D layer while satisfying the outage performance of both D2D layer and cellular layer. We consider two kinds of power control schemes. The first one is referred as to independent power control where the transmit powers are statistically independent of the networks and all channel conditions. The second is named as dependent power control where the transmit power of each user is dependent on its own channel condition. A closed-form expression of optimal independent power control is derived, and we point out that the optimal power control for this case is fixed and not relevant to the randomness of the network. For the dependent power control case, we propose an efficient way to find the close-to-optimal solution for the power-efficiency optimization problem. Numerical results show that dependent power control scheme saves about half of power that the independent power control scheme demands.
I. INTRODUCTION
The exponentially increasing data traffic and requirements of user experiences call for dramatic expansion of energy consumption. To meet the high demands of resource saving and environ-The rest of the paper are structured as follows. Section II describes the system model and problem formulation. Sections III and IV present our main results of independent and dependent power control schemes, respectively. Comprehensive numerical results are provided in Section V. Finally, Section VI concludes this paper.
II. SYSTEM MODEL

A. Network Model
We consider the cellular network where the D2D users and cellular users coexist by the spectrum-sharing manner. Here we assume that the transmission mode, i.e., direct mode via D2D link and cellular mode via BS, is predetermined for each user. The locations of the D2D transmitters and cellular users are modeled as independent stationary Poisson Point Processes (PPP). Denote Φ c (Φ d ) and λ c (λ d ) as the locations and density of cellular (D2D) users, respectively. For simplicity, the distance between transmitter and receiver of each D2D (cellular) user is assumed to be fixed and denoted as r d (r c ). In this paper, we consider that the D2D users reuse the uplink spectrum of the cellular users. The network is assumed to be interference limited, so that the background noise is neglected [7] , [12] .
B. Channel Model
Denote x kk ′ as the distance between users k and k ′ , k = k ′ . The signal-to-interference ratio (SIR) at the receiver of D2D user k is given by
where α is the path-loss exponent, P i is the transmit power of user i and h ij denote the i.i.d
Rayleigh fading coefficients with E[h ij ] = 1, where E[·] is the expectation operator. If k is a cellular user, we just swap the subscripts c by d.
The transmit powers are assumed to be independent random variables for each user. It is also assumed that the users in the same network have identical transmit power distribution, but the distribution may vary from one network to another. We consider two scenarios. The first one is that the transmit power of each user is independent of channel conditions. We refer to this scenario as independent power control. The second one is that the transmit power of each user is dependent on the channel condition between its transmitter and its receiver. This is referred to as dependent power control.
According to properties of Palm distribution in [13] , the SIR distributions of all users in the same network are identical if the networks are stationary PPP and independent. Therefore, without loss of generality, in the following, our attention will focus on two typical users, one for cellular user and the other for D2D user. The concept of typical is commonly used in the literature [11] , [14] , [15] .
We define the feasibility region F as the set of density pair (λ c , λ d ) such that make the outage probability is below specified thresholds ǫ c and ǫ d for the typical cellular and D2D users, respectively. Mathematically,
where c and d represent the typical cellular and D2D users, respectively; θ c and θ d is the SIR requirements for the typical cellular and D2D users, respectively. Then the feasibility region can be expressed as:
C. Problem Formulation
Based on the Campbell's formula [13] , we know that if A is any region with area 1,
is the average power consumption of D2D users per unit area.
Hence, the goal of this paper is to minimize the averaged power consumption of the typical D2D user while maintaining the outage probabilities of the typical D2D and cellular users are below specified thresholds. The problem can be formulated as
P1: min
P d E[P d ](3)s.t. Pr(SIR i ≤ θ i ) ≤ ǫ i , i ∈ {c, d}(4)0 ≤ P d ≤ P d,max .(5)
III. INDEPENDENT CASE
In this section, we analyze the independent case where the transmit power of the typical D2D
user is independent of channel conditions. 
A. Feasibility Region
Due to the outage probability constraints, the problem P1 is not always feasible. To make sure that P1 will not have an empty set of solution, we should firstly analyze the feasibility region that depends on the system parameters.
Lemma 3.1: For the independent power control,
Note that (??) implies that the interference is infinity if δ ≥ 1. This means that the independent power control cannot be used in the networks where the path-loss exponent α ≤ 2. Thus we only consider the case δ < 1 in this section.
With the distribution of SIRs derived in (??), we provide the feasibility region in the following theorem.
Theorem 3.1:
, for given P c , the feasibility region with respect to the independent power control is given by The following corollary yields the way to achieve the feasibility region.
. For any pair (λ c , λ d ) that is in the feasibility region given by Theorem 3.1, the constraint (4) holds if
1 lim x→0 + exp{−1/x} = 0 exp{−1/0}.
The proof of Corollary 3.1 can be obtained from the proof of Theorem 3.1.
B. Minimizing Averaged Power Consumption
In this subsection, we study the optimization problem P1. It is assumed that the density pair 
P2:
min
Theorem 3.2:
The optimal solution for the problem P2 is
where "a.s." means with probability 1.
Proof: Please see Appendix D.
Note that the optimal power allocation in (??) is a constant, which means that the optimal power allocation is fixed and without any randomness of the networks.
It is remarkable that we assume
in above derivations. If without the assumption, our fixed power control will be relaxed to random power control as in [16] and the feasibility region may be enlarged. However,
≈ 0.63 is not practical for outage threshold design.
IV. DEPENDENT CASE
In this section, we analyze the dependent case where the transmit power of the typical D2D user is dependent on the channel condition between its transmitter and receiver. 2 Without loss of generality, it is also assumed that P Like the previous section, we first study the feasibility region of the dependent power control case. However, the dependent case is more complex than the independent case. To make our analysis tractable, we adopt a lower bound of the expression of outage probability.
Lemma 4.1:
For the dependent power control, a lower bound of outage probability is
where
and h i is the channel gain between the transmitter and receiver, i ∈ {c, d}.
Proof: Please see Appendix B.
The tightness of this lower bound can be proved using the similar method in [15] and the details are omitted here. It is observed that if ǫ i is small, θ i is also small. According to Jensen's inequality and the fact that function e −x is close to be a linear function, we further introduce an approximation for (??) to ease the analysis.
where i ∈ {c, d}. Notice that the approximation is also similarly used in [10] where a specific power control scheme in a single network.
With the approximation (14) , the outage probability constraint becomes
and the feasibility region can be characterized by the following theorem.
Theorem 4.1:
The feasibility region with the dependent power control is given by
Proof: Please see Appendix E.
Corollary 4.1:
For any density (λ c , λ d ) that is in the feasibility region given by Theorem 4.1, (??) holds if
Corollary 4.1 can be regarded as fractional power control with the exponent 0.5. The properties of fractional power control has been discussed in [10] , where the authors prove that the fractional power control with exponent 0.5 can minimize the approximation (14) among all the fractional power control policies. Our result in Corollary 4.1 demonstrates another optimality: the fractional power control with exponent 0.5 also leads to the largest feasibility region among all the dependent power control policies.
B. Minimizing Averaged Power Consumption
In this subsection, we consider the optimization problem P1 under dependent power control.
Like [10] , we drop the peak power constrain. We also assume that (λ c , λ d ) is given and feasible.
The problem can be rewritten as
P3
: min
Lemma 4.2:
If the optimal power allocation P ⋆ satisfies (18)- (20) , then there exists
Proof: Please see Appendix F.
The above Lemma reveals that we should only focus on the deterministic functions, because the additional randomness will not improve performance.
Due to extremely sophisticated structure of the function spaces, finding the extremal point for functionals is very nontrivial. We then propose an efficient method to solve the power control problem in a suboptimal way by conducting three ordinary relaxations. Firstly, instead of considering the function
where M is large. This is possible since channel gain can not be infinity in practice. For the points outside this interval, the function is defined to be 0. This relaxation is plausible because when the M is large, we can cover almost all the status of channel gain. The second relaxation is to consider the function to be piecewise constant with each interval of constant very small. Based on these two relaxation, the function is converted to be:
where 0 = x 0 < x 1 < x 2 ... < x N = M. In this case the choices of {x i } N i=0 decide the accuracy of the relaxation. Hence, P3 becomes:
. This is a geometry programming problem and can be solved efficiently since geometry programming problems can be transformed into convex problems.
V. NUMERICAL RESULTS
In this section, the implications of independent and dependent power control are illustrated through plots and figures. As default parameters, the simulation assumes:
A. Feasibility Region under Different Schemes
If P c is given, Theorems 3.1 and 4.1 describe the feasibility region under independent and dependent control respectively. Fig. 1 reveals the feasibility versus peak power constraint for the independent control. It can be observed that a) the peak power constraint of P d can significantly reduce the supported λ c ; b) when the peak power constraint exceeds a certain level, it will not have any effect on the feasibility region.
On the other hand, Fig. 2 illustrates the case of dependent power control when different P c 's are given. Recall Theorem 2 that if then the feasibility region is calculated for a specific P c , any scalar of P c will not change this region. Thus, we omit the coefficient of P c . We study the feasibility region when P c = h −s , i.e., P c is using fractional power control [10] . We can observe from the figure: a) channel inverse and constant power control have the same feasibility region,
outperforms others that was considered. 
B. Numerical Results of Minimal Averaged Power
In this subsection, we consider two problems.
1) Convergence Problem:
First, we consider the minimal averaged power consumption versus N. Note that h −δ changes really fast when h is close to zero. Thus, we design {x i } N i=0 as follows:
we will show that if N is sufficient large, the minimal averaged power consumption will finally converge. The result is given in Fig. 3 . P c = 1 is set and we simulate for different λ d 's. From the figure, it is observed that when N is greater than 2500, the minimal average power consumption will converge. This shows the effectiveness of our proposed method in Section IV-B. 
2) Comparison between Independent and Dependent Power Control:
In this part, we compare the performance of the independent and dependent power control policies. Intuitively, dependent power control should have better performance. We investigate the relationship between λ d and the minimal power consumption. This comparison is conducted under the condition that P c = 1 is a constant. Here N is set to be 5000. The result is shown in Fig. 6 . From the figure, it is clear that dependent power control saves about 50% power than independent power control. However, there is no free lunch. In order to save this energy, the D2D users should know the channel status at the transmitter side.
VI. CONCLUSION
In this paper, we considered the power minimization problem of D2D users to guarantee outage probabilities of both D2D and cellular users. For the random networks, two power control schemes, namely independent and dependent power control, were proposed based on stochastic geometry. For these two schemes, we first analyzed the feasibility of the powerefficiency problem. Then optimal and close-to-optimal solutions for the two schemes were proposed respectively. Numerical results showed that the dependent power control saves about 50% power than the independent power control.
APPENDIX A CALCULATION OF OUTAGE PROBABILITY UNDER INDEPENDENT POWER CONTROL
Proof: If k is a typical D2D user, then 
APPENDIX B CALCULATION OF OUTAGE PROBABILITY UNDER DEPENDENT POWER CONTROL
Proof: We extend the proof in [11] , where only one network is considered. If k is the typical D2D user, then
Therefore,
where (a) from ω, Φ c , Φ d are independent, (b) follows from (103) in [11] , (c) follows from (104),(105) in [11] , (d) from the fact that power is a random variable which is independent of the channel that is not between the transmitter receiver pair and δ = Before proving theorem 3.1, we need some lemmas.
Lemma C.1:
The function,
is a continuous function of x ≥ 0 for an arbitrary random variable ξ with ξ ≥ 0.
Proof: Note that 0 ≤ exp{− 
According to Lemma C.1, f (q) is a continuous function with respect to q. We then consider the inequality So there exists a positive number Q 0 < ∞ such that
That is to say, if f (q) > 1 − ǫ c , then 0 ≤ q < Q 0 . Meanwhile, it is easy to show that f (q) is non-increasing with q. Thus for all q, 0 ≤ q < Q 0 we have
Therefore, the Q 0 is the Q c we are looking for and this lemma is proved.
and the proof is similar. As for Q c , because of monotonicity, the Q c can be found through numerical method such as bisection method [18] .
Lemma C.3:
If ξ ≥ 0 is a random variable, c ≥ 0 and ξ max ≥ 1 are constants, consider this optimization problem:
The solution of this optimization problem follows: If F (x) is the cumulative distribution function(CDF) of the optimal ξ then,
Proof: Set η is a random variable with probability density function(PDF) f η (x) = e −x , and η is independent of ξ. Then we have:
On the other hand,
Then the result comes directly from Theorem 1 in [19] Then we can start to proof theorem 3.1
], according to (??) we have:
Then calculating P d,y d is equivalent to solving the following optimization problem:
Set the CDF of q as F q (x), according to Lemma C.3, we have the solution:
The P d,y d is given as following:
However, noting that,
That is to say, under (8)- (11) and (26)- (29), they have the same solution.
Proof: It suffices to prove that when (8) is minimized, the equation (10) or (27) holds. Let
Lemma C.1 and notice that
There exists a 0 < t 0 < 1 such that
Set P ⋆⋆ = t 0 P ⋆ , then P ⋆⋆ satisfies the constrains ((9), (10), (11) ) and
This contradicts with the assumption that P ⋆ is the solution. Thus we complete the proof.
Lemma D.2:
, then one solution to the optimization problem:
is that P d0 = y 1 δ 0 , a.s. Proof: By simple calculation, it is verified that P d = y 1 δ 0 , a.s. satisfies (30). Then according to Hölder's inequality [17] and δ < 1, we have E[P
then we can prove the theorem.
Proof:
. Thus, The optimum to problem
is no less than y 1 δ 0 . So, it suffices to prove that when y d < y 0 , there is no P d that satisfies (27), (28) and (29).
We consider the problem:
It is equivalent to find the y d :
Then,
where (a) is from Lemma C.3 and
. Thus, when y d < y 0 , there is no P d that satisfies Before proof the theorem, we need a lemma.
Lemma E.1: If ξ ≥ 0 is a random variable, y c > 0 is a constant and h is an exponentially distributed random variable with PDF e −h , consider this optimization problem:
The solution is given by:
Proof: According to Cauchy-Schwartz inequality [17] , we have:
with equation holding if and only if ξ =
Then we can prove the theorem.
We first calculate P d,yc,y d . According to Lemma E.1, we have 3 , so given h, P ⋆⋆ is a deterministic function [20] . According to Jensen's inequality for conditional expectation [17] ,
Then (18), (19) and (20) δ , so given h, P ⋆⋆ is a deterministic function [20] . According to Jensen's inequality for conditional expectation [17] ,
Then (18), (19) and (20) 
