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Abstract
We show that if a product system comes from a quantum Markov
semigroup, then it carries a natural Borel structure with respect to
which the semigroup may be realized in terms of a measurable rep-
resentation. We show, too, that the dual product system of a Borel
product system also carries a natural Borel structure. We apply our
analysis to study the order interval consisting of all quantum Markov
semigroups that are subordinate to a given one.
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1 Introduction
A quantum Markov semigroup is a semigroup {Θt}t≥0 of completely positive,
normal linear maps on a von Neumann algebra M such that Θ0 is the iden-
tity mapping on M and such that the map t → Θt(a) from [0,∞) to M is
continuous with respect to the ultraweak topology on M for each a ∈ M . If
each Θt is a unital map, we shall say that the semigroup is unital. In [26],
we showed that if M is countably decomposable, then it is possible to dilate
a unital quantum Markov semigroup to an “endomorphic” semigroup in the
following sense. Represent M faithfully on a separable Hilbert space, say H .
Then one may find: another separable Hilbert space K, an isometric embed-
ding u0 of H into K, a von Neumann algebra R in B(K) and a semigroup
of unital endomorphisms of R, {αt}t≥0, such that u0Mu
∗
0 is a full corner in
R, meaning that the central support of u0u
∗
0 in R is I; {αt}t≥0 is a quantum
Markov semigroup; and such that the two (equivalent) equations are satisfied
for all T ∈M , all S ∈ R, and all t ≥ 0:
Θt(T ) = u
∗
0αt(u0Tu
∗
0)u0
and
Θt(u
∗
0Su0) = u
∗
0αt(S)u0.
Semigroups of unital endomorphisms of a von Neumann algebra, such as
{αt}t≥0, which are also quantum Markov semigroups are known in the lit-
erature as E0-semigroups and were first defined and investigated by Powers
[31] and Arveson [3].
The proof of our dilation theorem proceeded by expressing {Θt}t≥0 in
terms of a representation of a product system {E(t)}t≥0 ofW
∗-correspondences
over the commutant of M , M ′. (Definitions and further details will be given
below.) In [26] we attended only to the algebraic structure of {E(t)}t≥0;
that is all that we needed there. In this sequel, our primary objective is
to show how to put a Borel structure on {E(t)}t≥0 and to relate the Borel
structure to continuity properties of its representations (see Theorems 4.8,
4.10, and 4.12). Our approach to dilating quantum Markov semigroups is
closely related to the approach taken by Bhat and Skeide [10]. Indeed, the
two approaches are “dual” in a sense made precise in Skeide’s survey [34].
Our analysis shows that the product system that Bhat and Skeide construct
is also Borel. (See Theorem 4.5.)
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As an application of our analysis, we study quantum Markov semigroups
that are “subordinate” to a given one. If {Θt}t≥0 and {Ψt}t≥0 are two quan-
tum Markov semigroups on the same von Neumann algebra, then we say
that {Ψt}t≥0 is subordinate to {Θt}t≥0, if Θt −Ψt is completely positive for
all t ≥ 0. We show that the subordinates of a given semigroup {Θt}t≥0
depend only on the product system {E(t)}t≥0 associated to the semigroup
and not directly on the semigroup itself, provided it comes from a “injective
representation” of {E(t)}t≥0 in a sense that we define below (see Theorem
5.7). Thus, if {Θt}t≥0 and {Ψt}t≥0 both come from injective representations
of {E(t)}t≥0, then their order intervals of subordinates are order isomorphic.
These isomorphism results were proved by Bhat [8, Section 5] and Powers
[32, Theorems 3.4 and 3.5] in the case when M = B(H) by entirely differ-
ent means and made no use of product systems. Another result similar to
ours was proved by Bhat and Skeide in [10, Theorem 14.3]. Indeed, from a
purely algebraic perspective, they come to the same conclusion, but from a
perspective that is dual to ours, in a sense that we shall discuss at several
points below. Our contribution is to deal with continuity properties of the
Markov semigroups and the Borel structures on the associated product sys-
tems and to show in terms of the representation theory for product systems
that we developed in [26] that the order interval of subordinates to a given
semigroup is an artifact of the product system of which it is a representation
and does not require the dilation. More explicitly, we define the notion of a
(positive contractive) cocycle for a product system (Definition 5.5) and show
in Theorem 5.7 that if {Θt}t≥0 comes from an injective representation of a
product system {E(t)}t≥0, then every quantum Markov semigroup that is
subordinate to {Θt}t≥0 is given by a cocycle for {E(t)}t≥0. In the works of
Bhat and Powers just cited, the approach is to pass from {Θt}t≥0 to its mini-
mal endomorphic dilation α and to express subordinates of {Θt}t≥0 in terms
of so-called local cocycles for α. As we shall show in Proposition 5.9, if α
comes from an isometric representation of a product system {E(t)}t≥0, then
there is a natural bijection between cocycles for {E(t)}t≥0 and local cocycles
for α. We want to emphasize, however, that given {Θt}t≥0 it is not neces-
sary to pass to its minimal endomorphic dilation α in order to analyze the
subordinates and, in fact, our analysis works without the assumption that
{Θt}t≥0 has such a dilation. In particular, it allows for a direct comparison
of the subordinates of two different semigroups (Corollary 5.10).
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Conventions and Notation
The purely algebraic aspects of our analysis require no separability hy-
potheses. However, when we deal with continuity properties of semigroups
or Borel structures on product systems, we will need to assume that our
von Neumann algebras are countably decomposable, meaning that they can
be faithfully represented on a separable Hilbert space, and we will need to
assume that representation Hilbert spaces, when they arise, are separable.
This will guarantee, among other things that all represented von Neumann
algebras have countably decomposable commutants.
If S is a nonempty subset of a Hilbert space H , then we shall denote the
closed linear span of S by [S].
2 Completely Positive Maps,
W ∗-correspondences, and their Represen-
tations
We collect in this section facts about W ∗-correspondences and their repre-
sentations that we need in order to study a normal contractive completely
positive map on a von Neumann algebra. Most of the material we discuss
may be found in [26]. However, we need some refinements of the theory pre-
sented there and we want to highlight certain features of it. In a bit more
detail, we show how a completely positive (contractive normal) map on a
von Neumann algebra gives rise to two W ∗-correspondences, the principal
one for us being the Arveson-Stinespring correspondence, which is a corre-
spondence over the commutant of the von Neumann algebra. The completely
positive map also gives a representation of the correspondence. Conversely,
each representation of a correspondence gives rise to a completely positive
map. Our primary objective, from the technical point of view, is to analyze
when the transformation from a completely positive map to correspondence
and representation is reversable.
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The theory of W ∗-correspondences is based on the theory of Hilbert C∗-
modules. We shall follow Lance [21] and Paschke [29] for notation and the
parts of that theory that we shall use. Let A be a C∗-algebra and let E be
a right module over A endowed with a bi-additive map 〈·, ·〉 : E × E → A
(referred to as an A-valued inner product) such that, for ξ, η ∈ E and a ∈ A,
〈ξ, ηa〉 = 〈ξ, η〉a, 〈ξ, η〉∗ = 〈η, ξ〉, and 〈ξ, ξ〉 ≥ 0, with 〈ξ, ξ〉 = 0 only when
ξ = 0. Also, E is assumed to be complete in the norm ‖ξ‖ := ‖〈ξ, ξ〉‖1/2. We
write L(E) for the space of adjointable, and therefore continuous A-module
maps on E. It is known to be a C∗-algebra. The C∗-module E is said to
be self-dual in case every adjointable A-module map from E to A is given
by an inner product with an element of E. If A is a von Neumann algebra
and E is self-dual, then every continuous module map is adjointable and
L(E) is a von Neumann algebra. (See [29, Corollary 3.5 and Proposition
3.10].) A C∗-correspondence over a C∗-algebra A is a Hilbert C∗-module
E over A that is endowed with a structure of a left module over A via
a nondegenerate ∗-homomorphism ϕ : A → L(E). When dealing with a
specific C∗-correspondence, E, over a C∗-algebra A, it will be convenient to
suppress the ϕ in formulas involving the left action and simply write aξ or
a · ξ for ϕ(a)ξ. This should cause no confusion in context.
Definition 2.1 Let M be a von Neumann algebra and let E be a Hilbert
C∗-module over M . Then E is called a Hilbert W ∗-module over M in case
E is self-dual. The module E is called a W ∗-correspondence over M in case
E is a self-dual C∗-correspondence over M such that the ∗-homomorphism
ϕ : M → L(E) giving the left module structure on E is normal.
As we mentioned above, in the portions of this paper that deal with
measurable product systems we will restrict our attention to countably de-
composable von Neumann algebras and normal representations of them on
separable Hilbert spaces. No separability assumptions are necessary in this
section.
One of the most important examples of W ∗-correspondences arises from
completely positive normal maps on a von Neumann algebra, as in the fol-
lowing example.
Example 2.2 Suppose that Θ is a normal, contractive, completely positive
map on a von Neumann algebra M . Then we can associate with it the cor-
respondence M ⊗Θ M obtained by defining on the algebraic tensor product
5
M⊗M , the M-valued inner product 〈a⊗b, c⊗d〉 = b∗Θ(a∗c)d and taking the
selfdual completion ([29, Theorem 3.2]). The bimodule structure is defined
by left and right multiplications. This correspondence was used by Popa [30],
Mingo [23], Anantharaman-Delaroche [1] and others to study the map Θ.
Bhat and Skeide refer to M ⊗Θ M as the GNS-module determined by Θ in
[10]; we shall call it the GNS-correspondence determined by Θ. The reason
for the terminology is evident when one notes that there is a preferred vector
ξ in M ⊗Θ M , which is the image of 1 ⊗ 1. The completely positive map
Θ may be expressed in terms of ξ via the formula Θ(a) = 〈ξ, aξ〉, a ∈ M ,
which is analogous to the GNS representation determined by a state on a C∗-
algebra. If Θ is an endomorphism, we can use the map a ⊗Θ b 7→ Θ(a)b to
identify this correspondence with the correspondence ΘM which is defined to
be the subspace Θ(I)M of M with right action of M given by multiplication
(on the right), left action by ϕ(a) = Θ(a) and the inner product induced from
multiplication on M , 〈c, d〉 = c∗d.
Given twoW ∗-correspondences E and F overM , then the balanced tensor
product carries a natural inner product, which is defined by the formula
〈ξ1 ⊗ ζ1, ξ2 ⊗ ζ2〉 := 〈ζ1, ϕF (〈ξ1, ξ2〉)ζ2〉
and its completion in the σ-topology of [6] is a W ∗-correspondence over M ,
where, for a, b ∈M and ξ ∈ E and ζ ∈ F , ϕE⊗F (a)(ξ ⊗ ζ)b = ϕE(a)ξ ⊗ ζb.
Definition 2.3 Let E be a W ∗-correspondence over a von Neumann algebra
N . Then:
1. A completely contractive covariant representation of E on a Hilbert
space H is a pair (T, σ), where
(a) σ is a normal ∗-representation of N in B(H).
(b) T is a linear, completely contractive map from E to B(H) that is
a bimodule map in the sense that T (aξb) = σ(a)T (ξ)σ(b), ξ ∈ E,
and a, b ∈ N .
2. A completely contractive covariant representation (T, σ) of E in B(H)
is called isometric in case
T (ξ)∗T (η) = σ(〈ξ, η〉) (1)
for all ξ, η ∈ E.
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It should be noted that the operator space structure of E which Defini-
tion 2.3 refers to is that which E inherits when viewed as a subspace of its
linking algebra. We note, too, that Lemma 2.16 of [26] shows that if (T, σ)
is completely contractive covariant representation of E on a Hilbert space
H , then T is continuous in the σ-topology of [6] on E and the ultraweak
topology on B(H).
Given a W ∗-correspondence E over M and a normal representation σ of
M on H , we write E ⊗σ H for the Hilbert space obtained as the Hausdorff
completion of E ⊗ H with respect to the positive semi-definite sesquilinear
form defined by the formula 〈ξ ⊗ h, ζ ⊗ k〉 = 〈h, σ(〈ξ, ζ〉)k〉. Note that given
S ∈ L(E) and R ∈ σ(M)′, the operator S ⊗ R, defined by sending ξ ⊗ h
to Sξ ⊗ Rh, is a well defined, bounded operator on E ⊗σ H . It is easy to
see that one obtains ultraweakly continuous ∗-representations of L(E) and
σ(M)′ on E⊗σH defined by the formulae S → S⊗IH and R→ IE⊗R. The
representation of L(E), S → S ⊗ IH , is called the representation of L(E)
induced by σ and is sometimes denoted σE . Although it is not standard to do
so, we shall call the representation of σ(M)′, R→ IE⊗R, the representation
of σ(M)′ that is produced by E. We denote the ranges of these representations
by L(E)⊗ IH and IE ⊗ σ(M)
′, respectively. We then record for the sake of
reference the following lemma which is a restatement of [33, Theorem 6.23].
For a slick proof that uses a von Neumann algebra version of Brown, Green
and Rieffel’s linking algebra of an imprimitivity bimodule [11], we recommend
Skeide’s note [36, Proposition 2.2].
Lemma 2.4 The commutant of the induced algebra L(E)⊗IH in B(E⊗σH)
is the produced algebra IE ⊗ σ(M)
′.
As we showed in [25, Lemmas 3.4–3.6] and in [28], if a completely contrac-
tive covariant representation, (T, σ), of E in B(H) is given, then it determines
a contraction T˜ : E ⊗σ H → H defined by the formula T˜ (η ⊗ h) := T (η)h,
η⊗ h ∈ E ⊗σ H . The operator T˜ intertwines the representation σ on H and
the induced representation σE ◦ ϕ := ϕ(·)⊗ IH on E ⊗σ H ; i.e.
T˜ (ϕ(·)⊗ I) = σ(·)T˜ . (2)
In fact we have the following lemma from [28, Lemma 2.16].
Lemma 2.5 The map (T, σ)→ T˜ is a bijection between all completely con-
tractive covariant representations (T, σ) of E on the Hilbert space H and
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contractive operators T˜ : E ⊗σ H → H that satisfy equation (2). Given such
a T˜ satisfying this equation, T , defined by the formula T (ξ)h := T˜ (ξ ⊗ h),
together with σ is a completely contractive covariant representation of E on
H. Further, (T, σ) is isometric if and only if T˜ is an isometry.
An important concept that we shall use is that of duality for W ∗-corres-
pondences. We shall refer mostly to [28] and follow the notation and termi-
nology developed there.
Definition 2.6 Let E be a W ∗-correspondence over M . Let σ :M → B(H)
be a faithful normal representation of the von Neumann algebra M . Then
the σ-dual of E, denoted Eσ, is defined to be
{η ∈ B(H,E ⊗σ H) | ησ(a) = (ϕ(a)⊗ I)η, a ∈M}.
Thus, by virtue of Definition 2.3 and Lemma 2.5, we see that the unit ball
of (Eσ)∗ may be identified with the collection of all covariant representations
of E (such that the associated representation of M is σ). Moreover, Eσ has
the structure of a W ∗-correspondence over the commutant of σ(M), σ(M)′,
as described in the following proposition.
Proposition 2.7 ([28, Proposition 2.8]) With respect to the actions of σ(M)′
and the σ(M)′-valued inner product defined as follows, Eσ becomes a W ∗-
correspondence over σ(M)′: For a, b ∈ σ(M)′, and η ∈ Eσ, a·η·b := (I⊗a)ηb,
and for η, ζ ∈ Eσ, 〈η, ζ〉σ(M)′ := η
∗ζ.
It will be convenient to write ϕσ for the left action of σ(M)
′ on Eσ, i.e.,
ϕσ(a)T = (IE ⊗ a)T , for a ∈ σ(M)
′ and T ∈ Eσ.
Example 2.8 If Θ is a contractive, normal, completely positive map on a
von Neumann algebra M and if E is the GNS correspondence M ⊗Θ M of
Example 2.2, then, for every faithful representation σ of M on a Hilbert space
H, the σ-dual of E is the space of all bounded operators mapping H into
the Stinespring space K (associated with σ ◦ Θ, which maps M to B(H))
that intertwine the representation σ on H and the Stinespring dilation of
σ ◦ Θ. More specifically, recall that K is the completion of the algebraic
tensor product M ⊗ H with respect to M-valued form, 〈·, ·〉, defined by the
formula 〈a ⊗ h, b ⊗ k〉 = 〈h, σ ◦ Θ(a∗b)k〉. The Stinespring dilation of σ ◦ Θ
is the “induced” representation a→ a⊗ I. Thus Eσ is the space
{X : H → M ⊗σ◦Θ H|Xσ(a) = (a⊗ I)X, a ∈M}. (3)
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Because of the special role this correspondence plays in this note, we write
EσΘ for it, or simply EΘ when σ is understood. Following [26], we call E
σ
Θ
or EΘ the Arveson-Stinespring correspondence of Θ. Along with the GNS
correspondence, the Arveson-Stinespring correspondence turns out to be of
great importance in the study of a completely positive map Θ. (See [26] and
[27] in particular.) If M = B(H) and σ is the identity representation, EσΘ
is a Hilbert space and was studied by Arveson [3]. Note also that, if Θ is an
endomorphism, then EσΘ can be identified with the space of all operators on
H with ranges in σ ◦Θ(I)H that intertwine σ and σ ◦Θ.
Observe that if σ is a (faithful) normal representation of M on H and
if ι denotes the identity representation of σ(M)′ on H , then for any corre-
spondence E over M , we can form Eσ⊗ιH and we can consider the induced
representation ιE
σ
◦ϕσ of σ(M)
′ and the produced representation a→ IEσ⊗a,
a ∈ σ(M), of σ(M) on Eσ ⊗ι H . The following lemma, which is part of [28,
Lemma 3.8], shows that these representations are unitarily equivalent to the
representations of M on E ⊗σ H with which we started; i.e. ι
Eσ ◦ ϕσ is uni-
tarily equivalent to the produced representation of σ(M)′ and the produced
representation of σ(M), σ(a) → IEσ ⊗ σ(a), is unitarily equivalent to the
induced representation σE ◦ ϕ of M .
Lemma 2.9 Let E be a W ∗-correspondence over a von Neumann algebra
M . Let σ be a faithful normal representation of M on H and let Eσ be the
σ-dual of E. Then the map which sends X ⊗ h ∈ Eσ ⊗ι H to Xh ∈ E ⊗σ H
extends to a Hilbert space isomorphism u : Eσ ⊗ι H → E ⊗σ H. Moreover,
for b ∈ σ(M)′ and a ∈M ,
u(ϕσ(b)⊗ IH) = (IE ⊗ b)u
and
u(IEσ ⊗ σ(a)) = (ϕE(a)⊗ IH)u.
In particular, when E is the GNS correspondence associated with a com-
pletely positive map Θ on M , M ⊗Θ M , u maps E
σ
Θ ⊗H onto M ⊗Θ H =
E ⊗σ H.
Proof. The fact that u is a well defined unitary operator can be found
in [26, Lemma 3.8]. The rest follows from the following straightforward
computation. We have, for b ∈ σ(M)′, X ∈ Eσ, h ∈ H and a ∈M , u(b ·X ⊗
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h) = b ·Xh = (IE⊗b)Xh = (IE⊗b)u(X⊗h) and u(X⊗σ(a)h) = Xσ(a)h =
(ϕE(a)⊗ I)Xh = (ϕE(a)⊗ I)u(X ⊗ h). 
The following proposition formalizes in terms of our notation and perspec-
tive an important point made by Skeide in the sentence before Theorem 2.3
of [34]. It will help to clarify the relations between our work here and results
in [10] and [7]. To state it, we let E be a W ∗-correspondence over the von
Neumann algebra M and we let σ be a faithful normal representation of M
on a Hilbert space H . We write End(E) for the collection of all adjointable
bimodule maps on E. Thus an element of End(E) is an element T in L(E)
that commutes with ϕE(M); i.e., End(E) is the commutant of ϕE(M) in
L(E). Form the dual correspondence Eσ. Then an element T in End(E)
“induces” an element in End(Eσ) that we shall denote by T σ. It is defined
by the formula T σ(X) = (T ⊗I)◦X , X ∈ Eσ. Observe that T σ makes sense:
An X in Eσ is a map from H to E ⊗σ H and T ⊗ I is a map on E ⊗σ H ; so
the composition is a map from H to E ⊗σ H , i.e, T
σ(X) ∈ B(H,E ⊗σ H).
To see that T σ(X) ∈ Eσ for all X ∈ Eσ, simply note that since X ∈ Eσ and
since T ∈ End(E), the desired inclusion results from an easy computation:
T σ(X)σ(a) = (T ⊗ I)Xσ(a) = (T ⊗ I)(ϕE(a)⊗ I)X = (ϕE(a)⊗ I)(T ⊗ I)X ,
for all a ∈ M ,. Also, it is clear that T σ(Xb) = T σ(X)b for all b ∈ σ(M)′
and that ‖T σ‖ ≤ ‖T ⊗ I‖ = ‖T‖. Thus, since Eσ is a W ∗-correspondence
over σ(M)′, we conclude that T σ is automatically adjointable and, therefore,
that T σ ∈ L(Eσ). The fact that T σ lies in End(Eσ) is quite evident since
for b ∈ σ(M)′ and X ∈ Eσ, ϕσ(b)X = (IE ⊗ b)X by definition.
Proposition 2.10 If E is a W ∗-correspondence over a von Neumann alge-
bra M and if σ is a faithful normal representation of M on a Hilbert space
H, then the map from End(E) to End(Eσ) defined by the formula T → T σ
is a normal ∗-isomorphism from End(E) onto End(Eσ).
Proof. The only things that really need comment are the facts that
the map is isometric and surjective. Both will be shown with the aid of the
Hilbert space isomorphism u : Eσ ⊗ι H → E ⊗σ H from Lemma 2.9.
By definition of u and T σ it is clear that u(T σ ⊗ IH) = (T ⊗ IH)u. Since
the induced representations of L(Eσ) and L(E) are faithful, since ι and σ
are faithful, we conclude that the map T → T σ is isometric.
If S ∈ End(Eσ), let R = u(S ⊗ IH)u
∗. Then R ∈ B(E ⊗σ H). To
show that R ∈ L(E) ⊗ IH , it suffices to show that R commutes with the
produced representation of σ(M)′, by Lemma 2.4. But this is clear from the
10
intertwining properties of u: For b ∈ σ(M)′,
R(I ⊗ b) = u(S ⊗ I)u∗(I ⊗ b) = u((S ⊗ I)(ϕσ(b)⊗ I))u
∗
= u(Sϕσ(b)⊗ I)u
∗ = u(ϕσ(b)S ⊗ I)u
∗
= u((ϕσ(b)⊗ I)(S ⊗ I))u
∗ = (I ⊗ b)u(S ⊗ I)u∗ = (I ⊗ b)R.
Thus R = T ⊗ I for a suitable operator T ∈ L(E). To see that T ∈ End(E)
is another calculation based on Lemma 2.9: for a ∈M , we have
TϕE(a)⊗ I = (T ⊗ I)(ϕE(a)⊗ I) = u(S ⊗ I)u
∗(ϕE(a)⊗ I)
= u((S ⊗ IH)(IEσ ⊗ σ(a)))u
∗ = u((S ⊗ IH)(IEσ ⊗ σ(a)))u
∗
= u((IEσ ⊗ σ(a))(S ⊗ IH))u
∗ = (ϕE(a)⊗ I)u(S ⊗ I)u
∗
= (ϕE(a)⊗ I)(T ⊗ I) = ϕE(a)T ⊗ I.
Again, since σ is faithful, the induced representation of L(E) is faithful, and
we conclude that T ∈ End(E). 
Lemma 2.11 Let E be a W ∗-correspondence over M and let (T, σ) be a
covariant representation of E on a Hilbert space H, where σ is faithful. Then
(i) There is a projection qT ∈ End(E) such that
qTE ⊗H = [(IE ⊗ σ(M)
′)T˜ ∗H ]. (4)
(ii) (I − qT )E = ker T .
(iii) T is injective if and only if qT = I.
Proof. Let L be the closed subspace of E⊗σH spanned by the vectors of
the form (IE⊗b)T˜
∗h for b ∈ σ(M)′, h ∈ H . We also write [(IE⊗σ(M)
′)T˜ ∗H ]
for L. Since L is invariant under IE ⊗ σ(M)
′, the projection onto it lies in
the commutant of IE ⊗ σ(M)
′, which is L(E) ⊗ IH . So we write qT ⊗ I for
this projection. It follows from the covariance property of T˜ that L is also
invariant under ϕ(M) ⊗ IH . Thus qT ∈ L(E) ∩ ϕ(M)
′ = End(E), which
proves (i). For (ii), note that, given ξ ∈ E, ξ belongs to (I − qT )E if and
only if for all h, k ∈ H and all b ∈ σ(M)′, 0 = 〈ξ ⊗ h, (IE ⊗ b)T˜
∗k〉 =
〈T˜ (ξ ⊗ bh), k〉 = 〈T (ξ)bh, k〉; that is, if and only if T (ξ) = 0. The third
assertion follows immediately from (ii). 
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Definition 2.12 The projection qT associated with a covariant representa-
tion (T, σ) of a W ∗-correspondence E in Lemma 2.11 is called the support
projection of T .
Central to our study is the connection between completely positive maps
on a von Neumann algebra and representations of their Arveson-Stinespring
correspondences. To describe this connection, which was established in [26],
fix a normal, contractive, completely positive map Θ on a von Neumann
algebra N , which we shall assume is represented faithfully on a Hilbert space
H . We omit reference to this representation. Form the Arveson-Stinespring
correspondence for Θ, EΘ, which, recall is a correspondence over N
′. Also,
let WΘ : H → N ⊗Θ H be the map defined by the equation WΘh := 1 ⊗ h.
Since Θ is contractive, WΘ is a contraction. (WΘ is an isometry if and
only if Θ is unital.) A calculation shows that W ∗Θ is given by the formula
W ∗Θ(X ⊗ h) = Θ(X)h (see equation 2.1 in [26].) We define T : EΘ → B(H)
by the formula
T (X) := W ∗ΘX , (5)
X ∈ EΘ. If σ denotes the identity representation of N
′ on H , then the pair
(T, σ) is a representation of EΘ in the sense of Definition 2.3, which is called
the identity representation of EΘ. We then have the following equation,
which was proved in Corollary 2.23 of [26], showing how to express Θ in
terms of (T, σ):
Θ(S) = T˜ (IEΘ ⊗ S)T˜
∗, (6)
S ∈ N . Note that T˜ is W ∗Θu, where u : EΘ ⊗ H → M ⊗Θ H is the Hilbert
space isomorphism of Lemma 2.9 that sends X ⊗ h in EΘ ⊗ H to Xh in
M⊗ΘH . We note, too, that it is possible to represent all the positive powers
of Θ through similar formulae [26, Theorem 2.24].
The following lemma shows that in the representation (T, σ) that arises
from a completely positive map Θ, T always is injective.
Lemma 2.13 Suppose N is a von Neumann algebra acting on the Hilbert
space H and let Θ be a normal, contractive, completely positive map on N .
Let EΘ be its Arveson-Stinespring correspondence (constructed with respect
to the identity representation of N on H) and let (T, σ) be the identity rep-
resentation of EΘ. Then
(i) T is injective (i.e. its support projection qT is IEΘ).
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(ii) Θ is multiplicative (i.e., an endomorphism) if and only if T˜ ∗T˜ = IE⊗H .
(iii) Θ is unital if and only if T˜ T˜ ∗ = I.
Proof. In order to prove that qT = I, fix X ∈ EΘ with X = (I − qT )X .
Then, it follows from the definition of qT , that, for every h, k ∈ H and every
b ∈ N , we have 0 = 〈T˜ ∗k,X ⊗ bh〉 = 〈k, T˜ (X ⊗ bh)〉 = 〈k, T (X)bh〉 =
〈k,W ∗Xbh〉 = 〈I⊗k,Xbh〉 = 〈I⊗k, (b⊗ IH)Xh〉 = 〈b
∗⊗k,Xh〉. But, since
b∗⊗ k (for b ∈ N and k ∈ H) generate N ⊗ΘH , we get X = 0. Thus qT = I.
For (ii), recall that W ∗Θ(b ⊗ h) = Θ(b)h for b ∈ N, h ∈ H . Then, for
b, c ∈ N, h, k ∈ H , 〈W ∗Θ(b ⊗ h),W
∗
Θ(c ⊗ k)〉 = 〈Θ(b)h,Θ(c)k〉. We use the
multiplicativity of Θ to conclude that this is equal to 〈h,Θ(b∗c)k〉 = 〈b⊗h, c⊗
k〉, showing that WΘ is an coisometry. Then, for X, Y ∈ EΘ, T (X)
∗T (Y ) =
X∗WW ∗Y = X∗Y = σ(〈X, Y 〉). Thus (T, σ) is isometric.
Assertion (iii) is immediate from equation (6). 
Definition 2.14 A completely contractive covariant representation (T, σ) of
E is said to be fully coisometric if T˜ is a coisometry; that is, if T˜ T˜ ∗ = IH .
The reasons for the terminology regarding a covariant representation
(T, σ), “isometric” and “coisometric”, is fairly clear - the accompanying op-
erator T˜ must be an isometry or a coisometry. The reason for the adverb
“fully” is somewhat more complicated to explain. For this, we refer the
reader to Section 5 of [25]. It is important for us that the completely positive
map Θ is unital if and only if (T, σ) is fully coisometric.
Conversely, suppose E is a W ∗-correspondence over a von Neumann al-
gebra M and that (T, σ) is a completely contractive covariant representation
of E on a separable Hilbert space H , with σ faithful. Then for b ∈ σ(M)′,
we define
ΘT (b) = T˜ (IE ⊗ b)T˜
∗. (7)
Then by [26, Proposition 2.21], ΘT is a well defined, normal, contractive
completely positive map on N := σ(M)′. If we apply the preceding analysis
to ΘT , it is natural to ask how the correspondence that is produced and the
representation of it are related to E and (T, σ). We will show that they are
essentially the same, provided T is injective.
So start with a W ∗-correspondence E over a von Neumann algebra M
and a completely contractive, covariant representation (T, σ) of E on H with
faithful σ. Write Θ = ΘT for the normal, completely positive map defined
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on σ(M)′ as in equation (7). Applying the discussion above (equations (3)
and (5)) to this Θ, we get a W ∗-correspondence EΘ (over σ(M)) and a
covariant representation of this correspondence, denoted (TΘ, σΘ), where σΘ
is the identity representation of σ(M). Then we have:
Theorem 2.15 In the setup just described, there is an isomorphism of cor-
respondences w : EΘ → qTE, where qT is the support projection of T , that
carries (TΘ, σΘ) to the restriction of (T, σ) to qTE. More precisely, w is a
one-to-one map from EΘ onto qTE satisfying
(i) For a, b ∈M and X ∈ EΘ, w(σ(a) ·Xσ(b)) = ϕ(a)w(X)b.
(ii) For X, Y ∈ EΘ, σ(〈w(X), w(Y )〉) = 〈X, Y 〉.
(iii) σ ◦ σ−1 = σΘ - the identity representation of σ(M) - and T ◦ w = TΘ.
In particular, if T is injective, w is an isomorphism of correspondences
from EΘ onto E.
Proof. First, write N for σ(M)′ and let v : N ⊗Θ H → E ⊗σ H
be defined by v(b ⊗ h) = (I ⊗ b)T˜ ∗h (and extended by linearity). Since
〈(I ⊗ b)T˜ ∗h, (I ⊗ c)T˜ ∗k〉 = 〈h,Θ(b∗c)k〉 = 〈b⊗ h, c⊗ k〉, for b, c ∈ σ(M)′ and
h, k ∈ H , the map v is an isometry. It follows from Lemma 2.11 that the
range of v is qTE ⊗ H . Also note that, for b ∈ σ(M)
′, v(b ⊗ I) = (I ⊗ b)v
and, for a ∈M , v(I ⊗ σ(a)) = (ϕ(a)⊗ I)v (where the latter equality follows
from the covariance property of T˜ ).
Fix X ∈ EΘ and write
ψ(ξ)h = X∗v∗(ξ ⊗ h),
for every ξ ∈ E and h ∈ H . For b ∈ σ(M)′, compute ψ(ξ)bh = X∗v∗(ξ⊗bh) =
X∗v∗(I ⊗ b)(ξ ⊗ h) = X∗(b ⊗ I)v∗(ξ ⊗ h) = bX∗v∗(ξ ⊗ h) (where the last
equality uses the covariance property of X). Thus ψ(ξ) ∈ σ(M). Also note
that, for a ∈ M , ψ(ξa) = ψ(ξ)σ(a) (as ξa ⊗ h = ξ ⊗ σ(a)h). Thus the map
ξ 7→ σ−1(ψ(ξ)) is a (right) module map from E to M . It follows from the
selfduality of E that there is a unique element, w(X), in E such that, for
every ξ ∈ E and h ∈ H ,
σ(〈w(X), ξ〉)h = X∗v∗(ξ ⊗ h) (8)
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For a, b ∈M, ξ ∈ E and h ∈ H , we have σ(〈w(σ(a)·Xσ(b)), ξ〉)h = σ(〈w((I⊗
σ(a))Xσ(b)), ξ〉)h = σ(b∗)X∗(I⊗σ(a∗))v∗(ξ⊗h) = σ(b∗)X∗v∗(ϕ(a∗)⊗I)(ξ⊗
h) = σ(b∗)X∗v∗(ϕ(a∗)ξ⊗h) = σ(b∗)X∗v∗(ϕ(a∗)ξ⊗h) = σ(b∗〈w(X), ϕ(a∗)ξ〉)h
= σ(〈ϕ(a)w(X)b, ξ〉)h. Thus w(σ(a) ·Xσ(b)) = ϕ(a)w(X)b, proving (i).
For ξ ∈ E we write Lξ for the operator Lξ : H → E ⊗σ H mapping h to
ξ ⊗ h. It is easy to check that L∗ξ(ζ ⊗ h) = σ(〈ξ, ζ〉)h so that equation (8)
can be written L∗w(X)Lξ = X
∗v∗Lξ for all ξ ∈ E. Thus
Lw(X) = vX (9)
for every X ∈ EΘ.
Fixing X, Y ∈ EΘ, we have σ(〈w(X), w(Y )〉) = L
∗
w(X)Lw(Y ) = X
∗v∗vY =
X∗Y proving (ii).
Next we show that the image of w is qTE. For this, let ξ in E be orthog-
onal to the range of w. But then L∗ξvX = σ(〈ξ, w(X)〉) = 0 for all X ∈ EΘ.
Since the closed subspace spanned by the ranges of all X ∈ EΘ is all of
N ⊗Θ H ([26, Lemma 2.10]) and since the image of v is qTE ⊗ H , we get
that ξ is orthogonal to qTE. This shows that the range of w contains qTE
but the argument above can be reversed to show that equality holds.
It is left to prove part (iii). The first equality is obvious (as σΘ is the
identity map). For the second, fix X ∈ EΘ and compute, for h, k ∈ H ,
〈W ∗Xh, k〉 = 〈Xh, I⊗k〉 = 〈vXh, v(I⊗k)〉 = 〈w(X)⊗h, T˜ ∗k〉 = 〈T˜ (w(X)⊗
h), k〉 = 〈T (w(X))h, k〉. Thus TΘ(X) = W
∗X = T (w(X)). 
The following corollary of Theorem 2.15 is immediate from Lemma 2.13
and [26, Proposition 2.21].
Corollary 2.16 Suppose that M is a von Neumann algebra and that E is
a W ∗-correspondence over M . If (T, σ) is a completely contractive covari-
ant representation of E on a Hilbert space H, where σ is faithful and T is
injective, then:
(i) (T, σ) is isometric if and only if ΘT is multiplicative.
(ii) (T, σ) is fully coisometric if and only if ΘT is unital.
Remark 2.17 We pause to summarize some of the salient features of our
discussion and to help clarify the relation between between the GNS corre-
spondence of a cp-map and its Arveson-Stinespring correspondence. It is
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clear from Example 2.2 that there is a bijective correspondence between (con-
tractive) normal cp-maps of a von Neumann algebra M and correspondences
E over M endowed with “bi-cyclic” vectors ξ of norm at most one. By
“bi-cyclic” we mean that the vector generates E as a bimodule over M : E
is the closed linear span in the σ-topology of [6] of the set of products aξb,
a, b ∈ M . Example 2.2 shows how a cp-map gives rise to such a pair (E, ξ).
And conversely, given a pair (E, ξ), we get a cp-map Θ of M via the formula:
Θ(a) = 〈ξ, aξ〉, a ∈M , and since ξ is “bi-cyclic”, (E, ξ) is isomorphic to the
GNS correspondence of Θ. In the literature Θ is sometimes referred to as the
coefficient of ξ (cf. [1, 23, 30]). The coefficient of a vector ξ is a unital cp-
map if and only if ξ is a unit vector in the sense that 〈ξ, ξ〉 = 1, the identity
of M1. This is much more than saying that ξ has norm one and, of course,
the notion of a unit vector makes sense in the setting of any Hilbert module
over a unital C∗-algebra. On the other hand, if E is any W ∗-correspondence
over a von Neumann algebra M and if σ is a faithful normal representation
of M on a Hilbert space H, then the elements of Eσ of norm at most one
are in bijective correspondence with the contractive covariant representations
(T, σ) of M through the formula T → T˜ ∗, as we indicated in the discussion
surrounding equation (2). As we noted in Proposition 2.7, Eσ is a correspon-
dence over σ(M)′ and the coefficient of the vector T˜ ∗ determined by (T, σ) is
the completely positive map ΘT on σ(M)
′ defined in equation (7). So ΘT is
unital precisely when T˜ ∗ is a unit vector in Eσ, which occurs precisely when
T˜ , viewed as an operator, is a coisometry, i.e., precisely when (T, σ) is fully
coisometric.
Suppose that we are given a covariant representation (T, σ) of E, where
σ is faithful.and suppose that T˜ ∗ ∈ Eσ is a “bi-cyclic” vector. Then as we
just observed, Eσ is the GNS module for the cp-map ΘT . By Theorem 2.15,
the Arveson-Stinespring correspondence associated ΘT is isomorphic to qTE.
So, if T˜ ∗ is a bi-cyclic vector in Eσ, then E is (essentially) the Arveson-
Stinespring correspondence for ΘT if and only if T is injective.
1We learned this very suggestive terminology from [10, Definition 3.1 et. seq.]
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3 Semigroups of Completely Positive Maps,
their Product Systems and their Dilations
So far we discussed a single completely positive map and theW ∗-correspondence
associated with it. We now recall and develop further some basic facts about
semigroups of completely positive maps and the product systems associated
with them.
First, we need some terminology.
Definition 3.1 let N be a von Neumann algebra.
(i) A cp-semigroup on N is a semigroup {Θt : t ≥ 0} of contractive,
completely positive, normal, linear maps on N such that Θ0 = id and,
for t, s ≥ 0, Θt+s = Θt ◦Θs.
(ii) A cp0-semigroup on N is a cp-semigroup of unital maps.
(iii) An e-semigroup on N is a cp-semigroup of endomorphisms.
(iv) An e0-semigroup on N is a cp-semigroup of unital endomorphisms.
Note that we are not making any assumptions, at this stage, about the
continuity properties of these semigroups.
Definition 3.2 A family {E(t)}t≥0 of W
∗-correspondences over a von Neu-
mann algebra M is said to be a product system if E(0) =M (with the trivial
right and left actions of M) and if for every t, s ≥ 0, there is an isomorphism
Ut,s (of W
∗-correspondences) mapping E(t)⊗M E(s) onto E(t+ s) such that
Ut+s,r(Ut,s ⊗ IE(r)) = Ut,s+r(IE(t) ⊗ Us,r) for every t, s, r ≥ 0 and such that,
for every t ≥ 0, Ut,0 and U0,t are the right and left actions of M on E(t).
We shall refer to the maps {Ut,s}t,s≥0 as the multiplication isomorphisms
of the system. Often they will be suppressed in calculations.
Implicit in this definition is the assumption that the E(t) are essential or
unital as left M-modules, i.e. that ϕt(1) is the identity operator in L(E(t)),
for all t ≥ 0.
Definition 3.3 If {E(t)}t≥0 and {F (t)}t≥0 are two product systems of W
∗-
correspondences over a von Neumann algebra M , then an isomorphism from
17
{E(t)}t≥0 to {F (t)}t≥0 is a family γ = {γt}t≥0 of correspondence isomor-
phisms, with γt : E(t)→ F (t), that intertwine the multiplications on {E(t)}t≥0
and {F (t)}t≥0. That is, if {U
E
t,s}t,s≥0 and {U
F
t,s}t,s≥0 are the multiplication
isomorphisms for {E(t)}t≥0 and {F (t)}t≥0, respectively, then γt+s ◦ U
E
t,s =
UFt,s ◦ (γt ⊗ γs), for all t, s ≥ 0.
Thus a product system is a bundle of correspondences over the positive
half-axis, [0,∞), where the fibres can be multiplied and two such product
systems are isomorphic if and only if there is a bundle map between them
consisting of isomorphisms that multiply in a certain sense specified in Defi-
nition 3.3.
In the next section we shall deal with measurable product systems. In
the present discussion we do not assume any Borel structure on the system.
Next we want to define the notion of a covariant representation of a
product system, but first, for the sake of clarity, we state a lemma that shows
that certain operations in our definition make sense and that underpins much
of our analysis in this section. It encapsulates facts used freely in [26], which
in turn derive ultimately from [25].
Lemma 3.4 Let E and F be two W ∗-correspondences over a von Neumann
algebra M and let (T, σ) and (S, σ) be covariant representations of E and F
respectively on a Hilbert space H, where σ is faithful.. Write ΘT and ΘS for
the corresponding completely positive maps on σ(M)′ and let Θ = ΘT ◦ ΘS.
If we set R(ξ ⊗ ζ) = T (ξ)S(ζ) for ξ ∈ E, ζ ∈ F , then R may be extended
uniquely to E ⊗ F so that the extension, along with σ forms a completely
contractive covariant representation (R, σ) of E ⊗M F on H. Further, we
have R˜ = T˜ (IE ⊗ S˜) and ΘR = Θ.
Proof. One checks easily that R˜ defined by the equation R˜ := T˜ (IE ⊗
S˜) is a contractive mapping from E ⊗ F ⊗ H to H that satisfies R˜σ(·) =
ϕE⊗F (·)⊗IHR˜, i.e., equation (2) is satisfied. By [25, Lemmas 3.4-3.6], there is
a unique completely contractive bimodule map R : E⊗F → B(H) such that
R(ξ ⊗ η)h = R˜(ξ ⊗ η ⊗ h). The rest follows by straightforward calculation.

Definition 3.5 Given a product system {E(t)}t≥0 of W
∗-correspondences
over a von Neumann algebra M , a (completely contractive) covariant repre-
sentation of {E(t)}t≥0 on a Hilbert space H is a family {Tt}t≥0 where each Tt
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is a completely contractive linear map from E(t) to B(H) and T0 is a faithful
normal representation of M on H such that each pair (Tt, T0) is a completely
contractive covariant representation of (E(t),M) in the sense of Definition
2.3 and such that Tt⊗ Ts = Tt+s (after identifying E(t+ s) = E(t)⊗E(s))
2.
Such a covariant representation is called isometric (respectively, fully
coisometric or injective) if each (Tt, T0), t > 0, is isometric (respectively,
fully coisometric or injective).
Suppose that {Θt}t≥0 is a cp-semigroup on a von Neumann algebra N
and assume that N acts faithfully on a separable Hilbert space H . For every
t ≥ 0 write Et for the Arveson-Stinespring correspondence EΘt (over N
′)
associated with Θt as in equation (3). That is,
Et = EΘt = {X : H → N ⊗Θt H| Xb = (b⊗ I)X }. (10)
In general, the family {Et}t≥0 is not a product system. However, for t, s ≥ 0,
there is a “coisometric multiplication” mt,s mapping Et ⊗ Es onto Et+s but
it may not be an isometry. (This was observed first by Arveson in [4]). The
definition of mt,s is a bit involved, but is spelled out in detail in Section 2 of
[26], see Proposition 2.12, in particular. We do not need the details of the
definition of mt,s, but we do want to record for future reference the fact that
m∗t,s embeds Et+s in Et ⊗ Es (11)
isometrically as a W ∗-correspondence map for all s, t ≥ 0.
As we showed in [26], it is possible to “refine” the family {Et}t≥0 in
order to obtain a product system {EΘ(t)}t≥0 over N
′. This process was
also carried out in [22] and a “dual” process was used in [10]. To describe
the process from [26] briefly, we fix t > 0 and for any partition P = {t0 =
0 < t1 < . . . < tn−1 < tn = t} of the interval [0, t] we define HP,t to
be N ⊗Θt1 N ⊗Θt2−t1 N ⊗ · · · ⊗Θtn−1−tn−2 N ⊗Θt−tn−1 H . (Where the latter
space is defined by successively applying the definition of N ⊗Θ H). If P
′ =
{t0 = 0 < t1 < . . . tk < τ < tk+1 < . . . tn−1 < tn = t} is a one-point
refinement of P then we can embed HP,t isometrically into HP ′,t by sending
a1 ⊗ a2 · · ·an ⊗ h to a1 ⊗ · · · ak ⊗ ak+1 ⊗ I ⊗ ak+2 · · · an ⊗ h. Applying this
embedding successively, we can construct an isometric embedding of HP,t
into HP ′,t whenever P
′ refines P. We denote this embedding by v0P ′,P and
2Note that Tt ⊗ Ts makes sense by the preceding lemma and that for each t > 0.
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note that v0P ′,P intertwines the action of N . Taking the direct limit (over
the set of all partitions of [0, t] ordered by refinement) we get the Hilbert
space Ht. Note that in the purely algebraic situation we are describing, Ht
is not separable in general. However, when the construction is carried out
using an ultraweakly continuous semigroup, {Θt}t≥0 acting on a countably
decomposable von Neumann algebra, which is represented faithfully on a
separable Hilbert space H0, then the space Ht will be separable because it
can be seen to be a direct limit over a countable cofinal subset of the collection
of all partitions of [0, t] directed by refinement. The direct limit is, in fact,
a direct limit of left N -modules because the v0P ′,P are N -module maps, so
we end up with a (normal) action of N on Ht. We let EΘ(t) be the space of
all bounded maps from H to Ht that intertwine the actions of N . One can
then define on EΘ(t) a structure of a correspondence over N
′ (similar to the
one defined in Proposition 2.7) making EΘ(t) a W
∗-correspondence over N ′.
Applying [26, Lemma 3.2], we find that the resulting family {EΘ(t)}t≥0 is a
product system. We note that in [26], it was assumed that the cp-semigroup
is unital but this assumption was not used for the construction of {EΘ(t)}t≥0.
We also get a (canonical) covariant representation {Tt}t≥0 of this prod-
uct system (see [26, Equation (3.1) and Theorem 3.9]) which we refer to as
the identity representation of {EΘ(t)}t≥0. It is an analogue of the identity
representation of a single completely positive map defined in equation (5).
Remark 3.6 It is important to note here that if the cp-semigroup is a semi-
group of endomorphisms (i.e., an e-semigroup), then the family {Et}t≥0 is
already a product system so that this “refining” process is not necessary and,
if performed, yields EΘ(t) = Et. It is natural to ask which cp-semigroups
have this property. One of the consequences of our analysis is that any cp-
semigroup that is subordinate to an e-semigroup in a sense that we shall
define in Section 5 has this property, i.e., it already is a product system. See
Corollary 5.13.
Conversely, suppose we are given a product system {E(t)}t≥0 over a von
Neumann algebraM and a covariant representation {Tt}t≥0 of it on a Hilbert
space H . Then we can define a cp-semigroup on the von Neumann algebra
T0(M)
′ by
Θt(b) = T˜t(IE(t) ⊗ b)T˜
∗
t , b ∈ T0(M)
′. (12)
The fact that this is a semigroup follows easily from the equality T˜t+s =
(IE(t) ⊗ T˜s)T˜t. For details, see [26, Theorem 3.10]. We shall assume in the
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sequel that T0 is the identity representation of M and we shall write N for
the commutant of M . As we explained above, the cp-semigroup {Θt}t≥0 on
N defined via equation (12) gives rise to a product system {EΘ(t)}t≥0 over
N ′ = M . Our objective is to show that {EΘ(t)}t≥0 is, in a natural way,
isomorphic to a subproduct system of {E(t)}t≥0. That is, we want to prove
an analogue of Theorem 2.15.
For this purpose, we shall use the following lemma, Lemma 3.8, but first
it will be helpful to put some of our discussion into a more general context.
Remark 3.7 Let E and F be two W ∗-correspondences over the von Neu-
mann algebra M . In general, given T ∈ L(E) and S ∈ L(F ), the formula
ξ ⊗ η → Tξ ⊗ Sη does not define an element in L(E ⊗ F ). The formula for
the inner product in E⊗F shows what the problem is: 〈T (ξ1)⊗S(η1), T (ξ1)⊗
S(η1)〉 = 〈S(η1), 〈T (ξ1), T (ξ2)〉S(η2)〉. Unless one can “slip” 〈T (ξ1), T (ξ2)〉
past S and write 〈T (ξ1), T (ξ2)〉S(η2) = S(〈T (ξ1), T (ξ2)〉η2), one will run into
difficulties trying to estimate the norms of certain sums that contain ex-
pressions like 〈T (ξ1) ⊗ S(η1), T (ξ1) ⊗ S(η1)〉 in terms of the norms of S
and T . However, if S lies in End(F ), then one can “slip” 〈T (ξ1), T (ξ2)〉
by S and it is not hard to see that the formula ξ ⊗ η → Tξ ⊗ Sη defines
an adjointable operator with norm at most ‖T‖ ‖S‖. In this case, we de-
note the element of L(E ⊗ F ) so defined by T ⊗ S. And of course we have
T ⊗ S = (T ⊗ I)(I ⊗ S) = (I ⊗ S)(T ⊗ I).
In fact, this observation together with the discussions of induced and pro-
duced representations that we have had all fall under a bigger framework,
still: We can discuss correspondences E from one von Neumann algebra, M,
say, to another, say N . That is E is a W ∗-Hilbert module over N , endowed
with a normal ∗-representation ϕ : M → L(E). If we are given also a W ∗-
correspondence F from N to P , then we may form their internal, self-dual
tensor product E ⊗ F to obtain a correspondence from M to P . An element
T ∈ L(E) and an element S ∈ L(F ) form an operator, denoted T ⊗ S in
L(E ⊗ F ) if S lies in the relative commutant of the left action of N on F .
In the special case when F is a Hilbert space, i.e., a W ∗-Hilbert module over
C, then the left action of N is nothing more than a normal representation,
say σ, of N on F . For T ∈ M , T ⊗ I is the induced representation of
M determined by E and the left action of M on E, and, of course, I ⊗ S,
S ∈ σ(N)′ is the produced action. We will not need all of this, but the broad
context may be helpful for understanding. A good place to get the rudiments
of the theory as well as connections with other work on correspondences is
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the paper by Baillet, Denizeau and Havet [6]. Also, what we are discussing
falls under the rubric of W ∗-categories. For these, see [17] and references
therein. And of course, correspondences are ubiquitous in subfactor theory
and in quantum field theory. For an encyclopedic account, together with an
extensive bibliography, see [14].
Lemma 3.8 With the hypotheses and notation as in Lemma 3.4, let qT , qS,
and qR be the support projections of T, S, and R defined in Lemma 2.11.
Then qR ≤ qT ⊗ qS.
Proof. Note that ξ ∈ E lies in (I − qT )E if and only if T (ξ) = 0
(Lemma 2.11). Since R(ξ ⊗ ζ) = T (ξ)S(ζ), for ξ ∈ E, ζ ∈ F , we get that
I−qR dominates both IE⊗(IF−qS) = IE⊗F−(IE⊗qS) and IE⊗F−(qT⊗IF ).
It follows that qR ≤ qT ⊗ qS. 
To show that {EΘ(t)}t≥0 is isomorphic to a subsystem of {E(t)}t≥0, we
write Et for EΘt ; as in equation (10) and we write qt for the support projection
qTt of Tt. Theorem 2.15 provides an isomorphism of correspondences
wt : Et → qtE(t)
such that, for X ∈ Et and h ∈ H ,
wt(X)⊗ h = vt ◦X(h), (13)
where vt : N ⊗Θt H → Et ⊗ H is defined by the equation vt(b ⊗Θt h) =
(I ⊗ b)T˜ ∗t h, b ⊗Θt h ∈ N ⊗Θt H . Considering m
∗
t,s from equation (11) we
obtain the following diagram in which the vertical arrows are isomorphisms
of W ∗-correspondences:
Et+s
m∗t,s
−→ Et ⊗ Es
wt+s ↓ ↓ wt ⊗ ws
qt+sE(t + s) qtE(t)⊗ qsE(s)
Since each projection qs lies in End(E(s)) we may conclude from Lemma 3.8
that
qt+s ≤ qt ⊗ qs, (14)
for all s, t ≥ 0, after identifying E(t + s) with E(t) ⊗ E(s) using Ut,s. Thus
the isomorphisms wt respect the “order” on the Et and the order on the
spaces qtE(t). Or to say things a bit more suggestively, the proto-product
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system {Et}t≥0 is isomorphic to the image of the “convex” family {qt}t≥0
which defines a bundle endomorphism of {E(t)}t≥0.
There is equivalent way to define EΘ(t), which we use here. Write
E(P, t) for the space of all bounded maps from H to HP,t that intertwine
the actions of N . Then in a fashion similar to Proposition 2.7, E(P, t)
becomes a correspondence over N ′. Further, whenever P ′ refines P, the
map v0P ′,P that embeds HP,t into HP ′,t defines, via composition, a map
vP ′,P : E(P, t) → E(P
′, t), which is an N ′-correspondence embedding. By
[26, Lemma 3.1] we conclude that
EΘ(t) ≃ lim
→
(E(P, t), vP ′,P). (15)
The reason this isomorphism is important for our analysis is that we may
apply [26, Proposition 2.12] to construct an isomorphism of correspondences
Ψ(P, t) : E(P, t)→ Et−tn−1 ⊗ · · · ⊗ Et1 , (16)
for each partition P = {0 = t0 < t1 · · · < tn = t}. Thanks to the discussion
in the preceding paragraph, we may identify each space Etk−tk−1 with the
range of the projection qtk−tk−1 in L(E(tk − tk−1)) and, using the maps Ut,s
from Definition 3.2, we may build a projection in L(E(t)), denoted q(P, t) =
qt−tn−1 ⊗ qtn−1−tn−2 ⊗ · · · ⊗ qt1 , and an isomorphism of W
∗-correspondences
Ξ(P, t) from Et−tn−1 ⊗ · · · ⊗ Et1 onto q(P, t)E(t) so that if P
′ refines P then
q(P, t) ≤ q(P ′, t) in L(E(t)) and so that the following diagram commutes
E(P, t)
v
P′,P
−→ E(P ′, t)
↓ ↓
q(P, t)E(t)
ι
P′,P
−→ q(P ′, t)E(t)
where the left vertical arrow is Ξ(P, t)Ψ(P, t), the right vertical arrow is
Ξ(P ′, t)Ψ(P ′, t) and where ιP ′,P is the inclusion map. The fact that q(P, t) ≤
q(P ′, t) in L(E(t)) may be seen easily by viewing P ′ as a succession of one-
point refinements of P and applying the ‘convexity’ relation (14), which is a
consequence of Lemma 3.8: If P = {t0 = 0 < t1 < . . . < tn−1 < tn = t} and
if P ′ = {t0 = 0 < t1 < . . . tk < τ < tk+1 < . . . tn−1 < tn = t}, then q(P, t) =
qt−tn−1 · · ·⊗qtk+1−tk⊗· · ·⊗qt1 ≤ qt−tn−1 · · ·⊗qtk+1−τ⊗qτ−tk⊗· · ·⊗qt1 = q(P
′, t).)
Consequently, if we define qt by the formula
qt := sup
P
q(P, t) (17)
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where the supremum is taken over all partitions P of the interval [0, t], then
qt is a projection in L(E(t)) such that EΘ(t) = qtE(t). Further, with the
aid of the isomorphisms Ut,s that define the product system {E(t)}t≥0, we
conclude that qt+s = qt ⊗ qs.
We summarize our discussion of the last three paragraphs as
Theorem 3.9 Let {E(t)}t≥0 be a product system over a von Neumann alge-
bra M and let {Tt}t≥0 be a covariant representation of {E(t)}t≥0 on a Hilbert
space H such that T0 is injective. Let Θ = {Θt}t≥0 be the cp-semigroup
defined by {Tt}t≥0 through equation (12) and let {EΘ(t)}t≥0 be the product
system generated by Θ, as was just described. If qt is the support projection
of Tt, for each t, and if qt is defined by equation (17) then qt is a projection
in End(E(t)) with qt ≤ qt for all t, qt+s = qt ⊗ qs, for all s, t ≥ 0, and
{EΘ(t)}t≥0 is isomorphic to the product system {qtE(t)}t≥0 - a subproduct
system of {E(t)}t≥0. Further, if qt+s = qt ⊗ qs for all t, s ≥ 0, then qt = qt
for all t ≥ 0.
Note that the last assertion is clear since if qt+s = qt ⊗ qs for all t, s ≥ 0,
then q(P, t) = qt for all partitions P of [0, t]. So by definition of qt as
supP q(P, t) in equation (17), the assertion follows.
4 Measurable product systems
In this section we develop the theory of Borel product systems of W ∗-
correspondences and relate them to quantum Markov semigroups. Our for-
mulation was inspired by Effros’s analysis of Borel fields of von Neumann
algebras in [13], which seems ready-made to allow us to perform the analy-
sis we want to undertake. We would like to note that alternate approaches
to our discussion in this section may be possible. For example, Borel and
continuity structures have long played a central role in the structure of Fell
bundles, which are product systems over groups (see [15]). For the purpose
of studying generalizations of the tensor operator algebras from [25], the first
author generalized Fell bundles over groups to Fell bundles over groupoids
in [24] and showed how to define a topological product system over a partial
order in a topological groupoid. In [19], Hirshberg gave a definition of a Borel
structure on a system of C∗-correspondences that is close to ours and in [35]
Skeide attached a continuity structure to an E0-semigroup defined on L(E),
where E is a Hilbert C∗-module over an auxiliary C∗-algebra. One can get
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Borel structures from topologies of course and W ∗-correspondences from C∗-
correspondences, but we shall not delve into the exact relations here, since
they do not contribute to our immediate purposes.
The following definition is modeled on the definition of a Borel field of
Hilbert spaces. (See the “Borel” version of Definition 1 and Proposition 3 in
[12, Part II, Chapter 1]). In it and throughout the remainder of this paper,
when we talk about the Borel structure on a von Neumann algebra M , say,
then we mean the Borel structure generated by the weak operator topology.
This is the same as the Borel structure generated by the strong-, ultraweak-
or the ultrastrong operator topology and so, in particular, it is independent
of any faithful representation of M .
We want to emphasize that from now on all of our von Neumann algebras
are countably decomposable and all Hilbert spaces under consideration are
separable. These assumptions are essential for most of our analysis, in par-
ticular for dealing with Borel product systems, which are, inter alia, Borel
families of W ∗-modules in the sense of the following definition.
Definition 4.1 Let M be a (countably decomposable) von Neumann algebra.
For every t ∈ [0,∞), let E(t) be a W ∗-module over M . We shall say the the
family {E(t)}t≥0 is a Borel family (or is measurable) if there is a countable
family of cross sections {fn}n≥0 (that is, each fn is defined on [0,∞) and
fn(t) ∈ E(t) for t ∈ [0,∞)) satisfying:
(i) For every n,m, the M-valued function t 7→ 〈fn(t), fm(t)〉 is Borel mea-
surable.
(ii) For every t ∈ [0,∞), theW ∗-submodule of E(t) generated by {fn(t)}n≥0
is E(t).
Such a family of cross sections {fn}n≥0 will be called a defining family of
cross sections for the family {E(t)}t≥0.
Given a Borel family of W ∗-modules {E(t)}t≥0 and a defining family of
cross sections {fn}n≥0, we set [0,∞) ⋆ E := {(t, ξ) : ξ ∈ E(t)} and let
π : [0,∞) ⋆ E → [0,∞) be the projection onto the first factor, π(t, ξ) = t.
Then algebraically, [0,∞) ⋆ E together with π forms a bundle over [0,∞).
Further, the sections {fn}n≥0 define maps {f
′
n}n≥0 of this bundle to M via
the equation f ′n(t, ξ) = 〈fn(t), ξ〉. The Borel structure on [0,∞)⋆E is defined
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to be the smallest Borel structure making the map π and each of the maps
f ′n Borel.
It is immediate, therefore, that a section t 7→ (t, g(t)) ∈ [0,∞) ⋆ E is a
Borel map if and only if its composition with each f ′n is Borel; that is, if and
only if the map to M , t 7→ 〈fn(t), g(t)〉 is Borel for each n.
Definition 4.2 A family {E(t)}t≥0 ofW
∗-correspondences over a (countably
decomposable) von Neumann algebra M is said to be a Borel family of W ∗-
correspondences (or a measurable family of W ∗-correspondences) if
(i) It is measurable as a family of W ∗-modules in the sense of Definition
4.1.
(ii) The map from M × ([0,∞) ⋆ E) to [0,∞) ⋆ E sending (a, (t, ξ)) to
(t, ϕt(a)ξ) is a Borel map.
The family {E(t)}t≥0 is called a measurable product system ( of W
∗-
correspondences) if, in addition, it satisfies:
(iii) For every t, s ≥ 0 there is an isomorphism Ut,s (ofW
∗-correspondences)
mapping E(t) ⊗M E(s) onto E(t + s) such that Ut+s,r(Ut,s ⊗ IE(r)) =
Ut,s+r(IE(t) ⊗ Us,r) for every t, s, r ≥ 0.
(iv) The family {Us,t}s,t≥0 is Borel in the sense that if t 7→ ξ(t) is a Borel
section and if η lies in E(s), then the sections l(η)ξ and r(η)ξ, defined
by the equations
(l(η)ξ)(t) = Us,t−s(η ⊗ ξ(t− s))
(r(η)ξ)(t) = Ut−s,s(ξ(t− s)⊗ η)
are Borel (where ξ(t− s) is understood to be 0 if t < s).
Remark 4.3 (1) Often we shall suppress the maps ϕt and Ut,s when work-
ing with a measurable product system of W ∗-correspondences.
(2) It follows from part (ii) of the definition that, whenever t 7→ at is
a Borel map from [0,∞) to M and t 7→ ξ(t) is a Borel section of
{E(t)}t≥0, the map t 7→ atξ(t) (= ϕt(at)ξ(t)) is also a Borel section.
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(3) We do not know if the condition (iv) in the definition of a measur-
able product system is equivalent to the measurability of the map from
([0,∞)⋆E)×([0,∞)⋆E) to [0,∞)⋆E induced by the family {Us,t}s,t≥0.
Suppose that {E(t)}t≥0 is a Borel family of W
∗-modules over M and
that {fn}n≥0 is a defining family of cross sections. We also fix a (faithful)
representation σ of M on a Hilbert space H and set H(t) = E(t) ⊗σ H .
Then the family of sections {fn(t) ⊗ em}n,m≥0, where {em}m≥0 is a fixed
orthonormal basis of H , makes {H(t)}t≥0 a Borel family of Hilbert spaces.
It then follows from [12, Proposition 1 in section II.1.4] that there is a fixed
Hilbert space H0 and unitary operators vt from H0 onto H(t) such that,
for every h ∈ H , the section t 7→ vth is Borel. (Note that we can always
assume that each H(t) is infinite dimensional by choosing H to be infinite
dimensional at the outset.) Thus, the measurable Hilbert bundle determined
by the H(t) is trivialized by the unitary family {vt}t≥0. It follows that given
a Borel section t 7→ ξ(t) ∈ E(t) and vectors k ∈ H and h ∈ H0, the map
t 7→ 〈L∗ξ(t)vth, k〉 = 〈vth, ξ(t)⊗ k〉 is Borel.
Lemma 4.4 Let {E(t)}t≥0 be a Borel family of W
∗-modules and let g1 and
g2 be two Borel sections. Then the map t 7→ 〈g1(t), g2(t)〉 is a Borel map.
Proof. For a Borel family of Hilbert spaces, this result is known ([12,
Proposition 4, Chapter 1, Part II]) . It is possible to prove the present lemma
using similar methods; that is, by applying a Gram-Schmidt process in the
setting of W ∗-modules. But it is easier simply to take vectors x1, x2 ∈ H
(where M is represented faithfully on H), note that 〈g1(t)⊗x1, g2(t)⊗x2〉 =
〈x1, 〈g1(t), g2(t)〉x2〉, and then use the result about sections of a Borel family
of Hilbert spaces. 
Continuing with our discussion, define an isomorphism Φt : L(E(t)) →
B(H0) by setting Φt(T ) = v
∗
t (T ⊗ IH)vt (for t ≥ 0) where {vt}t≥0 is a triv-
ializing family of unitaries as above. Since {fn}n≥0 is a defining family of
cross sections of {E(t)}t≥0, we see that if h, k are vectors in H0, then the map
t 7→ 〈Φt(fn(t)⊗fm(t)
∗)h, k〉 = 〈L∗fn(t)vth, L
∗
fm(t)
vtk〉 is a Borel map for every n
and m. Note also, that for a fixed t ≥ 0, Φt(L(E(t))) is the von Neumann al-
gebra generated by the operators Φt(fn(t)⊗fm(t)
∗). Thus, {Φt(L(E(t)))}t≥0
is a measurable family of von Neumann algebras in B(H0) in the sense of
[12, Definition II.3.2.1].
Now assume that in addition to being a Borel family of W ∗-modules,
{E(t)}t≥0 is a Borel family of W
∗-correspondences over M . Then for a ∈M
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and n,m ∈ N, the map t 7→ afn(t) ⊗ em is Borel and so is the map t 7→
〈(ϕt(a)⊗ I)vth0, fn(t)⊗ em〉 = 〈vth0, a
∗fn(t)⊗ em〉 (for h0 ∈ H0). It follows
that, for a ∈ M , the map that sends t to the matrix
(
Φt(ϕt(a)) 0
0 a
)
is
a Borel map. If, for each t, Bt is the von Neumann algebra generated by
these matrices as a runs over M , we get a Borel family of von Neumann
subalgebras of B(H0 ⊕H).
By a result of Effros [13, Theorem 3] the field t 7→ B′t is also a Borel field
of von Neumann algebras. Thus, there is a family {Rn(t)}n≥0 of Borel maps
into B(H0 ⊕H) such that, for every t, the set {Rn(t)}n≥0 generates the von
Neumann algebra B′t. Letting P and P0 be the projections of H0 ⊕H onto
H and H0, respectively, we find that operators in the right upper corner (i.e
operators in P0B
′
tP ) are precisely the operators T : H → H0 that satisfy the
equation v∗t (ϕt(a)⊗ I)vtT = Ta for all a ∈M . It follows from the definition
of the σ-dual, E(t)σ, (where σ is the fixed representation of M on H) that
these are precisely the operators T such that vtT lies in E(t)
σ.
Hence the family {E(t)σ}t≥0 is a Borel family of W
∗-modules over M ′,
where {vtP0Rn(t)P}n≥0 is a defining family of cross sections for the Borel
structure.
Theorem 4.5 Let M be a countably decomposable von Neumann algebra, let
σ be a faithful representation of M on a Hilbert space H and let {E(t)}t≥0 be
a measurable product system over M . Then the system of duals {E(t)σ}t≥0
is a measurable product system over σ(M)′.
Proof. We have already shown that {E(t)σ}t≥0 is a Borel family of
W ∗-modules. So we need to verify conditions (ii)-(iv) in Definition 4.2. To
verify condition (ii), fix a Borel map t 7→ bt ∈ M
′ and a Borel section
t 7→ ηt of {E(t)
σ}t≥0. Note first that for every h, k ∈ H and every pair
of Borel sections t 7→ ξt and t 7→ ζt of {E(t)}t≥0, we have 〈(IE(t) ⊗ b
∗
t )ξt ⊗
h, ζt ⊗ k〉 = 〈b
∗
th, 〈ξt, ζt〉k〉. Thus t 7→ IE(t) ⊗ b
∗
t is a Borel section of the
family {B(Ht)}t≥0 and, consequently, t 7→ v
∗
t (IE(t) ⊗ b
∗
t )vt is a Borel map
into B(H0). Since t 7→ ηt is a Borel section of {E(t)
σ}t≥0, t 7→ v
∗
t ηt is a
Borel map into B(H,H0) and it follows that, for every h ∈ H and h0 ∈ H0,
the map t 7→ 〈v∗t (IE(t) ⊗ bt)ηth, h0〉 = 〈v
∗
t ηth, v
∗
t (IE(t) ⊗ b
∗
t )vth0〉 is Borel.
Thus t 7→ v∗t (IE(t) ⊗ bt)ηt is a Borel map into B(H,H0). Consequently,
t 7→ (IE(t) ⊗ bt)ηt = bt · ηt is a Borel section of {E(t)
σ}t≥0, which verifies (ii).
For (iii), we note that if we write Us,t for the system of isomorphisms
associated with the product system {E(t)}t≥0, the system of isomorphisms
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for the dual system, denoted {Ws,t}s,t≥0, are defined by the equation
Ws,t(ζ ⊗ η) = (Ut,s ⊗ IH)(IE(t) ⊗ ζ)η (18)
where ζ ∈ E(s)σ and η ∈ E(t)σ. The fact that they satisfy (iii) follows from
[28, Lemma 3.7].
To verify (iv), fix the following objects: s ≥ 0, ζ ∈ E(s)σ, k in H , k0 in H0
and a Borel section {ηt}t≥0 of {E(t)
σ}t≥0. Also, let {fn(t)}n≥0 be a defining
family of Borel sections for Borel structure on {E(t)}t≥0. From the fact that
{Us,t}s,t≥0 is measurable (in the sense of Definition 4.2 (iv)) we see that for
every ξ ∈ E(s) and h ∈ H , the map t 7→ 〈Ut−s,s(fn(t − s) ⊗ ξ)⊗ h, vtk0〉 =
〈(Ut−s,s ⊗ IH)(fn(t − s) ⊗ (ξ ⊗ h)), vtk0〉 is Borel. Let {em}m≥0 be a fixed
orthonormal basis for H . Then ζ(em) lies in E(s) ⊗ H and, thus the map
t 7→ 〈(Ut−s,s⊗ IH)(fn(t− s)⊗ ζ(em)), vtk0〉 is Borel (for all n,m). The latter
expression can also be written as 〈fn(t−s)⊗em, (IE(t−s)⊗ζ
∗)(U∗t−s,s⊗IH)vtk0〉
and so the map t 7→ (IE(t−s) ⊗ ζ
∗)(U∗t−s,s ⊗ IH)vtk0 is a Borel section of
{E(t − s) ⊗ H}t≥0 . Since t 7→ ηt−sk is also a Borel section, their inner
product yields a Borel map. Thus t 7→ 〈(Ut−s,s⊗IH)(IE(t−s)⊗ζ)ηt−sk, vtk0〉 =
〈v∗tWs,t−s(ζ⊗ηt−s)k, k0〉 is a Borel map. This proves the measurability of l(ζ).
The proof of the measurability of r(ζ) is similar and we omit it. 
It will be convenient to adopt the following terminology and notation
which are borrowed from [5].
Definition 4.6 Let N be a von Neumann algebra.
(i) A CP -semigroup on N is a semigroup {Θt : t ≥ 0} of contractive,
completely positive, normal, linear maps on N such that, for every
a ∈M , the map t 7→ Θt(a) is ultraweakly continuous.
(ii) A CP0-semigroup on N is a CP -semigroup of unital maps.
(iii) An E-semigroup on N is a CP -semigroup of endomorphisms.
(iv) An E0-semigroup on N is a CP -semigroup of unital endomorphisms.
Of course, a CP -semigroup is what we called a quantum Markov semi-
group at the outset of this paper.
The following example shows how to get a Borel product system of cor-
respondences over a von Neumann algebra M from an E0-semigroup on M .
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In the setting of discrete product systems of C∗-correspondences, the alge-
braic aspects of this product system are due to Fowler [16]. In all but name,
it occurs in the context of semigroups of endomorphisms of C∗-algebras in
Khoshkam and Skandalis’s paper [20]. Skeide, too, discusses it without ref-
erence to the Borel structure in [34].
Example 4.7 LetM be a countably decomposable von Neumann algebra act-
ing on a Hilbert space H and write σ for the inclusion of M into B(H). Let
{αt}t≥0 be an E-semigroup acting on M and let αtM be the correspondence
associated with αt as in Example 2.2. The family t 7→ αtM is a product sys-
tem with multiplication isomorphisms Ut,s(a ⊗ b) = αs(a)b for a ∈ αtM and
b ∈ αsM , and it is easy to verify that it is measurable. If we let Eα(t) = E
σ
αt
be the σ-dual correspondence of αtM as in Example 2.8, it then follows from
Theorem 4.5 that t 7→ Eα(t) is also a measurable product system, with mul-
tiplication isomorphisms Ws,t(S ⊗ T ) = ST .
The first part of the next theorem can be deduced from Theorem 3.9.
However, since the proof here is simpler and needs no “direct limit argu-
ments”, we prefer to spell it out.
Theorem 4.8 Let {E(t)}t≥0 be a product system over M and let {Vt}t≥0
be an isometric covariant representation of it. For every t > 0 write αt
for the normal endomorphism of V0(M)
′ defined as in equation (12); that
is, αt(b) = V˜t(IE(t) ⊗ b)V˜
∗
t for b ∈ V0(M)
′. Then there is an isomorphism
γ = {γt}t≥0 of product systems from {Eα(t)}t≥0 onto {E(t)}t≥0.
Moreover, if {αt}t≥0 is an E-semigroup (that is, the map t 7→ αt(b) is
ultraweakly continuous for every b ∈ V0(M)
′), then {E(t)}t≥0 is a measurable
product system.
Proof. We write N for V0(M)
′. As usual, we shall suppress reference to
the identity representation of N . We shall use the isomorphisms constructed
in Theorem 2.15, i.e. the W ∗-correspondence isomorphisms wt from Eα(t) =
Eσαt onto E(t). There we proved the equality Lwt(Xt) = vtXt (see equation
(9)), where vt : N ⊗αt H → E(t) ⊗ H maps b ⊗ h to (I ⊗ b)V˜
∗
t h. Since the
maps αt are endomorphisms, we may identify N ⊗αt H with H through the
unitary map ut : N ⊗αt H → H sending b ⊗ h to αt(b)h. As is indicated at
the end of Example 2.8, Eα(t) is then identified with the space of all bounded
operators in B(H) that intertwine the identity representation of N and αt.
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Given such an operator Yt in B(H), we get from equation (9) the equation
Lwt(u∗t Yt) = vtu
∗
tYt. But utv
∗
t = V˜t (since utv
∗
t (I ⊗ b)V˜
∗
t h = ut(b ⊗ h) =
αt(b)h = V˜t(I⊗b)V˜
∗
t h) and, thus, Lwt(u∗t Yt) = V˜
∗
t Yt. Write γt(Yt) := wt(u
∗
tYt).
Then each γt is an isomorphism of Eα(t) onto E(t) and we conclude that
Lγt(Yt) = V˜
∗
t Yt. After applying V˜t, we find that
Vt(γt(Yt)) = αt(I)Yt, Yt ∈ Eα(t). (19)
For ξ ∈ E(t), a ∈ N and h ∈ H , αt(a)Vt(ξ)h = V˜t(IE(t) ⊗ a)V˜
∗
t V˜t(ξ ⊗ h) =
V˜t(ξ ⊗ ah) = Vt(ξ)ah. Thus Vt(ξ) lies in Eα(t). Applying equation (19)
with Vt(ξ) in place of Yt (and noting that αt(I)Vt(ξ) = Vt(ξ)), we get
Vt(γt(Vt(ξ))) = Vt(ξ). Since Vt is injective, we have
γt(Vt(ξ)) = ξ, ξ ∈ E(t). (20)
In order to show that {γt}t≥0 gives an isomorphism of product systems, we
need to check that, for Yt ∈ Eα(t) and Ys ∈ Eα(s), we have γt+s(U
α
t,s(Yt ⊗
Ys)) = Ut,s(γt(Yt) ⊗ γs(Ys)) (where U and U
α denote the “multiplication”
maps on {E(t)}t≥0 and {Eα(t)}t≥0 respectively). Recall from Example 4.7
that Uαt,s(Yt ⊗ Ys) = YtYs. Using equation (19) and the fact that Vt(γt(Yt))
lies in Eα(t), we compute:
Vt+s(γt+s(U
α
t,s(Yt⊗Ys))) = Vt+s(γt+s(YtYs)) = αt+s(I)YtYs = αt(αs(I))αt(I)YtYs
= αt(αs(I))Vt(γt(Yt))Ys = Vt(γt(Yt))Vs(γs(Ys))
= Vt+s(Ut,s(γt(Yt)⊗ γs(Ys))).
Applying γt+s to this equality (and using the equation γt+s(Vt+s(ξ)) = ξ,
ξ ∈ E(t+ s)) we get the required result.
If {αt}t≥0 is an E-semigroup, we already know that {Eα(t)}t≥0 is a mea-
surable product system (Example 4.7) and we can use γ = {γt}t≥0 to “carry”
the Borel structure to {E(t)}t≥0 ; that is, if {Y
(n)} is a countable family of
sections defining the Borel structure in {Eα(t)}t≥0 , then {γ(Y
(n))} define a
Borel structure on {E(t)}t≥0. 
Our next goal is to show that the product system for a CP -semigroup is
measurable. For this purpose, we will use the preceding Theorem, Theorem
4.8, and a dilation result. The dilation result, which we state here, was
proved for a fully coisometric covariant representation in [26, Theorem 3.7].
The general case was recently proved in [37, Theorem 1.1].
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Theorem 4.9 ([26], [37]) Let {E(t)}t≥0 be a product system over a von
Neumann algebra M and let {Tt}t≥0 be a fully coisometric covariant repre-
sentation of the product system on a Hilbert space H. Then there is another
Hilbert space K, an isometry u0 mapping H into K, and fully coisometric,
isometric covariant representation {Vt}t≥0 of {E(t)}t≥0 on K such that
(1) u∗0Vt(ξ)u0 = Tt(ξ) for all ξ ∈ E(t), t ≥ 0.
(2) For all ξ ∈ E(t), t ≥ 0, Vt(ξ)
∗ leaves u0(H) invariant.
(3) The smallest subspace of K containing u0(H) and reducing each Vt(ξ)
is all of K.
The following theorem was proved, for the case M = B(H) and the
product system involved is a product system of Hilbert spaces, by Markiewicz
in [22, Theorem 3.9], using different methods.
Theorem 4.10 Let {Θt}t≥0 be a CP -semigroup on a von Neumann algebra
M and let {EΘ(t)}t≥0 be the product system associated to this semigroup as
in [26] (see the discussion in the previous section). Then {EΘ(t)}t≥0 is a
measurable product system.
Proof. As we briefly described in Section 3, one can associate with
the CP -semigroup a product system {EΘ(t)}t≥0 and a representation of this
product system on a Hilbert space. (This is the identity representation men-
tioned in Section 3). We can use Theorem 4.9 to dilate this representation
to an isometric representation {Vt}t≥0 of {EΘ(t)}t≥0 on K. Now we apply
Theorem 4.8. 
Definition 4.11 Let {E(t)}t≥0 be a measurable product system over M and
let {Tt}t≥0 be a covariant representation of {E(t)}t≥0 on a Hilbert space H.
Then the representation is said to be measurable if, whenever t 7→ ξt is a
Borel section of the product system and h, k ∈ H, the map t 7→ 〈Tt(ξt)h, k〉
is Borel.
As we see in the following theorem, such representations (satisfying an
additional condition) give rise to CP -semigroups on T0(M)
′
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Theorem 4.12 Let {E(t)}t≥0 be a measurable product system over M and
let {Tt}t≥0 be a measurable covariant representation of this product system
on H. Write Θt for the completely positive map on T0(M)
′ defined by
Θt(b) = T˜t(IE(t) ⊗ b)T˜
∗
t . (21)
Then {Θt}t≥0 is a semigroup of normal, contractive, completely positive maps
on T0(M)
′ and, for every b ∈ T0(M)
′, the map t 7→ Θt(b) is ultraweakly
continuous on (0,∞).
If, in addition,
∩{ker(Θt)|t > 0} = {0}, (22)
then the map is also continuous at t = 0.
Proof. Everything but the continuity can be found in [26, Theorem
3.10]. So we attend to that. Fix b ∈ T0(M)
′. For every measurable section
t 7→ ξt of {E(t)}t≥0 and every h, k ∈ H , the map that sends t to 〈(IE(t) ⊗
b)T˜ ∗t h, ξt ⊗ k〉 = 〈h, Tt(ξt)bk〉 is measurable, since {Tt}t≥0 is a measurable
representation. Thus t 7→ (IE(t) ⊗ b)T˜
∗
t h is a Borel section of {E(t)⊗H}t≥0
and so is t 7→ T˜ ∗t k. Forming the inner product, we conclude that the map
t 7→ 〈Θt(b)h, k〉 = 〈(IE(t) ⊗ b)T˜
∗
t h, T˜
∗
t k〉 is measurable. Write R for T0(M)
′.
Then it follows that the function t 7→ 〈ω,Θt(b)〉 is measurable for every
b ∈ R and every ω ∈ R∗ (where 〈·, ·〉 is the duality pairing of R and R∗
). Since each Θt is normal, we can write Ψt for the pre-adjoint of Θt, i.e.
Ψt(ω) = ω ◦Θt for all ω ∈ R∗.
Since R∗ is separable, [18, Theorem 3.5.3] implies that t 7→ Ψt(ω) is
strongly measurable as an R∗-valued function. Thus, in the terminology
of [18, Chap. 10], {Ψt}t≥0 is a strongly measurable semigroup of linear
maps on R∗. But then, [18, Theorem 10.2.3] shows that t 7→ Ψt is strongly
continuous on (0,∞); i.e., for each ω ∈ R∗, the R∗-valued function on (0,∞),
t 7→ Ψt(ω) = ω ◦Θt, is continuous with respect to the norm topology on R∗.
This proves the required continuity on (0,∞).
To prove the continuity at t = 0, assuming condition (22), we write R˜∗
for the closed linear span ∨{Ψt(R∗)|t > 0} and note that, if R˜∗ 6= R∗, there
is a non zero operator R in R such that 〈ω,R〉 = 0 for all ω ∈ R˜∗. This
means that, for all t > 0 and all ω ∈ R∗, 〈ω,Θt(R)〉 = 〈Ψt(ω), R〉 = 0. Thus
R lies in the kernels of all Θt, t > 0, contradicting condition (22). It follows
that R˜∗ = R∗. We can now appeal to [18, Theorem 10.5.5] to conclude that
limt→0+ ||Ψt(ω) − ω|| = 0. Consequently, for all ω ∈ R∗ and R ∈ R we see
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that 〈ω,Θt(R)〉 = 〈Ψt(ω), R〉 → 〈ω,R〉 as t→ 0+, which is what we wanted
to prove. 
Remark 4.13 Note that the arguments of the proof of the theorem show
that, if {Θt}t≥0 is a CP -semigroup and (Θt)∗ is the pre-adjoint of Θt, then
the map t 7→ (Θt)∗(ω) = ω ◦Θt is norm continuous for all ω in the predual.
5 Subordinate CP-semigroups
As an application of our analysis of measurable product systems and their
relation to CP -semigroups, we want to study the notion of “subordination”
for these semigroups. Our analysis rests on a result of Arveson [2, Theorem
1.4.2]. In order to state it, we require some notation. Given a C∗-algebra B
and a Hilbert space H , we write CP (B,H) for the set of all completely posi-
tive linear maps from B into B(H). There is a natural partial ordering on this
set defined by ψ ≤ φ if φ− ψ is completely positive and, for φ ∈ CP (B,H),
we write [0, φ] := {ψ ∈ CP (B,H) : ψ ≤ φ}. Given φ ∈ CP (B,H), we
write φ(b) = V ∗π(b)V for the unique (up to unitary equivalence) minimal
Stinespring dilation of φ, where π is the Stinespring representation of B on
the space Hilbert space K, V is the contractive Stinespring “embedding” of
H into K, and where K is spanned by π(B)V (H). For every T ∈ B(K) that
commutes with the image of π we write φT for the map φT (b) = V
∗Tπ(b)V .
Then we have the following
Proposition 5.1 ([2]) The map T 7→ φT is an affine order isomorphism of
the partially ordered convex set of operators {T ∈ π(B)′ : 0 ≤ T ≤ I} onto
[0, φ].
Definition 5.2 Let Θ and Ψ be two normal, contractive, completely positive
maps on the von Neumann algebra N . We say that Ψ is subordinate to Θ
(and write Ψ ≤ Θ) if Θ−Ψ is completely positive.
Similarly, if {Θt}t≥0 and {Ψt}t≥0 are cp-semigroups on N , then we say
that {Ψt}t≥0 is subordinate to {Θt}t≥0 if Ψt ≤ Θt for all t ≥ 0.
We shall adapt Proposition 5.1 to deal with normal completely positive
maps on a given von Neumann algebra N , mapping N into itself. Our com-
pletely positive maps are associated with covariant representations of W ∗-
correspondences. So let E be such a correspondence (over the von Neumann
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algebra M , say) and let (T, σ) be a covariant representation of E with faith-
ful σ. The resulting completely positive map is Θ(b) = T˜ (IE ⊗ b)T˜
∗ for
b ∈ σ(M)′.
Write N for σ(M)′, recall that the Stinespring representation space K is
N⊗σ◦ΘH and that, in the proof of Theorem 2.15, we considered the isometry
v mapping K = N ⊗σ◦Θ H onto the subspace L = [(I ⊗N)T˜
∗H ] of E ⊗σ H
(by mapping b⊗ h to (b⊗ I)T˜ ∗h). Recall also, from Lemma 2.11, that there
is a projection qT ∈ End(E) such that L is the range of qT ⊗ IH .
Using v to carry the Stinespring representation π from K to L, we get a
representation τ on L defined by τ(x)(I ⊗ y)T˜ ∗h = (I ⊗ xy)T˜ ∗h for x, y ∈
σ(M)′, h ∈ H . Since the commutant of I⊗σ(M)′ (in B(E⊗H)) is L(E)⊗I
(Lemma 2.4), the commutant of the image of τ (in B(L)) is the algebra
qTL(E)qT ⊗IH . It follows from Proposition 5.1 that there is an order isomor-
phism between the completely positive maps φ : σ(M)′ → B(H) with φ ≤ Θ
and positive contractive operators in qTL(E)qT⊗IH . In fact, if c ∈ qTL(E)qT
then the associated completely positive map is Θc(x) = T˜ (c⊗ x)T˜
∗.
It follows from this expression that every such map is automatically a
normal map. In general, the image of Θc is not contained in σ(M)
′. To
see when it is contained there, fix a ∈ M,x ∈ σ(M)′ and c as above and
compute.
Θc(x)σ(a) = T˜ (c⊗x)T˜
∗σ(a) = T˜ (c⊗x)(ϕ(a)⊗I)T˜ ∗ = T˜ (cϕ(a)⊗x)T˜ ∗ (23)
and, similarly,
σ(a)Θc(x) = T˜ (ϕ(a)c⊗ x)T˜
∗. (24)
It follows that the image of Θc is contained in σ(M)
′ if and only if c ∈
qT (End(E))qT . Summarizing this discussion, we have the following.
Proposition 5.3 Let Θ be the normal contractive completely positive map
associated to a covariant representation (T, σ) (with faithful σ) of the W ∗-
correspondence E over M . Then there is an order isomorphism c 7→ Θc
from the set of all operators c ∈ qT (End(E))qT that satisfy 0 ≤ c ≤ I onto
the set of all normal contractive completely positive maps on σ(M)′ that are
subordinate to Θ.
Given c the map Θc is written
Θc(x) = T˜ (c⊗ x)T˜
∗, x ∈ σ(M)′.
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Corollary 5.4 (1) Let E be a W ∗-correspondence over a von Neumann
algebra M and let (T, σ) and (S, ρ) be two covariant representations of
E with faithful σ and ρ. Write qT and qS for the support projections
of these representations in End(E) defined through equation (4). Also,
write ΘT and ΘS for the completely positive maps associated with the
representations.
If qT = qS then there is an order isomorphism between the normal,
completely positive, maps of σ(M)′ that are subordinate to ΘT and the
normal completely positive maps of ρ(M)′ that are subordinate to ΘS.
(2) Suppose Θ is a normal, unital, completely positive map of a von Neu-
mann algebra N and let α be its minimal endomorphic dilation acting
on the von Neumann algebra R. Then there is an order isomorphism
between the normal completely positive maps on N subordinate to Θ
and those that are subordinate to α on R.
Proof. Part (1) follows immediately from Proposition 5.3. For part (2),
recall the construction of α from [26]. Given such Θ, we fix a Hilbert space
H on which N acts and we define the correspondence EΘ as in (3). EΘ is
a correspondence over N ′. We write σ for the identity representation of N ′
on H and define T : EΘ → B(H) by T (η) = W
∗η where W : H → N ⊗Θ H
is the operator mapping h ∈ H to I ⊗ h. The pair (T, σ) is then a fully
coisometric covariant representation of EΘ on H (referred to as the identity
representation). Applying [25, Corollary 5.21] (or [26, Theorem 2.18]), we
can dilate (T, σ) to a covariant representation (V, ρ) on a Hilbert space K
that is both isometric and fully coisometric. Writing α(S) = V˜ (IEΘ ⊗ S)V˜
∗
we get a unital endomorphism of ρ(N ′)′ that dilates Θ. This is the minimal
endomorphic dilation of Θ.
The proof of (2) will be complete (using part (1)) once we show that
qT = qV . Since (V, ρ) is isometric it is clear that qV = I. The fact that
qT = I was proved in Lemma 2.13. Thus qV = qT = I. 
The referee has kindly noted that Proposition 5.3 and Corollary 5.4 may
be derived from Paschke’s Proposition 5.4 in [29] using duality.
Definition 5.5 Let {E(t)}t≥0 a measurable product system over a von Neu-
mann algebra M , let {Us,t}s,t≥0 be the family of multiplication maps that
identify E(s + t) with E(s) ⊗ E(t), s, t ≥ 0 and let q = {qt} be a family
projections such that qt lies in End(E(t)) for each t, and such that for every
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s, t, qs+t ≤ Ut,s(qt⊗ qs)U
∗
t,s. A family c = {ct}t≥0 of sections of {L(E(t))}t≥0
will be called a reduced cocycle for the product system {E(t)}t≥0 (relative to
q) if c satisfies
(Cq1) For each t ≥ 0, ct ∈ qt(End(E(t)))qt and 0 ≤ ct ≤ I.
(Cq2) c0 = I and, for t, s ≥ 0, ct+s = qt+sUs,t(cs ⊗ ct)U
∗
t,sqt+s.
(Cq3) c is a Borel section of the Borel family {L(E(t))}t≥0.
(Cq4) For every s > 0 and every ξ, ζ ∈ qsE(s), limt→0〈U(s−t),t(IE(s−t) ⊗
ct)ξ, ζ〉 = 〈ξ, ζ〉 in the ultraweak topology of M .
For a given family q, as above, the collection of all reduced cocycles for
the product system {E(t)}t≥0 will be denoted Cq(E).
If qt = IE(t) for every t, then we call c simply a cocycle for {E(t)}t≥0 and
we will write C(E) for the collection of all cocycles for {E(t)}t≥0.
Very often we will omit the multiplication maps and simply write ct+s =
cs ⊗ ct. We note, too, that the notion of a (reduced) cocycle for a product
system is different from the more familiar notion of a cocycle for a semigroup.
However, as we shall see in Proposition 5.9, there is a relation between the
two notions.
As we have seen in our construction of a product system from a cp-
semigroup, families of projections q = {qt} satisfying the hypothesis qt+s ≤
Ut,s(qt⊗qs)U
∗
t,s for all s, t ≥ 0 in Definition 5.5 arise as the support projections
of a representation. This will play an important role in what follows. To
support our computations, we begin with a lemma.
Lemma 5.6 Let E and F be two W ∗-correspondences over a von Neumann
algebra M and let (T, σ) and (S, σ) be covariant representations of E and
F , respectively, on H, where σ is assumed to be faithful. Let (R, σ) be the
representation of E ⊗ F defined by the formula R(ξ ⊗ ζ) = T (ξ)S(ζ) for
ξ ∈ E, ζ ∈ F and described in Lemma 3.4. Write ΘT , ΘS and ΘR for
the corresponding completely positive maps on σ(M)′. Suppose Ψ and Φ are
normal, completely positive maps on σ(M)′ such that Ψ ≤ ΘT and Φ ≤ ΘS,
and let c1 ∈ End(E) and c2 ∈ End(F ) be the positive elements such that
Ψ = (ΘT )c1 and Φ = (ΘT )c2. Then Ψ ◦ Φ = Θc where c = qR(c1 ⊗ c2)qR,
where qR is the support projection of R.
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Proof. The proof is a computation: Ψ ◦ Φ(b) = Ψ(S˜(c1 ⊗ b)S˜
∗) =
T˜ (c2 ⊗ (S˜(c1 ⊗ b)S˜
∗))T˜ ∗ = R˜(c1 ⊗ c2 ⊗ b)R˜
∗ = R˜(qR(c1 ⊗ c2)qR ⊗ b)R˜
∗, for
b ∈ σ(M)′. 
Theorem 5.7 Let {E(t)}t≥0 be a measurable product system and let {Tt}t≥0
be a measurable covariant representation of it. Write q = {qt} where qt = qTt
is the support projection of Tt for every t, and suppose that the semigroup Θ =
{Θt}t≥0 of completely positive maps of T0(M)
′ induced by {Tt}t≥0 (defined
via equation (12)) is a CP -semigroup. Then there is an order isomorphism
c 7→ Θc from the set Cq(E) of reduced cocycles for {E(t)}t≥0, relative to q,
onto the set of all CP -semigroups Ψ = {Ψt}t≥0 of T0(M)
′ that are subordinate
to Θ.
The semigroup associated to c ∈ Cq(E) is given by the equation
(Θc)t(b) = T˜t(ct ⊗ b)T˜
∗
t (25)
for b ∈ T0(M)
′.
Proof. Suppose c = {ct}t≥0 is in Cq(E), let H be the Hilbert space of
{Tt}t≥0, and write
Ψt(b) = T˜t(ct ⊗ b)T˜
∗
t (26)
for b ∈ T0(M)
′. Then it follows from Proposition 5.3 that for every t ≥ 0, Ψt
is a normal, completely positive map on T0(M)
′ that is subordinate to Θt.
For t, s ≥ 0 and b ∈ T0(M)
′, Ψs◦Ψt(b) = T˜s(cs⊗(T˜t(ct⊗b)T˜
∗
t )T˜
∗
s = T˜s(IE(s)⊗
T˜t)(cs ⊗ ct ⊗ b)(IE(s) ⊗ T˜
∗
t )T˜
∗
s = T˜s+t(qs+t ⊗ I)(cs ⊗ ct ⊗ b)(qs+t ⊗ I)T˜
∗
s+t =
T˜s+t(cs+t⊗ b)T˜
∗
s+t = Ψs+t(b). (Note that, for every t, T˜t = T˜t(qt⊗ IH)). Thus
{Ψt}t≥0 is a semigroup.
Define St : E(t) → B(H) for t ≥ 0 by setting St(ξ) := Tt(c
1/2
t ξ). Then
{St}t≥0 is a covariant representation of the product system {E(t)}t≥0 on
H . For h, k in H and a Borel section t 7→ ξt of {E(t)}t≥0, the map t 7→
〈St(ξt)h, k〉 = 〈Tt(c
1/2
t ξt)h, k〉 is Borel because c satisfies (Cq3). Thus {St}t≥0
is a measurable representation. It then follows from Theorem 4.12 that for
b ∈ T0(M)
′, the map t 7→ Ψt(b) is continuous on (0,∞). To show continuity
at t = 0 we need to show that ∩{ker(Ψt)|t > 0} = {0}.
For that we first fix 0 ≤ t ≤ s and b ∈ T0(M)
′ and compute:
Θs−t ◦Ψt(b) = T˜s−t(IE(s−t) ⊗ (T˜t(ct ⊗ b)T˜
∗
t ))T˜
∗
s−t (27)
= T˜s(qs ⊗ I)(IE(s−t) ⊗ ct ⊗ b)(qs ⊗ I)T˜
∗
s . (28)
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For h, k ∈ H and ξ, ζ ∈ qsE(s), 〈(IE(s−t)⊗ct⊗b)(ξ⊗h), ζ⊗k〉 = 〈bh, T0(〈(IE(s−t)⊗
ct)ξ, ζ〉)k〉 and, using (Cq4), this expression tends to 〈(IE(s)⊗b)(ξ⊗h), ζ⊗k〉
as t tends to 0. Combining this with equation (27), we see that, for b ∈
T0(M)
′ and s > 0,
lim
t→0
Θs−t(Ψt(b)) = Θs(b) (29)
ultraweakly. Fix b ∈ ∩{ker(Ψt)|t > 0} and s > 0. It follows from equation
(29) that b ∈ ker(Θs). Since this holds for all s > 0, we conclude that
b ∈ ∩{ker(Θt)|t > 0}. But, from the continuity of Θt it follows that the
intersection is just {0}. This proves that ∩{ker(Ψt)|t > 0} = {0} and, using
Theorem 4.12, we find that {Ψt}t≥0 is a CP -semigroup that is subordinate
to {Θt}t≥0.
For the converse, let {Ψt}t≥0 be a CP -semigroup that is subordinate
to {Θt}t≥0. Then by Proposition 5.3 there is a unique family c = {ct}t≥0
satisfying (Cq1) such that Ψt is of the form (26). It follows from Lemma 3.8
(iii) (and the uniqueness of the ct’s) that, for s, t ≥ 0, cs+t = qs+t(cs⊗ct)qs+t.
It is left to prove (Cq3) and (Cq4).
Fix a, b ∈ T0(M)
′ and h, k ∈ H . Then, for t ≥ 0, 〈(ct ⊗ IH)(IE(t) ⊗
b)T˜ ∗t h, (IE(t)⊗a)T˜
∗
t 〉 = 〈Ψt(a
∗b)h, k〉. It results from the continuity properties
of {Ψt}t≥0 that this expression is a continuous function of t (on [0,∞)). Since
qt is the support projection of Tt, the vectors of the form (IE(t) ⊗ b)T˜
∗
t h,
b ∈ T0(M)
′ and h ∈ H , span a dense subspace of qtE(t)⊗H . Thus the map
t 7→ ct ⊗ IH = qtctqt ⊗ IH is a Borel section of {B(E(t)⊗H)}t≥0. Fix Borel
sections {ξt}t≥0 and {ζt}t≥0 of {E(t)}t≥0. Then for every h, k ∈ H , the map
t 7→ 〈(ct ⊗ IH)(ξt ⊗ h), ζt⊗ k〉 = 〈h, T0(〈ctξt, ζt〉)k〉 is a Borel map and (Cq3)
follows.
Since both {Θt}t≥0 and {Ψt}t≥0 are CP -semigroups, it follows from Re-
mark 4.13 (and the fact that these maps are contractive) that, for every
ω ∈ (T0(M)
′)∗ and s > 0, we have (Ψt)∗((Θs−t)∗(ω))→ (Θs)∗(ω) in norm as
t→ 0. Using equation (27), we find that, for every b, a ∈ T0(M)
′, s > 0 and
h, k ∈ H , 〈T˜s(qs⊗ I)(IE(s−t)⊗ ct⊗ a
∗b)(qs ⊗ I)T˜
∗
s h, k〉 → 〈T˜s(I ⊗ a
∗b)T˜ ∗s h, k〉
as t→ 0. Thus 〈(IE(s−t) ⊗ ct ⊗ I)(IE(s) ⊗ b)T˜
∗
s h, (IE(s) ⊗ a)T˜
∗
s k〉 → 〈(IE(s) ⊗
b)T˜ ∗s h, (IE(s)⊗ a)T˜
∗
s k〉. Since vectors of the form (IE(s)⊗ b)T˜
∗
s h span a dense
subspace of qsE(s)⊗H , it follows that qs(IE(s−t) ⊗ ct)qs ⊗ IH → qs ⊗ IH in
the weak operator topology on B(E(s)⊗H). Consequently, we have verified
(Cq4). 
The referee notes that the algebraic aspects of Theorem 5.7 may be
proved, using duality, from [10, Theorem 14.3] or [7, Theorem A.3].
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Definition 5.8 Let M be a von Neumann algebra and let α = {αt}t≥0 be an
E-semigroup of endomorphisms of M . A (left) cocycle for α is is a family
of operators {Ct}t≥0 in M such that as a function from [0,∞) to M , {Ct}t≥0
is strongly continuous and such that Ct+s = Csαs(Ct) for all s, t ≥ 0, with
C0 = I. A cocycle {Ct}t≥0 is called local if Ct commutes with αt(M) for all
t ≥ 0. We say that {Ct}t≥0 is positive and contractive if each of the Ct is a
positive contraction operator.
Of course right cocycles may be defined similarly, but a local left cocy-
cle is the same as a local right cocycle. The connection between cocycles
for product systems and (local) cocycles for E-semigroups is made in the
following proposition.
Proposition 5.9 Let α = {αt}t≥0 be an E-semigroup of endomorphisms of
a von Neumann algebra acting on a Hilbert space H. Suppose that α is given
by an isometric representation {Vt}t≥0 on H of a measurable product system
{E(t)}t≥0 over M
′ through the equation
αt(S) = V˜t(IE(t) ⊗ S)V˜
∗
t ,
S ∈ M . Then for every cocycle for {E(t)}t≥0, c = {ct}t≥0 in C(E), C =
{Ct}t≥0, defined by the formula
Ct := V˜t(ct ⊗ I)V˜
∗
t , (30)
t ≥ 0, is a positive, contractive local cocycle for α on M . Conversely, every
positive, contractive local cocycle for α on M , {Ct}t≥0, is given by equation
(30) for a unique cocycle c = {ct}t≥0 in C(E).
Proof. By Lemma 2.4, an element c = {ct}t≥0 in C(E) gives rise
to a local cocycle for α, C = {Ct}t≥0, via equation (30). The algebraic
properties of C are easy to verify on the basis of this definition. The only
possible difficulty is showing that C is continuous. However, observe that
for S ∈ M , Ctαt(S) = V˜t(ct ⊗ I)V˜
∗
t V˜t(IE(t) ⊗ S)V˜
∗
t = V˜t(ct ⊗ S)V˜
∗
t , i.e.,
{Ctαt}t≥0 is the CP -semigroup that is subordinate to α determined by c and
therefore is ultraweakly continuous. Since {Ctαt}t≥0 is contractive, ultraweak
continuity is the same as continuity in the weak operator topology since the
weak and ultraweak topologies agree on bounded sets. Thus for each S ∈M ,
t → Ctαt(S) is a weakly continuous function on [0,∞) that converges to S
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weakly as t→ 0+. By [26, Proposition 4.1(1)], we conclude that t→ Ctαt(S)
is strongly continuous on [0,∞) for each S ∈ M . Thus, in particular for
S = I, we see that t → Ctαt(I) = V˜t(ct ⊗ I)V˜
∗
t (V˜tV˜
∗
t ) = Ct is strongly
continuous on [0,∞).
Conversely, if C = {Ct}t≥0 is a local cocycle, then {Ctαt}t≥0 is a CP -
semigroup that is subordinate to α. Indeed, the fact that {Ctαt}t≥0 is a
CP -semigroup is an easy calculation; the fact that {Ctαt}t≥0 is subordinate
to α is simply the observation that for all t ≥ 0, αt(·) − Ctαt(·) = (I −
Ct)αt(·) = (I−Ct)
1
2αt(·)(I−Ct)
1
2 , which is clearly completely positive. Thus,
by Theorem 5.7 there is a unique c ∈ C(E) such that Ctαt(S) = V˜t(ct⊗S)V˜
∗
t
for all S ∈M . Letting S = I completes the proof. 
The referee has observed that a purely algebraic form of Proposition 5.9
may be deduced from [10, Lemma 7.5] and [7, Theorem 4.4.8].
Note that for a given family of projections q = {qt}t≥0 satisfying the
conditions of Definition 5.5, the cocycles for a product system {E(t)}t≥0
in Cq(E), do not depend upon any particular representation {Tt}t≥0. On
the other hand, any representation {Tt}t≥0 of {E(t)}t≥0 determines a family
q = {qt}t≥0 and then Cq(E) depends only on the product system and the
spaces {Ker(Tt)}. Consequently, we have the following
Corollary 5.10 Let {E(t)}t≥0 be a measurable product system and let {Tt}t≥0
and {St}t≥0 be two measurable representations such that for each t ≥ 0 the
support projection of Tt, qTt , equals the support projection of St, qSt , and
such that the semigroups ΘT and ΘS associated with {Tt}t≥0 and {St}t≥0, as
in equation (12), are CP -semigroups. Then there is an order isomorphism
between the set consisting of those CP -semigroups that are subordinate to ΘT
and the set consisting of those that are subordinate to ΘS.
Using the analysis of [26] and the uniqueness of the minimal endomorphic
dilation ([5, Section 8.9 ff.]), we can now prove
Corollary 5.11 Let Θ be CP0-semigroup on a countably decomposable von
Neumann algebra N , acting on the Hilbert space H, let α be its minimal en-
domorphic dilation acting on the von Neumann algebra R, which is contained
in B(K), and let W be the embedding of H into K. Then there is an order
isomorphism between the CP -semigroups subordinate to Θ and those that are
subordinate to α. Further, if Ψ is subordinate to α, then its compression to
H is subordinate to Θ.
41
Proof. Associated with Θ, we get a product system EΘ as described in
equation (15) and the discussion preceding it. We also get a fully coisometric
representation {Tt}t≥0 of EΘ (called the identity representation in [26, Theo-
rem 3.9]). Using Theorem 4.9, we dilate the identity representation to a rep-
resentation {Vt}t≥0 that is both isometric and fully coisometric. The minimal
endomorphic dilation of Θ is then defined by setting αt(b) = V˜t(IE(t) ⊗ b)V˜
∗
t
for b ∈ V0(M)
′ (where M = T0(N)
′). Since {Vt}t≥0 is isometric and fully
coisometric, the order interval of subordinates of {αt}t≥0 is order isomor-
phic to C(EΘ) by Theorem 5.7. Also by this theorem, the order interval of
subordinates of Θ is order isomorphic to Cq(EΘ), where q = {qt}t≥0 is the
family of support projections of {Tt}t≥0. So, to complete the proof, we have
to establish an order isomorphism Γ from C(EΘ) onto Cq(EΘ). We simply
define
Γ(c) = qcq
where qcq := {qtctqt}t≥0. It is easy to check that Γ maps C(EΘ) into Cq(EΘ)
and preserves the order. What we need to prove is that it is injective and
surjective; that is, we need to show that given c ∈ Cq(EΘ), there is a unique
c′ ∈ C(EΘ) such that qc
′q = c. So fix c ∈ Cq(EΘ). For every partition
P = {0 = t0 < · · · < tn = t} of [0, t] we define
cP,t = ct1 ⊗ ct2−t1 ⊗ · · · ⊗ ct−tn−1
and, similarly, we define
qP,t = qt1 ⊗ qt2−t1 ⊗ · · · ⊗ qt−tn−1 .
It follows from (Cq1) and (Cq2) that
cP,t = qP,tcP,tqP,t.
It also follows from (Cq1) and (Cq2) that if P ′ refines P, then
cP,t = qP,tcP ′,tqP,t. (31)
Comparing [26, Lemma 4.3(2)] with the definition of qt as the support pro-
jection of Tt, we see that qt is the projection from EΘ(t) onto Et. Thus,
for every partition P of [0, t], qP,t is the projection onto E(P, t) and it
follows from equation (15) that qP,t converges (σ−weakly) to IEΘ(t). It
42
now follows from equation (31) that there is a unique positive contraction
c′t ∈ L(EΘ(t)) ∩ ϕt(M)
′ that satisfies
cP,t = qP,tc
′
tqP,t.
for all partitions. In particular, qtc
′
tqt = ct; that is Γ(c
′) = c. It is straight-
forward to check that c′ lies in C(EΘ). If d ∈ C(EΘ) also satisfies qtdtqt = ct,
then qP,tdtqP,t = cP,t = qP,tc
′
tqP,t for all partitions of [0, t]. Taking the limit
over all partitions, we find that dt = c
′
t, completing the proof of the first
assertion.
For the second, simply note that if Ψ is subordinate to α, so that it is
given by the formula
Ψt(b) = V˜t(ct ⊗ b)V˜
∗
t ,
b ∈ R, then the formula
a→W ∗Ψt(WaW
∗)W =W ∗V˜t(I ⊗W )(ct ⊗ a)(I ⊗W
∗)V˜ ∗t W
= T˜t(ct ⊗ a)T˜
∗
t = T˜t(qtctqt ⊗ a)T˜
∗
t ,
a ∈ N , defines a CP -semigroup that is subordinate to Θ. 
As we mentioned in the introduction, this result improves upon a theorem
of Bhat an Skeide [10, Theorem 14.3] and on theorems of Bhat [8, Section 5]
and Powers [32, Theorems 3.4 and 3.5].
Finally, it is interesting to note the following result, which is related to
[9, Theorem 4.3] and which sharpens Theorem 3.9.
Theorem 5.12 Let N be a von Neumann algebra represented faithfully on
a Hilbert space H, and let α = {αt}t≥0 be an E-semigroup acting on N . Let
E = {E(t)}t≥0 be the product system for α and let Θ = {Θt}t≥0 be a CP -
semigroup that is subordinate to α. If c ∈ C(E) is the cocycle guaranteed by
Theorem 5.7 such that Θ = αc and if qt is the projection onto the closure of
the range of c
1/2
t , then qt+s = qt ⊗ qs for all t, s ≥ 0 and the product system
{EΘ(t)}t≥0 is isomorphic to the product system {qtE(t)}t≥0.
Proof. Let V = {Vt}t≥0 be the isometric representation of {E(t)}t≥0
that gives rise to {αt}t≥0. Applying Theorem 5.7, we see that c, V and Θ
are related by the equation
Θt(a) = V˜t(ct ⊗ a)V˜
∗
t ,
43
which is valid for all a ∈ N and t ≥ 0. (Note that since each Vt is injective, c
is assumed to be a cocycle of the product system and not a reduced cocycle.)
Hence {Θt}t≥0 is the semigroup associated with the covariant representation
{Tt}t≥0 where Tt := Vt ◦ c
1/2
t . Using equation (4), we find that the support
projection of Tt, qTt , satisfies the equation
qTtE(t)⊗H = [(IE(t) ⊗N)(c
1/2
t ⊗ I)V˜
∗
t H ] = (c
1/2
t ⊗ I)(E(t)⊗H). (32)
Thus qTt is the projection onto c
1/2
t E(t), i.e., qTt = qt. Since ct+s = ct ⊗ cs,
we have qt+s = qt⊗ qs and we may apply Theorem 3.9 to complete the proof.

Theorem 5.12 has the following immediate corollary that we promised in
Remark 3.6.
Corollary 5.13 If Θ = {Θt}t≥0 is a CP -semigroup on a von Neumann al-
gebra N that is subordinate to an E-semigroup, then the Arveson-Stinespring
correspondences {Et}t≥0 associated with Θ form a multiplicative family, i.e.,
Et+s ≃ Et ⊗ Es, for all s, t ≥ 0.
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