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PREFACE 
About five decade has passed since George Dantzl^ g 
formulated the general linear programming problem and devel-
oped the simplex method for its solution. During this period 
the growth of interest in, and the use of, linear programming 
has been remarkable. No other mathematical technique found 
such a wide range of practical applications, and simul-
taneously received so thorough a theoretical development. 
This manuscript entitled "Various approaches to 
linear programming" intends to present some literature on 
various available methods to solve a linear programming 
problem. It consists four chapters and a comprehensive list 
of references. 
in Chapter I, the linear programming problem is 
introduced in its mathematical form. Some definitions and 
results related to vectors and matrices which are used in 
developing the theory of linear programming are also stated 
in this chapter. 
In Chapter - II, the properties of linear programming 
problem are discussed in detail. 
In Chapter - III, the graphical method is presented 
for a two variable linear programming. The practical diffi-
culty in complete enumeration of the values of the objective 
function at all extreme points of the convex set of feasible 
solutions is discussed. The theory of simplex method and the 
computational simplex procedure is developed with a numerical 
illustration. 
In Chapter - IV, a short account of various other 
approaches to solve linear programming problems is presented. 
These approaches are different from the original simplex 
method. A summary of recent development of the polynomial -
time - interior - point methods for solving linear programm-
ing problems is also presented. 
CHAPTER - I 
I N T R O D U C T I O N 
1.1 Optimization Problem: 
The problem of maximizing or minimizing a real valued 
function of several variables when the variables are subjected 
to certain constraints are called optimization problem. Many 
optimization problems are solved using differential calculus 
and calculus of variations. These techniques have been 
applied with remarkable success to solve various problems 
arising in physical sciences and engineering. 
In the last 50 years many new optimization problems 
have emerged in the field of economics business, industry, 
management, government, military, defence etc. Unfortunately 
the known classical optimization techniques have been failed 
to solve most of these problems. These problems are referred 
as mathematical programming problems. 
1.2 Mathematical Programming: 
Mathematical programming problems deal with the situa-
tions where resources such as men, machines, materials etc. 
are available in limited amount and they are to be utilized 
collectively to yield various products in an optimum way. 
Thus broadly speaking mathematical programming problems deal 
with the optimum utilization of limited resources to achieve 
the desired objective. 
The mathematical model of general mathematical pro-
gramming problem may be given as: 
Minimize (or Maximimize) f(x), ,(1) 
Subject to g.(xl ^ or = or ii- b. ; i = l, ...,m, - (2) 
and 21 ^  ^  " ^^^ 
Where one and only one of the signs -^ , = and >, holds for each 
i and x is an n-component vector of decision variables 
1.3 Linear Programming Problem: 
The mathematical programming problems in 
which all the involved functions are linear are termed as 
linear programming problem. 
A real valued function f(x^, x^, .... x ) = f(x) of n 
L I n — 
variables x^ , Xo,.-« x is said to be a linear function if f 1' 2 n 
i s of the form f (x) = a^x^+a^x^ . . . + a x = -r- ^.v = a ' v 
— 1 1 2 / n n .^. ^ i ^ i — _ ' 
where a^, ^2, •••> a are real numbers. The mathematical 
model of general linear programming problem is given as: 
Minimize (or Minimize) Z = c^x^ + c^Xo+.-.+c x 
1 1 2 2 n n 
subject to aiiXi^ai2^x "^ i^n^ n"^  or = or > b^, 
i = 1,2,...,m, x^ >• o; j = l,2,...,n. 
Where one and only one of the signs 4, =, >. holds for each i 
and c., a.., b. are known constants. The general linear pro-
gramming problem was first formulated and solved by George B. 
Dantzig in 1947. He gave his famous 'Simplex Method' for 
solving linear programming problem. Since then many 
researchers have contributed to the growth of linear pro-
gramming by developing its mathematical theory, devising 
efficient computational methods and codes, exploring new 
applications and by their use of linear programming as an 
aiding tool for solving more complex problems like discrete 
programmes, non-linear programmes, stochastic programmes. 
The subsequent chapters of this manuscripts provide a 
detailed study of the simplex method for solving linear pro-
gramming problems and various approaches to modify the simplex 
method, various approaches, other than simplex method, are 
also discussed. 
1.4 Mathematical Preliminaries 
1.4.1 Vectors: 
Vector: An n-component vector a^  is an ordered n-tuple of 
numbers written as a row (a^, a^,... a ) or as a column 
1 Z n 
'^ r 
^2 
1 
1 
a 
n 
a., 1=1, ..., n are assumed to be real numbers and are called 
the components of the vector £. For want of space a column 
vector Is written as a' = (a., a„,...a ). A vector a is a 
— 1' z n — 
point in n-dimensional space. The direction represented by 
the vector £ is the direction represented by the ray joining 
the origin,that is the n-component vector ^ = (0,0,...,0) and 
the point a^  pointing away from the origin. 
Unit Vector: A unit vector denoted by £. is a vector with 
unity as its ith component and all other components equal to 
zero, that is, e. = (0,0,...1,...0). 
Null Vector: The null vector, or zero vector, written £ is a 
vector with all its components equal to zero that is 0 = 
(0,0,...,0). It represents the originit of the n-dimensional 
space. 
Sum Vector: A sum vector is a vector having all its 
components equal to 1. 
1 = (1,1,...,1) 
Equality of two vectors: Two n-component vectors £, b are 
said to be equal, written £ = b, if all their corresponding 
components are equal^that is^  ^i " ^ i' i=l5 2,...,n. 
Note: Given two n-component vectors £> ^5 £ ^ b means a.:^ b., 
i = l,2,...,n, and a ^ b means a^  <^ b^, i = l,2,...n. Similarly 
a > b means a. > b. and a < b means a, < b.. 
— — 1 1 — — 1 1 
Multiplication by a Scalar: The product of a scalar/^ and a 
vector a = (a.,...,a ), written ha, is defined as the vector 
— I n — 
If £ ^ b and A>.0, then Aa^  ^  Ab. 
Addition of Two Vectors: The sum of two n-component vectors 
a^  = [a.,...,a )] and b = [b^,...,b ] written as £ + b, is 
defined as the vector £, where 
c = a_ + b = [a.+b. a +b2,... a +b ] , that is, 
CJ = a^ + bj^ , 1 = 1,2,.. .n. 
Since addition is done by components, then the addition of 
vectors possesses commutative and associative properties of 
real numbers. 
a^  + b = b + a^  (commutative property) 
a^  + (b + c^) = (£ + b) + £ = ai+b+£ (associative 
property). For scalar A 
>\(£ + b) = >£ + ;\b 
For scalars A, , & ^y 
ih^ +^2.^ (a_ + b) = ^ -^^ jb + A2£ + A^b. 
Subtraction: Subtraction of a vector from another vector is 
defined in terms of operations already considered. 
a - b = a + (-l)b = [a. - b.,...a -b ] 
— - — — 1 1' nn 
Linear Combination of Vectors: Given m, n-component vectors 
a_^ ,...,a^ , the n-component vector 
a= Z-A-a- ='^ia. + . . . + A a 
is called a linear combination of £.,..., a^^  for any set of 
scalarsA., 1=1,.., m. 
Scalar Product: The scalar product of two n-component 
vectors a_, b is defined as the scalar. 
a.b^  + a b +... + a b^= i^ a^.b. 1 1 n n nn t^iii 
Distance Between Two Vectors: The distance of the vector 
(point) £ from another vector (point) b, written as |£~b|, is 
defined as 
|a - b| = [(a-b)'(a-b)]^ = [ X(a.-b.)^]^ 
Length of a Vector: The length or magnitude of a vector a 
written as lal, is defined as 
tv |a| = [a' a]^ = [ X^i^]^ 
1=1 
Clearly |£| is the distance of vector £ from the origin 
i.e. 0. 
Angle Between Two Vectors: The angle 8 between two vectors 
a = [a^,...,a^] and b = [b^,...,b^], where _a, b # 0 , is given 
by 
Cos e = 
n 
z 
a' b _ 1 = 1 
a^bi 
0 J-
lil ISI [ ^a,2]* [ i b^'] 
Orthogonality: Two vectors a_, b (a_,b # 0) are said to be 
orthogonal If their scalar product vanishes, that is, _a'^ =0> 
Euclidean Space: An n-dlmensional Euclidean space denoted by 
E" is the collection of all n-component vectors. 
Linear Dependence and Independence of Vectors: A set of 
vectors, a_^ , a2---8jj^ from E is said to be linearly dependent 
if scalars i not all zero such that 
\a.+ XaT+ +> a =0 (1) 
•'I -** Z m m 
If the only set of Ai for which (1) is A^= A„=....= A =0, 
1 z m 
then the vectors are said to be linearly independent. 
Spanning Set: A set of vectors a ^ ,. , . a from E" is said to 
span or generate E if every vector in E^ can be expressed as 
a linear combination of a., ....a^. 
Basis: A basis for E is a linearly independent subset of 
vectors from E which can span the entire space. A basis of 
E consists of exactly n linearly independent vectors from E". 
8 
1.4.2 Matrices: 
Matrix: An (mxn) matrix is a rectangular array of mn numbers 
called elements arranged in m rows and n columns written as 
^11.../ij ^In 
A = ((a^j)) = 
3*^ • • • • 3 . . 3. 
il ij im 
ml mj mn 
(mxn) is called the order of the matrix, 
Matrices are usually denoted by capital letters like 
A,B,M,N... and their elements are denoted by small letters 
a. ., b. ., m respectively, 
An n-component row vector may be considered as a 
matrix of order (Ixn). Similarly a column vector may be 
considered as a matrix of order (nxl). 
Equality: Two matrices A and B are said to be equal if their 
corresponding elements are equal. Thus A = B iff a. . = b. . 
^ ij ij 
for every (i,j). 
Multiplication by Scalar: Given a matrix A, of order mxn and 
a scalar A, the product 
Vll '^ I^j ^ i^n 
AA = 
\a >\a . Aa 
mi mj mn 
Each element of A is multiplied by the Scalar >, 
Addition: Two matrices can be added iff they are of same 
order. The sum of two (mxn) matrices A and B is another 
matrix c of order mxn whose (ij) element is 
•ij a i * ^ij ^ ' i ' J ' 
Matrix Multiplication: The product AB of two matrices A and B 
is defined only if the number of columns in A is equal to the 
number of rows in B. Thus given an mxn matrix A and an nxr 
matrix B, the product AB is defined to be an mxr matrix c 
where the (i,j) element of c is given by 
n. 
•ij 
- i^k'^ ki 1=1,2,.... ,m, j = l,2,....r, 
In the matrix product AB, A is called the premultiplier, and B 
the postmultiplier. 
Identity Matrix: The identity matrix of order n, written In 
th c is a square matrix of order (mxn) whose (i,j)- element o. . is 
defined as 
8,j = i if i = j 
= 0 if i#j , i,j = 1,2,...,n. 
That is 
I = 
1 
0 
0 
1 
1 
1 
0 
0 
1 
0 
0 
0 . . 
0 . . 
1 . . 
0 . . 
. . 0 
. . 0 
. . 0 
. . 1 
10 
All the principal diagonal elements of I are 1 s^ d the 
remaining elements are zero. 
Also I may be expressed as I = (e^, £2'*'''-n^' where 
e. , i=l,2,...n is a unit (column) vector is defined else-
— 1 ' ' ' 
where. 
Diagonal Matrix: A square matrix A is called a diagonal 
matrix if all its off diagonal elements equal to zero. 
Null Matrix: A matrix with all its elements equal to zero is 
called a null or zero matrix and is c^tt^otteL by '0'. 
Transpose of a Matrix: The transpose of a matrix A =(( a..)) 
is a matrix formed by interchanging the rows with columns of A 
or visa-visa. 
The transpose A is denoted by A'. If A = ((a .)) and A' = 
ij 
( (a' . .)) then a'.. = a... If A is of order mxn, then A' 
will be order nxm. 
If the sum C = A + B is defined, then C' = A' + B' . Also if 
the product AB is defined then (AB)' = B'A'. 
Symmetric and Skew-Symmetric Matrix: A square matrix is 
called symmetric iff A = A' that is if a. . = a... A is called 
skew symmetric if A = -A', that is a.. = -a.. 
11 
Matrix Inverse: For every non-singular square matrix A. 
There exists a square matrix denoted by A such that 
A'-'-A = AA"-*- = I 
A is called the inverse of A. 
Determinant: Associated with every square matrix A their is 
number called its determinant denoted by |A| defined by 
= I(±) a^ .g^ . a nr 
the sum being taken over all permutations of the second 
subscripts. A term is assigned a plus sign if {i,j,...,r) 
is an even permutation of (l,2,...,n) and a minus sign if it 
is an odd permutation. 
A square matrix A is said to be non-singular if |A|#0 
and singular if |A| = 0 . 
Co-factor: A co-factor A. . of the element a, . of any square 
submatrix obtained by deleting the ith row and the jth column 
of A. The determinant of A can also be expressed as 
A = ^ a . . A. . for any fixed i. 
Minor of Order K: For any mxn matrix A consider the kth order 
submatrix R obtained by deleting all but some k rows and k 
columns of A. Then |R| is called a K order minor of A. 
12 
1.4.3 Simultaneous Linear Equations: 
A set of m simultaneous linear equations in n un-
knowns, x^  ,. .. , X has the form. 
l^l^ l"*" ""^ In^ n " ^ 1 
I 
I 
I 
a„.x.+....+a„„x„ = b„ 
ml 1 mn n ra 
Where the a. ., b, are known constants. 
If we write A ((a. .)), x' = (x. ,...,x^) and b' = 
raxn ij ' — 1' ' n — 
(b.,...,b ), then using matrix notations, we can write the 
given system of m linear equations in n variables as 
Ax = b 
Define the matrix A, = (A, b) that is the matrix formed by 
adding the column vector b to A as its (n+1) th column. 
Rule of Ranks: The system of equations Ax = b will have 
(i) no solution if r(A) < f(A, ) 
(ii) at least one solution if r(A) = r(A, ) 
(iii) a unique solution if A is a square matrix of 
full rank and r(A) = r(A, ) 
If A is a square matrix of full rank, then the unique 
solution of the system of n-equations in n-variable Ax = b is 
given by 
X = A'-^ b 
13 
Basic Solutions: Consider the system of m independent linear 
equations in n-variables A)< = b, where m<n 
We have r(A) = r(A, ) = m 
If any mxm non-singular matrix B is chosen from A and 
if all the n-m variables not associated with the columns of B 
are set equal to zero, there will be a unique solution to the 
-1 
reduced system of equations Bx = b as x^ = B b. Xg is 
called a basic solution to the original system of equations 
Ax = b. 
Out of the columns of A the matrix B could be chosen 
in "Cm ways. Therefore, there are in all 'Tc m basic solutions 
to the system of equations A x= b. 
1.4.4 Convex Sets 
Hyperplane: A hyperplane in E" is defined to be the set of 
points 
X = {x|C'x = Z) (i) 
With C # ^ being a given n-component row rector and Z a given 
scalar. If the equation for a hyperplane is written out, we 
obtain 
C'x = c^x^ + 0^X2 =... c^x^ .. z (ii) 
and any x satisfyLngdi) lies on the hyperplane. 
14 
A hyperplane passes through origin iff z=0, when z=0, Equation 
(ii) becomes £'x = 0 
Parallel Hyperplanes: Two hyperplanes are parallel if they 
have the same unit normal. Thus the hyperplanes £-121^ 1^' 
c'2X = Zj are parallel if £.= A £.7' -^ ^ 0-
Convex Set: A set X is convex if for any two points x-, and X Q 
in X the line segment joining these points is also in the 
set. 
The above statement is equivalent to the following. 
A set X is convex if for any x. x:, ^  X. 
— 15— i 
The point x = A ><2 + (1-.^ ) Xi > 0 •«: A ^ 1 is also in X. 
X is called the convex combination of x^ and >c^ . 
Extreme Point: A point x 6 X is an extreme point of the 
convex set X iff there do^ exist points x^ , x^ (Xi > f ><o)in X 
such that 
X = (1 - A )X. + X Xy, 0< '^ <1 
Some Examples of Convex Set: 
(1) A hyperplane is a Convex Set: If x. , ><2 are on the hyper-
plane £'x = z, that is £'x^ = z and £'X2 = Zj then x ='^x?'^ 
(1 -A ) x^ will also be on the hyperplane, since 
£'x = c[^X2 + (l-^)x^] =Ac'x2 ^(l'^)£'2ii=-^z+(l-'^)z=z 
15 
(ii) A Closed Half-space is c'x^z is also a Convex Set: 
Suppose X., x^ are in the closed half space cx^z; if ><='^ X2 ^  
(l->)x^, (Ov<^v<l), then 
ex == ^ cx_2+il- •^ ) cx^^ >\z+(l--^)z = z and x is in the 
half space. 
(iii) The set X = [x |Ax^b, x>0] is a convex set. 
Convex CoBbination: A convex combination of a finite number 
of points x^,...,x is defined as a point. 
X = X ^ ixi > P-i>0> i=l,. .. , m and X J^ i=l 
It can be seen that the set of all convex combinations of a 
finite number of points x. . ..., x, is a convex set i.e. the 
set 
X = {x|x= i/^iX^, all/^ >.0, %J^^ = U 
is convex. 
Convex Cone : A cone C is set of points with the following 
property. If j< is in C so is M-x for all JJ^O. The cone 
generated by a set of points X => (x) is the set 
C = {y_\Y_ =j^Xj j-^  ^ 0, x^x} 
A cone c is a convex cone if it is a convex set. 
CHAPTER - II 
LINEAR PROGRAMMING PROBLEM AND ITS PROPERTIES 
2.1 The General Optimization Problem; 
Optimization is the act of obtaining the best possible 
result under given circumstances. The effort required or the 
benefit desired in any practical situation can be expressed as 
a function of certain decision variables. Usually these 
decision variables are subjected to certain restrictions 
called constraints. These constrained optimization problems 
are also termed as mathematical programming problem. 
2.2 The General Mathematical Programming Problem (MPP): 
The mathematical model of the general mathematical 
programming problem may be given as: 
Minimize (or Maximize) f(2<) 
Subject to g^(x){> = 4) 0; i=l,2,...,m 
and 2S ^  ^ ' 
Where x = (x^ ,^ X2,...,x ) and one and only one signs among 
», = and < holds for each 1, depending upon the nature of the 
functions f and g^, the MPP may be classified into two 
disjoint classes of linear programming problem (LP?) and non-
linear programming problem (NLPP). 
17 
An MPP in which all the involved functions are linear 
is called as LPP. On the other hand an MPP in which all the 
involved functions are not linear is termed as an NLPP. 
2.3 The General Linear Programming Problem: 
Mathematically the general LPP may be expressed as 
Minimize (or Maximize) 
Z = c^ x^  + CoXo + ••• + c X ' - (2.3.1) 
11 II n n 
Subject to 
a„^x. + a„TX„ + ... + a„ X >/i = ,4 b 21 1 22 2 2n n 
a ^x^ + a X^r, + ...+ a x >, = ,•$ b 
ml 1 m2 2 mn n ' '^  
' (2.3.2) 
and x.^ 0; j=l,2,...,n, (2.3.3) 
Where one and only one sign among ^, = and ^ holds for each 
constraint. 
Objective Function: The function Z(x) = c.x. + c„x„ +...+ 
Cj^ x^  = £'x which is to be minimized or maximized is called 
the objective function. 
18 
C o n s t r a i n t s : T h e m condition imposed on the elements of the d e c i s i o n 
v e c t o r X = ( X ^ , X T , . . . , X ) a r e c a l l e d t h e c o i ^ s t r a i n t s of t h e 
— 1 ' 2 ' ' n 
p r o b l e m . 
Non-negativity Restrictions: The additional restrictions 
(2.3.3) imposed on the decision variable are termed as the 
non-negativity restrictions. 
Standard Form of an LPP: It can be easily verified that if a 
point x" minimizes a function f(x) over a certain subset of 
E " then the same point also maximizes '-f(x)'. Thus without 
loss of generality, we can take a minimization LPP as the 
Standard LPP. Furthermore, any constraint which is in ^ form 
may be converted into an equation by adding a variable non-
negative quantity called slack variable. Similarly a cons-
traint with ^ sign may be converted into an equation by sub-
tracting a variable non-negative quantity called surplus 
variable. Thus the following forms of the LPP may be consi-
dered as standard form for all further discussions in this 
manuscript. 
Minimize 
Z = c^x^ + c^Xo +...+0 X , 
1 1 2 2 n r.J n n-
Subject to 
a^x. + a^x^ +...+3 X = b^ , (11 i2 2 in n 1' 
^91^1 "^  ^99^9'^' • -"^o^r, = ^9> ^I'^l '22''2 an n 
ml 1 mz 2 mn n m' 
Xj >y 0; j = l,2,... ,n. 
(2.3.4) 
19 
OR 
Minimize Z = £'x, 
S.t. Ax = b, 
X >r 0 
-(2.3.5) 
Where c' = (c., Co,...,c ) is called the cost vector, 
— 1 z n 
'mxn 
^11^12*-'^In 
^21^22*••^2n 
I 
I 
I 
a_ia„o.••3__ ml mZ mn 
h^' = (b^,b^,...,b ) is called the requirement vector 
and 0 = (0,0,...,0) is an n-component zero vector 
OR 
Minimize Z = £'x, 
Subject to x^P^ + XoPo +...+ X P = P , 
•^  1 1 2 2 n n o' 
X » 0, 
Where P. = 
J '23 
(2.3.6) 
j=l,2,...,n, is the jth column of matrix A 
a . 
L ""J 
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2.4 An Example of LPP: 
A firm manufactures two items I and II. Both items 
are processed on two machines A and B. Production of one 
unit of item I requires 2 hours on machine A and 1 hour on 
machine B while production of one unit of item II requires 
1 hour on machine A and 2 hours on machine B. The profit 
realized by the sale of one unit of items I and II are fe.30/-
and ft 40/- respectively. Machines A and B both are available 
for 12 hours per day. The manufacturer wishes to workout a 
production schedule that maximizes his daily profit. 
The given problem may be formulated mathematically as 
follows: 
Let x^ and X2 units of items I and II be produced per 
day. The given information may be summarized as: 
^ , . r*. TTf \ Machine hours 
Item I (x^) Item II(x2) available per day 
Machine A 
Machine B 
2 1 
1 2 
12 
12 
Profit (in fe)/unit 30 40 
The total daily profit 'P' earned by sale of x^  units 
of item I and x^ units of item II is P = 30x. + 40x2 
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The total machine hours of machines A and B are 
(2x^ + X2) and (x^ + 2X2) respectively. They must be less 
than or atmost equal to their respective availabilities. Thus 
we get 
2x^ + X2 ^ 12 
x^ + 2x2 < 12 
as the constraints of the problem. 
Furthermore, negative units of items cannot be 
produced thus we must have x^ > 0 and Xr, ^  0 as non-negativity 
restrictions 
The LPP may thus be described as 
Maximize P = 
Subject to 
and 
30xj^ + 40x2, 
2xi + ^2 4 12, 
x^ + 2x2 ^ 12, 
x^ >/ 0, X2 >• 0 
(2.4.1) 
Conversion into Standard Form: 
Using x^ and x, as slack variables the above LPP may 
be converted into standard form as 
Minimize Z = -30x -40x2+0x3 + 0x^ (2.4.2) 
Subject to 2X-,+X2+X2+OX, = 12 
x-|^  + 2x2 + 0x3+x^= 12 
'^\ J ^ 2 ' ^3 >. 0 
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2.5 Definitions: 
Feasible Solution: A feasible solution to an LPP is an 
n component vector x of decision variables x., x^,...,x 
which satisfies the constraints as well as the non-negativity 
restrictions. That is x ^^ ^ feasible solution to LPP 
"Minimize Z = £*><, subject to A2< = b and x>yO^' if 2i ^ where 
F = {x|Ax = b, x^O) - (2.5.1) 
The set F is called the set of feasible solutions. 
Basic Feasible Solution: An x£F having no more than m 
positive x. s is called a basic feasible solution, where m is 
the number of constraint equations. 
Non-degenerate Basic Feasible Solution: An x^ & F having 
exactly in positive x. s is called a nondegenerate basic 
feasible solution. 
JL. Jt. 
Optimal Solution: An ><"£ F such that £'x" -^  £'x fo^ ^H 
x£,F is called the optimal solution to the LPP. 
2.6 Properties of LPP: 
Property 1: The set of all feasible solutions to an LPP, that 
is F = [X|AX = b, J< ^  ^ } is convex. 
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Proof: Let x. and x? ^  ^ 
==> Ax^ = b and Xl ^ ^  " (2.6.1) 
and Axo = ^ and X2 •^  ^ ~ (2.6.2) 
Let X be a convex combination of X;^  ^"^ -2 ^^^^ ^^ - "«*<.2ii "^  
(1 - °<) X2; 0 .< << v< 1 - (2 6.3) 
As o< , Xi» ( l - O and 2S2 ^ 11 ^0 L.H.S. of (2.6.3) Is also 
^ 0 ==> ft ^  0 — - - (2.6.4) 
F u r t h e r m o r e , Aft = A (•Kx^ + (l-<><v) x) 
= °<AX2^  + ( 1 - «=<) AX2 
= K b + ( l - c < ) b 
b - ( 2 . 6 . 5 ) 
(2.6.4) and (2.6.5) together implies that x € F thus by 
definition F is convex. 
Property 2: The objective function of an LPP assumes its 
minimum at an extreme of the convex set F. If it assumes its 
minimum at more than one extreme points of F then it takes on 
the same value for every convex combination of those parti-
cular points. 
Proof: Let x. , X2J*''>2io denote all thep extreme points of F. 
• 1 . 
Let x" be the optimal solution to the LPP. 
Also let m denote the minimum value of the objective 
function Z(x). Thus 
m = Z(x") v< Z(x) for all x ^ F. 
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Suppose X is not an extreme point of F, so that we 
can write x" as a convex combination of all the p extreme 
points of F as 
21* =r-<i2ii; *<i>0 and 2 < r 1-
As Z(x) is a linear function of the components of x 
we have 
Z(x*)= Z(y<.x, ) = yo<.Z(x, )= m - (2.6.6) 
Let minimum of Z(x^), Zlx^),...,Z(x ) is 
—1 —1 ' —p 
attained for p=q that is Z(x ) < Z(J{. ) for i=l,2,...,p 
where x. is an extreme point. 
From (2.6.6) 
Z(x*) >, ]r«<. Z(x )= Z(Xo) =Z(x„) - (2.6.7) 
•J. 
^\ 
As Xq F and x is the optimal solution we must have 
Z(x*) v< Z(Xq) - (2.6.8) (2.6.8) 
By (2.6.7) and (2.6.8) we have 
Z(x*) = Z(Xq) (2.6.9) 
Therefore there is an extreme point Xq on which the 
objective function assumes its minimum. To prove the second 
part of the theorem let Z(x) assumes it minimum at more than 
one extreme points x^, Xj, ...x . We have 
Z(x. ) = Z(x-,) = = Z(x ) = m 
-1 -2 -q 
Let XQ be any comex combination of the above q extreme points 
i.e. 
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-O=1PA' h'^' ^h-^ 
Then Z(2io^= ^^  2Ij^i-i^ " ^ / ^ l ^^^i^ 
2Jp^ ni = m = X A = "• 
Property 3: If P^, ^^^ •••'^k» K ^  m is linearly independent 
set of m-dimensional column vectors and x, ^ 0 ; j=l,2,...,K 
are such that 
then the point x = (x^  , X2j...jX, , o,...,o) is an extreme 
point of the set of feasible solutions F, where m is the 
number of constraint equations. 
Proof: Let >< = (x^  , Xp,...jX, , o,...o) is not an extreme 
point of F. We can express x as a convex combination of any 
two other distinct points x' and x", that is x = o<x'+ (l-'<)x", 
0 < o< < 1. 
= = > The last (n-k) components of x' and x" are also 
zero. 
As x^ and ><" ^  F we have 
^I'^l ' ""l^l ' ••• ' ^'k^k = Po 
and x^"P^ + ^ 2"P2"---"^k'Pk = ^ o 
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Where x', and x.", i=l,2,...,k are the k non-zero components 
of x' and ><" respectively. 
As P^  , P^,...,P. are linearly independent, they will 
form a basis of E"'. "Thus the representation of P Q £ E'" in terms 
of Pi, P2>'••>?!< must be unique 
= = > x \ • x"j^ ; i"l,2,...,k or x' -= x" 
Thus X cannot be expressed as a convex combination of 
two distinct points of F 
==> X is an extreme point of F. 
Property 4: If x = (x^  , X2,...,x ) is an extreme point of F 
then the vectors associated with positive x, form a linearly 
independent set. 
Proof: Let the non-zero components of x are the first K 
components so that 
x = (x^, X2,...,x^, 0...0) - (2.6.10) --(2.6.10) 
Assume that P., ?y,...P, form a linearly dependent 
set, that is there exist dj[, i=l,2,...,k not all zero such that 
d^P^ + d2P2+.--+dj^ Pj^  (2.6.11) (2.6.11) 
By the assumption of the theorem we have 
^1^1 "" ^ 2^2 ^ "^"k^ k = ^o " ~ (2.6.12) ---(2.6.12) 
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Multiplying (2.6.11) by some a>0 and adding to (2.6.12) we get 
(x^ + ad^)?^+{x2 + aid2)?2+-•' + U^^+3id^)?^ = P^ - (2.6.13) 
Multiplying (2.6.11) by the same a>o and subtracting from 
(2.6.12) we get 
rf 
(x^-ad^)P^+(x2-ad2)P2+-.. + (^ k-adt^ )Pj^ =PQ - (2.6.14) 
Define n component vectors x' i^nd x" as 
><' = (x^+ad^, X2+ad2, ^k^^^k' ^J'*''^' 
and x" = (x^-ad^, X2-ad2,«..x, - ad, ,0''«0) 
For suitable choice of a>o, x' "^^^^  2i" ^^^ ^^ made ^0, which 
alongwith (2.6.13) and (2.6.14) implies that x' and x"£ F-
Now X defined in (2.6.10) may be expressed as a convex 
combination of x' and x" F as x = 0.5x' + 0.5x" 
==> X cannot be an extreme point of F which is a 
contradiction. 
Thus our assumption that P P2,...,P. are linearly 
dependent is not true 
==> P^, P2,...P. are linearly independent. 
Note: As P^, P2,...,Pj^ E"" and every set of (m + 1) vectors in 
E is linearly dependent we conclude that K^m, that is almost 
m of the n x.s may be positive. 
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2.7 Applications of Linear Programming: 
The rapid growth of linear programming Is a result of 
the amazing variety of problems that can be attacked through 
linear programming problem. In the last 5 decades numerous 
authors applied linear programming to solve the problems 
arising In almost all walks of life. It Is not possible to 
give even the names of these authors In this manuscript for 
want of space. However some Important areas In which linear 
programming Is applied successfully are Agriculture, Industry, 
Economics, Military, Personal Assignment, Production 
Scheduling, Inventory Control and Planning, Structural Design, 
Traffic Analysis, Transportation and Network Theory etc. 
CHAPTER - III 
SOLUTION OF LINEAR PROGRAMMING PROBLEM 
3.1 Graphical Solution: 
Any LPP involving only two variables can be solved 
graphically. The following numerical problem will illus-
trate_^ the graphical solution. 
14 
11 
10 
'«b 
'^U. 
10 11 12 13 14 15 
Figure 3.1.1 
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Consider the LPP 
Maximum P = 30x^ + 40x2 
Subject to 2x^ + x^ s< 12, 
and ^1» ^2 ^ ^  
The set of feasible solutions to the above LPP, 
F = {x = (x.,X2)| 2x^+X2^12, x^ + 2x2x<12, Xj^ :^0 and X2^01 
which is represented by the dotted portion of the graph. 
The graph of the objective function for P=120 and 
P=240 that is the parallel lines 30x^ + 40x2 = 120 and 
30x. + 40x„ = 240 are represented by -x-x-. 
As the line of the objective function 30x^ + 40x2 = P 
moves away from the origin. The value of P increases. The 
maximum value of P under the given constraints will be given 
by that line which is farthest from the origin but still has 
at least one point of F on it which will correspond to the 
required solution. Obviously this point will be the point B 
which is the point intersection of the lines 2x^+x^=12 and 
x^+2x2 = 12 and has coordinates (4,4). The value of P at 
this point is 30x4 + 40x4 = h. 280/-
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Thus the given problem has the optimal solution 
x^* = 4, x^* = 4 with a maximum value of the objective 
function P" = 280. Symbol 'x' indicates that then values 
correspond to the optimal solution. 
It would be interesting to note that the directi on 
represented by ( "bP ^P ) = (3>4) is the direction of 
the fastest increase in P represented by the thick arrow in 
figure 3.1.1 and is perpendicular to the line of objective 
function. Moving the line of the objective along the 
direction (3,4), ultimately we will reach the optimal point 
(4,4). 
Using property 2 of the LPP described in 2*6 > we can 
work out the optimal solution graphically without plotting 
the lines of the objective function. By property 2 we know 
that the objective function of an LPP assumes its minimum at 
extreme point of F. From the figure 3.1.1 set F for the 
given LPP has four extreme points 0(0,0), A(0,6), B(4,4) and 
C(6,0). The corresponding values of P are given in table 
3.1.1 . 
TABLE - 3.1.1 
Extreme Point 
0 
A 
B 
C 
^1 
0 
0 
4 
6 
X2 
0 
6 
4 
0 
Value of the object ive function 
30x0 + 40x0 = Re 0 / -
30x0 + 40x6 = fe. 2 4 0 / -
30x4 + 40x4 = fe. 2 8 0 / -
30x6 + 40x0 = fe. 1 8 0 / -
The maximum value of P is given by the extreme point 
B with x^'> =4, X2* = 4 and P* = fe.280. 
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3.2 Complete Enumeration: 
When in the original LPP the number of variables are 
more than two the LPP can not be solved graphically. As the 
number of extreme points of F are finite one can workout the 
value of the objective function at all the extreme points and 
then select that extreme point which gives the minimum (or 
maximum, on the case may be) as the required solution. This 
will certainly solve the LPP. 
To workout all the extreme points we have to trans-
form the constraints into equations and then to workout all 
basic solutions to the resulting system of equations. The 
basic feasible solutions among these basic solutions, that is 
the basic solutions with all x. ^ 0 will correspond to the 
extreme points of the set F. (See properties 1 to 4 Section 
2.6). We may call this method as complete enumeration. 
To illustrate this method consider the LPP solve 
graphically in the previous section. Using x- and x, as 
slack variable the given LPP is transformed in the standard 
form as 
Maximise P = 30x^ + AOX2 + Ox^ + Ox. 
Subject to 2x-|^  + X2 + x^ + Ox, = 12 
x^ + 2x2 "*• ^^3 "^  ^ A = 12 
x^, X2, X3, x^ ^ 0 
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We have the number of constraint equations m « 2 and the 
number of variables n = 4. 
Thus in order to obtain a basic solution we have to set any 
n - m = 4-2 = 2 variables out of 4 equal to zero and have to 
solve the remaining system of two equations in two variables. 
As there are C2 = 6 ways in which we can set 2 out of 4 
variable equal to zero, we will leave in all 6 basic 
solutions to the set of constraint equations. These 6 basic 
solutions and the values of the objective function at the 
basic feasible solutions are given in table 3.2.1. 
TABLE - 3.2.1 
S.No. 
1. 
2. 
3. 
4. 
5. 
6. 
H 
0" 
0" 
•A, 
0'^  
6 
12 
4 
^2 
a. 
0" 
12 
6 
a. 
0" 
a. 
0 
4 
^3 
12 
0" 
6 
a. 
0 
-12 
a. 
0" 
X4 
12 
-12 
0 
6 
a. 
0" 
a. 
0" 
Rrmark 
Feasible 
Non-feasible 
Feasible 
Feasible 
Non-feasible 
Feasible 
Value of 
the 
objective 
function 
P 
0 
-
240 
180 
-
280 
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A zero with a '*' indicates that the corresponding variable 
is set equal to zero to workout the basic solution. If a 
zero appears without a '*' it indicates that these are more 
the n-m zeroes and the corresponds basic solution is a 
degenerate basic feasible solution, provided it is feasible 
(See definitions 2.5). 
The value of the objective function P is maximum at the 
extreme point x" = (4,4,0,0) and is same as calculated for 
the extreme point B(4,4) of the table 3.1.1. 
At first glance it seems that the method of complete 
enumeration may be applied to solve any LPP and indeed 
atleast theoratically it is true. The practical difficulty 
is the lengthy computational work involved in finding all 
basic solutions to a given system of m-independent linear 
equations in n variables (n>m) when m and n are large. For 
example for an LPP (in standard form) with 10 variables and 6 
equations the number of basic solutions will become C,=210. 
To evaluate the remaining 6 variables out of 10 which are not 
set equal to zero one has to solve 210 sets of "6 equations 
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in 6 variables", which is a costly job interms of time and 
computational labour. 
To overcome this practical difficulty in 1947 George B. 
Dantzig [9] gave his famous simplex laethod to solve an LPP. 
The simplex method is an algebraic iterative procedure that 
either solves any LPP in a finite number of steps (usually 
between m and 2m) or give an indication that there is an 
unbounded solution or there is no solution at all. 
3.3 Theory of the Simplex Method: 
Consider the LPP in the standard form as 
Minimize z(x) = c^ x^ + c^^i^ *^n^n (3.3.1) 
Subject to vi^?^ + X2P2 "^ n^^ n " ^ o (3.3.2) 
and ^i ^ ° (3.3.3) 
Where P • j = 1,2,... ^ n is the .th column of the matrix A 
and P = b :^  0 is the right hand side of the constraint 
equations Ax = b. The set F of the feasible solutions is 
n 
F = fx I Z^ XjPj = PQ' ^j^'°^ (3.3.4) 
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Assumes that (i) the set F is not empty, that is, 
there exist at least one feasible solution to the given LPP. 
(ii) All basic feasible solutions to the given LPP are non-
degenerate, that is, there are exactly m positive x. in every 
feasible solution where m is the number of constraint 
equations. (iii) A basic feasible solution 
x^ = ^^iQ> ^20'"**' ^mo' *' ~ (-5' J' JI 
Without loss of generality we can assume that the first m 
components of x are positive and the last n-m components are 
zeroes. 
By assumption (iii) and properties of LPP P-,P2, . . • ,?,„ 
will be a linearly independent set of vectors from E hence 
they will form basis of E . 
We have x.^P. + XT^P„+...+X ^P = P (3.3.6) 
10 1. zO 2 mo m o 
The value of the objective function at the point x i.e. 
Z(x^) = Z^ (Say) is x.^c. + XO^CT+ +x c = Z --(3.3.7) 
—o o -^ 10 1 20 2 mo m o 
Where c. is the coefficient of x. in the obiective function 
J J 
(3.3.1) 
The vectors P., j=l,2,...,n can be represented in 
terms of basis vectors uniquely as 
^ijPl^^2jP2^---^%jPm = Pj? J=1.2,...,n (3.3.8) 
Define the quantity Z^; as 
x..ci+X2jC2-....+x^x^=Zj,j = l,2,...n (3.3.9) 
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Theorem 1: 
If Z.-C.>o for any fixed j; the given solution x 
can always be improved. 
Proof: Multiplying (3.3.8) by some 0>O and subtracting from 
(3.3.6) we get 
(x^Q-ex^.)P^.(x2o-ex2.)P2....-(X,^-9x^.)P,^GPj = P, -(3.3.10) 
Multiplying (3.3.9) by some 9>o and subtracting from (3.3.7) 
we get 
(x^Q-ex^.)c^ . (x20-^^2j) "••••"(^mo-®^j)^m"®Cj=2o-®^Zj-Zj^ 
(3.3.11 
If the coefficients of Pj^ ,P2, • • . ,P^ and P. in (3.3.10) are 
non-negative they will represent a new improved basic 
feasible solution because the value of the objective function 
at this solution, that is, Z -0(Z.-C.) is less than the value 
o J J 
at the previous solution x , that is, Z . Now, if for a 
*^  —o ' o ' 
fixed i if at least one x . . > 0 in (3.3.8) for i=l,2,...m 
the maximum value of 0 for which all the (m + 1) coefficients 
in L.H.S of (3.3.10) are non-negative is given by 0 
X- ° 
minimum >0, wherex-->0 ....(3.3.12). 
By assumption (ii) the value of 0 will be unique. Let this 
unique value is attained for i=q that is 
X 
9o = — ^ 2 — (3.3.13) 
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When this value of 6 is substituted in (3.3.10) and (3.3.11) 
the coefficients of P and C will become zero and we will 
q q 
have exactly ra positive coefficients in (3.3.10) and (3.3.11) 
which then give a new improved basic feasible solution. 
On the other hand if for any fixed j , Z.-C.>0 and 
X. . x< 0 for all i=l,2,...,m, then 0 can be made arbitrarily 
large without making any of the coefficients in (3.3.10) and 
(3.3.11) negative. The value of the objective function 
Z - 9(Z. - C.) can thus be made arbitrarily small and we may 
get an improved non-basic feasible solution with (m+1) 
positive X.s. This indicates that the solution is unbounded. 
Theoren 2: If for any basic feasible solution x = 
•^  — o 
(x^Q, X2Q, . . . ,x , o . . . ,o) a l l Z . -C. v< 0 then x w i l l be the 
requi red minimum f e a s i b l e s o l u t i o n . 
Proof: Let Y = ( Y ^ Q , ^ 2 0 ' ' * ' ' ^ n o ^ ^^ ^"^ f e a s i b l e so lu t i on 
o ther than x , t h a t i s ^.^ F where F i s g iven by ( 3 . 3 . 4 ) . 
^ 1 0 ^ " Y2oP2^-^Y^oPn = ^0 (3 .3 .14) 
The value of the objective function Z() at ;^  is given by 
^10^1 ^ Y20^2^---"^no^n = ^ (z) (3.3.15) 
As Z. - C. N< 0 for all. we have Z .^<C . for all. = 
J J J J J J 
1,2,...,n. Replacement of C. by Z. in (3.3.15) gives 
^10^1 " ^ 2022"----"Yno2n <^  ^ (Y) (3.3.16) 
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From (3.3.8) we may write 
Pj = rZ Xj_jP^ £^or all j = l,2,...,n (3.3.17) 
Substituting the values P. given by (3.3.13) in (3.3.14) and 
rearranging the terms we get. 
n _ 
^ ?-. ^ i o ^ l i ^ ^ 1 "" ^ n . Y . „ X o . ) P o + . . . + ( ^ Y . X •)? =P j = l JO +J i t - -^ JO Zj I zL- i j Q X j j ^ y r j ^ T Q 
(3 .3 .18) 
From (3.3.9) we may write 
m 
Zj = J" X.. C^; j ,2,...,n (3.3.19) 
i=l "^  
Substituting the values of Z. given by (3.3.19) in (3.3.15) 
and rearranging the terms we get 
n n 
^ Z YjoXij)Ci.(2: Yj^X2j ) C2^.....(f Y.„x^.)C, .< Zi^) 
J-i j=l j=l 
(3.3.20) 
Comparison of (3.3.6) and (3.3.18) yilds 
n 
"io ^  V:^ J^o^ ij5 i=l =1,2,...,m (3.3.21) 
Substituting the values of x^^; i = l,2, ,m from (3.3.21) 
in (3.3.20) we get 
^10^1 ^ ^ 20^2 ^••••^^mo^m ^'Z(Y) (3.3.22) 
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By (3.3.7) the L.H.S. of (3.3.22) is equal to Z^ the value of 
the objective factor Z() at the point x •' Thus we have 
Z(x ) = Z <Z(y) for all yEF. 
—o o -^  '^  
==> X is the minimum feasible solution. 
—o 
3.4 The Computational Procedure of Simplex Algorithm: 
Without loss of generality we can assume that they 
are the first m columns of A. These columns will form a 
basis B = (P^  , P^,...,? ) of E . Let x = (x^^,...,x , 1 z m —o 1U mo 
0,...0) represent the corresponding basis feasible solution. 
The variable x^ ,-^ 0^; i=l ,2,. .. jW are the basic variables and 
x. =, i= m + 15...,n are non-basic variables at the starting 
l O 5 3 3 a 
basic feasible solution. Thus x may be partitioned as 
2So = ^^B/^R^ 
Where Xg = (X^Q,...,x^^) 
Ixm 
and Xn = (0,....,0) . 
Ix(n-m) 
The problem matrix A can also be partitioned as 
A = (B/R) 
Where B = (P. , P^ ,...,P ) 1' 2' ' m 
The constraint equations Ax = P may be expressed as 
(B/R) 2iB 
2iR 
Or B x„ + R x^ = P 
—B —R o 
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As x^ = ( 0 , . . . , 0 ) , we have 
S2iB = ^o 
Which gives the vector of basic variables as 
Xg = B'-^PQ (3.4.1.) 
Also by (3.3.8) we may write 
Bx. = P.; 1 = 1,2,...n (3.4.2) 
or x.=B~^?.; j=l,2,...,n (3.4.3) 
Where x . = (x. .,...,x .) 
-J iJ ">j 
The vectors P.; j=0, l,2,...,n may be grouped as 
(pQ ' ^ 1' ^ 2''*''^m I ^"1+1 ''"''^n^ 
or (P„ I B I Bx .^ ,...Bx ) using (3.4.2) and 
o ' ' —m +1' —n ° 
t'ost multiplication by B gives 
(B"^P^ I B"^B I B~^Bx ^,,...,B"^BX ) 
o ' ' —ra+1' ' —n 
using (3.4.1) and (3.4.3) we get 
o' 
(X 
^ B I ^ m I ^ m . l ' - - - in^ ^3.4,4) 
The values of Z. - C.; j = l,2,...,n are then computed. If 
all Zj-Cj .< 0 by theorem 2, x^ = (X^Q, . .. ,x^^,0. . .0) 
will be the required minimum solution. If Z.-C.>0 for any j 
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the procedure described in theorem 1 is carried out to 
improve the solution. 
Unfortunately we have no assurance that an arbitrary 
set of m vectors from P., P^,...,? will be linearly indepen-
dent the above described situation seldom prevails in 
practice. On the other hand if the problem matrix contains 
m unit vectors that can be put together to form an identity 
matrix I , they will certainly form a basis of E . Fortu-
nately enough this situation is quite common. In this 
situation 
B = (P., P^, ...,P ) = I 1' 2' ' m m 
and B'-"- = I 
m 
With B = I = B'-*- the expression (3.4.1), (3.4.3) and (3.4.4) 
may be rewritten as 
is - ""o <3-*-5) 
Xj - Pj —-(3.4.6) 
< ^ I \ I Pn.l Pn' 
(Po I ^ n, I 2„.i.---.2n) (3.4.7) 
respectively. 
The starting tableau of the simplex computational 
procedure can be placed in a tabular form as; 
TABLEAU 3 . 4 . 1 . 
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I A t 0' I n i t i a l Step 
i 
1 
2. 
I 
m 
m+1 
Basis 
f 
I 
} 
I 
> 
1 
> 
> 
m 
£ 
r 
C 
m 
Po 
X, 
X, 
1^ 
X 
r 
LO 
20 
.0 
no 
Zo 
Cl 
Pi 
1 
0 
0 
0 
0 
C2 
h 
0 
1. 
0 
0 
0 
» • • 
• • « 
• • • 
• • • 
• • • 
9 • • 
» « « 
Cm 
p . 
0 
0 
0 
1 
0 
^m+l 
3 
m+1 
^1' 
m+1 
m.+l 
m+1 
m ' 
m+1 
^m+l 
"^ m+l, 
• • • 
• « • 
« « • 
• * • 
•^j 
'i 
X. 
X 
X 
I 
U 
« • • 
• • « 
• • • 
• • • 
• * • 
• • • 
• • 
Ck 
Pk 
^Ik 
^2k 
mk 
• • • 
• « • 
• • • 
• • # 
• • • 
Cr 1 
Pn 
X 
X 
X 
X 
In 
2n 
in 
V 
Cn 
From the or iginal const ra in t equations Ax = b 
We h a v e x i o = ^ i ' i = l > . - - , ' 
X . . = a •^•, i = l , 2 , . . . , m , j = l , 2 , . . . , n 
i T l 
and h 
m z 
i = l 
^ i ^ i j ' J = l > 2 , . . . n 
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Z. - C. are always zero for the basis vectors. 
J J 
If all Z.-C.x<0; j = l,2,...,n, thus the solution 
^^10' ^20' ^mo^ " ^^1' ^2'*"'^m^ 
will be a minimum feasible solution and Z is the required 
minimum value of the objective function (Theorem 2). If at 
least one Z. - C. > 0, we can improve the solution (Theorem 
J J 
1). Let ^^- Z.-C. = Z. - C. > 0, the vector Pj^  is 
J th 
introduced in the basis, the k column is called the 
pivotal column. We then compute 
9Q = for all X., > 0. If all x., : 
i=l,...,m are 4: 0, we have an unbounded solution. 
Let e = min . i^o = l^o the vector P, will be 
° i i^k xii, 
removed from the basis. 
The i row is called the pivotal row and element x-., is 
called the pivotal element. 
In order to obtain new improved solution x' new vector x' . 
- o - J 
and the corresponding Z.'-C., every element of the initial 
simplex tableau for i=l,2,...,m,m+l and j=l,2,...,n is 
transformed by the formula. 
x ' . . 
x ' . • 
= a. . -
^ 
i j 
^Ik 
X . . 
x^^ for i 
for i = 1 
(3.4.8) 
(3.4.9) 
^Ik 
Where Z' = x' ^.,0 and Z'. - C. = x' , . 
o m+1' J J m+l,j 
45 
TKti new solution x'n ^^ checked for its optimality if 
><' is not optimal it can further be improved, 
3.5 A Numerical Illustration of Simplex 
Computational Procedure : 
Consider the LPP 
Maximize P = 3x^  + 4x^ 
Subject to 2x^ + X2 %< 12 
x^ + 2x2 ^  12 
x^j X2 ^ 0 
Using x^ and x, as slack variables, we have the given LPP in 
its standard form as 
Minimize 2 = -3x^ - 4x2 + O.Xo + 0.x, 
Subject to 
2x. + X2 + x^ + 0.x, = 12 
x^+ 2X2 + O.x^ + X, = 12 
^1' ^2' ^ 3,^4 ^  0 
Comparing it with 
Minimize Z= ex 
Subject to Ax = b 
and X ^ 0 
We get 
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X = 
L^ a^ 
C = (-3, -4, 0, 0) 
A = 
-L - Z J i* 
'2 1 1 0 ] 
1 2 0 ij b = 
12] 
L12. 
and 0 = 
Also m=2, and n= 4 
Since the last two columns of the problem matrix A 
form a 2x2 identity matrix, we can have a direct application 
of simplex method. The starting basic feasible solution is 
x^ = 0, X2 = 0, X- = 12, and x, = 12 
The sterling basis is given by 
B = (P3 P,) = ( J 0 ) = I2. 
The starting simplex tableau is 
Tableau 3.5.1 
Tableau '0' 
Initial Step 
Pivotal Column 
P i v o t a l 
row 
i 
1 
3 
1 
Basis 
P4 . 
CB 
0 
~o"~ " 
Po 
12 
0 
-3 -4,. 0 0 
Pi rP2^ P3 P4 
2 1 1" 1 0 
[ _EivDtaL elfimen: 
1 1 ^2)-- 0 1] 
3 ! 4: 0 0 
Maximum* positive 
Z. - C. 
Radio 
^io/^i2 
12 
r^ Minimvim 
positive 
ratio 
<-Z- - C • 
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Since all Z. - C. are not ^ 0, the solution may be 
improved. For positive Z. - C., . ^i~^i " ^2~^2 " ^' 
J J J J -J 
Thus ?j will enter the basis and the corresponding column 
will become the pivotal column. 
Again for x.2>0 '"J" ^io 
^12 
mi in (12,6) = 6 =""20 
'22 
As X22 corresponds to P,, It will will leave the basis and 
the corresponding row will become the pivotal row with 
x^^ = 2 as pivotal clement. 
Using transformation formula (3.4.8) and (3.4.9) we 
get the tableau '1' as 
Second Step 
Tableau '1 11 • 
Ratio 
><io/^il 
4 
12 
Since Z^ - C^ is the only >0 of Z.-C, then P^  will 
enter the basis accordingly P- will leave the basis and we 
have the tableau is as 
Tableau '2' 
Third Step 
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i 
1 
2 
3 
B a s i s 
Pi 
^2 
^B 
- 3 
- 4 
Po Pi ^2 ^3 P4 
4 1 0 2 /3 - 1 / 3 
4 0 1 - 1 / 3 3 /2 
-28 0 0 - 2 / 3 - 5 / 3 
Since all Z. - C. 4 0 and optimum solution is given 
by^  X-,." = 4, X = 4 and the maximum value of P that is 
P = -(-28) = 28 (because the original problem was of 
maximization) is reached. 
3.6 The Artificial Basis Technique: 
When the solution matrix do not contain an identity 
matrix I we cannot find a readymade starting solution and 
m ^ o 
simplex method cannot be applied immediately. For such 
problems the method of artificial basis (Orden [39]) gives a 
satisfactory way to start the simplex procedure. In this 
method additional artificial variables and artificial 
vectors are used to construct the starting basis. 
Using X n + 1' ^n+2'' ' *'^ n+m ^ ^ ^s artificial vari-
ables the given LPP can be augmented as 
Minimize Z = C^x^+. . .+C^x^+ Wx^+. . .+Wx^ _^^  
Subject to aii'<i^---^3lnV^n-M^°^n + 2^"-^°''n-m = \ 
^21^1^- • -^^ZnVO^n+l'^n.z" 0^n.. = b2 
a ^x^ + ....+a X +0x^ -^1+, 
ml 1 mn n n+J- +x , = b 
n+m m 
X. ^ 0; j = 1,2,. . . , n+m 
VJhere W is an unspecified large positive number. 
The augmented problem matrix is 
n 
^ll--' ^In 
^21-•• ^2n 
^n+1 ^n+2 • • • ^n+t 
1 
0 
0 •. . . 0 
1 0 
L 
ml mn 0 0 1 
The last m columns P_. ^  , of the augmented 
n+1' ••*'^n+m 
matrix form I thus they can be used as an initial basis, 
m -^  
If there is at least one feasible solution to the original 
problem then this solution is also feasible for the 
augmented problem. 
Using the simplex procedure described in Section 3.4 we can 
obtain a minimum feasible solution in which no artificial 
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variable appears with a positive value because of their 
large positive coefficients VJ in the augmented objective 
function. On the other hand if the original problem has no 
solution then the minimum feasible solution to the augmented 
problem will contain at least one artificial variable with a 
positive value. For the augmented problem, the first 
feasible solution is 
-o ' ^^n+1' 0' ^n+2' 0 ' ' ' ''^n+m'0^ " (b^ ^ ,b2 , . . .b^ ) 
with the corresponding value of the objective function 
Zo = W i^ bi 
Since the basis is a unit matrix x. = (x^  ..x^.-.-x . 
m (a^., ao.,...,a .) and Z . = W 9" x. .. As long as 
Ij' 2j' ' mj J i^l J^ 
there are artificial vectors in the basis, each Z.-C. will 
be a linear function of W. For the first solution. 
m 
Zj-Cj = W p^^ x,j-Cj 
Each Z.-C. will then have a W component and a non-
W component which are independent of each other. We next 
set up the associated computational procedure as Tableau 
3.6.1. For each j, the non-W component and the W component 
of Z.-C., have been placed in the (m+l)st and (m+2)nd rows 
respectively, of that column. 
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Tableau 3.6.1 
i 
1 
2 
• 
* 
1 
• 
• 
m 
m+1 
m+r 
Basis 
• 
• 
• 
• 
• 
• 
P 
n+m 
C 
w 
w 
w 
• 
• 
w 
Po • 
Vi'O 
• 
• 
• 
• 
• 
U 
Zxn+i 
Cl 
Pi 
^11 
^21 
• 
1^1 
• 
• 
• 
C2 
2^ 
X 
^22 
• 
1^2 
• 
• 
• 
^m2 
-^ 2 
• 
• 
• 
• 
• 
• 
• 
• 
CR 
Pk 
^Ik 
^2k 
• 
^Ik 
mk 
A 
• 
• 
• 
• 
• 
• 
Cn 
Pn 
^In 
^2n 
• 
• 
• 
X 
mn 
-C 
*• m 
W 
Pn.l 
1 
0 
0 
• 
0 
0 
0 
• 
• 
• 
• 
w • 
Pn^ l • 
0 
0 
1 
0 
0 
0 
w 
Pn+m 
0 
0 
0 
1 
0 
0 
For the first iteration, the vector corresponding to 
m 
max Y^ X.. is introduced into the basis. The elements in the 
(m + 2) nd row are also transformed by the usual elinination 
procedure. Once an artificial vector is eliminated from the 
basis, it is never selected to reenter the basis. Hence we do 
not have to transform the last m columns of the tableau. If 
there are artificial vectors in the basis, the iteration may not 
eliminate one of them. When using the full artificial basis, 
approximately 2m interation are required to reach the niinimum 
feasible solution. 
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We continue to select a vector to be introduced into 
the basis, using the element in the (m+2)nd row as criterion, 
untill either (1) all the artificial vectors are eliminated 
from the basis or (2) no positive (m +2 )nd row element exists. 
The first alternative implies that all the elements in the 
(m + 2)nd row are equal to zero; and that the corresponding basis is a 
feasible basis for the original problem. We then apply the 
regular simplex algorithm to determine the minimum feasible 
solution. In the second alternative, if the {m+2,0) 
element, i.e., the artificial part of the corresponding value 
of the objective function, is greater than zero, then the 
original problem is not feasible. Theorem 2 tells us that 
there are no other feasible solutions whose value of the 
objective function is smaller than this final solution. If 
the (m + 2,0) element is equal to zero, then we have a 
degenerate feasible solution to the original problem which 
contains at least one artificial vector. The artificial 
variable have value of zero. We have not, however, reached 
the minimum feasible solution. We continue the iterations by 
introducing a vector that corresponds to the maximum positive 
element in the (m+l)st row which is above a zero element in the 
(m+2)nd row. This criterion is used untill the minimum 
solution has been reached, i.e., until there are no more 
positive (m + l)st elements over a zero in the (m + 2)nd row. 
The final solution may or may not contain artificial variables 
with values equal to zero. When we use this criterion, the 
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elements in the (m + 2)ncl row are never transformed, since the 
Z.-C . of the vector being introduced is equal "to 0. 
For both alternatives (1) and (2) all the (m + 2,j) 
elements are less than or equal to zero, with the possible 
exception of the (m+2,0) element. The latter element is 
always non-negative, and its value is non-increasing. As 
Orden (39) points out, if the original problem is feasible 
but has an unbounded minimum, the method of the artificial 
basis will determine the feasibility before the unboundness. 
Whenever the original problem contains some unit 
vectors, there vectors along with the necessary artificial 
ones should be used for the initial basis. Doing this will 
tend to decrease the total number of iterations. 
3.7 A Numerical Example (Artificial Basis Technique) 
Consider the LPP 
Minimize Z = 3x^  + 5x2 
x^ + 3x2 ^ 3 
x^ + x^ >, 2 
x^, X2 ^ 0 
Using x^ and x^ as surplus variables we have the 
problem in standard form as 
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Minimize Z = 3x. + 5x + Ox^ + Ox^ 
x^ + 3x2 ~ ^ 3 "^  ^^4 ^ ^ 
x^ + X2 + Oxo - X, = 2 
x^  to X, :^0 
The problem matrix A = 1 3 - 1 0 
1 1 0-1 
do not 
contain an I^ hence simplex procedure can not be started. 
Using Xc and x, as artificial variables the augmented problem 
may be written as 
Minimize Z' = 
s .t. 
3x^  + 5X2 + Ox^ + Ox, + wxr + wxg 
x^  + 3x2 - x^ + Ox/ + Xc + Ox^ = 3 
x^  + X2 + Oxo - X/+Oxc + x^ = 2 
x^ to X, >y 0 
The augmented problem matrix is 
P2 P3 
-1 
0 
P4 P5 
0 
-1 0 
1 0 A5 ( P 3 , P e ) = ( J 1 ) = ^ 2 ' 
P^, Pg can be used as starting artificial basis 
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Tableau 3.7.1 
Initial Step 
1 
1 
2 
3 
4 
Basis 
^5 
^6 
CB 
W 
w 
p 
o 
3 
2 
0 
5 
3 
Pi 
1 
1 
-3 
2 
5 
P2 
® 
1 
-5 
4 
0 
P3 
-1 
0 
0 
-1 
0 
P4 
0 
-1 
0 
-1 
w 
P5 
1 
0 
0 
0 
w 
Pe 
0 
1 
0 
0 
Ratio 
•-3/3 = 1 
2/1 = 2 
Vector P^  is introduced into the basis because the maximum 
Pc will be elimi-
(m + 2, j) element is (m + 2, 2) = 4. The corresponding 0 = 
3/3 = 1, hence the artificial vector 
nated from the basis. We have the next tableau as 
Second Step 
Ratio i 
1 
2 
3 
4 
Basis 
^2 
^6 
^B 
5 
w 
P 
0 
1 
1 
5 
1 
P, P2 
1/3 1 
(2/3)0 
-4/3 0 
2/3 0 
P3 
-1/3 
1/3 
-5/3 
1/3 
P4 
0 
-1 
0 
-1 
Pe 
0 
1 
0 
0 
3/2 
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Vector P. is introduced into the basis because the maximum 
(m + 2, j) element is {m+2,1) = 2/3. The corresponding 
e = 1/(2/3) = 3/2, hence the artificial vector P^  will 
be eliminated from the basis. We have the next tableau as 
Third Step 
i 
1 
2 
3 
4 
Basis 
^2 
Pi 
CB 
5 
3 
Po 
1/2 
3/2 
7 
0 
i 
Pi 
0 
1 
0 
0 
P2 
1 
0 
0 
0 
P3 
1/2 
2 
-1 
0 
P4 
1/2 
-3/2 
-2 
0 
Since all (m+2)th row elements are zero the solution given 
by Tableau 3-step is a feasible solution to the original 
problem. Furthermore all (m + l)th row elements are 4: 0 this 
indicates that the available feasible solution is optimal 
also. Thus we have x.* = 3/2 and X2* = 1/2 and Z- = 7 as 
our required solution. The graphical verification of the 
solution is given in figure 3.7.1. 
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iimfpii[iiinimujn..,|||,„,, 
• j * 
FIGURE 3.7.1 
F has three extreme points A(0,2), B(3/2,l/2) and C(3,0) 
with values of objective function as Z(0,2)=10, Z(3/2,l/2)=7 
Z(3,0) = 9. The minimum value Z* = 7 is attained at B 
* 
that is for x.* - 2/3 and X2 = 1/2. 
3.8 The Two-Phase Method 
This is an alternative method .to obtain a starting 
basic feasible solution in the absence at an indenty matix 
inside the problem martix. As in artificial basis technique 
in this method also the problem matrix of the given LPP (in 
standard form) is augmented by using artificial variables, 
so that the corresponding artificial vectors form an 
identity matrix Im. The sum of the artificial variables is 
taken as the objective function and is minimized under the 
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augmented constraint equations and non-negativity restric-
tions . 
We may have any of the following possibilities. 
(i) The optimal value of the objective function is not 
zero. This indicates that the original LPP has no 
solution. 
(ii) The optimal value of the objective function is zero 
and there is no artificial vector in the final basis. 
This indicates that the original LPP is feasible. 
The final basis will then be used as a starting 
basis for the original LPP and the usual Simplex 
procedure may be started. 
(iii) The optimal value of the objective function is zero 
but there is one (or more) artificial vectors in the 
basis at zero level. This means that we have a 
degenetate optimal solution to the LPP with aug-
mented constraint equations. This indicates that 
the original LPP has some redundant constraints. 
These constraints are to be identified and removed 
after which two phase method is applied again, Clark 
(8). 
The two phase of the method can be described as 
below: 
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Phase I: In the first phase the following LPP is solved, 
Minimize x^^^ + n^+z"-* ' * ^''n+m 
Subject to aii^i^^iz^z" • • • ^ l^n''n^ n^+l''°''n+2^  ' ' * ^ °^n+2=h 
ml 1 m2 2 mn n n+1 n+m m 
X. ^ o; j = l ,2 ,...n+m 
At the optimal solution if all x. ^ 0; j=n+l,. . . ,n+m, 
stop; the original problem has no feasible solution. 
Otherwise go to phase II. (It is assumed that there are no 
redundant constraints in the original problem hence all the 
artificial vectors left the basis). 
Phase II: In the second phase the following LPP is solved 
Minimize Z = C'x = Cg'Xg + CJ^XR 
-1 -1 
Subject to Xg + B R x_ = B b 
X > 0 
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Where x and x.« represent the vector of basic and non basic 
variables, out of the n original variables x.; j=l,2,...,n. 
In the tableau '0' of the phase II will be same as the final 
tableau of phase I except the following changes. 
(i) The columns corresponding to artificial 
vectors are removed, 
(ii) Original cost coefficients are introduced at 
their usual place (on top of the table). 
(iii) The (m + l)Si row elements are worked out as; 
usual 
3.9 A Numerical Example (Two Phase Method): 
Consider the same problem as illustrated in section 
3.7. 
Phase I: In phase I we will solve the LP? 
Minimize ^ = Xc + x, 
s.t. x-j^  + 3x2 " ^ 3 * ^ ^4 + X5 + Oxg = 3 
x^+X2+0x^-x,+Oxc+x^ = 2 
x^O; j=l,2,...,6. 
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Tableau 3 . 9 . 1 
I n L t l a l Step 
i 
1 
2 
3 
Basis 
^5 
^6 
CB 
1 
1 
Po 
3 
2 
5 
0 0 
Pi P2 
1 (3) 
1 1 
2 4 
f-
0 0 
P3 P4 
-1 0 
0 -1 
-1 -1 
1 
P5 
1 
0 
0 
1 
P6 
0 
1 
0 
Ratio 
3/3=1 
2/1=2 
Second Step 
i 
1 
2 
3 
Basis 
P2 
P6 
CB 
0 
1 
^ ^ ^ - j K 
Po 
1 
1 
1 
Pi P2 
1/3 1 
(2/3)0 
2/3 0 
-4 
P3 P4 P5 Pe 
-1/3 0 1/3 0 
1/3 -1 -1/3 1 
1/3 -1 -4/3 0 
Third Step 
Ratio 
i 
1 
2 
3 
Basis 
P 
P 
CB 
0 
0 
Po 
1/2 
3/2 
0 
Pi P2 P3 P4 P5 Pe 
0 1 1/2 1/2 1/2 -1/2 
1 0 2 -3/2 -1/2 3/2 
0 0 0 0 -5/3 -1 
3/2 
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Tableau 3 . 9 . 1 g ives x^" = 3 / 2 , X2 " = fe 
- 2 J = 0 , x ; = 0 , x"=o 
x^ = 0 as the optimal solution and Z = 0 as the optimal 
value of the objective function Z. 
As the final basis (P^, P^) contains to artificial 
vector at any level we can start the second phase directly. 
Phase II: The tablean 3.9.2. of phase II is 
Tableau 3.9.2 
i 
1 
2 
3 
Basis 
^2 
CR 
5 
3 
PQ 
h 
3/2 
7 
3 5 0 0 
Pi P2 P3 P4 
0 1 2^ ^ 
1 0 2 -3 /2 
0 0 - 1 - 2 
Since all Z. - C. s< 0 (fortunately for this particular 
problem) we get the optimal solution of the original problem 
as x^ = 3/2 and ^y " ^ with the optimal value of the 
JU 
objective function Z"= 7. 
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3.10 Degeneracy and Cycling: 
In developing the theory of simplex method (Section 
3.3) we have assumed that all basic feasible solutions are 
non-degenerate. A basic feasible solution is degenerate 
when it has less than m positive x.s. The assumption of 
nondegenracy is necessary in order to reach the optimal 
solution in a finite number of steps. Because there is a 
finite number of bases and no basis can be repeated as at 
each step the value of the objective function is improved. 
When degeneracy is present it is possible that the value of 
the objective function remains same while going from one 
basis to another. In such situation we may have the same 
sequence of bases repeated again and again (in fact forever) 
without any improvement in the value of the objective 
function and hence without ever reaching the optimal 
solution. This phenomenon is known as cycling. 
Fortunately the problem of cycling is only a theore-
tical problem. So that degeneracy is harmless unless it 
results in cycling. Till date no practical LPP exists that 
cycles. Artificial problems are constructed by Hoffman 
[24] and Beale [5] to demonstrate the phenomenon by cycling. 
However in order to complete the theory of Simplex method, 
Dantzig [10], Charnes [7], Wolfe [46], Dantzig, Orden and 
Wolfe [11] presented techniques to resolve the problem of 
cycling. 
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The above techniques are of no practical significance as 
cycling never appeared practically. In the words of Hoffman 
[25] these techniques "make the Simplex method available, 
without a blemish, as a crisp tool for proving pure 
theorems. 
3.11 Duality in LP : 
Associated with every LPP there is another LPP called 
Its dual. The original LPP is called the primal problem. 
The dual LPP possess some very important and interesting 
properties. It may be used to solve the primal problem. 
The standard primal-dual pair of LPPs is given below. 
If the 'Primal' LPP Minimize Z = C' x, 
Subject to Ax > b' 
and 21 ^  ^  
The Corresponding Dual LPP will be Mazimize Z' = ^ , 
Subject to Y.^ 4 ^ 
1 >" 0' 
Where ^ ' = (y^, y2j.».5y ) is the vector of dual variables. 
Examining the nature of the primal and dual problems we 
observe the following; 
(i) The dual of the dual is primal or in other words the 
primal and the dual problems are inter-changeable. 
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(ii) If X and y are feasible to primal and dual res-
pectively then £'x >, XQ'-
The following result is known as the 'Fundamental 
Theorem of Duality'. 
The Fundamental Theorem of Duality: 
For a given pair of primal-dual LPPs exactly one of 
the following statements is true, 
(i) Both possess optimal solutions with equal optimal 
values of the objective functions. 
(ii) If either problem has unbounded solution the other 
problem will have no solution. 
(iii) Both the problems have no solution. 
The properties of the primal-dual LPPs are used to 
develop two new algorithms for solving LPP. The dual 
simplex method and the primal-dual algorithm which are 
discussed in chapter 4 of this manuscript. 
CHAPTER - IV 
OTHER APPROACHES TO SOLVE LINEAR PROGRAMMING PROBLEMS 
4.1 Introduction: 
This chapter provides a short account of various 
approaches to solve linear programming problem other than the 
original simplex methods. Computation auspects of the 
revised simplex method, dual simplex method and primal-dual 
simplex method are discussed in brief in section 4.2, 4.3, 
4.4. A summary of recent development in the interior point 
methods for solving LP? is also presented in section 4.5. 
4.2 The Revised Simplex Method; 
The revised simplex method was developed by Dantzig, 
Orden and Wolfe [46] for solving an LPP on digital computers. 
The main difference betv7een the original simplex method and 
the revised simplex method is that in the former we trans-
form all the elements of the simplex tableau by means of the 
elemination formulas, while in the latter we need to trans-
form only the elements of an universe matrix, by means of the 
some formulas. 
The revised simplex algorithm may be summarised on 
below for a minimization LPP. 
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Step 1: Find an initial basic feasible solution 
with corresponding basis matrix B, where >(„ and x^ denote the 
vectors of basic and non-basic variables respectively. 
Thus 
-1 - -1 
step 2: Calculate w = C g B , b = B b and form the following 
tableau. 
Basis 
Inverse 
RHS 
w 
B-1 
S'si 
b 
Note that the RHS denotes the value of the objective function 
at X and x„ the basic variables. 
— —D 
Step 3: For each non-basic variable that is for each compo-
nent of x„ calculate 
Z.-C. = W P . - C . 
J J J J 
Let \ - = k 
Maximum 
J Z. - C. J J 
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If Z, - C, ^ 0, stop; the present basic feasible 
solution is optimal. Otherwise go to step 4. 
-1 
Step 4: Calculate Y, = B P, . If Y, ^ 0^, stop; the optimal 
solution is unbounded. Otherwise go to step 5. 
Step 5: Insert the column I ) to the right of the 
'-^ J 
tableau leading to the following tableau 
Basis Inverse RHS K^ 
w 
B-1 
^ B ^ 
b 
V^k 
Sk 
Step 6: Determine the index r such that 
rk 
Minimum 
1 ^ i ^ m 
\ 
"ik 
^ik>0 
Using Y , as pivotal element and the usual simplex trans-
formation formula workout the new tableau. The columns 
corresponding to x, is completely eliminated from the 
tableau. Go to step 3. 
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4.3 The Dual simplex Method: 
The dual simplex method developed by Dantzig [13] 
solves the dual LPP directly while solving the prinal LPP. 
The following are the steps involved in the dual simplex 
method for a minimisation LPP. 
Step 1: Find a basis B such that 
z. - c . = C„ B -^-P. - C. ><: 0 for all j. 
J J -8 J J 
Step 2: If b = B~ b ^ £ stop; the present solution is 
X = b and 3t, = 0 is optimal. Otherwise go to step 3. 
Step 3: Select the pivotal row with b < 0 where 
b = Minimum {b.] 
Step 4: If Y . :^  0 of all j; stop; the dual is unbounded 
and the primal is not feasible. Otherwise go to step 5. 
Step 5: Select the pivotal column k where 
= Minimum 
^rk 
z .-c. 
_ f _ £ _ ; Y . <o 
ri 
Y . 
Step 6: Use transformation formula to compute the next 
tableau and go to step 2. 
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4.4 The Primal-Dual Alogrlthm: 
The primal-dual algorithm is a combination of the 
original simplex method and the dual simplex method. This 
method was developed by Dantzig, Ford, Fulkerson [12]. The 
step-wise primal-dual algorithm for a minimization primal LPP 
is as given below. 
Step 1: Select a vector w satisfying 
WP . - C . s< 0 for all . 
Step 2: Let J = {j = WP. - C. = 0}. Solve the following 
restricted LPP. 
Minimize ^ OX, + 1 xa 
J6J k - -
Subject to 27 ij^i •*• 2ia - ^ 
x j >, 0 for J ^  J 
2ia '^^ 
Let the optimal value of the above objective function is x . 
if xo= 0, stop; and optimal solution is obtained. 
Otherwise go to step 3. 
Step 3: Let V" be the optimal dual solution to the above 
restricted LPP. 
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If V £. <; 0 for all j; stop; the dual is unbounded 
and the primal is not feasible. Otherwise ' go to step 4. 
Step 4: Find 9 = Minimum 
J V"P. 
- J 
: VPj >o >o 
and replace w + 0V" and go to step 2. 
4.5 Interior Point Methods (Polynomial Time-Algorithms) 
When some problem parameter, of an LPP a.., b. or C. 
is a rational number, say p/q, we say that it has a "length," 
which is equal to the number of digits in its binary encoding. 
[log2(|p| + D ] + [log2(|q| + 1)]. (Irrational numbers are 
assumed to have infinite length). 
The sum of the lengths of the parameters representing 
an LPP is usually denoted by L. . 
An algorithm that solves a class of LPs is said to 
run in polynomial time, if the total number of elementary 
arithmetic operations performed can be bounded by a poly-
nomial function of n, m, and L. Elementary operations are 
limited to addition, subtraction, multiplication, division 
and comparison, and operate on rational numbers whose size 
is bounded by a polynomial in L. Accordingly, numbers 
generated by the algorithm must be bounded by a polynomial in 
L. An algorithm is said to run in strongly polynomial time 
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if the number of elementary operations can be bounded by a 
function that is polynomial in n and m, and is" independent of 
L. 
A polynomial time algorithm for LPP was first pre-
sented by Khachian [28] using allipsoid method. Karmark^ ar 
[26] proposed the polynomial interior algorithm for linear 
programming (LP). Since then many developments have been made to the 
growing literature on interior algorithms: the projective 
algorithm, the affine scaling algorithm, and the path-
following algorithm. All of these interior algorithms use 
the scaling technique and solve a least-squares problem at 
each iteration, and they are related to the classical barrier 
function method of Frisch [17] and Iri and Imai [25]). 
Karmarkar first introduced the potential function to 
linear programming in his projective algorithm [26]. Then, 
Anstreicher [2]. Gay [18], de Ghellinck and' Vial [19]. Todd 
and Burrell [42] and Ye and Kojima [48] proposed a primal 
projective algorithm using dual variables. The projective 
algorithm, as well as Karmarkar's original algorithm, uses 
potential functions to measure its iterative progress and 
3 5 
converges in O(nL) interations and 0(n' L) arithmetic 
operations, where L is the data length and n is the number of 
variables in LP. In practice, far fewer iterations are 
required when a large-sized step is taken along the descent 
direction of the potential function. 
73 
Barnes [3], Kortanek and Shi [31] and Vanderbei et 
al, [45] updated the primal affine scaling algorithm that 
was originally proposed by Dikin [15]. Adler et al [l] and 
Monma and Morton [36] then developed and implemented the dual 
affine scaling algorithm. The polynomial status of the 
affine scaling algorithm is still unknown, but it works well 
in practice by taking a large-sized step along the descent 
direction of the objective function. 
Another polynomial interior algorithm, the (dual) 
path-following algorithm, was introduced by Renegar [40], 
who established the first 0( V nL) - Iteration interior 
algorithm for LP. Using Karraarkar's rank-one technique, 
Gonzaga [23] and Vaidya [44] further upgraded the algo-
3 
rithm's complexity to 0(n L). Renegar's algorithm is related 
to the "analytic center" of Sonnevend [41] and the central 
trajectories or pathways analyzed by Bayer and Lagarias [4], 
Megiddo [33] and Megiddo and Shub [34]. Finally, Kojima et 
al. [29] and Monteiro and Adler [38] developed the primal-
dual path-following algorithm, Goldfarb and Liu [21] and Ye 
[47] developed the primal path-following algorithm, and Ben 
Daya and Shetty [6] and Mehrotra and Sun [35] developed the 
dual path-following algorithm for linear and/or convex 
quadratic programming. While remaining "centered", this 
algorithm seeks reductions in the objective function and 
converges in 0 U~n~ L) interations and O(n^L) arithmetic 
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operations. Unfortunately, the need to trace closely the 
central path severely limits the permissible 'stepsize at any 
iteration. (A large-step variant of the primal-dual path-
following algorithm has been implemented by McShane et al. 
[32] with encouraging practical results, but the theoretical 
guarantee no longer exists.) 
Recently, several efforts were made to improve the 
interior algorithms. Todd and Ye [43, 49] introduced a 
class of potential functions for linear programming and 
proposed a primal-dual projective algorithm, the centered 
projective algorithm, using a primal-dual potential function. 
They have shown that the step direction of this algorithm is 
the gradient-projection of the potential function in the 
projective scaling fame. If the centering condition is 
satisfied, then the direction is also the direction of the 
path-following algorithm. The algorithm is motivated by 
seeking reductions in the potential function, as is the case 
for the projective algorithms. It converges in 0(v,/~rrL) 
iterations but still has to follow the central path. 
Nevertheless, the approximate centering is an automatic by-
product of the choice of the potential function. Monteiro et 
al. [37] simultaneously used the primal and dual affine 
scaling algorithm, resulting in an 0(nL2)-iteration algorithm. 
Gonzaga [22] used the steepest descent method for a 
potential function in the primal affine scaling framework, 
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2 
leading to an 0(n L) or 0(nL)-iteration algorith. His poten-
tial function is a special case of Todd and Ye' s class of 
potential functions, and it uses the assumption of the known 
minimal objective value. 
The primal-dual potential function described by Todd 
and Ye [43, 49] is further studied by Ye [47]. As a result, 
he develop an interior algorithm directly minimizing the 
potential function in the LP standard form via the scaled-
gradient-projection method. 
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