We consider non-autonomous differential equations, on the cylinder (t, r) ∈ S 1 × R d , given by dr/dt = f (t, r, ε) and having an open continuum of periodic solutions when ε = 0. From the study of the variational equations of low order we obtain successive functions such that the simple zeroes of the first one that is not identically zero control the periodic orbits that persist for the unperturbed equation. We apply these results to several families of differential equations with d = 1, 2, 3. They include some autonomous polynomial differential equations and some Abel type non-autonomous differential equations.
Introduction and main results
Consider the non-autonomous differential equation
where d ∈ N and f 0 is a real, smooth, T -periodic function in t . Assume that it has an open continuum of T -periodic solutions. That is, it has solutions ϕ 0 (t, ρ) such that ϕ 0 (T , ρ) = ϕ 0 (0, ρ) = ρ, for all ρ in an open non-empty neighborhood, U ⊂ R d . Consider perturbations of former differential equation, given by
where (t, x) ∈ [0, T ] × R d , m ∈ N, f i , for each i, is also a smooth real T -periodic function in t , and |ε| is small enough.
To determine which of the periodic solutions of Eq. (1) remain, for ε = 0, as an isolated periodic orbit (limit cycle) of Eq. (2) and to fix bounds for this number of limit cycles is a problem of current interest, see for instance [1, 3, 7, 13, 20] . Several methods have been developed to approach these questions. For instance, Abelian integrals, Melnikov functions, averaging theory, Lyapunov constants or variational equations methods can be used, see [3] [4] [5] 12] . This paper concerns the former approach which in fact goes back to Poincaré. That is, by using variational equations, we obtain some functions M i (ρ), i ∈ N, such that their simple zeroes give rise to isolated T -periodic solutions of the perturbed system (2) .
The expressions of the functions M i (ρ) that we obtain are based on the explicit knowledge of the flow of the unperturbed equation (1) . Let ϕ ε (t, ρ) be the solution of Eq. (2) such that ϕ ε (0, ρ) = ρ ∈ R d , and assume that it can be written as Our first result is the following: Theorem 1. Consider the differential equation (2) . Let ϕ ε (θ, ρ) be the solution such that ϕ ε (0, ρ) = ρ, written as (3) . Assume that ϕ 0 (T , ρ) = ρ, for all ρ ∈ U . Hence, 
Moreover, the same conclusions that in Theorem 1 hold.
The expressions presented in the above results are equivalent and quite similar to the ones obtained using averaging theory and given for instance in [3, [16] [17] [18] . We remark that there are some differences in the rational numbers appearing in the expressions of M i (ρ), i 3, because in these works the solution (3) is written as
As we have seen, in Theorem 1 and Proposition 2 a key hypothesis is that all the zeroes of the corresponding M i (ρ) are simple. We also present a general result that allows to check this hypothesis when the system M i (ρ) = 0 is equivalent to a polynomial system in R d . For simplicity we state it for d = 2, although it can be easily extended to higher dimensions. As usual given two polynomials P (x) and Q(x), Res(P (x), Q(x), x) denotes the resultant of them with respect to x, see [9] . Recall that the resultant vanishes if and only if both polynomials have a common zero (real or complex).
Proposition 3. Consider a planar polynomial system
and compute
If T 1 = 0 or T 2 = 0 then all the solutions (real or complex) of the system are simple.
To illustrate the above result we present a simple example. Consider the system,
Then
2 ) = 0 all its solutions are simple.
Remark 4.
Sometimes can be useful to decompose the polynomials R x , R y , S x and S y in factors. Using these decompositions it can be proved that, in a certain region, all the solutions of the system are simple.
As far as we know, most papers face the above question solving first the system of equations and then proving that the solutions are simple, computing the Jacobian on them. Our method is simple and algebraic and works independently of how complicated is the system, assuming of course that it is given by polynomial functions. We will apply this approach in Section 4.2.
Section 2 is devoted to the proof of Theorem 1 and Propositions 2 and 3. In Section 3 we apply our results to find limit cycles for two families of polynomial autonomous systems. As a first example we consider the planar system ẋ = −y + x 2 /2 + εP (x, y),
with P and Q quadratic polynomials and prove that we can choose P and Q such that for ε small enough it has at least two limit cycles. This result is already known, see [14] , but our proof is different.
As a second family we consider the 3-dimensional polynomial vector field of degree n,
where a, b, c and d are real polynomials with respective degrees [n/2], n, n − 1 and n, and ε is a small parameter. We will show that we can choose a, b, c and d such that system (4) has ([n/2] − 1)(2n − 1) limit cycles bifurcating from the continuum of periodic orbits existing for ε = 0, see Proposition 8. Some related results are given in [8, 16] . The above system gives a simple 3-dimensional example for which we can apply Theorem 1 and for which all the computations can be done easily, without the need of using algebraic manipulators. We want to remark that it is not difficult to construct 3-dimensional polynomial vector fields of degree n having more limit cycles. For instance, by considering the two-dimensional example of degree n, sayẋ = P (x, y),ẏ = Q(x, y), given in [6] which has O(n 2 log n) limit cycles, we can construct the uncoupled 3-dimensional systeṁ
with R a polynomial of degree n having n different real roots, z = z i , i = 1, . . . , n. It has O(n 3 log n) limit cycles, all of them on planes of the form {z = z i } with R(z i ) = 0, i = 1, . . . , n. In fact there are examples of polynomial systems in R 3 having infinitely many limit cycles, see [2, 10] .
In Section 4 we present a couple of examples dealing with generalized Abel equations. First we study the number of limit cycles arising from the equation
where f i,j is a smooth real T -periodic function in t, and N 3 is an arbitrary positive integer number. Note that if N ∈ {0, 1}, then this equation is linear and it is well known that linear equations have either a continuum of periodic solutions or at most one limit cycle. In case N = 2 it is a Riccati equation and it has at most two limit cycles, see for instance [15, 19] . When N = 3, Eq. (16) is called Abel equation. There is no upper bound for the number of limit cycles of Abel equations and for equations that are polynomial in r of degree N , with N 3, see [11, 15, 21] . In Proposition 10 we show that for N 3, M i (ρ), i = 1, 2, 3, are polynomials in ρ of degree at most N , 2N − 2 or 3N − 3, respectively, and that these degrees are attained. Moreover, when N 6, it is possible to find examples having all the roots real and simple. This result also helps to understand why for polynomial equations in r of degree N 3 the number of limit cycles is unbounded. Each higher order of perturbation in ε gives rise to more limit cycles.
The proof of [15] showing that there are Abel equations with an arbitrarily high number of limit cycles is based on studying the non-autonomous differential equation of the forṁ
for suitable trigonometric polynomials a and f . Later on, this result has been extended to differential equations of the forṁ
for most natural numbers n and m, see [11] . Both works use the first order variational equation and compute M 1 (ρ). In our second example of Section 4 we will extend this approach to study systems of coupled generalized Abel equations of the form,
for n + m 3, p + q 3 and a, b, f and g trigonometric polynomials.
Proof of the main results
We introduce some notations. Given
where recall that x stands for the transposed vector of x.
Our proof of Theorem 1 also allows to get the expression of M 3 (ρ) which is given in next remark. Using the same approach it is not difficult of obtain expressions for M i (ρ), i 4, that we omit for the sake of simplicity.
Remark 5.
Assuming the hypotheses of Theorem 1 and the notations of this section, when addi-
Proof of Theorem 1 and Remark 5. By imposing that ϕ ε (t, ρ), given in (3), is a solution of Eq. (2) we get the identity
where and D ρρρ f 0 denotes the third order derivative matrix of f 0 written as
.
By collecting terms in ε, ε 2 and ε 3 into expression (5), we obtain the following three linear non-homogeneous differential equations for the unknown functions u i (tρ), i = 1, 2, 3,
Recall that the solution of the Cauchy problem for the linear differential equation 
Hence, by imposing the periodicity condition ϕ 0 (T , ρ) = ρ, we obtain the solutions of Eqs. (6)- (8) at t = T , in the form
where b i (s) is the non-homogeneous part of Eqs. (6)- (8), respectively, as we wanted to prove. To end the proof, let us show that each simple zero of M 1 (ρ) gives rise, for ε small enough, to an isolated T -periodic solution of system (2) 
Then, from the implicit function theorem the result follows.
In general, if we assume M i (ρ) ≡ 0, for i = 1, . . . , k −1, then we can apply the same argument to
The proof of Proposition 2 follows using again the above arguments. In next result we also give the expression of M 5 .
Remark 6. Under the hypotheses and notations of Proposition 2, when additionally
To end this section we will prove Proposition 3.
Proof of Proposition 3.
Let (x 0 , y 0 ) ∈ C 2 be a multiple solution of the system. Recall that at any multiple solution the Jacobian function J (x, y) vanishes. Therefore
Therefore the result follows. 2
Applications to autonomous systems
In this section we apply Theorem 1 to two families of autonomous polynomial differential equations. The first one is a planar system and the second one is a three-dimensional polynomial system.
A family of planar vector fields
Consider the family of differential equations ẋ = −y + xH n−1 (x, y) + εP (x, y),
where H n−1 is a homogeneous polynomial of degree n − 1 and P and Q are polynomials of degree n. When ε = 0 and 2π 0 H n−1 (cos s, sin s) ds = 0, the above family is formed by isochronous centers. Passing to (r, θ )-polar coordinates, it writes equivalently as dr dθ = H n−1 (cos θ, sin θ)r n + εR(r cos θ, r sin θ) 1 + εS(r cos θ, r sin θ)
where R(r cos θ, r sin θ) = cos θP (r cos θ, r sin θ) + sin θQ(r cos θ, r sin θ),
S(r cos θ, r sin θ) = cos θQ(r cos θ, r sin θ) − sin θP (r cos θ, r sin θ) /r, T (r cos θ, r sin θ) = R(r cos θ, r sin θ) − S(r cos θ, r sin θ)H n−1 (cos θ, sin θ)r n .
For ε = 0 it is easy to obtain its solution as
This expression proves the isochronism of the unperturbed system and allows us to get the function M 1 (ρ) associated to (10) . To illustrate its applicability we present a simple quadratic example, with n = 2 and H 1 (x, y) = x/2, having two limit cycles, already studied in [14] using Abelian integrals.
Proposition 7. For ε small enough, there are systems of the form
with P and Q quadratic polynomials having at least two limit cycles.
Proof. Take P (x, y) and Q(x, y) arbitrary quadratic polynomials. From (11) and Theorem 1, we get that
where f 1 (s, r) = (cos sP + sin sQ) − (cos sQ − sin sP ) r cos s 2 , being P = P (r cos s, r sin s), Q = Q(r cos s, r sin s) and ϕ 0 (s, ρ) = 2ρ/(2 − ρ sin s) and 0 < ρ < 2. Hence, after some computations,
where p 1 and q 1 are linear polynomials satisfying p 1 (0) + 2q 1 (0) = 0. By introducing the new variable τ 2 = 4 − ρ 2 , for 0 < τ < 2, we get that ρM 1 (ρ) writes as
being p 2 an arbitrary polynomial of degree 2. Hence, taking P and Q such that p 2 has two simple zeroes in the interval (0, 2), we get that the corresponding quadratic system has two limit cycles, for ε small enough, as we wanted to prove. 2 
A three-dimensional polynomial example
for some polynomial function P , by taking
and so M 1,2 (ρ) ≡ 0. Now we proceed by computing M 2 (ρ). Again by Theorem 1, we get
Note that 
where in the last equality we have used again property (12) . It is well known that
where 0!! = 1!! = 1 and 2!! = 2. Hence, by taking a(
i=0 a i x i , some simple computations give that
The computation of M 2,2 (ρ) is similar. We have
Hence,
Thus, from (13) and (14), we get the explicit expression of M 2 (ρ). By taking b(z) = z n we obtain that M 2,2 (ρ) can be any polynomial in ρ 2 of degree 2n − 1. Fix c and d such that M 2,2 (ρ) has 2n − 1 non-zeros real roots. Then for each one of these roots
It is possible to choose the numbers a j such that for each i = 1, . . . , 2n − 1 the equation
has exactly [n/2] − 1 simple positive solutions, say ρ 1,i 1 , . . . , ρ 1,i [n/2]−1 . This can be seen by noting that, taking suitable a j , the left hand side of Eq. (15) can be taken as an arbitrary polynomial in the variable ρ 2 1 . Thus, system (4) has (2n − 1)([n/2] − 1) limit cycles that tend, when ε goes to zero, to the periodic orbits r = ρ 1,
Applications to non-autonomous systems
In this section we apply our results to two families of non-autonomous differential equations of Abel type.
A generalized Abel equation
In this section we study the number of limit cycles arising from polynomial differential equations of the form,
where f i,j is a real and smooth T -periodic function in t , and N 3. We introduce some notation. Given two integrable functions f and g, definẽ
Then the relations given in the following lemma hold.
Lemma 9. Let f and g be smooth T -periodic functions in
We prove: Proof. From Proposition 2, we have
To prove that the functions M i (ρ) can be chosen arbitrarily, let us take f 1,j (t) = α j + β j cos t + γ j (sin 2 t − 1/2), f 2,j (t) = δ j + η j cos t and f 3,j = λ j , where α j , β j , γ j , δ j , η j and λ j are arbitrary real numbers, j = 0, . . . , N −1, f 1,N = α N +sin 4 t +φ sin t −3/8, f 2,N = δ N +sin t and f 3,N = λ N is an arbitrary real constant. We note that these functions are 2π -periodic.
For simplicity, we only present the details for the case N = 3. The other cases can be studied similarly. To simplify calculations, we take: β 0 = β 1 = γ 0 = 0. From Proposition 2 we have that,
Recall that to obtain expression M 3 (ρ), it is necessary to have M 2 (ρ) ≡ 0. To achieve this condition, β 2 φ = 0, and we have fixed φ = 0. In order to finish the proof, we observe that all the coefficients of the first two polynomials can be arbitrarily chosen. Additionally, taking β 2 such that 128β 2 2 − 2 = 0, M 3 (ρ) is an arbitrary monic polynomial of degree six without the term ρ 5 . By means of a suitable translation, it is easy to see that any polynomial of degree six can be written in this way. Hence the result follows. 
A planar non-autonomous system
Consider the system of coupled generalized Abel equations:
for n + m 3, p + q 3 and a, b, f and g, T -periodic trigonometric polynomials.
For any ρ = (ρ 1 , ρ 2 ), let us denote by ϕ 0 (t, ρ) the solution of Eq. (18), for ε = 0, such that ϕ 0 (0, ρ) = (ρ 1 , ρ 2 ). In this case,
where
We assume that A(T ) = B(T ) = 0 to ensure that the unperturbed system has a continuum of periodic orbits. Applying Theorem 1 we need to compute 
where F i and G i , i = 1, 2, are real constants and ε is small enough, having four isolated limit cycles.
Proof. By way of notation, let us write F = (F 1 , F 2 ) and G = (G 1 , G 2 ). For system (20) , if
Hence, by assuming that |ρ 2 | < 1,
Also we observe that, if ρ 1 = 0 (resp.: ρ 2 = 0), then M 1 (ρ 1 , ρ 2 ) = 0, for all ρ 2 (resp.: ρ 1 ). Hence, simple solutions of the system
in D := {(ρ 1 , ρ 2 ) ∈ R 2 : |ρ 1 | < 1, |ρ 2 | < 1, ρ 1 ρ 2 = 0}, give rise to limit cycles of system (20) , for |ε| small enough. The simple zeroes of system (21) in D are zeroes of the polynomial system
in the same domain.
For many values of F and G, system (22) has only one solution in D. We have found several examples with four solutions. For instance, we fix For these values of F and G, system (22) writes as
(ρ 2 , ρ 1 ) 1 − ρ 2 1 = 0. We will use the Gröbner basis approach to solve it. Using the lexicographic order, we get that the ideal generated by Φ 1 and Φ 2 is the same that the ideal generated by four functions, say B i (ρ 1 , ρ 2 ), i = 1 where k ∈ Q, p j or p j,m denote polynomials in Q[ρ 2 ], of degree j , not necessarily equals.
Since solving Φ 1 (ρ 1 , ρ 2 ) = Φ 2 (ρ 1 , ρ 2 ) = 0 is equivalent to solve B i (ρ 1 , ρ 2 ) = 0, i = 1, . . . , 4, we will deal with this second system, which has a triangular structure. The first equation gives us the ρ 2 -coordinates of the possible solutions. Using the other equations we obtain the first coordinate of the solutions. It turns out that the system has exactly 10 solutions in D.
Next we show that all these solutions are simple. To prove this we will apply Proposition 3. Write J (ρ 1 , ρ 2 ) = det(DΦ(ρ 1 , ρ 2 )). Then The fact that they are also simple zeroes for M 1 (ρ) is because the transformations made to convert the equations into polynomial ones are local diffeomorphisms in the corresponding domains. 2
