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A STOCHASTIC CONTROL PROBLEM WITH LINEARLY BOUNDED
CONTROL RATES IN A BROWNIAN MODEL
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Abstract. Aiming for more realistic optimal dividend policies, we consider a stochastic
control problem with linearly bounded control rates using a performance function given by
the expected present value of dividend payments made up to ruin. In a Brownian model,
we prove the optimality of a member of a new family of control strategies called delayed
linear control strategies, for which the controlled process is a refracted diffusion process. For
some parameters specifications, we retrieve the strategy initially proposed in [3] to regularize
dividend payments, which is more consistent with actual practice.
1. Introduction and main result
In this paper, we consider an optimal stochastic control problem with absolutely continuous
and linearly bounded control strategies in a Brownian model. Our problem is a version of
de Finetti’s dividend problem in which payment/control strategies can be at most a (fixed)
fraction of the current wealth/state. For this problem, an optimal strategy is formed by a
delayed linear control strategy. Loosely speaking, for such a strategy, no dividends are paid
below a barrier and level-dependent dividend payments are made when the process is above
that barrier, allowing for more regular dividend payments over time. As the underlying state
process is a Brownian motion, in order to solve this stochastic control problem, we study a
specific refracted diffusion process, i.e., a dynamic alternating between a Brownian motion
with drift and an Ornstein-Uhlenbeck process.
1.1. Model and problem formulation. On a filtered probability space (Ω,F , {Ft, t ≥ 0} ,P),
let X = {Xt, t ≥ 0} be a Brownian motion with drift, i.e.
dXt = µdt+ σdBt, (1)
where µ ∈ R and σ > 0, and where B = {Bt, t ≥ 0} is a standard Brownian motion. Using
the language of ruin theory, X is the (uncontrolled) surplus process.
A dividend strategy pi is represented by a non-decreasing, left-continuous and adapted
stochastic process Lpi = {Lpit , t ≥ 0}, where Lpit represents the cumulative amount of dividends
paid up to time t under this strategy. For a given strategy pi, the corresponding controlled
surplus process Upi = {Upit , t ≥ 0} is defined by Upit = Xt − Lpit .
While de Finetti’s classical dividend problem is a singular stochastic control problem, we
are interested in an adaptation where the admissible strategies are absolutely continuous with
a linearly bounded rate.
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2 A CONTROL PROBLEM WITH LINEARLY BOUNDED CONTROL RATES
Definition 1.1 (Admissible strategies). Fix a constant K > 0. A strategy pi is said to be
admissible if it is absolutely continuous and linearly bounded, i.e., dLpit = `pit dt, with 0 ≤ `pit ≤
KUpit , for all t > 0. The set of admissible dividend strategies will be denoted by ΠK .
Thus, for an admissible strategy pi, we have
dUpit = dXt − `pit dt = (µ− `pit ) dt+ σdBt.
For a given discounting rate q ≥ 0, the value/performance function associated to an admis-
sible strategy pi and initial value U0 = X0 = x is given by
vpi(x) = Ex
[∫ σpi
0
e−qt`pit dt
]
where σpi = inf {t > 0: Upit < 0}. Note that vpi(x) = 0 for all x ≤ 0. For notational simplicity,
but without loss of generality, we have chosen the ruin level to be 0, as it is often the case in
ruin theory when dealing with space-homogeneous surplus processes.
The goal of this stochastic control problem is to find the optimal value function v∗ defined
by
v∗(x) = sup
pi∈ΠK
vpi(x)
and, if it exists, an optimal strategy pi∗ ∈ ΠK such that
vpi∗(x) = v∗(x),
for all x > 0.
1.2. Main result. As alluded to above, the optimal control strategy is of bang-bang type,
i.e., dividends are either paid out at the maximal surplus-dependent rate or nothing is paid,
depending on the value of the controlled process. Mathematically, let us define the following
refracted diffusion process: for fixed b,K ≥ 0, let U b = {U bt , t ≥ 0} be given by
dU bt =
(
µ−KU bt 1{Ubt>b}
)
dt+ σdBt. (2)
We prove the existence of a strong solution to this stochastic differential equation in Appen-
dix A. This process is the controlled process associated to the (admissible) control strategy
`bt = KU
b
t 1{Ubt>b}, which consists of paying out at the maximal surplus-dependent rate K
when the controlled process is above level b and pay nothing below b. This control strategy
will be denoted by pib and called a delayed linear control strategy at level b with rate K, when
b > 0, and simply a linear control strategy with rate K, when b = 0. In both cases, it is an
admissible strategy, i.e., pib ∈ ΠK for any b ≥ 0.
Define
∆ = −H(q)K (0)/H(q)′K (0), (3)
where the function H(q)K is defined in (9). Note that ∆ depends on both the control problem
parameters q and K and the model parameters µ and σ. Define also b∗ as the (unique) root
of Equation (10); see below.
Here is an explicit solution to the control problem:
Theorem 1.2. Fix q > 0 and K > 0. The following hold:
(i) If µK/q2 ≤ ∆, then the linear control strategy with rate K is optimal.
(ii) If µK/q2 > ∆, then the delayed linear control strategy at level b∗ > 0 with rate K is
optimal.
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1.3. Related literature. If a delayed linear control strategy at level b > 0 with rate K is
implemented, then dividends are paid continuously only when the process is above level b,
according to an Ornstein-Uhlenbeck process with mean-reverting level µ/K. In other words,
when b > 0, we have to wait for sufficient capital before paying out dividends according to this
linear strategy. If the linear strategy with rate K is implemented, i.e., when b = 0, then divi-
dends are paid without interruption up to the time of ruin, according to an Ornstein-Uhlenbeck
process with mean-reverting level µ/K. This last strategy is the one initally proposed in [3]
to regularize dividend payments; it is also studied in [1] for a compound Poisson process with
drift. In Section 6 of [3], the authors hinted at delayed linear control strategies. In some sense,
delaying dividend payments brings additional safety by avoiding payments when the process
is close to the ruin level. Theorem 1.2 tells us that, for our control problem, either the optimal
strategy is a linear control strategy, as studied in [3], or it is a member of the family of delayed
linear control strategies. In the latter case, Proposition 2.2 tells us how to find the optimal
level b∗.
Note that our problem has similarities with another variation on de Finetti’s optimal div-
idends problem, in which admissible strategies have a bounded rate, i.e., 0 ≤ `pit ≤ K˜, for all
t > 0, for a fixed constant K˜; see, e.g., [6]. However, for that problem, the optimal control
process is a two-valued Brownian motion with drift, also called a refracted Brownian motion
with drift. In the classical de Finetti’s control problem, admissible strategies are not necessar-
ily absolutely continuous nor bounded. For the classical problem, the optimal control process
is a reflected Brownian motion with drift and the optimal reflection level is known to be
c∗ =
σ2√
µ2 + 2qσ2
ln
(
µ+
√
µ2 + 2qσ2
−µ+
√
µ2 + 2qσ2
)
. (4)
Intuitively, in our problem, if K becomes large, then we should get closer to the classical
problem.
The rest of the paper is organized as follows. In Section 2, we provide background material
on Ornstein-Uhlenbeck diffusion processes, we compute the value function of an arbitrary
(delayed) linear control strategy and then we find the (candidate) optimal barrier level b∗.
In Section 3, we give a verification lemma for this control problem and prove Theorem 1.2.
Finally, Section 4 aims at giving a second look at the main results with a short discussion
and numerical illustrations. More technical material is provided in the appendices, including
a proof for the existence of a refracted Ornstein-Uhlenbeck diffusion process and ordinary
differential equations related to the control problem.
2. Delayed linear control strategies
Before computing the value function of an arbitrary linear control strategy and then find-
ing the optimal barrier level, let us recall some results about Ornstein-Uhlenbeck diffusion
processes.
2.1. Preliminaries on Ornstein-Uhlenbeck diffusion processes. First, let us recall some
results on first-passage problems for the Brownian motion with drift X, given in (1), and the
Ornstein-Uhlenbeck diffusion process U = {Ut, t ≥ 0} given by
dUt = (µ−KUt) dt+ σdBt, (5)
where K ≥ 0. Clearly, if K = 0, then U = X. In what follows, we will use the following
notation: the law of U when starting from U0 = x is denoted by P
(K)
x and the corresponding
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expected value operator by E(K)x . Define the following first-passage stopping times: for a ∈ R,
let τa = inf {t : Ut = a}.
In what follows, we assume q > 0. First, we consider the case K = 0, i.e. the case when
U = X is a Brownian motion with drift. It is known (see, e.g., [8]) that, for 0 ≤ x ≤ a,
E(0)x
[
e−qτa1{τa<τ0}
]
=
W (q)(x)
W (q)(a)
, (6)
where, for x > 0,
W (q)(x) =
2√
µ2 + 2qσ2
e−(µ/σ
2)x sinh
(
(1/σ2)
√
µ2 + 2qσ2x
)
(7)
and, for x ≤ 0, W (q)(x) = 0. It is known that W (q)′ is convex.
Now, we consider the case K > 0, i.e., the case when U is an Ornstein-Uhlenbeck diffusion
process. It is known (see, e.g., [2] and references therein) that U is a recurrent diffusion, so τa
is finite, almost surely. If µ = 0 and σ = 1, then, for x < a,
E(K)x
[
e−qτa1{τa<∞}
]
=
eKx
2/2D−q/K
(
−x√2K
)
eKa2/2D−q/K
(
−a√2K
) ,
where D−λ is the parabolic cylinder function defined, for x ∈ R, by
D−λ(x) =
1
Γ(λ)
e−x
2/4
∫ ∞
0
tλ−1e−xt−t
2/2dt.
We see that x 7→ eKx2/2D−q/K
(
−x√2K
)
is increasing and convex.
Consequently, for µ ∈ R and σ > 0, we can deduce that, for x ≥ a,
E(K)x
[
e−qτa1{τa<∞}
]
=
H
(q)
K (x)
H
(q)
K (a)
, (8)
where
H
(q)
K (x) := e
K(x−µ/K)2/2σ2D−q/K
((
x− µ/K
σ
)√
2K
)
. (9)
It is easy to verify that H(q)K is convex.
For more analytical properties of W (q) and H(q)K , see Appendix B.
2.2. Value function and optimal barrier level. Fix q > 0 and K > 0. Recall that, for
an arbitrary b ≥ 0, the process U b = {U bt , t ≥ 0} is the controlled process associated to the
delayed linear strategy pib ∈ ΠK . This refracted diffusion process is the solution to the SDE
in (2), which we recall here:
dU bt =
(
µ−KU bt 1{Ubt>b}
)
dt+ σdBt.
Denote the ruin time of this process by σb = inf
{
t > 0: U bt < 0
}
. Note that, if b = 0, then
U0 =
{
U0t , 0 ≤ t ≤ σ0
}
has the same law as U = {Ut, 0 ≤ t ≤ τ0}, where U is the Ornstein-
Uhlenbeck process defined in (5).
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Denote the value function associated to pib by
vb(x) = Ex
[∫ σb
0
e−qt
(
KU bt 1{Ubt>b}
)
dt
]
, x ≥ 0.
Proposition 2.1. For b ≥ 0, we have
vb(x) =
{
K
q+KCbW
(q)(x) if 0 ≤ x ≤ b,
K
q+K
[
x+ µq +DbH
(q)
K (x)
]
if x > b,
where
Cb =
H
(q)
K (b)−
(
b+ µq
)
H
(q)′
K (b)
W (q)′(b)H(q)K (b)−W (q)(b)H(q)′K (b)
and Db =
W (q)(b)−
(
b+ µq
)
W (q)′(b)
W (q)′(b)H(q)K (b)−W (q)(b)H(q)′K (b)
.
Proof. Fix b > 0. First assume that 0 < x ≤ b. By the strong Markov property, we have
vb(x) = E(0)x
[
e−qτb1{τb<τ0}
]
vb(b) =
W (q)(x)
W (q)(b)
vb(b),
where we used the identity in (6). Now, if we assume that x > b, then by the strong Markov
property we have
vb(x) = KE(K)x
[∫ τb
0
e−qtUtdt
]
+ E(K)x
[
e−qτb1{τb<∞}
]
vb(b),
where, using the identity in (8) and using the strong Markov property one last time (as in
[3]),
E(K)x
[∫ τb
0
e−qtUtdt
]
= E(K)x
[∫ ∞
0
e−qtUtdt
]
− E(K)x
[
e−qτb1{τb<∞}
]
E(K)b
[∫ ∞
0
e−qtUtdt
]
.
It is well known that, for t ≥ 0,
E(K)x [Ut] = xe−Kt +
µ
K
(
1− e−Kt) ,
so we have
E(K)x
[∫ ∞
0
e−qtUtdt
]
=
1
q +K
(
x+
µ
q
)
.
Consequently
vb(x) =

W (q)(x)
W (q)(b)
vb(b) if 0 ≤ x ≤ b,
K
q+K
(
x+ µq
)
+
[
vb(b)− Kq+K
(
b+ µq
)]
H
(q)
K (x)
H
(q)
K (b)
if x > b.
To compute vb(b), we will use approximations of the delayed linear strategy at level b. Fix
n ≥ 1 and let us implement the following strategy: when the (controlled) process reaches b,
then dividends are paid continuously at rateK until the controlled process goes back to b−1/n;
dividend payments resume when the controlled process reaches b again. Denote this strategy
by pinb and its value function by v
n
b . Clearly, vb(b) ≤ vnb (b) and thus vb(b) ≤ limn→∞ vnb (b).
As for vb above, we have the following decompositions:
vnb (b− 1/n) = E(0)b−1/n
[
e−qτb1{τb<τ0}
]
vnb (b),
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and
vnb (b) = E
(K)
b
[∫ τb−1/n
0
e−qtKUtdt
]
+ E(K)b
[
e−qτb−1/n1{τb−1/n<∞}
]
vnb (b− 1/n).
Solving for vnb (b), we get
vnb (b) =
E(K)b
[∫ τb−1/n
0 e
−qtKUtdt
]
1− E(0)b−1/n
[
e−qτb1{τb<τ0}
]
E(K)b
[
e−qτb−1/n1{τb−1/n<∞}
] .
Since
E(K)b
[∫ τb−1/n
0
e−qtKUtdt
]
=
K
q +K
(
b+
µ
q
)
− K
q +K
(
(b− 1/n) + µ
q
)
H
(q)
K (b)
H
(q)
K (b− 1/n)
,
E(0)b−1/n
[
e−qτb1{τb<τ0}
]
=
W (q)(b− 1/n)
W (q)(b)
,
E(K)b
[
e−qτb−1/n1{τb−1/n<∞}
]
=
H
(q)
K (b)
H
(q)
K (b− 1/n)
,
dividing by 1/n and taking the limit when n→∞, we get
nE(K)b
[∫ τb−1/n
0
e−qtKUtdt
]
−→n→∞ K
q +K
− K
q +K
(
b+
µ
q
)
H
(q)′
K (b)
H
(q)
K (b)
and
n
{
1− E(0)b−1/n
[
e−qτb1{τb<τ0}
]
E(K)b
[
e−qτb−1/n1{τb−1/n<∞}
]}
−→n→∞ W
(q)′(b)
W (q)(b)
− H
(q)′
K (b)
H
(q)
K (b)
.
Putting the pieces together, we finally get
lim
n→∞ v
n
b (b) =
K
q+K − Kq+K
(
b+ µq
)
H
(q)′
K (b)
H
(q)
K (b)
W (q)′(b)
W (q)(b)
− H
(q)′
K (b)
H
(q)
K (b)
.
Similarly, for a fixed n ≥ 1, we can implement the following strategy: wait until the
(controlled) process reaches b + 1/n before paying dividends at rate K and do so until the
controlled process goes back to b; dividend payments resume when the controlled process
reaches b + 1/n again. Denote this strategy by pinb and its value function by v
n
b . Clearly,
vb(b) ≥ vnb (b) and thus vb(b) ≥ limn→∞ vnb (b).
It easy to verify that limn→∞ vnb (b) = limn→∞ v
n
b (b). The result follows after algebraic
manipulations. 
Remark 2.1. Note that, if b = 0, then the expression just obtained for v0 is in principle the
same as the one obtained in [3].
Note also that, if b > 0, then a direct computation shows that vb(b−) = vb(b+) and v′b(b−) =
v′b(b+). In other words, the continuous and the smooth pasting conditions are verified.
Remark 2.2. The function x 7→ W (q)(x)/W (q)′(b) plays a fundamental role in de Finetti’s
classical problem. It is the value function, when starting from level x, of a barrier control
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strategy at level b. As mentioned above, in that problem, the optimal barrier level is given by
b = c∗ as defined in (4).
We now want to find the best delayed linear strategy within the sub-class of delayed linear
strategies {pib, b ≥ 0}, i.e., we want to find b∗ such that pib∗ outperforms any other pib. For
analytical reasons, namely to be able to apply Ito’s formula, the optimal barrier level b = b∗
should be such that v′′b (b−) = v′′b (b+). In this direction, using identities from Appendix B, let
us define our candidate for the optimal barrier level b∗: it is the value of b such that
K
q
=
H
(q)
K (b)
H
(q)′
K (b)
− W (q)(b)
W (q)′(b)
W (q)(b)
W (q)′(b) −
(
b+ µq
) . (10)
Proposition 2.2. If µK/q2 > ∆, then there exists a unique solution b∗ ∈ (0, c∗) to Equa-
tion (10).
Proof. First, note that Equation (10) is equivalent to
(K + q)
[
W (q)(b)
W (q)′(b)
− µ
q
]
+K
( µ
K
− b
)
= q
H
(q)
K (b)
H
(q)′
K (b)
. (11)
Set h(b) := f(b) + g(b), with
f(b) := (K + q)
[
W (q)(b)
W (q)′(b)
− µ
q
]
,
g(b) := K
( µ
K
− b
)
.
Elementary algebraic manipulations lead to
W (q)(b)
W (q)′(b)
=
σ2√
µ2 + 2qσ2 coth
(
b
√
µ2+2qσ2
σ2
)
− µ
.
From the properties of the hyperbolic cotangent function, we deduce that W (q)(b)/W (q)′(b)
is increasing on [0,∞). Note also that W (q)(c∗)/W (q)′(c∗) = µ/q, where c∗ is given in (4).
In other words, f is an increasing function crossing zero at b = c∗, while g is a decreasing
function crossing zero at b = µ/K. Finally, we see that h(0) = −µK/q < 0.
On the other hand, we can verify that, for all b ≥ 0,
q
H
(q)
K (b)
H
(q)′
K (b)
< g(b), (12)
thanks to the following identities: H(q)′K (x) = − q
√
2K
Kσ H
(q+K)
K (x) and
H
(q)
K (x) =
( q
K
+ 1
)
H
(q+2K)
K (x) + d(x)H
(q+K)
K (x),
where d(x) =
√
2K
σ
(
x− µK
)
. The second identity can be verified easily using integration by
parts.
Under our assumptions, h(0) < qH(q)K (0)/H
(q)′
K (0). By the intermediate value theorem, since
f(c∗) = 0, together with the inequality in (12), we can deduce that there exists a solution
b ∈ (0, c∗) to Equation (10).
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Assume there exists two solutions 0 < b1 < b2 < c∗ to Equation (10). Then, by the mean
value theorem, there exists ah, aH ∈ (b1, b2) such that
h′(ah) = q
d
db
(
H
(q)
K
H
(q)′
K
)
(b)
∣∣∣∣∣
b=aH
which is a contradiction. Indeed, on one hand, we have
h′(b) = q − (K + q) W
(q)(b)W (q)′′(b)(
W (q)′(b)
)2 > q
since W (q)′′(b) < 0 on (0, c∗), and on the other hand, we have
d
db
(
H
(q)
K
H
(q)′
K
)
(b) = 1− H
(q)
K (b)H
(q)′′
K (b)(
H
(q)′
K (b)
)2 < 1,
for all b, since H(q)K is convex. 
3. Verification Lemma and proof of Theorem 1.2
Here is the verification lemma of our stochastic control problem.
Lemma 3.1. Suppose that pˆi ∈ ΠK is such that vpˆi is twice continuously differentiable and
that, for all x > 0,(
σ2
2
)
v′′pˆi(x) + µv
′
pˆi(x)− qvpˆi(x) + sup
0≤u≤Kx
[
u
(
1− v′pˆi(x)
)]
= 0. (13)
In this case, pˆi is an optimal strategy for the control problem.
This lemma can be proved using standard arguments. The details are left to the reader.
We now provide a proof for Theorem 1.2, the solution to the control problem. First, note
that the Hamilton-Jacobi-Bellman (HJB) equation (13) is equivalent to
(
σ2
2
)
v′′pˆi(x) + µv
′
pˆi(x)− qvpˆi(x) = 0 if v′pˆi(x) ≥ 1,(
σ2
2
)
v′′pˆi(x) + µv
′
pˆi(x)− qvpˆi(x) +Kx (1− v′pˆi(x)) = 0 if v′pˆi(x) < 1.
Using the expression for vb, obtained in Proposition 2.1, with the background material
provided in Appendix B, we have, for 0 < x < b,(
σ2
2
)
v′′b (x) + µv
′
b(x)− qvb(x) = 0
and, for x > b, (
σ2
2
)
v′′b (x) + (µ−Kx) v′b(x)− qvb(x) +Kx = 0.
Consequently, vb∗ satisfies the HJB equation (13) if and only if{
v′b∗(x) ≥ 1 for 0 < x ≤ b∗,
v′b∗(x) ≤ 1 for x > b∗.
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Since D0 = −(µ/K)/H(q)K (0), we can easily verify that v′0(x) ≤ 1, for all x > 0, if and only
if
− q
2
µK
H
(q)
K (0) ≤ H(q)′K (x).
Recall that H(q)K is convex, so H
(q)′
K is increasing. Thus, if µK/q
2 ≤ ∆ = −H(q)K (0)/H(q)′K (0),
then pi0 is optimal.
If µK/q2 > ∆, then, by Proposition 2.2, the optimal level b∗ > 0 is given by (10) and thus
we can show that
Cb∗ =
(q +K)/K
W (q)′(b∗)
and Db∗ =
q/K
H
(q)′
K (b
∗)
.
Hence, by Proposition 2.1, the HJB equation is equivalent to{
W (q)′(x) ≥ (q+K)/KCb∗ = W
(q)′(b∗) for 0 < x ≤ b∗,
H
(q)′
K (x) ≥ q/KDb∗ = H
(q)′
K (b
∗) for x > b∗.
The two inequalities are verified becauseW (q)′ decreases on (0, c∗) and b∗ < c∗, and because
H
(q)
K is a convex function.
4. Discussion and numerical illustrations
For practical reasons such as solvency purposes, the company and shareholders might prefer
to have µ > Kb, so that for some time, i.e., from the up-crossing of level b until the process
reaches level µ/K, dividend payments do not cancel out all of the capital’s growth. Indeed, we
see that, below level b, the process U b behaves like a Brownian motion with constant (positive)
drift µ, and above level b, it behaves like an Ornstein-Uhlenbeck process with mean-reverting
level µ/K.
Therefore, let us now investigate the relationship between levels b∗ and µ/K. First, it is
known that c∗ < µ/q; see, e.g., [5]. If K is relatively small, i.e., if
c∗ <
µ
q
∧ µ
K
,
then the optimal barrier level b∗ is less than µ/K. If K is relatively large, i.e., if
µ
K
< c∗ <
µ
q
,
then, from Equation (11), we deduce that b∗ < µ/K if and only if
(K + q)
[
W (q)(µ/K)
W (q)′(µ/K)
− µ
q
]
> q
H
(q)
K (µ/K)
H
(q)′
K (µ/K)
.
Remark 4.1. Note that, if µ = 0.3 σ = 4.5, q = 0.05 and K = 0.35, then we do have that
µ
K < b
∗ < c∗ < µq .
Now, let us further illustrate our main results. First, in Figure 1, we draw the value function
for a delayed linear control strategy, as given in Proposition 2.1, as a function of the barrier
level b, for two sets of parameters. We see that the optimal barrier level, given by the solution
to Equation (10), does correspond with the maximum of the function, in both cases. In the
top panel, the parameters are such that µK/q2 > ∆, which is the condition in Proposition 2.2,
for the existence (and uniqueness) of a positive optimal barrier level b∗ > 0. In the bottom
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panel, parameters are such that µK/q2 < ∆ and we observe that the maximum is indeed
attained at zero.
Figure 1. Value function of pib as a function of b. The dot indicates the value
function at b∗ given by Equation (10). Top panel: µ = 0.3, σ = 4.5, K = 0.1,
q = 0.025 and U0 = 4.60. Bottom panel: µ = 0.3, σ = 4.5, K = 0.1, q = 0.05
and U0 = 4.60.
Second, in Figure 2, we draw the value function for a (delayed) linear control strategy as a
function of two variables: the barrier level b and the parameter K. The curve on the surface
identifies the value function corresonding to the optimal barrier b∗. For small values of K,
µK/q2 < ∆ and we see that the optimal barrier is b∗ = 0 while for values of K such that
µK/q2 > ∆ we see that b∗ > 0.
Finally, as alluded to in the introduction, when K goes to infinity, one expects to recover de
Finetti’s classical control problem, in which the optimal strategy is to pay out all surplus in
excess of the barrier level c∗, as given by (4). Recall from Proposition 2.2 that the optimal level
b∗ in our problem is always less than c∗. In Figure 3, we draw the value of the optimal barrier
level b∗ as a function of K, i.e., K 7→ b∗(K). One can see that, for this set of parameters, the
optimal barrier level b∗(K) increases to c∗ as K increases to infinity.
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Figure 3. Optimal barrier level b∗ as a function of K. The red line corre-
sponds to c∗. Parameters: µ = 0.3, σ = 4.5, q = 0.07 and U0 = 1.
Appendix A. Existence of the refracted diffusion process given by (2)
It is well known, thanks to Proposition 3.6 in Section 5.3 of [7], that Equation (2) has a
weak solution. However, we can prove the existence of a strong solution by mimicking the
proof of Lemma 12 in [9].
Fix an arbitrary T > 0. For each n ≥ 1, let {Tni : i = 0, . . . , n} be a sequence of partitions
such that Tn0 = 0 < Tn1 < · · · < Tnn = T and limn→∞max1≤i≤n |Tni − Tni−1| = 0. For
t ∈ [0, T ], let Xt = µt + σWt and, for each n, define Xnt = µt + σWTni , if Tni ≤ t < Tni+1, for
i = 0, 1, . . . , n− 1. One can show that the sequence of processes {Xn, n = 1, 2, . . . } converges
strongly to X, i.e.,
lim
n→∞ supt∈[0,T ]
|Xnt −Xt| = 0
almost surely. Now, define the sequence of processes {Un, n = 1, 2, . . . } by: for each t ∈ [0, T ],
set
Unt = X
n
t −K
∫ t
0
Uns 1{Uns >b}ds.
Clearly, for each n ≥ 1, Un is a well-defined process. Let us show that {Un, n = 1, 2, . . . } is a
strong Cauchy sequence and thus converges to a process U such that
Ut = Xt −K
∫ t
0
Us1{Us>b}ds.
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Define, for all for t ∈ [0, T ], ∆n,mXt := Xnt −Xmt , ∆n,mUt := Unt − Umt and
An,mt := ∆
n,mUt −∆n,mXt = −K
∫ t
0
(
Uns 1{Uns >b} − Ums 1{Ums >b}
)
ds.
Fix  > 0. As {Xn, n = 1, 2 . . . } converges strongly to X, there exists an integer N such
that: if n,m > N, then supt∈[0,T ] |∆n,mXt| < . Let us show by contradiction that, for any
n,m > N, we have supt∈[0,T ] |An,mt | < . Assume it is not verified. Then, from the continuity
of t 7→ An,mt and since An,m0 = 0, there exists s ∈ [0, T ] such that |An,ms | =  and such that,
for any sufficiently small δ > 0, there exists rs ∈ [s, s+ δ) such that |An,mrs | > . Assume that
An,ms =  < A
n,m
rs .
Since, for all t ∈ [0, T ], ∆n,mXt ∈ (−, ) and An,mt = ∆n,mUt −∆n,mXt, then ∆n,mUs > 0
and there exists δ > 0 such that ∆n,mUr > 0 for all r ∈ [s, s + δ). Consequently, for each
r ∈ [s, s+ δ),
An,mr −An,ms = −K
∫ r
s
(
Unv 1{Umv >b} − Umv 1{Umv >b}
)
dv < 0.
This is a contradiction. A similar argument can be used for the case An,ms = −.
In conclusion, for any n,m > N, we have supt∈[0,T ] |An,mt | <  and thus, by the triangle
inequality, we have supt∈[0,T ] |∆n,mUt| < 2.
Appendix B. Differential equations and analytical properties
It is well known (and easy to verify) that W (q), defined in (7), is a solution to the following
ordinary differential equation (ODE):
σ2
2
f ′′(x) + µf ′(x)− qf(x) = 0, x > 0.
Hence, for x > 0, we have
W (q)′′(x) =
2
σ2
(
qW (q)(x)− µW (q)′(x)
)
.
We are also interested in the following non-homogeneous ODE:
σ2
2
f ′′(x) + (µ−Kx) f ′(x)− qf(x) +Kx = 0, x > 0. (14)
We are looking for a solution of the form f(x) = fp(x)+fh(x), where fp is a particular solution
and where fh is a solution of the homogeneous version of (14), that is
σ2
2
f ′′(x) + (µ−Kx) f ′(x)− qf(x) = 0, x > 0. (15)
On one hand, it is easy to verify that
fp(x) =
K
q +K
(
x+
µ
q
)
is a solution to the ODE in (14). On the other hand, from [4], it is known that, for λ > 0,
b2f ′′(x)− xf ′(x)− λf(x) = 0, x ∈ R,
admits
ψλ(x) = e
x2/4b2D−λ (−x/b) and ϕλ(x) = ex2/4b2D−λ (x/b) ,
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as its increasing solution and its decreasing solution, respectively, where D−λ is the parabolic
cylinder function defined by: for x ∈ R,
D−λ(x) =
1
Γ(λ)
e−x
2/4
∫ ∞
0
tλ−1e−xt−t
2/2dt.
SinceH(q)K (x) = ϕq/K
(
(x− µ/K)√2K
)
, as defined in (9), we deduce thatH(q)K is a solution
to the homogeneous ODE in (15). Hence, for x > 0, we have
H
(q)′′
K (x) =
2
σ2
(
(Kx− µ)H(q)′K (x) + qH(q)K (x)
)
.
Finally, we have that
f(x) =
K
q +K
(
x+
µ
q
)
+DbH
(q)
K (x)
is a solution to the non-homogeneous ODE in (14).
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