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a b s t r a c t
Let Gτ be the topological group of orientation preserving homeomorphisms of the circle,
and Gδ the same group with the discrete topology. Motivated by the classical problem
of reducing a circle bundle with structure group Gτ to a totally disconnected subgroup
K ⊂ Gδ, and more currently, applications to mapping class groups, we analyze, in a
homological algebra setting, the role played by the Topological and Discrete Euler Classes.
In particular we describe the Discrete Euler Class of G, and any of its subgroups K , explicitly
as a group extension. We apply our constructions to show that the values of the Discrete
Euler Class are bounded on any space, and we state triviality and non-triviality conditions
for its powers in the based mapping class groups.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Let Gτ be the topological group of orientation preserving homeomorphisms of the circle, and Gδ the same group with
the discrete topology. As is well known, the classifying space BGτ is complex projective space and the Classical Euler
Class [Eτ ] ∈ H2(BGτ ,Z) generates its cohomology ring. Not as well known is the fact that the identity Gδ → Gτ
induces a homology equivalence BGδ → BGτ , so that Classical Euler Class pull backs to a non-vanishing class, which we
refer to as the Discrete Euler Class. Consider the classical problem of reducing a circle bundle with structure group Gτ
to a totally disconnected subgroup K ⊂ Gδ. What the homology equivalence makes apparent is that from an algebraic
standpoint a deep aspect of the reduction problem involves the relationship between the cohomology of Gδ and that of its
subgroups.
In this work we give a self-contained treatment, in the setting of homological algebra, of the Discrete and Topological
Euler Classes.We beginwith a newdescription of theDiscrete Euler Class ofG as a group extension 0→ Z→ G− → G → 0.
The lifting problem for this extension involves choosing coherently left and right branches of homeomorphisms of the circle
when they are considered as homeomorphisms of the reals. We then give a direct proof, using simplicial techniques, of the
homological equivalence BGδ → BGτ , [10,14]. The goal here is twofold – to give an elementary proof in our setting, and to
showexplicitly how theDiscrete and Topological Euler Classesmatch up – to each other and to that defined by the extension.
We conclude with applications. First we show that the values of the Discrete Euler Class are bounded on a topological
space, generalizing a theorem ofWood, [15]. A version of this result appeared in [6], but the treatment we give here is more
direct—an easy consequence of the cocycle formula for the extension.
The Based Mapping Class Groups,Mg,∗, can be identified with subgroups of Gδ, [2,12], and so the Discrete Euler Class is
an invariant. Morita conjectured that, over the rationals, the powers vanish at dimension g and beyond. We present results,
proved in [7,8], which imply that, with integer coefficients, [EnMg,∗ ] determines a non-zero homomorphism to Z for n < g,
[EnMg,∗ ] = 0, for n > g, and at the threshold dimension g, the class [E
g
Mg,∗ ] has torsion 2g(2g + 1).
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Fig. 1. Left–right composition.
2. The Euler Class as an extension: branched homeomorphisms of the circle
In this section let G = Gδ be the discrete group of orientation preserving homeomorphism of the circle S1 = R ∪ ∞.
Suppose f ∈ Gmaps∞ to b and a to∞. If∞ ≠ a then f determines two homeomorphisms: a left branch, fL : (−∞, a)→
(b,∞), and a right branch fR : (a,∞) → (−∞, b). If∞ = a, or∞ = b, then fL = fR. Suppose f , g ∈ G determine the
branches
fL : (−∞, a)→ (b,∞), and fR : (a,∞)→ (−∞, b)
gL : (−∞, c)→ (d,∞), and gR : (c,∞)→ (−∞, d).
Then the following relations are satisfied.
gL ◦ fL = (g ◦ f )L if the composite is defined.
gR ◦ fR = (g ◦ f )R if the composite is defined.
gR ◦ fL = (g ◦ f )R if b ≤ c and gR ◦ fL = (g ◦ f )L if b ≥ c.
gL ◦ fR = (g ◦ f )R if b ≤ c and gL ◦ fR = (g ◦ f )L if b ≥ c.
(fL)−1 = (f −1)R.
(fR)−1 = (f −1)L.
Fig. 1 illustrates the property gR ◦ fL = (g ◦ f )R if b ≤ c. If b is strictly less than c the composite is not defined at −∞,
so it must be defined at+∞, hence the composite is the right branch. If b = c the composite is defined at−∞, but maps
−∞ to itself. In this case the composite must also map+∞ to itself so that (g ◦ f )R = (g ◦ f )L.
The other properties are verified in a similar manner.
The composition g− ◦ f− of two branches g− and f− is defined if and only if the range of f− intersects the domain of g−.
This partially defined multiplication makes the set of all branches GL ∪ GR of G into a pregroup, [13]. The definition follows.
Definition. A pregroup, [13], consists of a set S containing a distinguished element 1, each element s ∈ S has a unique
inverse s−1 and to each pair of elements s, t ∈ S there is defined at most one product st ∈ S such that
(a) 1s = s1 = s always defined.
(b) ss−1 = s−1s = 1 always defined.
(c) If st is defined then t−1s−1 is defined and equal to (st)−1.
(d) If rs and st are defined then r(st) is defined if and only if r(st) is defined, in which case the two are equal.
(e) If qr, rs and st are defined then either q(rs) is defined or r(st) is defined.
The universal group of a pregroup is the free group on all its elements modulo the relations x · y = x ◦ y whenever
the composition on the right is defined. In the universal group of a pregroup every generator, other than the identity,
represents a distinct non-trivial element. Moreover everyminimal word, that is one in which any two successive generators
are incomposable, represents a non-trivial element in the universal group. In [5], a more general notion of pregroup, one
that replaces conditions (a)–(e) by a weak associativity condition, is defined. With either set of assumptions, it is shown
in [5] that all minimal words, other than 1 are non-trivial.
We denote the universal group of GL ∪ GR by G−, and the corresponding extension by E. The identity element of the
universal group is the branch of the identity homeomorphism. The inverse of fL is (f −1)R.
We prove the following theorem.
Theorem 1. The characteristic cohomology class of the extension 0→ A → G− → G → 1 is the Discrete Euler Class of G.
The proof will only be complete after we have explicitly identified the characteristic class of the extension to the
Topological Euler Class, ğ5. The first step in the proof is the following.
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Fig. 2. Products in K− .
Lemma A. The kernel A of the natural map G− → G is isomorphic to the integers Z.
Proof of Lemma A. Let x = f− ·g− · · · be aword in the branches of Gwhich is minimal, that is no two successive generators
are composable. A left and a right branch are always composable, so a minimal word consists entirely of left branches or
entirely of right branches. Let us assume that it has left branches. If the word x begins with fL · gL then inserting the trivial
word ((f ◦ g)−1)L · (f ◦ g)R directly after it gives x⃗ = fL · gL · ((f ◦ g)−1)L · (f ◦ g)R · · · . The generator (f ◦ g)R can be composed
with at least one branch to its right, since a right and a left are always composable. Carrying out such compositions until
there are only left branches remaining, repeating the procedure as often as necessary, and arguing similarly with a minimal
word made up of right branches leads to:
Any word in A can be written as a product of elements each one of which is either of the form fL · gL · ((f ◦ g)−1)L, or of the form
fR · gR · ((f ◦ g)−1)R.
Note that such a word formed by right branches is the inverse of such a word formed by left branches.
So, consider fL · gL · ((f ◦ g)−1)L and assume that fL · gL is minimal, which means that g(−∞) ≥ f −1(∞). Since (f −1)L · fR
is the identity the word fL · gL · ((f ◦ g)−1)L can be written as fL · (f −1)L · fR · gL · ((f ◦ g)−1)L.Wemust have fR · gL = (f ◦ g)L
so that
fL · gL · ((f ◦ g)−1)L = fL · (f −1)L · (f ◦ g)L · ((f ◦ g)−1)L.
Arguing similarly with right branches gives:
A is generated by words of the form fL · (f −1)L.
We now claim that all words of the form fL · (f −1)L with f (∞) ≠ ∞ are equal in G−.
Let gL · (g−1)L be another generator of A. Suppose (f −1)L(a) = ∞, gR(∞) = b, and consider the case where b ≤ a. Form
fL · (f −1)L · gR · (g−1)R. The product (f −1)L · gR is equal to (f −1 ◦ g)R; the product (f −1 ◦ g)R · (g−1)R is also defined and equal
to (f −1 ◦ g ◦ g−1)R which is (f −1)R. Therefore, fL · (f −1)L · gR · (g−1)R is the identity as claimed (see Fig. 2).
The argument when a ≤ b is similar.
Now, no element of the form fL · (f −1)L or fR · (f −1)R with f (∞) ≠ ∞ can be the identity since these words are minimal.
Furthermore, the n-fold product of fL · (f −1)L with itself is minimal, as well as the n-fold product of fR · (f −1)R with itself.
Therefore, A is infinite cyclic, and this concludes the proof of the lemma. 
Identifying A with Z requires a choice. Any fL · (f −1)L with f (∞) ≠ ∞ will represent the negative generator, and any
fR · (f −1)R will represent the positive generator.
We note that the cohomology class of the extension is independent of the choice of the point that plays the role of∞
since any point can be mapped to∞. The map induces a conjugation in G and a conjugation always induces the identity in
cohomology.
Also note that every element of G− is a homeomorphism of an open set in R so has infinite order.
The group G− seems to be related to the fundamental group Π of the classifying space for codimension 1 real analytic
foliations, [1], although we do not have any insight into the meaning of the connection. If Gω is the group of real analytic
orientation preserving homeomorphisms of the circle then Gω− is a subgroup ofΠ .
We refer to the extension as the Discrete Euler Class, although the correspondence with the Classical Euler Class has yet
to be made explicit.
Lemma B. The extension 0→ Z→ G− → G → 1 is non-trivial.
Proof of Lemma B. We construct a 2-cycle on Gwhich lifts to a 2-chain on G− whose boundary is−1 in Z.
The cycle will be obtained by writing x− 6 in two ways as a commutator in PSL(2, (R) ⊂ G.
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Define elements of PSL(2, (R) as follows.
f =

1 −1
−1 2

g =

3 −1
1 0

.
Then
fg =

2 −1
−1 1

f −1g−1 =
−1 5
−1 4

[f , g] =

1 −6
0 1

.
Now let F = 7x, G = x− 1, so that, again, [F ,G] = x− 6.
The product of commutators [f , g][F ,G]−1 determines a representation of a surface of genus 2 in G, in fact in PSL(2,R).
We lift f to fR and g to gL. Since F and G both map∞ to∞ their left and right branches are equal. We omit the subscript
from the lifts.
The commutator lifts to the word
[fR, gL] · [F ,G]−1 = fR · gL · (f −1)L · (g−1)R · G · F · G−1 · F−1.
We have
gL : (−∞, 0)→ (3,∞),
fR : (2,∞, )→ (−∞,−1),
with respective inverses
(g−1)R : (3,∞)→ (−∞, 0)
(f −1)L : (−∞,−1)→ (2,∞).
The branches fR and gL are composable and their composite is (fg)L : (−∞, 1)→ (−2,∞).
The branches (f −1)L and (g−1)R are composable and their composite is ((gf )−1)L : (−∞, 4)→ (1,∞).
The word (fg)L · ((gf )−1)L is minimal.
The word G · F · G−1 · F−1 is equal to x+ 6.
Therefore,
[fR, gL] · [F ,G]−1 = (fg)L · ((gf )−1)L · x+ 6 = (fg)L · ((fg)−1)L
which represents the negative generator of Z. 
The graphs of the homeomorphisms involved in the construction of the commutators show a remarkable symmetry. See
the figures on the following page.
3. The homological algebra approach
This section is concerned with formal simplicial constructions.
To analyze the Euler Class in its various forms we will use an approach that allows us to compare the discrete and
continuous groups in homology: group→ group action→ simplicial groupoid→ bisimplicial set→ double abelian group
→ spectral sequence→ homology.
Typically an action will provide, in the context of its associated bisimplicial set, two ways of computing homology
depending on the type of simplicial models used. Invariants may appear in the homology of the isotropy groups of the
action, or in the homology of the orbits of the action. For Gτ , the topological homeomorphism group, the classical Euler
Class appearsmost naturally in the isotropy of the action. On the other hand, forGδ, the discrete homeomorphism group, the
Discrete Euler Class appears naturally in the orbits of the action. To compare the two in homology we can modify simplices
in the continuous case to make the Euler Class appear in the orbits, or modify simplices in the discrete case to make the
Euler Class appear in isotropy. Either approach works, and when carried out yields a homology equivalence BGδ → BGτ .
The equivalence is hidden in foliation theory, and is not commonly known. It can be deduced from Thurston’s
generalization of Mather’s Theorem on the loops on the classifying space for Γ 01 -structures, [10,14]. In our approach we
will see explicitly how the Euler Classes, as well as their duals, match up.
Computing the homology of a group
Any group G acting on a setΘ gives rise to a groupoid Γ Gwhose objects areΘ,whosemorphisms are G×Θ , and whose
source and target maps are given by s(g, x) = x and t(g, x) = g(x). The composition of morphisms (g, x) and (f , g(x)) is
(fg, x).
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Graphs for Z1 and Z2
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Z1: blue is fg = (2x − 1)/(−x + 1), green is f = (x − 1)/(−x + 2), red is g−1 = 1/(−x + 3), yellow is x, pink is
[f , g] = x− 6.
Z2: blue is [f , g] = x− 6, fg = (2x− 1)/(−x+ 1), green is x, red is g−1 = x+ 1, yellow is f = 7x, pink is fg = 7x− 7.
Consider a topological group G acting on a space Θ. The group of singular p-simplices SpG acts on the set Θp+1, by
σ · (x0, . . . , xp) = (σ (0)(x0), . . . , σ (p)(xp)). So p → Γ SpG forms a simplicial groupoid. Extending by nerves N in the
q-direction produces a bisimplicial set NΓ SG : (p, q) → NqΓ SpG, which has BG as its realization, (up to homotopy), for
p → Θp+1 has a contractible realization. So realizing the bisimplicial set horizontally and then vertically gives BG.
The simplicial groupoid p → Γ SpGwill be abbreviated by G∗ and the bisimplicial set NqΓ SpG by G∗∗.
The double abelian group E0p,q of chains on the bisimplicial set gives rise to two spectral sequences converging to
Hp+q(BG), one obtained by computing homology vertically then horizontally, the other by computing horizontally, then
vertically
E2p,q = HhpHvq (G∗∗)⇒ Hp+q(BG),
E2p,q = HvqHhp (G∗∗)⇒ Hp+q(BG).
The double abelian group E0p,q is constructed in two steps. Given G∗∗ let F 0p,q be the free abelian group on the set Gp,q, and let
f h : Fp,q → Fp−1,q and f v : Fp,q → Fp,q−1 be the alternating sum of the face maps. Then, f h ◦ f v = f v ◦ f h. Now let E0p,q = F 0p,q
but with differentials dv = (−1)pf v and dh = f h. Then dh ◦ dv = −dv ◦ dh, and E0p,q is a double abelian group.
The complex p → SpG may be replaced by a subsimplicial set, or a quotient of a subsimplicial set if the resulting
realization is homotopy equivalent to G.
The homotopy groups of BG∗∗ can be computed in the same way if all the simplicial sets in the direction of the first
calculation have connected realizations.
Whenever possible, to simplify notation, a single letter, and a double subindex will be used to denote a bisimplicial set.
The horizontal complex will be the singular complex, or a variant of it; the vertical complex will be the nerve. Horizontal
chain maps will be denoted by dh and vertical by dv.
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The constructions make sense when G has the discrete topology. In this case SpG = G. The groupoid p → Γ SpG = Gp
has simplicial objects p → Θp+1, and simplicial morphisms p → G × Θp+1, and so gives rise to a simplicial groupoid G∗
and bisimplicial set G∗∗ whose realization is BG.
The bisimplicial set G∗∗ can also be obtained as follows. The group G acts on the infinite simplex ∆∞ and all its faces,
which is a simplicial complex whose p-simplices are p+ 1-element subsets of points ofΘ. The action determines, for each
p, a discrete groupoid. Extending by nerves in the q direction gives a bicomplex all of whose horizontal complexes are
simplicial complexes. Replacing each horizontal simplicial complex by its associated simplicial set gives G∗∗. The realization
of a bisimplicial set is a C.W. complex.
We now discuss orbits.
There is a natural map from BG to the ‘‘orbit complex’’ of the simplicial action.
Consider the bisimplicial set G∗∗, constructed above. Fix p. The vertical complex Gp∗ is the nerve of a groupoid Gp with
morphisms Gp1, and objects Gp0.
There is a 1–1 correspondence between the orbits of the action of G on Θp+1, and π0(BGp), the set of components of
BGp, and the correspondence is simplicial in p. Define BGp → π0(BGp) to be the function which maps a given point to the
component in which it lies. This produces a map π : BG→ |π0(BG∗)|. Let orbG denote the space |π0(BG∗)|.
Now we describe the chain complex Cp(orbG) as a quotient of a subcomplex of the chains on the infinite simplex. Let
σ = {0, . . . , p− 1, p} denote a set of p + 1 points of the circle ordered counterclockwise as 0 < · · · < p− 1 < p. The
non-degenerate p-simplices of the orbit complex are in 1–1 correspondence with the elements of the permutation group
Π(p + 1) = Π{0, . . . , p− 1, p}modulo cyclic permutations. This is the same as Π(p), for any set of p + 1 points can be
mapped, as a set, to σ by some element of G, but a (p+ 1)-tuple of elements of σ can be mapped to another (p+ 1)-tuple
of elements of σ by an element of G if and only if one of the (p+ 1)-tuples is obtained by cyclically permuting the entries of
the other.
SoΠ(∗) has the structure of a simplicial set, which we refer to as the permutation complex.
4. Comparison of BGδ and BGτ
This section is devoted to giving an elementary and constructive proof of the following.
Theorem 2. The inclusion Gδ → Gτ induces a homology equivalence on classifying spaces. The homology, which is Z in even
dimensions and 0 otherwise, is also the homology of the permutation complex n → Π(n). There are isomorphisms
Hp(BGτ )← Hp(BGδ)→ Hp(orbGδ)→ Hp(|Π(∗)|).
The positive generator of H2(BGτ ) is determined by a counterclockwise loop in S1 and under the above isomorphisms is identified
with the homology class of the 2-cycle [0, 2, 1]–[0, 1, 2] in the oriented chain complex of orbGδ.
The isomorphism can be deduced from the work of Thurston, and Mather on the classifying spaces for foliations. We
obtain it directly from bisimplicial constructions and spectral sequences by comparing the groups Gδ → Gτ ← S1τ bymeans
of their actions on the circle.
In the context of several lemmas the homology of BGτ and BGδ are computed individually; then their homology groups are
tracked through various correspondences to see explicitly how the discrete and continuous Euler Classes become identified.
Lemma C. The even dimensional homology groups of BGτ are all isomorphic to Z, and the odd dimensional are zero. A generator
of H2(BGτ ) is determined by an orientation of S1.
Proof. This is classical. The topological group Gτ is homotopy equivalent to S1τ . To compute the homotopy and homology of
BS1τ most directly consider the bisimplicial set (Gτ )∗∗ associated to Gτ acting on its identity element. Computing homotopy
horizontally and then vertically shows that the space BGτ is a K(Z, 2),which is complex projective space. The Z appears as
π1(S1τ ) in the E
2
1,1 term. All other terms, except E
2
0,0, are 0. So the spectral sequence gives a specific isomorphism between
π2(BG) and π1(S1), hence also between H2(BG) and H1(S1).
The universal circle bundle over complex projective space, 0 → S1τ → EGτ → BGτ → 0, gives rise to a Gysin-like
sequence and all the differentials are isomorphisms, since EGτ is contractible.
H0(BGτ ) H2(BGτ ) H4(BGτ )↖ ↖ · · ·
H0(BGτ ) H2(BGτ ) H4(BGτ ).
The leftmost differential is the isomorphism H2(BGτ ) → H0(BGτ ) ⊗ H1(S1), induced on homology by the connecting
homomorphism, π2(BG)→ π1(G), of the long exact sequence, in homotopy, of the universal fibration.
The Classical Euler Class Eτ : H2(BGτ ) → Z is this differential with a choice of isomorphism H1(S1) ∼= Z. Classically,
for the universal complex line bundle, the isomorphism is determined by choosing the ordered basis, {1, i}, of the complex
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plane to correspond to 1 ∈ Z. In the formulation given here, and in all classical formulations, this amounts to choosing the
counterclockwise orientation of the circle as corresponding to 1 under the isomorphism H1(S1τ )→ Z.
The Gysin-like sequence shows that the homology of BGτ is isomorphic to Z in each even dimension and 0 otherwise. 
Lemma D. The even dimensional homology groups of BGδ are isomorphic to Z, and the odd dimensional are zero. A generator of
H2(BGδ) is determined by the 2-cycle [0, 2, 1] − [0, 1, 2] in the oriented chain complex of orbGδ.
Proof. Consider the double chain complex E2p,q associated to Gδ acting on ∆
∞. The homology computation that follows
will use the fact that the discrete group of orientation preserving homeomorphisms of the reals, Homeo+R, is acyclic, [9].
Computing homology vertically, then horizontally, gives
E2p,q =

Hp(orbGδ) if q = 0
0 if q > 0.
The isotropy group of each p-simplex is acyclic, for the isotropy group Gb of any point b is isomorphic to the group of
orientation preserving homeomorphisms of S1 − {b}, which in turn is isomorphic to Homeo+R. Furthermore, the isotropy
group of a p + 1-element subset of points of S1 is isomorphic to a p + 1-fold cartesian product of Homeo+R, so it too is
acyclic. Therefore, the orbit map BGδ → orbGδ induces an isomorphism in homology.
For a discrete group action, the bicomplexG∗∗ has horizontal simplicial setswhich are associated to simplicial complexes.
So, in this case, oriented chains can be used.Weuse oriented chains to compute the homology of the orbit complex. (That this
is valid follows from an application of the acyclic model theorem.) All even permutations are identified to a single generator
(0, 1, 2, . . . , p), and the odd permutations to−(0, 1, 2, . . . , p).When p is even cyclic permutations of p+ 1 elements are
even, so no further relations are imposed by factoring out by cyclic permutations. Therefore the group of oriented p-chains,
when p is even, is isomorphic to Z and generated by [0, 1, 2, . . . , p]. Nowwhen p is odd, (0, 1, 2, . . . , p) = (1, 2, . . . , p, 0)
since the two p+ 1 tuples are in the same orbit. But [0, 1, 2, . . . , p] = −[1, 2, . . . , p, 0] since cyclic permutations are odd.
So [0, 1, 2, . . . , p] = −[0, 1, 2, . . . , p], and the p-th oriented chain group is isomorphic to Z2. The oriented chain complex
of orbG is therefore 0 ← Z ← Z2 ← Z ← Z2 ← · · · , and the homology is isomorphic to Z in even dimensions and 0 in
odd. We consider [0, 2, 1]–[0, 1, 2] to be the positive generator of H2(BGδ.)
We continue with our analysis of Gτ and Gδ in order to make the homology correspondence explicit. 
The rotation group acting on the circle
Let S1τ be identified with the rotation group U(1) acting on the circle. There are two natural ways of extending the
actions simplicially, and constructing bicomplexes which realize BGτ . The first uses simplices which describe multivalued
transformations of the circle. The Euler Class appears in the isotropy of the action. The secondmakes use of the cyclic ordering
of points of the circle, and simplices act as single valued transformations of the circle. The Euler Class is in the orbits of this
action.
The multivalued action: the isotropy dual Euler Class, Eiso
The simplicial model for U(1),∆U(1),will be the nerve of the path groupoid. Let∆1U(1) be the path groupoid on U(1).
This is a groupoid in twoways. ‘‘Horizontally’’ it is a groupoid with objects∆0U(1), the discrete set of rotations. ‘‘Vertically’’
it is a groupoid with objects S1τ × S1τ . Extending by nerves both horizontally and vertically produces the bisimplicial set
U(1)∗∗ the realization of which is BU(1).
∆0U(1) ←← ∆
1U(1)
↓ ↓ ↓ ↓
S1 ←← S
1 × S1.
The path groupoid ∆1U(1) is a quotient groupoid of the full set of singular 1-simplices on U(1). To compose elements
vertically choose representatives as singular simplices and compose those point-wise. An element of the path groupoid on
U(1) is, in general ‘‘multivalued’’. It is characterized by a beginning rotation in [0, 2π ], which is its horizontal source, an
ending rotation in [0, 2π ], which is its horizontal target, and a winding number, the number of circuits the path completes
as it winds from beginning to end.
An element, σ , of the path groupoid on U(1) is then a family of rotations, continuously parametrized by [0, 1]. It acts
vertically on ordered pairs of points on the circle, transforming (x, y)which is it vertical source, to (σ (0) · x, σ (1) ·y),which
is its vertical target. That is, it rotates x by σ(0), and y by σ(1).
In general, an element σ of ∆pU(1) is formed by concatenating p paths, and so can be viewed as a family of rotations
parametrized by [0, p]. It acts vertically on p + 1-tuples of points on the circle, transforming (x, y, . . .) to (σ (0) · x, σ (1) ·
y, . . .).
Consider U(1)∗∗ and the associated double complex of chains E0. Each vertical complex of U(1)∗∗ is connected, for there
is a parametrized family of rotations transforming any ordered pair of points on the circle to any other. Furthermore, the
isotropy group of a point of S1 is trivial.
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So dual to the Euler Class is a homology class represented by a simplex Eiso ∈ E01,1 which considered as a chain, is vertically
and horizontally a 1-cycle. Explicitly the isotropy group of a pair (0, 0) consists of paths in U(1) leading from winding by 0
to winding by 2nπ, and this group is isomorphic to Z.
The elements of the path groupoid∆1U(1) can be viewed asmultivaluedmaps. A lift of an elementσ of this path groupoid
to an element of the path groupoid onR is a parametrized family of translations, and canbe considered, (up to composition on
the left and right by an integer translation), as an affinemap of the reals. So σ itself is amultivalued ‘‘affine homeomorphism
of the circle’’. More generally each morphism of ∆pU(1) can be viewed as a multivalued, piecewise linear map of the
circle. It acts on p + 1-tuples of points on the circle, transforming (x, y, . . .) to (σ (x), σ (y), . . .), possibly winding around
the circle as it transforms the points. To view the action of σ as that of a multivalued piecewise linear homeomorphism,
consider it as mapping the p contiguous multivalued intervals of the circle, [x, y], [y, z], . . . to the contiguous intervals
[σ(x), σ (y)], [σ(y), σ (z)], . . . .
The single valued action: the orbit dual Euler class, Eorb
Again S1τ is identified with the rotation group U(1) acting on the circle, but now the simplicial action is modified in such
a way that the Euler Class and its powers appear in the orbits rather than the isotropy. We construct a bicomplex U˜(1)∗∗
which is a sub-bicomplex of U(1)∗∗ and homotopy equivalent to it.
Consider again∆pU(1) as a vertical groupoid, and consider an object, (x0, x1, . . . , xp), in (S1)p+1,with all entries distinct.
There is a unique permutation, π of (1, 2, . . . , p), so that (x0, xπ(1), . . .) is cyclically ordered in a counterclockwise fashion.
Then [x0, xπ(1)], [xπ(1), xπ(2)], . . . are p contiguous intervals of the circle, the union of which, [x0, xp], is single valued. By
definition, we let σ ∈ ∆pU(1) be a morphism from (x0, x1, . . .) to (y0, y1, . . .) of a new groupoid ∆˜pU(1) if there is a single
permutation π which cyclically orders both objects, and if σ then defines a piecewise linear homeomorphism between
the contiguous intervals [x0, xπ(1)], [xπ(1), xπ(2)], . . . and [y0, yπ(1)], [yπ(1), xπ(2)], . . . . There is now at most one morphism
between any two objects.
Adjoining simplicial degeneracies in order to make the horizontal simplicial complexes into simplicial sets, the
assignment p → ∆˜pU(1) defines a simplicial groupoid, and the simplicial objects still realize as a contractible space. Write
U˜(1)∗ for the simplicial groupoid and U˜(1)∗∗ for its bisimplicial set, and E˜ for its double chain complex. The horizontal
simplicial structure of the simplicial groupoid is no longer than that of the nerve of even a category, since single valued
paths cannot, in general, be concatenated and remain single valued. Nevertheless U˜(1)∗∗ is a bicomplex which realizes
BU(1), since p → ∆˜pU(1) still realizes U(1).
Computing homology vertically, then horizontally, all the isotropy groups are trivial, so the homology is in the orbit
complex: BU(1)→ orbU˜(1) is a homotopy equivalence.
We have constructed homotopy equivalences
orbU˜(1)← |U˜(1)∗,∗| → |U(1)∗,∗| → orbU(1)← BU(1).
The fundamental difference between the two constructions results from how a p + 1-tuple (x0, x1, . . . , xp) of points of
the circle is viewed. In the isotropy formulation the Cartesian order of the n-tuple is used, and [x0, x1], . . . , [xp−1, xp] are
considered to be contiguousmultivalued intervals. In the orbit formulation the cyclic order of the points is used, determining
a single valued interval in the circle, [x0, xπ(p)].
Lemma E. The homology of BU(1) is the homology of the complex n → Π(n), and there is a simplicial isomorphism orbU(1)→
Π(∗) given by the correspondence:
(x0, x1, . . . , xn)→ (π(0) = 0, π(1), . . . , π(n)).
Proof. As in the discrete case, the non-degenerate n-simplices of the orbit complex are in 1–1 correspondence with the
elements of Π(n). For there is a morphism joining two n + 1-tuples (x0, . . . , xn) and (y0, . . . , yn) if and only if there is a
homeomorphismmapping x0 to y0 preserving the counterclockwise ordering of the remaining points. In particular, there is
a morphism from (x0, . . . , xn) to (0, π(1), . . . , π(n)) for a unique permutation π. 
Consider Π(∗), and the 2-cycle given by Eorb = [0, 2, 1)] − [0, 1, 2]. This cycle is identical to the one constructed in
orbGδ under the identification withΠ(∗). The last step in the proof of Theorem 1 is the following.
Lemma F. The cycle Eorb on orbU˜(1), represents the same homology class as Eiso,which is a chain onU(1)∗∗, under the homotopy
equivalences orbU˜(1)← U˜(1)∗∗ → U(1)∗∗.
Proof. First identify 0, 1, and 2 with three equally spaced points on the circle, say 0, 2π/3 and 4π/3, and lift Eorb to the
unoriented chain (0, 2, 1)− (0, 1, 2) ∈ E˜02,0,
The path Eiso can be written as a (horizontal) composite of 3 paths, I , J , and K , where I is a single valued counterclockwise
path from 0 to 1, J is a single valued counterclockwise path from 1 to 2, and K is a single valued counterclockwise path from
2 to 0.
The morphism I moves, by a pair of rotations, (0, 1) to (0, 2); the morphism J moves (1, 2) to (2, 1); the morphism K
moves (2, 0) to (1, 0).
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Fig. 3. Eiso .
The paths, I , J , and K lie in the subcomplex |U˜(1)∗∗| ⊂ |U(1)∗∗|. Considered as a chain I + J + K ∈ E˜01,1 has vertical
boundary, (recall the vertical differentials on odd indexed columns are negative the alternating sum of the face maps),
−[(0, 2)+ (2, 1)+ (1, 0)− [(0, 1)+ (1, 2)+ (2, 0)]] =
−[(0, 2)+ (2, 1)− (0, 1)− [(0, 1)+ (1, 2)− (0, 2)]] =
−[(2, 1)− (01)] + [(0, 2)− (1, 2)] + [(0, 2)− (0, 1)],
which is minus the horizontal boundary of (0, 2, 1)− (0, 1, 2) ∈ E˜02,0.
Consider the cycle I+ J+K +[(0, 2, 1)− (0, 1, 2)] in U˜(1)∗∗. In U(1)∗∗, the objects (0, 2, 1) and (0, 1, 2) are in the same
groupoid component, so this cyclemaps to one that is homologous to Eiso.On the other hand, I+ J+K−[(0, 2, 1)−(0, 1, 2)]
maps to Eorb under the quotient map U˜(1)∗∗ → orbU˜(1) (see Fig. 3).
This verifies the claim, and establishes a homology isomorphism between BGτ and BGδ,which is Theorem 2. 
5. The Discrete Euler Class as a cocycle
Theorem 3. Let f and g be elements of G, and 0 ∈ S1 a base point. Define
E(f , g) =
1/2 if 0 > f(0) > g(0)
−1/2 if 0 < f(0) < g(0)
0 otherwise.
Then E is a 2-cocycle on BGδ which represents the same cohomology class in H2(BG) as the one defined by the extension
0→ Z→ G− → G → 1.
Proof. Consider G = Gδ, the discrete group of orientation preserving homeomorphisms of the circle, and the orbit complex,
orbG, obtained from its action on the infinite simplex.
As observed, BG → orbG is a homology equivalence, and a generator in H2(orbG) can be represented by the cycle
(0, 2, 1)− (0, 1, 2),where 0 < 1 < 2 are three counterclockwise points of the circle.
To represent the Discrete Euler Class on the orbit complex orbG define a 2-cochain by
o(x, y, z) =
1/2 if x > y > z
−1/2 if x < y < z
0 otherwise.
To see that o vanishes on boundaries, and is therefore a cocycle, consider
∂(x, y, z, w) = (y, z, w)− (x, z, w)+ (x, y, w)− (x, y, z).
Suppose y < z < w. If x is not on the counterclockwise arc joining y to w then the sign of o evaluated on each of the four
simplices forming the boundary is−,which means that o on the chain ∂(x, y, z, w) is 0.
If x is strictly between y and z then the sign of o evaluated on each of the last two faces changes to +. If x is strictly
between z andw, then the sign of o evaluated on the first two faces changes to+. If x = y the evaluation on each of the first
two faces is − and on the last two is 0. If x is equal to z, the evaluation on the first face is −, on the third face is + and on
the second and fourth is 0. If x is equal to w, the evaluation on the first and fourth face is− and on each of the middle pair
is 0. In any case o on the chain ∂(x, y, z, w) is 0. The exact same argument applies if y > z > w, and also if any pair or all
three of the points {x, y, z} are equal.
To define o in normalized form set x equal to a base point 0 ∈ S1.
o(y, z) =
1/2 if 0 > y > z
−1/2 if 0 < y < z
0 otherwise.
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The class o pulls back to the Discrete Euler Class on BG, as follows.
Let G act on the infinite simplex on the elements of G,∆∞G , as well as on the infinite simplex on the elements of S1,∆
∞
S1
.
Let 0 ∈ S1 be a base point. The map ∆∞G → ∆∞S1 given (f , g, . . .) → (f (0), g(0), . . .) induces a homotopy equivalence
on the orbit complexes of the respective actions. The orbit complex of the action of G on∆∞G is the nerve of G.
Pulling back o by this map produces the formula in Theorem 3.
We return now to the construction of the Discrete Euler Class as an extension and show that it is the same as the Discrete
Euler constructed by the cocycle formula given above.
Wewrite the cycle [f , g] · [F ,G]−1 as a 2-chain on the nerve of G, and evaluate the Discrete Euler Class e using the cocycle
formula.
Consider the 2-chain on the nerve Z1 = ([f , g], fg)+ (fg, f )− (g−1, f ). Its boundary is [f , g]; Z1 realizes geometrically
as chains on a handle with boundary [f , g]. Let Z2 = ([F ,G], FG) + (FG, F) − (G−1, F). Then Z = Z1 − Z2 is a cycle which
corresponds to [f , g] · [F ,G]−1.
To evaluate E choose a base point;∞.
E evaluates to 0 on all the simplices of Z2 and on ([f , g], fg) since F , G and [f , g] all fix∞.
We have fg(∞) = −2 and f (∞) = −1. Since∞ < −2 < −1 determines the counterclockwise orientation of the circle
E(fg, f ) = −1/2.
We have g−1(∞) = 0 and f (∞) = −1. Since ∞ > 0 > −1 determines the clockwise orientation of the circle
E(g−1, f ) = +1/2.
Therefore, E[Z] = −1.
Since the evaluations are the same the extension and the cohomology class determined by the cocycle formula both
represent the universal Discrete Euler Class. In fact the computation shows that the Discrete Euler Class of PSL(2,R) is
non-trivial.
This completes all aspects of the proof of Theorem 1. 
6. Bounds for the Discrete Euler Class
Consider a circle bundle over a space M with structure group Gτ . The following statements are equivalent, [15]. The
structure group can be reduced to a totally disconnected subgroup. The bundle is induced by a homomorphismπ1(M)→ Gδ .
The bundle is induced by a continuous map M → BGδ. There is a foliation of the total space of the bundle with leaves
transversal to the fibers.
Since BGδ → BGτ is a homology equivalence there is no universal obstruction to reducing a circle bundle with structure
group Gτ to a discrete subgroup. Under special circumstances, however, the Discrete Euler Class can only take on certain
values.
Theorem (J. Wood). Let M be a closed oriented surface, [M] its fundamental class, and χ(M) its Euler Characteristic. Let
h : M → BGδ be any map. Then |⟨E, h∗[M]⟩| ≤ −χ(M).
A general version of Wood’s Theorem can be deduced from the fact that e can be defined simplicially on the nerve of Gδ,
for the magnitude of its value on a 2-simplex is at most 1/2.
Theorem 4. Let X be a topological space, and X∗ a simplicial set which realizes X . Consider a homology class [α] ∈ H2(X)
represented by a 2-cycle α = Σmiαi. Let κ(α) = Σ |mi|. Let h : M → BGδ be any map. Then |⟨E, h∗[α]⟩| ≤ κ(α)/2.
This upper bound in this general context is weaker than the one in Wood’s theorem. The fundamental class [M] of an
oriented surface M of genus g ≥ 0 can be constructed using 4g − 2, 2-simplices, which means that Theorem 4 reduces to
| < E, h∗[M] > | ≤ 2g − 1 = −χ(M)+ 1 in that case.
The upper bound can be improved for surfaces. We claim that the Discrete Euler cocycle e always vanishes on some pair
of 2-simplices. This reduces the number of simplices on which e has value 1/2 to at most 4g − 4.
Consider a chain of the form Z = ([f , g], fg) + (fg, f ) − (g−1, f ) which realizes one of the handles of a closed oriented
surface. Suppose f has a fixed point. If that point is chosen as the distinguished point for computing e the last two terms of
Z both evaluate to 0. Similarly, if fg has a fixed point then the first two terms are both 0. If fg(x) = f (x) for some x then g
has a fixed point at x and again the last two terms are both 0.
Sowemay assume for all x either x < f (x) < fg(x) or x < fg(x) < f (x)where recall a < b < cmeans a counterclockwise
path starting at a meets b first and then c. Consider x < f (x) < fg(x) and apply f −1 to obtain x < g(x) < f −1(x) which
is equivalent to x < f (x) < g−1(x). This means that (fg, f ) and (g−1, f ) both evaluate to −1/2 so the last two terms of Z
cancel. The same argument applies to the case x < fg(x) < f (x), which proves the claim. So Theorem 4 reduces to Wood’s
Theorem when X is a closed oriented surface.
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7. A brief look at related work, and some comments
Our interest in the Discrete Euler Class stems from its role in the theory of Mapping Class Groups, [12]. As noted in the
Introduction, the Based Mapping Class Group of a closed surface of genus g is a subgroup of G = Homeo+S1 for each g > 1.
The powers of the Discrete Euler Class exhibit a non-vanishing/vanishing behavior, with torsion appearing at the threshold
dimension g . This type of behavior does not occur for the Topological Euler Class, since all powers are already non-zero in
the subgroupU(1). In [8], we consider themore general algebraic question of how powers of the Discrete Euler Class behave
with respect to a subgroup Hδ ⊂ Gδ.
‘‘Boundedness’’ of the Discrete Euler Class was first observed by J. Milnor in [11] for circle bundles with structure group
SL(2,R), and then generalized to circle bundleswith structure group G = Homeo+S1, byWood, [15].We note the difference
in the SL(2,R), and Homeo+S1 cases. The bound is weaker in the latter case by a factor of 2.
In [4] Gromov proved that if G is a real algebraic subgroup of GL(n, (R)), then every primary characteristic class of
a discrete G-bundle can be represented by a bounded cocycle. Recently Bucher-Karlsson, [1], strengthened Gromov’s
theorem, by replacing bounded cocycle by cocycle whose set of values on singular simplices is finite. We note that the
‘‘finiteness/boundedness’’ issues do not arise for discreteHomeo+S1 bundles because the cocycle that represents theDiscrete
Euler Class is already finite in the sense that its value on a simplex can be only +1/2, 0 or −1/2. We refer the reader to [1]
for more details about this distinction.
A longstanding question invoked by the work of this paper is what is the relationship between the cohomology of a
topological group and the cohomology of the group made discrete. For the group of homeomorphisms of a manifold an
answer is provided by the Thurston–Mather theorem, reproved here in the case of a circle. For a Lie Group, or in its original
form, a complex reductive algebraic group, there is the Friedlander–Milnor Conjecture, as yet unproved. See [3], for the
current status of the problem.
The indirect nature of the proof of Theorem 2 suggests that it is difficult to relate the Discrete Euler Class, as constructed
by the extension of Theorem 1, to the Topological Euler Class. Is there perhaps a way to compare the extension 0 → Z→
G− → Gδ → 1 directly to 0 → Z→ Homeo+Rτ → Gτ → 1? If so, maybe the powers of the extensions can be compared
as well giving a more intrinsic homological algebra proof of Theorem 2.
The non-vanishing→ torsion threshold→ vanishing behavior of the powers of the Euler Class of the BasedMapping Class
Groups suggests that powers of cohomology classes pulled back to discrete subgroups should in someway be accounted for
in a theory relating continuous and discrete groups. Perhaps some insight would be gained by constructing powers of the
extension, 0→ Z→ H− → H → 0, for H ⊂ G, and studying its properties.
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