Introduction
============

Packaging of DNA into a higher-order structure called chromatin has an enormous impact on eukaryotes. It influences all processes that occur on DNA, such as replication, repair and transcription. Enormous progress has been made in recent years to characterize the factors that interact with chromatin. Chromatin is not a static structure but is dynamically regulated by the chromatin machinery. Chromatin remodelers translocate nucleosomes, thereby controlling accessibility of DNA for binding by other proteins. Chromatin modifiers covalently attach a variety of different modifications, such as methyl, acetyl or phospho-groups, to the histone tails that protrude from nucleosomes. Apart from influencing chromatin condensation, these modifications form binding platforms for other regulatory factors that can in turn affect downstream events.[@R1]^-^[@R6]

The observation that different factors have different affinities for different (combinations of) chromatin modifications led initially to the elegant histone code theory,[@R1] now widely recognized as being too simple.[@R3]^-^[@R6] As a model, the histone code theory has nevertheless been extremely useful, for example in driving efforts to characterize histone modifications, to determine which factors lay down these marks and to discover which factors bind to them. These efforts, in combination with work on nucleosome remodeling complexes, have uncovered a bewildering complexity of different interactions on chromatin. The functional consequences of these interactions have most often been studied in detail on individual genes. Although this is pivotal for understanding mechanism, the gene-specific nature of such studies confounds systematic testing of general models of gene expression regulation.

The availability of genome-wide technologies, coupled to an increased efficiency in performing such experiments, is now making it possible to systematically investigate the properties of the entire chromatin machinery, for example across the entire genome of the relatively less complex model organism *Saccharomyces cerevisiae*. Here we discuss the outcome of two recent studies, one investigating the location of chromatin factors on DNA,[@R7] the other investigating the effect on gene expression.[@R8] The results of both studies are compared. This reveals the enormous disconnect between the globally similar location patterns of chromatin factors across the genome and the specific effects observed on gene expression upon their removal. This disconnect is quite general and several explanations are discussed. The analyses lead to proposals regarding regulation of gene expression through chromatin. These proposals evoke the presence of a diverse set of different gene-specific properties that dictate chromatin factor dependency and therefore specificity. Although speculative, the proposals are supported by the few examples for which the disconnect between location and effect is understood. The ideas presented here therefore provide direction for future studies aimed at understanding how regulation of specific effects on gene expression is nevertheless achieved by globally present chromatin factors.

Specific Gene Expression Effects Upon Loss of Chromatin Factors
===============================================================

The effect on gene expression upon removal of individual chromatin factor genes has recently been surveyed in *S. cerevisiae*.[@R8] This yeast has approximately 221 genes that encode chromatin machinery components such as chromatin remodeling and chromatin modifying complexes, histone chaperones, nucleosome assembly factors and transcriptional coregulatory complexes. DNA microarray analyses of gene deletion strains were successfully performed for 165 of these components. Despite being analyzed under only a single growth condition, 80% of these gene deletion strains show significant changes in gene expression when compared with wild type strains. Besides statistical criteria, significance included a threshold of at least a 1.7-fold change for more than three genes to ensure that only robust differences were further analyzed. For the 80% of strains with expression patterns that differ from wild type, on average 116 genes change, with the largest differential profile observed for deletion of the corepressor Cyc8/Ssn6 (973 differentially expressed genes). The collection of gene expression signatures is useful for a variety of purposes. This includes studying the role of individual factors, structure-function analyses of large protein complexes and analyzing known or previously uncharacterized interactions between different chromatin factors. These aspects, including a network topology of all chromatin interactions, are well described in the original study.

An important general outcome is the high degree of specificity of the expression signatures, indicating that the majority of factors are only required for specific sets of genes. The same is true for interactions between complexes. With one exception, identical signatures are only found for subunits of the same protein complexes. Functional interactions between complexes are revealed in the form of partially overlapping signatures. Similar to the specificity of the signatures themselves, this indicates that particular interactions are only important for specific groups of genes. The high degree of specificity observed, both for the factors themselves, as well as for interactions between complexes, is a surprising general property that begs an explanation.

Chromatin Factor Location
=========================

One putative explanation is location. Until recently, the genome-wide location has only been available for a handful of chromatin factors, dispersed over different studies and thereby confounding systematic comparisons. Fortunately, systematic location data for a large subset of the same factors analyzed by expression-profiling has recently become available.[@R7] As with the expression data, the collection of location data constitutes a rich resource, suitable for different types of analyses. An important outcome of the location study is the general discrimination of genes and factors corresponding to regulation through the coregulators TFIID or SAGA.[@R9] Interestingly, the binding patterns of the different factors are a lot less specific than the expression signatures of their deletion. As is presented below, direct comparison of the two data sets reveals striking disconnects between location and effect upon removal, demonstrating that specific location can generally be ruled out as the major explanation for the specific effects observed in gene expression upon chromatin factor removal.

Disconnect Between Location and Effect on Expression
====================================================

A total of 70 of the 165 deletions analyzed in the expression data set were also directly present in the location study. Because almost all chromatin factors are large, multi-subunit complexes, the actual overlap in factors analyzed by both studies is very high. Correlation analysis reveals a statistically significant correlation (p \< 0.01) between expression and occupancy for 19 of the 70 directly shared factors. As is often the case with genome-wide comparisons, statistically significant results can be misleading when taken on their own and usually require additional inspection to determine biological significance. Even for the statistically significant overlaps, the actual correlation values are very low, ranging from -0.15 to 0.24 ([Fig. 1A](#F1){ref-type="fig"}). Three subunits of SAGA show a negative correlation between occupancy and gene expression, confirming their activating role on transcription.[@R10] Similar negative correlations are detected for the histone variant Htz1 ([Fig. 1B](#F1){ref-type="fig"}) and for four subunits of its remodeling complex SWR1.[@R11]^-^[@R13] Positive correlations are observed for two subunits of the Rpd3L histone deacetylase complex and for the general corepressor complex Tup1 and Cyc8/Ssn6 ([Fig. 1B](#F1){ref-type="fig"}).[@R14]

![**Figure 1.** (A) Correlation analysis between occupancy and expression values for 70 chromatin regulators. For the 70 chromatin regulators that overlap between the location and expression data sets, the uncentered cosine correlation (R) is shown between occupancy values at the promoter (maximum value of UAS and TSS probe)[@R7] and mRNA expression changes upon deletion.[@R8] The correlation is based on the 5,482 genes shared between the 2 data sets. Correlation values marked by a star (\*) indicate significant correlations (p \< 0.01, after Bonferroni multiple testing correction). (B) Correlation plots of promoter occupancy (x-axis) and expression (y-axis) for the highest positive (Ssn6) and highest negative (Htz1) correlation.](nucl-3-213-g1){#F1}

The correlations may be low because some of the expression effects are indirect, thereby negatively influencing the correspondence. Determining the overlap between expression changes in the deletion mutants (expression effects) and ChIP binding in promoter regions (binding targets) may help separate direct from indirect transcriptional changes. For the 70 chromatin regulators that overlap between the two data sets, a total of 73,412 promoter binding events are reported (5% FDR). For deletion mutants of the same factors, there are 7691 significant expression changes (FC \> 1.7, p \< 0.05). In total there are 1,870 cases of occupancy coupled to changes in expression ([Fig. 2A](#F2){ref-type="fig"}, p = 5.61\*10^−30^). Overall, 24% of the expression effects in the deletion mutants can be linked to promoter binding. Inversely, only 2.5% of the occupancies show a change in expression in the knockouts. Most chromatin factors thus occupy the promoters of many genes, but only a few of these show expression effects upon deletion.

![**Figure 2.** Overlap between occupancy and expression. (A) Venn diagram of overlap between binding targets (5% FDR) and expression effects (fold change \> 1.7, p \< 0.05) for all overlapping factors. (B) Number of significant up and downregulated genes for deletion mutants of the factors shown on the x-axis. Genes that are also bound by the same factor are colored dark gray. Bars marked by a star (\*) show significant overlap between binding and up or downregulated genes (hypergeometric test, p \< 0.01). (C) Number of genes occupied by the factors shown on the x-axis. Genes that also show expression effects in the corresponding deletion mutants are colored yellow (upregulation) or blue (downregulation). Yellow and blue stars indicate significant overlap between occupancy and up or downregulated genes, respectively (hypergeometric test, p \< 0.01). (D) The fractions bound/changed and changed/bound are plotted for the upregulated genes (yellow dots) and downregulated genes (blue dots) separately.](nucl-3-213-g2){#F2}

This disconnect is also observed if the overlap between location and expression is assessed for factors individually. Assuming that most chromatin regulators are either activators or repressors, it would be expected that either the upregulated or the downregulated genes are enriched for binding. This tendency is observed for most of those regulators that do show a significant overlap, such as Ssn6 and Spt20 ([Fig. 2B](#F2){ref-type="fig"}). In contrast, the majority of factors do not have a significant overlap and what overlap there is, is equally distributed between up and downregulated genes ([Fig. 2B](#F2){ref-type="fig"}). In general, the fraction of occupied genes that also show expression effects is very small ([Fig. 2C](#F2){ref-type="fig"}), because the binding study identified many more targets than the expression signatures. Deletion of either Ssn6 or Tup1 induces transcriptional changes in 18% and 29% of the occupied genes, respectively ([Fig. 2D](#F2){ref-type="fig"}), but for the remaining regulators, less than 10% of the binding target genes are affected upon removal ([Fig. 2D](#F2){ref-type="fig"}). Simultaneous analysis of both fractions (bound/changed and changed/bound, [Figure 2D](#F2){ref-type="fig"}) reveals that most factors only have a (relatively) high value for one of the two fractions, with the exception of Ssn6. For example, subunits of the SWR1 complex and the histone variant Htz1 are positioned at many sites in the genome. The majority of genes with expression effects in these mutants are therefore associated with these factors, but the genes that show effects are only a small fraction of all bound genes ([Fig. 2D](#F2){ref-type="fig"}). In conclusion, although there is some overlap between location and expression, most chromatin factors occupy the promoters of many genes, but only a few of those genes change expression upon removal of the factor. The specificity observed in the expression signatures cannot be explained by specific binding patterns of the chromatin factors.

Technical Differences Between Data Sets do not Explain the Disconnect
=====================================================================

There are several differences in the setup of the two data sets, including differences in growth temperature (25°C for location data set vs. 30°C for expression data set), media (YPD vs. SC, respectively) and mating type. Removing genes whose expression is specifically affected by media and mating type (together 142 genes) only increases the correlation value significantly for the Rpd3L subunit Rxt2. The correlation values of all other factors change only slightly, and in either direction (data not shown). The microarrays used for the binding study contain three probes per gene; at the upstream activating sequence (UAS); at the transcription start site (TSS); and at the 3′ end of the genes. Since for most factors it is unknown where a factor binds within a promoter, the original study used the highest value from either the UAS or the TSS probe to determine promoter occupancy. For the calculations of the correlations described above, the same data are used, and these correlations do not improve if either the UAS or the TSS binding scores are used (data not shown).

It should be noted that measurements of expression changes are based on the average mRNA levels of millions of cells. Small effects in specific cell cycle phases may be diluted too much by population averaging and are thus missed. Moreover, several regulators may act to fine tune the transcriptional response. Deleting these regulators may affect the transcriptional noise, i.e., the variation between cells, but not the mean expression level.[@R15]^-^[@R18] Genes that are occupied by these regulators may be bona fide targets, but with no changes observed in the mean expression levels upon deletion. Even though these technical problems may have reduced the overlap, the scale of the disconnect (only 2.5% overlap) suggests that it is unlikely caused by technical limitations, but rather that this is a genuine biological phenomenon. Location of a chromatin factor is thus not very predictive of a transcriptional effect upon its removal.

Possible Explanations for the Disconnect Between Location and Effect
====================================================================

The above comparison highlights the difference between location and effect for chromatin regulators. A similar disconnect has been noted before for histone modifications, such as H3K4, H3K36 and H3K79 methylation. Removal of the modifications results in highly specific changes in gene expression,[@R8] even though the modifications are present on almost every gene.[@R19] The systematic nature of the current studies suggests that the previously observed disconnect is not an exception but a general feature of chromatin regulation.[@R7]^,^[@R8] Although this comparison is limited to yeast, studies in mammalian cells have reported similar disconnects for a few individual factors.[@R20]^-^[@R22] It therefore remains to be seen whether the disconnect observed in yeast is general.

A single promoter is occupied by at least 75 proteins,[@R7] raising the question of what all these proteins are doing at those genes. Generally, there are two possible explanations why a certain factor would bind at the promoter of a gene, but show no effect on gene expression: either its function is simply not required for proper expression of that gene under the condition assayed, or lack of its function can be compensated by another factor upon removal. The most well understood compensatory mechanism is redundancy.[@R23]^,^[@R24] In its strictest definition, this entails a take-over of function by a gene that performs an identical biochemical role. Most chromatin modifying enzymes do not have biochemically redundant partners in yeast. If compensatory mechanisms do play a role, these would therefore have to entail a form of compensation that has the same functional outcome rather than an identical biochemical mechanism. Although speculative, this explanation is supported by the many negative synthetic genetic interactions between complexes that perform biochemically distinct processes.[@R25] The alternative idea, that many chromatin factors or marks occupy many genes without an important role in gene expression, may seem unattractive in terms of efficiency or "design" but does need to be considered as a possibility when viewed in light of tinkering theories of evolution.[@R26]

Regardless of this issue of compensation vs. lack of function, the majority of chromatin factor deletions do yield some specific effects on gene expression, leaving the question of what makes those genes sensitive. The specificity of the expression profiles implies that there are certain gene-specific properties that explain why specific genes are sensitive and other genes insensitive to certain perturbations. The important question is what these properties are. In order to illustrate such properties, the few cases for which the distinguishing gene-specific properties are known are discussed.

The first example is the expression profile of set2Δ. *Set2* methylates histone 3 on lysine 36 in the body of actively transcribed genes. Recognition of this modification by the Rpd3S complex results in deacetylation of the coding regions, thereby preventing cryptic initiation of transcription within genes.[@R27]^-^[@R29] Loss of Set2 or Rpd3S components results in increased acetylation and inappropriate binding of the pre-initiation complex to cryptic promoters. Although this effect is genome-wide, only specific genes show increased expression in the deletion mutants. These expression profiles are enriched for long genes, simply because longer genes contain more cryptic promoters. In addition, cryptic transcripts are inherently easier to detect in genes with lower transcription frequency. This explains why specific RNAs are upregulated, even though the action of Set2 and Rpd3S complex is independent of gene length or transcription frequency.[@R30]^,^[@R31]

The second example involves the histone variant H2A.Z, which is encoded by the *HTZ1* gene. This histone variant is present at the +1 position of every gene. At the subtelomers, H2A.Z prevents spreading of the Sir complex into the chromosome.[@R32] Deletion of Htz1 does not affect all genes, but a specific gene group that is enriched for subtelomerically located genes, which reflects its specific role near the telomeres. In this example, the proximity to the chromosome ends, and not the binding of H2A.Z itself determines whether a particular gene will be affected by loss of H2A.Z.

These two examples demonstrate that various characteristics, such as the presence of cryptic promoters, itself dictated by sequence and gene length, as well as chromosomal position, can explain why the specificity of the expression profiles differ from the global binding patterns. The specific effects observed in the other expression profiles are likely also dictated by other, similarly gene-specific properties. These properties may include different characteristics, either alone or in combination: promoter structure,[@R33] length of the nucleosome free region,[@R34] presence of a TATA box,[@R35] type of gene-specific transcription factor,[@R36] nucleosome dynamics,[@R37] the presence of introns,[@R38] regulation by antisense transcripts,[@R39] etc. The combination of these and other variables may determine which factors a particular gene needs for proper expression, similarly to what is observed for Set2/Rpd3S. Considering the intense investigation of chromatin factors over the last decade, it is striking that the specific expression effects of only two chromatin factors can be explained. In order to improve our understanding of transcription regulation through chromatin, it will be important to determine which gene-specific properties contribute to the specificity of the expression effects for many more chromatin factors. Future work should thus be focused on comprehending the identity of these properties and how they influence regulation of gene expression through chromatin.
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