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Abstract
We denote a polygon as a connected component in Cayley tree of order 2 containing
certain number of fix vertices. We found an exact formula for a polygon counting problem
for two cases, in which, for the first case the polygon contain a full connected component
of a Cayley tree and for the second case the polygon contain two fixed vertices. From
these formulas, which is in the form of finite linear combination of Catalan numbers, one
can find the asymptotic estimation for a counting problem.
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1 Introduction
In the study of computer science, networks appears very often and attracted a lot of
attention of researchers [1, 2]. In a generic undirected network particle can enter or exit
at any arbitrary sites. Again, the presence of loops in the generic networks, also make the
study of particle transport difficult. A prototype network is a Cayley tree [3], where the
direction of transport, the entry and exit points are well defined. Absence of loops make
the study relatively simpler. Again, several physical systems like, water transport in trees,
transport of antibody in idiotypic networks in immune system [4], and air circulation in
lung [5] are strikingly similar to this model system of Cayley trees.
There are extensively many combinatorial problems on Cayley tree e.g. the connection
between prefix ordered sequences and rooted labelled trees [6, 7, 8, 9] and Dyck path [10].
It is not surprise that most of them are related to the well known Catalan numbers [11].
Catalan numbers is one of the most frequently encounter integer sequence in counting
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problem [8]. Nowadays, there are many applications as well as generalizations of such
numbers [12, 13, 14].
In this paper, we will consider the following problem: to find the number of all different
connected components of a Cayley tree with n number of vertices, containing the given m
number of vertices (where n ≥ m). We borrow the term using in integer lattice, i.e.
polygon, for this connected component. In computer science, one can simply visualize
this scenario as we are setting up m routers and each router is expands in a rooted tree,
how many different way we can arrange the network with given n (nodes). As pointed out
in [2], a giant connected component is analogous to the percolation cluster in condensed
matter. The size distribution of these finite connected components also describe the
topology of a random network. So, we see this research not merely as a mathematical
exercise but it does provide some applications in network theory as well.
Note that in [15], the posted problem was solved for the case m = 1, namely, it was
shown that the number of different connected component containing a fixed root x0 ∈ V in
a semi-infinite Cayley tree for a given n number of vertices is exactly the Catalan number
Cn =
1
n+ 1
(
2n
n
)
, n ∈ N. (1.1)
In this paper, first we give a topological structure of the connected component of the
Cayley tree. Using these structures, we consider two extremal cases for single polygon
counting problem. A recurrent formula for the said problem is derived combinatorically,
then an explicit form of single polygon counting is found in term of linear combination
of Catalan numbers where the coefficients do not depend on n. The linear combination
formulas are derived using generating vectors, analogues to generating function, which
will be defined later. From these formulas, one can easily find the asymptotic behavior of
the derived numbers.
2 A topological structure of the connected
component of the Cayley tree
Recall that a Cayley tree of order k [3], denoted as Γk, is a graph with no cycles, each
vertex emanates k+1 edges. We denote the set of all vertices as V and the set of all edges
as E, i.e. Γk = (V,E). In this paper we restrict ourselves to the Cayley tree of order 2, i.e.
Γ2. Two vertices x, y ∈ V are called nearest neighbors if 〈x, y〉 ∈ E. Let K = (VK , EK) be
a finite connected component of a Cayley tree, where VK contains at least two vertices of
the tree.
For a given x ∈ VK we put
NK(x) = {y ∈ VK : 〈x, y〉 ∈ EK}.
The elements of NK(x) are called the nearest neighbors of x in K. We stand |NK(x)| for
the number of the elements of NK(x).
Definition 2.1 A vertex x ∈ VK is called a boundary of K, if |NK(x)| = 1 i.e. the
nearest neighbor of x in K is one. Otherwise, it is called an interior vertex of K.
By ∂K and intK we denote the set all of boundary and interior vertices of K, respec-
tively.
2
Remark 1. Note that the given definition of the boundary and interior is totaly different
from the ordinary definitions of boundary and interior points of a set, which is used in
topological spaces or in the graph theory.
So, by definition, we have
∂K = {x ∈ VK : |NK(x)| = 1},
intK = {x ∈ VK : |NK(x)| ≥ 2},
and
∂K ∩ intK = ∅, ∂K ∪ intK = VK .
Definition 2.2 A finite connected component K = (VK , EK) is said to be full in a Cayley
tree, if |NK(x)| = 3 for any x ∈ intK.
Remark 2. If intK = ∅ then by definition we say that K is full.
Proposition 2.1 For any finite connected component K = (VK , EK) there exists one
and only one full connected component K = (VK¯ , EK¯), containing K and contained in an
arbitrary full connected component K
′
= (VK ′ , EK ′ ) which contains K.
Proof. Assume that intK 6= ∅, otherwise nothing to prove. Let us construct the following
connected component K = (VK¯ , EK¯) of the tree:
VK¯ = {x¯ ∈ V : ∃x ∈ intK, 〈x, x¯〉 ∈ E} =
⋃
x∈intK
NE(x),
where NE(x) is a set all the nearest neighbors of x in the tree.
From this construction one can see that
intK = intK, ∂K ⊃ ∂K, |NK¯(x)| = 3, x ∈ intK,
which means K = (VK¯ , EK¯) is a full connected component containing K. It follows from
this construction that K = (VK¯ , EK¯) contained any full connected component K
′
=
(VK ′ , EK ′ ) which contains K.
Let us prove the uniqueness. Suppose the contrary, i.e. there exists K˜ = (VK˜ , EK˜)
which satisfies the assertion of the proposition. Then we have
intK ⊂ intK˜ ⊂ intK ⊂ intK.
Therefore intK˜ = intK. Since K˜ and K are full, then we have ∂K˜ = ∂K. This means
K˜ = K, which completes the proof.
A full connected component K = (VK¯ , EK¯) which satisfies the assertion of Proposition
(2.1) is called the minimal full component over K = (VK , EK).
Theorem 2.1 A finite connected component K = (VK , EK) is full if and only if |∂K| −
|intK| = 2.
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Proof. Only if Part. Let K = (VK , EK) be a full connected component. Then we will
prove that |∂K| − |intK| = 2. We use mathematical induction w.r.t. the number |intK|
of interior vertices of K.
Let intK = ∅. Then K = 〈x, y〉 ∈ E and ∂K = {x, y}. Therefore we have |∂K| −
|intK| = 2 − 0 = 2. We suppose that the assertion of Theorem is true for any full
connected component K with |intK| ≤ k, i.e. |∂K| − |intK| = 2.
Now assume that |intK| = k + 1. Let us consider a full connected subcomponent
K˜ = (VK˜ , EK˜) of K such that:
(i) VK˜ ⊂ VK , EK˜ ⊂ EK ;
(ii) intK˜ ⊂ intK and |intK˜| = k i.e. intK˜ = {x1, x2, · · · , xk};
(iii) If intK \ intK˜ = {xk+1} then we have intK˜ ∩ NK(xk+1) = 1.
From the construction one can see that
xk+1 ∈ ∂K˜, ∂K˜ \ {xk+1} ⊂ ∂K, |∂K \ ∂K˜| = 2.
Then we have |∂K| = |∂K˜ | + 1 and |intK| = |intK˜| + 1. Since K˜ is a full connected
component with |intK˜| = k, so according to the assumption of induction we have |∂K˜| −
|intK˜| = 2. Consequently, one finds
|∂K| − |intK| = |∂K˜ |+ 1− |intK˜| − 1 = |∂K˜ | − |intK˜| = 2.
If part. Let K = (VK , EK) be a connected component with |∂K| − |intK| = 2. We
shall show that K is full. To do it, let us consider the minimal full connected component
K = (VK¯ , EK¯) containing K = (VK , EK). We then have intK = intK and ∂K ⊂ ∂K (see
Proposition 2.1). Since K is full, it then follows from only if part of this Theorem that
|∂K| − |intK| = 2. Therefore,
|∂K| = |intK|+ 2 = |intK|+ 2 = |∂K.|
Finiteness of ∂K and ∂K ⊂ ∂K imply ∂K = ∂K. This means K = K, which completes
the proof.
Corollary 2.1 For any connected component K = (VK , EK) of a Cayley tree we have
2 ≤ |∂K| ≤ |intK|+ 2. (2.1)
3 Polygon counting problem for m vertices
Suppose that an arbitrary m number of vertices of a Cayley tree Γ2 = (V,E) be given.
Namely Vm = {x1, x2, . . . , xm}. Let us state our problem:
Problem 3.1 Find the number of all connected components of a Cayley tree with n num-
ber of vertices containing the given m number of vertices, where n ≥ m.
Let
Gmn,Vm = {K = (VK , EK) : |VK | = n, VK ⊃ Vm}
be the set of all connected components containing the given m vertices Vm. Our main
task is to evaluate the number
∣∣∣Gmn,Vm∣∣∣ of elements of Gmn,Vm. Since there always exists a
4
connected component containing the given m vertices in a Cayley tree. Among such kind
of connected components we take minimal one, i.e. by a minimal connected component
containing vertices Vm we mean a connected component K(Vm) = (VK , EK) such that
Vm ⊂ VK and if Vm is contained in another connected component K
′ = (V ′, E′) then one
has VK ⊂ V
′ and EK ⊂ E
′. One can see that if K(xi, xj) is a shortest path connecting
two vertices xi and xj then
K(Vm) =
m−1⋃
i=1
K(xi, xi+1).
In this case, we can reformulate our problem as follows:
Problem 3.2 Find the number of all connected components of a Cayley tree with n num-
ber of vertices, containing the given connected component K(Vm).
In other words, if
Gmn,K(Vm) = {K = (VK , EK) : K ⊃ K(Vm), |VK | = n}
is the set all of the connected components containing the given connected component
K(Vm) then we have
∣∣∣Gmn,Vm∣∣∣ = ∣∣∣Gmn,K(Vm)∣∣∣ . It is easy to check that if
G
|∂K(Vm)|
n,K(Vm)
= {K = (VK , EK) : VK ⊃ ∂K(Vm), |VK | = n}
is the set all of the connected components containing the given number |∂K(Vm)| of
vertices ∂K(Vm), then we have∣∣∣G|∂K(Vm)|n,K(Vm) ∣∣∣ = ∣∣∣Gmn,K(Vm)∣∣∣ = ∣∣Gmn,Vm∣∣ .
Therefore, in what follows, we shall calculate the number of elements of G
|∂K|
n,K which
is the set all of the connected components containing the given number |∂K| of vertices
∂K. From the inequality (2.1) we can get estimation to the number |∂K| as follows
2 ≤ |∂K| ≤ |intK|+ 2.
In next sections, we will solve the polygon calculating problem for two extremal cases
of the number |∂K|, namely we shall consider cases: |∂K| = |intK|+ 2 and |∂K| = 2. In
other words, in the first case K is a full connected component and in the second case K
is a shortest path which connects two given vertices.
4 Polygon counting problem for a full connected
component
Let K = (VK , EK) be a given full connected component of a Cayley tree with |∂K| =
m, where m ≥ 2. We then know that |intK| = m− 2. By F
(m)
n,m−2 we denote the number
of elements of G
|∂K|
n,K .
Proposition 4.1 Let Cn be Catalan numbers, where n ∈ N (see (1.1)) then we heve
F
(m)
n,m−2 =
∑
r1+···+rm=n−m+2
r1,...,rm≥1
Cr1 · . . . · Crm . (4.1)
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xm‐2 
Figure 1: A connected component containing vertices x1, x2,...,xm, connected component which
emanate out from xi is not shown.
Proof.
Since there exists only unique full connected component with boundary ∂K which
connects all xi’s, (see Figure 1) the number of vertices in the full connected component
m− 2 is always counted, left only n−m+ 2 vertices for different configuration.
 
x3 
Figure 2: A connected component containing vertices x3, there is Cri different connected com-
ponent contains x3 with ri number of vertices [15].
For each vertex xi ∈ ∂K, let ri denote the number of vertices emanate out from xi,
but not back to full connected component. It is known from [15], there allow Cri number
of different connected component in each box for given ri vertices (See Figure 2). The
number of combination for all fixed ri over ∂K is the product of Cr1Cr2 · · ·Crm−1Crm
(For illustration, see Figure 3). The total number is then the products sum over different
combination of r1+r2+ · · ·+rm−1+rm+m−2 = n i.e. the sum of all vertices equals to n.
Note that the vertices xi in the full connected component are always occupied, therefore
ri is always at least 1. Theorem is proved.
Let us calculate F
(m)
n,m−2 for small m. For this we will use the following recurrence
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x1 x2 x3 x4 x5 xm-1 
r4 
 
r5 
 
rm-1 
 
xm 
rm 
 
r1 
 
Figure 3: Each xi is contained in a connected component with ri vertices.
formula for the Catalan number
Cn =
n−1∑
i=0
CiCn−1−i,
here C0 := 1.
1◦. Let m = 2. We then have
F
(2)
n,0 =
∑
r1+r2=n
r1,r2≥1
Cr1Cr2 =
n−1∑
r1=1
Cr1Cn−r1 = Cn+1 − 2C0Cn
= Cn+1 − 2Cn. (4.2)
Let us list the first few terms of F
(2)
n,0 (see Sloane [16] A002057):
1, 4, 14, 48, 165, 572, 2002, 7072, 25194, ...
2◦. Let m = 3. We then get
F
(3)
n,1 =
∑
r1+r2+r3=n−1
r1,r2,r3≥1
Cr1Cr2Cr3 =
n−3∑
r1=1
Cr1
∑
r2+r3=n−1−r1
r2,r3≥1
Cr2Cr3
=
n−3∑
r1=1
Cr1F
(2)
n−1−r1,0
=
n−3∑
r1=1
Cr1 (Cn−r1 − 2Cn−1−r1) =
=
n−1∑
r1=1
Cr1Cn−r1 − C1Cn−1 − C2Cn−2 − 2
(
n−2∑
r1=1
Cr1Cn−1−r1 − C1Cn−2
)
=
∑
r1+r2=n
r1,r2≥1
Cr1Cr2 − 2
∑
r1+r2=n−1
r1,r2≥1
Cr1Cr2 − C1Cn−1 = F
(2)
n,0 − 2F
(2)
n−1,0 − Cn−1
= Cn+1 − 4Cn + 3Cn−1. (4.3)
The first few terms of F
(3)
n,1 (see Sloane [16] A003517) are as follows:
1, 6, 27, 110, 429, 1638, 6188, 23256, 87210, ...
3◦. Let m = 4. By means the formulas for F
(3)
n,1 , F
(2)
n,0 we could get the following formula
for F
(4)
n,2 after algebraic manipulations
F
(4)
n,2 =
∑
r1+···+r4=n−2
r1,...,r4≥1
Cr1 · · ·Cr4 =
n−5∑
r1=1
Cr1
∑
r2+r3+r4=n−2−r1
r2,r3,r4≥1
Cr2Cr3Cr4
=
n−5∑
r1=1
Cr1F
(3)
n−2−r1,1
= · · · = Cn+1 − 6Cn + 10Cn−1 − 4Cn−2. (4.4)
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The first few terms of F
(4)
n,2 (see Sloane [16] A003518) are as follows:
1, 8, 44, 208, 910, 3808, 15504, 62016, 245157, ...
These calculations lead us to the following conjecture: the number F
(m)
n,m−2 is repre-
sented as a linear combination of the Catalan numbers.
Note that such a representation allows us to find asymptotical estimation for F
(m)
n,m−2.
Below we want to realize the stated conjecture.
In the sequel, for any given vector a = (a1, a2, · · · , am) ∈ R
m we put
a↑ = (a1, a2 · · · , am, 0),
clearly a↑ ∈ R
m+1.
Let
Am =

1 0 0 0 · · · 0 0
−2C0 1 0 0 · · · 0 0
−C1 −2C0 1 0 · · · 0 0
−C2 −C1 −2C0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
−Cm−3 −Cm−4 −Cm−5 −Cm−6 · · · 1 0
−Cm−2 −Cm−3 −Cm−4 −Cm−5 · · · −2C0 1

(4.5)
and
B[m−1×m] =

−Cm −Cm−1 −Cm−2 · · · −C3 −C2 −C1
−Cm+1 −Cm −Cm−1 · · · −C4 −C3 −C2
−Cm+2 −Cm+1 −Cm · · · −C5 −C4 −C3
· · · · · · · · · · · · · · · · · · · · ·
−C2m−2 −C2m−3 −C2m−4 · · · −Cm+1 −Cm −Cm−1
 (4.6)
be m×m and (m− 1)×m matrices, respectively (where m ≥ 2).
Let us consider the following vectors
a(1) = 1, a(2) = A2a
(1)
↑ , a
(3) = A3a
(2)
↑ , . . . , a
(m+1) = Am+1a
(m)
↑ .
Theorem 4.1 Let Am and B[m−1×m] be the matrices given by (4.5) and (4.6), here m ≥
2. If a(1) = 1, a(m+1) = Am+1a
(m)
↑ and B[m−1×m]a
(m) = θm−1 then B[m×m+1]a
(m+1) = θm,
here θm = (0, 0, · · · , 0) is zero vector of R
m.
Proof. We use mathematical induction w.r.t. m ≥ 2. Let m = 2. Since a(1) = 1 and
a(2) = A2a
(1)
↑ =
(
1 0
−2C0 1
)(
1
0
)
= (1,−2C0),
B[1×2]a
(2) = (−C2,−C1)
(
1
−2C0
)
= 0 = θ1,
we obtain
a(3) = A3a
(2)
↑ =
 1 0 0−2C0 1 0
−C1 −2C0 1
 1−2C0
0
 = (1,−4C0,−C1 + 4C20 )
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B[2×3]a
(3) =
(
−C3 −C2 −C1
−C4 −C3 −C2
) 1−4C0
−C1 + 4C
2
0
 = (0, 0) = θ2.
We assume that for m = k − 1 the statement of the Theorem is true, i.e., B[k−1×k]a
(k) =
θk−1 which is equivalent
−
k∑
j=1
Ck+i−ja
(k)
j = 0 (4.7)
where i = 1, k − 1, j = 1, k and a(k) = (a
(k)
1 , · · · , a
(k)
k ).
We will prove the statement of Theorem for m = k. Let D[k×k+1] = B[k×k+1]Ak+1. We
then have
B[k×k+1]a
(k+1) = B[k×k+1]Ak+1a
(k)
↑ = D[k×k+1]a
(k)
↑ .
Let us evaluate the matrix D[k×k+1]. We know that
Ak+1 = (aij)
k+1
i,j=1, aij =

0, i < j
1, i = j
−2C0 i = j + 1
−Ci−j−1 i > j + 1
and
B[k×k+1] = (bij)
k,k+1
i,j=1 = (−Ck+1+i−j)
k,k+1
i,j=1
Hence, we get
dij =
k+1∑
l=1
bilalj =
k+1∑
l=j
bilalj
= −Ck+1+i−j + 2C0Ck+i−j + C1Ck+i−j−1 + C2Ck+i−j−2 + · · · +Ck−jCi
= −
k+i−j∑
l=0
ClCk+i−j−l +
k−j∑
l=0
ClCk+i−j−l + Ck+i−jC0
= −
k+i−j∑
l=k−j+1
ClCk+i−j−l + Ck+i−jC0
If we set r = l − k + j then one can have
dij = −
i∑
r=1
Ck−j+rCi−r + Ck+i−jC0. (4.8)
where i = 1, k and j = 1, k + 1. Therefore, it follows from (4.8) that(
D[k×k+1]a
(k)
↑
)
i
=
k+1∑
j=1
dij a˜
(k)
j =
k∑
j=1
dija
(k)
j
=
k∑
j=1
(
−
i∑
r=1
Ck−j+rCi−r + Ck+i−jC0
)
a
(k)
j
=
i∑
r=1
Ci−r
− k∑
j=1
Ck+r−ja
(k)
j
+ C0 k∑
j=1
Ck+i−ja
(k)
j (4.9)
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where i = 1, k. Consequently, from (4.9) and (4.7) one finds:
(i) If i = 1 then(
D[k×k+1]a
(k)
↑
)
1
= −C0
k∑
j=1
Ck+1−ja
(k)
j +C0
k∑
j=1
Ck+1−ja
(k)
j = 0;
(ii) If 1 < i ≤ k then
(
D[k×k+1]a
(k)
↑
)
i
=
i−1∑
r=1
Ci−r
− k∑
j=1
Ck+r−ja
(k)
j
 = 0.
This means that D[k×k+1]a
(k)
↑ = θk and completes the proof.
Theorem 4.2 Let Am be the matrix given by (4.5) and a
(1) = 1, a(m+1) = Am+1a
(m)
↑ .
Let Cn be the Catalan number. Then
Fmn,m−2 = a
(m)
1 Cn+1 + a
(m)
2 Cn + · · ·+ a
(m)
m Cn−m+2,
where a(m) = (a
(m)
1 , a
(m)
2 , · · · , a
(m)
m ).
Proof. We use mathematical induction w.r.t. m ≥ 2. Let m = 2. Since a(1) = 1 and
a(2) = A2a
(1)
↑ =
(
1 0
−2C0 1
)(
1
0
)
= (1,−2C0),
from (4.2) we obtain that
F
(m)
n,0 = Cn+1 − 2Cn = 1 · Cn+1 − 2C0 · Cn = a
(2)
1 Cn+1 + a
(2)
2 Cn.
We suppose that the statement of the Theorem is true for m = k, i.e.,
F
(k)
n,k−2 = a
(k)
1 Cn+1 + a
(k)
2 Cn + · · ·+ a
(k)
k Cn−k+2, (4.10)
and we prove for m = k + 1. Then, it follows from (4.1) that
F
(k+1)
n,k−1 =
∑
r1+···+rk+1=n−k+1
r1,...,rk+1≥1
Cr1 · . . . · Crk+1
=
n−2k+1∑
r1=1
Cr1
∑
r2+···+rk+1=n−k+1−r1
r2,...,rk+1≥1
Cr2 · . . . · Crk+1 =
n−2k+1∑
r1=1
Cr1F
(k)
n−1−r1,k−2
Using (4.10), from the last equality we get
F
(k+1)
n,k−1 =
n−2k+1∑
r1=1
Cr1
k∑
j=1
a
(k)
j Cn+1−r1−j =
k∑
j=1
a
(k)
j
n−2k+1∑
r1=1
Cr1Cn+1−r1−j
=
k∑
j=1
a
(k)
j
 n−j∑
r1=1
Cr1Cn+1−r1−j −
n−j∑
r1=n−2k+2
Cr1Cn+1−r1−j

=
k∑
j=1
a
(k)
j
F (2)n+1−j,0 − n−j∑
r1=n−2k+2
Cr1Cn+1−r1−j

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If we set i = n+ 1− j − r1 then using (4.2) one gets
F
(k+1)
n,k−1 =
k∑
j=1
a
(k)
j
(
F
(2)
n+1−j,0 −
2k−1−j∑
i=1
CiCn+1−j−i
)
=
k∑
j=1
a
(k)
j
(
Cn+2−j − 2C0Cn+1−j −
2k−1−j∑
i=1
CiCn+1−j−i
)
= a
(k)
1
(
Cn+1 − 2C0Cn −
2k−2∑
i=1
CiCn−i
)
+a
(k)
2
(
Cn − 2C0Cn−1 −
2k−3∑
i=1
CiCn−1−i
)
+ · · ·
+a
(k)
l
(
Cn+2−l − 2C0Cn+1−l −
2k−1−l∑
i=1
CiCn+1−l−i
)
+ · · ·
+a
(k)
k
(
Cn+2−k − 2C0Cn+1−k −
k−1∑
i=1
CiCn+1−k−i
)
follow by
F
(k+1)
n,k−1 = a
(k)
1 Cn+1 +
(
a
(k)
2 − 2C0a
(k)
1
)
Cn +
(
a
(k)
3 − 2C0a
(k)
2 −C1a
(k)
1
)
Cn−1
+
(
a
(k)
4 − 2C0a
(k)
3 − C1a
(k)
2 − C2a
(k)
1
)
Cn−2 + · · ·
+
(
a
(k)
l − 2C0a
(k)
l−1 − C1a
(k)
l−2 − · · · − Cl−2a
(k)
1
)
Cn−l+2 + · · ·
+
(
a
(k)
k − 2C0a
(k)
k−1 − C1a
(k)
k−2 − · · · − Ck−2a
(k)
1
)
Cn−k+2
+
(
−2C0a
(k)
k −C1a
(k)
k−1 − C2a
(k)
k−2 − · · · −Ck−1a
(k)
1
)
Cn−k+1
+
(
−C1a
(k)
k − C2a
(k)
k−1 −C3a
(k)
k−2 − · · · − Cka
(k)
1
)
Cn−k + · · ·
+
(
−Ck−1a
(k)
k −Cka
(k)
k−1 − Ck+1a
(k)
k−2 − · · · − C2k−2a
(k)
1
)
Cn−2k+2
=
(
Ak+1a
(k)
↑
)
1
Cn+1 + · · ·+
(
Ak+1a
(k)
↑
)
k+1
Cn−k+1
+
(
B[k−1×k]a
(k)
)
1
Cn−k + · · ·+
(
B[k−1×k]a
(k)
)
k−1
Cn−2k+2
Taking into account
Ak+1a
(k)
↑ = a
(k+1), B[k−1×k]a
(k) = θk−1.
we obtain
F
(k+1)
n,k−1 = a
(k+1)
1 Cn+1 + a
(k+1)
2 Cn + · · ·+ a
(k+1)
k+1 Cn−k+1,
and this completes the proof.
Remark 3. Since the vector a(m) does not depend on n and all coordinates of the vec-
tor a(m) are nonzero, one can find an estimate easily through the following well-known
estimation of Catalan numbers
Cn = O(1)
4n
n3/2
(4.11)
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Corollary 4.1 The asymptotic estimation of Fmn,m−2 is given by
Fmn,m−2 = O(1)Cn−m+2 = O(1)
4n−m+2
(n −m+ 2)3/2
.
5 Polygon counting problem for two vertices
Let x1 and xm be two given vertices and K(x1, xm) = (Vm, Em) be the shortest path
connecting the given vertices x1 and xm. We then know that |∂K| = {x1, xm}. We sup-
pose that |Vm| = m and m ≥ 2. Then it is clear that |intK(x1, xm)| = m − 2. By T
(2)
n,m
we denote the number of elements of G
|∂K(x1,xm)|
n,K(x1,xm)
which is the set all of the connected
component, with n number of vertices, containing two given vertices x1 and xm.
Proposition 5.1 Let Cn be Catalan numbers, where n ∈ N, then we heve
T (2)n,m =
∑
r1+···+rm=n−m+2
r1,rm≥1,r2...,rm−1≥0
Cr1 · . . . · Crm . (5.1)
Proof. Since vertices x1 and xm always present (see Figure 3) and connected by a unique
shortest path with m vertices, we denote this set of vertices by Vm, the collection of x1,
xm and vertices along shortest path. For each vertex xi ∈ Vm, there allow Cri number of
different connected component, which the connected component not in the Vm, emanate
from xi with ri number of vertices (see Figure 4).
 
x1 
xm 
Figure 4: A connected component containing vertices x1 and xm only, connected component
which emanate out from them is not shown.
The number of combination for each fix xi over Vm is the product of Cr1 ·Cr2 · · ·Crm .
The total number is then sum over r1+ r2+ · · ·+ rm−1+ rm+m− 2 = n which excluding
the m − 2 vertices. Since x1 and xm always present, r1 and rm is always at least one.
Theorem proved.
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r2 
 
r3 
 
r1 
 
rm 
x1 
x2 x3 x4 x5 xm-1 
xm 
r4 
 
r5 
 
rm-1 
 
m-2 
Figure 5: There are m−2 vertices along short path, excluding x1 and x2. From each xi emanate
another single connected component with ri vertices.
Let us calculate T
(2)
n,m for small m.
1◦. Let m = 2. We then have
T
(2)
n,2 =
∑
r1+r2=n
r1,r2≥1
Cr1Cr2 = Cn+1 − 2Cn. (5.2)
2◦. Let m = 3. We then get
T
(2)
n,3 =
∑
r1+r2+r3=n−1
r1,r3≥1,r2≥0
Cr1Cr2Cr3 =
n−3∑
r2=0
Cr2
∑
r1+r3=n−1−r2
r1,r3≥1
Cr1Cr3
=
n−3∑
r2=0
Cr2T
(2)
n−1−r2,2
=
n−3∑
r2=0
Cr2 (Cn−r2 − 2Cn−1−r2)
=
n∑
r2=0
Cr2Cn−r2 − C0Cn −C1Cn−1 − C2Cn−2
−2
(
n−1∑
r2=0
Cr2Cn−1−r2 −C0Cn−1 − C1Cn−2
)
= Cn+1 − 3Cn + Cn−1. (5.3)
3◦. Let m = 4. After a little bit algebraic manipulation we could get the following
formula for T
(2)
n,4
T
(2)
n,4 =
∑
r1+···+r4=n−2
r1,r4≥1,r2,r3≥0
Cr1 · · ·Cr4 =
n−4∑
r2=0
Cr2
∑
r1+r3+r4=n−2−r2
r1,r4≥1,r3≥0
Cr1Cr3Cr4
=
n−4∑
r2=0
Cr2T
(2)
n−1−r1,3
= · · · = Cn+1 − 4Cn + 3Cn−1. (5.4)
If we denote by T
(2)
n,1 := Cn+1−Cn for the sake of the beauty of the formula, then one
can observe the following recurrence formula
T
(2)
n,3 = T
(2)
n,2 − T
(2)
n−1,1 (5.5)
T
(2)
n,4 = T
(2)
n,3 − T
(2)
n−1,2 (5.6)
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Remark 4. It is clear that T
(2)
m,m = 1 for any m ≥ 2.
Let us show this recurrence formula for T
(2)
n,m in general case.
Theorem 5.1 We have the following recurrence formula for T
(2)
n,m
T (2)n,m = T
(2)
n,m−1 − T
(2)
n−1,m−2 (5.7)
where n > m and m ≥ 3.
Proof. We use a mathematical induction w.r.t. m. Let m = 3. In (5.5) it is shown that
the recurrence formula (5.7) is true. We suppose that the recurrence formula (5.7) is true
for any m ≤ k and we prove for m = k + 1. We know that
T
(2)
n,k+1 =
∑
r1+···+rk+1=n−k+1
r1,rk+1≥1,r2...,rk≥0
Cr1 · . . . · Crk+1
=
n−k−1∑
r2=0
Cr2
∑
r1+r3+···+rk+1=n−k+1−r2
r1,rk+1≥1,r3...,rk≥0
Cr1 · Cr3 . . . · Crk+1 =
n−k−1∑
r2=0
Cr2T
(2)
n−1−r2,k
,
for any n > k + 1 and k ≥ 2. Then due to assumption of the induction one gets
T
(2)
n,k+1 =
n−k−1∑
r2=0
Cr2
(
T
(2)
n−1−r2,k−1
− T
(2)
n−2−r2,k−2
)
=
n−k−1∑
r2=0
Cr2T
(2)
n−1−r2,k−1
−
n−k−1∑
r2=0
Cr2T
(2)
n−2−r2,k−2
=
n−k∑
r2=0
Cr2T
(2)
n−1−r2,k−1
− Cn−kT
(2)
k−1,k−1 −
n−k∑
r2=0
Cr2T
(2)
n−2−r2,k−2
+ Cn−kT
(2)
k−2,k−2
= T
(2)
n,k − T
(2)
n−1,k−1.
This completes the proof.
Let us try to find an analytic formula for calculating T
(2)
n,m.
Theorem 5.2 There exist vectors
a⌊m⌋ =
(
a
⌊m⌋
1 ,−a
⌊m⌋
2 , · · · , (−1)
l−1a
⌊m⌋
l , · · · , (−1)
⌊m⌋−1a
⌊m⌋
⌊m⌋
)
such that a
⌊m⌋
l > 0 for any l = 1, ⌊m⌋ and
T (2)n,m = a
⌊m⌋
1 Cn+1 − a
⌊m⌋
2 Cn + · · ·+ (−1)
l−1a
⌊m⌋
l Cn+2−l + · · ·+ (−1)
⌊m⌋−1a
⌊m⌋
⌊m⌋
Cn+2−⌊m⌋,
here ⌊m⌋ := [m−12 ] + 2.
Proof. We use a mathematical induction w.r.t. m. In (5.2), (5.3), (5.4) for m = 2, 3, 4,
we have already found the vectors a⌊2⌋, a⌊3⌋, a⌊4⌋ satisfying the assertion of Theorem.
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We suppose that the assertion of Theorem is true form ≤ k and we prove form = k+1.
Due to assumption of induction we have
T
(2)
n,k = a
⌊k⌋
1 Cn+1 − a
⌊k⌋
2 Cn + · · · + (−1)
⌊k⌋−1a
⌊k⌋
⌊k⌋Cn+2−⌊k⌋,
T
(2)
n−1,k−1 = a
⌊k−1⌋
1 Cn − a
⌊k−1⌋
2 Cn−1 + · · ·+ (−1)
⌊k−1⌋−1a
⌊k−1⌋
⌊k−1⌋Cn+1−⌊k−1⌋.
We know that if k = 2t then ⌊k + 1⌋ = t+ 2, ⌊k⌋ = ⌊k − 1⌋ = t+ 1 and
n+ 1− ⌊k − 1⌋ = n+ 2− ⌊k + 1⌋ = n− t,
and if k = 2t+ 1 then ⌊k + 1⌋ = ⌊k⌋ = t+ 2, ⌊k − 1⌋ = t+ 1 and
n+ 1− ⌊k − 1⌋ = n+ 2− ⌊k⌋ = n+ 2− ⌊k + 1⌋ = n− t.
Then, it follows from (5.7) that
T
(2)
n,k+1 = T
(2)
n,k − T
(2)
n−1,k−1
= a
⌊k+1⌋
1 Cn+1 − a
⌊k+1⌋
2 Cn + · · ·+ (−1)
l−1a
⌊k+1⌋
l Cn+2−l +
+ · · ·+ (−1)⌊k+1⌋−1a
⌊k+1⌋
⌊k+1⌋Cn+2−⌊k+1⌋,
where
a
⌊k+1⌋
1 = a
⌊k⌋
1 ,
a
⌊k+1⌋
2 = a
⌊k⌋
2 + a
⌊k−1⌋
1 ,
· · ·
a
⌊k+1⌋
l = a
⌊k⌋
l + a
⌊k−1⌋
l−1 , (5.8)
· · ·
a
⌊k+1⌋
⌊k+1⌋ =
{
a
⌊k⌋
⌊k⌋ + a
⌊k−1⌋
⌊k−1⌋, k = 2t+ 1
a
⌊k−1⌋
⌊k−1⌋, k = 2t.
Since a
⌊k⌋
i > 0 and a
⌊k−1⌋
j > 0 for any i = 1, ⌊k⌋ and j = 1, ⌊k − 1⌋, we have a
⌊k+1⌋
l > 0
for all l = 1, ⌊k + 1⌋. This completes the proof of Theorem.
Right now, we will try to find an explicit form of the vector
a⌊m⌋ =
(
a
⌊m⌋
1 ,−a
⌊m⌋
2 , · · · , (−1)
l−1a
⌊m⌋
l , · · · , (−1)
⌊m⌋−1a
⌊m⌋
⌊m⌋
)
for any m ≥ 3. We will call this vector as a generating vector of T
(2)
n,m.
Let us introduce the following notations for a given vector a(m) = (a1, · · · , am) ∈ R
m−1
a
(m)
↓ = (0, a
(m)) = (0, a
(m)
1 , · · · , a
(m)
m ),
a
(m)

=
{
(a(m), 0) ⌊m+ 1⌋ > ⌊m⌋
a(m) ⌊m+ 1⌋ = ⌊m⌋
here (a(m), 0) = (a
(m)
1 , · · · , a
(m)
m , 0) and ⌊m⌋ = [
m−1
2 ] + 2.
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Let
Tm =

1 0 0 0 · · · 0 0
−C0 1 0 0 · · · 0 0
−C1 −C0 1 0 · · · 0 0
−C2 −C1 −C0 1 · · · 0 0
· · · · · · · · · · · · · · · · · · · · ·
−Cm−3 −Cm−4 −Cm−5 −Cm−6 · · · 1 0
−Cm−2 −Cm−3 −Cm−4 −Cm−5 · · · −C0 1

be m×m matrix.
Theorem 5.3 Let a⌊m+1⌋ and a⌊m⌋ be the generating vectors of T
(2)
n,m+1 and T
(2)
n,m, respec-
tively. Then we have the following formula
a⌊m+1⌋ = T⌊m+1⌋a
⌊m⌋

(5.9)
where ⌊m⌋ = [m−12 ] + 2 and m ≥ 2.
Proof. We know that if a⌊m+1⌋, a⌊m⌋, a⌊m−1⌋ are the generating vectors of T
(2)
n,m+1, T
(2)
n,m,
T
(2)
n,m−1, respectively then it follows from (5.8) that
a⌊m+1⌋ = a
⌊m⌋

− a
⌊m−1⌋
↓ (5.10)
We use mathematical induction w.r.t. m ≥ 2 to prove the formula (5.9).
For m = 2, 3, the formula (5.9) is true. We suppose that the formula (5.9) is true for
m ≤ k and we prove for m = k+1. Here, it can be happened two case either ⌊k+1⌋ = ⌊k⌋
or ⌊k+ 1⌋ > ⌊k⌋. We will consider the first case, i.e. ⌊k +1⌋ = ⌊k⌋. Analogously, one can
show for the second case.
Since ⌊k + 1⌋ = ⌊k⌋ due to (5.10) we have
a⌊k+1⌋ = a
⌊k⌋

− a
⌊k−1⌋
↓ = a
⌊k⌋ − a
⌊k−1⌋
↓ . (5.11)
It follows from (5.11) and the assumption of induction that
a⌊k+1⌋ = T⌊k⌋a
⌊k−1⌋

− a
⌊k−1⌋
↓
= T⌊k⌋a
⌊k⌋

+ T⌊k⌋a
⌊k−1⌋

− T⌊k⌋a
⌊k⌋

− a
⌊k−1⌋
↓
= T⌊k⌋a
⌊k⌋

+ T⌊k⌋
(
a
⌊k−1⌋

− a
⌊k⌋

)
− a
⌊k−1⌋
↓ .
Since ⌊k + 1⌋ = ⌊k⌋ we have T⌊k+1⌋ = T⌊k⌋ and
a⌊k+1⌋ = T⌊k+1⌋a
⌊k⌋

+ T⌊k⌋
(
a
⌊k−1⌋

− a
⌊k⌋

)
− a
⌊k−1⌋
↓ .
Right now we want to show that
T⌊k⌋
(
a
⌊k−1⌋

− a
⌊k⌋

)
= a
⌊k−1⌋
↓
We know that ⌊k + 1⌋ = ⌊k⌋. Then a
⌊k⌋

= a⌊k⌋ and
a
⌊k−1⌋

− a
⌊k⌋

= a
⌊k−1⌋

− a⌊k⌋ = a
⌊k−2⌋
↓ .
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Since ⌊k − 1⌋ = ⌊k − 2⌋ due to assumption of induction we have
a⌊k−1⌋ = T⌊k−1⌋a
⌊k−2⌋

= T⌊k−1⌋a
⌊k−2⌋.
From the construction of T⌊k⌋ it follows immediately that
T⌊k⌋
(
a
⌊k−1⌋

− a
⌊k⌋

)
= T⌊k⌋a
⌊k−2⌋
↓ =
(
0,T⌊k−1⌋a
⌊k−2⌋
)
= a
⌊k−1⌋
↓ .
This completes the proof.
Analogously, using the estimation (4.11) of Catalan numbers, one finds the following
asymptotical estimation for T
(2)
n,m.
Corollary 5.1 The asymptotic estimation of T
(2)
n,m is given by
T (2)n,m = O(1)Cn−⌊m⌋+2 = O(1)
4n−⌊m⌋ + 2
(n − ⌊m⌋+ 2)3/2
,
where ⌊m⌋ = [m−12 ] + 2.
6 Conclusion
We obtained an exact formula for Fmn,m−2 and T
(2)
n,m as a linear combination of Catalan
numbers, where the coefficient does not depend on n. An estimate is then derived.
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