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a b s t r a c t
A general depth measure, based on the use of one-dimensional linear continuous
projections, is proposed. The applicability of this idea in different statistical setups
(including inference in functional data analysis, image analysis and classification) is
discussed. A special emphasis is made on the possible usefulness of this method in some
statistical problems where the data are elements of a Banach space.
The asymptotic properties of the empirical approximation of the proposed depth
measure are investigated. In particular, its asymptotic distribution is obtained through U-
statistics techniques. The practical aspects of these ideas are discussed through a small
simulation study and a real-data example.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The duality arguments, relying on real projections through linear continuous functionals, are a standard tool in the wide
field of probability theory in Banach spaces. While this projectionmethodology is not maybe so widespread in statistics, the
systematic use of one-dimensional projections in multivariate analysis began, at least, thirty years ago when the projection
pursuit techniques [13,14] became increasingly popular. See, e.g., [19] for a general account of this topic.
The recent emergence of functional data analysis (that is, the statistical methodology for the cases where the sample data
are functions; see, e.g., [12,28]) provides a huge fieldwithmany possibilities for the use of duality techniques. The purpose of
this paper is to explore the potential of duality techniqueswhen combinedwith another popular concept in statistics, namely
the notion of data depth. It iswell known that several versions of this concept have been used in different statistical problems
(including exploratory data analysis, outlier detection, robust estimation, classification and quality control) as a tool to rank
multivariate or functional observations. Two general references with a broad perspective on this topic are [24,36].
In fact, the idea of combining one-dimensional projections and data depth has been previously considered in different
papers; see [34,35] and the references therein. The novel aspect here is the potential applicability to infinite-dimensional
data (instead of focusing just on the classicalmultivariate situations) and the fact that in ourmethod the projection directions
are randomly chosen, along the lines suggested in [7,8].
However, other closely related approaches can be found in the literature. Chaudhuri [6] introduced a geometric notion of
quantiles for multivariate data. As pointed out by the author, his definition extends in a natural way when the observations
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lie in a Hilbert or a Banach space. Given h in the open unit ball of Rd, the geometric quantile Q̂n(h) corresponding to the
direction h and based on d-dimensional data points X1, . . . , Xn is defined as
Q̂n(h) = argmin
Q∈Rd
n∑
i=1
Φ(h, Xi − Q ),
whereΦ(h, x) = ‖x‖+〈h, x〉, and 〈., .〉 stands for the inner product on the space. In aHilbert space, this definition stillmakes
sense just using the corresponding inner product, while for Banach spaces, 〈h, x〉 should be replaced by f (x), where f is an
element of the dual space, as in our setting in this paper. This approach yields to a generalization of Kemperman’s notion [20]
of median to a definition of quantiles in Banach spaces. Another partially related measure of depth, which can be adapted to
the L1 framework, was introduced and studied by Vardi and Zhang [33] who provided also a fast, monotonically converging
algorithm for deriving the L1-median of a data cloud in Rd. Recently, the depth notions have been used successfully in
supervised learning problems Ghosh and Chaudhuri [15,16].
In the present paper we are interested in a general approach, whose basic ideas make sense in cases where not only the
sample data but also the target parameter are members of Banach spaces (not necessarily coincident). This is very much in
the spirit of the classical pioneering work on ‘‘abstract inference’’ by Grenander [17].
The practical aspects of our proposal (in particular, the combination of randomprojections and depth) have been recently
analyzed in [9] in the setting of functional data analysis where the performance of five different notions of depth are checked
through simulations and a real-data example.
In the present work we offer a broader perspective of this methodology, suggesting several fields of application and
establishing some theoretical properties.
The paper is organized as follows. The definition of the proposed depth, as well as some basic properties, are given in
Section 2. Some possible applications are discussed in Section 3. Several results concerning the asymptotic behavior of this
methodology are stated in Section 4. A small simulation study and a real-data example are discussed in Section 5. All the
proofs are given in Section 6.
2. Projections and depth: The basic framework
Let (Ω, A, P) be a probability space, and E a Banach space with a separable dual E∗ (therefore E is also separable) and let
X : Ω → E be a random element in E, with distribution P .
Given a probability measure P1 on R and u ∈ R, let D(P1, u) be a value indicating the depth of u with respect to P1.
Throughout this work we will use
D(P1, u) = F 1(u)(1− F 1(u−)), (1)
where F 1 is the cumulative distribution function associated to P1, which corresponds to the univariate version of the so-
called ‘‘simplicial depth’’ [23].
Other usual univariate depth notions could be used as well, including the ‘‘Tukey depth’’ DT (P1, u) = min{F 1(u), 1 −
F 1(u−)}. It can be seen that, if F 1 is continuous, both univariate depths (Tukey’s and (1)) are equivalent in the sense that they
are functionally linked so that the respectivemedians, that is the ‘‘respective deepest points’’ (as well as the other associated
order statistics) coincide.
We define the integrated dual depth (IDD) as
D(P, x) =
∫
D(Pf , f (x))dQ (f ) (2)
where f ∈ E∗, x ∈ E, and Pf = Pf (X) is the univariate distribution of the random variable f (X) and Q stands for a given
probability measure on E∗ (or on the unit ball in E∗). For example, in the infinite-dimensional case Q could be chosen as a
non-degenerate Gaussian measure. If E is finite-dimensional, we could also take Q as the uniform distribution on the unit
sphere (Haarmeasure). Provided that no confusion arises, wewill keep the slight abuse of notation in (2) as the same symbol
D is used both for the univariate depth and for the integrated version.
The ‘‘median’’ associated with (2) will be the population deepest element defined by
x0 = argmax
x∈E
D(P, x). (3)
Again note that the equivalence between the univariate depths (1) andDT entails that for each x0 ∈ E and f ∈ E∗ the level
sets {x : D(Pf , f (x)) = D(Pf , f (x0))} and {x : DT (Pf , f (x)) = DT (Pf , f (x0))} coincide, whenever the distribution function of
f (X) is continuous at f (x0). This in turn implies the same property for the respective level sets defined via the integrated
depths, provided that Q is concentrated on those f such that f (X) has a continuous distribution.
In the case that E is a Hilbert space H, the usual isometry between H and its dual H∗ ensures that Q may be seen also as
a probability defined on the space H and
D(P, x) =
∫
D(Ph, 〈h, x〉)dQ (h) (4)
for h ∈ H, x ∈ H, where Ph denotes the projection of P on the direction h, i.e. the (univariate) distribution of 〈h, X〉.
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This definition admits of a natural empirical version, useful for statistical purposes: Given X1, . . . , Xn independent
identically distributed (iid) random elements in E with distribution P , let Pn stand for the empirical distribution. Denote
by Pn,f the empirical distribution of the random variables f (X1), . . . , f (Xn). We define the empirical IDD as
D(Pn, x) =
∫
D(Pn,f , f (x))dQ (f ), (5)
and the ‘‘sample median’’ (sample deepest point) as
x̂0,n := x̂0 = argmax
x∈E
D(Pn, x). (6)
In practice, in order to approximate the empirical depth (5) we select f1, . . . , fN ∈ E∗, iid random elements with distribution
Q , independently of X1, . . . , Xn and calculate
D˜(Pn, x) = 1N
N∑
j=1
D(Pn,fj , fj(x)). (7)
A simple way to approximate the estimator (6) (which can be used as a starting point in an iterative process) is to restrict
the search to the support of the empirical measure, i.e. to look for the deepest sample element x˜0 defined by
D˜(Pn, x˜0) = max{D˜(Pn, X1), . . . , D˜(Pn, Xn)}. (8)
Serfling [30] (see also [36]) suggests a list of desirable properties of a depth function D(P, x) in the finite-dimensional
setup—among others, affine invariance, maximality at center, symmetry, vanishing at infinity, continuity as a function of
x, continuity as a functional of P . In a general setting, most of these properties remain desirable, although some have to
be redefined. For instance, the group G for which the invariance property is attained must be the adequate for the kind of
parameter we are considering. If the measure Q in the definition of the depth (4) is the Haar measure corresponding to the
group of transformations G in which we are interested, then our depth measure will be invariant with respect to that group.
We next briefly discuss to what extent our depth measure (4) fulfills these desirable properties. We restrict ourselves to the
finite-dimensional case.
(i) Affine invariance: D(P, x) is independent of the coordinate system.
In the d-dimensional case if A represents a non-singular linear transformation inRd and PAX denotes the distribution
of AX , property (i) in its most general version would amount to D(PAX , Ax) = D(P, x). This is not true in general
for our data depth measure, which could suggest the interest of a prestandardization of the data in many practical
applications. However, we can establish a more restrictive, but still interesting, version of this invariance property. For
example, if we choose the measure Q as the Haar measure (the uniform) on the unit sphere, our definition of depth is
independent of orthogonal coordinate systems. More precisely, it will be invariant with respect to transformations that
are proportional to orthogonal transformations and translations, just as the spatial depth. Indeed, since D(Pf , f (x)) =
P(f (X) ≤ f (x)) (1− P(f (X) < f (x))), if A is an orthogonal transformation and Q1 stands for the probability law of
h = f ◦ Awe have
D(PAX , Ax) =
∫
D(Pf (AX), f (Ax))dQ (f ) =
∫
D(Ph(X), h(x))dQ1(h).
If Q is the Haar measure on the unit sphere, then Q = Q1 and the equality D(PAX , Ax) = D(P, x) follows.
Likewise, the invariance property with respect to translations and changes of scale can be easily established.
As is well known, in the infinite-dimensional case there is no uniform distribution on the sphere. However, in an
infinite-dimensional location problem at least the natural invariance property with respect to translations and changes
of scale could be established for our depth notion.
(ii) Maximality at the center: If P is symmetric about θ in some sense, then D(P, x) is maximal at this point.
This will be typically the case when X − θ has the same (continuous) distribution as θ − X . In that case P(f (X) ≤
f (θ)) = P(f (X) ≥ f (θ)) = 1/2 and every D(Pf , f (x)) is maximized at θ .
(iii) Vanishing at infinity: D(P, x)→ 0 as ‖x‖ → ∞.
This is established in the following result whose proof is given in Section 6.
Theorem 1. Assume that
lim
→0 R() = 0 (9)
where R() = sup‖u‖=1 Q {f : |f (u)| ≤ }. Then
lim‖x‖→∞D(P, x) = 0.
Note that in the finite-dimensional case the uniform distribution on the unit sphere fulfills (9).
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(iv) Continuity of D(P, x) as a function of x.
If Pf has a continuous distribution D(Pf , f (x))would be continuous as a function of x. Then, if we assume that Pf has
a continuous distribution for almost every f , property (iv) would hold for D(P, x) as a consequence of the dominated
convergence theorem.
(v) Continuity of D(P, x) as a functional of P .
This is also a consequence of the dominated convergence theorem, and the continuity of D(Pf , f (x)) as a functional
of Pf , since if Pk tends (in weak sense) to P as k→∞, then Pkf tends to Pf for any f .
3. Some examples
Our purpose here is to exhibit a number of examples, with interesting practical applications, in which the above method
can be used. In all of them the sample data and/or the target parameter are members of a general space, not necessarily
a Hilbert space. In some sense, the purpose of these examples is to show that the fact of considering the wide framework
of Banach spaces is motivated by practical considerations, not just by a mere purpose of generality. An additional simple
example, concerning a finite-dimensional problem with ‘‘compositional data’’, is discussed in some detail in Section 5. As
we will see, in this case the non-Hilbertian L1-norm ‖x‖1 =∑ |xi| is more suitable than the usual Euclidean norm since the
compositional data take values in the ‘‘positive’’ side of the boundary of the L1-unit ball.
3.1. The location functional problem
Suppose that we are interested in the mean function m(t) = E(X(t)) of a L2 stochastic process X (i.e. E‖X‖2 < ∞)
with trajectories in L2[0, 1]. The obvious estimator of m from a random sample X1(t), . . . , Xn(t) of X is the sample mean
X¯(t). However, if we are looking for a robust alternative, we could think of considering the sample median obtained in (6).
Depending on the applications in mind, we could replace the space L2[0, 1] by C[0, 1], the space of continuous functions
endowedwith the supremummetric. By the way, this example shows the interest of considering the general case of Banach
(non-Hilbert) spaces.
This idea of analyzing different estimates for the mean function has been further explored, from the practical point of
view (simulations, real-data examples, numerical approximations, . . . ) in [9].
3.2. Covariance operators
In the setup of the above example, let us suppose (in order to simplify the notation) thatm(t) ≡ 0, and that X = X(t) is
an L2 processwith trajectories in the space L2[0, 1]. The covariance function K(s, t) = Cov(X(s), X(t)) defines the associated
(linear) covariance operator y 7→ Sy given by Sy(t) = ∫ 10 K(s, t)y(s)ds. If we further assume that ∫ 10 ∫ 10 K(s, t)2dsdt < ∞,
S is a Hilbert–Schmidt operator. If we are interested in estimating S from a random sample of trajectories, we should
consider the natural Hilbert–Schmidt spaceF where this operator lives, endowedwith the inner product given by 〈S1, S2〉 =
trace (S1S2) =∑∞i=1〈S1ej, S2ej〉, where {ej : j ≥ 1} is any orthogonal basis of L2[0, 1].
Thus the sample observations X1, . . . , Xn belong to the space L2[0, 1] and the ‘‘parameter’’ S to be estimated is a member
of the space of operators. Again, we have a natural ‘‘plug-in’’ estimator for S, defined by
(̂Sy)(t) =
∫ 1
0
K̂(s, t)y(s)ds = 1
n
n∑
i=1
Wiy(t),
where
K̂(s, t) = 1
n
n∑
i=1
Xi(t)Xi(s), and (Wiy)(t) =
∫ 1
0
Xi(t)Xi(s)y(s)ds.
Therefore this plug-in estimate of S is in fact an average of an iid sample of random elements W1, . . . ,Wn taking
values in the operators space. Note that the consistency on the norm of that space will imply the convergence of the
respective eigenvalues and eigenfunctions. Again, the projection-depth methodology provides an alternative estimator
whose properties (especially those concerning robustness) could be compared with those of the plug-in alternative.
3.3. Image analysis
The family of functions
I = {f ∈ L1(R2) : 0 ≤ f ≤ 1, and f has compact support}
can be identified with the set of two-dimensional images in gray-scale. Thus, the set of black-and-white images I0 ⊂ I
corresponds to the indicator functions of compact sets.
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Suppose that we have random deformed copies X1, . . . , Xn (with values in I) of a given image and we want to estimate
this image. In order to give a mathematical model we can consider that the Xi are independent observations of a random
element X : (Ω,A, P) with values in I. Then, we could think that the Xi are deformed copies of an ‘‘ideal image’’ given by
the Bochner integral
∫
Ω
XdPwhich can be estimated from the sample.
This model has a number of practical problems. For example, if we are dealing with black-and-white images, that is X
takes values in I0 the Bochner integral is not a useful tool, as the Bochner expectation of a I0-valued random element does
not belong, in general to I0.
A further possibility is to replace I0-valued random elements with random sets (see, e.g., [27]), that is, random variables
taking values in the space of compact non-empty sets in Rd. Note however that the usual notion of average in this setup
is not useful for image analysis purposes since it is defined in terms of the so-called Aumann expectation, which always
provides a convex set as the expected value of any random set.
On the contrary, the projection-depth approach outlined in Section 2 suggests a plausible alternative since it does not
suffer from these drawbacks: If we assume that the ‘‘population deepest element’’ defined in (3) is a suitable target, we could
use the estimator (6), which is always a member of the space of admissible images, in order to empirically select the most
representative image.
Let us finally mention that the theory of random sets provides other (maybe less known) notions of expectation, which
do not necessarily provide a convex expectation and therefore could be also useful for image analysis purposes. This is the
case of the ‘‘distance average’’; see [3,26].
3.4. Supervised classification
The classical problem of binary classification can be established as follows: Let (X, Y ) be such that X is a random element
with values in the separable Banach space E (typically a function space) and Y is a random variable with values in {0, 1} that
indicates themembership of the individual to the population 0 or 1, where the distribution of X is P (0) and P (1), respectively.
The purpose of binary supervised classification, also called discriminant analysis, is to predict the value of the membership
variable Y in an individual from which only the covariable X has been observed. The available information is given for a
training sample (Xi, Yi), i = 1, . . . , n corresponding to randomly chosen individuals whose values Yi are observed with no
error.
This problemhas been extensively studied, especially in the finite-dimensional caseE = Rd. The book by Devroye, Györfi
and Lugosi [11] is maybe the most complete reference on the theoretical aspects of this important problem.
It is not difficult to see [11, p. 10] that the optimal classification rule (in the sense of minimizing the misclassification
probability) for a new coming observation with X = x is given by
g∗(x) =
{
1 if E(Y |X = x) > 1/2
0 otherwise. (10)
In the case E = Rd, we may often assume that the variable X has a Lebesgue density of the form f (x) = (1 − p)f0(x) +
pf1(x), where f0, f1 are density functions and p represents the prior probability of membership to the population 1. Then,
condition (10) reduces to
g∗(x) =
{
1 if pf1(x) > (1− p)f0(x)
0 otherwise. (11)
In the search for a suitable analog of (11) in the infinite-dimensional case, we come up against the lack of natural density
functions f0 and f1 to easily represent the distributions of X conditional to Y = 0 and Y = 1, respectively. Nevertheless, we
could give an approximated smooth version of this by replacing the densities by probabilities of -balls centered at x.
g∗∗(x) =
{
1 if pP (1)(B(x, )) > (1− p)P (0)(B(x, ))
0 otherwise. (12)
The kernel and k-NN rules (see, e.g., [12]) can be seen as empirical approximations to (12).
The general depth measures proposed here provide a further approach to define a new type of classifiers based on the
simple idea of assigning the observation x to the population where it is more deeply placed, that is
g(x) =
{
1 if D(P (1), x) > D(P (0), x)
0 otherwise. (13)
See [9] and the references therein.
In practice, the depth functions in (13) will be replaced by their empirical versions defined by (5) and these can be in turn
approximated via Monte Carlo, as indicated in (7).
758 A. Cuevas, R. Fraiman / Journal of Multivariate Analysis 100 (2009) 753–766
4. Asymptotics
In this section we establish some basic results, regarding mainly the asymptotic behavior of the empirical depth. All the
proofs are given in the final section. Throughout this section, E denotes a Banach space with a separable dual E∗ though,
is some cases (Th. 3 (a)), we restrict ourselves to finite-dimensional E. The basic definitions and the notation are those
established in (1)–(6).
Our first result concerns the uniform convergence of the empirical depth towards its population counterpart.
Theorem 2. Let {Xj : j ≥ 1} be a sequence of iid random elements with values in E. We have,
E
(
sup
P∈P
sup
x∈E
|D(Pn, x)− D(P, x)|
)
→ 0 as n→∞, (14)
where P denotes the space of all probability distributions on E. In particular,
sup
x∈E
|D(Pn, x)− D(P, x)| → 0, in probability uniformly in P.
The statistical consequences of Theorem 1 in estimation and classification (see Sections 3.1 and 3.4) are pointed out in
the conclusions (a) and (b) of the following result.
Theorem 3. (a) Let us now assume that E = Rd and that Q fulfills the assumption (9) made in Theorem 1. If the population
deepest point x0, defined in (3), is unique and D(P, x) is continuous at x0, then x̂0,n → x0, in probability, as n→∞, where
x̂0,n denotes the sample deepest point defined in (6).
(b) Let g and gn denote, respectively, the depth-based classification rule defined in (12) and its empirical version obtained by
replacing the population depth measures D(P (1), x) and D(P (0), x) by their sampling estimates defined in (5). Assume that the
border set {x : D(P (1), x) = D(P (0), x)} has probability 0 under both P (0) and P (1). Then we have that
Ln → L, in probability as n→∞
where Ln and L denote respectively the error probabilities P (gn(X) 6= Y ) and P (g(X) 6= Y ).
In the infinite-dimensional case, under the assumptions given in (a) we can only ensure that the sequence ‖̂x0,n‖ is
bounded in probability. Moreover, it can be proved that if x̂0,n converges in probability to some element y ∈ E, then
y = x0. For general spaces, even for themaximum likelihood estimate, further assumptions are needed (besides the uniform
convergence) to ensure the consistency of the estimator. See for instance Huber [18] where it is assumed that the estimate
is eventually in a compact set, in order to prove the convergence. This would also be the case in Theorem 3(a) for infinite-
dimensional spaces.
The following result has to do with the asymptotic distribution of D(Pn, x) as an estimate of D(P, x).
Theorem 4. Let {Xj : j ≥ 1} be a sequence of iid random elements with values in E. Given x ∈ E, assume that for almost all f the
distribution function of f (X) is continuous at f (x).
(a) Assume that the support of the distribution PX of X is E and that x ∈ E is such that
Q
({
f : P(f (X) ≤ f (x)) = 1
2
})
< 1. (15)
Then,
σ 2 =
∫ ∫ (
pff ′ − pf pf ′
) (
1− 2pf − 2pf ′ + 4pf pf ′
)
dQ (f )dQ (f ′) > 0,
where pff ′ = P(f (X) ≤ f (x), f ′(X) ≤ f ′(x)), pf = P(f (X) ≤ f (x)) and pf ′ = P(f ′(X) ≤ f ′(x)),
and
√
n(D(Pn, x)− D(P, x)) −→ N(0, σ ),
weakly as n → ∞, that is, the sequence Dn = √n(D(Pn, x) − D(P, x)) is asymptotically normally distributed with mean zero
and variance σ 2. Moreover, the following Berry–Esseen bound holds,
sup
t
|P(Dn ≤ t)− Φ(t)| ≤ Cvσ−3n−1/2 (16)
whereΦ denotes the standard Gaussian distribution function, v is a constant dependent on P and C is a universal constant.
(b) If x is such that σ 2 = 0, and
Q ({f : 0 < P(f (X) ≤ f (x)) < 1}) > 0
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wehave that n(D(Pn, x)−D(P, x)) convergesweakly to a randomvariable ξ whose distribution is theWiener chaos, i.e. aweighted
sum of independent, centered χ21 random variables. To be more precise,
ξ =
∞∑
j=1
λj(Z2j − 1),
where the random variables Zj : j ≥ 1 are standard normal iid random variables, and the coefficients λj are the eigenvalues of the
linear operator T associated with a kernel h(x, y) to be specified in the proof.
Note that condition (15) typically fails when x = x0 is the ‘‘projection depth median’’ since in this case, under some
conditions of symmetry on P , we should have pf = 1/2 almost surely. Then we would have σ 2 = 0 (so Theorem 3 (b)
applies) and the convergence of the empirical depth functional to its population counterpart will be faster (at a rate n instead
of
√
n) than that obtained in part (a). However, paradoxically, a slower convergence rate of x̂0,n towards x0,n is to be expected.
The reason is that D(P, x)will be typically ‘‘flat’’ near x0 so that the estimate x0,n could be relatively far away from x0 though
D(Pn, x) and D(P, x) are very close to each other. A similar phenomenon arises in the finite-dimensional problems where
a location-type estimate is defined as the maximizer of an empirical approximation to some population functional see,
e.g.[21], Theorem 1.1.
Our last theorem provides a theoretical basis for the use of one-dimensional projections. Cuesta-Albertos, Fraiman and
Ransford [8, Theorem 4.1] have shown a similar result in the framework of Hilbert spaces. We here generalize this result
to a broader setup of Banach spaces. Roughly speaking, the following theorem establishes that, under mild assumptions, a
distribution in a Banach space is uniquely determined by the distribution of its one-dimensional projection along a randomly
chosendirection. This canbe seen as a generalization of the classicalWold theorem. In away, this result provides a theoretical
motivation for the use of dual procedures in the statistical methodology with Banach spaces.
Let P,M be two probabilities on E. Define the set
E(P,M) := {f ∈ E∗ : Pf = Mf },
and consider a non-degenerate Gaussian random elementW on E∗.
A crucial element in the proof of Theorem 5 is the well-known result (see for instance Proposition 3.6 Ledoux and
Talagrand, page 64) establishing that a Gaussian elementW has the same distribution as∑
i
Gifi,
for some sequence {fi : i ≥ 1} in E∗, where the series converges a.s. and the sequence {Gi : i ≥ 1} are iid standard normal
random variables.
Theorem 5. Let E be a Banach space with separable dual spaceE∗, and let µ be a non-degenerate Gaussianmeasure onE∗ whose
distribution coincides with that of
∑
i Gifi, where fi ∈ E∗ with
∑
i ‖fi‖2 <∞ and the Gi iid standard normal random variables.
Let P,M be Borel probability measures on E. Assume that:
(i) The absolute moments mn =
∫ ‖x‖ndP(x) are finite with∑n≥1m−1/nn = ∞.
(ii) The set E(P,M) is of positive µ-measure.
Then P = M.
The assumption
∑
n≥1m
−1/n
n = ∞ is often called Carleman’s condition. It is known to play a crucial role in the problem of
moments. See e.g. [31].
5. Practical aspects. A case-study
While the main emphasis of this work is not on the specific developments of case-studies and Monte Carlo experiments,
it is clear that at least some partial comparisons and some discussion of practical aspects could greatly contribute to fix
ideas and provide useful insights. As mentioned in the introduction, the paper by Cuevas, Febrero and Fraiman [9] could
be seen as a first partial attempt to assess the performance of the methodology based on integrated random projections
(denoted above by IDD) to estimation and supervised classification problems in multivariate and functional frameworks. In
fact, different versions of the random projection method are used in that paper; two of them consider projections in two
steps (involving also the derivatives as well as the functions). That study did not aim, by any means, to be complete and the
results were not conclusive. Themain target was to present a few depth-basedmethods and to show, at an exploratory data
level, how they could work in practice. The IDD procedure is used in [9] in an empirical version, based on the average over
N = 50 random directions, as indicated above in (7) and (8). In any case, the basic idea of averaging random projections
looked interesting enough to motivate the present work in the line of developing the underlying mathematical theory.
We now provide some additional comparisons regarding the behavior of the IDD procedure in problems of classification
(four models are considered) and estimation (under two sampling models) as well as in a real-data example. All the
considered examples are finite-dimensional.
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Table 1
Average cross-validated proportions of misclassified observations in Examples 1–4
Example 1 Example 2 Example 3 Example 4
Linear .327, .330, .324 .068, .067, .068 .407, .379, .434 .357, .311, .403
k-NN .401, .405, .396 .089, .089, .088 .402, .292, .512 .316, .182, .450
IDD .339, .329, .349 .067, .064, .070 .461, .881, .041 .463, .911, .014
Table 2
Average mean errors (over 50 runs) of the considered estimators
Mean L1-median IDD-median IDD-trimmed mean
Model 1 .2536 .6477 .6488 .2929
Model 2 1.0210 .7840 .7512 .3325
5.1. The IDD-based classifiers in four simulated examples
We provide here the results of a small simulation study just to give a tentative idea of the performance of the IDD
method in a few simple classification problems (see Section 3.4). Assume that the observed variable X takes values in R4
and the distribution P (0) of X in the population 0 is N(µ0,Σ0) where, as usual, µ0 denotes the vector of means and Σ0 is
the covariance matrix. Likewise assume that the distribution P (1) of X in the population 1 is N(µ1,Σ1). In the examples
below, the values of µ0, µ1, Σ0 and Σ1 are, respectively: µ0 = (0, 0, 0, 0), µ1 = (0.5, 0.5, 0.5, 0.5), Σ0 = Σ1 = I ,
the identity matrix (Example 1), µ0 = (−0.75,−0.75,−0.75,−0.75), µ1 = (0.75, 0.75, 0.75, 0.75), Σ0 = Σ1 = I
(Example 2), µ0 = (0, 0, 0, 0), µ1 = (0.35, 0.35, 0.35, 0.35), Σ0 = I , Σ1 = 2I (Example 3) and µ0 = (0, 0, 0, 0),
µ1 = (0.5, 0.5, 0.5, 0.5),Σ0 = I ,Σ1 = 3I (Example 4).
Thus, in short,we have twohomoscedastic examples (1 and 2)with different degrees of difficulty and twoheteroscedastic
cases.
Table 1 shows the average cross-validation errors obtained by classifying (with a leave-one-out procedure) the
observations in two simulated ‘‘training’’ samples of sizes n0 = n1 = 50, drawn from N(µ0,Σ0) and N(µ1,Σ1). The
averages are based on 50 independent runs.
The IDD discrimination procedure, as described at the end of Section 3, has been used in these examples. The empirical
approximation (7) is based on N = 1000 random directions which are generated from standard normal observations
in R4 divided by their L1-norms. Two classical discrimination methods have been considered for comparison: Fisher’s
linear discriminant and the ‘‘k nearest neighbors’’ nonparametric classifier (k-NN), with k = 3; see e.g., [11] for details
of these methods. The three numbers in each cell represent, respectively, the averages (over 50 runs) of the cross-validated
proportions of elements erroneously classified among the 100 observations of whole data set and in the 50 observations
from P (0) and P (1), respectively. The results are rounded-off to the third decimal place.
In the homoscedastic examples 1 and 2 all three classifiers show a similar performance with a remarkable behavior
of IDD, whose error rates are very similar to those of Fisher’s linear method (which is known to be optimal in the normal
homoscedastic case). The heteroscedastic Examples 3 and 4 are intrinsicallymore difficult. So the observedmisclassification
rates are considerable in all cases though the nonparametric k-NN classifier shows the best performance in the ‘‘really
difficult’’ Example 4. The error rates of the IDD method are too high from the point of view of a reliable classification but its
strong asymmetry (as the error rate is pretty low in those observations coming from the ‘‘more disperse’’ population) could
be seen as an indication of the heteroscedasticity in the underlying model.
5.2. The IDD-based location estimators
In this case we consider two models: The first one (Model 1) is based on samples of size n = 50 from the standard
normal in R4. The samples from Model 2 coincide with those of the previous model except for the last five observations
which are replacedwith ‘‘outlying observations’’ coming fromaGaussian distributionwithmeans vector (5, 5, 5, 5) and unit
covariancematrix. Table 2 shows the average Euclidean distances (over 50 runs) between the location centerµ = (0, 0, 0, 0)
and the following four estimates: First, the mean, that is the vector of sample means. Second the L1-median, defined as the
minimizer over the n the sample observations of the sum of the L1-distances from every observation to the remaining
ones; this estimator is closely related to the so-called spatial median (see, e.g., [32]) but we take the minimum just on
the sample points rather than on the whole space. Third, the IDD-median, obtained by using (8) with N = 1000. Finally,
the IDD-trimmed mean, defined as the average of the 40 deepest observations (thus the trimming proportion is 20%).
In all cases, the random directions required to implement the IDD estimator are generated as indicated in the above
subsection.
The results for these simulated data show a coincidence between both considered medians (which are in both cases
quite robust against the outliers) and a good performance of the IDD-trimmed mean (which is only slightly affected by the
presence of outliers).
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Table 3
Cross-validated proportions of misclassified observations in the data sets ClamEast and ClamWest
Global ClamEast ClamWest
k-NN .2 .15 .25
kernel .175 .35 0
IDD .15 .15 .15
5.3. An example with real data
We now discuss a real-data example based on two data sets which are available, under the file names ClamEast and
ClamWest, respectively, from the R-package compositions; see [1,4].
These data concern the color and size of 40 randomly chosen clam colonies, 20 from the East Bay and 20 from the West
Bay. For each colony the considered variables are x1 = portion of dark large clams, x2 = portion of dark medium clams,
x3 = portion of dark small clams, x4 = portion of light large clams, x5 = portion of light medium clams, x6 =
portion of light small clams.
We are dealing with an example of the so-called ‘‘compositional data’’ since, for each datum,
∑
xi = 1, xi ≥ 0. The
statistical treatment of this kind of data hasmotivated a considerable attention in recent years (see, e.g., [2]). For our purposes
it is interesting to note that the compositional data can be viewed as elements of the border in the ‘‘unit simplex’’ of the
finite-dimensional Euclidean space endowed with the L1-norm, ‖x‖1 =∑ |xi|. Therefore, they provide an example, maybe
the simplest one, of a situation where we are facing a problem where the data come from a Banach (not Hilbert) space.
We have used, from different points of view, the random projections methodology to carry out an exploratory data
analysis of these data. The results and conclusions are as follows.
(a) Calculation of the deepest data (medians) and the most external data: This is a first obvious use of any data depth
measure. The ‘‘IDD-medians’’ of the data sets ClamEast and ClamWest can be calculated using (8). They are, respectively,
the observations 18th and 10th in these data files, that is (rounding to the fourth decimal)
IDD.medE = (.1853, .1532, .1088, .1556, .1915, 0.2056),
IDD.medW = (.0952, .1220, .1967, .1748, .1618, 0.2496).
The use of Tukey’s depth, instead of (1), in the integrand of (2) leads to the same output. The L1-medians coincide also in
both cases with these results.
In a similar way we can get the ‘‘most external observations’’ in each data set by maximizing the respective IDD depths.
They are the observations 17th and 8th, respectively. Again the same result is obtained if Tukey’s depth is used for the
univariate projections. As we did with the medians, we could compare these results with the alternative ‘‘most external’’
observations obtained by maximizing the sum of L1-deviations to the remaining observations; they coincide with the
observations 11th and 8th, respectively, in ClamEast and ClamWest.
In short, only one discrepancy has been observed concerning the most external point in the ClamEast data set.
(b) A homogeneity test
The fact that, as a consequence of Theorem 5, the distributions of compositional data are also determined by those of the
one-dimensional projections, allow us to implement a homogeneity test for the null hypothesis that the random variable
x = (x1, . . . , x6) has the same distribution in both populations, East Bay andWest Bay. The basic idea behind this test is very
simple. The data in both samples are projected along one randomly chosen direction. We thus have two one-dimensional
samples with the same sizes of the original sample data. Then, a standard homogeneity test, as for example the classical
nonparametric test based on the two-sample Kolmogorov–Smirnov statistic, can be used on the projected samples. This
procedure can be repeated for k independent random directions and the individual p-values of the k resulting tests can be
combined via Bonferroni inequality, which amounts to reject the null hypothesis, at a level α, when the minimum p-value
of the k tests is smaller than α/k.
We have used this method with the data ClamEast and ClamWest, for k = 1, 2, 3, 4. In all cases, the null hypothesis of
homogeneity in both populations is rejected at a significance level 0.05. Note that in this case the integrated depth is not in
fact needed. Just the random projections are used. See [10] for more details on this type of tests.
(c) Cross-validated classification errors with different methods
Table 3 provides the cross-validated proportions of misclassified observations in the whole data set and in the samples
ClamEast and ClamWest, respectively, using different classifiers, namely the k-NN method with k = 3, the kernel method
(given by the function kda in the R-package ks) and the IDD method based on the depth (7) with N = 1000.
These results show a remarkable discrimination capacity of the IDD method for these data sets.
Wehave used here the kernelmethod instead of the linear Fisher’s classifier as this is not suitable (unless somedimension
reduction technique is used) when collinearity is present in the observations.
5.4. Some concluding remarks
Much more research is needed if the IDD methodology is to be used as an additional tool in the statistical analysis.
Nevertheless, as a provisional balance of the above discussion, we could highlight the following ideas:
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(a) IDD is mostly aimed for use in some non-standard settings, where some classical methods are not suitable, either for
the failure of the required assumptions or for the excessive computational burden. This is the case in the field functional
data analysis or in high-dimensional problems where collinearity is usually present.
(b) The IDD methodology should be understood as a general flexible procedure for exploratory data analysis. In the
mentioned paper [9] it is used for estimation or classification purposes, but other exploratory aims (including visualization
and clustering) oriented to a better understanding of the data could also be achieved through the IDD method.
(c) The IDDmethodology bears some resemblancewith bootstrap procedures. In both cases some additional randomness
is incorporated to the analysis (via resampling in the bootstrap case, via randomly chosen direction in IDD). Likewise, in both
cases there is a frequent need to use empirical approximations in order to handle the extra randomness: Thus, the bootstrap
distribution of a statistic (used as an approximation to the true sampling distribution)must often be in turn approximated by
drawing a number of artificial samples. In the case of IDD, the ‘‘true’’ integrated depth can (and usually must) be empirically
estimated by using (7) and (8). As a consequence, the results of the IDD-based procedures for a given set of data (as those of
the bootstrap-based methods in similar situations) are random since they depend on the chosen directions. Note however
that this randomness can be controlled by increasing the number N of projection directions used in (7).
(d) The supervised classification (or discrimination) methods based on the use of integrated depths will fail when one
of the populations under study (say P (1)) has much more variability than the other population (say P (0)) considered in the
problem, in such a way that P (0) is, in some sense, ‘‘almost inside’’ P (1). In these cases, which are typically difficult for depth-
based procedures, the use of IDDmethodology can be still of some interest as a diagnostic tool since the partial ‘‘inclusion’’ of
one population inside the other one can be realized through the strong asymmetry of the cross-validation estimators of the
classification errors. The discussion above provides some examples. Once the problem has been diagnosed, more suitable
classification methods, for example of k-NN type, could be used.
(e) There is some room for research on different variants of the IDD methods by exploring their performance when the
univariate depth (1) is replaced with another one (for example, Tukey’s depth) or even when bivariate projections are used,
instead of dual (univariate) functionals; see [9] for some preliminary proposals.
6. Proofs
Proof of Theorem 1. Take  > 0, and x 6= 0.
D(P, x) ≤
∫
min{P(f (X) ≥ f (x)), P(f (X) ≤ f (x))}dQ (f )
≤
∫
I{f :|f
(
x
‖x‖
)
|≤}dQ (f )+
∫
I{f :|f
(
x
‖x‖
)
|>,f (x)>0}P(f (X) ≥ f (x))dQ (f )
+
∫
I{f :|f
(
x
‖x‖
)
|>,f (x)≤0}P(f (X) ≤ f (x))dQ (f )
≤ R()+
∫
I{f :|f
(
x
‖x‖
)
|>,f (x)>0}P
(
f (X) ≥ ‖x‖f
(
x
‖x‖
))
dQ (f )
+
∫
I{f :|f
(
x
‖x‖
)
|>,f (x)≤0}P
(
f (X) ≤ ‖x‖f
(
x
‖x‖
))
dQ (f )
Now, letting ‖x‖ → ∞ we get from the dominated convergence theorem lim sup‖x‖→∞ D(P, x) ≤ R() and the result
follows letting  → 0. 
Proof of Theorem 2. Recall that if Pf denotes the univariate distribution of the projection f (X) and F is the corresponding
cumulative distribution function, the univariate depth D(Pf , f (X)) = P(f (X) ≤ f (x))(1− P(f (X) < f (x))) is approximated
empirically byD(Pn,f , f (x)) = Fn(f (x))(1−Fn(f (x)−)), where Fn is the empirical distribution associatedwith the real sample
f (X1), . . . , f (Xn).
We know, from the Dvoretzky–Kiefer–Wolfowitz inequality, [25], that
P
(
sup
u
|Fn(u)− F(u)| > 
)
≤ 2 exp(−2n2), (17)
and this bound holds uniformly on F . Then denote by F the distribution function of f (x), let Fn be the corresponding empirical
and G = P(f (X) ≤ f (x)), G− = P(f (X) < f (x))Gn = Fn(f (x)), G−n = Fn(f (x)−). Now, since
|D(Pn,f , f (x))− D(Pf , f (x))| = |Gn(1− G−n )− G(1− G−)|
= |(Gn − G)+ G−(G− Gn)+ Gn(G− − G−n )|
≤ 3 sup
u
|Fn(u)− F(u)|
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inequality (17) entails
sup
P∈P
E
(
sup
x∈E
|D(Pn,f , f (x))− D(Pf , f (x))|
)
→ 0.
Then, conclusion (14) follows directly from the dominated convergence theorem. 
Proof of Theorem 3. (a) In Theorem 2 we have shown that
∆n = sup
x∈E
|D(Pn, x)− D(P, x)| → 0,
in probability as n→∞. According to a well-known characterization of convergence in probability this is equivalent to the
following property: Every subsequence {∆nk} of {∆n} contains a further subsequence (that we will denote also by {∆nk})
such that∆nk → 0, almost surely, as k→∞. Now since, from Theorem 1, lim‖x‖→∞ D(P, x) = 0,we get x̂0,nk → x0 almost
surely, as k→∞; this follows from a straightforward reasoning involving the uniform convergence, the uniqueness of x0,
the continuity of D(P, x) at x0 and the compactness (in the finite-dimensional case) of any closed ball centered at x0. This
leads to the desired conclusion, using again the subsequence argument on the sequence {̂x0,n}.
(b) Take x such that D(P (1), x) > D(P (0), x). From Theorem 2, D(P (i)n , x) → D(P (i), x), in probability, as n → ∞, for
i = 0, 1. Then, there exists a subsequence such that D(P (i)nk , x)→ D(P (i), x), almost surely, as k→∞, for i = 0, 1. Therefore
gnk(x) → g(x) almost surely as n → ∞. This implies (gnk(X), Y ) → (g(X), Y ), almost surely, as k → ∞. Therefore, if we
denote B = {(0, 1), (1, 0)}, the inverse images Ank = (gnk , Y )−1(B) and A = (g, Y )−1(B) coincide almost surely for large
enough k. In particular, P(Ank) → P(A) (a.s.), as k → ∞. This shows that for every subsequence of {P(An)} there exists a
further subsequence which converges (a.s.) to P(A). Therefore we conclude P(An)→ P(A) (in prob.) and hence the desired
result, as Ln = P(An), L = P(A). 
Proof of Theorem 4. Denote by F the distribution of the random variable f (X) and let Fn be the corresponding empirical
distribution.Wemay use Fn(f (x))(1−Fn(f (x))) and F(f (x))(1−F(f (x))) instead of Fn(f (x))(1−Fn(f (x)−)) and F(f (x))(1−
F(f (x)−)), respectively, in the definition of the IDD depth. Indeed, since for almost all f the distribution function of f (X) is
continuous at f (x), the difference D(P, x)− D(Pn, x) using both notions coincide a.s.
(a) We have that
D(Pn, x) =
∫
D(Pn,f , f (x))dQ (f )
=
∫ (
1
n
n∑
i=1
I{f (Xi)≤f (x)}
)(
1− 1
n
n∑
j=1
I{f (Xj)≤f (x)}
)
dQ (f )
= 1
n2
∑
i6=j
∫ (
I{f (Xi)≤f (x)} − I{f (Xi)≤f (x)}I{f (Xj)≤f (x)}
)
dQ (f )
= 1
n(n− 1)
∑
i6=j
h∗(Xi, Xj)− 1n2(n− 1)
∑
i6=j
h∗(Xi, Xj),
where
h∗(u, v) =
∫
I{f (u)≤f (x)}
(
1− I{f (v)≤f (x)}
)
dQ (f ).
If we define h(u, v) = (h∗(u, v)+ h∗(v, u))/2, then
1
n(n− 1)
∑
i6=j
h(Xi, Xj)
is a U-statistic with symmetric kernel h, and
D(Pn, x) = 1n(n− 1)
∑
i6=j
h(Xi, Xj)− 1n2(n− 1)
∑
i6=j
h∗(Xi, Xj).
Since |h∗(u, v)| ≤ 1, we have
√
n
1
n2(n− 1)
∑
i6=j
h∗(Xi, Xj)→ 0, a.s. as n→∞,
and the problem is reduced to find the asymptotic distribution of
√
n
(
1
n(n− 1)
∑
i6=j
h(Xi, Xj)− D(P, x)
)
.
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We will now use a central limit theorem for non-degenerate U-statistics; see Theorem A in [29], p. 192 (note that
E(h2(X1, X2)) <∞).
Let
h1(u) = E(h(u, X1)) = 12
∫
I{f (u)≤f (x)}(1− P(f (X1) ≤ f (u)))dQ (f )+ 12
∫
P(f (X1) ≤ f (x))(1− I{f (u)≤f (x)})dQ (f ).
Then we have that
E(h1(X)) =
∫
P(f (X) ≤ f (x))(1− P(f (X) ≤ f (x)))dQ (f ) = D(P, x).
According to Theorem A in [29, p. 192] we must prove that the variance ς1 = V (h1(X)) is strictly positive. Recall that pf
stands for P(f (X) ≤ f (x)), and pff ′ for P(f (X) ≤ f (x), f ′(X) ≤ f ′(x)). Since
h1(X)− D(P, x) = 12
∫
(I{f (X)≤f (x)} − pf )(1− pf )+ pf (pf − I{f (X)≤f (x)})dQ (f ),
V (h1(X)) = 14E
∫ ∫ (
(I{f (X)≤f (x)} − pf )(1− pf ))+ (pf (pf − I{f (X)≤f (x)})
)
× ((I{f ′(X)≤f ′(x)} − pf ′)(1− pf ′))+ (pf ′(pf ′ − I{f ′(X)≤f (x)})) dQ (f )dQ (f ′)
= 1
4
∫ ∫
E
(
(I{f (X)≤f (x)} − pf )(I{f ′(X)≤f ′(x)} − pf ′)
)
(1− pf )(1− pf ′)dQ (f )dQ (f ′)
− 1
4
∫ ∫
E
(
(I{f (X)≤f (x)} − pf )(I{f ′(X)≤f ′(x)} − pf ′)
)
pf (1− pf ′)dQ (f )dQ (f ′)
− 1
4
∫ ∫
E
(
(I{f (X)≤f (x)} − pf )(I{f ′(X)≤f ′(x)} − pf ′)
)
pf ′(1− pf )dQ (f )dQ (f ′)
+ 1
4
∫ ∫
E
(
(I{f (X)≤f (x)} − pf )(I{f ′(X)≤f ′(x)} − pf ′)
)
pf pf ′dQ (f )dQ (f ′)
= 1
4
∫ ∫
(pff ′ − pf pf ′)(1− 2pf )(1− 2pf ′)dQ (f )dQ (f ′)
= 1
4
E
((∫ (
I{f (X)≤f (x)} − pf
)
(1− 2pf )dQ (f )
)2)
.
Observe that this expectation is the quantity denoted by σ 2 in the statement of the theorem. Now, we must show that it is
strictly positive. Indeed, if we had σ 2 = 0,∫ (
I{f (X)≤f (x)} − pf
)
(1− 2pf )dQ (f ) = 0, a.s. (18)
PX
({
y ∈ E :
∫
I{f (y)≤f (x)}(1− 2pf )dQ (f ) =
∫
pf (1− 2pf )dQ (f )
})
= 1.
Taking z = 2x− ywe have also that
PX
({
z ∈ E :
∫
I{f (z)≥f (x)}(1− 2pf )dQ (f ) =
∫
pf (1− 2pf )dQ (f )
})
= 1,
but this implies∫
(1− 2pf )dQ (f ) = 2
∫
pf (1− 2pf )dQ (f ) and therefore
∫
(1− 2pf )2dQ (f ) = 0,
which contradicts the assumption that pf 6= 1/2 with positive probability.
Thus, we must have σ 2 > 0 and the first statement in (a) follows now from the central limit theorem for U-statistics.
The Berry–Esseen-type bound (16) follows fromTheoremB in [29, p. 193]; see also [5]. This result requires σ 2 > 0 (which
has been just proved) and E|h|3 < ∞ which holds in this case since h is bounded. The constant v in the bound is precisely
v = E|h|3.
(b) Here, since σ 2 = 0, we will use the results for degenerate U-statistics; see [29], p. 194. We must show that
E(h2(X, Y )) > 0, where X, Y are iid random elements in E.
E(h2(X, Y )) = 1
4
E
∫ ∫ (
I{f (X)≤f (x)}I{f (Y )>f (x)} + I{f (Y )≤f (x)}I{f (X)>f (x)}
)
× (I{f ′(X)≤f ′(x)}I{f ′(Y )>f ′(x)} + I{f ′(Y )≤f ′(x)}I{f ′(X)>f ′(x)}) dQ (f )dQ (f ′).
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Using the fact that X, Y are independent and identically distributed, it is easy to see that this last equation equals
1
2
∫ ∫ [
P(Af ∩ Af ′)P(Acf ∩ Acf ′)+ P(Af ∩ Acf ′)P(Acf ∩ Af ′)
]
dQ (f )dQ (f ′),
where Af = {f (X) ≤ f (x)}, Af ′ = {f ′(X) ≤ f ′(x)}, and Ac stands for the complement of the set A.
Now fix f , f ′ ∈ {f : 0 < P(f (X) ≤ f (x)) < 1}. We have that if P(Af ∩ Af ′) = 0, then P(Af ∩ Acf ′) > 0 and P(Acf ∩ Af ′) > 0,
while if P(Acf ∩ Acf ′) = 0, P(Af ∩ Acf ′) > 0, and P(Acf ∩ Af ′) > 0.
Therefore E(h2(X, Y )) > 0. Now the result follows from the above mentioned result on the asymptotic distribution for
degenerate U-statistics. 
Proof of Theorem 5. Let W = ∑i Gifi be an E∗-valued non-degenerate Gaussian random element with distribution µ,
where the Gi are iid standard normal variables and fi ∈ E∗. This representation is always possible, according to Proposition
3.6 in [22]. For each n ≥ 1, letFn be the linear span of {f1, . . . , fn} (i.e., the minimum closed subspace including {f1, . . . , fn}),
and F +n the linear span of {fj : j ≥ n + 1}. Let us note that ∪n≥1 Fn is dense on E∗. Otherwise, we would have that
F = ∪n≥1 Fn, (i.e., the topological closure of ∪n≥1 Fn), would be different from E∗. Then, from the Hahn–Banach Theorem,
there would exist a non-null element Ψ in E∗∗ taking the value 0 in F . Therefore, we would have Ψ (W ) = 0 which is a
contradiction sinceW is non-degenerate.
Now, for each n ≥ 1 and g ∈ F +n , consider the g-section E(P,M)g of E(P,M),
E(P,M)g := {f ∈ Fn : f + g ∈ E(P,M)}.
Fix n ≥ 1. By Fubini’s theorem,
P
( ∞∑
i=1
Gifi ∈ E(P,M)
)
=
∫
F +n
P
(
n∑
i=1
Gifi ∈ E(P,M)g
)
dνn(g),
where νn is the distribution of
∑∞
i=n+1 Gifi. Since this probability is positive, there exists g 6= 0 such that
P
(
n∑
i=1
Gifi ∈ E(P,M)g
)
> 0.
Since P(
∑n
i=1 Gifi ∈ E(P,M)g) equals
P
(
(G1, . . . ,Gn) ∈
{
y ∈ Rn :
n∑
i=1
yifi ∈ E(P,M)g
})
,
we have that the Lebesgue measure λn of the set {y ∈ Rn : ∑ni=1 yifi ∈ E(P,M)g} is also positive. As E(P,M) is a cone, it
follows that the set {y ∈ Rn :∑ni=1 yifi ∈ E(P,M)tg} is of positive Lebesguemeasure for each t ∈ R\ {0}. Therefore we have
λn+1
{
y ∈ Rn+1 :
n∑
i=1
yifi + yn+1g ∈ {f ∈ E∗ : Pf = Mf }
}
> 0. (19)
Finally denote
U1 = (f1(X1), . . . , fn(X1), g(X1)) and U2 = (f1(X2), . . . , fn(X2), g(X2)), where X1, X2 have distribution P and M ,
respectively. With this notation, Eq. (19) reads
λn+1{y ∈ Rn+1 : PyTU1 = PyTU2} > 0. (20)
We now use Corollary 3.2 in [8] applied to the distributions of U1 and U2. The statement of this result is analogous, for
distributions P andM in Rd (with d ≥ 2), to that of our Theorem 5. More specifically, that result requires two assumptions:
first, Carleman’s condition applied to the distribution of U1; second, a condition similar to our assumption (ii) except that
the measure µ is replaced with the Lebesgue measure. We have checked in (20) that this second assumption is fulfilled.
Thus we have to prove that Carleman’s condition holds for U1.
Indeed, define A = (∑i ‖fi‖2)1/2 and C = (A2 + ‖g‖2)1/2. We have
‖U1‖ ≤
(
n∑
i=1
f 2i (X1)+ g2(X1)
)1/2
≤
(
n∑
i=1
‖fi‖2‖X1‖2 + ‖g‖2‖X1‖2
)1/2
= C‖X1‖.
Therefore,(
E‖U1‖p
)1/p ≤ C (E‖X1‖p)1/p ,
so U1 satisfies Carleman’s condition. 
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Thus we have that U1 and U2 have the same distribution. In particular, (f1(X1), . . . , fn(X1)) and (f1(X2), . . . , fn(X2)) have
the same distribution. Finally since ∪n≥1 Fn is dense in E∗, and the characteristic functionals of X1 and X2 are continuous in
the dual topology it follows that X1 and X2 have the same distribution, that is P = M .
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