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AN INTRODUCTION TO BV FUNCTIONS IN WIENER SPACES
M. MIRANDA JR, M. NOVAGA, D. PALLARA
Abstract. We present the foundations of the theory of functions of bounded
variation and sets of finite perimeter in abstract Wiener spaces.
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1. Introduction
This paper is an extended version of two talks given by the second and third
author during the summer school Variational methods for evolving objects. As both
talks were concerned with some infinite dimensional analysis, we took the opportu-
nity of this report to present the whole research area in a quite self-contained way,
as it arises today. Indeed, even though geometric analysis on infinite dimensional
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spaces and the theory of BV functions is presently an active research field and
there are still many important open problems (some are presented in Section 8),
the foundations of the theory and some methods that have proved to be useful are
rape enough as to be presented in an introductory paper. In particular, we think
that our purpose fits into the general aim of a collection of lecture notes – that of
being useful to students and young researchers who attended the summer school
and could be interested in having an active part in further developments of the
theory.
Malliavin calculus is essentially a differential calculus in Wiener spaces and was
initiated by P. Malliavin [43] in the seventies with the aim, among the others, of
obtaining a probabilistic proof of Ho¨rmander hypoellipticity theorem. This quickly
led to study connections to stochastic differential equations and applications in
various fields in Mathematics and Physics, such as mathematical finance, statisti-
cal mechanics and hydrodynamics and the path approach to quantum theory or
stationary phase estimation in stochastic oscillatory integrals with quadratic phase
function. In general, solutions of SDEs are not continuous (and sometimes not even
everywhere defined) functionals, hence the notion of weak derivative and Sobolev
functional comes into play. Notice that there is no Sobolev embedding in the con-
text of Malliavin calculus, which requires very little regularity. Looking at weak
differentiation and the study of the behaviour of stochastic processes in domains
leads immediately to the need for a good comprehension of integration by parts
formulae, something that in the Euclidean case has been completely understood in
the frameworks of geometric measure theory, sets with finite perimeter and more
generally functions of bounded variation. This approach has been considered by
Fukushima in [32] and Fukushima-Hino in [33], where the first definition of BV
functions in infinite dimensional spaces has been given, most likely inspired by
a stochastic characterization of finite perimeter sets in finite dimension given by
Fukushima in [31], see Theorem 4 below. In this paper we follow the integralge-
ometric approach to BV functions developed in [9], [10], [5], [6]. Among the first
applications of the theory, let us mention some results in a geometric vein in [18],
[19] and in a probabilistic vein in [48]. On a more analytical perspective, some re-
sults are available on integral functionals, see [20], [21], and weak flows with Sobolev
vector fields, see [4]. In this connection, the extension to BV vector fields seems to
require the analysis of fine properties of BV functions and perimeters.
Acknowledgements. The second and the third author are very grateful to the
organisers of the summer school held in Sapporo in the summer of 2012, Professors
L. Ambrosio, Y. Giga, P. Rybka and Y. Tonegawa, for the kind invitation and to
the whole staff of the conference as well for their very pleasant stay in Japan.
This paper is partially supported by the Project “Problemi di evoluzione e teoria
geometrica della misura in spazi metrici” of INdAM-GNAMPA. The second author
acknowledges partial support by the Fondazione CaRiPaRo Project “Nonlinear
Partial differential Equations: models, analysis, and control-theoretic problems”.
2. Preliminaries
As explained in the Introduction, motivations and possible applications of the
theory we are going to present come from different areas, as well as the possible
audience of the present notes. Indeed, it sits in the intersection between Calculus
of Variations, Geometric Measure Theory, Functional Analysis, Stochastics and
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Mathematical Physics. Therefore, we have collected several prerequisites, divided
in subsections, also with the purpose of fixing notation and basic results. Our
aim is to introduce basic ideas and connections between the different perspectives,
rather than giving precise and general results (this would take too much room). At
the end of each subsection some general references for the sketched arguments are
indicated.
When dealing with finite dimensional spaces Rd, we always use Euclidean inner
product x · y and norm |x|. Balls of radius ̺ and centre x in a Banach space are
denoted by B̺(x), omitting the centre if x = 0. The σ-algebra of Borel sets in X
is denoted by B(X). Moreover, we denote by ‖ · ‖X the norm in the Banach space
X and by X∗ the topological dual, with duality 〈·, ·〉.
2.1. Measure theory. In this subsection we briefly discuss a few properties of
general measures with some details on Gaussian measures in finite and infinite
dimensions.
A measurable space is a pair (X,F), where X is a set and F a σ-algebra of subsets
of X . By measure on (X,F) we mean a countably additive function on F with
values in a normed vector space; if a measure µ is given on (X,F), we say that
(X,F , µ) is a measure space (a probability space if µ is positive and µ(X) = 1) and
omit F whenever it is clear from the context or F = B(X). For a measure µ with
values in a normed vector space V with norm ‖ · ‖V we define the total variation
|µ| as the real valued positive measure
|µ|(B) = sup
{∑
j∈N
‖µ(Bj)‖V :B =
⋃
j∈N
Bj , Bj ∈ F ,
Bj ∩Bh = ∅ for j 6= h
}
;
the measure µ is said to be finite if |µ|(X) < +∞. Given two measurable spaces
(X,F) and (Y,G), a measure µ on X and a measurable function f : X → Y (i.e.,
such that f−1(B) ∈ F for all B ∈ G), the push-forward measure ν = f#µ on Y is
defined by setting ν(B) = µ(f−1(B)) for every B ∈ G. Let us also recall that, given
two measure spaces (X1,B1, µ1) and (X2,B2, µ2), the product measure µ1 ⊗ µ2 is
defined on X1 ×X2 by first defining the product σ-algebra B as that generated by
{B1×B2, B1 ∈ B1, B2 ∈ B2} and then defining µ1⊗µ2 as the unique measure on B
such that µ1⊗µ2(B1×B2) = µ1(B1)µ2(B2) for all pairs Bj ∈ Bj. The construction
generalises to the product of several spaces.
In Rd we consider as reference measure either the Lebesgue measure Ld or some
absolutely continuous measure λ = ρLd with nonnegative density ρ. The main
examples among these are Gaussian measures. For d = 1, these measures have
densities G given by
(1) G(x) =
1√
2πq
exp{−|x− a|2/2q}
for some a ∈ R (centre or mean) and q > 0 (variance). For d > 1, a measure λ
on Rd is Gaussian if f#λ is Gaussian on R for every linear function f : R
d → R.
Generalising (1), a Gaussian measure γ on Rd is characterized by its centre a =∫
Rd
x dγ and its covariance matrix Q = (qhk) with
(2) qhk =
∫
Rd
(xh − ah) (xk − ak) dγ(x), h, k ∈ {1, . . . , d}
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and is denoted N (a,Q). A Gaussian measures γ is nondegenerate if γ = GLd with
G(x) > 0 (equivalently, Q positive definite) for all x ∈ Rd, and is standard if
(3) G(x) = Gd(x) = (2π)
−d/2 exp{−|x|2/2},
i.e., γ = N (0, Id). According to the preceding discussion on products, a standard
Gaussian measure γd on R
d = Rk×Rm factors in the product of standard Gaussian
measures γd = γk ⊗ γm for k +m = d. A measure γ on a Banach space (X,B(X))
is said Gaussian if x∗#γ is Gaussian in R for every x
∗ ∈ X∗. In this case, the centre
is defined as above by (Bochner integral, see [13])
(4) a =
∫
X
x dγ(x)
and the covariance operator Q ∈ L (X∗, X) is a symmetric and positive operator
uniquely determined by the relation, cf (2),
(5) 〈Qx∗, y∗〉 =
∫
X
〈x− a, x∗〉〈x− a, y∗〉dγ(x), ∀x∗, y∗ ∈ X∗.
The fact that the operator Q defined by (5) is bounded is a consequence of Fer-
nique’s theorem (see e.g. [13, Theorem 2.8.5]), asserting the existence of a positive
β > 0 such that
(6)
∫
X
exp{β‖x‖2X}dγ(x) <∞;
indeed, Q belongs to a special ideal of compact operators called γ-Radonifying. As
above, we write γ = N (a,Q) and we say that γ is nondegenerate if KerQ = {0}.
Notice that the Dirac measure at x0 is considered as the (fully degenerate) Gaussian
measure with centre x0 and covariance Q = 0. For the arguments of the present
subsection we refer to [13], [14].
2.2. Geometric measure theory. A general class of (non absolutely continuous)
measures of interest in the sequel is that of Hausdorff measures, which we briefly
discuss here, together with the related notions of rectifiable set and approximate
tangent space.
The measure Hs, 0 < s <∞, is defined in a general metric space by
(7) Hs(B) = ωs
2s
sup
δ>0
inf
{ ∞∑
j=1
(diamBj)
s, B ⊂
∞⋃
j=1
Bj , diamBj < δ
}
,
where, using Euler’s Γ function, ωs = Γ(1/2)
s/Γ(s/2 + 1) (= Ld(B1) if s = d ∈ N)
is a normalising constant and the infimum runs along all the countable coverings.
Beside the Hausdorff measures, it is useful to introduce the Minkowski content,
which provides a more elementary, though less efficient, way of measuring “thin”
sets. Given a closed set C ⊂ Rd and an integer s between 0 and d, the idea is to
look at the rate of convergence to 0 of ̺ 7→ Ld (I̺(C)) as ̺ ↓ 0, where I̺(C) denotes
the open ̺-neighbourhood of C. In general, given a closed set C ⊂ Rd, the upper
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and lower s-dimensional Minkowski contents M∗s(C), Ms∗(C) are defined by
(8)
M∗s(C) = lim sup
̺↓0
Ld(I̺(C))
ωd−s̺N−s
,
Ms∗(C) = lim inf
̺↓0
Ld(I̺(C))
ωd−s̺N−s
,
respectively. If M∗s(S) = Ms∗(C), their common value is denoted by Ms(C)
(Minkowski content of C) and we say that C admits Minkowski content. Unlike
the Hausdorff measures, the Minkowski content is not subadditive. Nevertheless, in
some important cases the two procedures give the same result. We compare later
the Hausdorff measures and the Minkowski contents.
The natural regularity category in geometric measure theory is that of Lipschitz
continuous functions. Let us recall (Rademacher theorem) that a Lipschitz function
defined on Rd with values in a finite dimensional vector space is differentiable Ld-a.e.
(the differentiability properties of Lipschitz functions defined on infinite dimensional
vector spaces is a much more delicate issue, see [13], [45]). For s integer between 0
and d, we say that a Hs measurable set B ⊂ Rd is countably s-rectifiable if there
are countably many Lipschitz functions fj : R
s → Rd such that
(9) B ⊂
∞⋃
j=1
fj(R
s).
We say that B is countably Hs-rectifiable if there are countably many Lipschitz
functions fj : R
s → Rd such that
(10) Hs
(
B \
∞⋃
j=0
fj(R
s)
)
= 0.
Finally, we say that B is Hs-rectifiable if B is countably Hs-rectifiable andHs(B) <
∞. All these classes of sets are stable under Lipschitz mapping. Notice that
countable Hs-rectifiability is equivalent to the seemingly stronger requirement that
Hs-almost all of the set can be covered by a sequence of Lipschitz s-graphs. Notice
that if the admissible coverings in (7) are made only by balls we get the spherical
Hausdorff measure Ss. The measures Hs and Ss are comparable in the sense that
Hs ≤ Ss ≤ 2sSs
and coincide on Hs-rectifiable sets. However, an important difference between
Hs and Ss measures is relevant in Subsection 4.3, where Hausdorff measures are
discussed in the infinite dimensional setting, see Lemma 6. Analogously, the Haus-
dorff measure coincide with the Minkowski content on rectifiable sets. Even though
rectifiable sets can be very irregular from the point of view of classical analysis,
nevertheless they enjoy useful properties from the point of view of geometric mea-
sure theory. Indeed, for Hs-a.e point x of a countably Hs-rectifiable set B there
exists an s-dimensional subspace S (approximate tangent space) such that
(11) lim
̺→0
∫
B−x
̺
ϕdHs =
∫
S
ϕdHs ∀ ϕ ∈ Cc(Rd).
If s = d − 1 an approximate unit normal vector ν(x) to B at x is defined (up to
the sign) as the unit vector normal to S. In the same vein, we say that a function
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u ∈ L1loc(Rd,Rk) admits an approximate limit at x0, if there is z ∈ Rk such that
(12) lim
̺→0
1
ωd̺d
∫
B̺(x0)
|u(x)− z| dx = 0
(z = ap limx→x0 u(x) for short) and in this case we say that u is approximately
continuous at x0 if x0 is a Lebesgue point of u and (12) holds with z = u(x0).
Analogously, if u is approximately continuous at x0 we say that u is approximately
differentiable at x0 if there is a linear map L : R
d → Rk such that
(13) ap lim
x→x0
u(x)− u(x0)− L(x− x0)
|x− x0| = 0.
For the arguments of the present subsection we refer to [7], [28].
2.3. Stochastic analysis. Let a probability space (Ω,F ,P) be given. If (X,B) is
a measurable space, a measurable function ξ : Ω→ X is called an X-valued random
variable (r.v. for short) and its law is the push-forward measure of P under ξ, i.e.,
ξ#P(B) = P(ξ
−1(B)), B ∈ B. If ξ ∈ L1(Ω,P) we define its expectation by E[ξ] =∫
Ω ξ dP; if ξ ∈ L2(Ω,P) we define its variance by V ar(ξ) = E[ξ−E[ξ]] = E[ξ2]−E2[ξ]
and for ξ, η ∈ L2(Ω,P) we define the covariance by cov(ξ, η) = E[ξη] − E[ξ]E[η].
Given a sub σ-algebra G ⊂ F , the conditional expectation of a summable ξ given G
is the unique G-measurable random variable η = E(ξ|G) such that ∫
B
ξ dP =
∫
B
η dP
for all B ∈ G. Given N random variables ξj : Ω → Xj , they are independent if
for every Aj ⊂ Xj , setting Bj = {ω ∈ Ω : ξj(ω) ∈ Aj}, P(B1 ∩ · · · ∩ BN ) =
P(B1) · · ·P(BN ), or, equivalently, if the law of the r.v. ξ : Ω→ X = X1× · · · ×XN
whose components are the ξj is the product measure of the laws of the ξj on X . A
random variable is Gaussian if its law is a Gaussian measure.
An X-valued continuous stochastic process ξ on [0,∞) is the assignment, for
t ∈ [0,∞), of a family of random variables ξt : (Ω,F ,P)→ X . An increasing family
of sub σ-algebras Ft ⊂ F is called a filtration; a process ξ is said adapted to a given
filtration Ft if ξt is Ft-measurable for every t. If the filtration is not explicitly
assigned, the natural filtration is understood, i.e., Ft is the smallest σ-algebra such
that ξs is measurable for all s ≤ t, s ∈ I. If ξt is an adapted process, summable for
every t and E(ξt|Fs) = ξs for all s ≤ t, the process ξ is a martingale. Due to the
dependence of ξt(ω) on two variables, we may think of ω 7→ ξt(ω), for fixed t, as a
family of r.v. defined on Ω, or as t 7→ ξt(ω), for ω fixed, as a set of trajectories. A
real stochastic process on an interval I defines the distribution functions
Ft1···tn(x1, . . . , xn) = P[ξt1 < x1, . . . , ξtn < xn], 0 ≤ t1 < . . . < tn <∞,
called finite-dimensional joint distributions. In general, F (x) is said to be a distri-
bution function if it is increasing with respect to all the xk variables, left-continuous,
F (x1, . . . , xn) → 0 if some xk → −∞, F (x1, . . . , xn) → 1 if all xk → +∞ and for
any intervals Ik = [ak, bk), 1 ≤ k ≤ n, the inequality
∆I1 · · ·∆InF (x1, . . . , xn) ≥ 0
holds, where ∆IkF (x) = F (x1, . . . , bk, . . . , xn)− F (x1, . . . , ak, . . . , xn). A (remark-
able) result of Kolmogorov’s states that, given a sequence Fn(x1, . . . , xn) of distri-
bution functions, there is always a stochastic process whose distribution functions
are the given ones, provided the (necessary) consistency condition
lim
xn→+∞
Fn(x) = Fn−1(x1, . . . , xn−1)
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holds. A stochastic process on [0,∞) is stationary if its distribution function is
invariant under translations on time, i.e.,
Ft1+h···tn+h(x1, . . . , xn) = Ft1···tn(x1, . . . , xn) ∀ h ≥ 0.
Given a filtration Ft, t ∈ I, a random variable τ : Ω → I = [0,+∞] is a stopping
time if {τ ≤ t} ∈ Ft for all t ∈ I. Accordingly, a process ξ is a local martingale if
there is an increasing sequence of stopping times τn → +∞ such that (ξt∧τn) is a
martingale for every n ∈ N.
A particular class of processes which is relevant for our purposes is that ofMarkov
processes. Let us start from the notion of time-homogeneous Markov transition
function, i.e., a function p(t, x, B), t ∈ [0,∞), x ∈ X , B ∈ B, which is measurable
with respect to x, is a probability measure on (X,B) with respect to B (we also
write p(t, x, dy) to stress the last property) and verifies the Chapman-Kolmogorov
equation
(14) p(t, x, B) =
∫
X
p(t− s, y, B)p(s, x, dy), ∀ 0 ≤ s ≤ t.
Given a transition function p as above and a probability distribution µ on (X,B),
there is a stochastic process ξ such that the law of ξ0 is µ and P(ξt ∈ B|Fs) =
p(t, ξs, B) for all 0 ≤ s ≤ t and it is called Markov process associated with p with
initial law µ. The initial law µ is invariant with respect to the process (see also
next Subsection) if
(15) µ(B) =
∫
X
p(t, y, B)µ(dy), ∀ t ≥ 0, B ∈ B.
An Rd valued Q-Brownian motion starting from a or Wiener process Bt is a sto-
chastic process such that B0 = a ∈ Rd, for P-a.e. ω ∈ Ω the trajectories t 7→ Bt(ω)
are continuous, for every 0 ≤ s < t the difference Bt − Bs is a Gaussian random
variable with centre a and covariance (t − s)Q, i.e., N (a, (t − s)Q) and for every
0 ≤ t1 < . . . < tn the random variables Bt2 −Bt1 , . . . , Btn −Btn−1 are independent.
This in partucular implies that the Brownian motion is a martingale since the in-
dependence of Bt −Bs from Bs implies that Bt −Bs is independent from Fs, that
is
E(Bt −Bs|Fs) = 0.
According to the quoted Kolmogorov theorem, Brownian motions exist. Notice
that a Brownian motion is a Markov process whose transition function is Gaussian,
p(t, x, dx) = N (x, tQ). Moreover, as we have already observed, any Brownian
motion has a continuous version and is a martingale; in the sequel we always assume
that the continuous version has been selected. A Brownian motion is standard (or
normalised) if a = 0 and Q = Id.
The Itoˆ integral with respect to a given real Brownian motion Bt, whose (com-
pleted) natural filtration we denote by Ft, can be defined through suitable Riemann-
ian sums, even though the usual Stiltjes approach cannot be pursued, due to the fact
that Bt has not bounded variation in time. Let ξt, t ∈ [0, T ] be an adapted contin-
uous simple process, i.e., such that there are a partition 0 = t0 < t1 < · · · < tN ≤ T
and Ftj−1 -measurable r.v. ξj , j = 1, . . . , N , for which
ξt(ω) =
N∑
j=1
ξj(ω)χ[tj−1,tj)(t).
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For such a process, define∫ T
0
ξt dBt =
N∑
j=1
ξj(Btj −Btj−1 ).
As a consequence of the independence of the increments of the Brownian motion,
we get the Itoˆ isometry
(16) P
(∫ T
0
ξt dBt ·
∫ T
0
ηt dBt
)
=
∫ T
0
ξtηt dt
for every ξ, η as above. The Itoˆ isometry extends to Rd valued processes and
Brownian motion in an obvious way. Thanks to the Itoˆ isometry and the fact that
every adapted process ξ such that P(
∫ T
0 |ξs|2ds <∞) = 1 can be approximated by
elementary processes, it is possible to extend the stochastic integral to the described
class of processes, or to processes defined for 0 ≤ t < ∞ such that the finiteness
condition holds for every T > 0. Notice that the stochastic integral is, in turn,
a random variable. It can be proved as well that the function t 7→ ∫ t
0
ξs dBs is
continuous P-a.s.
The stochastic integral allows for a rigorous theory of stochastic differential equa-
tions, SDEs for short, which are intuitively dynamical systems perturbed by noise.
We deal here only with autonomous SDEs on Rd, assuming that the noise is given
in terms of a Brownian motion. Something more in the Wiener space will be added
in Subsection 4.5 in connection with the OrnsteinUhlenbeck process. In the present
case the Cauchy problem can be written (at least formally) as
(17) dξt = A(ξt)dt+ σ(ξt)dBt, ξ0 given r.v.,
where Bt is a Brownian motion, σ and A are the diffusion and drift term, respec-
tively. The meaning of (17) is that the process ξ is a solution if
ξt = ξ0 +
∫ t
0
A(ξs) ds+
∫ t
0
σ(ξs) dBs.
Under general hypotheses a unique solution exists and is a continuous Markov
process. Presenting a general theory goes far from the aim of this short presentation;
detailed results are discussed on concrete cases. For the arguments of the present
subsection we refer to [13], [30], [44].
2.4. Semigroup theory. The theory of one-parameter semigroups of linear opera-
tors in Banach spaces was born as a general method to solve autonomous evolution
equations, has been widely studied and is very rich of abstract results and applica-
tions. We need very few basic results, and the main point which is worth discussing
here is the link between semigroups as a tool for solving linear parabolic partial
differential equations and the related stochastic differential equations, as explained
at the end of this subsection. First, we say that (St)t≥0 is a semigroup of linear op-
erators on a Banach space E if St ∈ L (E), i.e., St is a bounded linear operator on
E for every t ≥ 0, S0 = Id, St+s = St ◦ Ss; if t 7→ Stf is norm continuous for every
x ∈ E then St is said to be C0 (or strongly continuous). If St is strongly continu-
ous then, setting ω0 = inft≥0 1t log ‖St‖L (E), for every ε there is Mε ≥ 1 such that
‖St‖L (E) ≤Mεe(ω0+ε)t for all t ≥ 0. A semigroup defined on E = Cb(X) (the space
of bounded continuous functions on a Banach space X) is Feller if Stf ∈ Cb(X) for
all f ∈ Cb(X) and is strong Feller if Stf ∈ Cb(X) for all f ∈ Bb(X) (the space of
BV FUNCTIONS IN WIENER SPACES 9
bounded Borel functions). A Markov semigroup is a semigroup St on Cb(X) such
that St1 = 1, ‖St‖L (E) ≤ 1 for every t ≥ 0, and Stf ≥ 0 for every f ≥ 0 and t > 0
(here 1 is the constant function with value 1). Given a time homogeneous Markov
transition function p and the associated process ξxt starting at x (which means that
the law of ξ0 is δx), the family of operators
(18) Stf(x) =
∫
X
f(y)p(t, x, dy) = E[f(ξxt )], x ∈ X,
due to (14), is a Markov semigroup. Notice that St can be extended to Bb(X).
With each semigroup it is possible to associate a generator, i.e., a linear closed
operator (L,D(L)) such that Lf = limt→0(Stf − f)/t, f in the domain D(L) ⊂
E. Here the limit is in the norm sense if St is strongly continuous or can be in
weaker senses (uniform convergence on bounded or compact sets or even pointwise
with bounds on the sup norm) in the case of Markov semigroups. We are mainly
interested in the case where p comes from a process which solves a SDE (17) on
a Banach space X . In this case, L is a linear elliptic operator given by L =
− 12Tr[σσ∗D2] + 〈Ax,∇〉, at least on suitable smooth functions, giving rise to the
Kolmogorov backward parabolic operator ∂t − L. Under suitable conditions, the
solution of the Cauchy problem ∂tu − Lu = 0, u(0) = f ∈ Cb(X) will be given
by u(t) = Stf . In this setting, the trajectories of the Markov process play a role
analogous to that of the characteristic curves in a hyperbolic problem. Finally, we
introduce the notion of invariant measure associated with the semigroup St, i.e., a
probability measure µ on X such that∫
X
Stf(x) dµ(x) =
∫
X
f(x) dµ(x), f ∈ Cb(X).
The meaning of the above equality is that the distribution µ is invariant under the
flow described by equation (17), see (15). Typically, if µt is the law of ξt and the
weak limit µ = limt→∞ µt exists, then µ is invariant and the semigroup St extends
to a C0 semigroup in all the L
p(X,µ) spaces, 1 ≤ p <∞. For the arguments of the
present subsection we refer to [13], [30].
2.5. Dirichlet forms. In this subsection we collect a few notions on Dirichlet
forms, confining to what we need in Theorem 4, and to show some further connec-
tions between the various areas we are quickly touching.
Given a σ-finite measure space (X,µ) consider the Hilbert space L2(X,µ) with
the inner product [u, v]. A functional E : D(E)×D(E)→ R is a Dirichlet form if it
is
(1) bilinear: E(u+v, w) = E(u,w)+E(v, w), E(αu, v) = αE(u, v) for all u, v, w ∈
L2(X,µ), α ∈ R;
(2) nonnegative: E(u, u) ≥ 0 for all u ∈ L2(X,µ);
(3) closed: D(E) is complete with respect to the metric induced by the inner
product E(u, v) + [u, v], u, v ∈ D(E);
(4) Markovian: if u ∈ D(E) then v := (0∨u)∧ 1 ∈ D(E) and E(v, v) ≤ E(u, u).
A Dirichlet form E is symmetric if E(u, v) = E(v, u) for all u, v ∈ L2(X,µ) and
is local if E(u, v) = 0 whenever u, v ∈ D(E) have disjoint compact supports. The
subspace D(E) of L2(X,µ) is called the domain of the form E .
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Dirichlet forms are strictly connected with Markov semigroups and processes.
First, notice that a nonnegative operator L can be associated with any Dirichlet
form as shown in the following theorem of Kato’s.
Theorem 1. There is a one-to-one correspondence between closed symmetric forms
and nonnegative self-adjoint operators given by
u ∈ D(L) ⇔ ∃ f ∈ L2(X,µ) : E(u, v) = [f, v] ∀ v ∈ D(E), Lu := f.
Moreover, D(E) = D(√L) and the operator (−L,D(L)) is the generator of a
strongly continuous Markov semigroup St of self-adjoint operators.
According to the discussion in the preceding Subsection and the above Theorem,
it is possible to associate with a Markov process, beside a Markov semigroup, a
Dirichlet form. Of course, not all the Markov processes give raise to a Dirichlet form.
Moreover, the transition function must be symmetric, i.e., such that p(x, y,B) =
p(y, x,B) for all x, y ∈ X and B ∈ B(X) in order to get a symmetric Dirichlet form
and if the process has continuous trajectories then the associated form is local.
Viceversa, given a regular Dirichlet form, there is a unique (in a suitable sense)
Markov process whose Dirichlet form is the given one. Let us now discuss two key
examples that will play a relevant role in the sequel.
Example 1. Let D ⊂ Rd be open and bounded with Lipschitz continuous bound-
ary, and define the Dirichlet form on L2(D) by
E(u, v) =
∫
D
∇u · ∇v dx,
for u, v ∈ D(E) = W 1,2(D). The operator L defined as in Theorem 1 is the
Neumann Laplacean, i.e.,
L = −∆, D(L) = {u ∈ H2,2(D) : ∂νu = 0 on ∂D},
where ∂ν denotes the differentiation with respect the normal direction. Then,
(−L,D(L)) is the generator of a strongly continuous Markov semigroup on L2(D)
and the related Markov process is the reflecting Brownian motion in D.
Example 2. Let γ = GdLd be the standard Gaussian measure. Define the Dirichlet
form E on L2(Rd, γ) by
E(u, v) =
∫
Rd
∇u · ∇v dγ,
u, v ∈ D(E) = W 1,2(Rd, γ) = {u ∈ W 1,2loc (Rd) : u, |∇u| ∈ L2(Rd, γ)}. The operator
L defined as in Theorem 1 is the Ornstein-Uhlenbeck operator defined on smooth
functions by L = −∆+x ·∇ and D(L) =W 2,2(Rd, γ), (−L,D(L)) is the generator
of the strongly continuous Markov semigroup Tt on L
2(Rd, γ) defined in (21) and
the related Markov process is the Ornstein-Uhlenbeck process in Rd given by (25)
below. Moreover, γ is the invariant measure of Tt.
For the arguments of the present subsection we refer to [34], [41].
3. BV functions in the finite-dimensional case
In this section we present the main properties of BV functions in Rd. In order
to pave the way to the generalisations to Wiener spaces, we discuss now at the
same time the case when the reference measure is the Lebesgue one or the finite
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dimensional standard Gaussian measure. Of course, BV functions with general
densities can be studied, but this is not of our concern here. Standard Gaussian
measures have regular and non-degenerate densities, hence there is no basic differ-
ence at the level of local properties of BV functions, which are basically the same in
the two cases. Instead, the global properties are different, due to the very different
behaviour of the densities at infinity. Let us start from the classical case. There are
various ways of defining BV functions on Rd, which are useful in different contexts.
Theorem 2. Let u ∈ L1(Rd). The following are equivalent:
1 there exist real finite measures µj , j = 1, . . . , d, on R
d such that
(19)
∫
Rd
uDjφdx = −
∫
Rd
φdµj , ∀φ ∈ C1c (Rd),
i.e., the distributional gradient Du = µ is an Rd-valued measure with finite
total variation |Du|(Rd);
2 the quantity
V (u) = sup
{∫
Rd
u div φdx : φ ∈ C1c (Rd,Rd), ‖φ‖∞ ≤ 1
}
is finite;
3 the quantity
L(u) = inf
{
lim inf
h→∞
∫
Rd
|∇uh| dx : uh ∈ Lip(Rd), uh L
1→ u
}
is finite;
4 if (Wt)t≥0 denotes the heat semigroup in Rd, then
W [u] = lim
t→0
∫
Rd
|∇Wtu| dx <∞.
Moreover, |Du|(Rd) = V (u) = L(u) = W [u].
If one of (hence all) the conditions in Theorem 2 holds, we say that u ∈ BV (Rd).
The statement above is well known, a sketch of its proof, with more references,
can be found in [8]. We observe that in 3 we may replace Lipschitz functions with
functions inW 1,1(Rd). The translation of the above result in the case of a standard
Gaussian measure γ = N (0, Id) = GdLd is an easy matter, taking into account that
the integration by parts formula has to be modified because the density of γ is not
constant and reads
(20)
∫
Rd
u(x)Djv(x) dγ(x) = −
∫
Rd
[
v(x)Dju(x)− xju(x)v(x)
]
dγ(x).
Hence, BV (Rd, γ) functions and the weighted total variation measure |Dγu| can
be defined, for u ∈ L1(Rd, γ), as in the above Theorem, according to the following
suggestions:
(1) replace the measure dx with dγ everywhere;
(2) in 1, replace Djφ(x) with D
∗
jφ(x) = Djφ(x) − xjφ(x);
(3) in 2, replace div φ with
∑d
j=1D
∗
jφj ;
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(4) in 4, replace the heat semigroupWt with the Ornstein-Uhlenbeck semigroup
(21)
Ttu(x) =
∫
Rd
u(e−tx+
√
1− e−2ty) dγ(y)
= (2π)−d/2
∫
Rd
u(e−tx+
√
1− e−2ty)e−|y|2/2 dy
= (2π(1− e−2t))−d/2
∫
Rd
u(y)e−|y−e
−tx|2/2√1−e−2tdy
which plays a fundamental role in the infinite-dimensional analysis.
Using Dirichlet forms, a further characterization of BV functions can be given in
the Gaussian setting. Indeed, given u ∈ L1(Rd, γ), for j = 1, . . . , d the linear
projections x∗j belong to the domain of the form
Eu(w, v) =
∫
Rd
∇w · ∇v u dγ
and u ∈ BV (Rd, γ) if and only if there is C > 0 such that
(22) |Eu(x∗j , v)| ≤ C‖v‖∞ ∀ v ∈ C1b (Rd).
Notice that both the heat and the Ornstein-Uhlenbeck semigroups are Markov
semigroups whose transition functions in Rd in the sense of (18) are given by
p(t, x, dy) = G(t, x, y)dy,
G(t, x, y) =
1
td/2
Gd
(x− y√
t
)
=
1
(2πt)−d/2
exp
{ |x− y|2
2t
}
(23)
p(t, x, dy) = ψ(t, x, y)dy,
ψ(t, x, y) = (2π(1− e−2t))−d/2 exp
{
− |y − e
−tx|2
2
√
1− e−2t
}
.(24)
The only non trivial point is (4), which is discussed in detail in the Wiener case.
For the moment, as discussed also in Subsection 2.5 and in particular in Example
2, let us only point out that the infinitesimal generator of Tt is the operator defined
on smooth functions by the expression
−Lu(x) = ∆u(x) − x · ∇u(x)
and that γ turns out to be the invariant measure associated with Tt. The semigroup
Tt is related to the Ornstein-Uhlenbeck process
(25) ξt = e
−t/2ξ0 +
∫ t
0
e(s−t)/2 dBs,
solution of the Langevin SDE
(26) dξt = −1
2
ξt dt+ dBt.
From this point of view, let us recall that the generator of Wt is the Laplace
operator, and that the Lebesgue measure is invariant under the heat flow (this does
not fit completely into the theory of invariant measures, as Ld is not finite).
Differently from the Sobolev case, BV functions are allowed to be discontinuous
along hypersurfaces, and indeed characteristic functions χE may belong to BV .
If E ⊂ Rd and |DχE |(Rd) is finite, we say that E is a set with finite perimeter,
and use the notation P (E) (perimeter of E) for the total variation of the measure
DχE and write P (E, ·) for |DχE |(·). Analogously, we set Pγ(E) and Pγ(E, ·) in
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the Gaussian case. The study of structure of sets with finite perimeter is important
on its own, but also because it gives information on general BV functions, through
the coarea formula: if u ∈ BV (Rd), then P ({u > t}) is finite for a.e. t ∈ R and for
every B ∈ B(Rd) the following equality holds:
(27) |Du|(B) =
∫
R
P ({u > t}, B) dt,
with Pγ in place of P and Dγu in place of Du in the Gaussian case.
Let us come at a very short discussion of fine properties of BV functions. Ob-
serving that, as usual, BVloc functions can be defined as those L
1
loc(R
d) functions
such that
V (u,A) = sup
{∫
A
u divφdx : φ ∈ C1c (A,Rd), ‖φ‖∞ ≤ 1
}
<∞
for all bounded open sets A ⊂ Rd, clearly BV (Rd, γ) ⊂ BVloc(Rd), hence we may
confine to BVloc(R
d) to treat both the Lebesgue and the Gaussian case. On the
other hand , it is clear that BV (Rd) ⊂ BV (Rd, γ) and that in this case Dγu =
GdDu.
According to the general discussion on approximate limits, we may assume that
all the functions are approximately continuous in their Lebesgue set, and we may
call Su the complement of the Lebesgue set of u. Let us list some properties of
BVloc functions.
Theorem 3. Let u belong to BVloc(R
d). Then, the following hold:
(1) Su is an Ld-negligible and countably (d− 1)-rectifiable Borel set;
(2) there is Ju ⊂ Su such that for every x ∈ Ju there are u+(x) 6= u−(x) ∈ R
and νu(x) ∈ Sd−1 such that, setting
B+̺ (x) = B̺(x) ∩ {(y − x) · νu(x) > 0},
B−̺ (x) = B̺(x) ∩ {(y − x) · νu(x) < 0},
the following equalities hold:
(28)
lim
̺→0
1
Ld(B+̺ )
∫
B+̺ (x)
|u(y)− u+(x)| dy = 0,
lim
̺→0
1
Ld(B−̺)
∫
B−̺ (x)
|u(y)− u−(x)| dy = 0.
Ju is called approximate jump set, the values u
±(x) approximate one-sided
limits and νu(x) approximate normal to Ju at x. Moreover, the triple
(u+(x), u−(x), νu(x)) is determined up to an exchange between u+(x) and
u−(x) and a change of sign of νu(x);
(3) Hd−1(Su\Ju) = 0, the functions x 7→ u±(x), x ∈ Ju, are Borel, if B is such
that Hd−1(B) = 0 then |Du|(B) = 0 and the measure Du Ju coincides
with (u+ − u−)νuHd−1 Ju.
If u = χE ∈ BVloc(Rd) is a characteristic function, we say that the set E has
locally finite perimeter and we can say more on the set where the measure P (E)
is concentrated. Simple examples show that the topological boundary ∂E is too
large (it can be the whole space), hence some suitable relevant subsets should be
identified. In this connection, the notion of density, which is slightly weaker than
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that of approximate limit but has a more direct geometric meaning, turns out to
be useful. We say that E ⊂ Rd has density α ∈ [0, 1] at x ∈ Rd if
(29) lim
̺→0
Ld(E ∩B̺(x))
Ld(B̺(x)) = α
and in this case we write x ∈ Eα. Of course, if ap limy→x χE(y) = α then x ∈ Eα.
We introduce the essential boundary
∂∗E = Rd \ (E0 ∪E1)
and the reduced boundary FE, defined as follows: x ∈ FE if the following conditions
hold:
(30) |DχE |(B̺(x)) > 0 ∀ ̺ > 0 and ∃ νE(x) = lim
̺→0
DχE(B̺(x))
|DχE |(B̺(x))
with |νE(x)| = 1. If x ∈ FE, the hyperplane T (x) = TνE(x) = {y ∈ Rd : y ·νE(x) =
0} is the approximate tangent space to FE as in (11). Indeed,
(31) lim
̺→0
E − x
̺
= {y ∈ Rd : y · νE(x) > 0}
locally in measure in Rd. Looking at the properties of u = χE , the following
inclusions hold:
FE = Ju ⊂ E1/2 ⊂ ∂∗E = Su.
On the other hand, Hd−1(Rd \ (E0∪E1 ∪E1/2)) = 0 and in particular Hd−1(∂∗E \
FE) = 0. For further reference, it is worth noticing that densities are related to
the short-time behaviour of the heat semigroup, i.e.,
(32) x ∈ Eα =⇒ lim
t→0
WtχE(x) = α.
Let us point out now that there are still (at least) two relevant issues concerning
the infinite dimensional setting, the slicing and the discussion of embedding theo-
rems, both for Sobolev and BV spaces and the related isoperimetric inequalities.
Of course, we are interested here in these arguments in the Gaussian case, and
indeed they can be discussed directly in the Wiener case, because these results are
dimension independent, hence there is not a big difference with respect to (Rd, γ)
setting.
4. The Wiener space
In this section we present the measure theoretic and the differential structure
which characterize the Wiener spaces. After briefly describing the classical Wiener
space, whose elements are stochastic processes, we introduce the abstract structure.
4.1. Classical Wiener space. For a ∈ Rd, let X = Ca([0, 1],Rd) be the Banach
space of Rd-valued continuous functions ω on [0, 1] such that ω(0) = a, endowed
with the sup norm and the Borel σ-algebra B(X). Looking at (X,B(X)) as a mea-
surable space, consider the canonical process Bt(ω) = ω(t), 0 ≤ t ≤ 1. Then, there
is one probability measure P (called Wiener measure) such that Bt is a Brownian
motion in Rd such that B0 = a. If we want to identify the measure P, we can
exploit the fact that linear and bounded functionals on X , i.e., Radon measures,
can be tought of as random variables. Using the fact that Bt = δt and that delta
BV FUNCTIONS IN WIENER SPACES 15
measures are dense in the dual of X , it is possible to conclude that P = N (a,Q) is
a Gaussian measure with covariance Q = (qhk), qhk = qhδhk with
qh(µ, ν) =
∫ 1
0
∫ 1
0
s ∧ t µh(ds) νh(dt), µ, ν ∈ M([0, 1],Rd), h = 1, . . . , d.
Given Borel sets Bj ∈ B(Rd), j = 1, . . . ,m and 0 = t0 < t1 < . . . < tm ≤ 1, define
the cylinder
C = {ω ∈ X : ω(tj) ∈ Bj , j = 1, . . . ,m};
we have
P(C) =
∫
B1
G(t1, a, x1) dx1
∫
B2
G(t2 − t1, x1, x2) dx2(33)
· · ·
∫
Bm
G(tm − tm−1, xm−1, xm) dxm,
where G is defined in (23).
For what follows (see (39) below), it is important to know for which functions
h ∈ X the measure Ph(B) = P(h+ B) is absolutely continuous with respect to P:
this happens if and only if h ∈ H = X ∩H1(0, 1) (Cameron-Martin Theorem [13]),
i.e., if and only if h ∈ X, h′ ∈ L2(0, 1).
As a consequence of the above discussion, the space of the directions which
give absolutely continuous measures under translation has a natural Hilbert space
structure. As we are going to see, this is a general fact.
The same construction of the Wiener measure can be done in the (non separable)
space of bounded Borel functions on (0, 1), but by Kolmogorov Theorem (see [51,
Chapter 5]) the Wiener measure concentrates on C0([0, 1],R
d).
In this setting, we present a result due to Fukushima, see [31], which has been
the starting point of the whole theory, as it highlights a strong connection between
the theory of perimeters and the stochastic analysis. We use the notation of Section
2.5.
Theorem 4. Given an open set D ⊂ Rd, the following conditions are equivalent:
i) D has finite perimeter;
ii) the reflecting Brownian motion (Xt,Px) on D is a semimartingale, in the
sense that the decomposition
Xt = X0 +Bt +Nt,
holds, where Bt is the standard d-dimensional Brownian motion and each
component N it is of bounded variation and satisfies the property
lim
t↓0
1
t
E
[∫ t
0
χK(Xs)d|N is|
]
< +∞
for any compact set K ⊂ D.
The idea is that if D is a set with finite perimeter, then in a weak sense the
Brownian motion Bt is reflected when it reaches the boundary of D since an (ap-
proximate) tangent space is defined; using the language of processes, the reflecting
Brownian motion admits an expression of the form
Xt = X0 +Bt +
∫ t
0
νD(Xs)dLs,
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where Lt describes the reflection on the boundary; it is the local time, i.e., it is an
additive functional with Revuz measure given by Hd−1 FD, that is
lim
t↓0
1
t
E
[∫ t
0
f(Xs)dLs
]
=
∫
FD
fdHd−1
for continuous f . We refer to [34] for the related notions. The idea expressed by
this theorem is that, since the Brownian motion has trajectories that are not C1
and the tangent space to ∂D exists only in an approximate sense, a reflection law
is not properly defined in terms of classical calculus, but the reflection properties of
the Brownian motion can be described only in a stochastic sense and are contained
in the additive functional Lt, the local time.
Fukushima proves the result for a general BV function ρ, by considering the
Dirichlet form
E(u, v) =
∫
Rd
∇u · ∇vρdx
with associated process (Xt,Px). The idea of the proof is to show that the additive
functional
A
[u]
t = u(Xt)− u(X0)
admits a semimartingale decomposition
A
[u]
t =M
[u]
t +N
[u]
t ,
with M
[u]
t a martingale and N
[u]
t of bounded variation if and only if
|E(u, v)| ≤ c‖v‖∞,
for some positive constant c > 0. The particular choice u(x) = xi, the projection
onto the i-th coordinate gives the result.
4.2. Abstract Wiener spaces. Let us come to the notion of abstract Wiener
space. Given a separable Banach space X , let γ = N (0, Q) be a nondegenerate
centred Gaussian measure on (X,B(X)). As a general comment, let us point out
that a Gaussian measure can be defined in any Banach space, and it is always
concentrated on a separable subspace, as briefly recalled in the preceding subsection.
Moreover, a consequence of Fernique’s theorem, see (6), is that any x∗ ∈ X∗ defines
a function x 7→ 〈x, x∗〉 belonging to Lp(X, γ) for all p ≥ 1. In particular, we
may think of any x∗ ∈ X∗ as an element of L2(X, γ). Let us denote by R∗ :
X∗ → L2(X, γ) the embedding, R∗x∗(x) = 〈x, x∗〉. The closure of the image of
X∗ in L2(X, γ) under R∗ is denoted H and is called the reproducing kernel of
the Gaussian measure γ. The above definition is motivated by the fact that if we
consider the operator R : H → X whose adjoint is R∗, then
(34) Rhˆ =
∫
X
hˆ(x)xdγ(x), hˆ ∈ H
(Bochner integral). In fact, denoting by [·, ·]H the inner product in H and by | · |H
the norm, the equality
[hˆ, R∗x∗]H =
∫
X
hˆ(x)〈x, x∗〉dγ(x) =
〈∫
X
hˆ(x)xdγ(x), x∗
〉
,
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that holds for all x∗ ∈ X∗, implies (34). With the definition of R, R∗ we obtain
directly by (5) the decomposition Q = RR∗:
〈RR∗x∗, y∗〉 = [R∗x∗, R∗y∗]H =
∫
X
〈x, x∗〉〈x, y∗〉dγ(x) = 〈Qx∗, y∗〉.
The space H = RH is called the Cameron-Martin space; it is a Hilbert space,
dense in X because γ is nondegenerate, with inner product defined by
[h1, h2]H = [hˆ1, hˆ2]H
for all h1, h2 ∈ H , where hi = Rhˆi, i = 1, 2, and norm | · |H . As recalled in
Subsection 2.1, Q is a compact operator. The same holds for R and R∗, hence the
embeddings X∗ →֒ H , H →֒ X are compact. Given the elements x∗1, . . . , x∗m in
X∗, we denote by πx∗1,...,x∗m : X → Rm the finite dimensional projection of X onto
R
m induced by the elements x∗1, . . . , x
∗
m, that is the map
πx∗
1
,...,x∗mx = (〈x, x∗1〉, . . . , 〈x, x∗m〉),
also denoted by πm : X → Rm if it is not necessary to specify the elements
x∗1, . . . , x
∗
m. The symbol FC
k
b (X) denotes the space of k times continuously dif-
ferentiable cylindrical functions with bounded derivatives up to the order k, that
is: u ∈ FCkb (X) if there are m ∈ N, x∗1, . . . , x∗m ∈ X∗ and v ∈ Ckb (Rm) such that
u(x) = v(πmx). We denote by E(X) the cylindrical σ-algebra generated by X∗,
that is the σ-algebra generated by the sets of the form E = π−1m B with B ∈ B(Rm).
Since X is separable, E(X) and B(X) coincide, see [49, Theorem I.2.2], even if we
fix a sequence (x∗j ) ⊂ X∗ which separates the points in X and use only elements
from that sequence to generate πm. We shall make later on some special choices
of (x∗j ), induced by the Gaussian probability measure γ in X . Using the embed-
ding R∗X∗ ⊂ H , we say that a family {x∗j} of elements of X∗ is orthonormal
if the corresponding family {R∗x∗j} is orthonormal in H . It can be proved that
γ(H) = 0, see [13, Theorem 2.4.7] Since X and X∗ are separable, starting from a
sequence in X∗ dense in H , we may construct an orthonormal basis (hj) in H with
hj = Qx
∗
j . Set also Hm = span{h1, . . . , hm}, and define X⊥ = Kerπx∗1 ,...,x∗m and
Xm the (m-dimensional) complementary space. Accordingly, we have the canon-
ical decomposition γ = γm ⊗ γ⊥ of the measure γ; notice also that these Gauss-
ian measures are rotation invariant, i.e., if ̺ : X × X → X × X is given by
̺(x, y) = (cosϑx+sin ϑy,− sinϑx+cosϑy) for some ϑ ∈ R, then ̺#(γ⊗γ) = γ⊗γ
and the following equality holds:
(35)
∫
X
∫
X
u(cosϑx+ sinϑy)dγ(x)dγ(y) =
∫
X
u(x)dγ(x),
u ∈ L1(X, γ), which is obtained by the above relation by integrating the function
u ⊗ 1 on X × X . Notice that if X is decomposed as X = Xm ⊕ X⊥, the same
formula holds in Xm and X
⊥ separately, with measures γm and γ⊥.
For every function u ∈ L1(X, γ), if {hj} is an orthonormal basis of H , its canon-
ical cylindrical approximations um are defined as the conditional expectations rel-
ative to the σ-algebras Fm = π−1m (B(Rm)),
(36) um = E(u|Fm) = Emu s.t.
∫
A
udγ =
∫
A
umdγ
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for all A ∈ Fm. Then, um → u in L1(X, γ) and γ-a.e. (see e.g. [13, Corollary
3.5.2]). More explicitly, we set
Emu(x) =
∫
X
u(Pmx+ (I − Pm)y)dγ(y) =
∫
X⊥
u(Pmx+ y
′)dγ⊥(y′),
where Pm is the projection onto Xm. Notice that the restriction of γ to Fm
is invariant under translations along all the vectors in X⊥, hence we may write
Emu(x) = v(Pmx) for some function v ∈ L1(Xm, γm), and, with an abuse of nota-
tion, Emu(xm) instead of Emu(x).
The importance of the Cameron-Martin space relies mainly on the fact that the
translated measure
γh(B) = γ(B − h), B ∈ B(X), h ∈ X
is absolutely continuous with respect to γ if and only if h ∈ H and in this case,
with the usual notation h = Rhˆ, hˆ ∈ H , we have, see e.g. [13, Corollary 2.4.3],
(37) dγh(x) = exp
{
hˆ(x) − 1
2
|h|2H
}
dγ(x).
Let us look for the basic integration by parts formula in the present context, that
generalises (20) and allows to define weak derivatives and BV functions. For h ∈ X ,
define
∂hf(x) = lim
t→0
f(x+ th)− f(x)
t
(whenever the limit exists); we look for an operator ∂∗h such that for every f, g ∈
FC1b (X) the equality
(38)
∫
X
g(x)∂hf(x)dγ(x) = −
∫
X
f(x)∂∗hg(x)dγ(x)
holds. Starting from the incremental ratio, we get∫
X
f(x+ th)− f(x)
t
g(x)dγ(x) =−
∫
X
f(y)
g(y)− g(y − th)
t
dγth(y)(39)
+
∫
X
f(x)g(x)dµt(x)
where µt =
1
t
(
N (th,Q) − N (0, Q)
)
. From the Cameron-Martin formula (37) we
know that µt ≪ γ if and only if h ∈ H . In this case, we can use (37) and pass to
the limit by dominated convergence as t→ 0, getting (38) with
∂∗hg(x) = ∂hg(x)− g(x)hˆ(x),
where as usual h = Rhˆ. Such notions can be extended to the more general class of
differentiable measures, see [15]. Let us now define the gradient and the divergence
operators. For f ∈ FC1b (X), the H-gradient of f , denoted by ∇Hf , is the map
from X into H defined by
[∇Hf(x), h]H = ∂hf(x), h ∈ H,
where ∂hf(x) is defined as before. Notice that if f(x) = fm(πmx) with fm ∈
C1(Rm), then
∂hf(x) = ∇fm(πmx) · πmh.
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If we fix an orthonormal basis {hj}j∈N of H , we can write
∇Hf(x) =
∑
j∈N
∂jf(x)hj , ∂j = ∂hj ,
where it is important to notice that the directional derivative ∂h is computed by
normalising h with respect to the norm inH . Considering the spaceFC1b (X,H), we
may define − divH , the adjoint operator of ∇H , as the linear map from FC1b (X,H)
to FCb(X) such that
divH φ(x) =
∑
j∈N
∂∗j φj(x) =
∑
j∈N
∂jφj(x) − φj(x)hˆj(x), φj = [φ, hj ]H .
4.3. Hausdorff measures. The definition of Hausdorff measures in Wiener spaces
goes back to [29] and is based on a finite dimensional approximation. If F ⊂ X is
an m-dimensional subspace of H , B ⊂ F , recall that we are denoting by Sk(B) the
spherical k-dimensional Hausdorff measure of B. We stress that the balls used in
the minimisation above are understood with respect to the H distance and we do
not emphasise the dependence on F . Occasionally we canonically identify F with
R
m, choosing a suitable orthonormal basis.
Let F ⊂ QX∗ be an m-dimensional subspace of H . We denote by z = πF (x)
the canonical projection induced by an orthonormal basis ej = Qe
∗
j of F , namely
πF (x) =
m∑
j=1
〈e∗j , x〉ej
and set x = y+z, so that y = x−πF (x) belongs to Ker(πF ), the kernel of πF . This
decomposition induces the factorization γ = γ⊥ ⊗ γF with γF standard Gaussian
in F and γ⊥ Gaussian in Ker(πF ) (whose Cameron-Martin space is F⊥).
Following [29], we can now define spherical (∞− 1)-dimensional Hausdorff mea-
sures in X relative to F by
(40) S∞−1F (B) =
∫ ∗
Ker(πF )
∫
By
Gm(z) dSm−1(z) dγ⊥(y) ∀B ⊂ X.
Here, for y ∈ Ker(πF ), by By we denote the section or slice
(41) By = {z ∈ F : y + z ∈ B} .
The internal integral in (40) is understood in the Choquet sense, namely∫
By
Gm(z) dSm−1(z) =
∫ ∞
0
Sm−1({z ∈ By : Gm(z) > τ}) dτ.
If By ∈ B(F ), as it happens in the case B ∈ B(X), the integral reduces to a standard
one. Furthermore, we have used the outer integral in order to avoid the issue of
the measurability of the map y 7→ ∫By Gm dSm−1. The next basic additivity result
is proved in [29].
Lemma 5. S∞−1F is a σ-additive Borel measure on B(X). In addition, for all
Borel sets B the map y 7→ ∫
By
Gm dSm−1 is γ⊥-measurable in Ker(πF ).
A remarkable fact is the monotonicity of S∞−1F with respect to F , which crucially
depends on the fact that we are considering spherical Hausdorff measures.
Lemma 6. S∞−1F ≤ S∞−1G on B(X) whenever F ⊂ G.
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The above property has been pointed out in [29], relying on [28, 2.10.27]. We
refer to [10, Lemma 3.1] for details. It follows from Lemma 6 that the following
definition of spherical (∞− 1)-Hausdorff measure S∞−1 in B(X) is well-posed; we
set
(42) S∞−1(B) = sup
F
S∞−1F (B) = limF S
∞−1
F (B),
the limits being understood in the directed set of finite-dimensional subspaces of
QX∗. A direct consequence of Lemma 5 is that S∞−1 is σ-additive on B(X).
This measure does not coincide with the one of [29], since we are considering only
subspaces in H generated by elements of QX∗. Our approach is a bit simpler
because the corresponding projections are continuous, whereas general orthogonal
decompositions of H give merely measurable projections, so that some technical
points related to removing sets of small capacity has to be addressed.
4.4. Sobolev spaces and isoperimetric inequality. There are several possible
definitions of Sobolev spaces on Wiener spaces. Since the operator ∇H is a closable
operator in Lp(X, γ), one may define the Sobolev space D1,p(X, γ) as the domain of
the closure of ∇H in Lp(X, γ)1. Another possible definition, which is closer to our
point of view, is based on the integration by parts formula (38): f ∈ Lp(X, γ) is in
W 1,p(X, γ) if there is F ∈ Lp(X, γ;H) such that (38) holds with [F, h]H in place
of ∂hf and any g ∈ FC1b (X,H). In this case, we denote F by ∇Hf . Anyway, the
spaces W 1,p and D1,p coincide, see [13, Section 5.2]. This approach requires some
further explanations in the case p = 1, as we shall see at the end of this subsection.
The Gaussian isoperimetric inequality says the following, see [40]. Let E ⊂ X ,
and set Br = {x ∈ H : ‖x‖H < r}, Er = E +Br; then
Φ−1(γ(Er)) ≥ Φ−1(γ(E)) + r, where Φ(t) :=
∫ t
−∞
e−s
2/2
√
2π
ds.
We sketch here why this inequality implies the isoperimetric inequality. We intro-
duce the function
U (t) := (Φ′ ◦ Φ−1)(t) ≈ t
√
2 log(1/t), t→ 0.
Since U (t) = U (1− t), the function U has the same behaviour as t→ 1, U (t) ≈
(1 − t)√2 log(1 − t). Notice that Φ(t) is the volume of the halfspace {hˆ(x) < t}
and that U (t) is the perimeter of a halfspace of volume t.
From the above estimate for Φ−1(γ(Er)) we obtain that
γ(Er) ≥ Φ(Φ−1(γ(E)) + r) = γ(E) + rΦ′(Φ−1(γ(E))) + o(r)
= γ(E) + rU (γ(E)) + o(r),
and then
lim inf
r→0
γ(Er)− γ(E)
r
≥ U (γ(E)).
The quantity on the left hand side is related to the Minkowski content of the set
E constructed using the Cameron-Martin balls, although negligible. For instance,
if X = Rd, γ = GdLd the standard centred Gaussian measure on Rd and E a set
with smooth boundary, then
Pγ(E) = lim
r→0
γ(Er)− γ(E)
r
≥ U (γ(E)).
1Notice that the space denoted by D1,p(X, γ) by Fukushima is denoted by W p,1(X, γ) in [13].
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It is also possible to prove in this case that equality holds if E is a hyperplane;
this skecth of the isoperimetry property of hyperplanes is essentially the proof con-
tained in [40]. The original proof of the isoperimeric properties of hyperplanes in
the finite dimensional Gaussian space has been estabilished first in [47]; since the
isoperimetric function does not depend on the space dimension, the same proof can
be extended to the infinite dimensional case. In [26], again in the finite dimensional
case, it is proved that hyperplanes are isoperimetric by using a symmetrisation ar-
gument; also in this case, the proof implies that hyperplanes are isoperimetric in the
infinite dimensional case. The proof that hyperplanes are the unique isoperimetric
sets is rather recent and is contained in [17]. Let us also point out that the right
Minkowski content uses enlargements Er of the set E with respect to balls of H and
not of X . The reason of this can be explained as follows: the Gaussian measure γ
introduces an anisotropy on X due to the covariance operator Q. This anisotropy
is compensated in the definition of total variation and perimeter by the gradient
∇H , since it is defined using vectors that have unit H-norm. The corresponding
compensation in the computation of the Minkowski content is achieved by using
the balls of H .
The isoperimetric inequality implies also the following:
‖∇Hf‖L1 ≥
∫ ∞
0
U (γ({|f | > s})) ds,
and it follows that if ∇Hf ∈ L1(X, γ) then u belongs to the Orlicz space
(43) L log1/2L(X, γ) = {u : X → R : A1/2(|u|) ∈ L1(X, γ)},
where A1/2(t) =
∫ t
0
log1/2(1 + s)ds. This is important in connection to the in-
tegration by parts formula (38), because for general f ∈ L1(X, γ) the product
hˆfg is not summable. But, thanks to Fernique theorem, the linear function hˆ be-
longs to the Orlicz space defined through the complementary N -function of A1/2,
ψ(t) =
∫ t
0 (e
s2 − 1)ds, i.e., ψ(λ|h|H) < ∞ for some λ > 0. As a consequence, if
∇Hf ∈ L1(X, γ) then f ∈ L log1/2L(X, γ), the product hˆfg is summable, (38) does
make sense and the embedding of D1,1(X, γ) into L log1/2L(X, γ) follows, see [33,
Proposition 3.2].
4.5. The Ornstein-Uhlenbeck semigroup. Let us consider the Ornstein-Uhlen-
beck semigroup (Tt)t≥0, defined pointwise by Mehler’s formula, which generalises
(21):
(44) Ttu(x) =
∫
X
u
(
e−tx+
√
1− e−2ty
)
dγ(y)
for all u ∈ L1(X, γ), t > 0. Unlike the heat semigroup, the Ornstein-Uhlenbeck
semigroup Tt does not map L
1(X, γ) into D1,1(X, γ). But, Tt is strongly continuous
in L log1/2L(X, γ) and it follows from (35) that Ttu ∈ D1,1(X, γ) for any u ∈
L log1/2L(X, γ), see [33, Proposition 3.6]. Moreover, it is a contraction semigroup
in Lp(X, γ) for every p ∈ [1,+∞] (and hence also in L log1/2L(X, γ)) and self-
adjoint in L2(X, γ). Moreover, the following commutation relation holds for any
u ∈ D1,1(X, γ)
(45) ∇HTtu = e−tTt∇Hu, t > 0.
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Therefore, we get
∇HTt+su = ∇HTt(Tsu) = e−tTt∇HTsu,
for any u ∈ L log1/2L(X, γ), see [13, Proposition 5.4.8]. It also follows from (45)
that
(46)
∫
X
Ttf divH φdγ = e
−t
∫
X
f divH(Ttφ)dγ,
for all f ∈ L1(X, γ), φ ∈ FC1b (X,H), see [8]. Another important consequence of
(45) is that if u ∈ D1,1(X, γ) then
(47) lim
t→0
‖∇HTtu−∇Hu‖L1(X,γ) = 0.
Finally, notice that if um are the canonical cylindrical approximations of a function
u ∈ L log1/2L(X, γ) defined in (36) then the following inequality holds, see e.g. [8]
(48)
∫
X
|∇HTtum|Hdγ ≤
∫
X
|∇HTtu|Hdγ ∀ t > 0.
We end this brief discussion on the Ornstein-Uhlenbeck semigroup by presenting
the related Ornstein-Uhlenbeck process in the Wiener space. Of course, this is
close to the finite dimensional case, with important modifications. First, we define
the cylindrical Brownian motion in X as an X-valued continuous process BHt such
that for every x∗ ∈ X∗ with |Qx∗|H = 1 the one-dimensional process 〈x∗, BHt 〉 is
Wiener. After extending the notion of stochastic integral to the case of a cylindrical
Brownian motion, we may deal with SDEs in X . The Ornstein-Uhlenbeck process
is given by
ξt = e
−t/2ξ0 +
∫ t
0
e(s−t)/2 dBHt
and, as in Rd, it is the solution of the Cauchy problem for the Langevin equation
dξt = −1
2
ξt dt+ dB
H
t , ξ0 given r.v.,
whereBHt is a cylindrical Brownian motion. If the law of ξ0 is δx for x ∈ X , denoting
by ξxt the corresponding solution, we have the usual equality Ttf(x) = E[f(ξ
x
t )].
5. BV functions in the Wiener space
A definition of BV functions in abstract Wiener spaces has been given by M.
Fukushima in [32], M. Fukushima and M. Hino in [33], and is based upon Dirichlet
form theory quoted in Subsection 2.5. In [8], [9] the main aim has been to compare
the finite and infinite dimensional theory of BV functions from a purely analytical
point of view, closer to the classical setting. After collecting, in the preceding
section, the tools we need, we pass now to the definition of BV functions in the
abstract Wiener space setting. We denote by M(X,H) the space of all H-valued
finite measures µ on B(X).
Definition 5.1. Let u ∈ L log1/2L(X, γ). We say that u has bounded variation
in X and we set u ∈ BV (X, γ) if there exists µ ∈ M(X,H) such that for any
φ ∈ FC1b (X,H) we have
(49)
∫
X
u(x)∂∗j φ(x)dγ(x) = −
∫
X
φ(x)dµj(x) ∀j ∈ N,
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where µj = [hj , µ]H . In particular, if u = χE and u ∈ BV (X, γ), then we say that
E has finite perimeter.
Notice that, as in the Sobolev case D1,1(X, γ), the assumption u ∈ L log1/2L(X, γ)
gives a meaning to (38), as discussed in Subsection 4.4. Moreover, in the previous
definition we have required that the measure µ is defined on the whole of B(X)
and is σ-additive there. Since cylindrical functions generate the Borel σ-algebra,
the measure µ verifying (49) is unique, and will be denoted Dγu as in the finite
dimensional Gaussian case. The total variation measure is denoted as usual by
|Dγu|. We also let Pγ(E) := |DγχE |(X) be the (Gaussian) perimeter of a subset
E of X and we set, as in the finite dimensional case, Pγ(E, ·) = |DχE |(·).
We state now a characterization of BV (X, γ) functions analogous to Theorem 2
and the discussion which follows.
Theorem 7. Given u ∈ L log1/2L(X, γ), the following are equivalent:
(1) u belongs to BV (X, γ);
(2) the quantity
Vγ(u) := sup
{∫
X
u divH Φ dγ; Φ ∈ FC1b (X,H), |Φ(x)|H ≤ 1 ∀x ∈ X
}
is finite;
(3) the quantity
Lγ(u) = inf
{
lim inf
n→∞
∫
X
|∇Hun|Hdγ : un ∈ D1,1(X, γ), un L
1→ u
}
is finite;
(4) the quantity
(50) T [u] = lim
t↓0
∫
X
|∇HTtu|Hdγ
is finite.
Moreover, |Dγu|(X) = Vγ(u) = Lγ(u) = T [u].
As in the finite dimensional case, see (22), u ∈ BV (X, γ) if and only if there is
C > 0 such that ∣∣∣ ∫
X
[∇HΦ, h]H u dγ
∣∣∣ ≤ C‖Φ‖∞
for all Φ ∈ FC1b (X,H). The proof of Theorem 7 is contained in [32], [33], and also
in [9]. The proof in the latter reference relies on a slicing argument, a technique
that has proved to be very useful in the finite dimensional case and we shall use
later. For ν ∈ ⋃mHm, denote by ∂ν and ∂∗ν the differentiation operator and its
adjoint, respectively, and the directional total variation along ν as
(51) V νγ (u) = sup
{∫
X
u∂∗νφdγ : φ ∈ F νC1c (X), |φ(x)| ≤ 1 ∀x ∈ X
}
,
where φ ∈ F νC1c (X) means that φ(x) = v(〈x, x∗〉) with v ∈ C1c (R) and ν = Qx∗.
Riesz theorem shows that V νγ (u) is finite if and only if the integration by parts
formula
(52)
∫
X
u∂∗νφdγ = −
∫
X
φdµν ∀φ ∈ C1b (X)
24 MIRANDA-NOVAGA-PALLARA
holds for some real-valued measure µν with finite total variation, that we denote
by Dνγu; if this happens, |µν |(X) coincides with V νγ (u). Finally,
(53) V νγ (u) = limm→∞V
ν
γ (Emu).
Once a direction ν = Qx∗ ∈ H is fixed, let πν(x) = 〈x, x∗〉 be the induced projection
and let us write x ∈ X as y+πν(x)ν. Then, denoting byK the kernel of πν , γ admits
a product decomposition γ = γ⊥ ⊗ γ1 with γ⊥ Gaussian in K. For u : X → R
and y ∈ K we define the function uy : R → R by uy(t) = u(y + tν). The following
slicing theorem holds
Theorem 8. Let u ∈ L log1/2L(X, γ) and let ν ∈ ⋃mHm; then
V νγ (u) =
∫
K
Vγ1(uy) dγ
⊥(y).
In particular, the directional total variation of u is independent of the choice of the
basis and makes sense for all h ∈ H.
The coarea formula (27) holds as well in Wiener spaces and can be proved by
following verbatim the proof of [27, Section 5.5]: if u ∈ BV (X, γ), then for a.e.
t ∈ R the level set {u > t} has finite perimeter and for every Borel set B ⊂ X the
following equality holds:
(54) |Dγu|(B) =
∫
R
Pγ({u > t}, B)dt.
We end this section with a recent example of application in the classical Wiener
space, see [48].
Example 3. Let us fix a time t ∈ [0, 1] and consider the classical Wiener space
X = C0([0, 1],R), see Subsection 4.1. Define
Mt = sup{Bs, 0 ≤ s ≤ t}.
It is well-known that Mt ∈ D1,p(X,P), but ∇HMt is not differentiable. Neverthe-
less, ∇HMt belongs to BV (X,P), i.e., there exists a H ⊗H-valued measure D2Mt
such that ∫
X
[Φh1 ⊗ h2, D2Mt]H⊗H =
∫
X
Mt∂
∗
h1∂
∗
h2Φ dγ
for every Φ ∈ FC2b (X), h1, h2 ∈ H . Moreover, the measure |DP∇HMt| is con-
centrated on the trajectories that attain their maximum exactly twice, hence, in
particular, all these measures are singular with respect to P.
6. Fine properties of sets with finite perimeter
We show in this section how is it possible to generalise in the infinite-dimensional
setting the properties listed in Theorem 3; we restrict our attention to the case of
sets with finite perimeter, so that we can use the geometric meaning of points of
density stated by formula (29) to give a suitable notion of boundary of a set.
It is worth noticing that in the infinite-dimensional setting things do not work as
well as for the Euclidean case; Preiss [46] gave an example of an infinite-dimensional
Hilbert space X , a Gaussian measure γ and a set E ⊂ X such that 0 < γ(E) < 1
and
(55) lim
̺→0
γ(E ∩B̺(x))
γ(B̺(x))
= 1, ∀x ∈ X.
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In the same work, it is also shown that if the eigenvalues of the covarianceQ decay to
zero sufficiently fast, then it is possible to talk about density points; in some sense,
the requirement on the decay gives properties of X closer to the finite-dimensional
case. For these reasons, in general the notion of point of density as given in (55) is
not a good notion.
In the infinite-dimensional setting, the idea is to use the factorization γ = γ⊥ ⊗
γF , for F ⊂ QX∗ an m-dimensional space, described in Subsection 4.3.
Definition 6.1 (Essential boundary relative to F ). If we write X = F ⊕Ker(πF ),
we recall by (41) the definition of the slice of E in direction F
Ey = {z ∈ F : y + z ∈ E} ⊂ F ;
the essential boundary of E relative to F is then defined as
∂∗FE = {x = y + z : z ∈ ∂∗(Ey)}.
It is not difficult to show that ∂∗FE is a Borel set; moreover, in order to pass
from the finite dimensional space F to the whole of the Cameron-Martin space H ,
we need the following property.
Lemma 9. Let G ⊂ QX∗ be a k-dimensional Hilbert space, let F ⊂ G be an m-
dimensional subspace and let E be a set with finite perimeter in G. Then, with the
orthogonal decomposition G = F ⊕ L and the notation
Ew := {z ∈ F : w + z ∈ E} w ∈ L,
we have that Sm−1 ({z ∈ F : z ∈ ∂∗Ew, w + z /∈ ∂∗E}) = 0 for Sk−m-a.e. w ∈ L.
Thanks to this fact, we have that if F ⊂ G ⊂ QX∗ are two finite dimensional
spaces, then the relative essential boundary ∂∗FE of E is contained, up to negligible
sets, into the essential boundary ∂∗GE of E relative to G, that is
S∞−1F (∂∗FE \ ∂∗GE) = 0.
In [10] there is the proof of the following fact.
Proposition 1. Let F be a countable family of finite-dimensional subspaces of
QX∗ stable under finite unions. For F ∈ F , let AF ∈ B(X) be such that
(i) S∞−1F (AF \AG) = 0 whenever F ⊂ G;
(ii) supF S∞−1F (AF ) <∞.
Then lim
F
(S∞−1F AF ) exists, and it is representable as (limF S
∞−1
F ) A with
A :=
⋃
F∈F
⋂
G∈F ,G⊃F
AG ∈ B(X).
Such Proposition allows for the definition of the cylindrical essential boundary.
Definition 6.2 (Cylindrical essential boundary). Let F be a countable set of finite-
dimensional subspaces of H stable under finite union, with ∪F∈FF dense in H.
Then, we define cylindrical essential boundary ∂∗FE along F the set
∂∗FE :=
⋃
F∈F
⋂
G∈F ,G⊃F
∂∗GE.
These definitions are used in [38] and with minor revisions in [10], to get a
representation of the perimeter measure as follows.
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Theorem 10. Let E ∈ B(X) be a set with finite γ-perimeter in X, let F be as
in Definition 6.2 and let ∂∗FE be the corresponding cylindrical essential boundary.
Then
(56) |DγχE |(B) = S∞−1F (B ∩ ∂∗FE) ∀B ∈ B(X).
In particular, ∂∗FE is uniquely determined by (56) up to S∞−1F -negligible sets.
In [10] also a weak rectifiability result of the cylindrical essential boundary is
given; the term weak refers to the fact that rectifiability is done by using Sobolev
functions instead of Lipschitz maps as in (10). This is not a minor difficulty, since in
the infinite-dimensional setting no Lusin type properties are known; in particular,
it is not known if any Sobolev function coincides with a Lipschitz map in a set of
positive measure.
First, we recall the notion of H-graph.
Definition 6.3 (H-graph). A set Γ ⊂ X is called an H-graph if there exist a unit
vector k ∈ QX∗ and u : D ⊂ Ker(πF )→ R (here F = {sk, s ∈ R}) such that
Γ = {y + u(y)k : y ∈ D}.
We say that Γ is an entire Sobolev H-graph if moreover
D ∈ B(Ker(πF )), γ⊥
(
Ker(πF ) \D
)
= 0
and u ∈ W 1,1(Ker(πF ), γ⊥).
With this notion, in [10] the following theorem is proved.
Theorem 11. For any set E ⊂ X with finite perimeter the measure |DγχE | is
concentrated on a countable union of entire Sobolev H-graphs.
In [5], the Ornstein-Uhlenbeck semigroup is used to define points of density 1/2;
their main result can be summarised in the following Theorem.
Theorem 12. Let E ⊂ X be a set with finite perimeter; then
lim
t↓0
∫
X
∣∣∣∣TtχE − 12
∣∣∣∣
2
d|DγχE | = 0;
in particular, there exists a sequence ti ↓ 0 such that
(57)
∑
i
∫
X
∣∣∣∣TtiχE − 12
∣∣∣∣ d|DγχE | < +∞,
which ensures that TtiχE → 12 |DγχE |-a.e. in X.
Thanks to the previous Theorem, a notion of points of density 12 can be given.
As explained in connection with the notion of essential boundary, the analogue (55)
of the finite dimensional procedure (29) is not available in the present situation,
hence it relies rather on an approach analogous to (32).
Definition 6.4 (Points of density 1/2). Let (ti)i be a sequence such that
(58)
∑
i
√
ti < +∞
and (57) holds. Then, we say that x is a point of density 12 for E if it belongs to
(59) E1/2 :=
{
x ∈ X : ∃ lim
i→+∞
TtiχE(x) =
1
2
}
.
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The requirement in (58) is rather natural, since for a set with finite perimeter it
is possible to prove (see [5, Lemma 2.3]) that∫
X
|TtχE − χE |dγ ≤ ctPγ(E),
with
ct =
√
2
π
∫ t
0
e−s√
1− e−2s ds ∼ 2
√
t
π
.
Theorem 13. Let (ti)i be a sequence such that
∑
i
√
ti < +∞ and (57) holds.
Then |DγχE | is concentrated on E1/2 defined in (59); moreover E1/2 has finite
S∞−1 measure and
|DγχE | = S∞−1 E1/2.
It is worth noticing that the sequence (ti)i depends of the set E itself. In [6]it is
also proved a part of the rectifiability result for the reduced boundary; with minor
revision of the definition of cylindrical essential boundary, it is possible to define a
cylindrical reduced boundary by setting
FFE = {x ∈ X : x = y + z : z ∈ F(Ey) ⊂ F},
and
(60) FHE = lim inf
F∈F
FFE =
⋃
F∈F
⋂
G∈F ,G⊃F
FGE,
where here F has two meanings, the first one to denote the reduced boundary,
the second one when writing F ∈ F is meant as a countable collection of finite
dimensional sets as in Proposition 1. The liminf of sets in (60) is also given in the
sense of Proposition 1.
Given an element h ∈ H , the halfspace having h as its “inner normal” is defined
as
Sh = {x ∈ X : hˆ(x) > 0}.
Notice that Sh is a closed halfspace if hˆ = R
∗x∗ for some x∗ ∈ X∗; otherwise, it is
easily seen by approximation that hˆ is linear on a subspace of X of full measure,
hence the above definition does make sense. Since the convergence of sequences
hn ∈ H to h ∈ H in the norm of H implies the convergence of Shn to Sh in the
sence of convergence of characteristic functions in L1(X, γ), then, denoting by
Ex,t :=
E − e−tx√
1− e−2t ,
the following result holds true. We notice that the idea underlying the following re-
sult is the last line in (21), which cannot be used directly in the infinite-dimensional
framework.
Theorem 14 (Ambrosio, Figalli, Runa [6]). Let E ⊂ X be a set with finite perime-
ter in X, x ∈ FHE and S(x) = SνE(x) where νE is defined by the polar decomposi-
tion DγχE = νE |DγχE |; then
lim
t↓0
∫
X
∫
X
∣∣∣χE(e−tx+√1− e−2ty)− χS(x)(y)∣∣∣ dγ(y)d|DγχE |(x) = 0.
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In other terms, the previous results can be restated by saying that
lim
t↓0
∫
X
‖χEx,t − χS(x)‖L1(X,γ)d|DγχE |(x) = 0,
that is, Ex,t coverge to S(x) in L
1(X, γ), for |DγχE |-a.e. x ∈ X . This result is in
some sense the Wiener space formulation of (31).
6.1. Examples of sets with finite perimeter. We now provide some examples
of sets with finite perimeter; in some cases the essential and reduced boundary are
directly identifiable, in some other they are indicated as candidates, but a proof is
not available so far.
6.1.1. Cylindrical sets. Let F be as in Definition 6.2. The easiest way to construct
examples of sets with finite perimeter is to use the decomposition X = Xm ⊕
Ker(πF ); if B ⊂ F is a set with χB ∈ BV (Xm, γF ), then E = π−1F (B) has finite
perimeter in X with
Pγ(E,X) = PγF (B,Xm).
If F ∈ F , then
∂∗FE = ∂
∗
FE = ∂
∗B, FHE = FB,
otherwise the previous equality holds up to |DγχE |-negligible sets.
6.1.2. Level sets of Lipschitz maps: comparison with the Airault-Malliavin surface
measure. By coarea formula (54), almost every level set of a BV function has finite
perimeter; in particular, we can use almost every level set of Sobolev or Lipschitz
functions. To prove that every level set, under some regularity assumption on the
function, has finite perimeter is quite delicate in this framework. In [1], Airault and
Malliavin constructed a surface measure on boundaries of regular level sets. More
precisely, they considered functions f belonging to
W∞(X, γ) =
⋂
p>1,k∈N
W k,p(X, γ),
where W k,p(X, γ) is the Sobolev space of order k with p-integrability, such that
1
|∇Hf |H ∈
⋂
p≥1
Lp(X, γ);
what they proved is that the image measure f#γ defined on B(R) by
f#γ(I) = γ(f
−1(I))
has smooth density ρ with respect to the Lebesgue measure and that, for each t
such that ρ(t) > 0, there exists a Radon measure σt supported on f
−1(t) such that∫
{f<t}
divH Φ dγ =
∫
{f=t}
[Φ,∇Hf ]H
|∇Hf |H dσt.
The measure σt is constructed in terms of the Minkowski content as explained in
Subsection 4.4. In [18], it is proved that, under the additional technical assumption
that f is continuous, the set {f < t} has finite perimeter whenever ρ(t) > 0 with
the identity
Pγ({f < t}) = σt({f = t}) =
∫
{f<t}
divH νH dγ,
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where νH = ∇Hf/|∇Hf |H . The set {f = t} is expected to be the essential bound-
ary of {f < t}, whereas the points in the reduced boundary are expected to be
those x where ∇Hf(x) 6= 0.
6.1.3. Balls and convex sets. If we fix a point x0 ∈ X , the map
f(x) = ‖x− x0‖X
is Lipschitz and then the sets
Et = {f < t} = Bt(x0)
have finite perimeter for almost every t > 0. The proof that every ball has finite
perimeter is contained in [18]; if X is a Hilbert space, then the function f(x)2
is continuous and satisfies all the condition imposed by Airault and Malliavin and
then all balls in Hilbert spaces have finite perimeter. In addition, the normal vector
in this case is given by
ν(x) =
Q(x− x0)
|Q(x− x0)|H
(where Q is the covariance operator, γ = N (0, Q)) and the function
g(t) = Pγ(Bt(x0))
is continuous in [0,+∞) with
lim
t→0
Pγ(Bt(x0)) = lim
t→+∞
Pγ(Bt(x0)) = 0.
It is also possible to prove that there exist t1 < t2 such that g is increasing in [0, t1]
and decreasing in [t2,+∞).
The proof that any ball in an infinite-dimensional Banach space has finite perime-
ter is less explicit and is based on a Brunn-Minkowski argument stating that for
every Borel sets A,B ⊂ X ,
γ(λA+ (1− λ)B) ≥ γ(A)λγ(B)1−λ, λ ∈ [0, 1].
In [18] it is proved that if C is an open convex set, then γ(∂C) = 0 and C has finite
perimeter. In this case, it is easily seen that ∂∗FC ⊂ ∂C and
(61) |DγχC |(∂C \ ∂∗FC) = 0;
indeed if x ∈ C or x ∈ X \ C, then for any F ≤ H , if we write
x = y + zx, y ∈ Ker(πF ), zx ∈ Xm
then zx is an interior point either of Cy or of Xm \Cy, so ∂∗FC ⊂ ∂C. Property (61)
follows by the representation of the perimeter measure (56). The characterization
of the reduced cylindrical boundary is less clear.
The assumption that C is open is essential; indeed, it is also shown that, in the
Hilbert space case, there exists a convex set with infinite perimeter. Such a set is
constructed by fixing a sequence ri such that√
2
π
e−
r2i
2
ri
=
1
(i + 1)(log(i+ 1))
3
2
,
defining
Cm = π
−1
F (Qm), Qm =
m∏
i=1
[−ri, ri]
and letting m→ +∞.
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6.1.4. An example in the classical Wiener space. In [39] an example of a set with
finite perimeter in the classical Wiener space is given, using the reflecting Brownian
motion. The setting is given by a pinned path space, that is
X = {ω ∈ C([0, 1],Rd) : ω(0) = a, ω(1) = b}
endowed with the pinned Wiener measure Pa,b defined in the same spirit as (33) by
Pa,b(C) =
1
G(1, a, b)
∫
B1×...×Bm
m+1∏
j=1
G(tj − tj−1, xj−1, xj) dx1 . . . dxm,
where Bj ∈ B(Rd), j = 1, . . . ,m, 0 = t0 < t1 < . . . < tm < tm+1 = 1, x0 = a and
xm+1 = b,
C = {ω ∈ X : ω(tj) ∈ Bj , j = 1, . . . ,m}.
In such space, if Ω ⊂ Rd is an open set containing the two points a and b, define
the set
EΩ = {ω ∈ X : ω(t) ∈ Ω ∀t ∈ [0, 1]}.
Then EΩ has finite perimeter in X under the assumption that Ω has positive reach,
that is an uniform exterior ball condition: there exists δ > 0 such that for every
y ∈ ∂Ω there is z ∈ Rd \Ω such that Bδ(z)∩Ω = {y}. The proof of this fact is done
constructing a sequence of Lipshitz functions ρn converging to χEΩ in L
1(X,Pa,b)
and such that∫
X
|∇Hρn|HdPa,b ≤ nPa,b
({
ω ∈ X : 0 ≤ inf
t∈[0,1]
q(ω(t)) ≤ 1
n
})
;
the sequence is defined in terms of the signed distance function
q(x) = inf
inf y∈Rd\Ω
|x− y| − inf
y∈Ω
|y − x|
as
ρn(ω) = fn(F (ω)), F (ω) = inf
t∈[0,1]
q(ω(t)),
where fn is defined as
fn(s) = min{max{0, ns}, 1}.
The keypoint in the proof where the positive reach condition is used is in estimating
Pa,b
({
ω ∈ X : 0 ≤ inf
t∈[0,1]
q(ω(t)) ≤ r
})
≤ cr,
since from that it comes that∫
Xa,b
|∇Hρn|HdPa,b ≤ c.
In this case, Hino-Uchida prove also that the perimeter measure concentrates on
the set
∂′EΩ =
{
ω ∈ X : ω(t) ∈ Ω and ∃ an unique t ∈ [0, 1] s.t. ω(t) ∈ ∂Ω} .
The definition of the previous set has a meaning very close to the set of points
of density 1/2 for EΩ. Finally, it is worth noticing that the proof given by Hino
and Uchida of the fact that EΩ ha finite perimeter is close to the proof that a
(sufficiently regular) set in the Euclidean setting has finite Minkowski content.
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7. Convex functionals on BV
Following [21], we now consider integral functionals on BV (X, γ) of the form
u 7→
∫
X
F (Dγu)
where F : H → R ∪ {+∞} is a convex lower semicontinuous function. As Dγu is
in general a measure, we have to give a precise meaning to the above expression.
Given a convex function F : H → R ∪ {+∞} we denote by F ∗ its convex
conjugate, defined as
F ∗(Φ) := sup {[Φ, h]H − F (h) : h ∈ H} , Φ ∈ H,
and by F∞ its recession function defined as
F∞(h) := lim
t→+∞
F (th)
t
h ∈ H.
We shall consider functions F : H → R∪{+∞} satisfying the following assumption:
(A) F is a proper (i.e., not identically +∞), lower semi-continuous, convex
function on H .
Notice that a convex function F with p ≥ 1 growth, i.e., such that there are positive
constants α1, β1, α2, β2 such that
(62) α1|h|pH − β1 ≤ F (h) ≤ α2|h|pH + β2 ∀h ∈ H,
satisfies automatically assumption (A).
Given a function F satisfying (A) and u ∈ L2(X, γ), we define the functional
(63)
∫
X
F (Dγu) := sup
{∫
X
−u divH Φ− F ∗(Φ) dγ, Φ ∈ FC1b (X,H)
}
which is lower semicontinuous in L2(X, γ). Similarly, for µ ∈M(X,H) we set∫
X
F (µ) := sup
{∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ)dγ, Φ ∈ FC1b (X,H)
}
.
The following result has been proved in [21, Theorem 3.2].
Theorem 15. Let F : H → R ∪ {+∞} satisfy (A) and let µ ∈M(X,H), then∫
X
F (µ) =
∫
X
F (µa)dγ +
∫
X
F∞
(
dµs
d|µs|
)
d|µs|
where µ = µaγ + µs is the Radon-Nikodym decomposition of µ w.r.t. γ.
From Theorem 15 we obtain a representation result for the functional in (63).
Theorem 16. Let F : H → R ∪ {+∞} satisfy (A), then
(64)
∫
X
F (Dγu) =
∫
X
F (∇Hu)dγ +
∫
X
F∞
(
dDsγu
d|Dsγu|
)
d|Dsγu|
for all u ∈ BV (X, γ), where Dγu = ∇Huγ +Dsγu is the Radon-Nikodym decompo-
sition of Dγu.
A natural question is whether the functional in (63) concides with the relaxation
in L2(X, γ) of its restrictions to more regular functions. The following result has
been proved in [21, Proposition 3.4].
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Theorem 17. Let F : H → R∪{+∞} satisfy (A), then the functional ∫
X
F (Dγu)
is the relaxation in L2(X, γ) of the functional defined as
∫
X F (∇Hu)dγ for u ∈
W 1,1(X, γ), and +∞ for u 6∈ W 1,1(X, γ).
If F has p ≥ 1 growth in the sense of (62), then the same relaxation result holds
with the space W 1,1(X, γ) replaced by FC1b (X).
Condition (62) in the above statement is technical, and we expect that it is not
necessary to obtain the relaxation result in FC1b (X).
7.1. Convexity of minimisers. The Direct Method of the Calculus of Variations
is a well-known method to prove existence of minimisers of variational problems.
The two conditions a functional has to satisfy in order to apply the method are
the lower semicontinuity with respect to a given topology, and the compactness of
a nonempty sublevel set in the same topology.
We now consider convex functionals of the form
(65)
∫
X
F (Dγu) +
1
2
∫
X
(u− g)2dγ.
where F : H → R ∪ {+∞} satisfies (A) and g ∈ L2(X, γ) is a convex function.
Notice that the functional in (65) is convex on L2(X, γ), hence it is also weakly
lower semicontinuous. Moreover, its sublevel sets are (relatively) compact in the
weak topology of L2(X, γ). By the Direct Method we then obtain the following
existence result. The existence of a minimiser follows by the Direct Method of the
Calculus of Variations, while the uniqueness follows from the strict convexity of the
functional, due to the second term in (65).
Proposition 2. There exists a unique minimiser u¯ ∈ L2(X, γ) of the functional
(65).
We state a convexity result for minimisers of (65) which has been proved in [21,
Theorem 5.1].
Theorem 18. The minimiser u¯ of (65) is convex.
From Theorem 18 and the theory of maximal monotone operators (see [16]), one
can easily get the following result:
Theorem 19. Let u0 ∈ L2(X, γ) be a convex initial datum. Then the solution
u(t) of the L2(X, γ)-gradient flow of
∫
X
F (Dγu) with initial condition u(0) = u0 is
convex for every t > 0.
Notice that, by taking F (h) = |h|p with p ≥ 1, Theorem 18 applies to the
functional
(66)
∫
X
|Dγu|pH +
1
2
∫
X
(u− g)2dγ.
Recalling the coarea formula (54), when p = 1 the functional (66) can be written
as ∫
X
|Dγu|pH +
1
2
∫
X
(u − g)2dγ =
∫
R
(
Pγ({u > t})−
∫
{u>t}
(g − t)dγ
)
dt.
It then follows (see [19, 21]) that the level set {u¯ > t} of the minimiser u¯ minimises
the geometric problem
(67) Pγ(E)−
∫
E
(g − t) dγ
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among the subsets E ⊂ X of finite perimeter, for all t ∈ R. Then, from Theorem
18 one can derive a convexity result for minimisers to (67) (see [21, Corollary 5.7]).
Theorem 20. Let g ∈ L2(X, γ) be a convex function, and consider the functional
(68) Fg(E) = Pγ(E)−
∫
E
g dγ.
Then, two situations can occur:
• If minFg < 0, there exists a unique nonempty minimiser of Fg, which is
convex.
• If minFg = 0, there exists at most one nonempty minimiser of Fg, which
is then convex.
7.2. Relaxation of the perimeter in the weak topology. In view of the pre-
vious discussion, a natural problem which arises is the classification of the weakly
lower semicontinuous functionals on L2(X, γ).
While convex functionals are lower semicontinuous with respect to both the weak
and the strong topology, the perimeter functional
F (u) :=
{
Pγ(E) if u = χE
+∞ otherwise
is not weakly lower semicontinuous, as one can easily check by taking the sequence of
halfspaces En = {〈x, x∗n〉 < 0}, where x∗n is a sequence in X∗ such that hn = Qx∗n is
an orthonormal basis of H . Indeed, the characteristic functions of these sets weakly
converge to the constant function 1/2, which is not a characteristic function, while
the perimeter of En is constantly equal to 1/
√
2π.
In [35] the authors computed the relaxation F of F with respect to the weak
L2(X, γ)-topology, showing that
F (u) =


∫
X
√
U 2(u) + |Dγu|2 if u ∈ BV (X, γ) and |u| ≤ 1
+∞ otherwise
where
(69)
∫
X
√
U 2(u) + |Dγu|2 =
∫
X
√
U 2(u) + |∇Hu|2Hdγ + |Dsγu|(X)
with Dγu = ∇Hu dγ + Dsγu as in Theorem 16. Observe that the functional F
already appears in the seminal works by Bakry and Ledoux [11] and Bobkov [12],
in the context of log-Sobolev inequalities. See also [9, Remark 4.3] where it appears
in a setting closer to ours.
There is also a representation formula for F , which is reminiscent of the definition
of total variation:
F (u) = sup
{∫
X
(u divH Φ+ U (u)ξ)dγ : Φ ∈ FC1b (X,H),
ξ ∈ FC1b (X), |Φ(x)|2H + |ξ(x)|2 ≤ 1 ∀x ∈ X
}
,
for all u ∈ BV (X, γ), with |u| ≤ 1.
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8. Open problems
We collect some open problems whose solution, in our opinion, would provide
important information on the whole subject and would allow for a wide range of
applications.
The first problems that should be solved and would have a great influence in
the further developments concern the structure theory of reduced boundaries and
general BV functions. For instance it would be important to check whether the
well-known Euclidean decomposition result holds in Wiener spaces, i.e., whether the
equality X = E1 ∪ E0 ∪ E1/2 is true (up to negligible sets). Moreover, as we have
seen, a pointwise characterization of reduced boundary like that in (30) is missing, as
well as suitable notions of one-sided approximate limits, see (28). In this respect, the
Orstein-Uhlenbeck semigroup will come into play, but making density computations
independent of the sequence (ti), see (59), would certainly be useful, in connection
with the coarea formula. Still on the side of the structure theory, it is important to
improve the weak rectifiability Theorem 11, possibly getting Lipschitz rectifiability.
All these problems are of course connected to the general problem of the traces
of BV functions. Beside other instances, such as boundary value problems, closer
to the arguments presented here are applications of the structure theory and fine
properties to integral functionals. Indeed, it would be interesting to extend the
results presented in Section 7 to integrands depending on u, see [7, Section 5.5] for
the classical case. In this connection, it would be important to perform a deeper
analysis of the singular part of the gradient, possibly distinguishing between the
jump part and the Cantor part, and defining the one-sided approximate limits. This
could probably give a representation formula more precise than (69). Finally, one
could try to provide a complete characterization of weakly lower semicontinuous
integral functionals with integrands of linear growth.
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