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Abstract. In the late 1980’s Sullivan initiated a programme to prove quasisymmetric
rigidity in one-dimensional dynamics: interval or circle maps that are topologically conju-
gate are quasisymmetrically conjugate (provided some obvious necessary assumptions are
satisfied). The aim of this paper is to conclude this programme in a natural class of C3
mappings. Examples of such rigidity were established previously, but not, for example, for
real polynomials with non-real critical points.
Our results are also new for analytic mappings. The main new ingredients of the proof in
the real analytic case are (i) the existence of infinitely many (complex) domains associated
to its complex analytic extension so that these domains and their ranges are compatible, (ii)
a methodology for showing that combinatorially equivalent complex box mappings are qc
conjugate, (iii) a methodology for constructing qc conjugacies in the presence of parabolic
periodic points.
For a C3 mapping, the dilatation of a high iterate of any complex extension of the real
map will in general be unbounded. To deal with this, we introduce dynamically defined
qc\bg partitions, where the appropriate mapping has bounded quasiconformal dilatation,
except on sets with ‘bounded geometry’. To obtain such a partition we prove that we have
very good geometric control for infinitely many dynamically defined domains. Some of these
results are new even for real polynomials, and in fact an important sequence of domains
turn out to be quasidiscs. This technology also gives a new method for dealing with the
infinitely renormalizable case.
We will briefly also discuss why quasisymmetric rigidity is such a useful property in
one-dimensional dynamics.
Contents
1. Introduction and statements of main results 2
1.1. Previous results 4
1.2. Applications of quasisymmetric ridigity 8
1.3. Necessity of assumptions 11
1.4. Statement of the main theorems 11
2. Ingredients of the paper and a sketch of the proof 17
2.1. Old and new ingredients of this paper 17
2.2. The QC Criterion and qc\bg mappings. 22
2.3. Sketch of the proof and organization of the paper 23
2.4. A guide to the paper 27
Date: May 24, 2018.
1991 Mathematics Subject Classification. Primary 37E05; Secondary 30D05.
The authors were supported by ERC AdG RGDD No 339523. Trevor Clark was supported in part by NSF
EMSW21-RTG 1045119. The authors thank Lasse Rempe-Gillen, Daniel Smania and Davoud Cheraghi for
several helpful comments, and would like to express their gratitude to Weixiao Shen for his many insightful
remarks.
1
ar
X
iv
:1
80
5.
09
28
4v
1 
 [m
ath
.D
S]
  2
3 M
ay
 20
18
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 2
3. Preliminary definitions, remarks and some tools 28
3.1. Basic definitions and terminology 28
3.2. Quasiconformal and quasisymmetric maps 30
3.3. Asymptotically holomorphic mappings 31
3.4. Poincare´ disks 33
4. Real dynamics 36
4.1. A real partition 39
4.2. Renormalizable maps 41
4.3. A starting partition 42
4.4. A decomposition of the set of critical points 43
4.5. Real bounds, old and new 44
5. Compatible complex box mappings and complex bounds 50
5.1. Compatible complex box mappings and bounds at persistently recurrent points 51
5.2. Compatible complex box mappings and bounds at reluctantly recurrent points 55
5.3. Complex bounds for central cascades 57
5.4. Chains without long central cascades 66
5.5. The good nest and complex bounds 73
6. Dynamics away from critical points: Touching box mappings 76
6.1. Touching box mappings and petals at (possibly parabolic) periodic points 77
6.2. Angle control in the presence of parabolic points 81
6.3. Global touching box mappings 84
7. Combinatorial equivalence and external conjugacies 87
7.1. Existence of external conjugacies 88
7.2. Rigidity of non-renormalizable analytic complex box mappings 89
7.3. Restricting the puzzle to control dilatation 90
7.4. Statement of the QC\BG Partition of a Central Cascade 92
7.5. A Real Spreading Principle 94
7.6. Central cascades, the proof of a QC\BG Partition of a Central Cascade 102
8. Quasisymmetric rigidity 121
8.1. The immediate basin of attraction of a periodic attractor 122
8.2. The infinitely renormalizable, analytic case 124
8.3. The infinitely renormalizable, C3 case 126
8.4. The persistently recurrent, finitely renormalizable case 136
8.5. The reluctantly recurrent case 137
8.6. Conclusion 138
9. Table of notation and terminology 139
References 139
1. Introduction and statements of main results
In this paper, we conclude a programme which was initiated by Sullivan in the late 1980’s,
see for example [Su1], [Su2] and [McM], namely that one has quasisymmetric rigidity in
real one-dimensional dynamics. Around the same time, Herman asked a similar question
for critical circle maps [He2]. Indeed we will prove that topologically conjugate smooth
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mappings satisfying certain hypotheses are quasisymmetrically conjugate, see Theorem A in
Section 1.4. For real-analytic maps this result implies the following.
Theorem 1.1 (QS-rigidity of real-analytic maps). Let M be either [0, 1] or S1 and suppose
that f, f˜ : M → M are real-analytic, have at least one critical point or periodic point, and
are topologically conjugate. Moreover, assume that the topological conjugacy is a bijection
between
• the sets of parabolic periodic points,
• the sets of critical points,
and that the orders of corresponding critical points are the same. Then f and f˜ are qua-
sisymmetrically conjugate.
In our approach to extending this result to C3 mappings f, f˜ : M →M , where M is either
[0, 1] or S1, we will make use of complex tools. For these to be applicable, it is essential
to assume that at each critical point c of f , f(x) = ±(φ(x))` + f(c), where φ is a local C3
diffeomorphism, φ(c) = 0, and ` ≥ 2 is an integer, and likewise at each critical point of f˜ .
Under these hypotheses, we have the following.
Theorem 1.2 (QS-rigidy of C3 maps with no parabolic cycles). Suppose that f and f˜ are C3
topologically conjugate mappings, as above, with no parabolic cycles. Assume that f and f˜
each has at least one critical point or periodic point, that the conjugacy is a bijection between
the sets of critical points of f and f˜ , and that corresponding critical points have the same
orders. Then f and f˜ are quasisymmetrically conjugate.
Remark 1.1. The assumption in Theorem 1.2 that neither f nor f˜ has parabolic cycles
can be removed under some weak additional smoothness and genericity assumptions, see
Theorem A.
Remark 1.2. If f, f˜ : M → M have periodic points, then we do not require that they have
critical points. In particular, our theorems hold for interval maps and for covering maps of
the circle of degree 6= 1. They also hold for maps f, f˜ : [0, 1] → R, which are topologically
conjugate on the non-escaping parts of their dynamics. For example, if f : R → R satisfies
|f(x)|/|x| → ∞ as |x| → ∞, then there exists an interval [a, b] so that f({a, b}) ⊂ {a, b} and
limn→∞ |fn(x)| → ∞ for each x /∈ [a, b]. Our theorems imply qs-rigidity of the non-escaping
part of the dynamics.
Remark 1.3. Note that the parabolic multiplicity of corresponding parabolic points, that is,
the order of contact at the parabolic points, does not need to be the same for the two maps.
Remark 1.4. For both analytic and smooth mappings, we obtain the quasisymmetric conju-
gacy as restriction of a quasiconformal mapping of the plane. In the analytic case, the qc
mapping is a conjugacy on a necklace neighbourhood of the real line; however, for smooth
mappings this is not the case.
Remark 1.5. Quasisymmetric mappings are Ho¨lder, but they are not necessarily Lipschitz
or even absolutely continuous. Indeed one can give examples of topologically conjugate
mappings as in Theorem 1.1 for which no conjugacy satisfies these properties, see for exam-
ple [BJ]. Moreover, it was proved in [MdM] that if two mappings with neither solenoidal
nor wild attractors are conjugate by an absolutely continuous mapping, then they are C2
conjugate, so that any conjugacy which fails to preserve multipliers is singular with respect
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to Lebesgue measure. The condition that the mappings have neither solenoidal nor wild at-
tractors is necessary. In [MoSm] it was proved that two Feigenbaum mappings with critical
points of the same even order are always conjugate by an absolutely continuous mapping,
and that provided that the degree is sufficiently high, the same is true for two Fibonacci
mappings.
The above theorems are essentially optimal: in Subsection 1.3 we will show that the
conditions in these theorems are all necessary in general. In particular, if f is a map of the
circle, then rigidity in full generality, that is, of all maps, requires that f has at least one
critical point.
1.1. Previous results. There has been substantial work on quasisymmetric rigidity over
the past three decades.
1.1.1. A summary of past results. Let us briefly summarize the previous results on qs-rigidity:
• For polynomials, rigidity was, in general, only known for real polynomials with all
critical points real.
• For analytic mappings, rigidity was only known in some special cases, and often the
results were semi-local.
• For smooth mappings, rigidity was only known in a few very special cases.
Let us review these results.
1.1.2. For polynomial maps, the most general result which is known about qs-rigidity is the
following:
Theorem 1.3 (Kozlovski-Shen-van Strien [KSvS1]). Let f and f˜ be real polynomials of
degree d with only real critical points, which are all of even order. If f and f˜ are topologically
conjugate (as dynamical systems acting on the real line) and corresponding critical points
have the same order, then they are quasiconformally conjugate on the complex plane (by a
mapping preserving the real line).
In [KSvS1], the assumption that all critical points are real is crucial. This assumption
also implies that all attracting petals of parabolic periodic points lie along the real line (in
fact, in [KSvS1] no details are given how to deal with parabolic points).
Prior to that paper, Yoccoz proved rigidity for all non-renormalizable quadratic polyno-
mials, see [Hu]. Lyubich [Ly2] and Graczyk-S´wia¸tek [GS2] and [GS3], proved rigidity for
all real quadratic polynomials. For an extension to the case of real-analytic unimodal maps
with a quadratic critical point see the Appendix A of [ALdM].
The results of [Ly2], [GS2] and [GS3], rely on “decay of geometry,” a geometric feature of
at most finitely renormalizable quadratic maps that does not hold even in the case of real
polynomials of the form z 7→ zd + c whenever d > 2. However, the Quasi-Additivity Law
and Covering Lemma of [KL] made it possible to bring the theory of non-renormalizable
unicritical mappings in the higher degree case up to the same level of development as in the
quadratic case. Rigidity for unicritical, finitely renormalizable maps was proved in [AKLS],
for general finitely renormalizable (not necessarily real) multicritical polynomials it was
proved in [KvS], and for real infinitely renormalizable unicritical mappings it was proved in
[C].
Let M d denote the set of parameters c such that the Julia set of the mapping z 7→
zd + c is connected. The set M 2 is the Mandelbrot set, and the set M d is often referred
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to as a Multibrot set. In the families z 7→ zd + c, qc-rigidity is equivalent to the local
connectivity of M d at the parameter c. This is due to an open-closed argument going back
to Douady-Hubbard and Sullivan, and ideas of Yoccoz (see [Hu]). Local connectivity of M d
remains unknown even in the case d = 2. However, progress on this problem for infinitely
renormalizable quadratic maps z 7→ z2 + c, with c not necessarily real, has been made in two
complementary settings: when there is a combinatorial condition on the renormalizations
that make it possible to prove a priori bounds for the induced polynomial-like maps, see
[K], [KL2], [KL3], [C], and when the (satellite) renormalizations satisfy certain combinatorial
growth conditions, see [L1], [L2], [CSh]. It is shown in [DH1] that the conjecture that the
boundary of the Mandelbrot set is locally connected implies density of hyperbolicity in the
family z 7→ z2 + c. See [Sc] for the extension to the higher degree case.
The main theorem of our paper shows that the assumptions in Theorem 1.3 that all critical
points are real, and that all critical points have even order, are both unnecessary to obtain
a qs conjugacy on the non-escaping part of the dynamics on the real line. When there are
complex critical points, it is not clear how to use the usual Yoccoz puzzle for a polynomial
map, however, our methods make it possible to construct a complexified Markov partition for
the real part of the dynamics. We should emphasise that, nevertheless, our result depends
heavily on many techniques from [KSvS1].
1.1.3. Semi-local results. For real-analytic maps which are not polynomials, most previous
results only assert the existence of a qs homeomorphism which is a conjugacy restricted to
the post-critical set. One such result is due to Shen:
Theorem 1.4. [S2, Theorem 2] Let f, f˜ be real-analytic, topologically conjugate maps with
only hyperbolic repelling periodic points, non-degenerate (quadratic) critical points and with
essentially bounded geometry. Then there exists a qs homeomorphism which is a conjugacy
restricted to the post-critical set of f and f˜ .
A map f is said to have essentially bounded geometry if there exists a constant C such that
for any recurrent critical point c of f and any nice interval I containing c, |I|/|Lc(I)| ≤ C,
where Lc(I) is the first return domain to I that contains c. See page 29 for the definitions
of nice and Lc(I).
A similar result was proved jointly by Levin and the second author, namely that if f, f˜
are real-analytic covering maps of the circle (of degree d ≥ 2) with at most one critical
point, then there exists a qs homeomorphism of S1 which is a conjugacy restricted to the
post-critical sets of f and f˜ . If f, f˜ have no parabolic or attracting periodic points, then
in fact f, f˜ are qs conjugate. For precise statements of these results see Theorem 1.12 in
Section 1.1.6. We show that, in fact, all of these qs conjugacies on the post-critical sets
extend to globally quasisymmetric conjugacies.
1.1.4. Critical circle maps. For real-analytic circle homeomorphisms with precisely one crit-
ical point, the first result about quasisymmetric rigidity was proved in the late 1980’s by
Herman, building on estimates due to S´wia¸tek, see [He2], [Swi] and also [P2]:
Theorem 1.5 (Herman-S´wia¸tek). A real-analytic unicritical circle mapping with an irra-
tional rotation number of bounded type, is quasisymmetrically conjugate to a rigid rotation
of the circle.
In the late 1990’s this result was extended to
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Theorem 1.6 ([dFdM1] Corollary 4.6). Suppose that h : S1 → S1 is a topological conjugacy
between two real-analytic critical circle homeomorphisms f and f˜ , each with precisely one
critical point, c, c˜ respectively, and h(c) = c˜. Then h is quasisymmetric.
In an early version of this paper, we proposed an approach using our methods to treat
critical circle maps with several critical points. Since then, a purely real argument has been
found which solves this problem, so we do not develop this idea further here.
Theorem 1.7. [EdF] Let f , f˜ be two Cr (r ≥ 3) multicritical circle homeomorphisms with
the same irrational rotation number and the same number of non-flat critical points. Let
h : S1 → S1 be a homeomorphism of S1 conjugating f and f˜ , which maps critical points of
f to critical points of f˜ . Then h is quasisymmetric.
Remark 1.6. As mentioned, the presence of at least one critical point is necessary in the
previous theorem, because for circle diffeomorphisms the analogous statement is false. In-
deed, one can construct diffeomorphisms for which some sequence of iterates has ‘almost a
saddle-node fixed point’, resulting in larger and larger passing times near these points. This
phenomenon is also referred to as ‘a sequence of saddle-cascades’. It was used by Arnol’d
and Herman to construct examples of diffeomorphisms of the circle which are conjugate to
irrational rotations, but where the conjugacy is not absolutely continuous, not qs and for
which the map has no σ-finite measures, see for example Section I.5 in [dMvS] and Herman’s
thesis, [He], Chapters VI and XII. In the diffeomorphic case, to get that the conjugacy is qua-
sisymmetric or C1, one needs assumptions on the rotation number (to avoid these sequences
of longer and longer saddle-cascades).
1.1.5. Renormalization, universality and C1-rigidity. Of course our result is related to the
famous Feigenbaum-Coullet-Tresser renormalization conjectures, which were proved in in-
creasing generality by Sullivan [Su2], McMullen [McM], Lyubich [Ly3], Avila-Lyubich [AL].
The specific version of this conjecture we are referring to is:
Theorem 1.8. Let f, f˜ be unimodal real-analytic maps which are infinitely renormalizable
and of bounded type. Assume that f, f˜ are topologically conjugate. Then there exists a C1+α
map which is a conjugacy restricted to the post-critical set of f and f˜ .
Smania has generalised this theorem to real-analytic, infinitely renormalizable mappings
with bounded combinatorics, see [Sm1].
The previous theorem shows that the conjugacies between maps are even better than
quasisymmetric along the post-critical set. We believe that a weaker version of the above
C1-rigidity should also hold in the general case:
Conjecture 1.9. In the setting of the main theorems, whenever ω(c) is minimal and has
‘bounded geometry’, the conjugacy is differentiable at each critical point c.
Without the assumption of bounded geometry, the conjugacy is in general not differen-
tiable: smooth unimodal Fibonacci maps with a critical point of order two need not be
smoothly conjugate at the critical point, see [LM].
In fact, in the case of critical circle homeomorphisms with exactly one critical point, a
stronger result is known. It was proved for analytic mappings by Khanin and Teplinsky [KT]
and later extended to the smooth category by Guarino and de Melo [GdM].
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Theorem 1.10 (Khanin-Teplinsky, Guarino-de Melo). For critical circle mappings with one
critical point we have the following:
[KT] Let f and f˜ be two analytic unicritical circle maps with the same order of critical
points and the same irrational rotation number. Then f and f˜ are C1-smoothly
conjugate to each other.
[GdM] Any two C3 circle homeomorphisms f and f˜ with the same irrational rotation number
of bounded type and each with precisely one critical point, both of the same odd order,
are C1+α-smoothly conjugate, where α > 0 is a universal constant.
For C4 mappings the following is known:
Theorem 1.11 ([GdMM]). Let f and f˜ be two C4 unicritical circle maps with the same order
of critical points and the same irrational rotation number. Let h be the unique topological
conjugacy between f and f˜ that maps the critical point of f to the critical point of f˜ . Then:
• h is a C1 diffeomorphism.
• h is C1+α at the critical point, for a universal α > 0.
• For a full Lebesgue measure set of rotation numbers, h is C1+α.
By [A] even for analytic maps the theorem of [GdM] cannot be extended to circle maps
with rotation number of unbounded type. We should note that these theorems build on
earlier work of de Faria, de Melo and Yampolsky on renormalization of critical circle maps.
For general interval maps, one cannot expect conjugacies to be C1, because having a C1
conjugacy implies that corresponding periodic orbits have the same multiplier. Moreover,
suppose that f and f˜ are C3 maps of the interval with all periodic points hyperbolic repelling
and no Cantor attractors. If the multipliers of corresponding periodic points of f and f˜ are
the same, then we have that f and f˜ are C3 conjugate, see [LiS1] and also [MdM].
1.1.6. Covering maps of the circle. For the case of covering maps of the circle one has the
following theorem:
Theorem 1.12 (Levin-van Strien [LvS2]). Assume that f, f˜ : S1 → S1 are topologically
conjugate real-analytic covering maps of the circle (positively oriented) each with exactly one
critical point of the same odd order and the conjugacy maps the critical orbit to the critical
orbit. Then the following hold:
• if ω(c) is minimal, there exists a qs homeomorphism which is a conjugacy on the post
critical set (and maps the critical point to the critical point);
• if f, f˜ have only repelling periodic orbits, then the conjugacy is quasisymmetric.
The main theorem in our paper shows that the assumption that there exists at most one
critical point can be dropped, and we prove that there the conjugacy is a global quasisym-
metric conjugacy even when there are parabolic points.
Note that in our main theorem (see Theorem A or Theorems 1.1, 1.2 above) we ask for the
maps f and f˜ to have the same number of critical points. Therefore, the set-up is different
from the one in the following “linearization result” by Carsten Petersen [P3]:
Theorem 1.13 (Petersen). Assume that f : S1 → S1 is a degree d ≥ 2 map which is a
restriction of a Blaschke product, then f is qs conjugate to z 7→ zd if
(1) ω(c) ∩ S1 = ∅ for each recurrent critical point, and
(2) any periodic point in S1 is repelling.
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Somewhat weaker results were derived in [dMvS, Exercise 6.2] and also in the Cornell
thesis of L.K.H. Ma (1994). The assumption that ω(c) ∩ S1 = ∅ for any recurrent critical
point c ensures that f has no ‘almost saddle-nodes’ on the circle. Perhaps one could replace
this assumption by a kind of ‘diophantine’ condition on the itinerary of the critical points of
f (so that one does not need to have a globally defined rational map f in this theorem). But
in any case, as was remarked in [LvS2], see Section 1.3, in general a real-analytic covering
map of the circle of degree d (with critical points) is not qs conjugate to z 7→ zd (on the
circle {z ∈ C; |z| = 1}). To see this, we can use Theorem C in [LvS2] to see that within
any family, near every map without periodic attractors, there exists another map with a
parabolic periodic point. Then use the argument given in Section I.5 in [dMvS].
If a real-analytic covering map of the circle with degree at least two has no critical points,
then either it has periodic attractors (or parabolic periodic orbits) or some iterate of the map
is expanding. This follows from a theorem of Man˜e´, for a simplified proof see [vS] or Section
III.5 in [dMvS]. From this it is easy to see that any such map which has no attracting or
parabolic periodic orbits is qs conjugate to z 7→ zd. The Main Theorem describes a more
general setting in which covering maps of the circle can be qs conjugate, even when there
are parabolic periodic points. A special case in the analytic setting was considered in [LPS].
1.1.7. Quasisymmetric rigidity for smooth maps. For unimodal Misiurewicz mappings and
more generally for geometrically finite mappings under various conditions, for example neg-
ative Schwarzian derivative or absence of parabolic points, it was proved in [J], [Ji] and
[dMvS, Exercise 6.2].
To tackle the problem of smooth mappings with more general combinatorics we use asymp-
totically holomorphic extensions of smooth mappings. The specific extension that we use
was constructed in [GSS]. Asymptotically holomorphic extensions were previously used in
[Ly1] to prove rigidity of smooth mappings with Fibonacci combinatorics and a quadratic
critical point using exponential decay of geometry. They were also used in [JS] to show
quasisymmetric rigidity for certain unimodal maps “close to the Chebyshev polynomial at
all levels”.
Using entirely real methods, Pa luba proved a Lipschitz rigidity result for Feigenbaum
maps [Pa].
Remark 1.7. As a historical comment, Jiang [Ji] refers to lecture notes from 1987 where
Sullivan discusses the problem of quasisymmetric rigidity in one-dimensional dynamics. Sul-
livan always had in mind to use qs-rigidity of smooth maps to analyze the structure of
smooth dynamical systems. In this paper we make a key step in this endeavor, see the next
subsection.
1.2. Applications of quasisymmetric ridigity. The main motivation for proving qua-
sisymmetric rigidity stems from the fact that this property allows one to use tools from
complex analysis, such as the Measurable Riemann Mapping Theorem to study the dynam-
ics of real-analytic maps. For example, it turned to be a crucial step towards proving the
following types of results:
1.2.1. Quasiconformal surgery. Theorem 1.5 allows one to use quasiconformal surgery to
prove the existence of quadratic Siegel polynomials for which the Julia set is locally con-
nected. See the work of Ghys, Shishikura, Herman and others, see for example [P1] and [BF].
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1.2.2. Density of hyperbolicity. Quasisymmetric rigidity is one of the key tools for proving
density of hyperbolic dynamics in dimension-one. Hyperbolicity is dense within the space of
smooth maps. For the unimodal case see [GS2], [GS3], [Ly2], [Ko], and for the general (real)
multimodal case see [KSvS1] and [KSvS2]. Density of hyperbolicity is also known within
certain spaces of real transcendental maps and in the Arnol’d family, see [RvS1] and [RvS2].
1.2.3. Monotonicity of entropy. Using quasisymmetric rigidity, monotonicity of entropy for
real polynomials with only real critical points was proved in [BvS]. In the quadratic case this
was shown by quite a few people, see [D], [DH1] [MT], [T] and [dMvS, II. 10], for the cubic
case see [MTr]. Monotonicity of topological entropy in certain families of transcendental
maps, such as [0, 1] 3 x 7→ a sin(pix) was proved in [RvS2].
1.2.4. Hyperbolicity of renormalization. Quasisymmetric rigidity plays an important role in
the proof of hyperbolicity of renormalization. Rigidity is a key ingredient in understanding
the structure of the renormalization horseshoe and the stable leaves of the renormalization
operator, see [Su2], [McM3], [Ly3] and [AL]. Moreover, in the proof of hyperbolicity of
renormalization, quasiconformal rigidity is used in conjunction with the Small Orbits The-
orem to prove that renormalization is exponentially expanding in the direction transverse
to the hybrid class of an infinitely renormalizable unimodal mapping, [Ly3] and [Ly4]. This
argument requires knowing quasiconformal rigidity of complex mappings, and is also used
in [Sm2] to prove hyperbolicity of the Fibonacci renormalization. An infinitesimal version
of this argument, which only requires rigidity for real mappings, is used in [Sm4] to prove
hyperbolicity of renormalization for multimodal mappings with bounded combinatorics.
1.2.5. Connectedness of conjugacy classes. One of the main goals of dynamical systems is
to classify and understand the conjugacy classes of dynamical systems. It is natural to ask
whether conjugacy classes of mappings are connected. This is proved in certain families of
polynomials in [BvS] and [CS].
Using the Measurable Riemann Mapping Theorem, one can prove that the hybrid classes
in the space of polynomial-like germs are connected, [Ly3]. Using quasiconformal rigidity one
can show that the topological conjugacy classes coincide with the hybrid conjugacy classes,
and thus obtain that topological conjugacy classes of polynomial-like germs are connected.
Using the same argument, this result also holds for the germs of non-renormalizable persis-
tently recurrent complex box mappings, [Sm2, KvS]. For real analytic mappings, it is proved
in [ALdM] that the conjugacy class of a non-renormalizable mapping with a quadratic crit-
ical point is connected. This result exploits the “decay of geometry” for non-renormalizable
quadratic mappings.
The rigidity result of this paper can be used to prove that the topological conjugacy class
of a real analytic mapping of the interval with no parabolic cycle is connected. The proof of
this and related results will be given in a forthcoming paper.
1.2.6. Conjugacy classes are manifolds. Sullivan conjectured the following:
Conjecture. Conjugacy classes of analytic (smooth) mappings with all periodic orbits
hyperbolic on the interval are analytic (smooth) connected manifolds.
We expect that our results will be an essential ingredient in the proof.
Using transversality results, it is known that the set of rational (non-Latte`s) mappings
satisfying critical relations of the form fki(ci) = f
kj(cj) are manifolds, [Ep],[LSvS1]. Going
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beyond rational mappings, this result is proved for certain interval mappings with a flat
critical point in [LSvS2]. These results imply that the topological conjugacy classes of
critically finite rational maps are analytic manifolds, namely points. But in the space of
rational maps, critically finite (non-Latte`s) mappings are singletons by Thurston Rigidity
[DH2], so the fact that these are manifolds is rather trivial.
To prove similar results in more general settings rigidity is vital. For a real quadratic-like
mapping it is shown in [DH1], that the conjugacy class of a real quadratic-like mapping is
an infinite dimensional, complex analytic manifold, and moreover, it has co-dimension one
in the space of quadratic-like mappings [Ly3]. The proof that it is an analytic manifold
uses the identification of the hybrid class of a polynomial-like mapping with the space of
analytic expanding circle mappings. Because of rigidity, the hybrid class is the same as the
topological conjugacy class.
Going beyond polynomial-like mappings, in [ALdM] it is proved that the topological con-
jugacy class of certain analytic unimodal mappings with a non-degenerate critical point is
an analytic manifold; additionally one needs to assume either that the mappings are quasi-
quadratic that they have all periodic orbits hyperbolic, see [AM2]. This result is extended
to the higher degree case in [Cl]. For smooth mappings, using the fact that topological
conjugacy classes are stable manifolds of the renormalization operator, in [dFdMP] it is
proved that the topological conjugacy classes of unimodal C4 mappings that are infinitely
renormalizable of bounded type are C1 manifolds.
The previous results rely heavily on complex analytic machinery, so for smooth mappings,
the strategy of any proof of Sullivan’s Conjecture would require substantial modifications.
Indeed, if two smooth mappings on the interval are topologically conjugate, but one has
a repelling periodic point off the real line where the mapping is conformal and the other
mapping is not conformal at the corresponding point, then the two mappings cannot be
qc-conjugate in a complex neighbourhood of the interval that contains the repelling point.
(Nevertheless, they are qs-conjugate on the interval.)
Sullivan had another rationale for asking the question about quasiconformal or quasisym-
metric rigidity, as this fits in his famous Sullivan dictionary, relating results in complex
dynamics, with results about Kleinian groups and three manifolds, see for example [McM2].
Sullivan’s point of view is that conjugacy classes of dynamical systems can be treated as
infinite dimensional Teichmu¨ller spaces. The Teichmu¨ller pseudometric on a conjugacy class
of an interval mapping is defined as
dist(f, f˜) = inf ‖µh‖∞,
where µh denotes the dilatation of a qc mapping h and the infimum is taken over all quasi-
conformal extensions to the plane of qs conjugacies between f and f˜ .
1.2.7. Palis conjecture. The Palis conjecture is a far reaching conjecture about the typical
dynamics, from the measurable point of view, that occur in dynamical systems. The Palis
Conjecture has been proved in dimension-one for analytic unimodal mappings. It was first
proved in the celebrated result of Lyubich: almost every real quadratic mapping is regular
or stochastic [Ly4]. This result was generalized to families of analytic quadratic mappings
in [ALdM]. For higher degree mappings in [BSvS] it is proved that in a one-parameter
family of real unimodal polynomials, almost every mapping has a unique physical measure
that is supported on the real line. The regular or stochastic theorems were generalized to
higher degree unimodal mappings in [ALS] and [Cl]. These results can be improved to obtain
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that almost every mapping in a generic analytic family of unimodal mappings, is regular or
Collet-Eckmann, [AM1],[AM2], and it can be shown that various other good properties hold
for almost every such mapping [AM3]. Quasisymmetric rigidity plays a crucial role in the
proofs of these results. As we already mentioned, it is used in the proof of hyperbolicity
of renormalization, which is the key ingredient in the proof that infinitely renormalizable
mappings have measure zero in generic analytic families of unimodal mappings. Moreover,
it plays an important role in the proof that the conjugacy classes of analytic unimodal
mappings are complex analytic Banach manifolds. This result is used to transfer metric
information (a priori bounds) from the dynamical plane to the parameter plane, where it is
used in parameter-exclusion arguments.
1.3. Necessity of assumptions. In general, all the assumptions in the theorem are neces-
sary to have a quasisymmetric, or indeed even a Ho¨lder, conjugacy between f and f˜ .
(i) To see that we cannot drop the assumption that the critical points should have the
same order, consider two maps f(z) = z2 + c and f˜(z) = za + c′ with a ≥ 4 and parameters
c and c′ chosen so that f and f˜ both have the same, Fibonacci, combinatorics. (So that
the close return times of the critical point to itself occur at the Fibonacci numbers; these
are the fastest possible returns when there are no central returns.) Iterates of the critical
point of f and f˜ accumulate to 0 at different rates. Indeed, let Sn be the Fibonacci sequence
1, 2, 3, 5, 8, . . . , then fSn(0) converges to 0 at a geometric rate, and f˜Sn(0) at a polynomial
rate, see [BKNvS]. So f and f˜ are topologically conjugate, but not qs conjugate. Note that
it is not known whether two Fibonacci maps of the form f(z) = zd + c and f˜(z) = zd
′
+ c′
with d 6= d′ both large are qs-conjugate.
(ii) Critical points of odd order are invisible from a ’real’ point of view; however, they
can have rather important consequences for the rate of recurrence. For example, there exist
f, f˜ degree 2 covering maps of the circle, f with an odd critical point, and f˜ everywhere
expanding, that are necessarily topologically conjugate (because neither of them has wan-
dering intervals), but that are not qs conjugate: one can construct the map f , real-analytic,
with a critical point so that it has longer and longer saddle-cascades.
(iii) It is necessary to assume that the topological conjugacy maps parabolic periodic
points to parabolic periodic points, since the local escape rate near a hyperbolic periodic
point is completely different from the rate near a parabolic periodic point (the former is
geometric, the latter is polynomial).
(iv) As mentioned, it is necessary to assume in the case of circle homeomorphisms, that
the maps have at least one critical point. In fact, if f : S1 → S1 is non-monotone, then it
automatically has periodic orbits, see Proposition 4.7.
(v) Although we have no proof that qs-rigidity does not hold for C2 maps, we believe
that it should be possible to construct counter examples to our Main Theorem when one
has longer and longer saddle-cascades (in the C2 case, one has much weaker distortion and
cross-ratio control).
1.4. Statement of the main theorems.
1.4.1. The class of maps. We let C = C(M) denote the set of maps f : M → M with the
following properties:
(1) f is C3 on (a neighbourhood of) M ;
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(2) f has finitely many critical points all with integer orders; that is, if ci is a critical
point of f , then we can express
f(x) = ±(φi(x))di + f(ci),
where φi is a local diffeomorphism near ci of class C
3, φi(ci) = 0, and di ∈ {2, 3, . . . };
(3) if p is a periodic point of period n and multiplier λ = ±1, then the Taylor expansion
of fn at p is given by
fn(x) = p+ λ(x− p) + a(x− p)d+1 +R(|x− p|),
in a real neighbourhood of p and a ∈ R, where R = o(|x − p|d+1), and as usual
o(t)/t → 0 as t → 0. We call d the parabolic multiplicity of the parabolic periodic
point.
The set C includes all C3 maps without parabolic periodic points, all C3 maps with parabolic
points which all have parabolic multiplicity 2, and all analytic maps. Notice that condition
(3) implies that f can have at most finitely many parabolic cycles.
1.4.2. Statement of the main theorem.
Theorem A. Suppose that f, f˜ : [0, 1]→ [0, 1], or alternatively that f, f˜ : S1 → S1, each has
at least one periodic point, are in C. Suppose that f and f˜ are topologically conjugate and
moreover, assume that the topological conjugacy is a bijection between
• the sets of critical points,
• the set of parabolic periodic points,
and the orders of corresponding critical points are the same. Then f and f˜ are quasisym-
metrically conjugate.
As we observed in Theorem 1.7 this theorem holds for critical circle maps without periodic
points. Because of [EdF], we do not give an independent proof of this fact.
This result implies Theorem 3.8 of [RvS2], where it was stated for analytic mappings of
the interval [a, b] such that f({a, b}) ⊂ {a, b}.
A straightforward application of the techniques in this paper implies the following result
that is useful in applications: Suppose that f, f˜ : M →M are mappings of class C as in the
statement of Theorem A. Suppose that N is a union of intervals in M and that N ′ is a union
of intervals J ′ ⊂ N such that for each interval J ′, there exists kJ ′ ≥ 1 such that fkJ′ (J ′) ⊂ N
and that fkJ′ does not have a critical point on ∂J ′. Suppose that we have the same objects
for the mapping marked with a tilde. Define F : N ′ → N by F |J ′ = fkJ′ |J ′ and F˜ : N˜ ′ → N˜
by F˜ |J˜ ′ = f˜kJ˜′ |J˜ ′ .
Theorem A′. If F : N ′ → N and F˜ : N˜ ′ → N˜ are topologically conjugate by a mapping
h : M → M that is order preserving on M and the conjugacy is a bijection between the sets
of parabolic periodic points, and the sets of critical points and corresponding critical points
have the same order, then F and F˜ are qs-conjugate.
We believe that the techniques that we develop will be useful in other contexts, so even
though some of these theorems are quite technical, we state them here.
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V
U
c ∈ Crit(f)
Figure 1. A complex extension of the real return mapping where the range
is a Poincare´ lens domain.
1.4.3. Complex bounds theorems: the general case. To prove Theorem A, we make use of
various complex extensions of f . Close to a critical point of f , we use usual complex box
mappings, see page 50 for the definition. These were constructed for asymptotically holomor-
phic extensions of smooth mappings at persistently recurrent critical points in [CvST], and
at reluctantly recurrent critical points for analytic mappings with only even critical points
in [KSvS2]. See page 51 for the definitions of the gap and extension properties.
In the persistently recurrent case we build on [CvST], we prove the following, see Theo-
rem 5.2:
Theorem B. Suppose that c0 is a persistently recurrent critical point of f , at which f is at
most finitely renormalizable, and let Ω1 denote the set of critical points in ω(c0). Then there
exist arbitrarily small, combinatorially defined real neighbourhoods I of Ω and m ∈ N, such
that the return mapping RmI : Dom
∗(I)→ I extends to a complex box mapping
Fit : U it → V it
such that V it is a union of Poincare´ lense domains, (V \ U) ∩ H+ is a quasidisk and this
complex box mapping satisfies the gap and extension properties.
Let us point out that in this theorem, the box mapping has infinitely many branches, since
we do not restrict to components of the domain that intersect the post-critical set, and the
range is a Poincare´ lens domain, see Figure 1.
In the reluctantly recurrent case, building on [KSvS2] we construct complex box mappings
about reluctantly recurrent critical points. This result is new even in the analytic case, since
we allow for odd critical points. Let us give a rough statement of the theorem here, see
Theorem 5.3 for a precise statement.
Theorem C. Let Ωr denote the set of reluctantly recurrent critical points of f . Then there
exist arbitrarily small combinatorially defined real neighbourhoods I of Ωr such that the return
mapping to I extends to a complex box mapping F : U → V where V is a union of Poincare´
lens domains, (V \ U) ∩ H+ is a quasidisk and this complex box mapping satisfies the gap
and extension properties.
The key results used in the proof of this theorem are the real bounds at reluctantly
recurrent critical points, Proposition 4.14.
This result, together with the complex bounds of [CvST], implies Theorem 3.9 of [RvS2].
1.4.4. Touching box mappings. The previous two theorems provide us with control near the
critical points of f , but we need a tool that will make it possible to construct a qs conjugacy
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on all of M = [0, 1] or S1. To do this, we make use of touching box mappings, see page 84
for the definition. Figure 2 depicts a touching box mapping.
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Figure 2. A touching box mapping FT : UT → VT : the domain does not
contain critical points of f (marked with the symbol ∗).
Informally a touching box mapping is a complex box mapping FT : UT → VT such that
FT is a diffeomorphism on each component of its domain, VT is a union of finitely many
Poincare´ lens domains that form a necklace neighbourhood of M , UT has finitely many
components, UT ⊂ VT , but not compactly, and the intersection points of ∂UT and ∂VT are
only along the real line at points where components of UT and VT meet tangentially. If the
mapping has a parabolic periodic point, then we choose VT so that it contains the parabolic
cycle in its boundary. This makes is possible to use a local analysis near the parabolic points
to construct a conjugacy there. We construct touching box mappings in Theorem 6.6.
One consequence of this Theorem is rigidity away from critical points, see Corollary 6.7.
Theorem D. Suppose that f and f˜ are of class C and that h is a topological conjugacy
between f and f˜ as in Theorem A. Let I, a union of intervals, be a combinatorially defined
neighbourhood of Critf and let I˜ be the corresponding neighbourhood for f˜ . Let E(I) denote
the set of points whose orbits avoid I. Then h|E(I) is quasisymmetric.
This Theorem immediately implies qs-rigidity for mappings with periodic points and no
critical points, for example, topologically expanding maps of the circle with degree at least
2; here E(I) may contain parabolic cycles.
Remark 1.8. After proving that we can construct an initial external conjugacy between f
and f˜ for the complex box mappings near the critical points, see Theorem 7.1, we can almost
argue as in [KSvS1] to prove Theorem 1.1, qs-rigidity, in the analytic case.
1.4.5. Quasidisks. Long cascades of central returns are one of the main reasons why the
argument from the analytic case does not go through for smooth mappings. One step towards
dealing with this issue is proving that certain puzzle pieces are quasidisks; these puzzle
pieces are obtained by a modification of the construction of the enhanced nest, [KSvS1]. See
Section 5.3 and Proposition 5.12 for the details. We also prove that puzzle pieces from the
enhanced nest are quasidisks, something that was neither proved nor needed in [KSvS1].
Theorem E. There exists δ > 0 such that the following holds.
• Suppose that
V m ⊃ V m+1 ⊃ · · · ⊃ V m+n+1
is long, maximal, cascade of central returns for a complex box mapping F : U → V .
Then there exists a puzzle piece E such that V m+2 ⊂ E ⊂ V m and E is a E is
δ-nice and a 1 + 1/δ-quasidisk.
• If E is a puzzle piece from the enhanced nest, then E is a 1 + 1/δ-quasidisk.
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See page 51 for the definition of δ-nice.
1.4.6. QC control along real pullbacks. Since we work with asymptotically holomorphic ex-
tensions of smooth mappings, we need a tool to the dilatation. Let us give informal state-
ments of our results here. We control the dilatation of pullbacks along the real line that do
not pass through long cascades of central returns, see Propositions 5.16 and 7.4. Here we
build on the work of [LiS3], and we use the real bounds of [vSV1] as we pullback from one
non-central return to the next. Roughly Proposition 5.16 can be stated as:
Theorem F. Suppose that F : U → V is a complex box mapping. Suppose that {Gj}sj=0 is
a chain of puzzle pieces that does not contain a long cascade of central returns, then
s∑
j=0
diam(Gj)
2 < C,
and C → 0 as maxV ⊂V diam(V ) → 0, where the maximum is taken over connected compo-
nents V of V .
A central return in a chain of puzzle pieces occurs when there exists a critical point c of
f such that c ∈ Gi2 ⊂ Gi1 ⊂ Gi0 , Gi2 is a first return domain to Gi1 , Gi1 is a first return
domain to Gi0 and RGi0 |Gi1 (c) ∈ Gi1 . In other words, the return time of Gi2 to Gi1 is the
same as the return time of Gi1 to Gi0 .
Assume that V m ⊃ V m+1 ⊃ · · · ⊃ V m+n+1 is a central cascade of intervals. Suppose
that (a0, b0) is a component of int(V
m \ V m+1), and let (ak, bk), k ≤ n be a component of
int(V m+k \ V m+k+1), such that RkVm : (ak, bk) → (a0, b0) is a diffeomorphism. An important
step in the proof of Theorem F is controlling the sum
∑k
j=0 diam(Gj)
2 whenG0∩(ak, bk) 6= ∅
and k is arbitrarily large. To do this we use Theorem E, which implies that Gk is con-
tained in a Poincare´ disk Dθ(a0, b0) with θ bounded away from zero, and then the bound on∑k
j=0 diam(Gj)
2 follows.
1.4.7. The good nest. We adapt the construction of good nest of puzzle pieces [AKLS] to the
multicritical setting and prove complex bounds for this nest of puzzle pieces, see the definition
on page 73, Proposition 5.18, Corollary 5.19 and Proposition 5.22. The next theorem, which
summarizes these results, gives complex bounds on a much finer nest of puzzle pieces than
the enhanced nest.
Theorem G. There exists δ > 0 such that the following holds. Suppose that F : U → V is
a complex box mapping. Let
V 0 ⊃W 0 ⊃ V 1 ⊃W 1 ⊃ V 2 ⊃ . . .
be the good nest of puzzle pieces about CritF . Then for each n ≥ 0 and each critical point c
of F the following hold:
• mod(V nc \W nc ) ≥ δ,
• V nc has bounded geometry at the critical point,
• W n is δ-nice.
See page 29 for the definition of δ-bounded geometry and page 51 for the definition of
δ-nice.
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X3
X3
J3
X2X2 X1
(a) A qc\bg partition of a saddle-node cascade.
β τ(α) α τ(β)
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X3
X3
X3
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X3
X3
X2
X1
X2
X1
(b) A qc\bg partition after a renormalization,
F : V 1 → V 0.
Figure 3. X1 are pieces with bounded geometry, X2 are pieces where the
qc mapping is defined dynamically and X3 are pieces that are K1-quasidisks.
The thin triangles in (B) are built from small topological squares, but we do
not show that level of detail. In (B), we can avoid using the set X1 since we
can show that the boundary maps are uniformly quasisymmetric
1.4.8. QC\BG partitions. Motivated by the QC Criterion of [KSvS1], we say that a mapping
is (K, δ)-qc\bg if it is K-qc except on a set where one has bg (bounded geometry, depending
on δ). See page 23 for the precise definition.
Theorem E is an important step in the proof of a QC\BG Partition of a central cascade.
Let us give an informal statement here. See Theorem 7.5 for a precise statement and Figure 3
for an illustration. A similar partition is also used to glue together conjugacies that are made
between renormalization levels of an infinitely renormalizable mapping, see Lemmas 8.12 and
8.13.
Theorem H (QC\BG Partition of a Central Cascade). There exist K1, K ≥ 1 and δ > 0
such that the following holds: Let E 3 c0 be a puzzle piece given by Theorem E, and let E˜
be the corresponding piece for f˜ . There exists a (K, δ)-qc\bg mapping H : E → E˜ and a
partition of E into subsets X0∪X1∪X2∪X3∪O, and similarly for the objects marked with
a tilde, such that the following holds:
• H(Xi) = X˜i for i = 0, 1, 2, 3, and H(O) = O˜.
• O is a neighbourhood of the set of critical points of RE|Lc0 (E), and H|O is K-qc.• X0 has measure 0 and (2.1) holds at each x ∈ X0.
• If P is a connected component of X1 and P˜ = H(P ) then both P and P˜ have
δ-bounded geometry and
mod(E ∩H+ \ P ) ≥ δ and mod(E˜ ∩H+ \ P˜ ) ≥ δ.
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• H|X2 is K-quasiconformal, H ◦ F (z) = F˜ ◦ H(z) for z ∈ X2, and X2 contains
E = E ∩ R \O.
• Each component W of X3 is a K1-quasidisk and there exists a K-qc mapping from
W onto W˜ .
1.4.9. A real, qc/bg, speading principle. Since we cannot control the dilatation of high it-
erates of the complex extension of f , we are unable to use the usual Spreading Principle,
see [KSvS1], to glue together qc mappings defined near the post-critical set into global qc
mappings. Instead, we start with a K0-qc external conjugacy, see page 87, H0 : C → C
that conjugates F : U → V and F˜ : U˜ → V˜ on ∂U and refine it by pulling back. In order
to pull H0 back, we have to “move” the points H0(F (c)), c ∈ Crit(F ) so they match F˜ (c˜).
When we do this, the dilatation of resulting map could be arbitrarily large. However, by the
complex bounds for the good nest proved in Section 5.5, we can show that the region where
the dilatation is uncontrolled has bounded geometry and moduli bounds. This is done in
the proof of Proposition 7.6, which we summarize now:
Theorem I (A Real Spreading Principle). There exist arbitrarily small nice open complex
neighbourhoods O of Crit(F ) and a mapping HO : C→ C such that
• HO(O) = O˜;
• HO agrees with the boundary marking on ∂O;
• HO(Dom′(O)) = Dom′(O˜);
• for each component U of Dom′(O), HO ◦ F (z) = F˜ ◦HO(z) for z ∈ ∂U .
Moreover, HO : H+ → H+ is a (K, δ)-qc\bg mapping.
By the QC Criterion, see Theorem 2.1, Theorem I, implies that there exists a K ′ =
K ′(K, δ)-qc mapping of the plane whose restriction to the real line agrees with HO|R.
2. Ingredients of the paper and a sketch of the proof
Before we get into the details, let us point out that in Section 2.4 we give a short guide
to the paper for the reader interested in specific results.
2.1. Old and new ingredients of this paper. Our paper not only builds on earlier work
on rigidity of polynomials, [KSvS1], [KSvS2] and [Ko], but also relies heavily on ideas from
[LvS2] and uses that one has complex and real bounds in the generality required in this
paper, see the recent paper [CvST]. Let us list the issues that were not present in earlier
works on this topic for which we will need to develop new tools to obtain our results.
2.1.1. New challenges in the polynomial case.
(1) Odd critical points. Lack of dynamical symmetry around an odd critical point com-
plicates the construction of complex box mappings, even near a reluctantly recurrent
critical point; we treat this situation in this paper. In the persistently recurrent case, we
rely on the complex bounds proved in [CvST], which also deals with odd critical points.
(2) Polynomials with non-real critical points. Even if the maps are real polynomials with non-
real critical points, qs-rigidity on the real line was not known for infinitely renormalizable
maps. In this case, it is not known (without using complex bounds) if it is possible to
find critical puzzle pieces that contain only real critical points, see [KvS]. Even in the
non-renormalizable case the maps f and f˜ will, in general, not be conjugate on the
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Polynomials Analytic mappings Smooth mappings
Bo¨ttcher Coordinate Touching box mappings
Yoccoz puzzle pieces Complex box mappings
The enhanced nest The good nest to prove a spreading
principle, and the enhanced nest over
a long central cascade
Puzzle pieces in the enhanced nest have
complex bounds
Puzzle pieces in the good nest have
complex bounds
Puzzle pieces in the enhanced nest
over a long central cascade have
complex bounds and they are
quasidisks
The Spreading Principle A Real Spreading Principle, and a
QC\BG Partition of a central cascade
A QC\BG Partition for a (quasiregular) polynomial-like mapping
Table 1. This table indicates the changes to the proof of rigidity for polyno-
mials in [KSvS1] to prove rigidity for analytic and smooth mappings.
complex plane, and therefore the proof of [KvS] does not immediately apply. However,
we prove qs-rigidity of the real part of dynamics.
2.1.2. New challenges in the analytic case.
(1) No Bo¨ttcher Coordinate. If the maps are real-analytic, but not polynomial, then there
are no Bo¨ttcher coordinates, and therefore we cannot use the usual construction of the
Yoccoz puzzle. In the analytic case, the strategy of the proof is to combine the proof of
qc-rigidity of [KSvS1] and the complex bounds of [CvST] with the proof of rigidity for
maps with a non-minimal post-critical set of [LvS2] to provide topologically conjugate
maps f and f˜ with compatible “external structures.” We use touching box mappings,
see Section 6.3, to play the role of the Bo¨ttcher coordinates and complex box mappings
to play the role of the Yoccoz puzzles in our setting. Gluing local information together
is more difficult, since the puzzle pieces given by complex box mappings do not globally
have the same Markov properties as Yoccoz puzzle pieces. In particular, we need to
construct complex box mappings whose ranges are Poincare´ lens domains to make it
possible to transfer the global information given by a touching box mapping close to a
critical point.
(2) Yoccoz puzzle pieces are automatically nested or disjoint; this is not the case for puzzle
pieces constructed by hand. For polynomials, the case when one critical point c accumu-
lates on another critical point c′, for example on a persistently recurrent critical point,
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does not cause difficulties. While here, we need to consider complex box mappings con-
taining all, possibly infinitely many, components of the domain of the first entry map
to a puzzle piece containing c′. To deal with this, we need to control the geometry of
infinitely many puzzle pieces near c′ at a given level.
(3) Parabolic points. To construct qc-conjugacies near parabolic points, we need to consider
touching box mappings where the domain and range touch tangentially, see Section 6.3.
If we did not consider maps with parabolic points, we could use regions that are quasi-
circles to play the role of Bo¨ttcher coordinates as in [LvS2]. Here, we will have to use
a precise local analysis near parabolic points to ensure that we obtain a qc-conjugacy,
respecting the puzzle pieces, near a parabolic point.
2.1.3. New challenges in the C3 case.
(1) The usual spreading principle fails. For maps that are C3, but not analytic, we make use
of asymptotically holomorphic extensions on the real-line. Under high iterations, these
mappings are far from holomorphic. One consequence of this is that we cannot use the
usual Spreading Principle, Proposition 7.2. We use Propositions 5.16 and 7.4 to control
the dilatation of f along certain chains, and we use Theorem 7.5, to treat long cascades
of central returns. Even when there are no long cascades of central returns, we cannot
proceed as in [KSvS1], since we can only the dilatation of f through real pullbacks.
(2) The good nest. Without the usual Spreading Principle, it is difficult to “glue together”
conjugacies defined on the landing domain to a neighbourhood of the critical points
into a global qc mapping. We develop the good nest for multicritical mappings. It was
introduced for unicritical mappings in [AKLS]. We are able to use this nest to prove a
Real Spreading Principle for smooth mappings, see Theorem I, since between any two
levels of the good nest, there can be at most one central cascade. We prove complex
bounds for the good nest in Section 5.5.
Even when there are no long cascades of central returns, the mapping (a pseudo-
conjugacy) that we construct will have unbounded dilatation. However, the set where
the dilatation cannot be controlled will have good geometric properties - it is contained
in a union of puzzle pieces with bounded geometry and appropriate moduli bounds. In
particular, such puzzle pieces which do not intersect the real line are well-inside the
upper half plane, but this is not the case for every puzzle piece, see Figure 4.
(3) Long cascades of central returns. Let us describe the problem caused by long cascades of
central returns. Suppose that V 0 ⊃ V 1 3 c0 and RV 0 : V 1 → V 0 has a long saddle-node
cascade. Let V i+1 = Compc0R
−1
V 0(V
i) be the central puzzle pieces in the principal nest
about c0. Then there are no fixed points of RV 0 on the real line, and RV 0(c0) ∈ V N for
some N large. We have that RV 0 has periodic orbits that are far from the real line. It
is useful to think of z 7→ z2 + 1/4 + ε, see Figure 5. Because of these periodic points,
the diameters of the V i are bounded from below, and so the dilatation of the mapping
RiV 0 : (V
i \V i+1)→ V 0 \V 1, 0 ≤ i < N can diverge for large i and N . If we are in the
situation (which may arise infinitely many times in the proof of rigidity) that H : C→ C,
with H(V 0) = V˜ 0, and H(Dom∗(V 0)) = Dom∗(V˜ 0) is a K-qc mapping. If we define
Hˆ : V i \ V i+1 → V˜ i \ V˜ i+1 for 0 ≤ i ≤ N by the formula H ◦ Ri(z) = R˜i ◦ Hˆ(z), z ∈
V i \ V i+1, then the dilatation of Hˆ could diverge as N → ∞. This means that we
cannot construct a qc conjugacies between f and f˜ by “pulling back” (even if we knew
that the external conjugacy was a conjugacy on the post-critical set). Because of this,
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U ′
V n
W n
LRV n (c0)(V n)
LRV n (c0)(W n)
U = Lx(W n)
RV n
U ′
RWn
Figure 4. The domain U ′ = (RV n|Wn)−1(U) need not be well-inside H+;
however, the components of (RWn|U ′)−1(Dom(W n)) are well-inside U ′, since
W n is δ-nice.
Figure 5. Pullbacks of a disk by a qr mapping that is close to z 7→ z2+1/4+ε.
The return mapping is non-conformal at the complex fixed points, and this
non-conformality will blow up under high iterates. The fixed points in the
complex plane and the boundaries of the components of X3 are indicated,
compare Figure 3.
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a new strategy for proving rigidity in the smooth case is required. We use a geometric
construction of a qc\bg mapping, see Theorem 7.5.
2.1.4. Different nests of puzzle pieces. For analytic mappings our proof builds on the proof
of qc rigidity of real polynomials, [KSvS1]. In that paper, the authors introduced the en-
hanced nest. The enhanced nest is defined for return mappings F : U → V defined in a
neighbourhood of Crit(f) ∩ ω(c0) where c0 is a persistently recurrent critical point. The
enhanced nest goes to deep levels very efficiently, and a puzzle piece In in the enhanced nest
has the property of of being δ-free: there exist δ > 0, an annulus A+ with inner boundary
∂In and an annulus A
− with outer boundary ∂In such that mod(A+),mod(A−) ≥ δ, and
A+ ∪A− ∩PC(F ) = ∅. This control on the post-critical set makes it possible to prove com-
plex bounds for the nest of puzzle pieces, [KSvS1, CvST]. Moreover, it makes it possible
to prove that the puzzle pieces in the enhanced nest are quasidisks, Proposition 5.12. It
is easier to deal with critical points that are reluctantly recurrent, that is, not persistently
recurrent. If f is reluctantly recurrent at c0, then there are arbitrarily small neighbourhoods
of c0, which are mapped up to some definite scale with bounded degree. As in [KSvS1] using
these two nests of puzzle pieces about the critical points of f , we prove rigidity for analytic
mappings.
For smooth mappings it seems to be difficult to use the enhanced nest to prove rigidity.
Between any two levels of the enhanced nest there can be many distinct cascades (different
return mappings), and the geometry of these intermediate puzzle pieces can not be controlled.
The control we have for the enhanced nest is eventually lost, since the degree of the mapping
from a pullback of In nested between In and In+1 could be arbitrarily large. To deal with
this we introduce the good nest for multicritical mappings, see [AKLS] for the unimodal
case, and prove complex bounds for this nest. This nest goes to deeper levels much more
slowly than the enhanced nest. Indeed there can be at most one central cascade between
any two levels of the good nest.
It does not seem to be possible for us to use the good nest alone. In order to prove a priori
bounds for the good nest, we need to be able to control the dilatation of the mapping from an
arbitrarily deep puzzle piece in the good nest up to the top level. We are able to prove such
a statement for the enhanced nest since they are controlled by Poincare´ disks: there exist
θ ∈ (0, pi/2) and δ > 0 so that In ⊂ Dθ((1 + 2δ)In). Before proving moduli bounds, this is
the only tool that we have to control the dilatation of high iterates of f. Since critical values
of f can be arbitrarily close to the boundaries of puzzle pieces in the good nest construction,
puzzle pieces in the good nest may not be contained in such Poincare´ disks. In order to
overcome this, we prove Proposition 5.16 which gives us the control on the dilatation that
we need. Proposition 5.16 relies on knowing that we can control the dilatation of arbitrarily
long pullbacks through a real branch of a central cascade, and to do this we need to be
able to control puzzle pieces at the top of a central cascade with Poincare´ disks. This is
given by Proposition 5.13. The puzzle piece given by Proposition 5.13 comes from a nest
that is closely related to the enhanced nest, which we refer to as the enhanced nest over a
central cascade. These puzzle pieces have similar geometric properties to the puzzle pieces
in the enhanced nest; for example, they are also K-quasidisks. We also use Proposition 5.13
to carry out a geometric construction of a qc\bg mapping between a puzzle piece at the
top of central cascade of f and the corresponding puzzle piece for f˜ , see Theorem 7.5. In
this construction it is important that the puzzle piece at the top of the central cascade is a
K-quasidisk.
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δ-nice and
δ-bounded
geometry
δ-free K-quasidisk Notes
Enhanced Nest X X X
Goes to deep levels effi-
ciently. Used to prove qs
rigidity for analytic com-
plex box mappings at a
persistently recurrent criti-
cal point.
Nest about
reluctantly recurrent
critical points
X X X
Used to prove rigidity for
analytic complex box map-
pings at a reluctantly recur-
rent critical point.
Good Nest X X X
Goes to deep levels slowly.
Used to prove a spreading
principle for C3 mappings.
Enhanced nest over
a central cascade
X X X
Used for C3 mappings to
control dilatation of pull-
backs along a real branch of
a long central cascade and in
the construction of a qc\bg
partition of a central cas-
cade.
Table 2. Properties of the different nests of puzzle pieces.
2.1.5. Gluing in the infinitely renormalizable case. The gluing argument in [KSvS1] Section
7 takes a significant amount of effort beyond what is needed in the finitely renormalizable
case. Our method of dealing with the infinitely renormalizable case is an extension of our
qc\bg technique for dealing with long central cascades. Figure 3b indicates how this is done.
2.2. The QC Criterion and qc\bg mappings. We recall the following result from [KSvS1]:
Theorem 2.1 (QC Criterion [KSvS1] Lemma 12.1). For any constants K ≥ 1 and ε > 0,
there exists a constant K ′ ≥ 1 with the following property. Let φ : Ω → Ω˜ be a homeomor-
phism between two Jordan domains, which extends continuously to the boundary. Assume
that X0 ∪X1 ∪X2 and X˜0 ∪ X˜1 ∪ X˜2 are partitions of Ω and Ω˜, respectively, such that the
following hold:
(1) φ(Xi) = X˜i for i = 0, 1, 2.
(2) If P is a component of X1, then both P and φ(P ) have ε-bounded geometry, and
moreover
mod(Ω \ P ) ≥ ε, mod(Ω˜ \ φ(P )) ≥ ε.
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(3) X0 has zero measure and for each x ∈ X0,
(2.1) lim inf
r→0
sup|y−x|=r |φ(y)− φ(x)|
inf |y−x|=r |φ(y)− φ(x)| <∞.
(4) For every x ∈ X2
(2.2) lim inf
r→0
sup|y−x|=r |φ(y)− φ(x)|
inf |y−x|=r |φ(y)− φ(x)| ≤ K
Then there exists a K ′-qc map ψ : Ω→ Ω˜ such that ψ = φ on ∂Ω.
Remark 2.1. We refer to [KSvS1] Lemma 12.1 as the QC Criterion.
With the QC Criterion as motivation, we say that a mapping φ : Ω→ Ω˜ is a (K, ε)-qc\bg
mapping if there is a partition, as in Figure 3, of Ω into sets X0, X1, X2, and a partition of
Ω˜ into sets X˜0, X˜1, X˜2, such that
• φ(Xi) = X˜i for i = 0, 1, 2,
• X0 has measure zero, and satisfies (2.1) on X0.
• X1 can be partitioned into open sets P such that both P and φ(P ) have ε-bounded
geometry, and moreover
mod(Ω \ P ) ≥ ε, mod(Ω˜ \ φ(P )) ≥ ε.
• φ satisfies (2.2) on X2.
We refer to such a partition as a qc\bg partition. We believe that qc\bg mappings will be a
useful idea in other settings. We will say that Suppose that Ω′ ⊂ Ω. We say that φ : Ω→ Ω˜
is a qc\bg mapping with moduli bounds in Ω′ if it is a qc\bg mapping and mod(Ω′ \ P ) ≥ ε
and mod(φ(Ω′) \ φ(P )) ≥ ε for each component P of X1 which is contained in Ω′.
One may read the name qc\bg as quasiconformal except on a set with bounded geometry.
The QC Criterion implies that if φ : Ω → Ω˜ is a (K, ε)-qc\bg mapping, then there exists a
K ′-qc mapping φ′ : Ω → Ω˜ that has the same boundary values as φ. To prove Theorem A
for smooth mappings we are going to construct a sequence of (K, ε)-qc\bg mappings on the
upper half-plane, whose extensions to the real line converge to a conjugacy between f and
f˜ . The qc\bg mappings we construct will not be defined dynamically everywhere in their
domains. Up to sets of measure zero, their domains will consist of a set where the mappings
are dynamically defined, a set that can be decomposed into quasidisks, and a set separating
these two sets whose components have bounded geometry and moduli bounds. This level of
flexibility makes it possible for us to deal with central cascades. We will describe this in the
next subsection.
2.3. Sketch of the proof and organization of the paper. Let us now outline the struc-
ture of the paper, and give more detail about some of the aspects of the proof.
2.3.1. Developing the required tools, Sections 3 and 4. In Section 3 we give some background
definitions. Specifically we discuss quasiconformal and quasisymmetric mappings, asymp-
totically holomorphic extensions of C3 maps, and Poincare´ disks and their pullbacks by
asymptotically holomorphic mappings. In Section 4 we deal with the necessary real dynam-
ics. In Subsection 4.4 we give a hierarchical decomposition of the set of critical points of
a map f and describe a nice real neighbourhood of the set of critical points. We will use
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these often. Finally, we present the real bounds that we will need to construct complex box
mappings.
2.3.2. Compatible complex box mappings, Section 5. A few types of complex box mappings
play vital roles in the proof. When combined, they perform the same function as the Yoccoz
puzzle for polynomial mappings. Using the hierarchical decomposition of the critical points
and a chosen nice real neighbourhood I of the critical set of f , see Section 4.4, we build
complex box mappings about certain critical points. The complex box mapping at each
critical point needs to be compatible with the box mappings around other critical points.
This compatibility is obtained using touching box mappings, see below.
We will make use of the usual complex box mappings which are complex extensions of the
real return maps to neighbourhoods of the set of critical points of f . These were constructed
in [CvST] about critical points c0 with the property that f is persistently recurrent on ω(c0).
In the reluctantly recurrent case, we construct complex box mappings in Subsection 5.2.
This was done for analytic maps with all critical points of even order in [KSvS2], and here
we allow for odd critical points. In the reluctantly recurrent case, the complex bounds are
obtained from the real bounds at reluctantly recurrent critical points, and the fact that
we can go from any small scale up to a fixed scale by a mapping of bounded degree, see
Proposition 4.14 and Theorem 5.3. In the persistently recurrent case, the necessary bounds
were proved in [CvST], see Theorem 5.1 and Theorem 5.2.
Complex box mappings are very useful for pulling back qc-conjugacies; however, on their
own, they do not show that the conjugacies glue together to give a global conjugacy. For
this we need:
2.3.3. Touching box mappings, Section 6. To obtain a global conjugacy, we construct in
Subsection 6.3 “global touching box mappings.” These mappings are the analogue of Bo¨ttcher
coordinates in our setting. Here the presence of parabolic points causes some additional
difficulties.
Some care is needed to make sure that the ranges of the complex box mappings are
compatible with with ranges of the touching box mappings. In the reluctantly recurrent case
the real bounds (see Proposition 4.14) imply, among other things, that the return domains
to certain small intervals I about a critical point are very deep inside of I. Such bounds
make it possible to extend the return map to I to a complex box mapping whose range is
a Poincare´ lens domain. In general, we do not have this sort of geometric control in the
persistently recurrent case. Nevertheless, in Theorem 5.2, for maps that are at most finitely
renormalizable, we construct a complex box mapping associated to an iterate of a return
map whose range is a Poincare´ lens domain.
Consider two global touching box mappings FT : UT → VT , F˜T : U˜T → V˜T , associated to f
and f˜ . These are mappings whose range is a finite “necklace neighbourhood” of the interval,
each component of the range is a Poincare´ lens domain, and each component of the domain
is mapped diffeomorphically onto a component of the range (we omit a neighbourhood of
the critical points from the domain of a touching box mapping). In Subsection 6.3 we show
that it is possible to construct a qc-conjugacy between FT and F˜T , and pull it back. This
yields a qs-conjugacy between f and f˜ on the set of points that avoid a real neighbourhood
of Crit(f) and the attracting basins. Constructing the conjugacy in attracting basins is not
hard since the local dynamics near attracting cycles is well understood for maps in class C.
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Propositions 4.10 and 4.14
Propostition 8.2
hyperbolic attractors,
Rigidity in basins of
Rigidy at infinitely renormalizable
critical points, Sections 8.2 and 8.3
Complex bounds, Theorem 5.1
Real bounds, Proposition 8.7
Local behaviour at periodic points,
Proposition 3.6
asymptotically holomorphic,
polynomial-like mappings
A qc\bg partition for
Section 8.3
Complex bounds,
Theorems 5.1, 5.2 and 5.3
and Proposition 5.18
Complex bounds, Proposition 5.9
and quasidisks, Proposition 5.12
A qc\bg partition of a central
cascade, Theorem 7.5
Existence of QC external conjugacies,
Theorem 7.1
Touching box mappings,
Theorem 6.6
Tbasins of hyperbolic attractors, Theorem 6.1
Rigidty away from Crit(f) and Touching box mappings,
Theorem 6.6
Rigidity at finitely renormalizable,
persistently recurrent critical points,
Section 8.4
Rigidity at reluctantly recurrent
critical points, Section 8.5
Real bounds,
Rigidity for complex box mappings,
Theorems 7.3 and 7.8
Figure 6. Scheme for proving rigidity: the vertical dashed arrows indicate
the order in which we prove rigidity (starting at the top and “pulling back”),
and the solid arrows indicate key steps in the proof.
We explain how this is done in Section 8.1. In the remaining part of the paper, we focus on
how to extend the conjugacy to the real neighbourhood I of Crit(f).
2.3.4. Rigidity of non-renormalizable complex box mappings, Section 7.1- Section 7.6. Let
us start with critical points at which f is at most finitely renormalizable . To prove rigidity
of complex analytic box mappings (on their real traces), we use complex bounds together
with the Spreading Principle, Proposition 7.2, and the QC Criterion of [KSvS1], see Theo-
rem 2.1. The nice geometric properties of the complex box mappings allow us to construct
qc external conjugacies, see Theorem 7.1, between two topologically conjugate complex box
mappings. The external conjugacy replaces the conjugacy given by the Bo¨ttcher coordinate
for polynomials. With these tools in hand, it is possible to repeat the proof of qc-rigidity
for non-renormalizable mappings in [KSvS1] to prove rigidity for analytic complex box map-
pings.
In the smooth case, since it is impossible to control the dilatation of all pullbacks of puzzle
pieces in the Yoccoz puzzle, we cannot proceed exactly as in the analytic case. In particular
the usual Spreading Principle cannot be applied, and we need to use a different strategy to
show that we obtain a qc mapping of the plane with bounded dilatation at each stage of our
construction. If we ignore controlling the dilatation of the conjugacy, then our construction
is reminiscent of the one used in [Ly1, Ly2]. We start with the external conjugacy, see
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page 87, conjugating the dynamics of F : U → V and F˜ : U˜ → V˜ on ∂U , and pullback,
modifying the mapping before we pullback through critical branches so that it maps critical
values to corresponding critical values. However, because we do not have growth of moduli,
the dilatation of the resulting mapping can be arbitrarily large. To deal with this, we prove
complex bounds for the good nest, see Section 5.5. These results make it possible to confine
the region where the dilatation of the mapping that we obtain is uncontrolled to a union of
puzzle pieces with bounded geometry and a priori bounds. When there are no long central
cascades, after applying the QC Criterion to the puzzle pieces in Dom′(W n), this gives us
the following: There exists K1 ≥ 1 and δ1 > 0, such that for any n ≥ 0, there exists a
(K1, δ1)-qc\bg mapping Hn : H+ → H+ such that for any component U of Dom′(W n),
z ∈ ∂U , we have that Hn ◦ F (z) = F˜ ◦ Hn(z). Quasisymmetric rigidity of complex box
mappings on their real traces follows from this together with the QC Criterion, applied on
the upper half-plane, and the compactness of K-qc mappings.
To prove the complex bounds, we prove, roughly, that if a chain {Gj}sj=0 of puzzle
pieces such that G0 intersects the real line does not contain a long central cascade, then∑s
j=0 diam(Gj)
2 is bounded, see Proposition 7.4 for more general statement. This estimate
gives us that there are exactly two cases where we cannot control the dilatation along a
chain: along pullbacks of puzzle pieces that are disjoint from the real line and nested inside
of puzzle pieces that are disjoint from the real line, and along long central cascades. By not
refining the conjugacy inside of complex puzzle pieces that do not intersect the real line, our
complex bounds for the good nest give us a solution to the first problem. Our solution to
the second problem requires us to find a puzzle piece near the “top” of a long central cascade
that is a quasidisk, see Proposition 5.13. Using this together with a careful analysis of cen-
tral cascades, we construct a QC\BG Partition of a central cascade, see Theorem 7.5, which
allows us to avoid the problem of the dilatation blowing up through long central cascades.
2.3.5. Application of qc\bg mappings to central cascades, Section 7.6. Suppose that we are
in the situation described above where RE0 : E
1 → E0 has a long central cascade and E0
is a (1 + 1/δ)-quasidisk and δ-nice, see Figure 3(A). Using that E0 is a quasidisk and our
complex bounds, we can decompose E0 into combinatorially defined, artificial puzzle pieces
each with either good dynamical or geometric properties. The set with good dynamical
properties is X2 and the sets with good geometric properties are X1 and X3.
Very roughly,we use a “real” argument to show that if we start with a K-quasiconformal
mapping H0 : E
0 → E˜0 that maps the domain of the return mapping to E0 to the domain of
the return mapping to E˜0 and conjugates F and F˜ on the boundaries of these puzzle pieces,
then we can pull H0 back along the real branches of R : E
1 → E0 and R˜ : E˜1 → E˜0 with the
loss of dilatation controlled by diam(E0). This gives us, at least, a necklace neighbourhood
of E0 contained in X2 where H is defined. However, this neighbourhood could be very
pinched near the “middle” of the cascade; this is the case when there is a long saddle-node
cascade, and in the high return case, it is a “necklace neighbourhood” (as opposed to an
open) neighbourhood of the interval.
The complement of X2 ∪X0, where X0 is the measure zero set in the definition of a qc\bg
mapping, is decomposed into two types of regions:
• The first type, corresponding to X3, has geometry that we understand very well
because of the Yoccoz Lemma or the linear behaviour near a repelling periodic point.
We will show that if W is a connected component of this type for R and W˜ is a the
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corresponding component for R˜, thenW and W˜ are K1-quasidisks, and we construct
a Kˆ-qc mapping from W to W˜ that respects some minimal dynamical information
of their boundaries.
• The remainder of E0 is X1. We will show that that this subset, and its image under
H, have the property that their connected components have bounded geometry and
moduli bounds in both E0 and E0 ∩H+.
This allows us to apply the QC Criterion. Let us point out that we use the QC Criterion in
two ways: in the way that is familiar from [KSvS1] to obtain a qc mapping on a puzzle piece
that agrees with the boundary marking on the puzzle piece, and on the upper half-plane to
obtain a qc mapping on the upper half-plane that agrees with the mapping that conjugates
the dynamics on the real line outside of a neighbourhood of the critical points.
2.3.6. Proving quasisymmetric rigidity, Section 8. Figure 6 indicates how we proceed.
We start by constructing a conjugacy on immediate basins of attraction at infinitely renor-
malizable critical points, and then we spread the conjugacy around to critical points c at
which f is at most finitely renormalizable and so that f is persistently recurrent on ω(c),
and finally to reluctantly recurrent critical points.
For real analytic infinitely renormalizable mappings we refer to the argument of [KSvS1]
to construct a qs conjugacy in a real neighbourhood of each critical point at which f is
infinitely renormalizable, and use the touching box mappings to show that this conjugacy is
compatible with the conjugacies constructed around other critical points. The argument of
[KSvS1] makes use of a lengthy real “gluing” argument, which we can avoid rather neatly
by using qc\bg partitions, see Section 8.3.
For a smooth mapping f ∈ C, we have that a sufficiently high renormalization of f extends
to a quasiregular polynomial-like mapping F : U → V (we define these on page 50). From
the original mapping F : U → V it is impossible to construct arbitrarily small puzzle pieces.
Using a method of [LP] we construct rays for F : U → V . By doing this for each subsequent
renormalization of F , we obtain arbitrarily small puzzle pieces. (For analytic polynomial-like
mappings this can be done using the Douady-Hubbard Straightening Theorem, but in gen-
eral, a smooth mapping may not be topologically conjugate to a polynomial.) Using these
puzzle pieces and complex bounds we construct qc\bg partitions in the infinitely renormal-
izable setting, see Lemmas 8.12 and 8.13. Thus obtaining a qc\bg mapping, with moduli
bounds in the upper half-plane, on a neighbourhood of the real line, which is a conjugacy
on the real line.
2.4. A guide to the paper. Sections 3 and 4 contain definitions, background material,
and results in real dynamics. The reader can refer to these sections as needed.
• Whether a reader is interested in the analytic or the class C case, the following sections
are relevant:
– Sections 4.5.1, 4.5.2 and 4.5.3 for the real bounds for persistently recurrent map-
pings, infinitely renormalizable mappings, and reluctantly recurrent mappings,
respectively.
– Sections 5.1 and 5.2 for the complex bounds.
– Section 6 where we construct touching box mappings.
– Section 7.1 where we construct an external conjugacy between complex box
mappings.
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• A reader who is interested in the case of analytic non-renormalizable mappings should
refer to Section 7.2 where we prove rigidity for analytic box mappings.
In Section 8, these results are combined to show that f and f˜ are qs-conjugate. A reader who
is only interested in the non-renormalizable analytic case could start reading that section at
Section 8.4.
• A reader who is additionally interested in the analytic, infinitely renormalizable case,
should see
– Section 5.1 for the complex bounds.
– Section 8.2 where these critical points are included in the proof of rigidity.
• A reader who is focussing on the case of smooth non-renormalizable mappings without
long cascades of central returns (i.e. Fibonacci mappings) should go on to read the
following:
– Section 5.4 where we prove that we can control dilatation as long as we do not
pull back through long central cascades, note that this is easier when there are
no long cascades of central returns whatsoever.
– Section 5.5 where we prove complex bounds for the good nest of puzzle pieces.
– Section 7.5 for a real spreading principle. When there are no long cascades of
central returns, the reader needs only read steps one through five of the proof.
• A reader who is interested in general smooth mappings should addtionally read:
– Section 5.3 where we prove that we can find puzzle pieces which are quasidisks
at the start of long central cascades.
– Section 5.4, with the case of long central cascades in mind.
– Section 7.5 for a real spreading principle. We treat long central cascades in Step
6 of the proof.
– Section 7.6 for the proof of Theorem H, a qc\bg partition of a central cascade.
– Section 8.3 where we treat the case of infinitely renormalizable smooth mappings.
3. Preliminary definitions, remarks and some tools
3.1. Basic definitions and terminology. When it will not cause confusion, we let M
denote [0, 1] or S1. We let N, R, R2 and C denote the natural numbers ({1, 2, 3, . . . }), the
real line, the real plane and the complex plane, respectively. As usual, we will consider S1 as
R mod 1. Let H+ and H− denote the upper and lower half-planes in C. Let B(a, r) denote
the ball of radius r centered at a in C. Let Dr = B(0, r) and D = D1. An annulus is a doubly
connected domain in C. Any annulus A is uniquely uniformized by a round annulus DR \D,
R > 1, where R = ∞ is allowed (this case corresponds to the punctured disk). We define
mod(A) = logR, when R is finite, and in the case of the punctured disk, set mod(A) =∞.
If X, Y are sets in R or C, we will let diam(X) denote the diameter of X measured in the
Euclidean metric, and
dist(X, Y ) = inf
x∈X,y∈Y
|x− y|,
denote the distance between X and Y measured in the Euclidean metric.
For k = 0, 1, 2, . . . , Ck(I) denotes continuous functions that are k-times differentiable on
I with f (k) ∈ C0(I).
We will adopt the convention that if a complex domain, say P , is named with a bold
symbol, then P = P ∩ R.
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We shall denote the connected component that contains x of a set P by P (x) or by
CompxP when it improves clarity.
We shall say that a set U ⊂ C is real-symmetric if it is symmetric with respect to the real
line. A mapping F : U → V is real-symmetric if U and V are both real-symmetric and if F
commutes with z 7→ z¯. Unless otherwise stated, all constructions in the complex plane are
carried out real-symmetrically.
If I is a union of disjoint intervals, |I| denotes the sum of their lengths. If I = (a−x, a+x)
is any interval and c > 0 we define cI = (a− cx, a+ cx). If we say that I is well-inside of I ′,
we mean that I ′ ⊃ (1 + 2δ)I for a universal δ > 0; that is, δ does not depend of I, I ′.
If U ⊂ V are domains in C we say that U is well-inside V if mod(V \U) > δ, again with
δ > 0 universal. If U is a topological disk in C and δ > 0, we say that U has δ-bounded
geometry at x if B(x, δ · diam(U)) ⊂ U . We say that U has δ-bounded geometry if for some
x ∈ U it has δ-bounded geometry at x.
If f is differentiable, we let Crit(f) denote the set of critical points of f and PC(f) denotes
the set of strict foward images of Crit(f). For a critical point c, we let Forward(c) denote all
critical points in the closure of {fn(c)}∞n=0, and we let Back(c) denote the set of all critical
points c′ such that c ∈ Forward(c′). Critical points of even order will be called folding points.
By the forward orbit of a point x, we mean the set of points fn(x) for n ≥ 0. As usual, we
let ω(x) denote the omega-limit set of x. We say that ω(x) is minimal, if the orbit of every
x′ ∈ ω(x) is dense in ω(x).
We say that a real mapping f is renormalizable at a non-periodic point x if there exists an
interval K 3 x and s ≥ 2 so that K, . . . , f s−1(K) have disjoint interiors and f s(K) ⊂ K. In
this case, we call K a properly periodic interval of period s. We say that f is infinitely renor-
malizable at some non-periodic point x if there exist properly periodic intervals containing
x of arbitrarily high period. This implies that there exists a sequence of renormalization
intervals around x with periods sn → ∞, i.e. intervals Kn 3 x and integers sn → ∞ so
that Kn, . . . , f
sn−1(Kn) have disjoint interiors, f sn(Kn) ⊂ Kn and f sn(∂Kn) ⊂ ∂Kn. If f is
infinitely renormalizable at c, then ω(c) is a minimal set.
We say that a set P is nice if for each x ∈ ∂P , fn(x) /∈ intP for all n > 0. It is easy to
see that pullbacks of nice open intervals are nested or disjoint.
Given a set P , let
Dom(P ) = {x : ∃k > 0 so that fk(x) ∈ P}.
Observe that Dom(P ) is collection of all landing domains to P together with first return
domains to P ; it is not restricted to those that intersect ω(c) for some critical point c. We
will refer to Dom(P ) as the domain of the first entry mapping to P . If P is nice, then the
boundary of a component of Dom(P ) is mapped into the boundary of P . If Ω ⊂ Crit(f), we
let DomΩ(P ) denote the components of Dom(P ) that intersect ∪c∈Ωω(c).
If x ∈ Dom(P ) the smallest k > 0 such that fk(x) ∈ P is called the entry time of x to P.
In this case we define Lx(P ) = Compxf−k(P ) = CompxDom(P ). We define
Lˆx(P ) =
{
P, if x ∈ P,
Lx(P ) if x /∈ P.
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The first entry mapping restricted to Dom∗(P ) := P ∩ Dom(P ) is the first return mapping
to P ; the first landing mapping to P is defined on Dom′(P ) := Dom(P )∪ P and is given by
the first entry mapping to P on Dom(P ) \ P and the identity on P .
A set X is invariant if f−1(X) = X and forward invariant if f(X) ⊂ X. If I is a union of
intervals we let E(I) denote the set of all points whose forward orbits never enter I.
If I is an interval and J is a pullback of I, we define the chain, {Gj}sj=0 associated to the
pullback by setting Gs = I and Gj = Compfj(J)f
−(s−j)Gs for j = 0, . . . , s − 1. The order
of chain {Gj}sj=0 is the number of intervals Gj, j = 0, . . . , s− 1 that contain critical points.
We define chains and the order of a chain for complex puzzle pieces (defined on page 51) in
the same way.
Suppose that Ω ⊂ Crit(f). We say that a real neighbourhood I of Ω is admissible if
• I has exactly #Ω components, each containing an element of Ω; and
• for each connected component J of Dom(I), either J is a component of I or J is
compactly contained in a component of I.
Suppose that I is a union of nice open intervals and that J is a union of intervals such that
for each connected component J of J , there exists kJ such that fkJ (J) ∈ I and fkJ (∂J)
is contained in the boundary of a component of I. Define g : J → I by g(x) = fkJ (x)
whenever x is in the connected component J of J . We say that a complex box mapping
(see page 50) G : U → V extends g : J → I if
• the critical points of g and G are the same,
• for each component J of J , there exists a component U of U that contains J and
g|J = G|J ,
• each component of U contains a unique component of J and each component of V
contains a unique component of I.
3.2. Quasiconformal and quasisymmetric maps. We say that a homeomorphism h : [0, 1]→
[0, 1] is κ-quasisymmetric (abbreviated κ-qs), if
1
κ
≤ h(x+ t)− h(x)
h(x)− h(x− t) ≤ κ
whenever we have both x− t, x+ t ∈ [0, 1]. The analogous definition holds for a homeomor-
phism h : S1 → S1. A homeomorphism is called quasisymmetric if it is κ-quasisymmetric for
some κ ≥ 1. If X ⊂M , we say that h : X →M is κ-qs if it has an extension to a κ-qs map
h : M →M .
Let U ⊂ C be a domain. A mapping h : U → C is K-quasiconformal (K-qc) if it is a
homeomorphism onto its image, and if for any annulus A ⊂ U ,
1
K
mod(A) ≤ mod(h(A)) ≤ Kmod(A).
The minimum such K is called the dilatation of h. Suppose that X ⊂ [0, 1]. Any κ-
quasisymmetric mapping h : X → [0, 1] has an extension to a K(κ)-quasiconformal mapping
h : C→ C.
We say that a Jordan disk is a (K-)quasidisk, if it is the image of D under a (K-)qc
mapping h : C→ C. We say that a Jordan curve is a (K-)quasicircle, if it is the boundary of
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a (K-)quasidisk. We will use the Ahlfors-Beurling Criterion to prove that certain topological
disks are quasidisks:
Lemma 3.1 (Ahlfors-Beurling Criterion). For any C > 0 there exists a constant K =
K(C) > 1, such that the following holds. Suppose that T is a Jordan curve such that
for any two points z1, z2 ∈ T , there exists an arc γ ⊂ T containing z1 and z2 such that
diam(γ) ≤ Cdist(z1, z2). Then T is a K-quasicircle.
Let us collect some useful results about quasisymmetric mappings on the real line. Suppose
that X ⊂ R. We say that a mapping h : X → h(X) is (C, p)-quasisymmetric, if there exists
a constant C > 0 and p ∈ N, if whenever x, a, b ∈ X we have
|h(x)− h(a)|
|h(x)− h(b)| < C max{
( |x− a|
|x− b|
)p
,
( |x− a|
|x− b|
)1/p
}.
In this definition, we allow X to be any, even a totally disconnected, subset of R.
Lemma 3.2. [V, Lemma 2.3] For any C ≥ 0, p ≥ 1, κ ≥ 1 and δ > 0 there exists κˆ ≥ 1
such that the following holds. Let I be a bounded interval. Suppose that h : R \ I → R is
(C, p)-quasisymmetric, hI : (1 + 2δ)I is κ-quasisymmetric and that for each h|(1+2δ)Ii\Ii =
hI |(1+2δ)Ii\Ii. Then
Hˆ(z) =
{
H(z), z ∈ R \ I
h(z), z ∈ I
is κˆ-quasisymmetric.
For any M ≥ 1, we say that a set S is M -relatively connected if for any x ∈ S, r > 0
such that B(x, r) 6= S we have that either B(x, r) = {x} or that B(x, r) \ B(x, r/M) 6= ∅.
It follows from the definitions that for any M,κ ≥ 1 there exists M ′ ≥ 1 such that if S is
M -relatively connected and h is κ-qs, then h(S) is M ′-relatively connected.
Proposition 3.3. [V, Theorem 1.2] For any M,κ ≥ 1 there exists κ′ ≥ 1 such that the
following holds. If S is an M relatively connected subset of ∂D and h : S → ∂D is κ-
quasisymmetric mapping, then h extends to a κ′-qs mapping hˆ : ∂D→ ∂D.
3.3. Asymptotically holomorphic mappings. The asymptotically holomorphic exten-
sions of smooth maps that we use were constructed in [GSS], and we refer the reader to that
paper for the background on these extensions.
Recall that
∂
∂z¯
=
1
2
(
∂
∂x
+ i
∂
∂y
).
Let K 6= ∅ be a compact subset of R2, U an open neighbourhood of K in the plane and
H : U → C a C1 map. We say that H is asymptotically holomorphic of order t, t ≥ 1, on
K ⊂ R2 if for every (x, y) ∈ K
∂
∂z¯
H(x, y) = 0,
and
∂
∂z¯
H(x, y)
d((x, y), K)t−1
→ 0
uniformly as (x, y)→ K for (x, y) ∈ U \K.
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 32
In our applications of asymptotically conformal extension, K will be an interval contained
in the real line, and
µ(z) ≡ ∂¯H
∂H
= o(|y|t−1)
A Cn function H is asymptotically holomorphic of order n at a point z0 = x0 + iy0 is
equivalent to H having a complex Taylor expansion at z0 of order n:
H(z) = H(z0) +
n∑
k=1
∂kH
∂xk
(z0)
(z − z0)k
k!
+R(x, y),
where z = (x, y), the remainder R(x, y) is Cn and DjR(x0, y0) = 0 for j = 0, . . . , n, and
R(x, y) = o(‖(x, y)− (x0, y0)‖n).
Lemma 3.4. [GSS, Lemma 2.1] Let I ⊂ R be a compact interval with non-empty interior
and h : I → C a Cn function (n ∈ Z+). Then there exists a Cn extension H of h to the
complex plane that is asymptotically holomorphic on I of order n. The mapping from h to
H is linear and continuous in the Cn topology (for H we use the Cn topology on compact
subsets of the complex plane) and commutes with affine rescaling.
Lemma 3.5. [GSS, Lemma 2.2] Let h : I → R be a C1 diffeomorphism onto its image,
where I ⊂ R is compact and has non-empty interior. If H is any C1 extension of h to a
neighbourhood of I in the complex plane which is asymptotically holomorphic on I of order
1, then H is an orientation preserving diffeomorphism on some (possibly smaller) complex
neighbourhood of I.
It will be useful to observe the following. Let K 6= ∅ be a compact subset of C and H a
C1 complex-valued function defined in a open neighbourhood of K in the complex plane. If
H is asymptotically holomorphic of order t, (t ≥ 1) on K, then
(1) if φ is a holomorphic function defined in a neighbourhood of H(K), then φ ◦ H is
asymptotically holomorphic of order t on K;
(2) if H is a diffeomorphism onto its image, then H−1 is asymptotically conformal of
order t on H(K).
The local dynamics near an attracting fixed point for an asymptotically holomorphic
mapping can be studied in the same way as for a holomorphic mapping:
Proposition 3.6. Suppose that f ∈ C3 and that 0 is a fixed point of f . Let λ = f ′(0) and
suppose |λ| < 1. Let F denote the asymptotically holomorphic extension of f of order 3.
(1) If 0 < |λ|, then there exists r0 > 0, so that for any r ∈ (0, r0), F is conjugate to
z 7→ λz in the neighbourhood Dr = {z : |z| < r} of zero by a K(r)-quasiconformal
mapping and K(r)→ 1 as r → 0.
(2) If |λ| = 0, then there exists r0 > 0, so that for any r ∈ (0, r0), F is conjugate to
z 7→ zd at 0, where d is the order of the critical point, in the neighbourhood Dr by a
K(r)-quasiconformal mapping and K(r)→ 1 as r → 0.
Proof. The proof is the same as for holomorphic maps (see [M]). First suppose that λ 6= 0.
Let c be so that c2 < |λ| < c. Then by Taylor’s Theorem, there exists a neighbourhood Dr0
of the origin so that |F (z)| < c|z| for all z ∈ Dr0 , and fixing any 0 < r < r0, there exists
k > 0 so that |F (z)− λz| < k|z|2 for all z ∈ Dr. Then given any starting point z0 ∈Dr, the
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orbit of z0, z0, z1, . . . , satisfies |zn| < rcn, so that |zn+1 − zn| < kr2c2n. Then the sequence of
points wn = zn/λ
n satisfies
|wn+1 − wn| ≤ kr
2
|λ|
( c2
|λ|
)n
.
Thus |wn+1−wn| converges geometrically to 0. Hence the sequence of functions z0 7→ wn(z0)
converges uniformly in Dr. Let φ : [−r, r]→ [−r, r] denote the limit of this sequence. It fixes
the end points of the interval and 0. Arguing as we just did, there exists a constant k′ > 0
such that |φ(z)− z| < k′|z|2, so φ is a local diffeomorphism. Moreover, there exists K ′ ≥ 1
(independent of n) so that the mapping z0 7→ F n(z0)/λn is K ′-qc. Hence, by compactness
of K ′-qc mappings, the mapping φ is K ′-qc. That φ satisfies φ ◦ F (z) = λφ(z) is automatic.

3.4. Poincare´ disks. Let I be an open interval and fix θ ∈ (0, pi). Let D denote a round
disk intersecting the real line withD∩R = I with the property thatD+ = D∩H+ intersects
the real line with external angle θ. Let D− denote the reflection of D+ about the real line.
Let Dθ(I) = D
+∪D−∪ I; Dθ(I) is the Poincare´ disk with angle θ based on I. We will refer
to Poincare´ disks with angle θ close to pi as lens domains.
Proposition 3.7 ([GSS] Proposition 2). Let h : I → R be a C3 diffeomorphism from a
compact interval I with non-empty interior into the real line. Let H be a C3 extension
of h to a complex neighbourhood of I, with H asymptotically holomorphic of order 3 on
I. Then there exist K > 0 and δ > 0 such that if a, c ∈ I are distinct, 0 < α < pi and
diam(Dα(a, c)) < δ, then
H(Dα(a, c)) ⊂ Dα˜(h(a), h(c)),
where α˜ = α−K|c− a|diam(Dα(a, c)). Moreover, α˜ < pi.
This proposition implies a version of the Almost Schwarz Inclusion Lemma from [dFdM2]
when F is analytic:
Lemma 3.8 (Almost Schwarz Inclusion [dFdM2]). There exist K < ∞, a0 > 0 and a
function θ : (0, a0) → (0,∞) satisfying θ(a) → 0 and a/θ(a) → 0 as a → 0 such that the
following holds. Let F : D → C be univalent and real-symmetric, and assume that I ⊂ R is
an interval containing 0 and |I| < a ∈ (0, a0). Let I ′ = F (I). Then
(a) for all θ ≥ θ(|I|), we have
F (Dθ(I)) ⊂ D(1−K|I|1+δ)θ(I ′),
where 0 < δ < 1 is a universal constant;
(b) for all θ ∈ (pi/2, pi) we have
F (Dpi−θ(I)) ⊂ Dpi−K|I|θ(I ′).
Lemma 3.9 ([CvST], Lemma 4.2). Let ` ≥ 2 be a natural number and let θ ∈ (0, pi). Let
P (z) = z`.
• Suppose ` is even and let K ≥ 1. Then there exists λ = λ(K, `) ∈ (0, 1) such that
P−1(Dθ(−K, 1)) ⊂ Dλθ(−1, 1)).
• Suppose that ` is an odd integer. Let K > 0. Then there exists λ = λ(`) ∈ (0, 1) such
that
P−1(Dθ(−K`, 1)) ⊂ Dλθ((−K, 1)).
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Lemma 3.10. Let ` ∈ N and let P (z) = z`. For any A > 0 and any θ ∈ (0, pi), there exists
θ′ ∈ (0, pi) such that
• If ` ≥ 2 is even, then
P−1(Dθ((−A, 1))) ⊃ Dθ′((−1, 1)).
• If ` ≥ 3 is odd,
P−1(Dθ((−A`, 1))) ⊃ Dθ′((−A, 1)).
Lemma 3.11. Let ` ∈ N and let P (z) = z`.
• Suppose that ` is even. For any K ≥ 1, there exists θ0 ∈ (0, pi/2) and C = C(K, `)
such that for any θ ∈ (0, θ0) we have that
P−1(Dθ(−K, 1)) ⊂ Dθ(−1, 1) ∪Dpi/2(−C,C).
• Suppose that ` is odd. There exists θ0 ∈ (0, pi/2) and C = C(`) such that for any
θ ∈ (0, θ0) we have that
P−1(Dθ(−K`, 1)) ⊂ Dθ(−K, 1) ∪Dpi/2(C · (−K, 1)).
In the even case, this lemma follows from:
Lemma 3.12. [LvS1, Appendix] Let P`(z) = z
`. Let K > 1. There exists θ0 = θ0(K) ∈
(0, pi) such that, for all θ ∈ (0, θ0), the boundaries of P`Dθ((−1, 1)) and Dθ((−K, 1)) intersect
each other at a point Z(K, θ) and its complex conjugate. Furthermore,
Z(K, θ)→ K2 ∈ R, as θ → 0.
Hence, the difference
∆`(K, θ) := Dθ((−K, 1)) \ P`Dθ((−1, 1))
tends to the interval [1, K2], as θ → 0.
Proof. Compare the proof of Lemma 3.9, see [CvST]. Suppose that z ∈ ∂P−1(Dθ(−K`, 1))∩
∂Dθ(−K, 1). Then since z ∈ ∂Dθ(−K, 1), we have
arg
z − 1
z +K
= θ,
and since z` ∈ ∂Dθ(−K`, 1), we have that
arg
z` − 1
z` +K`
= θ.
But now expressing z = reiθ, we have
r(K + 1) sin t
r2 + r(K − 1) cos t−K = tan θ and
r`(K` + 1) sin `t
r2` + r`(K` − 1) cos `t−K` = tan θ.
Dividing these expressions we have that
r` sin `t(K` + 1)(r2 + r(K − 1) cos t−K)
(r2` + r`(K` − 1) cos `t−K`)r sin t(K + 1) = 1,
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Expanding this and setting RK = r, we have
1 =
sin `t
sin t
· r
`−1(K` + 1)(r2 + rK cos t− r cos t−K)
(K + 1)(r2` + r`K` cos `t− r` cos `t−K`)
=
sin `t
sin t
· r
`+1K` + r`K`+1 cos t− r`K` cos t− r`−1K`+1 + r`+1 + r`K cos t− r` cos t−Kr`−1
r2`K + r`K`+1 cos `t− r`K cos `t−K`+1 + r2` + r`K` cos `t− r` cos `t−K`
=
sin `t
sin t
·
r`+1
K`+1
+ r
`
K`
cos t− r`
K`+1
cos t− r`−1
K`
+ r
`+1
K2`+1
+ r
`
K2`
cos t− r`
K2`+1
cos t− r`−1
K2`
r2`
K2`
+ r
`
K`
cos `t− r`
K2`
cos `t− 1
K`
+ r
2`
K2`+1
+ r
`
K`+1
cos `t− r`
K2`+1
cos `t− 1
K`+1
=
sin `t
sin t
· R
`+1 +R` cos t−R` cos t
K
−R`−1 1
K
+R`+1 1
K`
+R` cos t
K`
−R` cos t
K`+1
−R`−1 1
K`+1
R2` +R` cos `t−R` cos `t
K`
− 1
K`
+R2` 1
K
+R` cos `t
K
−R` cos `t
K`+1
− 1
K`+1
For large K, the last term is dominated by
sin `t
sin t
· R
`+1 +R` cos t
R2` +R` cos `t
.
So eitherR is bounded, in which case we are done, orR is large, which implies that R
`+1+R` cos t
R2`+R` cos `t
is very small, and sin `t
sin t
is very large, but sin `t
sin t
is bounded from above. So we can assume that
K is bounded, but then we have that
1  sin `t
sin t
· R
`+1
n +R
`
n cos tn − R
`
n
K
cos tn − R`−1nK
R2`n +R
`
n cos `tn − R
`
n
K`
cos `tn − 1K`
,
and again we have that either R is bounded, in which case we are done or we have that R
is very large, in which case
R`+1n +R
`
n cos tn − R
`
n
K
cos tn − R`−1nK
R2`n +R
`
n cos `tn − R
`
n
K`
cos `tn − 1K`
is very small, but then we would need to have
sin `t
sin t
large, which is impossible. 
Lemma 3.13 ([CvST], Lemma 5.10). Suppose that f : M →M is C3 and let f also denote
an asymptotically holomorphic extension of order three of f . Then for any δ > 0, N ∈ N∪{0}
and θ ∈ (0, pi/2), there exist ε > 0, η > 0, and θ˜ ∈ (0, pi/2) such that the following holds.
Suppose that Js is a nice interval with |Js| < ε, which does not contain a parabolic periodic
point in its boundary, and that {Jj}sj=0 is a chain with order bounded by N. Assume that
Jj\(1+2δ)−1Jj does not contain an even critical point for j = 0, 1, . . . , s−1. Let Us = Dθ(Js),
and set
Uj = CompJj(f
−(s−j)(Us)).
Then U0 ⊂ Dθ˜(J0) and f s : U0 → Us is (1 + η|µ(Js)|1/2)-quasiregular.
When we apply this lemma, we will use Lemmas 4.4 and 4.5 to obtain the estimate on the
sum of the lengths of intervals in the chain.
The following corollary follows easily:
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Corollary 3.14. For each δ > 0, there exist δ′ > 0 and λ ∈ (0, 1) such that the following
holds for all sufficiently small ε > 0. Let I be a nice interval with |I| < ε, J a domain
of the first entry mapping to I, and s ≥ 1 the minimal number so that f s(J) ⊂ I. Let
{Hj}sj=0 be a chain with (1 + 2δ)Hs ⊂ I and H0 ⊂ J , then there exists an interval H ′ with
H0 ⊂ H ′ ⊂ (1 + 2δ′)H ′ ⊂ J so that
CompH0f
−sDθ(Hs) ⊂ Dλθ(H ′).
To treat diffeomorphic pullbacks of lens domains, we have
Lemma 3.15. For any θ ∈ (0, pi/2), there exists ε0 > 0 and θ′ ∈ (0, pi/2) such that the
following holds. Suppose that Hs is a nice interval with |Hs| < ε0 that does not have a
parabolic periodic point in its boundary and that H0 is diffeomorphic pullback of Hs by f
s.
Then
CompH0f
−s(Dpi−θ(Hs)) ⊂ Dpi−θ′(H0).
Moreover as |Hs| → 0, |θ′ − θ| → 0.
Proof. By Lemma 4.5, there exists η > 0, such that
(3.1)
s∑
j=0
|Hj|3/2 < η, so that
s∑
j=0
|Hj|2 ≤ |Hs|
1/2
C
η.
Let K be the constant from Proposition 3.7. For θ ∈ (0, pi/2), diam(Dpi−θ(Hj)) = |Hj|, so
that by Proposition 3.7
CompHs−1f
−1(Dpi−θ(Hs) ⊂ Dpi−θ−K|Hs|2(Hs−1).
Repeating this s times, we have that
CompH0f
−s(Dpi−θ(Hs)) ⊂ Dpi−θ−K∑sj=0 |Hj |2(H0).
Estimate (3.1) shows that the quantity Kθ
∑s
j=0 |Hj|2 can be made as small as we like by
taking |Hs| small. 
4. Real dynamics
We refer to [dMvS] for background in real dynamics. Let M be either the interval or the
circle, and suppose that f : M → M is a mapping in C. Let us remark that since f has no
flat critical points, by Theorem A of Chapter IV of [dMvS], f does not possess wandering
intervals; and by Theorem B of that chapter, f has at most finitely many non-repelling cycles.
We also have by Man˜e´’s Theorem that the set of points that avoids a (real) neighbourhood
of the critical points of f has measure zero.
Suppose that p is a periodic point p of period s. Let λ = Df s(p) be the multiplier of
the periodic orbit. A periodic orbit is called attracting, if |λ| < 1; parabolic, if |λ| = 1, and
repelling, if |λ| > 1. An attracting periodic point is called super-attracting, if λ = 0, and in
this case the periodic cycle contains a critical point of f .
Lemma 4.1. [vSV1, Theorem C] Suppose that f is a C3 mapping of either the interval or
the circle with at most finitely many critical points ci, 0 ≤ i ≤ b− 1, and that at each ci we
can express
f(x) = ±(φ(x))di + f(ci),
where φ is C3, φ(ci) = 0, and di > 1. Then one has the following properties:
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(1) Improved Koebe Principle. For each S > 0, δ > 0 and ξ > 0, there exists K > 0 such
that the following holds. Suppose J ⊂ T are intervals with fn|T a diffeomorphism,
fn(J) ξ-well-inside fn(T ) and either
(a)
∑n−1
i=0 |f i(J)| ≤ S or
(b) fn(T ) ∩B0(f) = ∅ and dist(f i(T ),Par(f)) ≥ δ, i = 0, . . . , n− 1.
Then fn|J has bounded distortion, i.e. for any x, y ∈ J,
|Dfn(x)|
|Dfn(y)| ≤ K.
Here B0(f) is the union of immediate basins of periodic (possibly parabolic) attractors
and Par(f) is the set of parabolic periodic points of f .
(2) Negative Schwarzian derivative. For each critical point c that is not in the basin of
a periodic attractor, there exists a (real) neighbourhood U of c such that whenever
fn(x) ∈ U for some x ∈ I and n ≥ 0, the Schwarzian derivative of fn+1 at x is
negative.
Lemma 4.2 (Improved Macroscopic Koebe Principle). Let f be as in Lemma 4.1.
(1) For each ξ > 0 there exists ξ′ > 0 so that if (1 + 2ξ)J ⊂ I where J and I are both
nice intervals, then for any x and any k with fk(x) ∈ J ,
(1 + 2ξ′)Compxf
−k(J) ⊂ Lx(I).
(2) For each ξ > 0 there exists ξ′ > 0 so that if (1 + 2ξ)Js ⊂ Gs and Js ⊃ Lx(Gs)
for some x ∈ Js, the following holds. Let Ji ⊂ Gi be pullbacks of Js ⊂ Gs. Then
(1 + 2ξ′)J0 ⊂ G0. Here ξ′(ξ)→∞ when ξ →∞.
Proof. [Proof of Lemma 4.2] Statement (1) of this lemma is Theorem C(1) of [vSV1], see
also [vSV2]. The second part of this lemma is a special case of [CvST] Lemma 3.12 
As in [dMvS], for intervals J ⊂ T so that L,R are the components of T \ J define
C(T, J) =
|T ||J |
|L||R| and C(f, T, J) =
C(f(T ), f(J))
C(T, J)
.
Lemma 4.3 (Cross-ratio inequalities). Assume that f is C3 (weaker assumptions are suf-
ficient, see [dMvS]). Then for each K < ∞ there exists C < ∞ and κ > 1 such that the
following hold:
(1) If J ⊂ T are sufficiently small intervals as above with f s|T a diffeomorphism and
T, . . . , f s−1(T ) have intersection multiplicity ≤ K (this means that each point is
contained it at most K of these intervals), then
C(f s, T, J) ≥ 1− C max
i=0,...,s−1
|f i(T )|.
(2) If f has no parabolic periodic orbits, then above statement holds even without the
assumption that T, . . . , f s−1(T ) have intersection multiplicity ≤ K.
(3) If J ⊂ T are sufficiently small intervals as above satisfying |T | ≥ (1/K)dist(T, c)
where c is a critical point of f , and |L|, |R| ≥ |T |/K, then
C(f, T, J) ≥ κ > 1.
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Proof. See Sections IV.1 and IV.2 of [dMvS]. The proof of (3) is the same as the proof of the
Second Expansion Principle, [dMvS, Chapter IV, Theorem 2.2]. Note that in the proof of
Theorem 2.2 the assumption that |L|, |R| ≥ |T |/K is used (and should have been assumed)
rather than T ⊃ (1 + 2τ)J . 
We will use the following lemmas to control the sums of squares of the lengths of intervals.
Lemma 4.4 (Theorem B [LiS3]). Let f be C3 with all periodic orbits hyperbolic repelling.
Then for any α there exists C = C(α) such that for any interval T and any s ∈ N, if
f s : T → f s(T ) is a diffeomorphism, then
s∑
i=0
|f i(T )|1+α < C.
Under more restrictive conditions, we can remove the condition that f have no parabolic
points.
Lemma 4.5. Let be f ∈ C and let N ∈ N∪{0}. Let P ′ be a partition of M given by Lemma
4.9. Let T ′ be a component of f−N(P ′) that does not contain a parabolic periodic point in
its boundary. Then for any α there exists C = C(α) such that for any interval T and any
s ∈ N, if f s : T → f s(T ) = T ′ is a diffeomorphism, and f i(T ) avoids the immediate basins
of periodic attractors of f , then
s∑
i=0
|f i(T )|1+α < C.
Proof. We will explain how to adjust the proof of Lemma 4.4 in this situation. In the proof
of Proposition 2 of [LiS3] in Subcase 1.1 on page 1490, using the notation of that paper, we
replace their estimate
|Jn| ≤ Cλ−n|I|
by
q∑
i=0
|f ir(T )|1+α ≤ max
0≤i<q
|f ir(T )|α
q∑
n=0
|f ir(T )| ≤ |J0|
α
C
|I| ≤ |I|
1+α
C
,
where the first inequality is trival, the second follows from the fact that each interval f ir(T )
is contained in J0 = J and the fact that f
ir(T ) ∩ f jr(T ) = ∅ for i 6= j, and the third from
the fact that J0 ⊂ I. It is worth remarking that in Subcase 1.1 of [LiS3] we assume that
the monotone mapping f r|K has no fixed point. The remaining parts of the proof are not
affected by the presence of parabolic cycles.
Let us briefly comment on the remaining ingredients of the proof. Proposition 1 is Theorem
C(1) from [vSV1], and does not require that f not have parabolic points. Proposition 3 gives
an estimate in the case when a return domain J to a nice interval I has length comparable
to I. It is Proposition 5.2 of [LiS2], and follows from [vSV1] Lemmas 2 and 3, and [ST]
Theorems 1 and 2, all of which hold for C3 maps with no flat critical points. Proposition 4 is
Theorem A from [vSV1], which does not depend on f not having parabolic points. The final
ingredient is the Yoccoz Lemma, which does not require that f have no parabolic cycles. 
For maps f ∈ C, we will need to allow for the boundaries of the domains to contain
parabolic points. This will be important in Section 6. To handle this we will use the
following estimate.
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Lemma 4.6. Let f ∈ C. Suppose that 0 is a parabolic periodic point with multiplier 1 and
repelling side [0, x). Suppose that x0 is so small that f is a diffeomorphism on [0, x0] = T
and we can approximate f by
f(x) = x+ axd+1 + o(xd+1)
in T . For any α > 0, there exists a constant C = C(d, α) such that
∞∑
i=0
|f i(T )|d+α < C.
The exponent on the left is among the key reasons that we require higher regularity near
parabolic periodic points.
Proof. We may assume a = 1. Approximate f by x + xd+1 + o(xd+1) near 0. Let x0 > 0 be
a boundary point of T , define a sequence by xn = xn+1 + x
d+1
n+1 + o(x
d+1). Then
xn+1 − xn = −xd+1n − o(xd+1n ).
So we can approximate xn by the solution of the differential equation:
y′(t) = −y(t)d+1 − o(y(t)d+1), y(0) = x0.
Since y′′(t) = −(d+ 1)y′(t)d = −(d+ 1)(−y(t)d+1 − o(y(t)d+1)d > 0, for y(t) > 0 sufficiently
small, we have that the time one mapping eventually satisfies y(t+ 1) ≤ y(t)− ay(t)d+1, for
some η ∈ (0,∞). Solving the differential equation
φ′(t) = −ηφ(t)d+1, φ(0) = x0
gives
φ(t) =
( 1
1
xd0
+ ηdt
)1/d
,
so that
y(t) ≤
( 1
1
xd0
+ ηdt
)1/d
,
and we have ∞∑
i=0
|f i(T )|d+α ≤
∞∑
i=0
( 1
1
|x0|d + ηdi
) d+α
d
< C.

4.1. A real partition. Suppose that either f : [0, 1] → [0, 1] or the f : S1 → S1 is not a
homeomorphism. In the latter case f has periodic orbits, in view of the following proposition
(which, surprisingly, we could not find in the literature).
Proposition 4.7 (Non-monotone circle maps have periodic orbits). If f : S1 → S1 is of
class C and has no periodic points, then f is an orientation preserving homeomorphism.
Proof. If the degree of f is not equal to 1, then f has a fixed point. So assume that deg(f) = 1.
Let S1 = R mod 1 and define pi : R→ S1 by pi(x) = xmod 1. Let F : R→ R be the the lift
of f (i.e. pi◦F = f ◦pi). Let ρ(f, z) equal to the set of limit points of the sequence F
n(x)− x
n
where pi(x) = z. It is well-known that ρ(f) = {ρ : ρ = ρ(f, z) for some z ∈ S1} is a connected
set, called the rotation interval of f . In the classical case when f is a homeomorphism ρ(f) is
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a singleton. If the interval ρ(f) contains a rational number p/q, then f has a a periodic point
of period q. So we are done unless ρ(f) is equal to an irrational number. It is also well known
that the rotation interval is equal to the interval [ρ(f−), ρ(f+)] where F−(x) = infy≥x F (y)
and F+(x) = supy≤x F (y) are the lower and upper maps associated to F , and f− and f+
are the corresponding circle maps. Moreover, let Ft : R → R, t ∈ [0, 1] be a family of maps
depending continuously on t with F0 = F−, F1 = F+, F− ≤ Ft ≤ F+ and so that Ft = F
except on some intervals on which Ft is constant. Choose Ft so that it is increasing in t, and
let ft be the corresponding circle map, see Figure 7.
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Figure 7. A map f : S1 → S1 of degree one which is not monotone, and the
corresponding monotone maps ft with plateaus.
If f is not a homeomorphism, then it is has local extrema, and then F+ ≥ F− with strict
inequality in some places.
Claim: If ρ(f−) is irrational, then ρ(f+) > ρ(f−) and there exists t > 0 arbitrarily close to
0 so that ft has a periodic point.
To prove this claim, we first observe that the maps ft do not have wandering intervals.
Indeed, in [MdMvS] monotone degree one circle maps g : S1 → S1 were considered with the
following additional property: (i) g is smooth outside a finite number of points, (ii) g has
a finite number of plateaus and critical points, and (iii) near each of these points xi the
mapping g is (up to smooth coordinates) of one of the following forms
x 7→
{ −|x− xi|αi , x ≤ xi
0 x ≥ xi or x 7→
{
0 x ≤ xi
|x− xi|αi , x ≥ xi
where αi ≥ 1. It is shown in [MdMvS] that such a mapping has no wandering intervals,
i.e. for each interval J so that gn(J), n = 0, 1, 2, . . . are disjoint there exists n ≥ 0 so that
gn(J) ⊂ Plat(g). Here Plat(g) is the union of the plateaus of g. In particular, ft has no
wandering intervals for each t ∈ [0, 1].
Take a plateau K of F− which is not eventually mapped into any other plateau and let
xˆ be the left endpoint of K. Since ρ(f−) is irrational and f− has no wandering intervals,
there exist iterates ni → ∞ so that (f−)ni(K) accumulates from the left to xˆ. Therefore
there exists a sequence pi of positive integers such that (F−)ni(xˆ) < xˆ + pi for all i and
(F−)ni(xˆ) − xˆ − pi → 0 as i → ∞. Notice that for each t > 0 there exist α(t) > 0 and
N(t) so that (Ft)
n(x) ≥ (F−)n(x) + α(t) for all n ≥ N(t) and all x ∈ R. Indeed, there
exists (t) > 0 and an open set Ut ⊂ Plat(ft) \ Plat(f−) so that Ft(x) > F−(x) + (t)
for all x ∈ Ut. Since Ut is not contained in a plateau of F− and ρ(f−) is irrational, there
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exists N(t) so that for each x ∈ R there exists 0 ≤ k < N(t) so that (F−)k(x) ∈ Utmod 1.
It follows that (Ft)
k+1(x) ≥ (F−)k+1(x) + (t). Moreover, there exists τ(t) > 0 so that
(Ft)
m(y+ (t)) ≥ (F−)m(y) + τ(t) for each 0 ≤ m ≤ N(t) and each y ∈ R. It follows that for
α(t) = min((t), τ(t)) > 0 so that (Ft)
n(x) ≥ (F−)n(x) + α(t) for n ≥ N(t) and all x ∈ R.
This, (F−)ni(xˆ)− xˆ− pi → 0 and the Intermediate Value Theorem implies that there exists
t′ ∈ (0, t), so that (Ft′)ni(xˆ)− xˆ− pi = 0. Hence xˆ is a periodic point of ft′ . 
With this lemma in hand, we will assume that f has periodic orbits.
Suppose that f is a C1 mapping of M with b < ∞ critical points. We say that an f -
forward invariant set Z ⊂ I is admissible with respect to f if it is a finite set that is disjoint
from PC(f). From now on Z will always denote an admissible set. Observe that if Z is an
admissible set, and Ω ⊂ Crit(f), then the union of the components of M \Z that intersect Ω
is an admissible neighbourhood of Ω. We call an interval I a (real) puzzle piece with respect
to Z if it is a component of f−n(Y ) where Y is a component of [−1, 1] \ Z. In this case we
define the depth of the puzzle piece to be n. We will use the notation Y Zn (x) to denote the
puzzle piece with respect to Z of depth n that contains x. We will let YZn denote the union
of puzzle pieces of level n. When it will not be confusing, we will omit the Z in the notation.
We call a puzzle piece critical if it contains a critical point.
If P and Q are critical puzzle pieces, we say that Q is a child of P , if it is a unicrit-
ical pullback of P ; that is, for some n, Q is a component of f−n(P ) and the mapping
fn−1 : f(Q) → P maps a neighbourhood of f(Q) diffeomorphically onto its image. Notice
that we do not require that Q be contained in P . Let c0 ∈ Crit(f). A mapping f is called
persistently recurrent on ω(c) if each critical point in ω(c) is non-periodic and each ω(c)-
critical puzzle piece has only finitely many children. Under these circumstances we will also
say that f is persistently recurrent at c. If f is persistently recurrent on ω(c), then ω(c) is a
minimal set. We say that f is reluctantly recurrent at c if c is recurrent and and there exists
an ω(c)-critical puzzle piece with infinitely many children.
Let c be a critical point of f and let Z be an admissible set for f . We say that f is
Z-recurrent at c if for any n ≥ 0, there exists some k ≥ 1 such that fk(c) ∈ Y Zn (c). We
say that f is Z-renormalizable at c, or that c is Z-renormalizable if there exists a positive
integer s, such that f s(c) ∈ Y Zn (c) for any n ≥ 0, and the minimal positive integer s with
this property is called the Z-renormalization period of c.
We will specify a choice of starting partition in Lemma 4.9.
Lemma 4.8 ([KSvS1], Fact 6.1). Let Z be an admissible set. Then for each c ∈ Crit(f), if
f is Z-recurrent, but not Z-renormalizable at c, then |Y Zn (c)| → 0 as n→∞.
Let Crittrival(f) denote the subset of Crit(f) which are either contained in an attracting
basin or that have a finite forward orbit. We will call a mapping f trivial if Crittrival(f) =
Crit(f).
4.2. Renormalizable maps. If c is Z-renormalizable,we define
AZ(c) = ∩∞n=0 ∪s−1i=0 Y Zn (f i(c)) ∩ Crit(f),
where s stands for the Z-renormalization period of c. The set ∩∞n=0∪s−1i=0 Y Zn (f i(c)) is a union
of intervals I, which contains ω(c), and such that for each such I, f s(I) ⊂ I and f s(∂I) ⊂ ∂I;
that is, it is the union of periodic intervals of period s, containing ω(c). Note that any critical
point c′ ∈ AZ(c) is also renormalizable with period s and that AZ(c) = AZ(c′).
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If I is a nice interval containing a critical point c, we define the principle nest with I0 = I
at c by
I = I0 ⊃ I1 ⊃ I2 ⊃ . . . ,
where I i+1 = Lc(I i). We say that an interval I is terminating if for each critical point c of
R|I1 : I1 → I, Ri(c) ∈ I i for all i ∈ N. Otherwise we say that I is non-terminating. If I is
terminating, then RI : I
1 → I is renormalizable and I∞ = ∩iI i is a periodic interval.
If f is renormalizable (that is Z-renormalizable) at a critical point c, then there is an even
critical point c0 ∈ ω(c). Fix such a c0. There exists an interval T and an involution τ : T → T,
such that f ◦ τ = f holds on T . Let B1 ⊃ B2 ⊃ B3 ⊃ . . . be all the symmetric (with respect
to τ) properly periodic intervals that contain c0, and let 1 ≤ s1 < s2 < s3 < . . . be the
corresponding periods. Define βn by Bn = (βn, τ(βn)). Let αn be the orientation reversing
fixed point of f sn closest to c0, and set An = (αn, τ(αn)).
4.3. A starting partition.
Lemma 4.9 (Choice of a starting partition on the real line). Assume that f is of class C
and f : [0, 1]→ R or f : S1 → S1, and that f has periodic orbits. Then there exists a finite,
non-empty, forward invariant set Z so that the partition P induced by Z has the following
properties:
(1) The boundary points of B0 are contained in the set Z. Here B0 is the immediate basin
of periodic attractors (possibly one-sided).
(2) Z contains all parabolic periodic orbits.
(3) If f is not infinitely renormalizable at a critical point c, then P(c) is the smallest periodic
interval containing c.
(4) If f is infinitely renormalizable at a critical point c, then P(c) is a renormalization
interval and each critical point c′ which is contained in the orbit of P(c) has the same
ω-limit set.
(5) Suppose that x is not a boundary point of [0, 1]. If x is not eventually mapped into
the interior of a renormalization interval I of period s for which f s : I → I is infinitely
renormalizable and also is not eventually mapped into Cl(B0), then there exists a sequence
of points yn, zn ∈ f−n(Z) with yn ↓ x and zn ↑ x as n→∞.
(6) Suppose that f : [0, 1] → R. Then there exists an extension of f to a neighbourhood W
of [0, 1]. In this case (5) holds for x ∈ {0, 1} for the extension of f to W , provided that
the orbit of x is not contained in {0, 1}. If the orbit of x ∈ {0, 1} is contained in {0, 1},
x ∈ Z.
Proof. This lemma is the analogue of Lemma 6.1 in [KSvS1]. Take Za to be the set of
boundary points of immediate basins of periodic attractors, and Zpar be the set of parabolic
periodic orbits of f . Note that f has only a finite number of periodic attractors, see [MdMvS]
and also [dMvS, Theorem B, Chapter IV]. These finite sets consist of periodic and pre-
periodic points. Next for each critical point c at which f is not infinitely renormalizable, let
Ic be the smallest periodic interval (i.e. f
s(I) = I and f s(∂I) ⊂ ∂I) containing c. Let Znr be
the set of boundary points of such intervals Ic. For each critical point at which f is infinitely
renormalizable, take a periodic interval I 3 c which is so small that for each critical point c′
in the orbit of I one has ω(c) = ω(c′). This can be done since f has only a finite number of
critical points. Finally, in order to ensure that Z is non-empty, let Zf be the set of all fixed
points of f together with any x ∈ {0, 1} such that the orbit of x is contained in {0, 1} in the
interval case and the set of all periodic points of period N in the circle case (where N is the
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minimal period of a periodic point of f). The set Z = Za∪Zpar∪Znr∪Zir∪Zf is non-empty
and has the required properties. Finally, whenever I is a smallest renormalization interval,
include in Z a periodic point which lies in the interior of I. Properties 5 and 6 claimed in
the lemma follow from the following fact:
Fact: Assume that f is of class C and has a fixed point. Moreover, assume that x is a point
which is not contained in a renormalization interval and that x is not eventually mapped
into Cl(B0). Then there are backward iterates of some fixed point a which accumulate to x
from the left (and also backward iterates which accumulate to x from the right).
Proof of fact: Take x and a closed one-sided neighbourhood J of x. Assume by contradiction
that no point in J eventually is mapped into any fixed point. The mapping f is of class
C, and therefore has no wandering intervals. Since J is not contained in the basin of a
periodic attractor, it follows that there exists n < n′ so that gn(J) ∩ gn′(J) 6= ∅. Hence
Jˆ = ∪k≥0fk(n′−n)(J) is connected. Since Jˆ does not contain any fixed points of f , it cannot
be equal to S1 and so Jˆ is an interval. The interval Jˆ has the property that fn
′−n(Jˆ) ⊂ Jˆ .
If n′− n > 1, then Jˆ is a renormalization interval for f , so since x is not eventually mapped
into a renormalization interval, it follows that f(Jˆ) ⊂ Jˆ and so Jˆ contains a fixed point of
f , a contradiction. 
4.4. A decomposition of the set of critical points. Let us define a partial ordering on
the set of critical points as follows. We say that c1 ≥ c0 if c0 ∈ ω(c1) or if c0 ∈ Forward(c1).
We define [c] = {c} if c is non-recurrent and otherwise define [c] to be the set of critical
points c′ with ω(c) = ω(c′). If c1 ≥ c0, then ω(c1) ⊃ ω(c0). This implies that if c1 ≥ c0, c1 is
recurrent and c0 is reluctantly recurrent, then c1 is reluctantly recurrent too. We associate to
the partial ordering a graph whose vertices are the critical points and where there is a directed
edge from c to c′ if c′ ≤ c. Let Ω be any connected component of this graph. We decompose
Ω as follows. Let Ω0 be the set of critical points at which f is infinitely renormalizable or
which tend to a periodic, possibly parabolic, attracting cycle. For c′ ∈ Ω0 let I(c′) be the
component of the basin of the periodic attractor that contains c′ or a periodic interval that
contains c′ of period high enough that for any critical point c ∈ Crit(f) such that either
c′ /∈ ω(c) or c′ 6= f j(c) for any j ∈ N, we have that fk(c) /∈ I(c′) for all k = 0, 1, 2, . . . . In
certain circumstances, when f is infinitely renormalizable at c′, we may ask that I(c′) be
selected smaller, but this is always possible by real a priori bounds (see for instance Theorem
3.1 of [CvST]).
Let Ω1 ⊂ Ω be the set of critical points c such that ω(c) is persistently recurrent, and f is
not infinitely renormalizable at c. Choose a smallest subset Ω′1 ⊂ Ω1 such that
∪c∈Ω′1ω(c) = ∪c∈Ω1ω(c).
Then each ω(c) contains exactly one critical point in Ω′1.
Let Ω′ 6= Ω be any other connected component of the graph. Observe that since Ω′ is a
connected component of the graph, for each critical point c ∈ Ω we can, and will, choose a
nice real neighbourhood I(c) so that all iterates of critical points in Ω′ remain outside I(c).
First, choose a nice neighbourhood I ′1 of Ω
′
1 and let
I1 = ∪c∈Ω1\Ω′1Lc(I ′1) ∪ I ′1.
Let Ω2 = Ω\(Ω0∪Ω1); it is a set of critical points c ∈ Ω such that f is reluctantly recurrent
at c or such that c is nonrecurrent. Let Ω′2 ⊂ Ω2 be the set of critical points c ∈ Ω2 such that
Lc(I(c0)) is empty for each c0 ∈ Ω1 ∪Ω0. If c ∈ Ω2 \Ω′2, then we take I(c) = Lc(I(c0)) where
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c0 ∈ Ω0 ∪ Ω1 and I(c0) is the first neighbourhood of such a critical point that the orbit of c
enters. For c ∈ Ω′2. we take I(c) to be some arbitrary nice interval about c that is so small
that no critical point in Ω1 enters it. We define
I2 =
⋃
c∈Ω2
I(c).
Note that we can choose I ′1 so small that each critical point c
′ /∈ I ′1 that eventually enters
I ′1 is contained in Ω2. Since the real puzzle pieces shrink, we can choose I so that it is a nice
set.
4.5. Real bounds, old and new. Suppose that f is a C3 mapping of the interval with at
most b critical points of finite order. That is, for each critical point ci of f there exists `i <∞,
so that near ci we can write f(x) = ±(φ(x))`i + f(ci), where φ is a local C3 diffeomorphism
and φ(0) = 0. We will denote this set of maps by A3b , where b = (`1, . . . , `b). We say that a
mapping of f : I → I in A3b is τ -extendible, if it extends to mapping f˜ : (1 + τ)I → R with
f˜ ∈ A3b , i.e., so that f˜ has no additional critical points.
A nice interval I is called
ρ-nice if for each x ∈ I ∩ ω(c0) , (1 + 2ρ)Lx(I) ⊂ I,
ρ-externally free if there exists a nice interval J ⊃ (1 + 2ρ)I so that J ⊃ I is a nice pair
and J ∩ ω(c0) ⊂ I,
ρ-internally-free if there exists a nice interval J ′ ⊂ (1 + 2ρ)−1I so that I ⊃ J ′ is a nice pair
and I ∩ ω(c0) ⊂ J ′,
ρ-free if ((1 + 2ρ)I \ (1 + 2ρ)−1I) ∩ ω(c0) = ∅.
4.5.1. Real bounds in the persistently recurrent, finitely renormalizable case. The following is
Part (a) of Theorem 3.1 of [CvST]. It asserts that we have certain real bounds for arbitrarily
small nice intervals about critical points at which f is at most finitely renormalizable and
persistently recurrent. These intervals are given by the enhanced nest, see Section 2 of
[CvST] or Section 8 of [KSvS1] for the definition of this sequence of real puzzle pieces.
Proposition 4.10 (Real geometry of the enhanced nest, [CvST] Theorem 3.1). Suppose
that f ∈ A3b . There exists εf > 0 such that the following holds. Assume that c0 is a critical
point at which f is persistently recurrent, and that either c0 has even order or that every
critical point in ω(c0) has odd order. Suppose that I0 3 c0 is a nice interval with |I0| < εf .
Let I0 ⊃ I1 ⊃ . . . be the enhanced nest for f at c0. Then there exists ρ > 0 such that if
In is non-terminating, then In is ρ-nice. In addition, if In−1 is non-terminating then In
is ρ-externally and ρ-internally free, where the externally free space is given by an interval
J ⊃ (1 + 2ρ)In and the internal free space is given by an interval J ′ ⊂ (1 + 2ρ)J ′ ⊂ In.
Moreover, if c0 is even |J ′| ≥ ρ|In|; if c0 is odd then for each ν > 0 there exists ρ′ > 0 so
that if |In−1|/|In| < ν then |J ′| ≥ ρ′|In|.
4.5.2. Real bounds in the infinitely renormalizable case.
Proposition 4.11 (Real bounds in the infinitely renormalizable case). For each D, there
exist κ > 1 and δ > 0 with the following properties. Let f be infinitely renormalizable with
D critical points. Assume that K is a renormalization interval for f of period s with s
sufficiently large. Then there exists Kˆ ′, Kˆ so that for Kˆ ′ ⊃ Kˆ ⊃ K the following holds. Let
Kˆ ′i ⊃ Kˆi ⊃ f i(K) are the pullbacks of Kˆ ′s = Kˆ ′ and Kˆs = Kˆ. Also let J±s be the components
of Kˆ ′s \ Kˆs and let Ji ⊂ Kˆ ′i be its pullback. Then
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(1) the intersection multiplicity of Kˆ ′s, . . . , Kˆ
′
0 is at most 6.
(2) f s is a diffeomorphism on J+0 and on J
−
0 .
(3) |J+s | = |J−s | ≥ κ|J+0 | and |J+s | = |J−s | ≥ κ|J−0 |.
(4) |Kˆ ′s| ≥ κ|Kˆ ′0|.
(5) each component of Kˆ ′s − Kˆ ′0 has length δ|K| where δ ∈ (0, 1).
Proof. This follows from the so-called ‘smallest interval argument’, see for example [dMvS,
Lemma VI.2.1] and Lemmas 2 and 3 of [vSV1]. Indeed, choose m ∈ {0, . . . , s − 1} so
that fm(K) is the smallest interval among the intervals K, . . . , f s−1(K). We can take s
so large that there exists an interval Mm ⊂ [0, 1] which is a 0.9-scaled neighbourhood of
fm(K) (and which therefore does not (strictly) contain any other interval from the collection
K, . . . , f s−1(K) other than fm(K)). Moreover, if s is large enough, then each f i(K), i =
0, . . . , s− 1 contains at most one critical point. Now pull back Mm to a neighbourhood M0
of K. By the real Koebe Lemma, there exists δ (which does not depend on K and s) so that
M0 contains a δ-neighbourhood of K (the pull back has intersection multiplicity ≤ 6). Let
Ts := M0 ⊃ K ⊃ f s(K). Then Ts does not contain any other interval from the collection
K, . . . , f s−1(K) other than K. Let Ti ⊃ f i(K) be the pullback of Ts. Again, by construction,
T0, . . . , Ts has intersection multiplicity ≤ 6, and so T0 contains a δ′-neighbourhood of K
(where again δ does not depend on K and s).
In fact, f s is monotone on T+0 and on T
−
0 where T
±
0 are the components of T0 \ K.
Indeed, otherwise there exists j < s so that f j(T±0 ) contains a turning point, and then
f j+1(T±0 ) contains f
j+1(K) which implies that Ts \ K contains one of the intervals f i(K),
i = 1, . . . , s − 1, a contradiction. If f has no critical points of odd order then we are done.
Simply take Kˆ ′ = Ts, Kˆ = K and Js = Ts \ K. A simple argument then shows all the
required properties are satisfied. Since we need to deal with the general case anyway, we will
not give the details here.
So let us allow for the possibility that f has critical points of odd order (which cannot
be ‘seen’ when f is considered as a mapping on the real line). Then we cannot expect the
previous argument to prove that f s is a diffeomorphism on each component of T+0 or T
−
0 .
However, f s|T+0 and f s|T−0 has at most D critical points (all of odd order), where D is the
number of critical points of f of odd order. (In fact, one can easily show that if the orbit of
K contains all critical points of f , that f s|T+0 and f s|T−0 each contain at most one inflection
point, but this observation does not significantly simplify the arguments below, so we shall
not use this observation.) To complete the proof of the proposition and choose Kˆs ⊃ Kˆ∗s ⊃ K
with the required properties, we will need the following two lemmas.
Lemma 4.12. For each c > 1 there exist λ ∈ (1,∞) and κ > 1 so that the following holds.
Assume that g : [0, 1]→ R is monotone increasing with g(0) = 0, g(1) > 1 and with no fixed
point in (0, 1). Assume that t = (x, y) with 0 ≤ x < y < 1 is so that both of the following
assumptions are satisfied
(a) either x′ = 0 or |y′ − x′|/|x′| ≥ λ where x′ = g(x) and y′ = g(y);
(b) whenever l, j, r ⊂ t are adjacent intervals (ordered from left to right) so that l′ =
g(l), j′ = g(j) and r′ = g(r) all have length |g(t)|/3, then (|g(t)|/|t|)(|g(j)|/|j|) ≥
c · (|g(l)|/|l|)(|g(r)|/|r|).
Then there exists an interval m = (a, b) ⊂ t with 0 < a < b and
|g(m)|/|m| ≥ κ and |g(m)| ≥ |g(t)|/3 and g(b)/b ≥ κ.
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Proof. Take m ⊂ t with |g(m)| ≥ |g(t)|/3, and let α be the component of [0, 1] \m which
contains 0. Write m′ = g(m) and α′ = g(α). Note that |α| ≤ |α′| because g|α has no fixed
points other than 0. Also |α′| ≤ 5|m′| (since |y′− x′|/|x′| ≥ λ > 1 and since |m′| ≥ |g(t)|/3).
Hence |m′|/|m| ≥ κ implies |α′ ∪m′|/|α ∪m| ≥ |α′ ∪m′|/|α′ ∪m| ≥ (5|m′|+ |m′|)/(5|m′|+
|m|) ≥ (6|m′|)/(5|m′| + (1/κ)|m′|) = 6/(5 + 1/κ) > 1. So the lemma follows if there exists
an interval m ⊂ t with |g(m)| ≥ |g(t)|/3 and |m′|/|m| ≥ κ.
In this paragraph we show that such an interval m always exists. Let l, j, r ⊂ t be as in
assumption (b) of the lemma. By the previous paragraph we may assume that |j′| ≤ κ|j|
and |t′| ≤ κ|t|. Since (|g(t)|/|t|)(|g(j)|/|j|) ≥ c · (|g(l)|/|l|)(|g(r)|/|r|), it follows that either
|l′|/|l| ≤ κ/√c or |r′|/|r| ≤ κ/√c. Let us show that neither is possible when λ is large and
κ > 1 is close to 1. Let α be the component of [0, 1] \ t containing 0 and let α′ = g(α). If
|l′|/|l| ≤ κ/√c then (by assumption (a)), |α′∪l′|/|α∪l| ≤ |α′∪l′|/|l| ≤ (|α′∪l′|/|l′|)(κ/√c) ≤
((3/λ) + 1)(κ/
√
c) < 1, where, using assumption (b) when α′ 6= 0, the last inequality
holds if λ is large enough and κ > 1 sufficiently close to 1. Hence g has a fixed point
in α ∪ l, a contradiction. If |r′|/|r| ≤ κ/√c then (by assumption (a) and because by the
previous paragraph we can assume |l′| ≤ κ|l|, |j′| ≤ κ|j|), |α′ ∪ l′ ∪ j′ ∪ r′|/|α ∪ l ∪ j ∪ r| ≤
|α′∪l′∪j′∪r′|/|l∪j∪r| ≤ (1+1/λ)(|l′∪j′∪r′|/l∪j∪r|) ≤ (1+1/λ)(3/(1/κ+1/κ+√c/κ)) < 1,
provided λ is large enough and κ > 1 sufficiently close to 1. Hence g has a fixed point in
α ∪ l ∪ j ∪ r, a contradiction. 
Lemma 4.13. There exists c > 1 and for each δ > 0 there exists c(δ) > 1 with the following
properties: Assume that j ⊂ t are sufficiently small intervals and denote the components of
t \ j by l and r. Write l′ = f s(l), j′ = f s(j) and r′ = f s(r) and assume that |l′| = |j′| =
|r′|. Moreover assume that f s|t is a diffeomorphism and that there exists an interval tˆ ⊃ t
so that tˆ, . . . , f s(tˆ) has intersection multiplicity ≤ 6 and so that f s(t′) contains a 1-scaled
neighbourhood of f s(t). Then the following properties hold.
(a) If f s|t has a critical point in its boundary, then one has the following cross-ratio
inequality (|f s(t)|/|t|)(|f s(j)|/|j|) ≥ c · (|f s(l)|/|l|)(|f s(r)|/|r|).
(b) if the interval t is so that |t| ≥ δdist(t, c) for some critical point c of f , then one has
(|f s(t)|/|t|)(|f s(j)|/|j|) ≥ c(δ) · (|f s(l)|/|l|)(|f s(r)|/|r|).
Proof. Let li.ji, ri be the pullbacks of l
′, j, r′ contained in f i(t). By assumption of statement
(b) and the real Koebe lemma, it follows that there exists a universal constant K <∞ (which
does not depend on the interval t) so that 1/K ≤ |li|/|ji|, |ri|/|ji| ≤ K. If t is so that |t| ≥
δdist(t, c), then the result follows immediately from Lemma 4.3. Alternatively there exists
i so that ti has a critical point in its boundary, and then again (|f(ti)|/|ti|)(|f(ji)|/|ji|) ≥
c ·(|f(li)|/|li|)(|f(ri)|/|ri|) and (|f s(t)|/|t|)(|f s(j)|/|j|) ≥ ·(|f s(l)|/|l|)(|f s(r)|/|r|) follow from
Lemma 4.3. 
Let us now continue with the proof of Proposition 4.11. Let T±0 denote the components
of T0 \K. Let u be the fixed point of f s in ∂K and take T+0 to be the component of T0 \K
containing u in its boundary. There is no loss in generality in assuming that u is the right
endpoint of ∂K and that f s|T+0 is increasing. Take t be the interval in T+0 containing u
so that |f s(t)| = (1/2)|f s(T+0 )|. Note that since Ts contains a δ-neighbourhood of K, we
have |f s(t)| ≥ (δ/2)|K|. By Koebe, there exists δ′ > 0 so that |t| ≥ δ′|K| and therefore
|t| ≥ δ′dist(t, c) for some critical point c of f .
Divide t into intervals t0, . . . , tm so that u is in the closure of t0, so that ti is closer to u
than ti+1 and so that the common boundary points of ti and ti+1 are critical points of f
s (so
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m is at most the number of critical points of odd order of f). Let t′i = f
s(ti) be the image of
these intervals in Ts \K. So |t′0∪· · ·∪ t′s| ≥ (δ/2)|K|. Moreover, let t−i be the corresponding
intervals in the other component of T0 \K with f(t−i) = f(ti). Since K contains a critical
point of even order, |ti|/|t−i| is approximately equal to one, and f s(t−i) = f s(ti) = t′i.
Now take the universal constant c > 1 as in Lemma 4.13. Next take the universal constants
λ > 1 and κ > 1 associated to c > 1 as in Lemma 4.12. Next take i ∈ {0, 1, . . . ,m}
minimal so that |t′i| ≥ λ|t′0 ∪ · · · ∪ t′i−1| +  where  := (1 + λ)−(m−1)(δ/4)|K|. If no such
i exists then we get by induction that |t′0 ∪ · · · ∪ t′i| ≤ (1 + λ)i|t′0| + (1 + λ)i−1 for each
i = 1, . . . ,m and then |t′0| ≥ (1 + λ)−m|t′0 ∪ · · · ∪ t′m| − (1 + λ)−1 ≥ (1 + λ)−m(δ/4)|K|.
Hence, according to Lemma 4.13, there exists a universal constant c(δˆ) > 1 (corresponding
to δˆ = (1+λ)−m(δ/4)|K|) so that the corresponding cross-ratio inequality holds. This means
that we can apply Lemma 4.12 taking for x, y in the left resp. the right endpoint of t0 (so
x = u). Hence there exist a universal constant κ > 1 and an interval j = (a, b) ⊂ t0 with
|g(j)|/|j| ≥ κ, |g(j)| ≥ δˆ/3 and g(b)|/b ≥ κ. This means that in this case we can take
Kˆ = (a−, a) and Kˆ ′ = (b−, b), where a−, b− are in T−0 with f(a−) = f(a) and f(b−) = f(b).
Note that if c is the turning point in K then |a−− c|/|a− c| and |b−− c|/|c− b| are close to
one, when s is large (and therefore T0 is small). By redefining κ the required properties in
Proposition 4.11 hold.
On the other hand, if there exists i with |t′i| ≥ λ|t′0 ∪ · · · ∪ t′i−1| +  then, because |t′i| ≥
λ|t′0 ∪ · · · ∪ t′i−1| we can apply the first part of Lemma 4.13 and Lemma 4.12 to obtain again
an interval ji = (a, b) ⊂ ti with |j′i|/|ji| ≥ κ, |j′i| ≥ |t′i|/3 and |f s(b) − u|/|b − u| ≥ κ where
b is the right endpoint of ji. Note that |t′i| ≥  and so |j′i| ≥ /3. So we can take in this
case Kˆ = (a−, a) and Kˆ ′ = (b−, b), where as before a−, b− are in T−0 with f(a−) = f(a) and
f(b−) = f(b). Again by redefining κ the required properties in Proposition 4.11 hold. 
4.5.3. Real bounds in the reluctantly recurrent case. A subset Ω ⊂ Crit(f) is called a block
if it is contained in a connected component of the graph of critical points, as defined in
Subsection 4.4 and if Back(c) ⊂ Ω for all c ∈ Ω. A block of critical points is called non-
trivial if it is disjoint from the basins of periodic attractors and there exists c ∈ Ω with infinite
forward orbit. Let Ωr be a non-trivial block of critical points such that each recurrent critical
point in Ωr is reluctantly recurrent, and if Ω
′ is the component of the graph of critical points
that contains Ωr, then f is not infinitely renormalizable at any c
′ ∈ Ω′.
Let DomΩr(I) denote the union of the components of the domain of the return mapping
to I which intersect the orbit of c for some c ∈ Ωr. Let Dom′Ωr(I) = DomΩr(I) ∪ I and
Dom∗Ωr(I) = DomΩr(I) ∩ I. We let RI : Dom∗Ωr(I)→ I denote the first return mapping to I
restricted to Dom∗Ωr(I)→ I. Let I be a real neighbourhood of Ωr such that each component
of I contains exactly one critical point in Ωr and for each component J of DomΩr(I) either
J is a component of I or J is compactly contained in a component of I.
Let
C1(Ωr) = Ωr \DomΩr(I) and C2(Ωr) = {c′ ∈ Ωr : I(c′) ⊂ DomΩr(I)}.
For intervals J ⊂ T , we let L and R denote the components of T \ J and define
Gap(L,R) =
1
Space(T, J)
:=
|T ||J |
|L||R| .
We define Gap(I) by
Gap(I) = inf
(J1,J2)
Gap(J1, J2),
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I(c) 3 cJˆ(c) 3 f(c)I(c0) 3 c0
f(I(c))
fk - the first landing map
f
Figure 8. When Cen1(I) is small.
fk - the first landing mapI(c0) 3 c0
f(I(c))
Jˆ(c) 3 f(c) I(c) 3 c
f
Figure 9. When Cen2(I) is small.
where (J1, J2) runs over all distinct pairs of intervals in Dom
′
Ωr(I).
Let
I∗ = ∪c′∈C2(I)I(c′), I# = I \ I∗.
We define Space(I) by
Space(I) = inf
J
Space(CompJI, J),
where the infimum is taken over all components J of Dom∗Ωr(I) ∩ I#.
Let Ωr,even denote the even critical poins in Ωr. For any c ∈ Ωr, let Jˆ(c) be the component
of Dom′Ωr(I) which contains f(c) and define
Cen1(I) = max
c∈Ωr,even\C2(I)
|Jˆ(c)|
|f(I(c))| ,
Cen2(I) = max
c∈C2(I)∩Ωr,even
(∣∣∣∣∣ |Jˆ(c)||f(I(c))| − 2
∣∣∣∣∣
)
,
and Cen(I) = max(Cen1(I),Cen2(I)). Figures 8 and 9 indicate the arrangement of intervals
when these quantities are small. It is important to notice that in the definition of Cen1(I) and
Cen2(I) we only take the max over the even critical points. For odd critical points, having
Space(I) big implies that Cen1(I) is small, and we do not require the bound on Cen2(I) to
control the loss of angle when we pull back a Poincare´ disk through an odd critical point,
see Lemma 3.9.
We decompose Ωr it into two parts:
• Ωr,e is a set of critical points in Ωr so that if c ∈ Ωr,e has odd order, then there exists
c′ ∈ Ωr,e with even order so that c ≥ c′, where we use the ordering from Subsection
4.4.
• Ωr,o = Ωr \ Ωr,e.
Observe that Ωr,e is not the same as Ωr,even. It follows from the definition that for each
c ∈ Ωr,o and each critical point c′ ∈ ω(c) we have that either
• c′ is a critical point of odd order,
• ω(c′) is persistently recurrent,
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• c′ is in the basin of a periodic attractor or
• c′ is eventually mapped into a periodic interval where the mapping is infinitely renor-
malizable.
Proposition 4.14 (Prop. 3 of [KSvS2] ). Let Ω be either Ωr,e or Ωr,o. For any ε > 0
and C > 0, there exists an arbitrarily small admissible neighbourhood I of Ω such that
Gap(I) > C, Space(I) > C and Cen(I) < ε.
Proof. We will only give an outline, and we will refer heavily to [KSvS2]. In the notation of
[KSvS2], one should take as Ω either the set Ωr,e or the set Ωr,o.
As we shall see below, the proof for the case that we take Ωr,o is unchanged. Indeed
critical points c ∈ Ωr,o do not accumulate on other reluctantly recurrent critical points c′,
such that c′ has even order. Of course c can accumulate on a critical point c′ for which ω(c′)
is persistently recurrent and which has even order, but these critical points c′ will not cause
troubles.
So let us concentrate the discussion on the case that Ωr,e (and implicitly explain why the
original proof goes through for Ωr,o). So define an admissible open set I of Ωr,e as in [KSvS2].
By the definition of Ωr,e, each critical point of odd order in Ωr,e is eventually mapped into I.
So for each c ∈ Ωr,e of odd degree we can define Iˆc = Lc(I) (here L is defined as in Section 3)
and
(4.1) Iˆ =
⋃
c
Iˆc
⋃
I ,
where the union runs over all critical point of odd degree in Ωr,e. Note that Iˆ is an admissible
open neighbourhood of Ωr,e.
Note that in [KSvS2], Proposition 3, I is of the form TN = AN(T ), see page 159 of [KSvS2],
and that for each critical point c,
(4.2) TN is well-inside TN−1 and TN ⊃ Compc(Dom(TN)),
see line 3, page 158 on [KSvS2]).
The proof of Proposition 4, given in [KSvS2] is for maps with a non-recurrent critical
point. This goes through as before (since the results in [vSV1] work for critical points of
all orders). So we suppose that c is reluctantly recurrent at a critical point c. We need
to show that the following claim holds: for any C > 0 and any c ∈ Ω, there exists an
arbitrarily small C-nice interval. By Lemma 6.5 of [KSvS1], for every critical puzzle piece
I(c) there exist arbitrarily large positive integers m such that fm(c) ∈ I(c), and letting
Im(c) = Compcf
−m(I(c)), we have that the mapping fm : Im(c)→ I(c) has bounded degree.
Since f is at most finitely renormalizable at c, by Theorem A of [vSV1], we can assume that
I(c) is δ-nice for some δ > 0, universal. Then by Lemma 3.11 of [CvST], there exists η > 0
so that if (1 + 2η)Im(c) ⊂ I(c), Im(c) is C-nice. Taking m sufficiently big finishes the proof.
In the definition of A(T ) on 156-157 in [KSvS2] it is important that Ω only contains
critical points of even order. Let us first explain why a change is needed. If the critical
points are of even order, then one can ensure as in [KSvS2] that a nice interval I around a
critical point is symmetric around c (in the sense that f(∂I) consists of one point). This
means that if A(T )(c) is much smaller than T (c), then A(T )(c) is roughly in the middle
of T (c) (and this will be why one can get Cen2(I) small). This is no longer true for a nice
interval that is not symmetric around a critical point (which certainly can happen for critical
points of odd order). Let us make some comments about the definition of A(T )(c). When
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c ∈ C1(T ), we should ensure that Space(T (c),A(T )(c)) is large. Since we want A(T ) to
be a nice neighbourhood of Ω we do this by taking A(T )(c) so that its boundary points
are also boundary points of domains of RT . (This is possible since RT has infinitely many
domains which accumulate from both sides to c.) Note that this part of the construction is
not combinatorially defined, but if two maps are conjugate, then one can make a choice a
combinatorial choice which works for both maps. When c ∈ C2(T ) then take A(T )(c) to be
the maximal interval containing c such that R
k(c)
T (A(T )(c)) is contained in a component of
Dom(T ). (What was written here in [KSvS2] was a typo.)
Then Lemma 3 holds as before except that in statements (2) and (3) ‘diffeomorphically’
should be replaced by ‘homeomorphically’. Note that k(c) is bounded by #Ω because oth-
erwise one of the components of I would be periodic, and also note that the pullback of T
to J(c) meets at most #Ω of critical points (all of odd order). Then Lemma 4 goes through
as before. As stated in [KSvS2], Lemma 5 is only valid for maps without parabolic periodic
orbits (this is the context in which Theorem 3 in [KSvS2] was used in that paper). However,
all we need is Lemma 4.2 of this paper which holds even for maps with parabolic periodic
points. The proof of Lemma 6 goes through as before (note that not only |A(T )(c)|/|T (c)|
but also Space(T (c),A(T )) is large). Lemma 7 also goes through: in the final paragraph it
is shown that Cen2(A(T )) is small, which holds because c′ is a critical point of even order
and so A2(T (c′) and A(T )(c′) are symmetric around c′. This allows us to argue as before:
although the presence of critical points of odd order implies that f s : J → f s(J) extends
merely to a homeomorphism onto T (c′), but as the order of the corresponding chain is still
bounded by the number of critical points, we can use part (2) of Lemma 4.2 to pull back the
space. 
5. Compatible complex box mappings and complex bounds
Let U and V be open Jordan disks in C. We say that a mapping F : U → V is a K-
qr branched covering if it can be decomposed as F = G ◦ H, where H : U → U is K-qc
homeomorphism and G : U → V is a holomorphic branched covering.
A mapping F : U → V is a holomorphic box mapping if F is holomorphic and U and V
are open subsets of the complex plane where
• V is a union of finitely many pairwise disjoint Jordan disks;
• every connected component V of V is either a connected component of U or V ∩U is
a union of Jordan disks with pairwise disjoint closures that are compactly contained
in V ;
• for each component U of U , F (U) is a component of V and F |U is a proper mapping
with at most one critical point;
• each connected component of V contains at most one critical point of F ;
• each component of U is either a component of V or it is compactly contained in V .
If F is as in the definition of holomorphic box mapping, except that F is not holomorphic,
but instead there exists K ≥ 1 such that for each component U of U , F |U is a K-qr branched
covering onto its image, a connected component of V , we call F a K-qr box mapping. We
will use the terminology complex box mapping to refer to both holomorphic box mappings
and to K-qr box mappings, and unless otherwise stated, we assume that covering maps are
quasiregular. A K-qr box-mapping whose domain has exactly one component is called a
K-qr polynomial-like mapping. We define the filled Julia set of a K-qr box mapping (which
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includes the case of a K-qc polynomial-like mapping) F : U → V to be
K(F ) = {z ∈ U : fn(z) ∈ U for all n = 0, 1, 2, . . . },
and we define the Julia set of F : U → V to be J(F ) = ∂K(F ). The filled Julia set of a
complex box mapping is compactly contained in its domain.
We shall need to use the gap condition and the extension condition. The gap condition
states that there exists δ > 0 so that for each two components Ui and Uj of U there exist
U ′i ⊃ Ui and U ′j ⊃ Uj so that
(1) mod(U ′i \Ui) ≥ δ and mod(U ′j \Uj) ≥ δ and
(2) either U ′i ∩Uj = ∅ or U ′j ∩Ui = ∅;
(3) in addition, if Ui is contained in the component Vi of V , then either Vi = Ui or
mod(Vi \Ui) ≥ δ.
The extension condition requires that there exist δ > 0 and V ′ ⊃ V so that for each
component Ui of U there exists U ′i ⊃ Ui so that
(1) mod(V ′j \ Vj) ≥ δ for each component V ′j of V ′ and with Vj the component of V
contained in V ′j , and
(2) if F (Ui) = Vj then there exists a K
′-quasiregular extension of F to U ′j so that
F : U ′i → V ′j is a branched covering with the same degree as F : Ui → Vj (usually,
K ′ ≤ 1 + µ(V ′j )).
These conditions will enable us to control the shape of the domains Ui, which helps us in
constructing quasiconformal homeomorphisms on V \ U , see Theorem 7.1.
A component of F−n(V ) of a component V of the range V will be called a puzzle piece
of level n. It is important to observe that puzzle pieces are either nested or disjoint.
Definition 5.1 (Renormalizable box mapping). A box mapping F : U → V is called renor-
malizable at c ∈ Crit(F ) if there exists s > 1 (called the period) and a puzzle piece W
containing a critical point c of f such that fks(c) ∈W , ∀k ≥ 0.
5.1. Compatible complex box mappings and bounds at persistently recurrent
points. Suppose that F : U → V is a K-qr box mapping. Let ρ > 0. Let V be a component
of V . We say that V is ρ-nice, if for each x ∈ V ∩ω(c0), we have that mod(V \Lx(V )) > ρ.
We say that V is ρ-free if there exist puzzle pieces P+ and P− such that P− ⊂ V ⊂ P+, and
both mod(V \P−),mod(P+ \ V ) > ρ. See page 29 for the definition of bounded geometry.
The following is the main theorem of [CvST].
Theorem 5.1 (Complex bounds at persistently recurrent critical points). There exist ρ > 0
and C > 0, universal, such that for each n sufficiently large the following holds. Suppose
that f ∈ A3b(M). Suppose that c0 is a critical point such that f is persistently recurrent on
ω(c0).
(1) If f is finitely renormalizable, there exists an arbitrarily small, combinatorially de-
fined, nice real neighbourhood I of Crit(f) ∩ ω(c0) such that the first return mapping
to I extends to a Kn-qr box mapping F : U → V with Crit(F ) = Crit(f)∩ ω(c0) that
is ρ-extendible and such that the components of V are ρ-nice, ρ-free, the components
of U and V have ρ-bounded geometry, and there exists θ′ ∈ (0, pi) such that each com-
ponent U of U or V there exists an interval U˜ such that U is contained in Dθ′(U˜),
U is well-inside U˜ and (U˜ \ U) ∩ ω(c0) = ∅.
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(2) If f is infinitely renormalizable, then for all s sufficiently big, if J is a periodic
interval for f of period s, then f s : J → J extends to a K(V )-qr polynomial-like
mapping F : U → V with Crit(F ) = Crit(f), mod(V \ U ) > ρ, U has ρ-bounded
geometry and diam(U) < C|J |.
HereKn andK(V ) are defined (up to a constant multiple) as follows. Let µn = max diam(J),
where the maximum is taken over all pullbacks J of V that intersect ω(c0). Set Kn =
(1 + µn)/(1 − µn). Observe that µn is small when |In| is small. Similarly, if F : U → V is
a polynomial-like mapping that extends the return map f s : J → J , where J is a periodic
interval, we define
µ(V ) = max
1≤i≤s
diam(Compf i(c0)f
−(s−i)(V )) and K(V ) = (1 + µ(V ))/(1− µ(V )).
Again µ(V ) is close to zero when V is small.
In the finitely renormalizable (and persistently recurrent) case, the intervals I(c0) in the
theorem are given by the enhanced nest about c0 (see [KSvS1] and [CvST] where the infinitely
renormalizable case was considered).
5.1.1. Extending complex box mappings when ω(c) is persistently recurrent. By Theorem 5.1,
if c is a persistently recurrent critical point at which f is at most finitely renormalizable, we
have that there exist arbitrarily small nice real neighbourhoods I1 of Crit(f)∩ω(c) for which
there exists a complex box mapping that extends RI1 : Domω(c)(I1)→ I1. In this subsection
we will still assume that c is persistently recurrent, but want to consider also (infinitely
many) branches of RI1 which do not intersect ω(c). In fact, we need to treat different omega
limit sets, ω(c), on which f is persistently recurrent simultaneously.
So let Ω be any connected component of the graph associated to the set of critical points.
We proceed exactly as in Subsection 4.4: First, decompose Ω = Ω0 ∪ Ω1 ∪ Ω2. Recall that
Ω0 are critical points that are either contained in a basin of attraction of f or at which f
is infinitely renormalizable, Ω1 are the critical points at which f is persistently recurrent
and at most finitely renormalizable and Ω2 are the critical points at which f is reluctantly
recurrent or nonrecurrent. Now, identify a smallest subset Ω′1 with
∪c∈Ω′1ω(c) = ∪c∈Ω1ω(c).
Choose a neighbourhood I ′Ω1 of Ω
′
1 and choose neighbourhoods I
Ω
0 , I
Ω
1 , I
Ω
2 of Ω0, Ω1, Ω2,
respectively, as in Subsection 4.4. Let
I =
⋃
connected components Ω
(IΩ0 ∪ IΩ1 ∪ IΩ2 ).
Recall that we choose the intervals around the critical points so that I is a nice set. From
now on, we will drop the superscript Ω from the notation.
Let
Domdiff(I1) ⊂ I ′1
be the union of the components J of Dom(I1) which are inside I
′
1 and which
(1) do not intersect
⋃
c∈Ω1 ω(c);
(2) if s is the return time of J to I1, then f
i(J) ∩ I = ∅ for all i = 0, 1, . . . , s− 1.
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So f s|J is a diffeomorphism. It will be important to consider the first entry map to I1 ∪ I0
restricted to the above sets because we will need to control orbits of critical points c′ /∈ Ω1
which linger for long periods near ∪c∈Ω1ω(c). Let
RIˆ1 : DomΩ1(I1) ∪Domdiff(I1) ∪ (Dom(I0) ∩ I ′1)→ I1 ∪ I0.
(We write RIˆ1 for this first entry map because this mapping is not defined on I0.) The
mapping RIˆ1 will be used to control the pieces of the orbit of c
′ during which c′ remains close
to ω(c). Note that this first return mapping can have infinitely many components
Theorem 5.2 (Complex box mappings in the persistently recurrent case with infinitely
many branches included). There exists θ′ ∈ (0, pi/2), such that for each θ ∈ (0, θ′), there
exists an integer m > 0, δ > 0 and a complex box mapping Fit : U it → V it, which is an
extension of the m-th iterate of RIˆi. For each c ∈ Ω′1 ∪ Ω0, the component V (c) of V it is a
Poincare´ lens domain based on I(c), that is,
V (c) = Dpi−θ(I(c)).
Moreover, Fit : U it → V it satisfies the extension and gap properties, and if D is any compo-
nent of either U it or V it, then D has δ-bounded geometry.
Proof. Let FΩ1 : UΩ1 → VΩ1 be the box mapping given by Theorem 5.1 which extends
the real return mapping to I1. Note that we are free to choose I1 so that this extension
exists. First, observe that by Propositions 4.10 and 4.11, the following real analogues of the
extension and gap properties hold for RIˆ1 :
(1) there exists a constant ρ > 0 such that if J is a component of Dom(RIˆ1), then
either J is a component of I1, J is well-inside I1, or J is disjoint from I0 ∪ I1 and
J ∩
(⋃
c∈Ω1 ω(c)
)
6= ∅;
(2) for any components J1 and J2 of Dom(RIˆ1), there exist J
′
i ⊃ Ji such that Ji is
well-inside J ′i is for i = 1, 2;
(3) either J1 ∩ J ′2 = ∅ or J2 ∩ J ′1 = ∅;
(4) there exists a set I ′ with I ′ ⊃ I0 ∪ I1 such that for each component I(c) of I0 ∪ I1,
there exists a component I ′(c) of I ′ such that I(c) is well-inside I ′(c);
(5) for each component J of Dom(RIˆ1), there exists an interval J
′ ⊃ J such that if
RIˆ1 : J → I(c), then RIˆ1|J extends to a mapping from J ′ to I ′(c) with the same
degree as RIˆ1|J , where I ′(c) is the interval from (4).
Let c ∈ Ω0 ∪ Ω1. Notice that we cannot rule out that there are critical points c′ ∈ Ω2 which
enter (1 + 2δ)(I(c)), where I(c) is the component of I0 ∪ I1 that contains c. However, any
first entry domain J = Lx((1 + 2δ)I(c)) with x ∈ ω(c), does not contain any critical point
c′ /∈ ω(c) provided that I(c) is sufficiently small: if c′ /∈ ω(c) was a critical point with c′ ∈ J
then J is an interval that contains both c′ and x ∈ ω(c), which is a first entry domain to
(1 + 2δ)I(c). This is impossible by the absence of wandering intervals.
Let us now show that the required complex extension exists. Let θ0, θ1 ∈ (0, pi/2). Let
θ = max{θ0, θ1}. For each c ∈ Ω0 let V (c) = Dpi−θ0(I(c)), and for each c ∈ Ω′1 let let
V (c) = Dpi−θ1(I(c)). For each c ∈ Ω1 \ Ω′1 let sc > 0 be smallest so that f sc(c) ∈ I(c′) for
some c′ ∈ Ω′1 ∪ Ω0, and set V (c) = Compcf−sc(V (c′)). Provided that I0 ∪ I1 is sufficiently
small, the domains V (c), V (c′), c 6= c′, are disjoint. Let V = ∪c∈Ω0∪Ω1V (c). Taking θ0, θ1,
smaller if necessary (see below), this will be the range of the complex box mapping we
construct.
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For each component J of DomΩ1(I1)∪Domdiff(I1)∪ (Dom(I0)∪ I ′1) Let sJ > 0 be minimal
so that f sJ (J) ⊂ I1 ∪ I0, let c denote the critical point contained in the component of I0 ∪ I1
containing f sJ (J), and set Let U ′J = CompJf
−sJ (V (c)). Define a complex extension of RIˆ1 ,
Fˆ : U ′ → V by Fˆ (U ′J) = f sJ (U ′J). Note that Fˆ : U ′ → V is not a box mapping, since we
cannot ensure that the components of the domain are compactly contained in the range.
By [CvST], Corollary 10.2, there exist θ′ ∈ (0, pi) and an interval J˜ ⊃ J such thatUΩ1(J) ⊂
Dθ′(J˜). Moreover, J is well-inside J˜ and (J˜\J)∩ω(c0) = ∅. This implies that the components
of the complex pullbacks lie close to their real traces. Moreover, RIˆ1 is a diffeomorphism on
each component of Domdiff(I1) ∪ (Dom(I0) ∩ I ′1), which implies by Lemma 3.15 that pulling
back along these branches results in little loss of angle.
Claim 1: There exists m such that each component of Fˆ−m(V ) which intersects the real
line is well-inside of V .
Proof of Claim 1: First, consider the case when Fˆm(J)∩ I0 = ∅. Then Fˆm corresponds to
m iterations of Fˆ . Assume that m is large and consider a component J of R−m
Iˆ1
(I1) and the
corresponding domain UmJ = CompJf
−m(V ). Let IJ be the component of I1 that contains
J . Let 0 ≤ k ≤ m be maximal so that (RIˆ1)k(J) is contained in Domdiff(I1). Then (RIˆ∗)k+1
is a diffeomorphism on J . This holds because when c ∈ Ω1, then ω(c) does not intersect
Domdiff(I1), and, moreover, by the definition of the domain of RIˆ1 , the iterates of J under
RIˆ1 up to the k + 1-st, avoid critical points c in Ω2. Indeed, one can find an interval Jk ⊃ J
such that (RIˆ1)
k+1(Jk) is a component of I1 and (RIˆ1)
k+1 is a diffeomorphism on Jk. Since
f has no wandering intervals, |Jk|/|IJ | is small if k is large. Since each component of the
domain of RIˆ1 is well-inside the component of I1 that contains it, it follows that there exists
a large constant C so that (1 + C)Jk ⊂ IJ . Since Fˆ k+1(UmJ ) is contained in some U ′J ′ a
component of the domain of the first return mapping to V , we can conclude that UmJ is
well-inside V when k is large.
Now we consider the case when k is not large. Then m − k is large. Then since the
diameters of puzzle pieces tend to zero, each component of Fˆ−(m−k−1)(V ) (that is, each
puzzle piece) has very small diameter compared to the component I of I1 that intersects
Fˆ−(m−k−1)(V ). So we can take an interval K with |K|/|I| small and a θ′ ∈ (0, pi) that is
independent of the choice of J , so that CompV Fˆ
−(m−k−1)(V ) ⊂ Dθ′(K), but then since Jk
is well-inside I, we also get that UmJ = CompJ Fˆ
−m(V ) is well-inside V .
We now consider the remaining case that Fˆm(J) ⊂ I0. Notice that I0∩Dom(RIˆ1) = ∅. Let
k ≤ m be minimal so that Fˆ k(J) ⊂ I0. Then since Fˆ k|J is a diffeomorphism (as critical points
in Ω1 are minimal), and components of V with real trace, I0,i are of the form Dpi−θ0(I0,i), we
can take θ0 so small that CompJ Fˆ
−k(V ) is well-inside V . This completes the proof of the
claim. X
Taking V it = V , chosen as above. For each component J of R−mIˆ1 (I0 ∪ I1), let VJ be the
component of V it that contains RmIˆ1(J), and let UJ = CompJR
−m
Iˆ1
(VJ). Let U it = ∪UJ
where the union is taken over all components J of the domain of Rm
Iˆ1
. Define the mapping
Fit : U it → V it
by Fit(UJ) = R
m
Iˆ1
(UJ). Claim 1 implies that if m is chosen sufficiently large that Fit is a
complex box mapping.
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Figure 10. Controlling the geometry of Fit, see the proof of Theorem 5.2.
Claim 2: The gap and extension conditions hold for the map
Fit : U it → V it.
Moreover, any component D of either U it or V it has δ-bounded geometry.
Proof of Claim 2: That Fit satisfies the extension condition follows from Claim 1 and the real
bounds at persistently recurrent critical points and at infinitely renormalizable critical points.
To see that gap condition holds. Suppose that U1 and U2 are two connected components
of U it. If Fit|U1 and Fit|U2 are both diffeomorphisms, then U1 and U2 are both contained
in Poincare´ lens domains and the gap condition follows from the real bounds. Otherwise let
{U 1j }s1j=0 and {U 2j }s2j=0 be the chains so that for i = 1, 2 we have that U i0 = Ui and U isi is
a component of V it. We can assume that s1 ≤ s2. Then F s1it (U 10 ) is a component V of V it
and F s1it (U2) is disjoint from V . Evenmore, by the real bounds, there exists θ ∈ (0, pi/2) so
that F s1it (U2) ⊂ Dθ(U˜2), where U2 is well-inside U˜2. The gap condition follows.
Propositions 4.10 and Lemma 3.13 imply that D has δ−bounded geometry. X 
5.2. Compatible complex box mappings and bounds at reluctantly recurrent
points. In this subsection, we will construct a complex box mapping associated to the
set of reluctantly recurrent critical points of f . Note that this includes the case that c is
recurrent and ω(c) is non-minimal.
Let us define Ωr as on page 47. As before, this set can be decomposed into two parts:
(1) Ωr,e is a set of critical points so that if c ∈ Ωr,e has odd order, then there exists c′ ∈ Ωr,e
with even order so that c ≥ c′ (here we use the ordering defined in Subsection 4.4),
and
(2) Ωr,o.
For each c ∈ Ωr,o, and each critical point c′ ∈ ω(c) we have that c′ is a critical point of odd
order in Ωr,o, that f is persistently recurrent on ω(c
′), that c′ is in the basin of a periodic
attractor or that c′ is eventually mapped into a renormalization interval (where the mapping
is infinitely renormalizable).
Theorem 5.3 (Existence of complex box mappings in the reluctantly recurrent case). Let
f : [0, 1] → R or f : S1 → S1 with periodic orbits be in C. Let Ω be either Ωr,e or Ωr,o, as
defined above. Then, for any θ ∈ (0, pi/2) there exists arbitrarily small real neighbourhoods
I of Ω, such that the first return map RI : Dom
∗
Ω(I)→ I extends to a complex box mapping
F : U → V with the following properties:
• For each c ∈ Ω the set V(c) is contained in Dpi−θ(I(c)).
• Let V(c)± = V(c) ∩H±. Then V(c)+ \ U and V(c)− \ U are quasidiscs.
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• This complex box mapping satisfies the extension and gap conditions defined on
page 51.
The proof of this theorem closely follows the proof of part II of Theorem 3 in [KSvS2,
pages 150-159], and therefore we only discuss what changes we have to make in that proof
(for the terminology used in the proof we also refer to [KSvS2]). The main difference is that
we allow for the existence of critical points of odd order, but we also have to check that the
presence of parabolic points does not cause difficulties.
Note that the last two assertions in Theorem 5.3 are new. They are needed because we
will want to argue as in the proof of Theorem A’ and B’ of [LvS2].
This theorem follows immediately from the following proposition from [KSvS2], which
holds for critical points of all orders without any essential changes to the proof, and the real
bounds for reluctantly recurrent maps, Proposition 4.14. The construction given [KSvS2] was
done in the non-minimal case; however, it depends only on certain real geometric conditions,
which hold in the reluctantly recurrent case as well.
Proposition 5.4 ([KSvS2] Propostion 1). There exists ε0 > 0, C0 > 0 and θ ∈ (0, pi/2, )
with the following properties. Let I be an admissible neighbourhood of Ω such that Cen(I) <
ε0, Space(I) > C0 and Gap(I) > C0. Additionally, assume that maxc∈Ω |I(c)| is sufficiently
small. Then there exists a real-symmetric complex box mapping F : U → V whose real trace
is a real box mapping RI and for each critical point c, V(c) is contained in Dpi−θ(I(c)).
Proof of Theorem 5.3. Let us make a few remarks. Throughout, we should take for Ω in the
proof in [KSvS2], the set Ωr,e or the set Ωr,o. It is enough to show that one can construct a
box mapping F : U → V extending RI : Dom∗Ω(I)→ I, because this can be easily extended
to a box mapping extending RIˆ : Dom
∗
Ω(Iˆ)→ Iˆ: just define for each critical point c ∈ Ωr,e of
odd order the sets U(c) = V(c) = Lc(V). In the statement of Theorem 5.3, I should then
be taken as Iˆ.
The only place where an assumption Cen2(I) is needed is in Lemma 2 (through the first
part of the proof of Proposition 1 in [KSvS2]); there the argument goes through (even more
easily, and without using any assumption on Cen2(I)) each time the pullback passes through
a critical point of odd order. We need the assumption that Cen2(I) is small for critical points
of even order to ensure that when we pull back to through an even critical point, the size
of the domain on the real line is not very small compared to the diameter of the part that
pulls back to the complex plane. Note that the pullback is disjoint, so each critical point is
only passed through at most once. The assumption that Cen1(I) is small (which means that
the critical value f(c) is roughly in the middle of Jˆ(c)) is used in the proof of Proposition
1 of [KSvS2] is at the bottom of page 153 (only in the case of critical points of even order).
So that we can choose for the range V(c) a lens-shaped set of the form V(c) = Dpi−θ(I),
where θ ∈ (0, pi/2) can be chosen small, but bounded away from zero. As in the statement of
Theorem 3 in [KSvS2] we get control of the shape of each domain. In fact, because of (4.2)
one has the following extension property. There exists δ > 0 and, for each component Vj of
V , there exists a neighbourhood Vˆj ⊃ Vj, with mod(Vˆj \ Vj) ≥ δ such that the following
hold:
(1) If Ui is a component of U and F |Ui = f si so that Ui maps onto Vj, then there exists
a neighbourhood Uˆi of Ui so that f
si : Uˆi → Vˆj has the same degree as f si : Ui → Vj.
(2) If Ui is compactly contained in V , then Uˆi is contained in V .
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Here one can take for Vˆj a Poincare´ disc based on the set TˆN−1 defined in (4.2) (where
TˆN−1 is the set associated to TN in (4.1). Because TN is a return domain to TN−1, and
all critical points are contained in TN the above property follows. From this we get that
CompUif
−si(Vˆj) is a domain with real trace Uˆ , and we can arrange it so that the above
properties hold. All this implies in particular that each Ui has a smooth boundary without
cusps and with controlled shape (they have bounded geometry and are ’roughly round’).
To show that A+ := V(c)+ \ U is a quasidisc we use the Ahlfors-Buerling Criterion in a
similar way as was done on page 440 of [LvS2] This criterion says that ∂A+ is a quasicircle
provided there exists L <∞ with the following property. For any two points z1, z2 in ∂(A+),
take one of the two arc C in ∂A+ connecting z1 and z2 is contained in a disc of diameter
L · |z1 − z2|. If z1, z2 are in one component of U this follows from the control of Ui shown
above. If zi and z2 are in two distinct domains Ui and Uj then this follows from the fact
that z1, z2 are ’roughly round’ and from the gap property of the admissible neighbourhood
I: the gap between two domains of RI in one component of I is large (i.e. the gap between
two domains is much large than one of the two domains).
The last item in Theorem 5.3 follows then from Lemma 3(3) in [KSvS2]. 
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Figure 11. The box mapping associated to the non-minimal case has infin-
itely many components of its domain.
5.3. Complex bounds for central cascades. In this section, we will prove complex
bounds for certain puzzle pieces near the top of central cascades. These results are only used
in the proof quasisymmetric rigidity for smooth mappings; however, they are new even for
polynomials, and are of independent interest. Suppose that F : U → V is a real-symmetric
complex box mapping given by Theorem 5.1, Theorem 5.2 or Theorem 5.3 with diam(V)
sufficiently small.
We will use a nest of puzzle pieces whose construction is closely related to the construction
of the enhanced nest. Recall that if F is renormalizable, and the first renormalization
F s : J → J of F is not of intersection type, then the enhanced nest construction gives a
terminating puzzle piece V ′ for F such that the first return mapping F : U ′ → V ′ is a
polynomial-like mapping, mod(V ′ \ U ′) is bounded away from zero and V ′ has bounded
geometry. We are going to modify the construction of the enhanced nest to produce a puzzle
piece that has the same properties as V ′ near the top of a sufficiently long central cascade.
We can obtain complex bounds for this nest using the initial bounds for the box mapping
F : U → V and the method of [CvST] or using the argument of [KvS]. We will explain how
to use the argument of [KvS].
We will say that a puzzle piece is δ-excellent if it is δ-nice, has δ-bounded geometry and
is a (1 + 1/δ)-quasidisk for some δ > 0. Note that we exclude δ-free from this definition.
From the complex bounds of [CvST], we have that every puzzle piece in the enhanced nest
is δ-nice and has δ-bounded geometry. We will prove in this section that there exists δ > 0,
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depending on the geometry of V , such that each puzzle piece in the enhanced nest is a
(1 + 1/δ)-quasidisk.
Remark 5.1. Observe that for any δ > 0, d ∈ N and K ≥ 1, there exists δ′ > 0 such that the
following holds. Suppose that I is a δ-excellent puzzle piece, and that I ′ is a pullback of I
with degree bounded by d and dilatation bounded by K. Assume there exist sets I+, I− so
that if we set A+ = I+ \ I and A− = I \ I− we have that mod(A+),mod(A−) > δ and that
the mapping from I ′ to I extends to a mapping onto I+ with no critical values in A+∪A−.
Then I ′ is δ′-excellent.
Let us suppose now that the principal nest starting with Z0 3 c0 :
Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ ZN ⊃ ZN+1
is a central cascade; that is, Z1 = Lc0(Z0) and we have that every critical value of RZ0 |Z1
is contained in ZN , and there exists a critical point, c of RZ0|Z1 such that
RZ0|Z1(c) ∈ ZN \ZN+1.
Consider the principal nest starting with a puzzle piece Z−1 3 c0 :
Z−1 ⊃ Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ ZN ⊃ ZN+1,
where Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ ZN ⊃ ZN+1 is a central cascade. If the return time of Z0 to
Z−1 is strictly less than the return time of Z1 to Z0, then we say that the central cascade
Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ ZN ⊃ ZN+1 is maximal. Assume that Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃
ZN ⊃ ZN+1 is a maximal central cascade. Let s be the return time of Z1 to Z0 under F
and suppose that N ≥ 3. In these circumstances, for N ∈ N, we say that a puzzle piece J is
combinatorially close to Z0 if J ⊃ Z2 3 c0 and the return mapping from Z3 to Z2 extends
to a mapping of the same degree onto J .
5.3.1. Modifying the construction of the enhanced nest to produce puzzle pieces containing a
central cascade. For each critical point c ∈ Crit(F ), let sc be the first entry time of c to Z0.
We define
PC(Z0) =
⋃
c∈Crit(F )
sc⋃
j=0
F j(c).
Notice that we include the critical point in this set.
Suppose that I = I0 3 c0 is a critical puzzle piece. Let kc0 be such that Rkc0I (c0) ∈ I \ I1
we define
Aˆ(I) = Compc0(R
−kc0
I LRkc0I (c0)(I)).
Lemma 5.5. Assume that Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ ZN ⊃ ZN+1 3 c0 is a maximal central
cascade with N ≥ 2. Suppose that the return time of Z1 to Z0 is strictly greater than the
return time of I1 to I and
I ⊃ Z0 ⊃ Aˆ(I).
Then there exists a puzzle piece J such that J is a pullback of I with order bounded by 2b
and J is combinatorially close to Z0.
Proof. Suppose first that Z0 ⊃ I1. Then I1 ⊃ Z1 ⊃ I2 ⊃ Z2. It is immediate that I1 is
combinatorially close to Z0.
Now, assume that I1 ⊃ Z0. Suppose first that the return of I1 to I has the property that
RI(c0) /∈ I1. Then RI(Z1) is contained in a non-central return domain to I. By assumption,
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the pullback, J = Aˆ(I), of this domain under RI is contained in Z0. So we have that
Z1 ⊂ J ⊂ Z0, and hence is combinatorially close to Z0.
Now suppose that the return of I1 to I is central for c0. Let
I1 ⊃ I2 ⊃ I3 ⊃ . . .
be the principal nest. Let k > 0 be minimal so that RI(Z
1) ⊂ Ik \ Ik+1. Then Rk+1I (Z1) is
contained in a non-central component of the domain of the return mapping to I. Setting
J = Aˆ(I) ⊂ Z0
we have that Z1 ⊂ J ⊂ Z0, which again finishes the proof. 
Proposition 5.6 (Compare [KSvS1], Lemma 8.2.). Assume that Z0 ⊃ Z1 ⊃ · · · ⊃ ZN ⊃
ZN+1 is a maximal central cascade with N ≥ 8. Suppose that I ⊃ Z0 3 c0 is a pair of puzzle
pieces such that Aˆ(I) ⊃ Z0. Then there exists a sequence of combinatorially defined puzzle
pieces
I = IZ
0
0 ⊃ IZ
0
1 ⊃ · · · ⊃ IZ
0
n ⊃ Z2
such that the following holds:
• Each IZ0i+1 is a pullback of IZ0i by F pi of bounded degree.
• There exist sets I+i , I−i such that I−i ⊂ IZ0i ⊂ I+i , and the critical values of F pi|IZ0i+1
are contained in I−i .
• Z2 ⊂ IZ0n ⊂ Z0.
Remark 5.2. In the course of the proof of this proposition, we will define the enhanced nest
above a (maximal) central cascade.
Proof. Step 1. We are going to inductively construct a sequence of pairs of sets of puzzle
pieces: Tn,Jn. This construction terminates either
(1) when we obtain a puzzle piece U0 that is combinatorially close to Z
0 or
(2) when we find a collection of critical puzzle pieces Pc c P ′c that contains Crit(F ) such
that each Pc is a pullback of I with order bounded by b
2−b, and for each c ∈ Crit(F )
and any z ∈ PC(Z0)∩(Pc\P ′c) there exist a critical point cˆ and a puzzle piece Z 3 z
such that the landing mapping from Z to Pcˆ is a diffeomorphism.
Let T0 = I and J0 = Lc0(T0). If the return time of Z1 to I is the same as its return time
to Z0, then we set U0 = Lc0(I), and we are done. So suppose that I is not combinatorially
close to Z0. If for any critical point c ∈ Crit(F ), c 6= c0 we have that RI(c) ∈ J0, set
Pc = Lˆc(T0) and P ′c = Lˆc(J0). Otherwise, there exists a critical point c1 ∈ Crit(F ) such that
RI(c1) ∈ T0 \ J0. Let T1 = J0 ∪ Compc1R−1T0 (LRT0 (c1)(T0)), and let J1 = Lc0(T1) ∪ Lc1(T1).
Suppose first that Z0 ⊃ J1(c0). Observe the either
• J1(c0) = Lc0(J0(c0)) or
• J1(c0) = Lc0(Compc1R−1T0 (LRT0 (c1)(T0))),
In the first case we have that
J0 ⊃ Z0 ⊃ J1(c0) ⊃ Lc0(Z0),
and J1(c0) is combinatorially close to Z
0. In the second case, since J1(c0) is a first entry
domain to T1(c0) the orbit of c0 enters Compc1R
−1
T0
(LRT0 (c1)(T0)) before returning to T1(c0) =
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J0(c0). So the orbit of Lc0(Z0) enters Compc1R−1T0 (LRT0 (c1)(T0)) before returning to Z0,
pulling this back to c0, we have that
Lc0(Z0) ⊂ Lc0(Compc1R−1T0 (LRT0 (c)(T0))) ⊂ Z0
and we have that Lc0(Compc1R−1T0 (LRT0 (c)(T0))) is combinatorially close to Z0.
So let us suppose that J1 ⊃ Z0. If for any critical point c ∈ Crit(F ), c 6= c0, c1 we have
that RT1(c) ∈ J1, set Pc = Lˆc(T1) and P ′c = Lˆc(J1). Otherwise, there exists a critical point
c2 ∈ Crit(F ) such that RT1(c2) ∈ T1 \ J1. Let T2 = J1 ∪ Compc2R−1T1 (LRT1 (c2)(T1)), and let
J2 = Lc0(T2) ∪ Lc1(T2) ∪ Lc2(T2).
Suppose first that Z0 ⊃ J2(c0). There are three possibilities:
(a) J2(c0) = Lc0(T2(c0)) and the orbit of c0 enters T2(c0) before entering T2(c1)∪T2(c2),
(b) J2(c0) = Lc0(T2(c1)) and the orbit of c0 enters T2(c1) before entering T2(c0) ∪ T2(c2)
or
(c) J2(c0) = Lc0(T2(c2)) and the orbit of c0 enters T2(c2) before entering T2(c0)∪T2(c1),
In the Case (a), we immediately have that
T2(c0) ⊃ Z0 ⊃ J2(c0) = Lc0(T2(c0)) ⊃ Lc0(Z0).
In the Case (b), we have that
T2(c1) = J1(c1) = Lc1(T1) = Lc1(J0 ∪ Compc1R−1T0 (LRT (c1)(T0))).
So there are two possibilities, either J2(c0) = Lc0Lc1(J0), or
J2(c0) = Lc0Lc1(Compc1R−1T0 (LRT0 (c1)(T0))).
In the second case, it is important to observe that after entering Lc1(Compc1R−1T0 (LRT0 (c1)(T0))),
the orbit of Lc0(Z0) returns to Compc1R−1T0 (LRT (c1)(T0)) before returning to J0, so we have
that
T2(c0) ⊃ Z0 ⊃ J2(c0) ⊃ Lc0(Z0).
In Case (c),
J2(c0) = Lc0(Compc2R−1T1 (LRT1 (c2)(T1))),
and the orbit of Lc0(Z0) enters Compc2R−1T1 (LRT1 (c2)(T1)) before returning to T2(c0). So
again
T2(c0) ⊃ Z0 ⊃ J2(c0) ⊃ Lc0(Z0),
and we are done.
So we may assume that Z0 ⊂ J2(c0). Continuing in this fashion, we find that either
A. There exists U0 = Tm that is combinatorially close to Z
0 and is a pullback of I of
order bounded by b2 − b or
B. (a) there is a collection Tm,m < b of puzzle pieces around some critical points, and
this collection is strictly nice;
(b) for any other critical point c′ ∈ Crit(F ), RTm(c′) ∈ Jm;
(c) any puzzle piece of Tm is a pullback of I with order bounded by b
2 − b.
For each c ∈ CritZ0(F ), let Pc = Lˆc(Tm) and P ′c = Lˆc(Jm). By the construction, we
immediately see that either (1) or (2) holds.
It will be useful later to make the following definition.
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 61
Definition 5.1. Given a pair of critical puzzle pieces I ⊃ Z0 3 c0 we define
T (I) = Tm(c0).
Step 2. Let k be the maximal integer such that for some c ∈ CritZ0(F ) the set F−k(Pc) has
a component Q such that
• Q is a child of Pc; that is, Q is a unicritical pullback of Pc that contains a critical
point, and
• Lˆc0(Q) ⊃ Z0.
Let U0 = Lˆc0(Q), and let ν be the positive integer such that F ν(U0) = I. Let k1 ≥ 0 be so
that F k1(U0) = Q, and let l ≥ 0 be the integer such that Pc is a pullback of I by F l. Observe
that since LF ν(c0)(I) is a first return domain to I and F l(P ′c)∩LF ν(c0)(I) 6= ∅, we have that
F l(P ′c) ⊂ LF ν(c0)(I), which immediately implies P ′c ⊂ CompFk+k1 (c0)F−l(LF ν(c0)(I)). Thus
to show that a point x ∈ Compc0F−ν(LF ν(c0)(I)) it is sufficient to show that F k1+k(x) ∈ P ′c .
Let {Gj}sj=0 be the chain with Z0 = Gs to Z1 = G0. Suppose first that x ∈ PC(Z0),
and that x ∈ Gj, for some 0 ≤ j < s. Suppose that F k(x) ∈ Pc \P ′c . Then by construction,
there exists a puzzle piece W 3 F k(x) and a critical point cˆ, so that W is mapped diffeo-
morphically onto Pcˆ. Since F
k : Q→ Pc is unicritical, we have that Gk+j ⊂W ⊂ Pc \ P ′c .
This contradicts the maximality of k. If Aˆ(U0) ⊂ Z0, then by Lemma 5.5, we have that
there is a pullback of U0 with order bounded by b that is combinatorially close to Z
0. So
we can suppose that Aˆ(U0) ⊃ Z0. Let {Hj}rj=0 denote the chain given by Hr = U0 and
H0 = Lc0(U0), and let {Hˆj}rˆj=0 be the chain with Hˆrˆ = U0 and Hˆ0 = Aˆc0(U0). Let us show
that neither of these two chains intersects x.
Suppose that x ∈ PC(Z0) ∩ Q and F k(x) ∈ Pc \ P ′c . Then there exists a puzzle piece
W 3 F k(x) and a critical point cˆ so that W is mapped diffeomorphically onto Pcˆ. If for
some j, 0 ≤ j ≤ r, Hj 3 x, then Hj+k contains fk(x) ∈ Pc \P ′c and Gj′ for some 0 ≤ j′ ≤ s.
Since Gj′ ⊂ P ′c and puzzle pieces are nested or disjoint, we have that Hj+k ⊃ P ′c . But this
is impossible since Aˆc0(U0) ⊃ Z0. Arguing identically, we have that the chain {Hˆj}rˆj=0 does
not intersect x.
Remark 5.3. Each critical puzzle piece I such that Lc0(I) ⊃ Z0 has a smallest successor
that contains Z0, whether c0 is reluctantly or persistently recurrent.
Whenever U0 satisfies Aˆ(U0) ⊃ Z0, we let ΓZ0(U0) denote the successor of U0 with the
following properties. Let {H ′j}r′j=0 be the chain with H ′r′ = U0, H ′0 = ΓZ0(U0). Assume
that
(1) for all j, H ′j is disjoint from the set of all x ∈ U0 ∩PC(Z0) with fk+k1(x) ∈ Pc \P ′c ,
(2) H ′0 ⊃ Z1,
(3) r′ is maximal over all chains satisfying (1) and (2).
Repeating this, we have that either Aˆ(ΓZ0(U0)) ⊂ Z0. or or ΓZ0(U0) has two successors
with properties (1) and (2), and in this case, we set Γ2Z0(U0) to be the last such successor.
Let I ⊃ Z0 be a puzzle piece. Suppose that AˆT (I) ⊃ Z1. Define
AZ0(I) = Compc0(F−ν(LF ν(c)(I)))
BZ0(I) = Compc(F−ν(I)).
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Definition 5.2. We define the enhanced above Z0 as follows:
• If EZ0 , is defined, then we stop the construction.
• Let IZ00 = I. Suppose that IZ0n−1 has been constructed.
• If T (IZ0n−1) = B(IZ0n−1), set EZ0 = T (IZ0n−1) (this occurs when we are in case (1) of
Lemma 5.6).
• Otherwise, we can assume that (2) holds. If T AZ0(IZ0n−1) = BZ0AZ0(IZ0n−1), set
EZ
0
= IZ
0
n = T A(IZ0n−1). From now on, we can assume that
Z0 ⊂ BZ0AZ0(IZ0n−1) ⊂ T AZ0(IZ
0
n−1).
• If AˆBZ0AZ0(IZ0n−1) ⊂ Z0, set
EZ
0
= IZ
0
n
to be the pullback of BZ0AZ0(IZ0n−1) that is combinatorially close to Z0 that is given
by Lemma 5.5.
• Otherwise, Z0 ⊂ AˆBZ0AZ0(IZ0n−1). If for some T, 0 ≤ T < 5b,
AˆΓTZ0BZ0AZ0(IZ
0
n−1) ⊂ Z0,
then let T < 5b be minimal with this property, and let
IZ
0
n = E
Z0
be the pullback of ΓTZ0BZ0AZ0(IZ
0
n−1) that is combinatorially close to Z
0 that is given
by Lemma 5.5.
• If no such T exists, set T = 5b, and define
IZ
0
n = Γ
T
Z0BZ0AZ0(IZ
0
n−1).
Notice that this last case, is the only one where EZ
0
is not defined, and in this case, we
continue on to define IZ
0
n+1.
Concluding the proof, we set I+n = Γ
5b
Z0BZ0BZ0(IZ
0
n−1) and I
−
n = Γ
5b
Z0AZ0AZ0(IZ
0
n−1). 
Suppose that IZ
0
0 ⊃ IZ01 ⊃ IZ02 ⊃ · · · ⊃ IZ0n+1 are defined and that Aˆ(In+1) contains Z0.
Let pn be so that F
pn(IZ
0
n+1) = I
Z0
n . If I is a puzzle piece, we let r(I) be the minimal return
time of a point in I to I. Let Mn,i = Γ
i
Z0BZ0AZ0(In). Let qn,i be so that F qn,i(Mn,i) =
Mn,i−1.
Lemma 5.7 (See [KSvS1] Lemma 8.3, Transition and return time relations). Suppose that
IZ
0
0 ⊃ IZ01 ⊃ IZ02 ⊃ · · · ⊃ IZ0n+1 are defined and that Aˆ(IZ0n+1) contains Z0. Then
(1) 3r(IZ
0
n+1) ≥ pn,
(2) pn+1 ≥ 2pn.
Proof. The proof follows the proof of [KSvS1] Lemma 8.3. The proofs of these inequalities
follow from the first three inequalities of [KSvS1] Lemma 8.3. These are:
• 2b2r(AZ0(In)) ≥ sn ≥ r(IZ0n ),
• b2r(BZ0AZ0(IZ0n )) ≥ tn ≥ r(AZ0(IZ0n )),
• r(Mn,i) ≥ qn,i ≥ 2r(Mn,i),
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where sn and tn are such that
AZ0(In) = Compc0F−sn(IZ
0
n )
and
BZ0AZ0(IZ0n ) = Compc0F−tn(AZ0(IZ
0
n )).
The proofs of the first and second inequalities are unchanged from [KSvS1]. We need only
comment on the proof of the third: Since F is non-renormalizable, each puzzle piece Mn,i−1
has at least two children satisfying conditions (1) and (2) on page 61. Moreover, by con-
struction, for each i, the second child of Mn,i−1 contains Z0, and hence also contains Mn,i.
Thus RMn,i−1(Mn,i) ∩Mn,i = ∅, so qn,i ≥ 2r(Mn,i−1). Finally observe that for 0 < j < qn,i,
F (Mn,i) 63 c0, so F (Mn,i) ∩Mn,i = ∅. This implies that r(Mn,i) ≥ qn,i. 
Lemma 5.7 implies that there are at most six returns of c0 to Z
0 under F pn+pn−1+···+pi .
Since we chose the central cascade to have length at least eight, this implies that for each i,
the critical values of F pn+pn−1+···+pi |
IZ
0
n+1
are contained in Γ5bZ0AZ0AZ0(IZ
0
i−1).
5.3.2. Complex bounds for the enhanced nest above a central cascade. We will use the fol-
lowing lemma which give us “small distortion of thin annuli.”
Lemma 5.8 (Compare [KvS] Lemma 9.1). For every K ∈ (0, 1), δ > 0, there exists κ > 0
such that the following holds. Suppose that F : U → Z is (1+δ)-quasiregular, real-symmetric,
branched covering map, of degree D with all critical values real. Assume that A ⊂ U , B ⊂ Z
are simply connected domains, symmetric with respect to the real axis, and that the domain
A is the connected component of F−1(B) with respect to the real-line and the degree of F |A is
d. Moreover, suppose that F can be decomposed as a composition of mappings f1◦· · ·◦fn with
all maps fi real and either a (1+δi)-quasiconformal diffeomorphism, or a (1+δi)-quasiregular
branched covering map with a unique real critical point, where
n∏
i=1
(1 + δi) ≤ (1 + δ),
then
mod(U \A) ≥ K
D
2d(1 + δ)
min{κ,mod(Z \B)}.
The previous lemma is an adaptation of Lemma 9.1 in [KvS], where the mappings are
assumed to be analytic, to the asymptotically holomorphic setting, and the proof can be
repeated verbatim. In the real-analytic setting, it implies and sharpens the Covering Lemma
of Kahn and Lyubich [KL].
With Lemma 5.8 in hand, one can repeat the arguments of [KvS] to prove complex bounds
for complex bounds for the enhanced nest above Z0:
Proposition 5.9 (see [KvS] Proposition 10.1). For any ε > 0, there exists δ > 0 such
that the following holds. Suppose that F be a complex box mapping. If IZ
0
0 is ε-nice, and
IZ
0
0 ⊃ IZ01 ⊃ IZ02 ⊃ · · · ⊃ IZ0n is the enhanced nest above Z0, and that n ≥ 8. then all IZ0i ,
n = 0, 1, 2, . . . , n are δ-nice.
Proof. The proof is a slight modification of the proof of Proposition 10.1 of [KvS]. Let us
omit the Z0 in the notation. Suppose that 0 ≤ j ≤ n. Let δj ≥ 1 be such that Ij is δj-nice.
Fix M > 4, to be chosen later, and suppose that j > M + 1. Let A be any component of
the domain of the first return mapping to Ij and let r be its return time.
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Remark 5.4. Let us remark that we do not require that A intersect the post-critical set of
F .
Let Pj,M = pj−1 + pj−2 + · · ·+ pj−M and let B = F Pj,M (A).
First, we show that B ⊂ Lx(Ij−4). Observe that
r ≥ r(Ij) ≥ 1
3
pj−1 ≥ 16
3
pj−5 ≥ pj−5 + pj−6 + · · · ≥ Pj−4,M−4,
so s = r − Pj−4,M−4 ≥ 0. Since F r(A) = Ij = F s ◦ F Pj−4,M−4(A), we have that
F s(F Pj,M (A)) = F pj−1 ◦ F pj−2 ◦ F pj−3 ◦ F pj−4 ◦ F s ◦ F pj−4,M−4(A) = Ij−4.
Thus F Pj−M (A) is contained in some Lx(Ij−4).
Let I+j = Γ
TBB(Ij−1). Then Ij ⊂ I+j ⊂ Ij−1 and mod(I+j \ Ij) ≥ K1δj−1.
For each I+j let µj = µ(I
+
j ) = max diam(U ), where the maximum is taken over components
of Dom′(I+j ). Fix any x ∈ F pn,M (A) and k ∈ {n −M,n −M + 1, . . . , n − 4}. Let ν be so
that F ν(x) = RIk(x). Let Ak denote the pullback of I
+
k \ Ik by F ν that contains x in the
bounded component of its complement. The degree of the mapping F ν : Lx(Ik) → Ik is
bounded from above by a universal constant depend only the critical points of F and their
orders, and by Lemma 3.13, there exists a constant C > 0 so that the dilatation of F ν |Ak is
at most Cµk. By property (1) in the construction of ΓZ0 , see page 61, we have the same for
F ν : CompxF
−ν(I+k )→ I+k . Hence there exists a constant K2 such that
mod(Ak) ≥ K1
K2
δk−1.
The annuli Ak are nested and surround F
pn,M (A), which implies that
mod(In−M , F pn,M (A)) ≥ K1
K2
(δn−M−1 + δn−M + · · ·+ δn−5).
The degree of the mapping F Pn,M |A is bounded from above by a constant independent of
M , and the degree of F pn,M |In is bounded from above by a constant K4(M).
Let V = In−M , and let B and B′ be the domains bounded by the inner and outer
boundary of An−4, respectively. Then
mod(V ,B) ≥ K1
K2
(δn−M−1 + δn−M + . . . δn−5).
Let δn−M−1,n−5 = minn−M−1≤i≤n−5{δi}. We may assume that K1/K2 < 1. Take M to be
the smallest integer greater than 4d(1 + δ)K2/K1 and set Let D = K4(M) and take K =
(4d(1+δ)K2
K1M
)1/D. Let κ > 0 be the number associated to K given by Lemma 5.8. By Lemma 5.8
we have that
mod(In \A) ≥ K
D
2d(1 + δ)
min{κ,mod(V \B)}
≥ min{ K
D
2d(1 + δ)
κ,
KD
2d(1 + δ)
K1
K2
Mδn−M−1,n−5}
≥ min{κ′, 4d(1 + δ)K2
2d(1 + δ)K1M
K1
K2
Mδn−M−1,n−5} = min{κ′, 2δn−M−1,n−5},
where κ′ = K
D
2d(1+δ)
κ. We also have that there exists K so that δj ≥ Kδj−1. This completes
the proof. 
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Using the construction of the enhanced nest above Z0 we immediate deduce:
Proposition 5.10. There exists δ > 0 such that for all j, 0 ≤ j ≤ n+ 1,
mod(I+j \ IZ
0
j ) ≥ δ, and mod(IZ
0
j \ I−j ) ≥ δ.
Since for all j ∈ {0, . . . , n− 1} we have that the critical values of F Pj are contained in I−j ,
and mod(IZ
0
j \ I−j ) is bounded away from 0, independently of j, the same argument given
in [KvS] implies:
Proposition 5.11 (See [KvS] Proposition 11.1). For any ε, ρ > 0, there exists δ > 0 such
that the following holds. Let F : U → V be a real-symmetric complex box mapping and
suppose that IZ
0
0 ⊃ IZ01 ⊃ · · · ⊃ IZ0n is the enhanced nest above Z0. Assume that IZ00 be
ε-nice and that it has ρ-bounded geometry with respect to c0. Then all I
Z0
j , 0 ≤ j ≤ n have
δ-bounded geometry.
Now we are in a position to prove our new result, that the puzzle pieces in the enhanced
nest or an enhanced nest over a central cascade are all quasidisks with bounded dilatation.
Proposition 5.12. For any K ≥ 1 there exists K ′ ≥ 1 such that the following holds. Let
I =: IZ
0
0 ⊃ Z0 be puzzle pieces. Suppose that I is a K-quasidisk. Then for all j, 0 ≤ j ≤ n,
IZ
0
j is a K
′-quasidisk.
Remark 5.5. In our applications, F : U → V is the complex box box mapping given by either
Theorem 5.2 or Theorem 5.3, so that IZ
0
0 is a Poincare´ lense domain Dθ(I0). In particular,
it is a K(θ)-quasidisk.
Proof. We will give the proof for the enhanced nest. The proof for the enhanced nest above
a long cascade of central returns is identical.
We will verify that the Ahlfors-Beurling Criterion, see Lemma 3.1), is satisfied for constant
C that depends only on the geometry of V \ U and the constant ρ from Theorem 5.1.
By Theorem 5.1, there exists ρ > 0, such that for any k > 0, there exist puzzle pieces
P+k ⊃ Ik ⊃ P−k such that mod(P+k \ Ik) and mod(Ik \ P−k ) > δ, and such that each In has
ρ−bounded geometry at the critical point.
Claim: There exists a constant η0 = η0(δ) > 0 such
dist(∂Ik,P
−
k ) ≥ η0 · diam(Ik) and dist(∂P+k , Ik) ≥ η0 · diam(P+k ).
Proof of claim: We will need the following:
Fact 1. For any δ > 0, there exists a constant c > 0 such that if mod(V \ U) > δ, then
dist(∂V ,U) > c · diam(U ).
Fact 2. There exists a constant M0 > 0 such that if U b V are topological disks with
mod(V \ U) > M0, then for any z0 ∈ U , there exists a round annulus A = {z : r <
|z − z0| < R} ⊂ V \U with mod(A) ≥ mod(V \U)−M0.
We will prove the first estimate in the claim, the second is similar. First suppose that
mod(Ik \ P−k ) > 3M0. Then by the above fact, there exists a round annulus A = {z : r <
|z−c0| < R} contained in Ik\P−k with modA ≥ mod(Ik\P−k )−M0. Since Ik has δ-bounded
geometry with respect to c0, we can assume that R is comparable to diam(Ik). But now
since r is much smaller than R, dist(∂Ik,P
−
k ) is comparable to diam(Ik).
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Now suppose that mod(Ik \ P−k ) ≤ 3M0, Then since Ik has δ-bounded geometry at c0,
there exists a constant c′, depending only on M0, such that diam(P−k ) ≥ c′ · diam(Ik).
Then since there exists a constant c such that dist(P−k , ∂Ik) > c · diam(P−k ) we have that
dist(P−k , ∂Ik) > cc
′ · diam(Ik). X
With the claim in hand, let In be a critical puzzle piece in the enhanced nest, and choose
points x, y ∈ ∂In. For each j ≥ 0, let pj be defined so that F pj |Ij+1 maps Ij+1 onto Ij as a
quasi-regular branched covering mapping with bounded degree and bounded dilatation, and
define sk = pn−1 + pn−2 + . . . pk. Let xj = F sj(x) and yj = F sj(y). For each j ≤ n, let γj
be the shortest path in ∂Ij connecting xj and yj. Suppose that there exists k ≥ 0, such
that |xk − yk| > (η0/2)diam(Ik), and let 0 ≤ k0 < n be maximal with this property. then
|xk0−yk0| > (η0/2)diam(γk0). Pulling back by F pk0 : Ik0+1 → Ik0 , we have that there exists a
constant C such that C|xk0+1−yk0+1| > diam(γk0+1), and |xk0+1−yk0+1| < (η0/2)diam(Ik0+1).
Since |xk0+1 − yk0+1| < (η0/2)diam(Ik0+1), by the claim, the line segment lk0+1 connecting
xk0+1 and yk0+1 is well-inside P
+
k0+1
\P−k0+1, and dist(γk0+1, ∂P+k0+1∪∂P−k0+1) ≥ η0·diam(Ik0+1).
By real-symmetry and since ∂Ik0+1 intersects the real line exactly twice, we can assume that
γk0+1 intersects the real line at most once. So we can remove a real ray that does not
intersect either lk0+1 or γk0+1 and contains the post-critical set of F . Choosing the branch
of F sk0+1 : In → Ik0+1 that maps x to xk0+1 and y to yk0+1, and pulling back by this map,
which has bounded dilatation, we have that there exists a constant C > 0, independent of
n such that C|xn − yn| ≥ diam(γn). Suppose now that no such k exists. Then |x0 − y0| <
(η/2)diam(I0), and there exists a constant C > 0 such that C|x0 − y0| > diam(γ0), so we
can argue as in the previous case. X 
From the definition of the enhanced nest above Z0 we immediately have
Proposition 5.13 (Good geometry for central cascades). There exists δ > 0 such that if
Z0 ⊃ Z1 ⊃ · · · ⊃ ZN+1 is a maximal central cascade, then there exists a δ-excellent puzzle
piece G0 which is combinatorially close to P 0. See page 57 for the definition of δ-excellent.
5.4. Chains without long central cascades. In this subsection, we will bound the sum of
the squares of the diameters of the puzzle pieces in any chain of puzzle pieces that intersects
the real-line and does not contain a long central cascade. These estimates are used to control
the dilatation of certain restrictions of fn. We will use the notation Y i to denote puzzle
pieces in a principal nest.
5.4.1. Combinatorial depth. Let c be a critical point and suppose that Y 3 c is a critical
puzzle piece. Let Y = Y 0 ⊃ Y 1 ⊃ Y 2 ⊃ . . . , where Y i+1 = Lc(Y i), be the principal nest
about c. Let m > 0, where we allow m =∞, be minimal so that RY 0 |Y 1(c) ∈ Y m−1 \ Y m.
If m is finite, define Cc(Y ) = Y m. If m is infinite, let Cc(Y ) = I∞.
If J is a return domain to an arbitrary complex puzzle piece I, and {Gi}ri=0 is the chain
with Gr = I and G0 = J where r is the return time of J to I, we define
Crit(I;J) =
( r−1⋃
i=0
Gi
)
∩ Crit(F ).
Similarly, if G = {Gj}sj=0 is an arbitrary chain such that the pullbacks of Gs and I are
either nested or disjoint, G0 ⊂ I and 0 = n0 < n1 < · · · < np = s are the integers with
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Gni ⊂ I, we define
Crit(I;G) =
p−1⋃
i=0
Crit(I;LGni (I)).
For any complex puzzle piece I and any critical point c we define
kc(I,G) = inf{kc ≥ 0 : there exists no j = 1, 2, . . . , s− 1 with Gj ⊂ Ckcc (Lˆc(I))},
where we take C0c (Lˆc(I)) = Lˆc(I) and
k(I,G) =
∑
c∈Crit(I;G)
kc(I,G).
The combinatorial depth of the chain G with respect to I is defined to be k(I,G). Note that
k(I,G) is well-defined even if I does not contain a critical point. These definitions are the
same if we replace I and J by nice intervals.
Let us recall the following result:
Proposition 5.14. [CvST, Proposition 7.1] For each δ > 0, k ≥ 0 and N ≥ 0 there exist
µ(k,N, δ) ∈ (0, 1) and δ′ > 0, and for each θ ∈ (0, pi) there exists ε > 0 so that the following
holds. Let I be a δ-nice interval with |I| < ε. Suppose that G := {Gi}si=0 is a chain such that
G0, Gs are nice intervals contained in I, the pullbacks of Gs and I are nested or disjoint, the
intervals G0, . . . , Gs−1 are pairwise disjoint and G0 ∩ ω(c0) 6= ∅. Assume that
k(I,G) ≤ k and #Crit(I;G) ≤ N.
Let Gˆs be an interval with Gs ⊂ Gˆs ⊂ (1 + 2δ)Gˆs ⊂ I. Let V = Dθ(Gˆs) ∩ CGs and
Ui = CompGiF
−(s−i)(V ) for i = 0, . . . , s. Then, there exists an interval Iˆ ⊃ G0 with
(1 + 2δ′)Iˆ ⊂ I such that
U0 ⊂ Dµ(k,N,δ)θ(Iˆ).
For any point x, let Y 0x ⊃ Y 1x ⊃ Y 2x ⊃ . . . be the principle nest constructed about x. Let
mˆ > 0, where we allow mˆ =∞, be minimal RY 0x |Y 1x (x) ∈ Y mˆ−1 \ Y mˆ. If mˆ is finite, define
C˜x(Y ) = Y mˆx and Cˆx(Yx) = Y mˆ+1x , By [vSV1, Theorem A] we have that Cˆx(Yx) is well-inside
C˜x(Yx), and that there exists a constant δ > 0 so that Cˆx(Y ) is δ-nice. If mˆ is infinite, let
C˜x(Y ) = Cˆx(Y ) = I∞.
Given a puzzle piece U 3 x, let kˆ(Y 0x ,U ) = kˆ be minimal so that C˜ kˆx(Y 0x ) ⊂ U , and we
define the depth of a puzzle piece U 3 x to be kˆ(Y 0U ,U).
Let {Uj}sj=0 be a chain of complex puzzle pieces. Suppose that Uj1 is a first return domain
to Uj0 and Uj2 is a first return domain to Uj1 , 0 ≤ j2 < j1 < j0 ≤ s. We say that {Uj}sj=0
is free from central returns if we have that RUj0 |Uj1 (Uj2) ⊂ Uj0 \Uj1 . A central cascade in
a chain {Uj}sj=0 is a sequence of critical puzzle pieces
Uj0 ⊃ Uj1 ⊃ Uj2 ⊃ · · · ⊃ UjN ⊃ UjN+1
from the chain so that for each i = 0, . . . , N, Uji+1 is a first return domain to Uji and return
time of Uji+1 to Uji is the same as the return time of Uj1 to Uj0 . The maximum number
N so that this occurs for a sequence of first returns in the chain is the length of the central
cascade. We say that {Uj}sj=0 does not have central cascades of length greater than N if any
central cascade in the chain {Uj}sj=0 has length less than N .
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5.4.2. Controlling the diameters of complex puzzle pieces. For convenience, let us restrict
to the case that F : U → V is a complex box mapping given by either Theorem 5.2 or
Theorem 5.3.
Let M ∈ N≥2, and let {Uj}sj=0 be a chain of complex puzzle pieces. Let us construct
the M-shielding intervals : For each Uj := Uj ∩ R, let k be the depth of Uj. Assume that
k is at least M + 1. Let x ∈ Uj. Then Uj ⊂ C˜k−1x (Y 0x ). For i, 0 ≤ i ≤ M − 2, let
Si(Uj) = Cˆk−(M−i)x (Y 0x ).
Lemma 5.15. There exist constants M ≥ 2, λ ∈ (0, 1) and θ0 ∈ (0, pi/2), such that for
any N ≥ M the following holds: Suppose that U is a puzzle piece with kˆ(Y 0U ,U) = N and
|S0(U)| sufficiently small. Let S0(U) ⊃ S1(U) ⊃ . . .SM−2(U), be the M-shielding intervals.
We have that
U ⊂ Dθ0(S0(U)) ∪Dλθ0(S1(U)) ∪ · · · ∪DλM−3θ0(SM−3(U)) ∪DαU (SM−2(U)),
with αU = |SM−2(U)|1/3.
Proof. First we define the number M in the statement of the theorem. Let J 3 x be a puzzle
piece of depth n, and δ > 0 be the universal constant so that for all i ∈ N, each Cˆix(Y 0x ) is
δ-nice. Let C be the constant given by Lemma 3.11. Let M be so that C · J ⊂ Cˆn−Mx (Y 0x ).
We will prove the lemma by induction of the depth of the puzzle pieces. Since the top
level puzzle pieces are Poincare´ lens domains, and puzzle pieces are nested or disjoint, the
initial step of the induction holds automatically for puzzle pieces with depth M . So suppose
that the statement holds for puzzle pieces of depth at most N ≥ M , and let us argue that
it holds for puzzle pieces of depth N + 1.
Let U be any puzzle piece of depth N + 1. Let s be so that U is a component of F−s(V),
and let {Uj}sj=0 be the chain so that U0 = U . Let us divide the chain {Uj}sj=0 into pieces
based on their depth. Let l0 = s. Let l1 < s be maximal so that there is a point x
′ ∈ Ul1 such
that Ul1 ⊂ Cˆx′(Y 0x′). Continuing inductively, if li has been defined, let li+1 < li be maximal
so that there exists a point x′′ ∈ Uli+1 such that Uli+1 ⊂ Cˆi+1x′′ (Y 0x′′), and so on.
By definition, we have that CˆN+1x (V(x)) ⊂ U0 ⊂ CˆNx (V(x)) ⊂ C˜Nx (V(x)) Let us now
consider the chain {Vj}s′j=0, where V0 = CˆNx (V(x)) and Vs′ = C˜Nx (V(x)).
Claim 1. There exists λ ∈ (0, 1) such that the following holds. Let 0 ≤ i ≤M−3, and let U˜i
be an interval that is well-inside Si(U0) and that contains Vs′ . Then there exists an interval
U˜i+2 that is well-inside of Si+2(U0), such that for any θ ∈ (0, pi/2)
CompV0(F
−s′(Dθ(U˜i)) ∩ CVs′ ) ⊂ Dλθ(U˜i+2),
where CVs′ = C \ (R \ Vs′).
Proof of Claim 1. Choose x ∈ U0. Let j3 > 0 be minimal so that Vj3 ⊂ C˜N−i+2x (Y 0x ). Such a
j3 exists since the return to C˜N−i+2x (Y 0x ) is non-central. Let J0 = Si(U0), and assuming that
J i has already been constructed let J i+1 = Lx(J i). Recall that there exists δ > 0 so that
Si(U0) is δ-nice. Let n ≥ 0 be minimal so that RJ0(x) ∈ Jn \ Jn+1. Let j1 < s be maximal
so that Vj1 ∈ Jn \ Jn+1. Note, j1 > j3. Let L denote the domain of the return mapping
to J0 that contains RnJ0(Vj1), and let j
′
1 > j1 be minimal so that Vj′1 ⊂ L. It follows from
Proposition 5.14 and Corollary 3.14 that there exists λ′1 ∈ (0, 1) and an interval K˜j′1 that is
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Dθ0(S0(U))
Dλθ0(S1(U))
DαU (SM−2(U))
Figure 12. The shielding intervals and Poincare´ disks with M = 4. When
we pull back, this picture replicates itself at successive depths. The pullback
of Dθ0(S0(Uj1)) is contained in Dλθ0(S1(Uj3)), the pullback of Dλθ0(S1(Uj0)),
is contained in DαU (S2(Uj3)), and the pullback of DαU (S2(Uj0)), is contained
in DηαU (S2(Uj3)) ∪Dθ0(S0(Uj3)), with η close to 1.
well-inside L, such that
CompVj′1
(F−(s
′−j′1)(Dθ(U˜i)) ∩ CVs′ ) ⊂ Dλ′1θ(K˜j′1).
To see this, observe that we can use Proposition 5.14 to control the angle when we pull back
from time s′ to the last visit to J0 before time j′1, and then use Corollary 3.14 to control the
angle when we pull back one more time along the return mapping of L to J0.
Let {Li} denote the chain with L0 ⊂ Jn\Jn+1, the component of R−nJ0 (L) that contains Vj1
and Ln = L. Since the pullback from L0 to Ln is along a diffeomorphic branch of a central
return, we have that there exists an interval K˜j1 well-inside L
0 and λ1 ∈ (0, 1) so that
CompVj1F
−(s′−j1)(Dθ(U˜i) ∩ CVs′ ) ⊂ Dλ1θ(K˜j1).
Moreover, L0 is δ
′-nice for some δ′ > 0. Let j2 > j3 be minimal so that Vj2 ⊂ C˜N−i+1x (Y 0x )\
CˆN−i+1x (Y 0x ). Let j′2 > j2 be minimal so that Vj′2 ⊂ L0. By Proposition 5.14 there exists
λ′2 ∈ (0, 1) and an interval K˜j′2 that is well-inside L0 such that
CompVj′2
F−(s
′−j′2)(Dθ(U˜i) ∩ CVs′ ) ⊂ Dλ′2θ(K˜j′2),
and by Proposition 5.14 and Corollary 3.14 there exists λ2 and an interval K˜j2 that is well-
inside LUj2 (Cn−i+1x (Y 0x )) such that
CompVj2F
−(s′−j2)(Dθ(U˜i) ∩ CVs′ ) ⊂ Dλ2θ(K˜j2).
Since K˜j2 is disjoint from Cˆn−i+1x (Y 0x ), the pullback of K˜j2 is contained in C˜n−i+2x (Y 0s ). Arguing
as before, by Proposition 5.14 and Corollary 3.14, there exist λ3 ∈ (0, 1) and K˜j3 well-inside
C˜n−i+2x (Y 0x ), so that
CompVj3F
−(s′−j3)(Dθ(U˜i) ∩ CVs′ ) ⊂ Dλ3θ(K˜j3).
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Finally by Corollary 3.14, there exists λ ∈ (0, 1) and an interval U˜i+2 that is well-inside
Si+2(U0) such that
CompV0F
−s′(Dθ(U˜i) ∩ CVs′ ) ⊂ Dλθ(U˜i+2).
X
As above, {Vj}s′j=0 denotes the chain with Vs′ = C˜Nx (Y 0x ) and V0 = CˆNx (Y 0x ). Now, let us
pull back the slit Poincare disk DαSM−2(U)(U˜M−2) ∩ CV s′ back along the chain {Vj}s
′
j=0.
Claim 2. There exist θ0 ∈ (0, pi/2), α ∈ (|SM−1(U)|1/3, |SM−2(U)|1/3) such that the following
holds. Let U˜M−2 be an interval that is well-inside SM−2(U0) and that contains Vs′ . Then
CompV0F
−s′(D|SM−2(U)|1/3(U˜M−2) ∩ CV s′ ) ⊂ Dα(C˜Nx (Y 0x )) ∪Dθ0(CˆN−Mx (Y 0x )) ∩ CV0 .
Proof of Claim 2: Recall that C˜Nx (Y 0x ) ⊂ SM−1(U0). Let us start by explaining how we use
Lemma 3.11 together with Proposition 5.14 to control the pullbacks of the Poincare´ disk
with small angle along many iterates of the return mapping to SM−2(U0).
Let t1 < s
′ be maximal so that Vt1 ⊂ SM−2(U0), then since there exists δ > 0 such that
(1 + 2δ)U˜M−2 ⊂ SM−2(U0), by Lemma 3.11, Proposition 3.7 and Proposition 5.14, there
exists η close to 1, δ′ > 0, and an interval (1 + 2δ′)U˜ ′t1 ⊂ LVt1 (SM−2(U0)), and an angle
θ0 ∈ (0, pi/2) such that
CompVt1F
−(s′−t1)(D|SM−2(U)|1/3(U˜M−2) ∩ CVs′ ) ⊂ Dη|SM−2(U)|1/3(U˜ ′t1) ∪Dθ0(CˆN−1−Mx (Y 0x )),
but now since SM−2(U0) is δ-nice, have that there exists an interval U˜t1 such that (1+2δ)U˜t1 ⊂
SM−2(U0) and
CompVt1F
−(s′−t1)(D|SM−2(U)|1/3(U˜M−2) ∩ CVs′ ) ⊂ D|SM−2(U)|1/3(U˜t1) ∪Dθ0(CˆN−1−Mx (Y 0x )).
Let us remark that further pullbacks of Dθ0(CˆN−1−Mx (Y 0x )) are handled by Claim 1, so we
will not treat them in detail in this part of the proof.
We now argue exactly as in the proof of Claim 1, but we control the loss of angle differently.
We set J0 = SM−2(U0), J i+1 = Lx(J i), and let n ≥ 0 be minimal so that RJ0(x) ∈ Jn \Jn+1.
We define times j1 < s
′ maximal so that Vj1 ∈ Jn \ Jn+1, j′1 > j1 minimal so that Vj1 ⊂
J0 \ J1. We let L = LVj′1 (SM−2(U0)), and we let {Li}
n
i=0 be the chain with Ln = L and
L0 = CompVj1R
−n
J0 (Ln). We let j2 > 0 be minimal so that Vj2 ⊂ C˜N−1x (Y 0x ) \ CˆN−1x (Y 0x ), and
we let j′2 > j2 be minimal so that Vj′2 ⊂ L0.
We have that there exists η close to 1, and interval U˜j′1 that is well-inside Ln so that
CompVj′1
F−(s
′−j′1)(D|SM−2(U)|1/3(U˜M−2) ∩ CVs′ ) ⊂ Dη|SM−2(U)|1/3(U˜j′1) ∪Dθ0(CˆN−1−Mx (Y 0x )).
Since the pullback from L0 to Ln is by a diffeomorphism, there exists η
′ close to one and an
interval U˜j1 that is well-inside L0 so that
CompVj1R
−n
J0
(Dη|SM−2(U)|1/3(U˜j′1) ∩ CVs′ ) ⊂ Dη′|SM−2(U)|1/3(U˜j1))
Now we have that there exists an interval U˜j′2 that is well-inside L0 so that
CompVj′2
F−(j1−j
′
2)(Dη′|SM−2(U)|1/3(U˜j1) ∩ CVs′ ) ⊂ Dη′|SM−2(U)|1/3(U˜j′2) ∪Dθ0(CˆN−M−1x (Y 0x )),
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and there exists η′′ close to 1 and an interval U˜j2 that is well-inside LVj2 (CN−1x (Y 0x )) so that
CompVj2F
−(j′2−j2)(Dη′|SM−2(U)|1/3(U˜j′2) ∩ CVs′ ) ⊂ Dη′′|SM−2(U)|1/3(U˜j2) ∪Dθ0(CˆN−M−1x (Y 0x )).
Finally, since |SM−1(U0)| < (1 + 2δ)−1|SM−2(U0)| we have that there exists an interval U˜
well-inside CˆN−1x (Y 0x ) such that
CompV0F
−j2(Dη′′|SM−2(U)|1/3(U˜j2) ∩ CVs′ ) ⊂ D|SM−1(U)|1/3(U˜0) ∪Dθ0(CˆN−Mx (Y 0x )).
X
This concludes the proof. 
Proposition 5.16. There exists C > 0 such that for any N ∈ N, the following holds.
Suppose that Us is a puzzle piece of level 0. Suppose that {Uj}sj=0 is a chain of puzzle pieces
without central cascades of length greater than N and that U0 intersects the real line. Then
s∑
j=0
(diam(Uj))
2 ≤ N · C · µ(V)1/3,
where µ(V) = maxV⊂V diam(V ), and the maximum is taken over connected components V
of V.
Proof. For each puzzle piece Uj, let S0(Uj) ⊃ S1(Uj) ⊃ · · · ⊃ SM−2(Uj) be the shielding
intervals for Uj := Uj ∩ R.
By Lemma 5.15 if for any Si0(Uj0), 0 ≤ j0 ≤ s and 0 ≤ i0 ≤ M − 2, there there are at
most N(M − 1) + 1 numbers j ∈ {0, 1, 2, . . . , s} such that there exists i, 0 ≤ i ≤M − 2 with
Si(Uj) = Si0(Uj0), then there exists C0 > 0 depending on N so that
s∑
j=0
M−2∑
i=0
diam(|Si(U)j|)2 < C0.
Since each
Uj ⊂ ∪M−3i=0 Dλiθ0(Si(Uj)) ∪D|SM−2(Uj)|1/3(SM−2(Uj)),
we have that there exists a constants C,C ′ > 0 such that
s∑
j=0
diam(Uj)
2 ≤ C
s∑
j=0
M−2∑
i=0
diam(Si(Uj))2 ≤ C ′.
So suppose that for some pair j0, i0 with 0 ≤ j0 ≤ s and 0 ≤ i0 ≤M−2, we have that there
are at leastN(M−1)+1, j ∈ {0, 1, 2, . . . , s} such that there exists i, 0 ≤ i ≤M−2, depending
on j, so that Si(Uj) = Si0(Uj0). Let k + 1 denote the depth of Uj0 . Let j1, 0 ≤ j1 ≤ j0 be
minimal so that Si0(Uj1) is a shielding interval, with the same subindex, for Uj1 , and for
all Ut such that Ut ⊂ C˜kc (Uj0) we have that Si0(Uj0) = Si0(Ut) is a shielding interval for
Ut and kˆ(Si0(Uj0), Ut) = kˆ(Si0(Uj0), Uj0). Choose some x ∈ Uj1 . Let J0 = C˜kx(Y 0x ), and let
J i+1 = Lx(J i) be the principal nest about x. Relabeling, if necessary, let j0 ≤ s be maximal
so that Si0(Uj0) is a shielding interval for Uj0 , j0 − j1 =: k0 > N, so that C˜x(J0) = Jk0 , and
the return from RJ1 → J0 has a critical point.
Notice that if j2 < j1 is maximal so that Uj2 ⊂ C˜x(J0) = Jk0 , then Uj2 is not contained in
the same component of the landing domain to Jk0 as Uj1 , so that the depth of Uj2 is k + 1.
By Proposition 5.12, there exists θ ∈ (0, pi) so that J2 ⊂ Dθ(J1). Since the chain, {Uj}sj=0
does not contain central cascades with length greater thanN , there exists k1 ≤ N and j′0, j1 <
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j′0 ≤ j0, so that we have that Uj′0 ⊂ Jk1\ Jk1+1, and there exists δ′ > 0 and θ′ ∈ (0, pi) depend-
ing on N , so that Uj′0 ⊂ Dθ′(LUj′0 (J
k1−1)). We have that CompUj1F
−(j′0−j1)(LUj′0 (J
k1−1)),
is a pullback of LUj′0 (J
k1−1) with bounded degree through a monotone branch of a return
mapping. Set µ(J0) = max diam(U) where the maximum is taken over components U of
Dom′(J0). Hence by Proposition 5.13 we have that there exists a constant C > 0 such that
j0∑
j=j1
diam(Uj)
2 ≤
j0∑
j=j′0+1
diam(Uj)
2 +
j′0∑
j=j1
diam(Uj)
2
≤ N · µ(J0) + max
j1≤j≤j′0
{diam(Uj)} ·
j′0∑
j=j0
diam(Uj)
≤ N · µ(J0) + C · max
j1≤j≤j0′
diam(Uj) ≤ CNµ(J0).
This gives us an estimate on the sum of the squares of the diameters whenever we pull back
though a monotone branch of a long central cascade in the principal nest.
Let us now combine the arguments when there are no central cascades with the argument
for controlling the sum through a central cascade. Observe that for j, j0 ≤ j ≤ s, we have
that
s∑
j=j0
diam(Uj)
2 ≤ N(
s∑
j=j0
M−3∑
i=0
(diamDλipi/2(Si(Uj)))2 + (diamD|SM−2(Uj)|1/3(SM−2(Uj)))2),
and this estimate holds if we take the sum on the left over segments of the chain that do not
pass though a cascade of central returns in a principle nest with length greater than N .
Let S denote the set of all shielding Poincare´ disks, that is S is the set of all Poincare´
disks,
Si,j = Dλipi/2(Si(Uj)), 0 ≤ j ≤ s, 0 ≤ i ≤M − 3,
together with
D|SM−2(Uj)|1/3(SM−2(Uj)), 0 ≤ j ≤ s.
where the domains in the union are not included with multiplicity. Thus we have that there
exists a constant C ′ > 0 such that
s∑
j=0
diam(Uj)
2 ≤ N
∑
S∈S
diam(S)2 + C ′
∑
c∈Crit(f)
∑
k
µ(C˜kc (Y 0c )),
where the last summand is restricted to k such that Cˆkc (Y 0c )) is at the start of a long central
cascade, which is bounded from above. In fact, by Lemma 5.15, M is universal, so we have
that there exists a constant C > 0 so that
s∑
j=0
diam(Uj)
2 ≤ N · C · µ(V)1/3.

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5.5. The good nest and complex bounds. We are going to adapt the construction of
the good nest of [AKLS] to multicritical complex box mappings. Suppose that F : U → V is
a complex box mapping given by Theorem 5.1, Theorem 5.2 or Theorem 5.3 with diam(V)
sufficiently small. For each critical point c ∈ Crit(F ), let V 0c = Compc(V), and let V 0 =
∪c′∈Crit(F )V 0c′ . For each c ∈ Crit(F ), letW 0c = Lc(V 0). The domainW 0c is the return domain
containing c to the union of puzzle pieces, ∪c∈Crit(F )(V 0c ). Assuming that for each critical
point we have constructed V ic ⊃W ic , we construct V i+1c ⊃W i+1c : Assume that c ∈ Crit(F ).
Let kc > 0 be minimal so that for some c
′ ∈ Crit(F ), F kc(c) ∈ V ic′ \W ic′ , and let lc > kc be
minimal so that for some c′′ ∈ Crit(F ), F lc(c) ∈W ic′′ . Let V i+1c = CompcF−lc(V ic′′). Once we
have constructed V i+1c for each c ∈ Crit(F ), let V i+1 = ∪c∈Crit(F )(V i+1c ),W i+1c = Lc(V i+1),
and W i+1 = ∪c∈Crit(F )(W i+1c ) .
The chain from V i+1c onto a component V
i
c′′ of V
i has order bounded by the number of
critical points of F , and the critical value F lc(c) is contained in W ic′′ . To see that it has
bounded order observe that the chain from V i+1c to F
kc(V i+1c ) can intersect each critical point
at most once and the mapping from F kc(V i+1c ) to V
i
c′′ is obtained by iterating diffeomorphic
branches of the return mapping to V i. By Proposition 5.16 for any n and any c ∈ Crit(F ),
the mapping from V nc up to the top level has bounded dilatation.
Before we prove complex bounds for this nest, let us state the following easy lemma.
Lemma 5.17. For each K and d there exists a constant κ > 0 so that for each K-quasi-
regular map g : U → V (which is a branched covering onto V ) the following holds. Let B ⊂ V
a disc and let A be a component of g−1(B). Then
mod(U \ A) ≥ κmod(V \B)).
Remark 5.6. If g : U → V has critical values in V \ B then there will be several preimages
of B. So in the previous lemma we consider the annulus generated by considering U minus
just one of the components of g−1(B).
Proposition 5.18. There exists δ > 0 so that for all j > 0, and c ∈ Crit(f),
mod(V jc \W jc ) > δ.
Proof. We are going to use a similar argument to the one given in the proof of moduli bounds
for the enhanced nest, compare Propostition 5.9 and [KvS].
For each c ∈ Crit(F ) and each i, let pi,c be so that F pi,c(V ic ) = V i−1c′ for some c′ ∈ Crit(F ).
Let 12#Crit(F ) + 5 ≤ M ≤ n. Let c1 be so that F pn,c(V nc ) = V n−1c1 , and assuming that ci
is chosen, let ci+1 be so that F
pn−i(V n−ici ) = V
n−(i+1)
ci+1 . Let
Pn,M,c = pn,c + pn−1,c1 + · · ·+ pn−(M−1),cM−1 .
Step 1: There exists a critical point c0 and k0 ≤ #Crit(F ) + 2 such that for some
x ∈ PC(F ), F Pn,M,c(W nc ) ⊂ Lx(V n−k0c0 ).
Claim 1. If c′ is so that F pn−1,c(V n−1c ) = V
n−2
c′ , then r(W
n
c ) ≥ pn,c ≥ pn−1,c + pn−2,c′ .
Proof of Claim 1. Let us start with the first inequality. Let r be the return time of c to V n.
Let kc > 0 be minimal so that c ∈ V n−1 \W n−1. Then V nc ⊂ Lc(LFkc (c)(V n−1)), and the
chain from Lc(LFkc (c)(V n)) to LFkc (c)(V n) is disjoint, so we must have that r > kc. Since
the return time of F kc(c) to W n−1 cannot exceed its return time to V n (since W n−1 ⊃ V n),
we have that r ≥ pn,c.
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 74
To see the second inequality, observe that as in the first part since V nc ⊂ Lc(Lfkc (c)(V n−1))
and W n−2 ⊃ V n−1, we have that pn−1,c ≤ kc. But now, since F kc(c) ∈ V n−1 \W n−1, and
W n−1 ⊂W n−2, arguing similarly, we have that pn−1,c + pn−2,c′ ≤ pn,c. X
The second inequality of the claim gives us the following recursive bound on the return
times: 
pn−1,c1
pn−1,c2
...
pn−1,cb
pn−2,c1
pn−2,c2
...
pn−2,cb

≥
[
Ib X
Ib 0
]

pn−2,c1
pn−2,c2
...
pn−2,cb
pn−3,c1
pn−3,c2
...
pn−3,cb

,
where X is a b × b square matrix with a single one in each row. The inequality should be
interpreted entry wise. Let
Ai =
[
Ib Xi
Ib 0
]
and set An = AnAn−1 . . . A1, then one sees easily that
An
 1...
1
 =

Tn
...
Tn
Tn−1
...
Tn−1

,
where Tn is the n+ 1-st Fibonacci number
T0 = 1, T1 = 2, T3 = 3, T4 = 5, . . . .
Observe that this is the sum of the entries in a row of An.
Let k ∈ N≥2. By the Pigeonhole Principle we have that for some critical point c0 ∈ Crit(F )
and some k0 ∈ {k, k + 1} the mapping from V n−1c to V n−2c′ , occurs after Tk0−1/(2#Crit(F ))
iterates of the mapping F pn−k0 ,c0 : V n−k0c0 → V n−k0−1c1 .
Take k = 6#Crit(F )+1, so that k0 ∈ {6#Crit(F )+1, 6#Crit(F )+2}. Then we have that
the mapping from V n−1c to V
n−2
c′ occurs after six iterates of the mapping from V
k0
c0
to V k0−1c1 .
Let t be the entry time of V n−1c to V
n−k0
c0
, then we have that F t(V n−k0c ) ⊃ V n−k0c0 . Let us now
define a sequence of critical points starting with c0: let ci+1 be so that F
pn−k0−i,ci (V n−k0−ici ) =
V
n−k0−(i+1)
ci+1 . Set
Pn−k0,M−k0,c0 = pn−k0,c0 + pn−k0−1,c1 + pn−k0−2,c2 + · · ·+ pn−M+1,cM−1 .
We have that F Pn−k0,M−k0,c0 (V n−k0c0 ) is a component of V
n−M .
Let k(V n−k0c0 ) denote the minimal return time to V
n−k0
c0
for x ∈ V n−k0c0 , and r(W n−k0c0 )
be the return time of W n−k0c0 to V
n−k0
c0
. Observe that the six iterates of the mapping from
V n−k0c0 to V
n−k0−1 occurs after r(W n−k0c0 ) + 4k(V
n−k0
c0
) iterates of F .
Claim 2. Pn−k0,M−k0,c0 ≤ r(W n−k0c0 ) + 4k(V n−k0c0 ),
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 75
Proof of Claim 2. Let P 0 = V 0c0 , and consider the modified principal nest over c0 :
P 0 c Q0 c P 1 c Q1 . . .
defined as follows. Let Q0 = Lc(P 0). Let k > 0 be minimal so that F k(c0) ∈ Q0 \ P 0, and
let l > k be minimal so that F l(c0) ∈ Q0. Let P 1 = Compc0F−l(Q0). Let Q1 = Lc0(P 1),
and continue inductively. Let tj be so that F
tj(P j) = P j−1, Observe that tj ≥ tj−1 + tj−2
since return of the critical point to Qj−1 occurs after it passes through P j−1\Qj−1, and then
through P j−2 \Qj−2. Assume that j0 is minimal so that P j0 ⊂ V n−k0c0 . The same reasoning
shows that, r(W n−k0c0 ) ≥ tj0 . Then we have that
(5.1) r(W n−k0c0 ) + 4k(V
n−k0
c0
) ≥ tj0 + 4tj0−1 ≥ tj0 + tj0−1 + · · ·+ t1 + t0 ≥ Pn−k0,M−k0,c0 X
Keeping the same notation as in the proof of the Claim 2 we have that P j0 ⊂ V n−k0c0 ⊂
F t(V n−k0c ) and s = r − Pn−k0,M−k0,c0 − t ≥ 0. So
F s ◦ F Pn−k0,M−k0,c0 ◦ F t(W nc )
is a component V nc′n of V
n. Assuming that c′j is defined, let c
′
j−1 be so that F
pj,cj (V jcj) = V
j−1
cj−1 .
We have that
F pn−k0+1,cn−k0+1 ◦ F pn−k0+2,cn−k0+2 ◦ · · · ◦ F pn,cn ◦ F s ◦ F Pn−k0,M−k0,c0 ◦ F t(W nc ) = V n−k0cn−k0 .
Therefore, for some x ∈ PC(F ), F Pn,M,c(W nc ) is contained in Lx(V n−k0cn−k0 ).
Step 2: Let i ∈ {n − k0, n − k0 − 1, . . . n −M}, let ν be the first entry time of B =
F Pn,M,c(W nc ) to some W
i
c . Let Di = CompBF
−ν(V ic ). The mapping F
ν : Di → V ic has
bounded degree, since after the first entry to V i it is obtained by iterating the non-critical
branches of the return mapping to V i. Let Ci = CompBF
−ν(W ic ) and set Ai = Di \ Ci.
Since for all j, V j ⊃W j ⊃ V j+1, we have that the Ai are disjoint.
Step 3: Let µj denote min(V
j
c \W jc ), where the minimum is taken over the critical points
c of F . Thus we have that
mod(F Pn,M,c(V nc ) \ F Pn,M,c(W nc )) ≥ (K1/K2)(µn−M + µn−M+1 + . . . µn−k0).
Step 4: It is obvious that the degree of F Pn,M,c|V nc is bounded by some constant D that
depends on M , so we only show that the degree of F Pn,M,c|Wnc is bounded by some constant
d that does not depend on M . From Step 1, we have that there exists k0 ∈ {#Crit(F ) +
1, 6#Crit(F ) + 2} so that F Pn,M,c(W nc ) ⊂ Lx(V n−k0c′ ). Since M − k0 ≥ 6#Crit(F ) + 2, by
Claim 2 of Step 1, there exists k1 ∈ {#Crit(F ) + 1, 6#Crit(F ) + 2}, so that the following
holds. Let us decompose the mapping F Pn,M,c|Wnc as F Pn−(k0+k1,M−(k0+k1),c1 ◦ F Pn,k0+k1,c |Wnc ,
where c1 ∈ Crit(F ), is such that F Pn,k0+k1,c(V nc ) = V n−(k0+k1)c1 . The degree of F Pn,k0+k1,c |Wnc
is bounded by a constant which depends only on #Crit(F ). Since M ≥ 12#Crit(F ) + 5 >
k0 + k1, F
Pn,k0+k1,c(W nc ) belongs to some other component Ly(V n−k0c ). Let r > 1 be such
that F r(Ly(V n−k0c )) = V n−k0c . We have that r > Pn−(k0+k1),M−(k0+k1),c, therefore the degree
of the mapping F Pn−(k0+k1),M−(k0+k1),c′′ |
F
Pn,k0+k1,c (Wnc )
is less than or equal to the degree of
some landing map R
V
n−k0
c
|Ly(V n−k0c ), which is bounded by some constant d which depends
only on b.
Step 5: Now apply Lemma 5.8 exactly as in the proof of Proposition 5.9. Notice that by
Lemma 5.17 there exists κ > 0 such that mod(V nc \W nc ) > κµn−1. 
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By Lemma 5.17, we have the following corollary:
Corollary 5.19. There exists δ0 > 0 so that each W
n is δ0-nice. In fact we have that for
each component U of (RV n|Wn)−1(Dom′(W n)) if W nc is the component of W n that contains
U then mod(W nc \U) ≥ δ0.
Let us now show that the puzzle pieces V nc from the good nest have δ-bounded geometry.
We will require the following lemmas from [KvS].
Lemma 5.20. Let U be a domain that has ρ-bounded geometry with respect to some point
x and let A ⊂ U be a domain containing x. Then U has Kρ-bounded geometry with respect
to all y ∈ A, where K depends only on mod(U \A).
Lemma 5.21. Let f : U → V be a (1 + η)-qc branched covering map B ⊂ V and A a
connected component of f−1(B). Then if B has ρ-bounded geometry with respect to some
point y in B then A has Kρ-bounded geometry with respect to x ∈ A, where K depends only
on mod(V \B), the degree of f and η > 0.
Let us show that each V jc has bounded geometry at c ∈ Crit(F ). The proof is the same
as the proof of [KvS, Proposition 11.1].
Proposition 5.22. The domains V jc have bounded geometry at c; that is, there exists η > 0
so that for each j, V jc ⊃ Dηdiam(V jc )(c).
Proof. Let ηj,c > 0 be so that V
j
c has ηj,c-bounded geometry at c. Let lc and c
′ ∈ Crit(f)
be so that f lc : V jc → V j−1c′ is onto. Since f lc(c) ∈ W j−1c′ and mod(V j−1c′ \W j−1c′ ) > δ,
by Lemma 5.20 there exists K1 so that V
j−1
c′ has K1ηj−1,c′-bounded geometry at f
lc(c). By
Lemma 5.21 there exists K2 so that f(V
j
c ) has K1K2ηj−1,c′-bounded geometry at f(c). Thus
we have that V jc has
√
K1K2ηj−1,c′ -bounded geometry at c. Thus the ηj,c are bounded away
from 0. 
6. Dynamics away from critical points: Touching box mappings
The purpose of this section is to deal with the set of points which always stay away from
critical points. More precisely, given an open set I which contains all critical points and the
immediate basin of all periodic attractors, define
E(I) = {x; fn(x) /∈ I for all n ≥ 0}.
In this section we will prove the following
Theorem 6.1 (QC-rigidity of points staying away from the critical points). Let f, f˜ be
conjugate maps as in Theorem A. Let I be an open set which contains all critical points and
the immediate basin of all periodic attractors. Then there exists a quasiconformal mapping
h so that h(E(I)) = E(I˜) and so that h|E(I) is a conjugacy between f and f˜ .
The proof of this theorem will be given at the end of this section, and is complicated by
the fact that we do not want to exclude the presence of parabolic periodic points. We will
construct suitable “touching box mappings” extending certain certain iterates of the real
mapping along diffeomorphic branches. These touching box mappings will be different from
complex box mappings as the boundaries of their domains and the boundaries of their ranges
will intersect. As mentioned, the reason we need these touching box mappings is because we
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need to deal with the part of the dynamics which does not come close to critical points, and
since we will eventually need to cover the entire space by suitable complex domains.
In Subsection 6.3 we shall give a precise definition of the notion of “touching box mapping”,
while in the next subsection we will treat the local situation near (not necessarily hyperbolic)
repelling periodic points.
6.1. Touching box mappings and petals at (possibly parabolic) periodic points.
To simplify the notation, if f ∈ C, we will identify f with it’s asymptotically holomorphic
extension of order 3.
Proposition 6.2 (Petals and local QC conjugacies within petals). Assume that f ∈ C, that
p is a periodic point with f s(p) = p and that there exists a one-sided neighbourhood [p, q0] of
p with Df s(x) ≥ 1. Then there exists θ0 ∈ (0, pi/2) and δ > 0 so that for each θ ∈ (0, θ0)
and for any interval J = [p, q] ⊂ [p, q0] with |J | < δ, such that f s|J is a diffeomorphism and
J ′ = f s(J) ⊃ J , the following holds.
(1) U := Comppf
−s(Dpi−θ(J ′)) is contained in V := Dpi−θ(J ′) and they intersect only in
the periodic point.
(2) Comppf
−ks(Dpi−θ(J ′)) is contained in a set of the form Dpi−θ(Jk) where Jk ⊂ J and
|Jk| → 0 as k →∞.
Moreover, assume that f˜ is another mapping which is topologically conjugate to f with cor-
responding periodic point p˜ and intervals J˜ , J˜ ′, so that either Df s(p) and Df˜ s(p) are both
greater than one or both equal to one, and J and J ′ are so small that U˜ := Compp˜f˜
−s(V˜ )
is contained in V˜ := Dpi−θ(J˜ ′).
(3) Then there exists a K-qc homeomorphism H : C→ C that maps ∂U∪∂V to ∂U˜∪∂V˜
such that f˜ s ◦H = H ◦ f s on U . Here K depends on |J |/|J ′|, |J˜ |/|J˜ ′| and θ.
In other words, H maps V \U to V˜ \ U˜ and is a conjugacy on Cl(U).
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φ(∂V ) = l±
φ(∂U)
Figure 13. Part of the touching box mapping at a fixed point p of f s, with
domain U := Comppf
−s(Dpi−θ(J ′)) is contained in V := Dpi−θ(J ′). The map-
ping z 7→ 1/z sends the curves ∂U , ∂V to the wedge-shaped curves on the
right.
We note that by [MdMvS], see also Theorem IV.B in [dMvS], each C3 mapping of the
interval or circle has at most a finite number of parabolic or attracting periodic points.
We should note that in the parabolic case, we construct a qc map which maps the parabolic
petal associated to f(z) = z + zn+1 + . . . to that of f˜(z) = z + zn˜ + . . . where n and n˜ are
not necessarily the same. If n 6= n˜, this qc mapping can definitely not be extended to a
global conjugacy. Since n and n˜ are not necessarily the same, we cannot argue exactly as in
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for example [M, Chapter 10], but have to vary the argument a little. We find it also useful
to ensure that V is a Poincare´ domain, so the shape of the ’petals’ differs marginally from
those usually constructed.
That U is contained in V does not simply follow from Proposition 3.7, because no loss of
angle is allowed at the points where U and V touch.
Proof. It is enough to consider the case that p is a fixed point.
Case 1: Assume that Df(p) > 1. Recall that
∂¯f
y2
→ 0 as y → 0,
and we can express
f(z) = λz + az2 +O(z3) +R(x, y),
where R(x, y) is C3 and DjR(0, 0) = 0 for j = 0, 1, 2, 3, and R(x, y) = o(‖(x, y)‖3). Note
that we are abusing notation and denoting both the interval mapping and its asymptotically
conformal extension by f .
Consider the coordinate transformation w := φ(z) = 1/z. Since ∂V consists of two pieces
of circles, φ(∂V ) consists of two rays of lines l± in the w-plane, which can be parametrized
by
x = α|y|+ x0 where w = x+ iy,
where α > 0 depends on θ (with α→∞ as θ → 0) and where x0 = 1/|J ′|. The mapping z 7→
f(z) = λz+az2+O(z3) (where a ∈ R) corresponds in ω-coordinates to w 7→ g(w) = (1/λ)w−
(a/λ2) +O(1/w) whereas its preimage corresponds to w 7→ g−1(w) = λw+ (a/λ) +O(1/w).
Since (α|y|+x0+i·y) ∈ l± = ∂V is mapped by g−1 to (λ(α|y|+x0)+(a/λ)+O(1/w))+i(λy+
O(1/w)) ∈ ∂U , we get that ∂φ(U) is parametrized by (α|y′|+λx0 + (a/λ) +O(1/w)) + i · y′)
(where y′ = λy + O(1/w)). So φ(∂U) is also the image of φ(∂V ) under the map w =
(x+ i · y) 7→ (x+ (λ− 1)x0 + a/λ+O(1/w) + i · (y+O(1/w)). That is, φ(∂U) is up to small
error a translation of φ(∂V ) to the right (since x0 < λx0 + a/λ+O(1/w) when x0 is large).
So φ(V \ U) corresponds to the strip drawn on the right in Figure 13. The 2nd assertion
follows immediately.
Assume that f˜ is a similar map, with corresponding U˜ , V˜ and g˜. So ∂V˜ can also be
parametrized by x = α|y| + x˜0 where w = x + i · y and x˜0 = 1/|J˜ |. Let us now construct
a qc mapping H : C → C in the w plane so that Hˆ(φ(U)) = U˜ , Hˆ(φ(V )) = φ(V˜ ) and
Hˆ◦g = g˜◦Hˆ on φ(U). To do this, we first define a foliation as follows. Take w = (x+i·y) ∈ l+,
i.e. x = α|y| + x0 with y > 0, and consider the line segment L(w) connecting w to g−1(w).
Let us show that all these line segments are disjoint. For this observe that for w ∈ l+, the
vectors Tw(l+) and Dg
−1Tw(l+) are both transversal to and both have the same orientation
with respect to the vector g−1(w)−w. (To see this, note that Dg−1Tw(l+) = Dg−1w (α+ i) =
(λ+O(1/w2))(α+ i), that g−1(w)−w = (λ−1)w+(a/λ)+O(1/w) and that w = x+ iy is of
the form x = α|y|+ x0.) Since the same holds for w ∈ l−, we obtain a foliation on φ(V \U)
consisting of the line segments L(w), w ∈ l±. For w ∈ φ(V \U) define L(w) to be the line
segments which contains w. Similarly, we have a foliation on φ(V˜ \ U˜) consisting of the line
segments L˜(w˜), w˜ ∈ l˜± corresponding to f˜ . Note that l˜± = l± + (x˜0 − x0).
Choose Hˆ : l± → l˜± so that it maps (α|t| + x0 + i · t) ∈ l± to (α|t˜| + x˜0 + i · t˜) ∈ l˜±
where t˜ = tρ and ρ = log λ˜/ log λ. Then define the mapping Hˆ mapping the leaves of
the foliation to the leaves of foliation, interpolating linearly as before. Then, taking w ∈
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l± and w˜ = Hˆ(w) ∈ l˜±, we have ||g˜−1(w˜) − w˜||/||g−1(w) − w|| = ||(λ˜ − 1)w˜ + (a˜/λ˜) +
O(1/w˜)||/||(λ − 1)w + (a/λ) + O(1/w)|| ≈ ||w||ρ−1. At the same, taking w,w′ ∈ l± nearby
we have ||Hˆ(w)− Hˆ(w′)||/||w−w′|| ≈ ||w||ρ−1. It follows that Hˆ is a K-quasiconformal map
from φ(V \ U) to φ(V˜ \ U˜). Next extend Hˆ to the right of φ(∂V ) to the right of φ(∂V˜ )
by Hˆ(w) = g˜−n ◦ Hˆ ◦ gn(w) where n = n(w) ≥ 0 is minimal so that gn(w) ∈ φ(V \ U).
Next choose Hˆ so that for each 0 ≤ x ≤ x0 the point (α|t| + x + i · t) ∈ l± is mapped
to (α|t˜| + x(x˜0/x0) + i · t˜) ∈ l˜± where t˜ = tρ. Then Hˆ(α|t| + i · t) = (α|tρ| + i · tρ) for
t ≥ 0. One can extend Hˆ in various ways to the left of the sector (α|t| + i · t), t ∈ R, for
example defining Hˆ for each vector v not in the sector between (α− i) and (α+ i), as follows
Hˆ(t · v) = tρ · v. In this way we get a globally defined qc mapping Hˆ. Therefore H : C→ C
defined by H(z) = φ−1 ◦ Hˆ ◦ φ(z) is again a quasiconformal map such that H(U) = U˜ ,
H(V ) = V˜ and f˜ ◦H = H ◦ f on U .
Observe that the mapping f |U is monotone, and U contains no parabolic points. So that
Lemma 4.4 implies that
∞∑
n=0
|(f |U)−n(U)|2 < C|U |1/2.
Since we have no loss of angle at periodic points, and f ∈ C this implies that the dilatations
of the gn : g−n(φ(V \ U)) → φ(V \ U) are summable, and indeed bounded from above by
C|U |1/2.
Case 2: Let us now consider the parabolic case, i.e. f(z) = z + azn+1 + . . . with a > 0. In
this case define the w = φ(z) = 1/zn. Then f corresponds to g(w) = w− (na) +O(1/ n√|w|)
which has inverse g−1(w) = w+ (na) +O(1/ n
√|w|). The set ∂V corresponds under φ to the
n-th power of the half-lines l± from Case 1 (note that φ(z) = (1/z)n). One can parametrize
l± by α|y| + x0 + i · y ∈ C where y ∈ R and where α → ∞ when θ → 0. The n-th
power of these two half-lines is equal to (α|y| + x0 + i · y) = yn(±α + x0/y + i)n, which
for |y| large is again almost a line. When α > 0 is sufficiently large, φ(∂V ) is contained in
{w = x+ i ·y ; x, y ∈ R and x ≥ A} with A large. Moreover, φ(∂V ) can be parametrized by
β(t) + i · t+ x0 where β is a smooth function with β′(s)→ ±c as s→ ±∞ with α ∈ (0,∞)
depends on θ and α → ∞ when θ → 0) and where x0 = (1/|J ′|)n. The set g−1(φ(∂V )) is
to the right of φ(∂V ) since a > 0. Hence φ(V \U) corresponds again to a similar strip as
before, see the right part of Figure 13, and that U ⊂ V with only a common point in p.
Now assume that f˜ is a similar map, with corresponding U˜ , V˜ and g˜, but not necessarily
with the same order of contact. That is f˜(z) = z + a˜zn˜+1 + . . . and φ˜(z) = 1/zn˜. Let us
again define a mapping Hˆ similarly as before. For each w ∈ φ(∂V ) take the line segment
L(w) connecting w to g−1(w) ∈ φ(∂U). As before, this defines a foliation in φ(V \U). Next
define Hˆ : φ(∂V )→ φ˜(∂V˜ ) by mapping w = β(t)+i ·t+(1/|J |)n to w˜ = β˜(t)+i ·t+(1/|J˜ |)n˜.
Next extend Hˆ : φ(∂V )→ φ(∂V˜ ) continuously to Hˆ : φ(V \U)→ φ(V˜ \U˜) so that for each
w ∈ l±, the line segment L(w) is mapped to the line segment L˜(w) by linear interpolation.
Note that in this case ||g˜−1(w˜)− w˜|| and ||g−1(w)− w|| (with w ∈ φ(∂V ) and w˜ ∈ φ˜(∂V˜ ))
are both bounded. As defined, we have that Hˆ is K-qc for some K ≥ 1. To see that Hˆ is
K ′-qc. we need only observe that backward orbits converge to 0 at a rate
|z′−n| 
( 1
1
|z0|d + dn
)1/d
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and since f is Cd+2, and the asymptotically conformal extension is of order d + 2 in a
neighbourhood of 0 in the complex plane. So that we can bound that qc constant of Hˆ from
above by
K +
∞∑
n=0
( 1
1
|z0|d + dn
)(d+1)/d
,
which converges. It follows that Hˆ : φ(V \ U) → φ(V˜ \ U˜) is K-quasiconformal. Next
extend Hˆ to the right of φ(∂V ) to the right of φ(∂V˜ ) by Hˆ(w) = g˜−n ◦ Hˆ ◦ gn(w) where
n = n(w) ≥ 0 is minimal so that gn(w) ∈ φ(V \ U). On the strip between the sector
(c|t|+ i · t), t ∈ R and ∂V define Hˆ so it maps to the strip between the sector (α|t|+ i · t),
t ∈ R ∂V˜ by linearly interpolating horizontal lines. In particular, Hˆ(α|t|+ i · t) = α|t|+ i · t
for all t ∈ R and Hˆ is K-quasiconformal on the sector to the right of these rays through 0.
Since φ is not univalent anyhow, we will not extend Hˆ globally.
Let β = arg(α + i) ∈ (0, pi/2). Then φ maps the sector {z ∈ C; | arg(z)| < β/n} to the
sectorto right of (α|t| + i · t), t ∈ R. Similarly, φ˜ maps the sector {z ∈ C; | arg(z)| < β/n˜}
to the sector to right of (α|t| + i · t), t ∈ R. So we obtain that H(z) = φ˜−1 ◦ Hˆ ◦ φ(z)
is a well-defined K-qc mapping from the sector {z ∈ C; | arg(z)| < β/n} to the sector
{z ∈ C; | arg(z)| < β/n˜}. Note that H(te±i·β/n) = tn˜/ne±i·β/n˜. Finally, one can extend H
so that H(te±i·γ) = tn˜/ne±i·γ˜ where [β/n, 2pi − β/n] 3 γ 7→ γ˜ ∈ [β/n˜, 2pi − β/n˜] is a linear
map. 
6.1.1. Touching box mappings and petals in a complex neighbourhood of (possibly parabolic)
periodic points. This subsection is an addendum to Proposition 6.2. We will show how to
extend conjugacies to neighbourhoods of periodic points in the hyperbolic repelling case or
in the parabolic case when the multiplicities of the parabolic points are the same.
Proposition 6.3 (Petals and local QC conjugacies within petals). Let f, f˜ be topologically
conjugate maps which satisfy the assumptions of the previous proposition and let p, p˜ be
corresponding periodic points of, say, period s. Moreover, assume that either
(1) p and p˜ are both hyperbolic repelling periodic points of f , f˜ respectively, or
(2) p and p˜ are both parabolic and
f s(x) = p+ λ(x− p) + a(x− p)d+1 + o(|x− p|d+1)
and
f˜ s(x) = p˜+ λ(x− p˜) + a˜(x− p˜)d+1 + o(|x− p˜|d+1)
where λ = λ˜ ∈ {−1, 1}, d = d˜ and a, a˜ have the same sign.
Then one can obtain a quasiconformal conjugacy H on a complex neighbourhood of p.
Proof. The case when p is hyperbolic and repelling was already considered in the proof of
the previous proposition. Let us next consider the case that s = 1, λ = 1, a > 0 and d = 2.
For convenience assume p = 0. Then f has a fixed point at 0 which on R repels on both
sides of p. Therefore there exists two repelling petals along the real line. Let us assume that
on these two repelling petals the conjugacy is already defined. Since d = 2, there exists one
attracting petal between the repelling petals in the vertical direction at p. Indeed, consider
w := φ(z) = 1/z2 and let g be the mapping corresponding to f in the w-coordinates (taking
the branch corresponding to the positive half-plane in the left-panel of Figure 14.). Take
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Figure 14. Part of the touching box mapping at a fixed point p of f s, with
domainU := Comppf
−s(Dpi−θ(J ′)) is contained in V := Dpi−θ(J ′). In this case
U maps to V . The pre-image under z 7→ 1/z2 of the wedge-shaped region on
the right, bounded by half-lines φ(m±) and n±, have preimages which form
part of the boundary of the horizontal and vertical petal. The point 0 in the
w plane is marked by a • in the right panel.
two half-lines n± through a point in the negative real axis in the w-plane as in the figure
and consider g(n+). Then φ−1(n±) and φ−1(g(n±)) bound two regions U and V (only the
components in the upper half-plane are shown in Figure 14). The part of the petal to the
right of p above the real axis is bounded by curves l and m (and the real axis). These curves
correspond in the w-coordinates to half-lines φ(l±) and its image under g. As in the proof
of the previous proposition g is close to a a translation. The conjugacy H from the previous
proposition is defined on W , the image of V in w-coordinates. So in the w-coordinates H is
defined above the line φ(m+) and below the line φ(m−)). This mapping can be extended in
the same way to the region in the w-plane to the left of n± and above the real line. Exactly
as in the proof of the previous proposition, this gives a quasiconformal conjugacy on the
right half of the petal V . To construct the conjugacy on the left half of the petal V , we
next extend the conjugacy in the same way on the left petal. In this way, we obtain in this
case a qc conjugacy on a complex neighbourhood of p.
If d > 2 there are more petals, but in the same way we glue the construction of the
conjugacies of the petals along the real line to a conjugacy on a neighbourhood of p.
If d = 1 and a > 0 then one has an attracting and repelling petal along the real line, and
there are no other petals. In this case, in order to ensure that the petal regions overlap, we
introduce a region which is no longer lens-shaped: replace the lines x = α|y|+x0 with α > 0
in the w-plane, as was done in Figure 13, to lines x = α|y|+ x0 with α < 0 as in Figure 15.
The corresponding regions then are no longer lens-shaped, but we as before we can glue the
construction of the conjugacy in the attracting petal on the left with the conjugacy in the
repelling petal on the right to obtain a quasiconformal conjugacy on a neighbourhood of
p. 
6.2. Angle control in the presence of parabolic points. To prove the existence of the
touching box mappings, we shall also need the following corollary.
Corollary 6.4. Suppose that f is C3 and that p is a periodic point of period s. There
exists δ > 0 and θ0 ∈ (0, pi/2), such that for any θ ∈ (0, θ0) and all i sufficiently large,
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Figure 15. Part of the touching box mapping at a fixed point p of f s, with
domain U := Comppf
−s(Dpi−θ(J ′)) is contained in V := Dpi−θ(J ′). The map-
ping z 7→ 1/z sends the curves ∂U , ∂V to the wedge-shaped curves on the
right. Here φ(∂V ) = l±
.
we have the following. Take J = [p, q0] and J
′ = f s(J), with |J ′| < δ. Assume that x is
such that fk(x) = p and that Jx is a one-sided neighbourhood of x so that f
k(Jx) → J is a
diffeomorphism with Dfk(x) 6= 0. Then
Compxf
−n(Dpi−θ(J ′)) ⊂ Dpi−θ(Jx),
where n = k + is.
Proof. When f is analytic, we argue as follows. By Proposition 6.2, Comppf
−is(Dpi−θ(J ′)) ⊂
Dpi−θ(J) for all i > 0. Moreover, for fixed θ, the curvature of the boundary of f−isDpi−θ(J ′))
tends to ∞ as i → ∞, and the diameter of this set shrinks to zero. At the same time, fk
is a C3 diffeomorphism from a real neighbourhood Wx of Jx to a neighbourhood of J , the
curvature of Dpi−θ(J) is bounded, and (fk|Wx)−1(Comppf−is(Dpi−θ(J ′))) and Dpi−θ(Jx) are
tangent to each other at x.
To make this argument work when f is C3 we need to show that the curvature of
f−isDpi−θ(J ′)) tends to ∞ as i→∞. Let J0 = J ′ and set Jk = Comppf−ks(J0). Let ΛJk be
the rescaling from an interval I of unit size to Jk, k = 0, . . . , i and let g = Λ
−1
J0
◦ f s ◦ΛJ1 near
p. By the Faa` di Bruno Formula, we have the following expression for the second derivative
of gk.
D2gk(z) = D2g ◦ gk−1(z) · (Dgk−1(z))⊗2 +
k−1∑
j=1
Dgk−j ◦ gj(z) ·D2g ◦ gj−1(z) · (Dgj−1(z))⊗2.
Since the asymptotically holomorphic extension of f is C3, there exists C0 > 0 be so that
‖f‖C3 < C0. In particular, we have that Df s and D2f s are uniformly Lipschitz. Thus we
have that if x0 ∈ Jk and y0 ∈ Comppf−ks(Dpi−θ(J0)), then
‖Df s(x0)−Df s(y0)‖ ≤ C0|x0 − y0| ≤ C0|Jk|.
So we have that
‖Df s(y0)‖ ≤ C0|Jk|+ ‖Df s(x0)‖.
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By the chain rule, we have that
‖Dfks(y0)‖ ≤
k∏
i=1
(
C0|Ji|+ ‖Df s(f si(x0))‖
)
≤ C1
k∏
i=1
(
|Ji|+ |Ji−1||Ji|
)
≤ C2
k∏
i=1
|Ji−1|
|Ji|
(
1 +
|Ji|2
|Ji−1|
)
≤ C3
(J0
J1
)k k∏
i=1
(
1 +
|Ji|2
|Ji−1|) ≤ C4
( |J0|
|J1|
)k
.
Now for the rescaled maps, observe that there exists a constant C ′ so that
‖D(Λ−1J0 ◦ f sk ◦ ΛJk)|‖ ≤ C ′,
and
‖D2(Λ−1Ji−1 ◦ f s ◦ ΛJi)(x)‖ ≤ C ′|Ji|‖D2f s|Dθ(Ji)‖.
Observe that for a fixed periodic point p, ‖D2f s|Dθ(J1)‖ is bounded. Therefore we have that
there exists a constant C > 0 such that
‖D2gk‖ ≤ C
k∑
i=1
‖D2(Λ−1Ji−1 ◦ f s ◦ ΛJi)‖ ≤ C
k∑
i=1
|Ji|,
which can be made as small as we like by choosing of J ′ = J0 small. 
Proposition 6.5 (Pullbacks of Poincare´ lens domains). Let f ∈ C be a mapping with periodic
points. Let I be a real neighbourhood of the set of critical points of f and let B0 be the union
of the immediate basins of attraction of the periodic attractors of f . There exist constants
δ > 0, C > 0 and θ0 ∈ (0, pi/2), so that for any θ ∈ (0, θ0), there exists θ′ with the following
properties. Let Z ′ and P ′ = M \ Z ′ be a set and a partition given by Lemma 4.9, so that
each periodic point in Z ′ is within distance δ from a different point in Z ′, on both sides if
the periodic point is repelling on both sides. Let J ′ be a component of P ′ and let J be a
component of f−n(J ′) such that fn|J is a diffeomorphism. Assume that f i(J)∩ (I ∪B0) = ∅
for all i = 0, . . . , n− 1. Then
CompJf
−n(Dpi−θ(J ′)) ⊂ Dpi−θ′(J),
where θ′ < Cθ.
Proof. Case 1. Let us first suppose that J ′ does not contain a parabolic point in its boundary.
By Lemma 4.5, there exists a constant C such that
∑n
i=0 |f i(J)|3/2 < C. Moreover, since f
has no wandering domains, there exists a constant C ′ > 0 such that for all i, |f i(J)| < C ′|J ′|.
So we have that
n∑
i=0
|f i(J)|2 < C ′|J ′|1/2
n∑
i=0
|f i(J)|3/2 < CC ′|J ′|.
Now, by Lemma 3.15, since fn : J → J ′ is a diffeomorphism,
(fn|J)−1Dpi−θ(J ′) ⊂ Dpi−θ′(J),
where |θ′ − θ| → 0 as |J ′| → 0.
Case 2. Suppose now that J ′ contains a parabolic periodic point p in its boundary. Let pˆ
denote the orbit of p. For convenience let us assume that f s is orientation preserving near
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p. Let k0, 0 ≤ k0 ≤ n be minimal so that k0(J) contains a point of pˆ in its boundary. Let
k1, k1 ≥ k0 be minimal so that fk1(J) contains p in its boundary. Then by Proposition 6.2
Compfk1 (J)f
−(n−k1)Dpi−θ(J ′) ⊂ Dpi−θ(fk1(J)).
By Lemma 3.15, there exists θ′, close to θ so that
Compfk0 (J)f
−(n−k0)Dpi−θ(J ′) ⊂ Dpi−θ′(fk0(J)).
By the choice of P ′, fk0(J) cannot contain a parabolic periodic point in its boundary. If
k0 = 0 we are done. Otherwise, arguing as in Case 1 finishes the proof. 
6.3. Global touching box mappings. In order to deal with the part of the dynamics
which stays away from the set of critical points, we shall introduce so-called global touching
box mappings. These are maps for which the domains and ranges touch at certain points,
and where the domain does not contain critical points. These objects are similar to what
was constructed in Kozlovski’s thesis [Ko] and are defined as follows. (But in Kozlovski’s
setting there are big bounds and no parabolic points, so we have to argue somewhat more
carefully here.)
Consider a C3 mapping f : M → M , where M is [0, 1] or S1. Let B0 be the union of
immediate basins of attraction of f (possibly one-sided). Let Z ′ be a finite forward invariant
set containing the boundary points of B0, the boundary points of a nice real neighbourhood
K of the set of critical points of f and all parabolic orbits. Let N ≥ 1 be an integer,
Z ⊂ f−N(Z ′) and take θ ∈ (0, pi/2). We say that
FT : UT → VT
is a touching box mapping if the following hold. Let P and P ′ be the partitions corresponding
to Z and Z ′, respectively.
(a) We have
VT = ∪J ′Dpi−θ(J ′)
where the union runs over all components J ′ of P ′.
(b) We have closure(UT ) contains
[0, 1] \ int(B0 ∪K) or S1 \ int(B0 ∪K).
(c) For each component J of P in the complement of K ∪B0, there exists an integer k =
k(J) ≤ N so that fk|J is a diffeomorphism and J ′ := fk(J) ∈ P ′. Correspondingly,
there exists a set U(J) with U (J) ∩ R = J , which is mapped by the asymptotically
holomorphic extension of fk : J → J ′ ∈ P ′ diffeomorphically onto Dpi−θ(J ′); that is,
fk(J) : U(J)→ CompJ ′(VT )
is a an asymptotically conformal diffeomorphism. Define FT |U(J) to be this extension
of fk(J) and let
UT =
⋃
J
U (J)
where the union is taken over all these intervals J .
(d) UT ⊂ VT . More precisely, each component of UT is either compactly contained in
VT or it has a quadratic tangency with VT . Any two components of UT which have
a common end point, do not have a tangency.
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Note that by Theorem B of [MdMvS] there are only finitely many periodic attractors.
Note that UT does not contain critical points of f , and that UT does not cover the entire
interval [0, 1] (resp. S1). See Figure 2 for a sketch of a global touching box mapping.
Theorem 6.6 (Global touching box mappings). Suppose that f ∈ C is a mapping with
periodic points. For each τ > 0, there exists a nice real neighbourhood K of the set of critical
points of f , such that diam(K(c)) < τ for each c ∈ Crit(f), and finite forward invariant sets
Z and Z ′ as above, and θ ∈ (0, pi/2) so that these choices give a touching box mapping as
defined above.
Moreover, if f˜ is another mapping of class C that is topologically conjugate to f by a
conjugacy that maps parabolic points bijectively to parabolic points, then we can take Z,Z ′, θ
for FT so that
• if Z˜, Z˜ ′ and θ˜ = θ are the corresponding objects for f˜ , these objects yield a touching
box mapping for f˜ ;
• there exists a qc mapping H : C→ C with H(VT ) = V˜T , H(UT ) = U˜T which agrees
with the topological conjugacy on Z and which agrees on the petals attached to periodic
points in Z ′ with the conjugacy H defined in Proposition 6.2;
• inside the components Vi of VT , which do not intersect UT , we can choose H : Vi →
V˜i, so that it extends a qs-conjugacy h : Vi → V˜i provided that the following holds: for
each x ∈ Vi so that there exists fn(x) ∈ Z ′ one has f˜n ◦ h(x) = H ◦ fn(x).
Proof. Let θ0 ∈ (0, pi/2) and δ > 0 be as in Proposition 6.2. Let P be the partition given by
Lemma 4.9. Let c be any critical point of f . If f is infinitely renormalizable at c we can choose
P(c) so that |P(c)| < τ ; moreover, taking P(c) smaller if necessary we can assume that if
c′ is any critical point whose orbit accumulates on c, then |Compc′f−n(P(c))| < τ, where n
is minimal so that fn(c′) ∈ P(c). If f is finitely renormalizable at c, then let K ′ = P(c).
The interval K ′ is a periodic interval of period s ≥ 0 and the mapping f s : K ′ → K ′ is non-
renormalizable. Observe that we do not exclude the possibility that f is non-renormalizable
at c. By the last point of Lemma 4.9 there exists a nice interval K(c) containing c such
that |K(c)| < τ for any c ∈ Crit(f) and ∂K(c) consists of preperiodic points. Let Z ′ be
a smallest finite forward invariant set that contains the boundary points of all immediate
basins of periodic attractors of f , all parabolic periodic orbits, and the points ∪c∈Crit(f)∂K(c)
and with the property that each periodic point p in Z ′ is within distance δ from a point p′
in Z ′, with p′ 6= p (on each side if p is repelling on both sides). Such a set exists by Lemma
4.9. Let Z0 be the collection of periodic points in Z
′. Now choose θ ∈ (0, θ0) so small that
for any interval T and any n for which f i(T )∩ (I ∩B0) = ∅, i = 0, 1, . . . , n− 1, so that fn|T
is a diffeomorphism, one has
CompTf
−n(Dpi−θ(T ′)) ⊂ Dpi−θ0(T ),
where T ′ = fn(T ).
Next choose N0 large enough so that each point x ∈ Z ′ is mapped into Z0 within N0
iterates of f , and choose N > N0 so that N −N0 is a multiple of the periods of the periodic
orbits of f in Z0 and so large that we can apply Corollary 6.4 for each p ∈ Z0 and each
x ∈ Z ′; in other words, when Jx is a component of P ′ containing x in its boundary and J ′p
is a component of P ′ containing p = fN(x) ∈ Z0, then
Compxf
−NDpi−θ(Jp)) ⊂ Dpi−θ(Jx).
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Now let
Z = {x : fN(x) ∈ Z ′ and f i(x) /∈ I ∪B0 for all i = 0, 1, . . . , N − 1},
and let P be the corresponding partition. For each component J of P , there exists k(J) ≤ N
such that fk|J is a diffeomorphism and J ′ := fk(J) ∈ P ′. If k < N , then fk(J) is equal to a
component of I or of B0. Define VT = ∪J ′∈P ′Dpi−θ(J ′). Let UT = ∪J∈PU (J), and
FT (x) = f
k(J)(x).
Now we need to check that FT : UT → VT is a touching box mapping. We must show that
UT ⊂ VT in the required way. Let J ∈ P and let Jˆ be the component of P ′ which contains
J . By
CompTf
−n(Dpi−θ(T ′)) ⊂ Dpi−θ0(T ),
we have that
U (J) ⊂ CompJ(f−k(J)Dpi−θ(J ′)) ⊂ Dpi−θ0(J) ⊂ Dpi−θ(Jˆ),
when J and Jˆ do not have a common boundary point. If J has a common boundary point
with J ′ then we have that U(J) ⊂ V (J ′).
It follows from Proposition 6.2 that there is a qc-conjugacy as in the statement of the
theorem. Consider a point x where ∂UT and ∂VT are tangent to each other. Each such
point is contained in Z and therefore is mapped by some iterate fn to a periodic point
fn(x) = p. Hence, provided that θ ∈ (0, pi/2) is chosen sufficiently small, we can define H
near x by nearly repeating the argument of Proposition 6.2.
That H is quasisymmetric at a point x where some Vi and Vj touch can be seen as follows.
Each such point is mapped under N0 iterates to some periodic point b ∈ Z0 of say period
s with associated petal(s) Vi′ and Vj′ . By construction H is a quasiconformal conjugacy
on a complex neighbourhood of b intersected with the Poincare´ lens domains Vi′ and Vj′ .
Moreover, if y is near b and fn(y) ∈ Z ′, then f˜n(H(y)) ∈ Z˜ ′. Such points converge no faster
than exponentially to b and the rates of approach are the same from both sides of b. Since
f 7→ fN(t) is a diffeomorphism near x, and the assumption that parabolic periodic points
are mapped bijectively to parabolic periodic points that there exists a similar sequence of
points approaching from both sides of x and the rates of approach are the same. It follows
that H is quasisymmetric at x. 
The proof of Theorem 6.1 follows immediately from the following corollary to Theorem
6.6.
Corollary 6.7 (Rigidity away from Crit(f)). Consider two C maps f and f˜ as in the
Theorem A that are topologically conjugate, by a topological conjugacy that maps hyperbolic,
respectively parabolic, periodic points of f to hyperbolic, respectively parabolic, periodic points
of f˜ . Assume that associated to these maps we have two touching box mappings
FT : UT → VT and F˜T : U˜T → V˜T
defined as in the Theorem 6.6. Then there exists a quasiconformal conjugacy H : VT → V˜T
so that H(UT ) = U˜T , and so that F˜T ◦H = H ◦ FT on UT . Restricted to VT \ UT , this H
agrees with the H from Theorem 6.6.
Proof. Define H0 to be equal to the K-qc map H : VT → V˜T from Theorem 6.6. Since
H(UT ) = U˜T , F˜T ◦ H = H ◦ FT on ∂UT , and FT : UT → VT and F˜T : U˜T → V˜T are
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conjugate, and these maps have no critical points, we can inductively define Hn on UT by
F˜T ◦Hn = Hn−1 ◦ F on UT and Hn = Hn−1 on VT \ UT .
It follows from Lemma 4.5 as we pull back that the limiting mapping is K ′-qc: we can
control the sum of diameters along the pullbacks of intervals, which in turn controls the
constant of quasiconformality. 
Note that the Julia set K(FT ) = {z ∈ UT ; (fT )n(z) ∈ UT for all n ≥ 0} of the touching
box mapping FT : UT → VT is in general not hyperbolic (if f has parabolic periodic points).
7. Combinatorial equivalence and external conjugacies
In this section, we will show that two holomorphic complex box mappings that are non-
renormalizable and combinatorially equivalent are quasiconformally conjugate, and in the
smooth case, we show that the restrictions of smooth, quasiregular complex box mappings
to their real traces are quasisymmetrically conjugate on the real line, provided that there
exists an external quasiconformal conjugacy between them. We will define this notion below
and we will also prove a theorem that tells us when such an external conjugacy exists (see
Theorem 7.1).
We say that two real-symmetric box mappings F : U → V and F˜ : U˜ → V˜ are strongly
combinatorially equivalent if there exist two real-symmetric homeomorphisms Hi : V → V˜ ,
i = 0, 1 such that
• F˜ ◦H1 = H0 ◦ F on U ;
• H1 = H0 on V \ U ;
• H1 = H0 on V = V ∩ R.
Note that this implies that H0 maps a critical point of F to a critical point of F˜ of the
same order (and the post-critical set of F to the post-critical set of F˜ ). Also note that
H1 and H0 are homotopic relative to V \ U and V ∩ R. Hence we can find a sequence of
real-symmetric homeomorphisms Hn : V → V˜ with F˜ ◦ Hn+1 = Hn ◦ F . In this way, each
puzzle piece P of F (i.e. component of F−n(V)) corresponds to a unique puzzle piece P˜ of
F˜ , i.e., Hk(P ) = Hn(P ) is a puzzle piece of level n for F˜ for each k ≥ n.
We say that H0 is an external conjugacy if
(1) H0(V) = V˜ ,
(2) H0(U) = U˜ ,
(3) F˜ ◦H0 = H0 ◦ F on ∂U .
See Figure 16. An external conjugacy provides us with a boundary marking H on ∂U for
any puzzle piece U of level n through the formula H0 ◦F n(z) = F˜ n ◦H(z) for z ∈ ∂U , when
there is a choice of pullback (e.g. when F n|U is not univalent) we choose H so that it maps
points on the real line to points on the real line and preserves the order on the real line.
H0
U
V V˜
U˜
Figure 16. An external conjugacy. H0 : V → V˜ is a conjugacy on the bound-
aries of the puzzle pieces in U .
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7.1. Existence of external conjugacies.
Theorem 7.1 (Conditions for the existence of a quasiconformal external conjuagacy). There
exists θ ∈ (0, pi/2) such that the following holds. Assume that F : U → V and F˜ : U˜ → V˜ are
complex box mappings which are non-renormalizable and strongly combinatorially equivalent
that extend the real return maps to I and I˜, where I and I˜ are unions of critical puzzle
pieces. Moreover, assume that
(1) F, F˜ are real-symmetric and that all components of U , U˜ intersect the real line, and
that the components of V , V˜ that intersect Ω′ are Poincare´ discs with angle pi − θ;
(2) there exist touching box mappings FT : UT → VT and F˜T : U˜T → V˜T with angle pi−θ′
satisfying the angle condition
θ ∈ (0, θ′/2),
where for any critical point c of F , VT (c) ∩ R = I(c), and similarly for the corre-
sponding objects associated to F˜ .
(3) F : U → V and F˜ : U˜ → V˜ both satisfy the gap and extension properties from page 51.
Furthermore, assume that there exists a quasiconformal homeomorphism h : V → V˜ so that
(4) h : ∂(U ∩ R)→ ∂(U˜ ∩ R) is a bijection which conjugates F and F˜ on these sets;
Then there exists a quasiconformal external conjugacy H with H(V) = V˜, H(U) = U˜ and
F˜ ◦H = H ◦ F on ∂U .
Proof. The proof of this theorem is almost the same as the one given in the first part of
the proof of Theorem B’ in [LvS2, page 440–442] except that we shall use the conjugacy at
periodic points associated to the touching box mappings, see Theorem 6.6. In order to be
complete, we will outline the proof here.
Let V be a component of V .
Step 1: A+ := (V \U)∩H+ is a quasidisk (i.e. ∂A+ is a quasicircle.) Here H± are the upper
and lower half-planes. For convenience we write U± = U ∩H± and V ± = V ∩H±. To show
that A+ is a quasicircle, we use the Ahlfors-Beurling Criterion which says a topological circle
γ is a quasicircle, if there exists a constant C for any two points z1, z2 ∈ γ there exists an arc
γz1,z2 ⊂ γ such that diam(γz1,z2) ≤ Cdist(z1, z2). To verify this condition take z1, z2 ∈ ∂A+.
If z1, z2 are both in ∂V
+, then the Ahlfors-Beurling Criterion holds because ∂V + is piecewise
smooth. Note that by assumption there exists a neighbourhood V ′ of V and for each
component Ui of U that intersects the orbit of a critical point has a neighbourhood U ′i
which is mapped with bounded degree on a component of V ′. Observe that by Lemma 3.13
we may assume that any other component of the domain is a Poincare´ lens domain with
angle bounded uniformly away from pi/2. Hence the Ahlfors-Beurling Criterion also holds
on ∂U+i (with a constant which is independent of i). If z1, z2 are in different components
∂U+i , ∂U
+
j of ∂U
+, then the Ahlfors-Beurling Criterion holds uniformly.
Step 2: Let us construct a quasiconformal mapping h : V → V˜ with h(U) = U˜ . We start by
noting that each xi ∈ ∂(U∩R) is mapped to some bi ∈ ∂V , and that each bi ∈ ∂V is mapped
by fN0 to a periodic points ai in the finite forward invariant set associated to the touching box
map. The angle condition is satisfied, and there exist complex neighbourhoods Di around
each of these finitely many periodic points ai and neighbourhoodsWi around each xi so that
fN0 ◦F maps Wi univalently onto Di (and extends univalently onto a neighbourhood of Di)
and so that fN0 ◦F (Wi∩Ui) ⊂ VT . Of course around each ai ∈ ∂(V∩R), there exists also a
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neighbourhoodWi so that f
N0 mapsWi univalently ontoDi and so that f
N0(Wi∩V) ⊂ VT .
For convenience choose Di so that HT (Di) = D˜i. Now define H : ∂V+ → ∂V˜+ so that
HT ◦ fN0 = f˜N0 ◦ H on Wi ∩ ∂V+ where Wi are the neighbourhoods of ∂(V+ ∩ R) as
above. Extend this mapping on the remainder of ∂V by defining H : ∂V → ∂V˜ so that it
distorts arc-length by a constant factor. Next define a provisional mapping H0 : V → V˜
which agrees with the H : ∂V → ∂V˜ we just defined and so that H0(F (c)) = F˜ (c˜) for the
finitely many critical points of F . Choose H : Ui → U˜i so that F˜ ◦ H = H0 ◦ F , where
the choices of inverses of F˜ |U˜i are determined by the ordering on the real line. On ∂U ∩ R,
the mapping H is defined by the assumption of the theorem. Thus H is defined on ∂A+.
Let φ be the restriction of H to ∂A+. Let us show φ is a quasisymmetric homeomorphism
on this quasicircle. To do this, we need to show that for any three points z1, z2, z3 ∈ ∂A+
which are roughly equidistant, H(z1), H(z2), H(z3) are also roughly equidistant. If zi are all
in some set Wj as above, then using that f
N0 ◦ F |Wi is univalent, by the Koebe Distortion
Theorem, we get that yi := f
N0 ◦ F (zi), i = 1, 2, 3 are also roughly equidistant. Since HT
is quasiconformal, this implies that H(zi) = (f˜
N0 ◦ F˜ )−1 ◦HT (yi) are also all equidistant. If
zi are not all in some set Wj as above, then we argue exactly as in case (b) in [LvS2, page
442].
Step 3: It follows that there exists a quasiconformal map H : A+ → A˜+ (and similarly a
quasiconformal mapping H : A− → A˜−.) Since we already defined a quasiconformal map
H : Ui → U˜i we obtain the required quasiconformal mapping H : V → V˜ . 
7.2. Rigidity of non-renormalizable analytic complex box mappings.
Proposition 7.2 (The Spreading Principle (Analytic Version)[KSvS1] page 769). Suppose
that F : U → V and F˜ : U˜ → V˜ are strongly combinatorially equivalent holomorphic box
mappings. Suppose that h : C → C is a K-qc external mapping for F and F˜ . Let O ⊃
Crit(F ) be a nice open set consisting of puzzle pieces. Let φ : O → O˜ be a K-qc mapping
that respects the boundary marking on each component of O. Then there exists a K-qc
mapping Φ: V → V˜ such that the following hold:
• Φ = φ on O;
• for each z ∈ V \O,
F˜ ◦ Φ(z) = Φ ◦ F (z);
• |∂¯Φ| < k on V \Dom(O), where k satisfies K = 1+k
1−k ;
• for each puzzle piece P which is not contained in Dom(O), Φ(P ) = P˜ and Φ: P →
P˜ repects the boundary marking.
Theorem 7.3 (QC rigidity of combinatorially equivalent complex box mappings). Suppose
that F : U → V and F˜ : U˜ → V˜ are corresponding complex box mappings given by either
Theorem 5.2 or Theorem 5.3. In particular assume that they satisfy conditions 1, 2 and 3
of Theorem 7.1. Assume further that F and F˜ are strongly combinatorially equivalent via
homeomorphisms H0 and H1, where H0 is a quasiconformal external conjugacy. Then F |U∩R
and F˜ |U˜∩R are quasisymmetrically conjugate; that is, there exists a qs mapping H : U → U˜
such that H ◦ F = F˜ ◦ H on U and in particular, H maps critical points of F to critical
points of F˜ and H(F i(c)) = F˜ i(H(c)).
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Proof. This theorem is proved Lemma 6.6 and 6.7 and Section 6.4 of [KSvS1]. Lemma 6.6
and 6.7 show that there exist δ > 0 and arbitrarily small critical puzzle pieces U which
have δ-bounded geometry and so that first the first landing map to U extends to a definite
neighbourhood of U , so that U is δ-nice. Lemma 6.6 deals with the case that F is reluctantly
recurrent and Lemma 6.7 deals with the persistently recurrent case. The proof of this lemma
relies on Theorem 5.1. One then uses the Spreading Principle, as in In Section 6.4 of [KSvS1],
to complete the proof of the theorem. 
Remark 7.1. In Section 8, we will show that the conditions of Theorem 7.1 are satisfied for
these complex box mappings.
We will now develop the tools that we will need to deal with smooth mappings. Qua-
sisymmetric rigidity for smooth complex box mappings is proved in Theorem 7.8.
7.3. Restricting the puzzle to control dilatation. Let us give some terminology. Sup-
pose that F : U → V is a complex box mapping. For n ∈ N ∪ {0}, the Yoccoz puzzle pieces
of level n, denoted by Yn is the set of connected components of F−n(V) and P is a puzzle
piece if P a component of Yn for some n. The Yoccoz puzzle is the set of all puzzle pieces.
In this subsection we will define a sub-puzzle M of Y . Roughly, we construct it from the
Yoccoz puzzle by excluding from the Yoccoz puzzle all puzzle pieces that are critical puzzle
pieces that are deep in long cascades of central returns or that are complex puzzle pieces
that do not intersect the real line and are obtained as a “complex” pullback of such a puzzle
piece through a long central cascade, and we do not refine puzzle pieces that do not intersect
the real line. We will refer to this nest as the modified Yoccoz puzzle. The modified Yoccoz
puzzle does not give a partition of U in the same way as some Yn; it has “holes” off the
real line when there is a long cascade of central returns, see Figure 17. An important step
in the proof of rigidity of complex box mappings is filling in these holes. This is done in
Theorem 7.5. Let us be more precise.
Let b denote the number of critical points of F . Fix N0 ≥ 12b2 − 4b (notice that N0 ≥ 8).
We will call central cascades of length longer than N0 long. Suppose that U 3 c, c ∈ Crit(F ),
is a critical puzzle piece. Assume that k ∈ N is such that Ck+1c (Y 0c ) ⊂ U ( Ckc (Y 0c ). Let
Z0 = Ckc (Y 0c ), and let
Z0 ⊃ Z1 ⊃ Z2 ⊃ . . .
be the principal nest about c. We will say that U is deep in a central cascade if U ⊂ ZN0 ,
and the return time of c to U is the same as its return time to Z0. It is easy to see that
when we exclude puzzle pieces that are deep in a sufficiently long central cascade, we do not
exclude puzzle pieces from the enhanced nest,any enhanced nest over a central cascade or
from the good nest, from the modified puzzle: Provided that N0 ≥ 12b2 − 4b, any puzzle
piece I in the enhanced nest has the property that if {Ui}si=0 is the chain of puzzle pieces
with U0 = I and Us = V , a component of V , then no critical puzzle piece Ui is deep in a
central cascade. This follows immediately from the fact that the mapping F pi : Ii+1 → Ii
between two puzzle pieces in the enhanced nest has bounded degree, see [KSvS1], Section 8,
and similarly for the puzzle pieces in the enhanced nest over a long central cascade and for
puzzle pieces in the good nest.
Let M0 be the components of V . These are the puzzle pieces of level 0 in the modified
Yoccoz puzzle. Assuming that Mn−1 is defined, let M̂n denote the collection of all puzzle
pieces (F |P ′)−1(P ), for P ∈Mn−1 and P ′ ∈Mn−1, with P ′ ∩R 6= ∅. We have that either
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Excluded puzzle pieces
deep in a central cascade
and their pullbacks
Figure 17. Exclude puzzle pieces that pass through long central cascades,
and their pullbacks from the Yoccoz puzzle.
• F−1(P ) intersects the real line (M̂n contains all real puzzle pieces) or
• F−1(P ) is not properly contained in a connected component of some Mi, 0 ≤ i ≤
n − 1 which does not intersect the real line(M̂n contains all largest puzzle pieces
that do not intersect the real line).
Now we remove certain puzzle pieces which pass through long cascades of central returns
from M̂n. We let Mn denote the set of all puzzle pieces U in M̂n such that one of the
following holds:
(1) If U is a critical puzzle piece, U is not deep in central cascade (we exclude real puzzle
pieces that are deep in central cascades).
(2) If U is a largest complex puzzle piece, then U ∈Mn if one of the following holds:
(a) The smallest puzzle piece in the (full) puzzle Y that intersects the real line and
that contains U is not deep in a central cascade.
(b) The smallest puzzle piece in the (full) puzzle Y that intersects the real line and
that contains U is deep in a central cascade,
V 0 ⊃ V 1 ⊃ V 2 ⊃ · · · ⊃ V N ⊃ V N+1,
and if 1 ≤ i ≤ N is such that U ⊂ V i \V i+1, then U intersects a component of
(V i \ V i+1) \R−iV 0(V 0 \ V 1), which intersects the real line.
(We exclude complex puzzle pieces that are pullbacks of puzzle pieces through a long
cascade of central returns, unless these pullbacks are along real branches of the return
map.)
Let M denote the collection of all puzzle pieces U , such that U ∈Mn for some n.
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Proposition 7.4. There exists C > 0 such that for any n ≥ 0, if U0 ∈Mn then
n∑
i=0
(
dist (F i(U0),R) + diam(F i(U0))
)2
< C · µ(V)1/3.
Proof. Let Ui = F
i(Un) for i = 0, . . . , n. We decompose the chain {Ui}ni=0 into pieces in a
similar way as in the proof of Lemma 5.16. If U0 is a puzzle piece that intersects the real
line, then this follows from Lemma 5.16. So we can suppose that U0 does not intersect the
real line. Let m > 0 be minimal so that Um+1 is a real puzzle piece. Then the puzzle pieces
U0, . . . ,Um are all largest complex puzzle pieces, moreover for each of these puzzle pieces
either condition 2(a) or 2(b) holds, see page 91. If condition 2(a) holds for Um, Let Uˆm be
the smallest real puzzle in ∪n−mi=0 Mi that contains Um. Suppose first that condition 2(a)
holds for Um. If for all 0 ≤ i ≤ m condition 2(a) holds for Ui, let Uˆi = CompUiF−(m−i)(Uˆm).
Observe that since Um−1 ⊂ Uˆm−1 we must have that Uˆm−1 intersects the real line, for if
not, then since Uˆm−1 does not intersect the real line, Um−1 /∈M, which is a contradiction.
Moreover, if Uˆm−1 is deep in a central cascade (and condition 2(b) on page 91 does not
hold), Um−1 would have been excluded from Mn−(m−1), and U0 could not be in Mn. Thus
we have that Uˆm−1 is a puzzle piece in the modified Yoccoz puzzle. Arguing inductively, we
have that Uˆ0 is a real puzzle piece in the modified Yoccoz puzzle, so
n∑
i=0
(dist (F i(U0),R) + diam(F i(U0)))2 ≤
m∑
i=0
diam(F i(Uˆ0))
2 +
n∑
i=m+1
diam(F i(Um+1))
2,
which is bounded as required by Lemma 5.16.
So let k0 ≤ m be maximal so that condition 2(b) holds for Uk0 , and let Uˆk0 be the
component of (V i\V i+1)\R−iV 0(V 0\V 1) that intersectsUk0 . Let j be so that RV 0|V 1 = F j|V 1 ,
and let l0 be maximal so that Uk0−l0j ∈ V l0 \V l0+1. Then there exists a constant C > 0 such
that
∑k0
k=k0−l0j diam(Uk)
2 ≤ Cdiam(V 0). Since the diameters of the puzzle pieces at the
tops of long central cascades decays exponentially, Proposition 5.13, we can control the sum
of the squares of the diameters of the subsequences of {Ui}mi=0 which pass through central
cascades. For the segments of the orbits that are not pullbacks through long cascades of
central returns condition 2(a) holds, and we argue as in the first case until the next central
cascade. 
7.4. Statement of the QC\BG Partition of a Central Cascade. Let us describe a
theorem that we will use when there are no long central cascades. If there are no long
central cascades, then this theorem is not required. Let N0 ∈ N be the lower bound on the
length of a long central cascade. We will assume that N0 ≥ 12b2 − 4b. Suppose that c is a
recurrent critical point of F : U → V . Fix a critical point c0 ∈ ω(c) chosen so that c0 has
even order if there exists a critical point of even order in ω(c) and let I0 be the component of
V that contains c0. For each k ∈ N, such that Cˆkc0(I0) is the first puzzle piece in a maximal
central cascade of length N ≥ N0, let Gc0(k), denote the δ-excellent puzzle piece given by
Proposition 5.13. Recall that Gc0(k) is a (1 + 1/δ)-quasidisk.
Definition 7.1. Suppose that I is is a real puzzle piece. A necklace neighbourhood of I is
a countable union of pairwise disjoint open sets Ui ⊂ C such that I = ∪Ui.
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Recall the definition of a (K, δ)-qc\bg mapping from page 23. We will say that a mapping
H : Ω → Ω˜ is (K, δ)-qc\bg in the upper half-plane if it is (K, δ)-qc\bg, and the following
holds: Let X1 and X˜1 be the subsets of Ω and Ω˜ given in the definition of a (K, δ)-qc\bg
mapping. We require additionally that each component P of X1 that is contained in H+
additionally satisfies
mod(Ω ∩H+ \ P ) ≥ δ and, mod(Ω˜ ∩H+ \ P˜ ) ≥ δ.
We will refer to this property as H having moduli bounds in the upper half-plane.
Let us assume the following proposition, which we prove in the Section 7.6. It is one of the
key ingredients for proving rigidity of smooth mappings. It is designed to be applied with
the QC Criterion in the upper half-plane to show that there is a quasiconformal mapping
with the same values on the real line. It can be thought of as a Carleson Box construction
of a quasiconformal mapping, but where rather than controlling the dilatation on every box,
we only control the dilatation on a subset, and prove that the complementary set satisfies
certain geometric bounds. Recall that µ(J0) = maxU⊂Dom′(J0) diam(U), where the maximum
is taken over connected components U of Dom′(U).
Theorem 7.5 (QC\BG Partition of a Central Cascade). There exist K0, Kˆ ≥ 1, δ0, C > 0
such that for any K ≥ 1, δ > 0, c ∈ Crit(F ) and k ∈ N with the property that Cˆkc (I0c ) is
the first puzzle piece in a maximal central cascade of length N ≥ N0 the following holds: Let
J0 = Gc0(k) and let J˜0 be the corresponding puzzle piece for F˜ . Let R : J1 → J0 be the
first return mapping of J1 to J0 and R˜ : J˜1 → J˜0 be the first return mapping of J˜1 to J˜0.
Assume that H0 : J
0 → J˜0 is a (K, δ)-qc\bg mapping which respects the boundary markings
on ∂J0 and ∂J1. Then there exists a (K ′, δ′)-qc\bg mapping H : J0 → J˜0 with the following
properties:
• K ′ = max{Kˆ,K(1 + Cµ(J0))(1 + Cµ(J˜0)),
• δ′ = min{δ0, δ(1 + Cµ(J0))−1, δ(1 + Cµ(J˜0))−1},
• there exists a partition of J0 into sets disjoint sets X0, X1, X2 and X3, and similarly
for the objects marked with a tilde,
such that:
(1) For i = 0, 1, 2, 3, H(Xi) = X˜i.
(2) The set X0 has measure zero and H satisfies (2.1) at each x ∈ X0.
(3) The set X1 and the corresponding set X˜1 are union of pairwise disjoint topologi-
cal disks Y , respectively Y˜ = H(Y ), with δ′-bounded geometry and if Y and Y˜ are
contained in the upper half-plane
mod(J0 ∩H+ \ Y ) ≥ δ′ and, mod(J˜0 ∩H+ \ Y˜ ) ≥ δ′.
(4) The set X2 contains a necklace neighbourhood of the real line and J
0 \ J3. For any
puzzle piece P ⊂ X2 for F and for each z ∈ ∂P we have H ◦R(z) = R˜ ◦H(z).
(5) The set X3 and X˜3 are K1-quasidisks that are disjoint from the set of puzzle pieces
that intersect the real line and H|X3 is Kˆ-quasiconformal.
We define N c(k) = X2.
This will be proved in Section 7.6.
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W 0
V 0
Figure 18. The puzzle pieces V 0 and W 0 together with some pullbacks.
The pullbacks of components of Dom(V 0) which do not intersect the real line
do not necessarily have moduli bounds in H+. However, such pullbacks of
Dom′(W 0) do, since mod(V 0 \W 0) is bounded away from zero. The same is
true on deeper levels.
Remark 7.2. The definition of a qc\bg partition consists of three sets: a set of measure
zero, a set with bounded geometry and a set where the dilatation is bounded. However,
in the QC\BG Partition of a Central Cascade, the partition consists of four sets. The sets
X2, where the mapping H is defined dynamically, and X3, which can be decomposed into
quasidisks, are both included in the set where the dilatation is bounded.
7.5. A Real Spreading Principle. Let us use Theorem 7.5 to prove a spreading principle.
Proposition 7.6 (A Real Spreading Principle). There exists δ0 > 0 and for any K ≥ 1
there exists K0 ≥ 1 such that the following holds. Assume that F : U → V , F˜ : U˜ → V˜ ,
are complex box mappings which satisfy the conditions of Theorem 7.1, and let H0 : C → C
be a K-qc external conjugacy between F and F˜ . Then there exist arbitrarily small nice
open complex neighbourhoods O of Crit(F ) consisting of puzzle pieces in M and a mapping
HO : C→ C such that
• HO(O) = O˜;
• HO agrees with the boundary marking on ∂O;
• HO(Dom′(O)) = Dom′(O˜);
• for each component U of Dom′(O), HO ◦ F (z) = F˜ ◦HO(z) for z ∈ ∂U .
Moreover, HO : H+ → H+ is a (K0, δ0)-qc\bg mapping.
Proof. Before we give the details of the proof, let us explain our strategy. We start with a
K-qc external conjugacy H0 : C → C between F : U → V and F˜ : U˜ → V˜ . We are going
to pull H0 back by F and F˜ . We only pull H0 back along branches of F which intersect the
real line, see Figure 18. It is impossible for us to control the dilatation of high iterates of F
along complex branches of F , and this is one reason why we cannot repeat the proof of the
usual Spreading Principle. In Step 1, we pullback to obtain a mapping that is a conjugacy
up to the first landing time to W 0; that is, we will show that there exists a qc mapping ψ0 of
the plane, so that for any z ∈ Dom′(W 0), if sz ≥ 0 is minimal so that F sz(z) ∈W 0, we have
that ψ0 ◦ F sz(z) = F˜ sz ◦ ψ0(z). In this step we are only pulling back through diffeomorphic
branches of RV 0(= F ). The next pullback has a critical point, and in order to pull H0 back
we need to modify it so that it maps critical values of F to critical values of F˜ . This is done
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Figure 19. Applying Theorem 7.5
in Step 2. We do not control the dilatation of the new mapping, but we only modify it in
components of Dom(W 0) which contain critical values of RV 0 . These puzzle pieces have
bounded geometry. In Step 3, we use Steps 1 and 2 to go down to the next level of the good
nest. Figure 19 shows how the domains are nested. The mapping that we obtain in this step
is not quite a (K0, δ0)-qc\bg mapping on the upper half-plane, since some of the puzzle pieces
where the dilatation is unbounded may not be well-inside the complex plane. We rectify this
by refining the mapping in these domains, see Figure 4. These puzzle pieces are components
of F−1(F |W 0)−1(Dom′(W 0)). Using the fact that the components of (F |W 0)−1(Dom′(W 0)),
are well-inside of W 0, after we pullback the mapping from W 0 to W˜ 0 defined in Step 3 to
these components of F−1(F |W 0)−1(Dom′(W 0)), which are mapped diffeomorphically onto
components of W 0, we obtain a (K0, δ0)-qc\bg mapping. This is done in Step 4. In Step 5,
we explain how to continue the proof inductively to obtain a mapping Hn which conjugates
the dynamics of F and F˜ up to their first entry times to W n. We use the QC Criterion
to obtain a K2-qc mapping from W
n to W˜ n which agrees with the boundary marking. If
there were no long central cascades, we would have that Hn is a (K0, δ0)-qc\bg mapping on
the upper half-plane. Long central cascades are dealt with in Step 6, where we replace the
mapping that we define by pulling back in Steps 1–5, with the geometrically defined mapping
in the QC\BG Partition of a Central Cascade, given by Theorem 7.5, see Figure 19.
Let us first give the proof of this result when there are no long central cascades.
Let H0 : C→ C be an external mapping, so that H0(V) = V˜ , H0(U) = U˜ , and for z ∈ ∂U ,
H0 ◦ F (z) = F˜ ◦H0(z). For c ∈ Crit(F ), let V 0c = CompcV , and V 0 = ∪c∈Crit(F )V 0c . Let
V 0 ⊃W 0 ⊃ V 1 ⊃W 1 ⊃ . . .
be the good nest of puzzle pieces, see Section 5.5. Notice that W 0 = ∪c∈Crit(F )Compc(U).
Recall that by Corollary 5.19 and by Proposition 5.22, we have that there exists δ > 0 such
that for all nW n is δ-nice and each component of Dom(W n) has δ-bounded geometry. We
will use these properties to apply the QC Criterion. Let us show how to pull H0 back through
this nest of puzzle pieces. See Figure 18
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Step 1: Refine H0 so that it is a conjugacy up to the first landing to W
0. For
each z in Dom(V 0) (the domain of the first entry mapping to V 0), let sz ≥ 0 be minimal so
that F sz(z) ∈W 0 ∪ (V 0 \Dom′(W 0)), where we set sz =∞ if the orbit of z is contained in
Dom(V 0), but avoids W 0. The set of points for which sz = ∞ is a hyperbolic Cantor set
of measure zero, and so it is removable. For each z for which sz is finite, we define ψ0(z) by
the formula:
H0 ◦ F sz(z) = F˜ sz ◦ ψ0(z).
Observe that ψ0 is well-defined since the mapping F
sz : Lˆz(W 0)→W 0 is a diffeomorphism
onto its image, a component of W 0. For z ∈ C \Dom(V 0), we set ψ0(z) = H0(z). Thus, by
the complex bounds we have that there exists a constant C > 0 so that if H0 is K-qc, then
ψ0 is a K(1 + Cµ(V
0))(1 + Cµ(V˜ 0))-qc mapping of the plane.
Step 2. Moving the critical values and pulling back. Since F and F˜ are topo-
logically conjugate, for each critical point c of F, ψ0(LˆF (c)(W 0)) = LˆF˜ (c˜)(W˜ 0). For each
component LˆF (c)(W 0), with c ∈ Crit(F ), let φc : C→ C be a quasiconformal mapping which
is the identity on C\ LˆF˜ (c˜)(W˜ 0), and such that for each critical value F (c′) ∈ LˆF (c)(W 0), we
have that φc ◦ψ0(F (c′)) = F˜ (c˜′). Let φ = φc1 ◦ · · · ◦φck , where {c1, . . . , ck} ⊂ Crit(F ) is such
that each component of Dom′(W 0) that intersects F (Crit(F )) contains exactly one of the
critical values F (ci). Then φ◦ψ0 may have big quasiconformal distortion. However, it still has
quasiconformal distortion bounded by K(1 +Cµ(V 0))(1 +Cµ(V˜ 0)) on C \∪ki=1LˆF (ci)(W 0).
We define ψ1 on W
0 by the formula
φ ◦ ψ0 ◦ F (z) = F˜ ◦ ψ1(z).
For z ∈ C\W 0, we set ψ1(z) = ψ0(z). The mapping ψ1 is a K(1+Cµ(V 0))2(1+Cµ(V˜ 0))2-qc
mapping outside of (Dom′(W 0) \W 0) ∪ (F |W 0)−1(Dom′(W 0)) ⊃ Dom∗(W 0).
Remark 7.3. Observe that that since F has critical points, some components of F−1(Dom′(W 0))
may not intersect the real line, and while they have bounded geometry, they do not neces-
sarily have moduli bounds in the upper half-plane, see Figure 18. We will deal with this in
Step 4.
Let us consider the following multicritical variant of the principal nest of puzzle pieces: Let
T 0 = W 0, and for each critical point c, let T i+1c = Lc(T i), and set T i+1 = ∪c∈Crit(F )T i+1c . For
each critical point c such that F (c) ∈ T 0, let Nc ≥ 0 be minimal so that F (c) ∈ TNc \TNc+1.
Let N = maxc∈Crit(F ) Nc.
Step 3: A qc conjugacy up to the first return to V 1. We will show that there exist
K1 ≥ 1, given by Proposition 7.4, and a qc mapping Ψ1 : C → C such that Ψ1(V 1) = V˜ 1,
Ψ1(Dom(V
1)) = Dom(V˜ 1), and for each component U of Dom(V 1), if z ∈ ∂U , Ψ1 ◦F (z) =
F˜ ◦Ψ1(z). Moreover, Ψ1 is K1-qc outside Dom(V 1) ∪X1, where X1 ⊂ C \ R.
Remark 7.4. We will give an explicit description of X1. For now, let us just point out that
it consists of certain pullbacks of landing domains which do not intersect the real line.
We have that ψ1 conjugates the dynamics of F and F˜ up to the first entry of each point
to W 0. Suppose that c is a critical point of F with the property that F (c) ∈ V 0 \W 0.
Then Lc(W 0) ⊂ V 1c ⊂ W 0c . Since φ is the identity outside ∪ki=1LˆF˜ (c˜i)(W˜ 0), we have that
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Figure 20. Complex pullbacks of landing domains.
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c˜ . However, if F (c) ∈ W 0, then this need not be the case. To obtain this, we
will pullback through the nest
T 0 ⊃ T 1 ⊃ T 2 ⊃ . . . .
To simplify the notation, we will do more (that is, pull back further) than we strictly need
to at certain critical points, but this will not cause problems for us.
Let φ0 = ψ1. As in Step 1, refine φ0 so that it is a conjugacy up to the first landing to
T 1: for each z ∈ Dom(T 0), let sz > 0 be minimal so that F sz(z) ∈ T 1 ∪ (T 0 \ Dom(T 0)),
and for z ∈ Dom(T 0) define φ′0(z) so that
F˜ sz ◦ φ′0(z) = φ0 ◦ F sz(z).
As before sz is finite except at a set of points which is conformally removable.
Let
A00 ⊂ T 0 \Dom(T 0)
be the union of components of (F |W 0)−1(Dom′(W 0)) that do not intersect the real line. Let
B0 = ∪∞i=0(F |Dom′(T 0)\T 1)−i(A00).
See Figure 20 for the first few pullbacks of A00. For any i ≥ 0, the set (F |Dom′(T 0)\T 1)−i(A00)
is contained in (F |Dom′(T 0)\T 1)−i(T 0). Each component T ′ of (F |Dom′(T 0)\T 1)−i(T 0) intersects
the real line, and the mapping F i|T ′ is a diffeomorphism with dilatation bounded indepen-
dently of i by Proposition 7.4.
Since ψ1 isK(1+Cµ(V
0))2(1+Cµ(V˜ 0))2-qc outside of (Dom′(W 0)\W 0)∪(F |W 0)−1Dom′(W 0),
we have that φ′0 conjugates the dynamics of F and F˜ up to the first landings to T
1 ∪ (T 0 \
Dom(T 0)) and it is K(1 + Cµ(V 0))3(1 + Cµ(V˜ 0))3-qc outside of Dom′(T 1) ∪B0. Since F
and F˜ are topologically conjugate, we have that φ′0(F (c)) and (F˜ (c˜)) are contained in the
same component of Dom′(T˜ 1). As in Step 2, we modify φ′0 in each component of Dom
′(T 1)
that contains a critical value of F , so that φ′0(F (c)) = F˜ (c˜) for each critical point c of F .
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Abusing notation, we will use φ′0 to denote the modified mapping. It is important to observe
that if U = CompFkc (c)(F
−(lc−kc)(V 0)), where c ∈ Crit(F ), then since U is a pullback of V 0
and we are only modifying φ′0 in Dom
′(T 1), we have that φ′0(U ) = U˜ .
For each z ∈ T 1, let φ1(z) be defined by
φ′0 ◦ F = F˜ ◦ φ1,
and for z ∈ C \ T 1, set φ1(z) = φ′0(z). Observe that φ1 is a qc mapping of the plane that is
K(1 + Cµ(V 0))4(1 + Cµ(V˜ 0))4-qc outside of
(Dom′(T 1) \ T 1) ∪B0 ∪ (F |T 1)−1(Dom′(T 1) ∪B0) ⊃ Dom(T 1),
φ1(T
1) = T˜ 1, φ1(Dom(T
1)) = Dom(T˜ 1), and for any component U of Dom(T 1), if z ∈ ∂U ,
φ1 ◦ F (z) = F˜ ◦ φ1(z).
Let A01 denote the union of the components of (F |T 1)−1(Dom′(T 1)) that do not intersect
the real line. Let
A1 = B0 ∪ (F |T 1)−1(B0) ∪A01,
and let
B1 = ∪∞i=0(F |Dom(T 1)\T 2)−i(A1).
Then after refining φ1, to obtain φ
′
1, which conjugates the dynamics of F and F˜ up to the
first landing to T 2 ∪ (T 1 \Dom(T 1)), we have that φ′1 is K(1 +Cµ(V 0))5(1 +Cµ(V˜ 0))5-qc
outside of Dom′(T 2) ∪B1.
Repeating this argument for each i ≤ N + 1, we obtain a qc mapping φ′N+1 : C→ C with
the following properties:
• φ′N+1 is K1-qc outside of Dom′(TN+2) ∪BN+1, where K1 depends on N and µ(V 0),
see Proposition 7.4;
• for 0 ≤ j ≤ N + 2, φ′N+1(T j) = T˜ j, φ′N+1(Dom′(T j)) = Dom′(T˜ j);
• for 0 ≤ j ≤ N + 1, φ′N+1(Dom(T j)) = Dom(T˜ j); and
• if U is a component of Dom(T j) ∪ Dom′(TN+2), for 0 ≤ j ≤ N + 1, and z ∈ ∂U ,
then φ′N+1 ◦ F (z) = F˜ ◦ φ′N+1(z).
Since we only ever modify, that is, move, the points φ′j(F (c)), for c ∈ Crit(F ) and 0 ≤ j ≤
N + 1, inside of Dom′(T j), we have that for each c ∈ Crit(f), TN+2c ⊂ V 1c , φ′N+1(V 1) = V˜ 1,
and if U is a component of Dom′(V 1) and z ∈ ∂U , then φ′N+1 ◦ F (z) = F˜ ◦ φ′N+1(z).
Let ψ2(z) = φN+1(z). Let us point out that if every critical value of F is contained
in V 0 \W 0, then ψ2 = ψ1. We have that ψ2 : C → C and ψ2(V 1) = V˜ 1. Let T =
∪c∈Crit(F )TNc+1c . We have that ψ2 conjugates F and F˜ up to the first entry mapping to T .
Now, refine ψ2 in Dom(T ) as in Step 1, so that it is a conjugacy up to the first landing
time to V 1. Let B1 = BN+2 \ Dom′(V 1). As in Step 2, since F and F˜ are topologi-
cally conjugate, corresponding critical values are contained in corresponding components of
Dom(V 1), moving each ψ2(F (c)) so that it agrees with F˜ (c˜), by a qc mapping which is
the identity outside of CompF˜ (c˜)(Dom(V˜
1)), and pulling back, we obtain a a qc mapping
Ψ1 : C→ C which is K1-qc outside of Dom(V 1)∪X1, where X1 = B1 ∪ (F |V 1)−1(B1) and
K1 = K1(N,µ(V
0)) ≥ 1, see Proposition 7.4. Moreover, Ψ1(Dom(V 1)) = Dom(V˜ 1), and
Ψ1 conjugates F and F˜ on ∂U for each component U of Dom(V
1).
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Step 4: A qc\bg pseudo-conjugacy. In this step, we deal with the issue concerning
moduli bounds pointed out in the remark in Step 2. Let U be a component of A00, so that
V = F (U) is a component of Dom′(W 0). We have that ψ1|W 0 is K(1 + Cµ(V 0))2(1 +
Cµ(V˜ 0))2-qc on W 0 \ (F |W 0)−1(Dom′(W 0)) (where K still denotes the dilatation of the
external conjugacy). By Corollary 5.19, we have that there exists δ > 0, so that for each
critical point c of F and each component U of (F |W 0c )−1(Dom′(W 0)) we have that mod(W 0c \
U) ≥ δ. Let s ∈ N be so that F s(U ) is a component of W 0. Let ψ3|U be defined by
ψ1 ◦ F |sU (z) = F˜ s ◦ ψ3(z).
The mapping ψ3|U is K(1 + Cµ(V 0))3(1 + Cµ(V˜ 0))3-qc on
U \ (F |U )−s(F |W 0c )−1(Dom′(W 0))),
and there exists ε′0 > 0 so that each component of U
′ of (F |U )−s(F |W 0c )−1(Dom′(W 0))) has
ε′0-bounded geometry and mod(U \U ′) ≥ ε′0.
Thus we have ψ3 defined on A
0
0, where it is a (K(1 + Cµ(V
0))3(1 + Cµ(V˜ 0))3, ε′0)-qc\bg
mapping. For any component V of B0, let j ≥ 0 be so that F j(V ) is a component of
A00, and define ψ3 on V by ψ3 ◦ F j|V (z) = F˜ j ◦ ψ3(z). This is well defined since F j|V
is a diffeomorphism as V ∩ R = ∅. Moreover, since we are pulling ψ3 back along real
diffeomorphic branches of F , we have there exists ε0 > 0 so that that the resulting mapping
is (K(1 + Cµ(V 0))4(1 + Cµ(V˜ 0))4, ε0)-qc\bg.
Let U be a component of A01 such that if Uˆ is the component of F
−1(Dom′(W0)) which
contains U , then Uˆ intersects the real line, see Figure 4. (In the previous step, we defined
ψ3 on the components of (F |W 0)−1(Dom′(W0)) which do not intersect the real line.) Let
s ∈ N be so that F s(U) is a component of T 1. We have that φ1|T 1 is K(1 + Cµ(V 0))4(1 +
Cµ(V˜ 0))4-qc on T 1 \ ((F |T 1)−1(Dom′(T 1)∪B0)). Recall that on each component of B0, ψ3
is (K(1 + Cµ(V 0))4(1 + Cµ(V˜ 0))4, ε0)-qc\bg. We define ψ3|U by the formula:
φ1 ◦ F s(z) = F˜ s ◦ ψ3(z), for z ∈ U .
Then ψ3|U is K(1 +Cµ(V 0))5(1 +Cµ(V˜ 0))5-qc on U \ (F |U )−s((F |T1)−1(Dom′(T 1)∪B0)).
Moreover, there exists ε1 > 0 so that each if U
′ is a component of the set
(F |U )−s((F |T 1)−1(Dom′(T 1))),
thenU ′ has ε1-bounded geometry and mod(U\U ′) ≥ ε1. The bound on the geometry follows
from Lemma 5.21, and we obtain the moduli bounds from Corollary 5.19 and Lemma 5.17.
We extend ψ3 to all of B1 by pulling back through diffeomorphic branches of F - just as we
did to extend it from A00 to B0.
We repeat this argument for each component of (F |T j)−1(Dom′(T j)), 0 ≤ j ≤ N + 2.
This processes gives us a εN+2 > 0, depending on N , and a (K1, εN+2)-qc\bg mapping
ψ3 : X
1 → X˜1, where K1 ≥ 1 is given by Proposition 7.4, with the following properties.
Suppose that U is a component of X1, then U there exists s ∈ N, c ∈ Crit(F ) and 0 ≤ j ≤
N + 2 so that F s(U) = T jc . Then ψ3|U is K1-qc outside of F−s(F−1(Dom′(T j) ∪ Bj−1)),
and each component U ′ of F−s(F−1(Dom′(T j) ∪ Bj−1)) has εN+2-bounded geometry and
mod(U \U ′) ≥ εN+2.
Define H1 : C→ C by H1(z) = Ψ1(z) for z ∈ C\X1 and H1(z) = ψ3(z) for z ∈X1. Then
H1|C\Dom(V 1) : C \Dom(V 1)→ C \Dom(V˜ 1)
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is a (K1, εN+2)-qc\bg mapping.
Step 5: The inductive step. When the the length of long central cascades is bounded,
we have that there exists δ0 > 0 such that the following holds: Repeating Steps 1 through 4
for each n ∈ N ∪ {0} we have there is a (K1, δ0)-qc\bg mapping:
Hn|H+\Dom′(Wn) : H+ \Dom′(W n)→ H+ \Dom′(W˜ n),
such that Hn agrees with the boundary marking on each component of Dom
′(W n). By
the QC Criterion and the complex bounds (see Step 4), we have that there exists K2 =
K2(K1, δ, N) ≥ 1, and K2-qc mapping Ψ2 : W n → W˜ n, which agrees with the boundary
marking on each component of W n. Let Ψ3 be the mapping from Dom
′(W n) to Dom′(W˜ n)
obtained by pulling this mapping back by the first entry mapping to W n. Define HWn(z) =
Hn(z) for z ∈ C \ Dom(W n), and HWn(z) = Ψ3(z) for z ∈ Dom(W n). Then we have that
there exists K0 ≥ 1 so that HWn : H+ → H+ is a (K0, δ0)-qc\bg mapping.
Let us just point out that to start the construction of the set off the real line with bounded
geometry at deeper levels we take A0n to be the set X
n−1 together with the components of
(F |Wn)−1(Dom′(W 0)) which do not intersect the real line. By Proposition 5.18, we have
that there exists a constant C1 ≥ 1, so that for any component U of ∪∞n=1Xn, if j > 0 is
so that F j(U) is a component of A0k for some k ≥ 0, then F k|U is C1-qc, and thus ψ3|U
(constructed in Step 4) is a (K1, δ1)-qc\bg mapping.
Step 6: Long central cascades. When there is a long central cascade we are unable to
control the dilatation of the φn constructed in Step 3. To deal with this problem, we replace
the mapping φn, constructed by pulling back, with the mapping H given by Theorem 7.5,
which gives us the QC\BG Partition of the Central Cascade. The reason that we cannot do
this automatically is that the puzzle pieces, Gc(k) are not necessarily contained in the good
nest. We will prove that there exist K3 ≥ 1, δ3 > 0, which do not depend on c or k, such that
for any Gc(k) at the top of a long central cascade, there is a mapping Hˆ : C→ C, such that
Hˆ : H → H is a (K3, δ3)-qc\bg mapping, Hˆ(Gc(k)) = G˜c(k), Hˆ(Lc(Gc(k))) = Lc˜(G˜ c˜(k)),
and Hˆ respects the boundary marking on Gc(k) and Lc(Gc(k)). Then Theorem 7.5 yields
a mapping from Gc(k) to G˜ c˜(k), as in the conclusion of Theorem 7.5. Once we have this
mapping we spread it around dynamically.
Let n ∈ N, and let HWn be the mapping constructed in Steps 1–5. We have that
HWn : C→ C
is such that
• HWn(W n) = W˜ n;
• HWn(Dom(W n)) = Dom(W˜ n); and
• for any component U of Dom(W n), HWn ◦ F (z) = F˜ ◦HWn(z), for z ∈ ∂U .
Step 6a. Now, let us construct a neighbourhood of the post-critical set as follows: for each
critical point c0 of F , let Oc0 3 c0 be the smallest puzzle piece from the good nest with
the following property: Suppose that {Uj}sj=0 is the chain with U0 = Oc, and Us = V 0c
for some c ∈ Crit(F ). If Uj 3 F (c′), for some c′ ∈ Crit(F ), then HWn(F (c′)) = F˜ (c˜′).
Let O = ∪cOc. Note that it follows from equation 5.1, we have that as n → ∞, for each
c ∈ Crit(F ), diam(Oc)→ 0.
Let us regard Hn : V
0 → V˜ 0 as a conjugacy between F : W 0 → V 0 and F˜ : W˜ 0 → V˜ 0.
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Step 6b. Set Hˆ0 = HWn . We pullback Hˆ0 as follows: Let Y0 = V 0, Y1 = W 0. Assum-
ing that Y i has been defined, we define Y i+1 to be the set of all connected components
(F |P )−1(Q) where P is a puzzle piece in Y i which intersects the real line and Q is a puzzle
piece in Y i.
For each component U of W 0, with the property that if U contains a critical value F (c′),
then Compc′F
−1(U) ⊃ Oc, define Hˆ1 on U by F˜ ◦ Hˆ1(z) = Hˆ0 ◦ F (z). Assuming that Hˆi is
defined on Y i, on each component P of Y i+1, with the property that if P contains a critical
value F (c′), then Compc′F
−1(U) ⊃ Oc, we define Hˆi+1 by F˜ ◦ Hˆi+1(z) = Hˆi ◦ F (z). By the
choice of O we can pullback Hˆ0 = Hn : C→ C to obtain Hˆ : C→ C such that Hˆ(O) = O˜.
Now, arguing as in Step 1, we may assume that Hˆ is a conjugacy up to the first landing
mapping to O. By Proposition 7.4, the dilatation of the mapping from any component of
O onto a component of V 0 is bounded.
Step 6c. In this step we redefine Hˆ inside of central cascades so that it will be a qc\bg
mapping. By Prop 5.13, for any critical point c and any Ckc (V 0c ) ⊃ O that is at the top of a
long central cascade ( with length at least 12b2− 4b, where b is the number of critical points
of F ) there exists a δ-excellent puzzle piece Gc(k) at the “top” of the central cascade.
Moreover, unless V nc is at the top of a long central cascade and Gc(k) is at the top of
the same long central cascade, we have that Hˆ conjugates the dynamics of F and F˜ on
the boundary of a necklace neighbourhood of the real line contained in N c(k), since Hˆ
conjugates the dynamics of F and F˜ up to the first landing time to O. By Theorem 7.5, we
can redefine Hˆ from Gc(k)\N c(k)→ G˜c(k)\N˜ c(k) obtain a mapping which is (K ′, δ′)-qc\bg
on Gc(k).
To conclude the proof, we almost repeat the argument from Step 6b, except here we do
not refine Hˆ in Gc(k) \N c(k). Instead we use the mapping given by Theorem 7.5, and then
pull this mapping back. We have that Hˆ : V 0 → V˜ 0 is a conjugacy between F : W 0 → V 0
and F˜ : W˜ 0 → V˜ 0. Let us abuse notation and redefine the sequence Hˆ0. Let Hˆ0 = Hˆ.
Assuming that Hˆi is defined on Y i, on each component P of Y i+1, with the property that
if P contains a critical value F (c′), then Compc′F
−1(U) ⊃ Oc, we define Hˆi+1 as follows:
If neither U nor the smallest real puzzle piece that contains U is deep in a central cascade,
then for z ∈ U , define Hˆi+1 so that F˜ ◦ Hˆi+1(z) = Hˆi ◦ F (z). If either U or the smallest
real puzzle piece that contains U is deep in a central cascade with Gc(k) as a top level
puzzle piece, then set Hˆi+1(z) = Hˆ0(z) if z /∈ N c(k), and if z ∈ N c(k), then define H
so that F˜ ◦ Hˆi+1(z) = Hˆi ◦ F (z). Thus we obtain a neighbourhood O of Crit(F ), and a
(K1, δ1)-qc\bg mapping HˆO : C \Dom(O)→ C \Dom(O˜).
Before concluding the proof, let us point out that we by the QC Criterion, we have the
following Corollary.
Corollary 7.7. For any N0, there exists K ≥ 1 such that for any puzzle piece E that is
either from the enhanced nest, E = W nc , from the good nest, or that is obtained as a pullback
of a component of V with order bounded by N0, there exists a K-qc mapping from E to E˜
that agrees with the boundary marking.
Step 6d. By the corollary, we have that there exist K3 ≥ 1 and arbitrarily small neigh-
bourhoods O of Crit(F ) such that for each component Oc of O, there is a K4-qc mapping
from Oc → O˜c, which respects the boundary marking. Thus redefining HˆO in Dom′(O), by
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pulling back this mapping by the landing map, we obtain a (K0, δ0)-qc\bg mapping HO of
the H which agrees with the standard boundary marking on Dom′(O). 
By the QC Criterion and compactness of the space of K-qc mappings we have:
Theorem 7.8 (Quasisymmetric rigidity for box mappings). Suppose that F : U → V F˜ : U˜ →
V˜ are non-renormalizable, strongly combinatorially equivalent box mappings that are given
by either Theorem 5.2 or Theorem 5.3, which in particular satisfy the conditions of The-
orem 7.1. Then restricted to the real line, the mappings F : U → V and F˜ : U˜ → V˜ , are
quasisymmetrically conjugate.
Proof. We have that there exist arbitrarily small neighbourhoods O of Crit(F ) and (K0, δ0)-
qc\bg mappings H : H+ → H+ such that H conjugates F and F˜ up to the first landing
times to O. By the QC Criterion, there is a K1-qc mapping Hˆ, which agrees with the
restriction of H to R. By the compactness of the space of K1-qc mappings, as we take
smaller neighbourhoods of Crit(F ), there exists a limiting K1-qc mapping which conjugates
F and F˜ on their real traces.

7.6. Central cascades, the proof of a QC\BG Partition of a Central Cascade. We
will require the following partial ordering on central cascades: we say that a central cascade
Z0 ⊃ Z1 ⊃ · · · ⊃ ZN1 ⊃ ZN1+1 3 c1 is deeper than a central cascade U0 ⊃ U1 ⊃ · · · ⊃
UN2 ⊃ UN2+1 3 c2 if Lc1(U0) ⊃ Z1. Suppose that Z0 ⊃ Z1 ⊃ · · · ⊃ ZN1 ⊃ ZN1+1 3 c1 and
U0 ⊃ U1 ⊃ · · · ⊃ UN2 ⊃ UN2+1 3 c2 are two cascades so that neither is deeper than the
other. Then Lc1(U0) ⊂ Z1, and Lc2(Z0) ⊂ U1. But now, if x ∈ Z0\Z1, then Lx(U0) ⊂ Z0\Z1
and if x ∈ U0 \ U1, then Lx(Z0) ⊂ U0 \ U1. Because of this observation, it will not matter
in which order we treat central cascades that are unrelated by the partial ordering. We will
prove Theorem 7.5 starting with the shallowest (least deep) central cascades, and proceeding
to deeper central cascades.
We will need the following lemmas:
Lemma 7.9. If Z0 is sufficiently small, the first return mapping R : Z2 → Z1 has negative
Schwarzian derivative.
Proof. We will decompose the mapping into a composition of polynomials and diffeomor-
phisms. Let {Gj}sj=0 denote the chain with Gs = Z1 and G0 = Z2. Let 0 = s1 < s1 < · · · <
sb−1 < sb = s, denote the indicies such that Gsi contains a critical point. Label the critical
point in Gsi by ci. We can express R|Z2 as
F sb−sb−1 ◦ F sb−1−sb−2 ◦ · · · ◦ F s2−s1 ◦ F s1|Z2 : Z2 → Z1.
For each F si−si−1|Gsi−1 , i = 1, 2, . . . , b, we estimate the Schwarzian derivative as usual.
SF si−si−1(x) = SF si−si−1−1(F (x))F ′(x)2 + SF (x).
For x ∈ Gsi−1 , we have that
SF (x)  − 1
(x− ci)2 ≤ −
1
|Gsi−1|
.
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For x ∈ F (Gsi−1),
SF si−si−1−1(F (x)) =
si−si−1−2∑
i=0
SF (F i+1(x))((F i)′(x))
≤ C|Gsi−1+1|2
max
y∈Zˆ0
SF (y)
si∑
s=si−1+2
|Gj|2.
So we have that
SF si−si−1(x) ≤ C|Gsi−1+1|2
·max
y∈Zˆ0
SF (y)
si∑
j=si−1+1
|Gj|2
( |Gsi−1+1|
|Gsi−1|
)2
− 1|Gsi−1|2
.
This is negative when
∑si
j=si−1+1 |Gj|2 is small, and this holds when |Z0| is sufficiently small.

Lemma 7.10. For any δ > 0 there exist κ > 0 and C > 0 with the following properties. Let
Z be a nice interval (as usual, assumed to be sufficiently small), having a central cascade
Z := Z0 ⊃ Z1 ⊃ · · · ⊃ ZN+1 with N ≥ 1 and let r be the return time of Z1 to Z0.
(1) If |Z2| ≥ δ|Z0|, then for any critical point c of the mapping RZ |Z2 we have
|F r(c)− c| ≥ κ|Z0| and |DF r(x)| ≤ C for all x ∈ Z2.
(2) If |Z1| ≥ δ|Z0| and we let Z˜ = (1 + 2δ)Z and Z˜1 = CompZ1(F−r(Z˜)) the following
holds. Suppose that F r extends to a mapping from Z˜1 to Z˜, with the same set of
critical points as F r|Z1 , that can be decomposed into a finite composition of maps
with bounded distortion and polynomials. Then for any critical point c of the mapping
RZ |Z1 we have
|F r(c)− c| ≥ κ|Z0|, and |DF r(x)| ≤ C for all x ∈ Z1.
Finally we will need the following Lemma of Yoccoz, which gives us precise control of the
real geometry in saddle-node cascades. For a proof, we refer the reader to [dFdM1]. Suppose
that ∆0,∆1,∆2, . . . ,∆a is a sequence of adjacent intervals in R. If g : ∪a−1i=0 ∆i → ∪ai=1∆i
is a diffeomorphism with negative Schwarzian derivative such that g(∆i) = ∆i+1 for i =
0, . . . , a − 1, then we call g an almost parabolic map of length a with fundamental domains
∆i.
Lemma 7.11 (Yoccoz Lemma). For any σ > 0, there exists C > 1 such that the following
holds. Let g : J → I be an almost parabolic mapping of length a with fundamental domains
∆i, i = 0, . . . , a. If |∆0| > σ|I| and |∆a−1| > σ|I|, then
1
C
|I|
min{i, a− i}2 ≤ |∆i| ≤ C
|I|
min{i, a− i}2 .
We will use the following simple lemma to prove that certain domains are quasidisks.
Lemma 7.12. For any α ≥ 1, δ > 0, n ∈ N and c ∈ (0, 1) there exists K ≥ 1 such
that the following holds. Suppose that D ⊂ C is a topological disk with marked points
{a1, a1, . . . , an} ∈ ∂D. Assume that D \ {a1, a1, . . . , an} is a union of n piecewise smooth
α-quaisarcs γi, i = 1, 2, . . . , n with
• diam(γi) > δdiam(D).
• if γi and γi′ , i 6= i′ are not adjacent in ∂D, then dist(γi, γi′) ≥ δdiam(D),
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• If γi, γi′ are adjacent, then for any z1, z2 ∈ γi ∪ γi′ we have that the shortest γ[z1,z2]
path in ∂D connecting z1 and z2 satisfies c · diam(γ[z1,z2]) ≤ |z1 − z2|.
Then D is a K-quasidisk.
Proof. Let us verify the Ahlfors-Beuring Criterion for any two points z1, z2 ∈ ∂D. First
suppose that z1, z2 ∈ γi. Then since γi is an α-quasiarc, we have that the diameter of the path
in γi that connects z1 and z2 has diameter at most C ·|z1−z2|, for some C depending only on α.
By assumption, the Ahlfors-Beurling Criterion holds if z1 and z2 are in adjacent components
of ∂D \{a1, . . . , an}. So, let us suppose that z1 ∈ γi, z2 ∈ γi′ , and γi and γi′ are not adjacent.
Then we have that dist(z1, z2) > δdiamD > nδmaxi=1,...,n diam(γi) ≥ nδγ[z1,z2]. 
The following lemma provides the first step in the inductive proof of Theorem 7.5. It
is proved using the fact that there are no central cascades lower in the partial ordering
on central cascades, and the same argument as the one used to obtain the Real Spreading
Principle.
Lemma 7.13. There exist δ1 > 0 and K1 ≥ 1 so that if Cˆkc0(I0c0), c0 ∈ Crit(F ) and k ∈ N ∪{0}, is a puzzle piece at the top of a maximal central cascade of length N ≥ N0 which is lowest
in the partial ordering on central cascades, then the following holds. There exists a mapping
H : C→ C such that H : H+ → H+ is a (K1, δ1)-qc\bg mapping, and a neighbourhood O of
Crit(F ) such that Compc0O = Gc0(k), H(O) = O˜, H(Dom(O) = Dom(O˜) and H agrees
with the boundary markings on O and on each component of Dom(O), where Gc0(k) is the
puzzle piece associated to the long central cascade by Proposition 5.13.
Proof. Since this central cascade is lowest in our ordering, we can argue as in the proof of
the Real Spreading Principle to see that there is a (K1, δ1)-qc\bg mapping of the plane as
in the statement of the lemma. Specifically, let n be so that W nc0 is at the top of the central
cascade, and let HWn : C→ C be the mapping constructed in Steps 1–5 of Proposition 7.6.
Let T 0 = W n, and let t > 0 be minimal so that T t ⊂ L7c0(T 0c0). Note that t is at most
7#Crit(F ). Now, starting with HWn , use the argument of Step 3 of Proposition 7.6 to
construct φt : C → C, which conjugates the dynamics of F and F˜ on Dom(T t). Starting
with φt, use the argument from Step 6b of Proposition 7.6 to pullback φt, acting as a
conjugacy between F : U → V and F˜ : U˜ → V˜ . Let r > 0 be so that F r(Gc0(k)) is a
component of V . Since by Lemma 5.7 there are at most six visits of c0 to Gc0(k) along
the orbit {f i(c0) : 0 < i ≤ r, we have that after pulling φt back, we can assume that
φt(Gc0(k)) = G˜c0(k). Now we conclude the proof as in Proposition 7.6.

Assume that
Z0 ⊃ Z1 ⊃ . . .ZN+1
is a maximal central cascade and that Theorem 7.5 holds for all maximal central cascades
that are lower in the partial ordering on central cascades than Z0 ⊃ Z1 ⊃ . . .ZN+1. Then
by the argument used to prove the Real Spreading Principle and Lemma 7.13, we have that
there exists K ≥ 1, δ > 0 and a mapping H : Z0 → Z˜0 with H(Z1) = Z˜1 which is (K, δ)-
qc\bg and, and a (K, δ)-qc\bg in the upper half-plane. Let us now carry out the inductive
step of the proof of Theorem 7.5.
The proof of Theorem 7.5. Recall that R : J1 → J0 is the first return mapping to a δ-
excellent puzzle piece at the “top” of a long central cascade. To begin, let us explain a
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construction that we will use in all cases to subdivide J0 into the sets X0, X1, X2 and X3.
We are going to construct four “staircases” which will consist of alternating pre-images of
the real fundamental domains J0 \ J1 under Ri that lie in C \R, and piecewise smooth arcs
in ∂J i+1, see Figure 21. These staircases are piecewise smooth curves and will be part of the
set X0. They will serve as the boundaries of artificial, but still dynamically defined, “puzzle
pieces” that we will use to form the sets X1, X2 and X3.
Suppose that the degree of R is d. Let e0 be the union of the two fundamental intervals
comprising J0 \ J1. Then R−1(e0) ⊂ J1 \J2 consists of 2d components contained in J1 \J2
that connect ∂J1 with ∂J2. Of these components, 2d − 2 ≥ 2 lie in C \ R. We let e1
denote the union of components ej1 of R
−1(e0) with the property that there exists a path in
J1 \ (J2 ∪R−1(e0)) that connects ej1 with the real fundamental domains, J1 \ J2.
γ15
J2
J1
J0
e0
e1
γ1
e34
γ2
γ4
γ3
e12
γ13
e13
γ14
Figure 21. The first few segments of the paths, γi.
Notice that if the degree of R is two, then e1 consists of exactly two components, and if the
degree of R is greater than two, e1 consists of four components. We repeat this construction
in each fundamental annulus: for i = 1, . . . , N , we let ei the union of components of R
−i(e0)
with the property that there exists a path in J i \ (J i+1 ∪ R−i(e0)) that connects eji with
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J i \ J i+1. For all i > 1, ei consists of four components. It is useful to think of these as the
components of the R−i(J0 \J1) that lie closest to, but not on, the real line. For i = 1, . . . N ,
we let αi ⊂ ∂J i be the union of the two shortest paths, α1i , α2i , each crossing the real line
that connect two points of ∂ei. For i = 1, . . . , N , we let γi ⊂ αi be the union of shortest arcs
that connect ∂ei with ∂ei+1. Then for i ≥ 3, γi is a union of four disjoint connected arcs,
γji , j ∈ {1, 2, 3, 4} and ∪4j=1γji = γi. We have that
e2 ∪
N⋃
i=3
{γi, ei}
is a union of four disjoint paths that connect ∂J2 with ∂JN+1. We will need to adjust this
construction below to deal with specific cases.
To fix notation, for i = 2, . . . , N , we let e1i , e
2
i be the components of ei that are contained
in the upper half-plane, and we let e3i , e
4
i be the components that are contained in the lower
half-plane. We will also label the components so that for all j ∈ {1, 2, 3, 4} we have that
eji is connected to e
j
i+1 by the component γ
j
i+1 of γi+1. For i ≥ 2 and j ∈ {1, 2, 3, 4} we let
vji = e
j
i ∩ ∂J i and wji = eji ∩ ∂J i+1. Moreover, we will label the components so that e1i is
connected with e3i by α
1
i and e
2
i is connected with e
4
i by α
2
i .
Let us start by explaining the proof in two cases when we have bounded geometry and
when there is just one critical point. We will then explain how to extend the proof to the
case the R : J1 → J0 is monotone, and finally to the general multimodal cases. We will
define the constant separating the big and bounded geometry cases, when we treat the cases
when |J0| is much bigger than |J1|.
We divide the proof into the following types of returns. Suppose that c is a critical point
of F , I is a nice interval and R : I1 → I is the first return mapping. We say that the return
is high if c ∈ R(I1) and otherwise we say that the return is low.
Case 1: Suppose that R : J1 → J0 is unimodal mapping with a low return and
|J0|/|J1| is bounded. In this case, R : J1 → J0 has no fixed points on the real line, and
R(J1) ⊂ J0 \ JN+1.
Step 1: Decomposing J0. See Figure 3 for a sketch of the decomposition. First extend the
staircase arcs that we have already constructed by an extra step. For k = 2, . . . , degree(R),
letWk index the components ofR
−1(JN+1). Let eN+1 be union of the components ofR−1(eN)
that can be connected to R \ {0} by a path in JN+1 \ (R−1(eN) ∪ R−1(JN+1)). Then eN+1
consists of four disjoint components e1N+1 ∪ e2N+1 ∪ e3N+1 ∪ e4N+1 each connecting ∂JN+1 with
some Wk. We let αN+1 ⊂ ∂JN+1 be the union of the two shortest paths, α1N+1, α2N+1, each
crossing the real line that connect two points of ∂eN+1, and we let γN+1 be the union of the
four shortest disjoint paths in αN+1 that do not intersect the real line and connect ∂eN with
∂eN+1. We label the components of these sets so that for j ∈ {1, 2, 3, 4}
γj = e
j
3 ∪
N+1⋃
i=4
{γji ∪ eji}
is a path connecting ∂J3 with ∪k∂Wk.
A definite neighbourhood of the critical value. We will now construct a definite neighbourhood
of the critical value. See Figure 23 and 25. We need to construct a region with bounded
geometry and moduli bounds in the upper half plane that separates a X2 3 c from X3, in
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(4)
(1) (2)
(3)
Figure 22. Types of returns in the setting of long cascades, clockwise from
the top left: (1) a unimodal high return, (2) a unimodal low return, (3) a high
return followed by a high return, (4) a high return followed by a low return.
the language of the qc\bg partition. To do this, we construct a definite neighbourhood of
the critical value, where we choose the neighbourhood depending on its position. We will
use this idea in other cases as well.
Recall that J0 = IZ
0
n for some n, and let B
′
0 = I
Z0
n \ I−n , see Lemma 5.6. There are two
components of R−(N+1)(B′0) \ eN+1 that intersect the real line. Let B′1 be the component of
R−(N+1)(B′0)\eN+1 that intersects the real line with the property that the regionM ′1 bounded
by ∂B′1∪eN+1∪γN+1∪eN∪αN contains the critical value. Notice thatB′1 is mapped ontoB′0
by a mapping with bounded degree and small dilatation, so B′1 is a rectangle with bounded
modulus, m ≥ 1, and there exists K ′ ≥ 1 such that each arc of the boundary of B′1 is is a K ′-
quasiarc. IfM ′1 does not contain the critical point, setB1 = B
′
1 andM1 = M
′
1. Otherwise, if
M ′1 contains the critical point, then the critical value is not close to ∂J
n+1, and we let B1 be
the rectangle bounded by ∂JN+1∪eN∪R−(N+1)(∂I+n ) that is closest to the critical value, and
we let M1 be the region bounded by ∂B1 ∪ eN ∪ γN ∪ eN−1 ∪ αN−1. Let b1 = ∂B1 ∩ ∂JN+1,
let b2 and b4 be the components of ∂B1 ∩ eN+1, and let b3 = ∂B1 \ (b1 ∪ b2 ∪ b4). Let
φB1 : B1 → [0, 1] × [0, 1] be a K ′′-qc uniformization of B1 that maps B1 onto [0, 1] × [0, 1],
where K ′′-depends only on m, with the property that it maps b1 to {1} × [0, 1] and b3 to
{0}× [0, 1]. Let us subdivide B1 into B = φ−1B1((1/2, 1]× [0, 1]) and B′ = φ−1B1 [0, 1/2]× [0, 1].
Let M be the region bounded by bounded by ∂B ∪ eN+1 ∪ γN+1 ∪ eN ∪ αN . Observe that
we can carry out this construction for R and R˜ simultaneously to produce corresponding
neighbourhoods of the critical point for each map.
Let Γ1 be the region that intersects the real line and is disjoint from the critical point that
is bounded by ∂M ∪ γ ∪ ∂J3, and let Γ2 = τ(Γ1) where τ is the symmetry about the even
critical point. Let Γ = Γ1 ∪ Γ2. We take N = Γ ∪R−1(M ).
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JN+1
e′N
R2
RN
e′2
B′1
M′1
J0
In=
I+nI−n
e′N+1
Figure 23. Choosing a definite neighbourhood of the critical value. The
figure shows one monotone branch of R. The critical value is contained in
M ′1. Depending on its position, we choose the left hand boundary of M1,
whose preimage under R is off the real line.
Let us now construct a neighbourhoodN ′ ⊃N , see Figure 24. As before, we will construct
staircases which will form part of the boundary ofN ′. They are constructed in the same way
as at the start of the proof, but the construction is shifted by one level. For i = 2, . . . , N ,
let e′i be the components of R
−(i−1)(J1 \ J3) that are contained in J i \ (J i+1 ∪R), and that
can be connected to J i \ J i+1 by a path in J i \ (J i+1 ∪ R−(i−1)(J1 \ J2)). For i = N + 1,
let e′N+1 be union of the components of R
−1(e′N) that can be connected to R \ {0} by a
path in JN+1 \ (R−1(e′N) ∪ R−1(JN+1)). For i = 2, . . . , N , e′i connects ∂J i with ∂J i+1,
and e′N+1 connects ∂J
N+1 with some Wk. Let v
′
i = ∂e
′
i ∩ ∂J i and w′i = ∂e′i ∩ ∂J i+1. For
i = 1, 2, . . . , N + 1 let γ′i ∈ ∂J i be the union of shortest arcs in ∂J i connecting w′i−1 with v′i.
Let
γ′ = e′3 ∪
N⋃
i=3
{γ′i ∪ e′i+1}.
γ′ consists of four arcs connecting ∂J3 to R−1(JN+1). Let us label the four components of
γ′1, γ
′
2, γ
′
3, γ
′
4 of γ
′ so that for j ∈ {1, 2, 3, 4} we have that γj ∩ γ′j 6= ∅.
Now we we will close off the region around the critical value, see Figure 25. We will give the
construction in the case when the critical value is not contained inR−N(I−n ) - this corresponds
to the case when it may be close to ∂JN+1. The modifications to the construction when the
critical value is in R−N(I−n ) are the same as in the construction of N . First, we extend the
domain B1 constructed above: As before, there are two components of R
−(N+1)(B0) \ e′N+1
that intersect the real line. Let B′1 be the component of R
−(N+1)(B0) \ eN+1 that intersects
the real line with the property that the region M ′ bounded by ∂B′1∪ e′N+1∪ γ′N+1∪ e′N ∪α′N
contains the critical value and not the critical point. Observe that B′1 \B1 consists of three
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γ′3
γ2
γ′2
γ4
γ′4
γ′1
γ1
J3
γ3
Figure 24. The first few components of N ′ \N ⊂ X1 refer to Figure 3.
topological squares with bounded geometry whose boundaries consist of arcs in α′N+1, the
components of ∂JN+1 \ e′N+1 that intersect the real line. ∂B′1 \ ∂B1, eN+1 and e′N+1, and
φ−1B1({1/2}× [0, 1]), and that M ′ \M = (B′1 \B1)∪B′. Let Γ′1 be the region that intersects
the real line and disjoint from the critical point that is bounded by ∂B′1 ∪ γ′ ∪ ∂J3, and let
Γ′2 = τ(Γ
′
1) where τ is the symmetry about the even critical point. Let Γ
′ = Γ′1 ∪ Γ′2. Let
N ′ = Γ′ ∪R−1(M ′).
The shape of Γ′ is dictated by the Yoccoz Lemma: Let Z2 be a topological rectangle
bounded by e2 ∪ ∂J2 ∪ ∂J3 ∪ (J2 \ J3) whose intersection with the real line is a component
of J2 \ J3- a fundamental domain for R. For i ≤ N − 2, let Zi+2 be a component of R−i(Z2)
that intersects the real fundamental domain J i+2 \J i+3. Then Zi+2 is mapped with bounded
dilatation onto Z2 by R
i. So since the height and width of Z2 are both comparable to
J2 \ J3, the height and width of Zi are both comparable to the length of the real trace of
Zi, a component of J
i \ J i+1. By the Yoccoz Lemma
|Zi|  |J
0|
min{i2, (N − i)2} .
So we see that near the middle of a long saddle-node cascade, the region Γ′ is pinched close
to the real line.
Now we are ready to describe the sets X0, X1, X2 and X3. Set
X1 = (N
′ \N ) ∪ (J3 \ (J4 ∪N ′)).
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X1
∂JN+1
R−1(B)
∂R−1(B′1)
W1
W2
Γ′2 Γ′1
J3
Figure 25. The componentsW1 andW2 of X3 and detail of the construction
around the critical point. This picture does not show the detail of X1. Refer
to Figures 3 and 24 for the detail of X1. The complex fixed points of R are
contained in W1 ∪W2.
From the construction above, we have that X1 is a union of combinatorially defined topo-
logical squares with bounded geometry, and moduli bounds as in conclusion (3) from The-
orem 7.5. To be definite, let us suppose that S is contained in the upper half-plane. Then
S is a pullback of a component of X1 that is either bounded by ei ∪ e′i and the shortest
arcs in ∂J i and ∂J i+1 connecting the end points of ei and e
′
i, where i = 3 or 4. Let S
′
denote this component. It follows from the complex bounds, Proposition 5.13, that S′ has
bounded geometry. We also have that it is contained in the set Sˆ′ which is contained in
the upper half-plane and is bounded by a component of R−1(J1 \ J4) lying in C \ R, a
component of J2 \ J5 ⊂ R, and two arcs contained in ∂J2, ∂J5, respectively. We have from
the complex bounds that mod(Sˆ′ \ S′) is bounded away from zero. Moreover, the mapping
from S onto S′ extends to a mapping with small dilatation onto Sˆ′. Hence there exists
δ′ > 0 depending only on the complex bounds such that S has δ′-bounded geometry and
mod(J0 ∩H+ \S) > δ. It follows from this and the construction near the critical value that
R−1(M ′ \M) has universally bounded geometry and moduli bounds as well. Finally, we set
• X2 = N ∪ (J0 \ J3), and
• X3 to be the components of J0 \X1 ∪X2.
There exists a constant K1 ≥ 1 such that each component of X3 is a K1-quasidisk. To
show this we use Lemma 7.12. Let W be a component of X3. The boundary of W consists
of four arcs. v1 ⊂ ∂J4, v2 ⊂ Γ′1 v3 ⊂ ∂R−1(B′1) and v4 ⊂ Γ′2. Since J4 is a K ′0-quasidisk,
we have that v1 is a K
′′
1 -quasiarc. Similarly, v3 is a K
′′
1 -quasiarc, since ∂R
−1(B′1) is a
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K ′0-quasiarc. We also have that v2 and v4 are K
′′
0 -quasiarcs: if ζ ⊂ γ′i is a subarc of γ′i,
then ζ is a union of preimages of real fundamental domains and the boundaries of puzzle
pieces that are K ′0-quasiarcs, the intersections of these paths do not contain any cusps,
so the only interesting case is when |x − y| is small, and ζ contains many steps in the
staircase. But now the statement follows since Γ′ \ Γ consists of topological squares with
bounded geometry. Since J4 is δ′-nice for some δ′ > 0, universal, we have that dist(v1, v3),
diam(v2), diam(v4) are comparable to diam(J
0), and Lemma 7.10 and the same analysis as
above imply that diam(v1), diam(v3), dist(v2, v4) are comparable to diam(J
0). It remains
to verify the Ahlfors-Beuring Criterion on adjacent components of ∂W . Consider v1 ∪ v2.
Suppose that z1, z2 ∈ v1 ∪ v2. Let γ[z1,z2] be the path connecting z1 and z2 in v1 ∪ v2. We can
assume that z1 ∈ v1 and z2 ∈ v2. If v2 ∈ J5, then diam(γ[z1,z2]) and |z1 − z2| are comparable
to diam(J0), so we can assume that z2 ∈ e4, but now e4 is a preimage of of an interval in
J0\J1 that meets ∂J0 at a definite angle. So diam(γ[z1,z2]) and |z1−z2| are comparable. The
similar arguments show that the Ahlfors-Beurling Criterion holds on the arcs v1 ∪ v4, v2 ∪ v3
and v3 ∪ v4.
It is important to observe that the boundary of X3 consists of pullbacks of the real line
and boundaries of puzzle pieces, so that for each component of X3 there is a corresponding
component of X˜3. The set X0 is the union of the piecewise smooth boundaries of these
regions.
Step 2: Constructing the quasiconformal mapping H. We define H on X2 dynamically.
For z ∈ Γ ∪ B, let 0 < kz ≤ N + 1 be so that Rkz(z) ∈ J0 \ J1, and define H(z) by
H0 ◦ Rkz(z) = R˜kz ◦H(z). Let P be the component of Dom∗(J0) that contains Rkc(c) (the
image of the critical point when it escapes through the cascade). For z ∈ R−1(M)\R−kc(P ),
We define H in R−1(M) by R˜ ◦ H(z) = H ◦ R(z) By applying the inductive step, by the
conclusion of Theorem 7.5 for central cascades that are lower in the partial ordering, together
with the argument used to prove the Real Spreading Principle, we have that there exists
K ′ ≥ 1 and δ′ > 0 such that H|P is a (K ′, δ′)-qc\bg mapping. Thus by the QC Criterion,
we have that there is a K ′′-qc mapping that agrees with the boundary marking on R−kc(P ).
Observe that this procedure defines H on ∂X1 ∩ ∂X2 = ∪N+1i=2 {v′i}.
Let us now define H on X3. Let W be a component of X3. Since W and W˜ are K1-
quasidisks, there exist K1-qc mappings φW , φW˜ : C → C such that φW (D) = W , and
φW˜ (D) = W˜ . We start by partially defining a mapping hW from ∂W to ∂W˜ . Observe
that wi = v
′
i+1 and that γ ∩ γ′ = ∪N+1i=2 {v′i}. Observe that we can define hW arbitrarily on
∂J4 ∩W , so that it maps ∂J4 ∩W to ∂J˜4 ∩ W˜ . We set hW (v′i) = H(v′i) = H(wi−1) where
H is the mapping on X2 already defined, and we define hW (w
′
i) = w˜
′
i.
By Theorem A [vSV1], we have that there exists δ0 > 0, universal, so that (1+δ0)J
1 ⊂ J0.
Moreover, since |J1|  |J0|, we have that each of the components of J0 \ J1 have length
comparable to |J0|, and it follows from Lemma 7.10, there exists δ′ > 0 such that |R(c)−c| >
δ′|J0|. So we may apply the Yoccoz Lemma.
Suppose that x, y, z are three points lying in ∪N+1i=2 {v′i, w′i}. Observe that each e1′i bounds
a rectangle Z1
′
i in the upper half-plane bounded by J
i \ J i+1 and two arcs in αi and αi+1,
respectively. Moreover, this rectangle is mapped with bounded dilatation by Ri−3 onto a
rectangle Zj
′
4 in the upper half-plane contained in J
4 \ J5 and bounded by ej′4 and two arcs
in α4 and α5. Since we have that the distance between the corners of Z
j′
4 are all comparable,
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we have the same for the corners of Z1
′
i . Hence have that |w′i − v′i| and |v′i − w′i−1| are both
comparable to |J
0|
min{i2,(N−i)2} .
For i ≤ N, let ∆i be the component of J i \ J i+1 containing RN−i+1(c). Let B1 be the
component of J0 \ JN+1 that contains R(c). By the Yoccoz Lemma, we have that there
exists a constant C for 1 ≤ i ≤ N ,
1
C
|B1|
min{i, N − i}2 ≤ |∆i| ≤ C
|B1|
min{i, N − i}2 .
Moreover, we have the same estimates for the objects marked with tilde, with the same C
(since |J1|/|J0| is comparable to |J˜1|/|J˜0|). Suppose that w ∈ ∆jw , w ∈ {x, y, z} Without
loss of generality, we can assume that ∆jx lies to the left of ∆jy , which lies to the left of ∆jz ,
and that jz ≤ jy ≤ jx. Then we have that
1
|B1|
jx−1∑
k=jy+1
|∆k| ≤ C
jx−1∑
k=jy+1
1
min{i, N − i}2 ≤ C
2 1
|B˜1|
jx−1∑
k=jy+1
|∆˜k|.
Similarly we have that
1
C2
1
|B˜1|
jx−1∑
k=jy+1
|∆˜k| ≤ 1|B1|
jx−1∑
k=jy+1
|∆k|,
and
1
C2
1
|B˜1|
jy−1∑
k=jz+1
|∆˜k| ≤ 1|B1|
jy−1∑
k=jz+1
|∆k| ≤ C2 1|B˜1|
jy−1∑
k=jz+1
|∆˜k|.
Thus we have that
|x˜− y˜|
|y˜ − z˜| =
∑j1−1
k=j2+1
|∆˜k|∑j2−1
k=j3+1
|∆˜k|

|B˜1|
|B1|
∑j1−1
k=j2+1
|∆k|
|B˜1|
|B1|
∑j2−1
k=j3+1
|∆k|
=
|x− y|
|y − z| .
Thus hW is (C, p)-qs on ∪N+1i=2 {v′i, w′i},, where C > 0, p ≥ 1 depend only on |J0|/|J1|, by way
of Lemma 7.10 and the Yoccoz Lemma.
Let us define a mapping h′ : ∂D → ∂D as follows. For z ∈ ∪N+1N=2φ−1W {v′i, w′i} we define
h′(z) = φ−1
W˜
◦ H ◦ φW (z). Thus we have that h′ is κ′-quasisymmetric on ∪N+1i=2 φ−1W {v′i, w′i},
where κ′ ≥ 1 depends only on K1 and κ. Let us show that ∪N+1i=2 φ−1W {v′i, w′i} is M -relatively
connected. First, choose x ∈ ∪N+1i=2 φ−1W {v′i, w′i}, and r > 0 so that B(x, r) 6= S. Since the
gaps between adjacent points in ∪N+1i=2 φ−1W {v′i, w′i} are governed by the Yoccoz Lemma, we
have S is M -relatively connected at x with M  2. Since φ−1(∂J4)∪∪N+1i=2 φ−1W {v′i, w′i} is M -
relatively connected, by Proposition 3.3 we can extend h′ to a κ′′-qs mapping h′ : ∂D→ ∂D.
Thus by Ahlfors-Beurling it extends to a Kˆ2-qc mapping H
′ : D → D and we thus we have
that hW : W → W˜ extends to a Kˆ-qc mapping,
HW = φW˜ ◦H ′ ◦ φ−1W : W → W˜
that agrees with H where ever they are both defined.
Finally, we define the mapping on X1. Let S be a component of X1, and let S˜ be the
corresponding component of X˜1. Then S and S˜ are bounded by piecewise smooth quasiarcs.
The mapping H is already defined on some components of ∂S. We leave H unchanged
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where it is already defined, and extend it to a homeomorphism from ∂S to ∂S˜, and then to
a homeomorphism from the interior of S to the interior of S˜, so that it satisfies (2.1) on ∂S.
Case 2: Suppose that R : J1 → J0 is a unimodal mapping with a high return and
|J0|/|J1| is bounded. In this case, R has an orientation preserving fixed point β ∈ JN+1. As
usual τ(β) denotes the symmetric point under the symmetry about the even critical point.
We have that R(c) ∈ JN \ [β, τ(β)] and c ∈ R((β, τ(β))).
Step 1: Decomposing J0. Let us start by decomposing J0 into the sets X0, X1, X2, X3. See
Figure 26 for a rough picture of the decomposition. In this case, the staircases consist of
infinitely many ei, i = 3, 4, . . . , pullbacks of the real fundamental domains J
0 \J1, or J1 \J2,
and subarcs γi of the boundaries of certain puzzle pieces that intersect the real line.
Let us choose the puzzle pieces whose boundaries will contain the γi. For 0 ≤ j ≤ N + 1,
let U j = J j; these are exactly the puzzle pieces in the principal nest. For j > N + 1, let U j
be the components of R−j(J0) that contain β and τ(β). These are no longer puzzle pieces
in the principal nest (in particular, they do not contain the escaping critical point); they are
the “outermost”pullbacks of JN+1 by R that intersect the real line, and they are mapped
diffeomorphically onto JN+1. For i ∈ N, we let ei the union of components eji of R−i(e0)
with the property that there exists a path in U i \ (U i+1 ∪ R−i(J0) that connects eji with
U i \ (U i+1 ∪ [β, τ(β)]). As before, for all i > 1, ei consists of four components. For i ∈ N, we
let αi ⊂ ∂U i \ [β, τ(β)] be the shortest path crossing the real line that connects two points
of ∂ei. We let γi ⊂ αi be the union of shortest arcs that connect ∂ei with ∂ei+1. Then for
i ≥ 3, γi is a union of four disjoint connected arcs γ = ∪4j=1γji . We have that
e3 ∪
∞⋃
i=3
{γi, ei}
union of four disjoint paths that connect ∂J3 with {β, τ(β)}. The arcs ∂J3 ∪ γ bound three
regions in the complex plane. Let Γ be the union of the two regions bounded by ∂J3 and
γ that do not intersect (β, τ(β)), see Figure 26. We obtain a neighbourhood of the critical
point given by CompcR
−1(Γ).
We construct the neighbourhood Γ′ ⊃ Γ using staircases exactly as before. For i =
2, . . . ,∞, let e′i be the components of R−(i−1)(J1 \ J2) that are contained in C \ R, and
that are not separated from the real line. For i ∈ {2, 3, . . . , }, e′i connects α′i ⊂ ∂U i with
α′i+1 ⊂ ∂U i+1. Let v′i = e′i ∩ α′i and w′i = e′i ∩ α′i+1. For i = 1, 2, . . . , let γ′i ∈ α′i be the union
of arcs connecting w′i−1 with v
′
i. Let
γ′ = e′3 ∪∞i=4 {e′i ∪ γ′i}.
γ′ consists of four arcs connecting ∂J3 to {β, τ(β)}. Let Γ′ be the union of the regions
bounded by ∂J3 and γ′ that intersect the J3 \ J4. Now, we pull Γ ⊂ Γ′ back by one iterate
of R. See Figure 26 for the detail of the construction up to this point.
Let us now partition J0; this partition will serve as a qc\bg partition. We take
X2 = (J
0 \ J3) ∪ Γ ∪ CompcR−1(Γ),
X3 = J
4 \
(
Γ ∪ CompcR−1(Γ′)
)
,
X1 = (J
3 \ (J4 ∪ Γ′)) ∪ (Γ′ \ Γ) ∪ (R−1(Γ′) \R−1(Γ)),
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e1
X1
J4
Γ ⊂ X2
X3
CompcR
−1(Γ)
⊂ X2
X3
X3 X3
Γ ⊂ X2
ζ1
ζ2
ζ3
ζ4
J0
J1
J2
J3
e3
e2
e0
Figure 26. Domains around the critical point of a high return.
and the set X0 is the union of their boundaries. To see that there exists K1 ≥ 1 so that
each component of X3 is a K1-quasidisk, we verify the conditions of Lemma 7.12. This is
essentially the same as the proof in the low return case, so we only give a sketch.
Claim: X3 is a union of quasidisks. Let W be a connected component of X3. We can
decompose ∂W into arcs ζ1, ζ2, ζ3, ζ4 where ζ1 ⊂ ∂J4,ζ2 ⊂ γ′, ζ3 consists of an interval in
the real-line and ζ4 ⊂ Compc∂R−1(Γ′). Since J4 is a K ′0-quasidisk, we have that ζ1-is a K ′′0 -
quasiarc, and dist(ζ1, ζ3) is bounded from below. We have that dist(ζ2, ζ4) is comparable to
diam(J0), since close to the real line, ζ2 is close to β and ζ4 is close to c0 and away from the
real line they are separated by topological squares with bounded geometry and diameters
comparable to diam(J0). It remains for us to show that ζ2 is a K
′-quasiarc, and that the
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Ahlfors-Beurling Criterion is satisfied on adjacent quasiarcs. To see that ζ2 is a K
′-quasiarc,
we verify the Ahlfors-Beurling Criterion. If z1, z2 ∈ ζ2, let γ[z1,z2] be the path between them.
If z1, z2 ∈ ei for some i, then we have that diam(γ[z1,z2]) ≤ C|z1 − z2| for some C since ei
is a pullback of a real interval with bounded dilatation. If γ[z1,z2] ⊂ αi for some i, then
diam(γ[z1,z2]) ≤ C|z1 − z2| since αi is a pullback of a subset of ∂J0 with bounded dilatation.
In general, we have that diam(γ[z1,z2]) ≤ C|z1 − z2| since the path between z1 and z2 can
be decomposed into ei and pieces of αi that intersect at approximately right angles, form
the boundaries of squares with bounded geometry, and the squares bounded by αi, αi+1, ei
and Ji \ Ji+1 also have bounded geometry. Similarly we can argue that the Ahlfors-Beurling
Criterion holds on ζ3 and its adjacent arcs. To see that it holds on ζ1 and its adjacent arcs
we need only observe that ζ2 and ζ4 intersect ζ1 at an almost right angle, and that ζi ∩ J5
is bounded away from ζ1 for i = 2, 4. X
Also, arguing in the same way as in the saddle node case, we have that X1 is a union
of topological squares with bounded geometry and moduli bounds in J0, and in the upper
half-plane. Around a component S′ of X1 that is contained in J4 \ J5 we can build a
topological square Sˆ′ ⊃ S′ such that mod(Sˆ′ \ S′) is universally bounded from below, and
any component S of X1 is a pullback of such an S
′ and the mapping from S to S′ extends
to a diffeomorphism with bounded dilatation onto Sˆ′, and the result follows.
Step 2: Constructing the quasiconformal mapping. In X2, the construction is identical to
the one used in the low return case. Let P denote the puzzle piece that contains Rkc(c),
then for each z ∈ X2 \CompcR−kc(P ), there exists kz such that Rkz(z) ∈ J0 \J1. We define
H(z) by H0 ◦ Rkz(z) = R˜kz ◦ H(z). On CompcR−kc(P ) we define H so that it agrees with
the mapping on the boundary using the QC Criterion.
Now let us define H on X3. LetW be a component of X3, and let W˜ be the corresponding
set for R˜.
Claim: There exists a Kˆ-quasiconformal mapping HW : W → W˜ such that for each xi ∈
∪∞i=3{v′i, w′i} ∪ R−1(∪∞i=3{v′i, w′i}, HW (xi) = x˜i. We have that W and W˜ are K1-quasidisks.
Let us start by partially defining a mapping hW from W to W˜ . For each xi ∈ {v′i, w′i}, i =
2, 3, . . . ,, we set hW (xi) = x˜i. Pulling back once, for each point x ∈ CompcR−1(Γ′) such that
R(x) ∈ ∪∞i=N−2{v′i, w′i}, we define hW so that hW ◦R(x) = R˜◦hW (x). Let {yi}∞i=1 denote the
set of all points not in ∂J2 where hW has been defined. Take any x, y, z ∈ ∪{yi}∞i=1 ⊂ ∂W
arranged with y between x and z in ∂W . Because of the linear behaviour near the β fixed
point, there exist C > 0 and so that |x˜−y˜||y˜−z˜| ≤ C
(
|x−y|
|y−z|
)η
.
Now we extend hW to W . Let φW , φW˜ : C→ C be Kˆ-qc mappings of the plane such that
φW (D) = W , and φW˜ (D) = W˜ . Arguing as in the unimodal, low return case, we have that
the mapping φ−1
W˜
◦ hW ◦ φW , which maps φ−1W (Domain(hW )) into ∂D is κ′-quasisymmetric,
and that there exists M ≥ 1 depending only on |J0|/|J1| so that φ−1W (Domain(hW )) is an
M -relatively connected subset of D. So by Proposition 3.3, we have that φ−1
W˜
◦ hW ◦ φW
extends to a κ′′-qs mapping from ∂D to itself. Thus by using the Ahlfors-Beurling extension
it extends to a Kˆ1-qc mapping on the unit disk, and so hW extends to a Kˆ-qc mapping
HW : W → W˜ . X
Now let us extend the mappings that we have defined to X1. Fix a small δ
′ > 0. Let S be
a component of X1, with corners v
′, w′, v and w. The mapping H may already be defined at
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 116
some of the corners. We extend H to S, so that it is a homeomorphism and satisfies (2.1)
on X0, which contains the boundary of each component of S.
Since H is a conjugacy on the boundary of X2, we can pull this construction back along the
two monotone branches of R. Because J0 \ Γ is contained in a Poincare´ disk, Dθ((β, τ(β)))
with θ bounded away from zero, and each monotone branch of R is mapped onto an interval
containing (β, τ(β)) and bounded by a boundary point of J0 and τ(β), we can control the
dilatation of H as we pullback it along these branches. In particular, pulling back along
these branches infinitely many times refines the mapping H in X3: under R, every point
in X3 either lands in CompcR
−1(Γ) or it escapes through J4 \ J5, and the orbit of almost
every point in [β, τ(β)] \CompcR−1(Γ) enters CompcR−1(Γ). Thus we obtain a mapping on
the real line that is a conjugacy up to the first entry time of a point in N . Moreover H is
defined dynamically on Γ and on X3 (after refining the original mapping). Observe that if
H0 is quasiconformal on a neighbourhood of the interval J
0 \ J1 then so is H.
Case 3: R : J1 → J0 is a monotone mapping. Here we explain how to deal with the
case when R : J1 → J0 is a monotone mapping with possibly several critical points of odd
order. Suppose first that |J0|/|J1| is bounded. To simplify the exposition, we will assume
that R is orientation preserving; the orientation reversing case is similar. We will focus on
the key differences of this case with the two unimodal cases already considered.
We construct γ and γ′, by considering infinitely many pullbacks of the fundamental do-
mains J0 \ J1 lying in C \ R, which are “closest to the real line,” and connecting them by
boundary arcs of puzzle pieces.
Let β ∈ JN+1 denote the fixed point of R. By Lemma 7.10, and [dMvS, IV. Theorem B], if
|J0| is sufficiently small, there exists a constant C such that 1+1/C < |DR(β)| < C. Notice
that γi, γ
′
i, i ∈ {1, 2, 3, 4} all have a common boundary point at β. Let us now construct the
regions Γ and Γ′. There are two cases to consider,
(1) all critical points of R are contained in a single component of J0 \ {β} or
(2) each component of J0 \ {β} contains at least one critical point of R.
Suppose first that all critical points of R are contained in one component of J0 \{β}. Let N ′
be maximal so that JN
′+1 contains a critical point c′ of R. As in the unimodal, low return
case, we need to be a little careful about complex pullbacks of the rectangles bounded by
αi+1 ∪αi ∪ ei or αi+1 ∪αi ∪ e′i (whose real traces are a fundamental domain in J i \ J i+1), but
observe that R has at most Crit(F ) critical points, and each passes through J i \J i+1 at most
once, so we can construct a shielding region about each critical point as in the unimodal,
low return case, see page 106 and Figure 23. Let us construct a neighbourhood about c′
under the assumption that R(c′) ∈ R−N(In \ I−n ); the alternative case is similar. Let Γ be
the region bounded by ∂J4 ∪ γ ∪ ∂JN ′+1 that contains a critical value of R and let Γ′ be
the region bounded by ∂J3 ∪ γ′ ∪ ∂R−(N+1)(I+n ) that contains a critical value of R. If each
component of J0 \ {β} contains at least one critical point of R, then we make the same
construction on either side of β to obtain a neighbourhoods Γ1 of the component of J
0 \ JN ′
that contains R(c′) and a neighbourhood Γ2 of the component of J0 \ JN ′′ that contains
R(c′′). We let Γ = Γ1 ∪ Γ2, and define Γ′ analogously. We omit the details.
There exists δ > 0 such that Γ′ \ Γ consists of a union of topological squares S with δ-
bounded geometry, so that mod(J0\S) ≥ δ and with moduli bounds as in (3) of Theorem 7.5.
To see that these bounds hold, we can argue just as in the unimodal case.
We let
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• X1 = J3 ∩ (Γ′ \ Γ) ∪ (J3 \ (J4 ∪ Γ′)),
• X2 = (J0 \ J3) ∪ Γ,
• X3 = J0 \X1 ∪X2 ∪ R, and
• X0 = J0 \ (X1 ∪X2 ∪X3).
We define H on X2 by pulling back when we can and applying the QC Criterion to construct
K ′-qc mappings that match the boundary markings on puzzle pieces that contain critical
points. Here are the details.
First we will construct a complex neighbourhood of Crit(F ). We will use the same con-
struction in the multicritical saddle-node and high-return cases. Let {G˜j}sj=0 be the chain
with G˜s = J
0, and G˜0 = J
1 and let {Gj}sj=0 be the chain with Gs = J1, and G0 = J2. Let
c be a critical point of F . If there exists i, 0 < i ≤ s such that c ∈ G˜i, let Jc = G˜i = Lˆc(J0).
Otherwise we define Jc as follows: Let n be so that W
n
c0
is at the top of the same long cen-
tral cascade as J0. If W nc is at the top of a long central cascade, then we take Jc to be the
excellent puzzle piece associated to the long central cascade by Proposition 5.13, otherwise
we take Jc = W
n
c . Let T
′ be the set of critical points of F such that Jc = W nc . Let Rˆ be
the return mapping to ∪c∈Crit(F )Jc. Let P ′1 denote the components of Rˆ−1(Dom(∪cJc)), that
intersect J0 \ J1.
When we pull back a puzzle piece in P ′1 through the central cascade, it could intersect
several critical points, we need to ensure that the critical values are contained in puzzle
pieces with bounded geometry and moduli bounds.
Let us suppose first that W is a pullback of some Jc that is a puzzle piece given by
Proposition 5.13, which is at the top of some central cascade. To be definite, let
W = CompRN1+1(c1)(Dom(∪c∈Crit(F )Jc)).
Then W is mapped diffeomorphically onto Jc. Consider the chain {Zj}Nj=0 where ZN = W
and for j = 0, . . . , N − 1, we set Zj to be the component of (RJ0 |J1)−1(Zj+1) that intersects
the real line. Each Zj intersects J
j \ J j+1. Let b′0 be the number of Zj, j = 0, . . . , N that
contain a critical point of R = RJ0|J1 . Let us index these critical points by c′i where c′i ∈ Zji ,
and j1 < j2 < · · · < jb′0 . Let T = {c′1, c′2, . . . , c′b′0}. For each c
′
i, ji ≤ N + 1 let vi := Rji(c′i).
Let us now refine W : For any vi, i ∈ {1, . . . , b′0}, let s be minimal so that either
• Rˆs(v1) ∈ Jc where c ∈ T ′, in which case Jc = W nc is a puzzle piece in the good nest
or
• Rˆs(v1) ∈ Lc(Jc), for c ∈ Crit(F ) \ T ′, in which case Jc is given by Proposition 5.13.
If c ∈ T ′, let Qv1 = Compv1Rˆ−s(Jc), and Q′v1 = Compv1Rˆ−s(CompRs(v1)(Dom(W n))), and if
c ∈ Crit(F )\T ′, letQv1 = Compv1Rˆ−s(Jc), Q′v1 = Compv1Rˆ−s(Lc(Jc)). By Proposition 5.13,
Proposition 5.18 , Corollary 5.19 and Proposition 7.4, we have that there exist K1 ≥ 1 and
δ1 > 0 such that Q
′
v1
has δ1-bounded geometry, that mod(Qv1 \Q′v1) ≥ δ1, and that H is
(K1, δ1)-qc\bg on each component of that contains a forward image of a critical point. So by
the QC Criterion there exists a K ′ = K ′(K1, δ1)-qc mapping on each Zj, j = 1, . . . , N that
agrees with the boundary marking. Finally, we can extend H to (J0 \J1) \ (∪Qv) using the
same argument given to prove the Real Spreading Principle.
Once again, we have that X3 is a union of disjoint K1-quasidisks. This is checked as in
the unimodal, low return case using Lemma 7.12. We define H on each component W of X3
just as we did in the unimodal case:
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• First, we define hW on
⋃∞
i=3{v′i, w′i}, so that it matches the boundary marking on
this set. As in the unimodal case, it is straightforward to check that hW defined on
this set is is (C, p)-qs for some C, p depending on |J0|/|J1|, and the escape times of
the critical points. Note that when we pass through a long piece of the cascade that
contains an escaping odd critical point, the cascade behaves according to the Yoccoz
Lemma,as in the unimodal, low return case.
• There exists a K1-quasiconformal mapping of the plane so that φW : D→W .
• Just like in the unimodal case, we have that φ−1W (
⋃∞
i=3{v′i, w′i}) is an M -relatively
connected subset of ∂D, so by Proposition 3.3, we have that φ−1
W˜
◦ hW ◦ φW extends
to a κ′-qs mapping on ∂D.
• Finally since φ−1
W˜
◦ hW ◦ φW extends to a Kˆ2-qc mapping on D, we have that hW
extends to a Kˆ-qc mapping HW : W →W .
On X1 we define H so that it is a homeomorphims, which agrees with the mapping already
defined on a subset of ∂X1 and so that it satisfies (2.1) on X0. So there exists a (K
′, δ′)-qc\bg
mapping H : C → C such that H(J0) = J˜0 as in the statement of Theorem 7.5. Now we
pull this construction back by one iterate of R.
The mapping constructed up to this moment is a conjugacy outside of a neighbourhood
of the β fixed point. Let W0 = CompβJ
4 \ R−1(Γ). We are going to refine H in W0, so
that we obtain a mapping that is a conjugacy in a neighbourhood of J1 (the real trace of
the dynamics). Let W 1 = Compβ(R
−1(W0)). By definition H conjugates the dynamics of
R and R˜ on ∂W 1, so we can pull it back by R|iW 1 for i = 1, 2, 3, . . . . Since W0 is contained
in a Poincare´ disk with angle bounded away from zero based on its real trace, the dilatation
as we pullback is small, and we obtain a conjugacy between R and R˜ on W 0.
Suppose now that |J0| is much bigger than |J1|. Since J0 is a K0-quasidisk, there exists
θ ∈ (0, pi) such that J0 ⊂ Dθ(J0). So by Lemma 3.9, for 0 ≤ i ≤ N + 1 we have that there
exists λ ∈ (0, 1) such that J i ⊂ Dλiθ(J i). Thus we have that there exists a constant C such
that diam(J i) ≤ C|J i|/λiθ. So if |J i+1| is much smaller than |J i|, for i = 0, . . . , i0, with
i0 ∈ {0, . . . , N + 1}, we have that |J i+1| is much smaller than λ|J i|, and so |Ji+1|λi+1θ is much
smaller than |J
i|
λiθ
. Hence there exists a constant η < 1 so that diam(J i+1) < ηdiam(J i). So
we can assume that the diameters of the puzzle pieces J i decay exponentially, for 0 ≤ i ≤ i0
and that |J i0| is comparable to |J i0+1| or i0 = N + 1.
We constructQv ⊂ Q′v just as in the bounded geometry case, and and refine the conjugacy
H exactly as before. As long as J i is much bigger than J i+1 we can pull back the conjugacy,
and we deal with puzzle pieces that contain critical points exactly as in the bounded geometry
case. So we pull back until the moment when the geometry becomes bounded. Let this
moment be i0, so that |J i0| is comparable to |J i0+1|. If all critical values of R are contained
in J0 \J i0+1 or if both components of J i0 \J i0+1 are comparable to J i0 then we can conclude
the proof using the argument in the bounded geometry case. It could be the case that one of
the components Fi0 of J
i0 \ J i0+1 is very small. In this case, we look at the forward images
of this fundamental domain: Fi = CompRi−i0 (Fi0 )J
i \ J i+1. By the Koebe theorem, we can
find i so that |Fi|  |J i|, and now we can repeat the argument from the bounded geometry
case.
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Case 4: R : J1 → J0 is a multicritical mapping with a low return and |J0|/|J1|
is bounded. This is the case when R(J1) does not contain the critical point, and R does
not have fix points on the real line, as in Figure 22(2), but with more critical points. We
will treat the case when the geometry is unbounded after we consider the multicritical, high
return case. First, we construct Qv ⊂ Q′v exactly as in the monotone case, see page 117.
Now, let us show that we can reduce this case to the case when there is a single turning point.
For convenience, we will choose the chain {Gj}sj=0 so that G0 = J2 contains a critical point
c0 of even order, and Gs = J
1. Then F s(G0) 63 c0. If s′ < s is maximal so that Gs′ contains a
critical point c′ of F of even order, we have that that F s−s
′
(c′) is a global maximum for F s|J1
and F s−s
′
(Gs′) 63 c0. Thus if we let s1 > 0 be minimal so that Gs1 contains a critical point
c1 of even order, we have that F
s−s1(Gs1) 63 c0, so that the return mapping F s : Gs1 → G˜s1 ,
has one fewer critical points than F s|G0 , and since F s|Gs1 does not have a fixed point, we
have that F s(Gs1) does not contain c1. Continuing in this fashion we obtain that the return
mapping F s : Gs′ → G˜s′ , G˜s′ = CompF s′ (c0)F−(s−s
′)(J0), is a unimodal mapping. Moreover,
c′ corresponds to the last critical point of R to escape the central cascade.
Using the arguments from the previous cases we obtain a decomposition of J0s′ into sets
X0, X1, X2 and X3: We build the paths γ and γ
′ just as before. Suppose that N is so that
JN \ JN+1 contains the even critical point. Then γ, γ′ are both unions of four paths that
connect ∂J3 with ∂R−1(JN+1). We construct a neighbourhood of the critical points just
like we did in the unimodal saddle node and monotone cases, compare Figure 23, but just
as in the monotone case we have to argue more carefully since there could be odd critical
points in the monotone branches of R: Observe that there are at most #Crit(f) − 1 such
odd critical points, so #{Rkc(c) : c ∈ Crit(R)} ∩B0 is at most #Crit(f) − 1. Thus there
is a subinterval J of B0 with length comparable to |J0| such that if J ′ is any component of
R−(N+1)(J) that is contained in the real line then RN+1 : J ′ → J is a diffeomorphism. Now
as in the unimodal and monotone cases, we can obtain neighbourhoods of the critical points
which are “shielded” by topological rectangles with bounded geometry and moduli bounds.
With this preparation, we define Xi, i ∈ {1, 2, 3, 4}, exactly as in the unimodal, low return
case, and we can construct H in the same way as we did in the unimodal and monotone
cases (since there could be critical points in the monotone branches of R). We will deal with
the big geometry case after we treat cascades with a high return.
Case 5: R : J1 → J0 is a high return. First let us consider the case when |J0|/|J1| is
bounded. Let β denote the outermost orientation preserving fixed point of R : J1 → J0. Let
λβ be the multiplier of β. Provided that J
0 is small enough, which we can and will assume,
by [dMvS, Chapter IV. Theorem B] there exists a ε0 > 0, universal, so that |λβ| > 1 + ε0,
and by Lemma 7.10, |λβ| is bounded from above.
We begin as in the unimodal case by constructing two regions Γ ⊂ Γ′ whose boundaries
consist of staircases landing at β and τ(β) respectively and boundary arcs of ∂J4. To
construct a conjugacy on the boundaries of puzzle pieces in Γ that contain critical points,
we use the same procedure as in the monotone case, see page 117.
Let us now construct a first qc\mapping and partition. Let
• X1 = Γ′ \ Γ ∪ (J3 \ (J4 ∪ Γ′),
• X2 = Γ ∪ J0 \ J3
• X3 = J4 \X1 ∪X2 ∪ R
• X0 is the union of their boundaries.
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We construct a qc\bg mapping H ′ associated to this partition exactly as in the unimodal
case: Arguing as before, we have that there exists a Kˆ-qc mapping from each component W
of X3 to the corresponding component W˜ . Moreover, We have that (J
3\(J4∪Γ′) and Γ′\Γ,
are both unions of combinatorially defined topological squares with bounded geometry and
moduli bounds as in (3) of Theorem 7.5. So we can extend the mapping constructed in X2
to a qc\bg mapping H : J0 → J˜0.
Now we pull this picture back by one iterate of R. For each critical point c such that
R(c) /∈ [β, τ(β)], we have that c ∈ CompcR−1(Γ). Let T0 denote the critical points of R
that do not escape [β, τ(β)] under R. We have that T0 ⊂ JN1+2. If T0 = ∅, then we can
conclude the argument exactly as in the unimodal case, so let us suppose that T0 6= ∅. We will
construct neighbourhoods of these critical points. We let W ′ be the union of components
of J3 \ (Γ ∪ R−1(Γ)) that contain the critical points c ∈ T0, and we let W be the union of
components of J3 \ (Γ∪R−1(Γ′)) that contain critical points c ∈ T0. Observe that W ⊂W ′.
We let W ′0 be a component of W ′ and let W0 be the component of W contained in W ′0. As
before, it is not hard to use Lemma 7.12 to show that W0 and W
′
0 are K1-quasidisks. We
also have that W ′0 \W0 is a union of topological squares with bounded geometry and moduli
bounds as in (3) of Theorem 7.5. See Figure 27, for a rough idea of what the decomposition
looks like in this case.
ΓW
0
J3
CompcR
−1(Γ)
Figure 27. A sketch of the decomposition for a multicritical high return.
For each critical point c ∈ T0, let kc ∈ N be minimal so that Rkc(c) ∈ [β, τ(β)] \W . Order
the critical points in T0, c1 < c2 < c3 < · · · < c|T0|, so that kci ≤ kci+1 . Let i0 < b be minimal
so that kci+1 − kci ≥ N0. If no such i0 exists, set i0 = |T0|. Let T1 denote the set of critical
points ci with i ≤ i0. For each critical point ci with i ≤ i0, we have that kci ≤ |T0|N0. Let
N2 = kci0 . Let T2 denote the set of critical points that do not escapeW under RN0+N2 . This
is the same as the set of critical points ci with i > i0.
Let W ′1 denote the components of J3\(Γ∪R−1(Γ)). that do not contain a critical point of
R. Suppose that W is a component of W ′1 Then by construction H is a conjugacy on ∂W .
So as in the unimodal, high return case, by pulling H back through infinitely many iterates
of R|W ′1 , we construct a conjugacy on the union of such components, up to the landing time
of points in W ∪ J0 \ J1.
When T2 = ∅, we can conclude proof by pulling back by a bounded number of steps. So
suppose that T2 6= ∅. For convenience, let us suppose that c1 ∈ T2. Then we have that
QUASISYMMETRIC RIGIDITY IN ONE-DIMENSIONAL DYNAMICS May 24, 2018 121
W 0 ⊃ W 1 ⊃ · · · ⊃ W kc1−1 ⊃ W kc1 is a long central cascade and R(c1) ∈ W kc1−1 \W kc1 .
There are three cases to consider: The return mapping toW 0 has a low return, a high return
or is monotone. Depending on the case, we one of the arguments we have already given.
Notice in the low return case, the argument terminates after one step, since all the critical
points escape through the monotone branches of R. In the high return case, if there are
more non-escaping critical points, the argument will not terminate, but it eventually reduces
to the either the unimodal or monotone case.
Now let us consider the case when |J0| is much bigger than |J1| and c0 is even. Then since
J0 has bounded geometry and J1 is approximately in the middle of J0, there exists C0 large
so that |J0| > C0|J1| and mod(J0 \ J1) is large.
If there exists δ0 > 0 such that for all n, 0 ≤ n ≤ N , we have that mod(Jn \ Jn+1) ≥ δ0,
then, there exists δ′0 ∈ (0, 1), depending only on δ0, so that diam(Jn+1) < δ′0diam(Jn). Thus
for n = 1, 2, . . . , N , there exists a constant C > 0 such that the dilatation of R|Jn\Jn+1 is
bounded from above by
C max
0≤i≤s
{diam(Compf i(c)f−(s−i)(Jn−1))},
which decays exponentially fast, and so we can pull the conjugacy back through the entire
central cascade as we did above in the high-return case for the critical points in T1.
So we can assume that for some n, mod(Jn\Jn+1) < δ′. We claim that there exists C ′ > 1
such that |Jn| < C ′|Jn+1| and for all i, 0 ≤ i < n we have that |J i| > C ′|J i+1|. Suppose
not, then |Jn+1| is much smaller than |Jn|, and mod(Jn \ Jn+1) ≤ D(1 + C(µ(Jn−1))δ0,
where D is the degree of R. Since c0 is even, we still have that J
n+1 is approximately in
the middle of Jn. Thus at least one of Jn or Jn+1 does not have bounded geometry, even
more that either the largest Euclidean circle centered at c that can be inscribed in Jn has
diameter much smaller than Jn or the smallest Euclidean circle centered at c that contains
Jn+1 has diameter much larger than Jn+1. But then since for all i, 0 ≤ i < n |J i| > C|J i+1|
the critical value of F is roughly in the middle of J i, J i+1 cannot be pinched at c, which
together with the moduli bounds for mod(J i, \J i+1) for i = 0, . . . , n, gives a contradiction.
Thus we can reduce the argument in the big geometry case to the bounded geometry case.
Observe that by Lemma 3.2, the quasisymmetric mapping that we obtain by gluing together
the mapping h we get by pulling back the quasiconformal mapping as long as the geometry
is big, and the qs mapping hˆ on Jn, given by argument in the bounded geometry case, is
κ-qs on R. This concludes the proof of Theorem 7.5. 
8. Quasisymmetric rigidity
Recall that we have a natural partial ordering on the set of critical points: c1 ≥ c0 if
c0 ∈ ω(c1) or if c0 = fn(c1) for some n ≥ 0. We need to start with critical points which
are lowest in this ordering because other critical points can accumulate on these. We then
spread the information to other critical points which are higher in this partial ordering.
So we start with the infinitely renormalizable and attracting cases, and proceed to the
non-renormalizable cases; we first deal with the persistently recurrent and at most finitely
renormalizable case, and finally treat the reluctantly recurrent case. Recall that the case
of critical points that are non-recurrent and do not accumulate on other critical points was
treated by Theorem 6.1 through the use of touching box mappings. We prove that immediate
basins of attraction are rigid in Proposition 8.2.
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To organize things properly, we decompose the set of critical points as in Section 4.4.
Let Ω be a connected component of the graph of critical points. Let Ω0 ⊂ Ω be the set
of critical points which are in the immediate basin of a periodic attractor or at which f is
infinitely renormalizable. Let Ω1 ⊂ Ω be the set of critical points c for which f is persistently
recurrent on ω(c) and at most finitely renormalizable. Let Ω′1 ⊂ Ω1 be a smallest subset so
that ∪c∈Ω′1ω(c) = ∪c∈Ω1ω(c). Let Ω2 = Ω \ (Ω0 ∪ Ω1) be a set of critical points c which are
reluctantly recurrent or nonrecurrent.
Let I0 consist of the immediate basins of periodic attractors and of periodic intervals on
which the mapping is infinitely renormalizable, where if c′ is a critical point at which f is
infinitely renormalizable, I0(c
′) is chosen so that if c is any critical point whose orbit does
not accumulate on c′ or land on c′, then fk(c) /∈ I0(c′) for all k = 0, 1, 2, . . . . Let I ′1 be nice
intervals around critical points c′ ∈ Ω′1 again chosen so small that if c is any critical point
whose orbit does not accumulate on c′ or land on c′, then fk(c) /∈ I1(c′) for all k = 0, 1, 2, . . . .
As in Subsection 5.1.1 define
I1 =
⋃
c∈Ω1\Ω′1
Lc(I) ∪ I ′1
and
I2 =
⋃
c∈Ω2
I2(c),
where I2(c) = Lc(I0∪I1) if the latter set is non-empty, and I2(c) is some arbitrarily small nice
interval, disjoint from I1 and the other components of I2, otherwise. Note that by shrinking
I ′1 we can choose I2 as small as we like, and that I0 ∪ I1 ∪ I2 is by construction a nice set.
Hence we can assume that iterates of c ∈ Ω0 ∪ Ω1 never enter I2. Moreover, we can replace
I1 by an arbitrarily small puzzle piece (while keeping I2 as before); the resulting union of
intervals will remain nice because c ∈ Ω1 does not enter I2. As usual, if f˜ is topologically
conjugate to f , we mark the corresponding objects for f˜ with a tilde.
8.1. The immediate basin of attraction of a periodic attractor. Let C be the class
of maps defined in Section 1.4.1.
Proposition 8.1. Assume that f : [0, 1] → [0, 1] is of class C, f({0, 1}) ⊂ {0, 1} and that
every x ∈ (0, 1) is attracted to a fixed point p of f . Let f˜ : [0, 1]→ [0, 1] be another mapping
with the same properties and which is topologically conjugate to f . Moreover, we require that
the order of the maps at the fixed points are the same. Then f and f˜ are quasisymmetrically
conjugate.
Here we use the convention that we say that the order of f at p is equal to zero, if
Df(p) 6= 0 and otherwise it is the order of the critical point.
Although we do not need it in this generality, we state this result without requiring that
the conjugacy maps critical points to critical points of the same order (except if the critical
point is a fixed point). For example, it is allowed to mapping a critical point of odd order
to a regular point, unless this point is the attracting fixed point of f . Note that if the fixed
point is a critical point of f then the conjugacy can only be quasisymmetric if the orders of
the two maps are the same at these fixed points. Indeed, the rates of convergence near these
fixed points are of the form λd
n
and λ˜d˜
n
where d, d˜ are the order of these critical points at p
resp. p˜ and this is only compatible with a Ho¨lder conjugacy if d = d˜.
The proof of the Proposition 8.1 also gives the following statement:
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Proposition 8.2. Assume that f, f˜ is of class C which are topologically conjugate as in
Theorem A, and with one or more periodic attractors. Then there exists a quasisymmetric
homeomorphism h such that the following holds.
(1) If p, p˜ are corresponding attracting periodic points, then h : B0(p) → B0(p˜) and h is
a conjugacy between f and f˜ restricted to these sets. Here B0(p) is the immediate
basin of p (i.e. the component of the basin of p which contains p).
(2) For each critical point c of f and each n for which fn(c) ∈ B0(p), one has h(fn(c)) =
f˜n(c˜), where c˜ is the corresponding critical point of f .
Proof of Proposition 8.1. Although the proof of this is more or less standard, we will give it
to be complete. Label corresponding folding points of f and f˜ by c1, . . . , cd resp. c˜1, . . . , c˜d.
First assume that Df(p) 6= 0. Take an interval U around p so that by Proposition 3.6 f
is quasiconformally linearizable on a complex neighbourhood of p and so that f˜ has the
same property on h(U). Take a fundamental annulus A ⊂ U which contains an iterate of
each critical point. Take a corresponding fundamental annulus A˜ for f˜ , and take a smooth
mapping H : Cl(A)→ Cl(A˜) so that H ◦ f = f˜ ◦H on the outer boundary of A and so that
it maps the n-th iterate of cj to the n-th iterate of c˜j. (We don’t care about critical points
of odd order.)
Next extend h : ∪n≥0 fn(A)→ f˜n(A˜) in the obvious way by h = (f˜ |A˜)n ◦ h ◦ (f |A)−n (on
fn(A)). This mapping is quasiconformal on a neighbourhood of p.
Next extend the qc conjugacy H to a qs conjugacy H defined on (0, 1) as follows: Take
x ∈ (, 1−), take n minimal so that fn(x) ∈ A, and define (f˜)−n◦H ◦fn(x). Here the choice
of the inverse is uniquely dictated by continuity. It is easy to see that H is quasisymmetric
restricted to an interval of the form [δ, 1− δ], since then n is uniformly bounded. (Restricted
to this set, H is possibly only non-smooth points in the backward iterates of critical points.
There the points are locally of the form t 7→ tρ.) But then if a ∈ {0, 1} is a fixed point of f
then take a complex neighbourhood Ua of a on which f is is linearizable, take a fundamental
annulus Aa and take the corresponding annulus A˜a for a. Then extend the qs mapping
Aa ∩ [0, 1]→ A˜a ∩ [0, 1] to a quasiconformal Aa → A˜a, and extend H to a neighbourhood of
a by (f˜)n ◦H ◦ (f |Ua)−n(x).
Observe that if a is hyperbolic repelling fixed point then backward orbits converge to a
at an exponential rate, and if it is parabolic repelling, then since f ∈ C, backward orbits
converge to a at the rate
|z−n − p′|  1
n1/d
and the asymptotically conformal extension is of order d + 2 in a neighbourhood of the
parabolic periodic point. So that in a neighbourhood of z−n, H is K-quasiconformal with
K < C
n∑
k=1
1
k
d+1
d
< C
∞∑
k=1
1
k
d+1
d
,
which converges. Thus the resulting limit mapping is quasiconformal. If a is not a fixed
point, then either it is mapped to the other endpoint of [0, 1] which is a fixed point or both
boundary points have period two, and then we argue similarly.
If Df(p) = 0, then by Proposition 3.6 we can locally conjugate f to zd by a qc mapping
and argue as before. 
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8.2. The infinitely renormalizable, analytic case. Let us first show how to to prove
rigidity at critical points at which f is infinitely renormalizable when f is real-analytic. In
this case only minor modifications of [KSvS1] are needed. In the infinitely renormalizable
case we have to use an approach which is more ‘real’: we cannot simply pull back through
the enhanced nest associated to non-renormalizable complex box mappings. Fortunately, we
can combine a result of [KSvS1] and the touching box mappings.
Theorem 8.3. Let g : [0, 1] → [0, 1] and g˜ : [0, 1] → [0, 1] be two real-analytic maps which
are topologically conjugate. Assume that ω(c) = ω(c′) for each two critical points c, c′ of f
and that f is infinitely renormalizable at each of its critical points. Then there exists a qs
conjugacy between g : [0, 1]→ [0, 1] and g˜ : [0, 1]→ [0, 1].
This theorem is a generalization of Theorem 7.1 in [KSvS2], where it was assumed that
f, f˜ are polynomials with only have real critical points which are all of even order, Here we
will show how to modify this proof and use the touching box mappings to prove Theorem 8.3.
First note that by Theorem 5.1, if c is a critical point at which g is infinitely renormalizable,
then there exists an interval I 3 c so that gs(I) ⊂ I (with the interiors of I, . . . , gs−1(I)
disjoint and with gs(∂I) ⊂ I) so that gs : I → I extends to a polynomial-like mapping
G : U → V and so that mod(V \ U) ≥ µ. Here µ > 0 is beau (eventually universal). We
can choose s and I, so that for the corresponding interval I˜ the map g˜s : I˜ → I˜ also extends
to a polynomial-like mapping G : U˜ → V˜ .
Hence, by Douady and Hubbard’s Straightening Lemma, gs : U → V is K-qc conjugate
to a polynomial G : C → C, where K only depends on µ. In particular, gs : I → I is qs-
conjugate to a polynomial G : [−1, 1]→ [−1, 1] with G({−1, 1}) ⊂ {−1, 1}. If ω(c) contains
b critical points, then this polynomial G is a composition of b real unicritical polynomials qi,
for which qi({−1, 1}) ⊂ {−1, 1}, i.e. G = qb−1 ◦ qb−2 ◦ · · · ◦ q0. The mapping G may have
critical points off the real line, but G is a composition of maps with only real critical values,
and in particular any non-real critical point cˆ is eventually mapped into the real line and
ω(c) = ω(c′) for all real critical points c, c′ of G.
Lemma 8.4. If G : [−1, 1] → [−1, 1] and G˜ : [−1, 1] → [−1, 1] are qs conjugate, then
g : [0, 1]→ [0, 1] and g˜ : [0, 1]→ [0, 1] are qs conjugate.
Proof. Since gs : I → I is qs conjugate to G : [−1, 1] → [−1, 1] (and similarly, for g˜s and
G˜), if G : [−1, 1] → [−1, 1] and G˜ : [−1, 1] → [−1, 1] are qs conjugate, then gs : I → I and
g˜s : I˜ → I˜ are qs conjugate. Let c0 be the critical point of g in I. Set Is = I and let
I i = Compgi(c0)g
s−i(I) for s = 0, 1, . . . s − 1. Using the conjugacy equation (and that g
and g˜ have critical points of the same order), we also get that gs : I i → I i and g˜s : I˜ i →
I˜ i are qs conjugate for each i = 0, 1, . . . , s − 1. Thus we have obtained a qs conjugacy
h : ∪i=0,...,s−1 I i → ∪i=0,...,s−1I˜ i between g and g˜. Let us now show how to extend h to a qs
conjugacy defined on [0, 1].
To do this, we construct a touching complex box mapping. Consider a finite, forward
invariant set Z ′0 containing {0, 1} and ∂I i, i = 1, . . . , s. Let δ > 0 be the constant from
Proposition 6.2. Let N > 0 be so large that each point z ∈ Z ′0 is approximated by a different
point z′ ∈ g−N(Z ′0) \ (∪si=0I i) with |z − z′| < δ. Such an N exists by Lemma 4.9.
Let Z ′ = g−N(Z ′0). Let P ′ = [0, 1]\Z ′. and P = [0, 1]\g−1(Z ′). Next, consider a Poincare´
lens neighbourhood (a “necklace” neighbourhood) of P ′, where for each component J ′ of P ′
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the component of the neighbourhood is the Poincare´ lens domain Dpi−θ(J ′) where θ is chosen
close to 0.
Next consider a component J of P which is not contained in ∪gi(I). Since all critical
points of g are contained in ∪gi(I), g is a diffeomorphism from J to some component T ′
of P ′. It follows from Proposition 3.7 that the component containing J of g−1(Dpi−θ(T ′)) is
contained in Dpi−θ′(J) where θ′ is slightly larger than θ. In fact, θ′/θ can be chosen as close
to one as we want by taking N sufficiently large, and it can be arranged so that there exists
c < 1 (not depending on Z ′) so that |J |/|J ′| ≤ c where J ′ = J ′(J) is the component of P ′
containing J . It follows that g−s(Dθ(T ′)) is compactly contained in Dpi−θ(J ′) whenever J is
compactly contained in J ′. If J has a boundary point in common with J ′, then Dpi−θ′(J) is
contained in Dpi−θ(J ′), in view of Proposition 6.2.
Thus we have constructed a touching complex box mapping gT : UT → VT . Here UT
is equal to the union of sets of the form CompJg
−1
T (Dpi−θ(T
′)) where T ′ is a component of
[0, 1] \ g−1(Z) not contained in ∪gi(I) and T ′ = g(J). Similarly, VT is the union of sets of
the form Dpi−θ(T ′) where T ′ is a component of [0, 1] \ Z ′. Note that VT contains [0, 1] and
that UT contains [0, 1] \ ∪gi(I).
Now define a qc mapping H : C→ C which is real-symmetric and so that
• H is an extension of h : ⋃i=0,...,s−1 gi(I)→ ⋃i=0,...,s−1 g˜i(I˜)
• VT is mapped onto V˜T ;
• UT is mapped onto U˜T ;
• g˜ ◦H = H ◦ g on ∂UT .
That this can be achieved follows from Proposition 6.2 and Theorem 6.6. Now apply suc-
cessive pullbacks Hn of H. Now take H0 = H and define Hn|UT inductively by g˜T ◦Hn+1 =
Hn ◦ gT and define Hn outside UT to be equal to H. Since g, g˜ are univalent on each compo-
nent of UT , U˜T , the dilatation of Hn is the same as that of H. Note also that Hn+1 agrees
with Hn outside the set Un = {z ∈ UT ; g(z), . . . , gn(z) ∈ UT}. It follows that Hn converges
to a a qc mapping H∞ and that H∞ is a conjugacy between gT and g˜T . 
It follows from Lemma 8.4 that it is enough to show that the polynomials F and F˜ are qc
conjugate. Even though not all critical points of F and F˜ are real, we have as in Theorem
7.1 of [KSvS1]:
Theorem 8.5. There exists a qs homeomorphism h : [−1, 1] → [−1, 1] which maps critical
points of G to critical points of G˜ so that h(Gi(c)) = G˜i(h(c)).
Proof. The proof of this result is based on [KSvS1]. Since we will give a different proof using
the qc\bg partition, we will be relatively brief. The proof of this Theorem goes essentially as
in Sections 7.3-7.5 in Section 7 of [KSvS1]. Indeed, the maps G, G˜ are in the same class Tb
as the maps used in Sections 7.3-7.5 in Section 7 of [KSvS1], with the only difference being
that in our case the maps can have inflection points. However, from Theorem 5.1 we have
complex bounds for maps with inflection points, and otherwise the modifications needed
in the proof are minor (for example, Fact 7.2 (part 2), in Lemma 7.2 if F 2 : M1 → M0 is
monotone, then it does not need to be a diffeomorphism). 
Corollary 8.6. G and G˜ are qc conjugate.
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Proof. Take a qc mapping H0 : C → C which agrees with the qs homeomorphism h from
Theorem 8.5. Note that all critical values of G are in the real line, and have the same ω-
limit (and similarly for G˜). Hence we can define inductively Hn+1 by G˜ ◦ Hn+1 = Hn ◦ G.
Since h(Gi(c)) = G˜i(h(c)) for all i ≥ 0, this is possible, and Hn has the same dilatation as
H0. It follows that Hn has a convergent limit H∞, and that G˜ ◦H∞ = H∞ ◦G. 
Proof of Theorem 8.3. The theorem follows from the Corollary 8.6 and Lemma 8.4. 
8.3. The infinitely renormalizable, C3 case. In the smooth case we cannot make use
of the Douady-Hubbard Straightening Theorem. We will give a proof of quasisymmetric
rigidity, which is new (even in the analytic case), and which uses similar ideas as proof of
Theorem 7.5.
Suppose that c0 is a critical point at which f is infinitely renormalizable. We may assume
that c0 is even. Let J = J0 ⊃ J1 ⊃ J2 ⊃ J3 ⊃ . . . be successive periodic intervals about c0
with periods 1 < s1 < s2 < s3 < . . . . Let J
j
n = Compfj(c0)f
−(sn−j)(Jn), where 0 ≤ j < sn.
We denote the boundary of Jn by {β, τ(β)} where β is a repelling periodic point (for f) that
is fixed by RJn = f
sn|Jn .
Proposition 8.7 ([KSvS1, CvST]). .
There exists a positive integer N = N(f) such that if n ≥ N we have the following.
(1) There exist 0 = j0 < j1 < j2 < · · · < jb−1 < sn such that each J jin contains a critical
point equivalent to c0 and for any other i, 0 < i < sn, J
i
n is disjoint from Crit(f).
Moreover, f ji+1−ji(J jin ) contains the critical point in J
ji+1
n .
(2) Let Jn = ∪b−1j=0J jin . Then the distortion of the first landing mapping to Jn under
f restricted to ∪sn−1j=0 J in is bounded from above by a constant depending only on the
number of critical points of f (in the equivalence class of c0) and their orders.
(3) For any 0 ≤ i ≤ sn and 0 ≤ i′ ≤ sn+1, if J i′n+1 ⊂ J in, then
(1 + τ)J i
′
n+1 ⊂ J in,
where τ > 0 is a constant depending only on the vector of critical points.
(4) The derivative of f sn : Jn → Jn is bounded from above by a constant that depends
only on the number of critical points of f and their orders.
(5) The multipliers of the periodic points of f sn : Jn → Jn are bounded from below by a
constant ρ > 1.
(6) There exists a constant δ such that if c is a critical point of f sn : Jn → Jn, then
|f sn(c)− c| > δ|Jn|.
(7) Let α be the fixed point of f sn|Jn closest to c0, β be the fixed point of f sn : Jn → Jn in
∂Jn and x0 ∈ f−sn(α)∩Jn be the point closest to β. For i > 0, let xi+1 be the preimage
of xi under f
sn|Jn closest to β. There exist constants C, c > 0 and 0 < λ < 1 such
that cλn < |xn − β| < Cλn (see [KSvS1, Fact 7.3]).
Suppose that f is an infinitely renormalizable mapping as in Theorem A. Suppose that J is
a periodic interval for f of sufficiently high period so that by Theorem 5.1 there exists a K-qr
polynomial-like mapping F : U → V that extends RJ such that mod(V \ U) is bounded
away from 0, U has ρ-bounded geometry and diam(U) < C|J |. Let us first show that we
can construct a Yoccoz puzzle Y for F , and show that the puzzle pieces have good geometric
properties. The proof of the following is the same as for (holomorphic) polynomial-like maps
with non-escaping critical points.
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Lemma 8.8. Let F be as above. Let JF be the set of non-escaping points of F . Then JF is
connected.
Let us show that we can construct external rays for the Julia set of a K-qr polynomial-
like mapping F : U → V with a connected Julia set. We use a method of [LP]. Let KF
denote the filled Julia set set of F . Let BF : V → W+ be an isomorphism of U \ KF
onto the round annulus W+ = {z : 1 < |z| < R} where logR is the modulus of V \ KF ,
such that |BF (z)| → 1 as z → JF , so that BF is a proper map. Let W ′+ = BF (U).
Let h+ : W
′
+ → W+ be the mapping h+(x) = BF ◦ F ◦ B−1F (x) Let σ : z 7→ 1/z¯ be the
reflection with respect to the unit circle. Let W− = σ(W+) and W ′− = σ(W
′
+). Define
W = W+∪S1∪W− and W ′ = W ′+∪S1∪W ′−. By the reflection principle for qc mappings
h+ extends to a K-qc mapping h : W
′ → W . We have that h is strongly expanding in
a neighbourhood of S1, and consequently that h−1 is strongly contracting for the Poincare´
metric in a neighbourhood of S1. Let us foliate V \KF as follows. Choose η > 1 and let φ
be an arbitrary smooth conjugacy between h and ψ : z 7→ zd on a neighbourhood of W \W ′
to Λ = {z : η < |z| < ηd} ∪ {z : 1/ηd < |z| < 1/η}. Foliate Λ by radii, and extend it to a
foliation τ ′ of a neighbourhood of S1 by (φ ◦ hn)1/dn . Define τ ∗ = φ−1(τ ′) and τ = B−1F (τ ∗).
Then τ is a smooth foliation defined on V \KF that is invariant under F with the property
that each leaf of τ passes through ∂V and ∂U and intersects these sets transversally. Note
the τ is smooth since all the critical points of F are contained in JF . We will call any leaf
of τ an external ray of JF . Since h is strongly expanding, each leaf of τ
+ intersects S1 in a
unique point e2piit. Thus we extend τ ∗ to a foliation of W . From the construction of τ ∗ via
τ ′ we have that for each t ∈ [0, 1) only one leaf of τ ∗ passes through e2piit. For each external
ray ` we let `∗ denote the leaf of τ ∗ that contains BF (`).
Lemma 8.9. Keeping the same notation as above. Suppose that p is a real repelling periodic
point of F : U → V . Then at least one ray lands at p.
Proof. Suppose that the period of p is s, then by considering the mapping F s : p 7→ p, we
can suppose that p is a fixed point of F , so that is what we will do. Let λ = F ′(p). Let N
denote a complex neighbourhood of p on which F is quasiconformally conjugate to x 7→ λx.
Let g = F−1|N . Then there exists a constant C such that for x ∈ N
1
Cλn
< |(gn)′(x)| < C
λn
.
For any ray R that is fixed by F , let Rt denote the segment on the ray R lying between
t and F (t), and including t. Then Rt is a fundamental domain for the dynamics on R. It
follows from the facts that h is strongly expanding near S1 and that BF is proper, that the
Euclidean length of Rt tends to 0 as t → 0. Let S ′ ⊂ N be a complex neighbourhood of p
and let S = g−1(S ′). Let
ε = inf
z∈∂S,z′∈∂S′
|z − z′|.
There exists tε, such that for all t ∈ (0, tε), the Euclidean length of Rt is less than ε. Take t
so small that Rt lies in S
′. Then for all n, Rgn(t) ⊂ S ′ and
Rgn(t) ⊂ B
(
p,
Cdiam(S ′)
λn
)
,
which implies that that the ray R lands. 
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Let α be the orientation reversing fixed point in Jn that is furthest from c ∈ Jn. From the
above and by slightly modifying the arguments of Lemmas 5.1 and 5.2 of [KSvS1], we have
two rays, symmetric about the real line, landing at α, and pulling them back by one iterate
of F , we obtain two rays landing at τ(α). Let M0 = (α, τ(α)). Inductively define Mn+1 to be
the pullback of Mn that contains α in its boundary. Assuming that the first renormalization
of F is not of intersection type, we have M1 6= M0. If the mapping F 2 : M1 → M0 is
monotone, then it has a unique fixed point, which we denote by ρ. Just as above, we have
two rays landing at each of ρ and τ(ρ). If the mapping F 2 : M1 →M0 is not monotone, then
the mapping F 2 : M2 →M1 is. In this case we can apply the argument on pages 796-797 of
[KSvS1] to reduce to the previous case. So let us just consider the case where F 2 : M1 →M0
is monotone.
Let Y ′ be the puzzle piece bounded by the rays through α and τ(α) and ∂V containing
c0, and let Y be the puzzle piece bounded by the rays through ρ and τ(ρ) and the curve
∂U containing c0. Let Y0 be the union of puzzle pieces bounded by ∂V , ∂U and the rays
landing at α, τ(α), ρ and τ(ρ) Just as for polynomials, the pullbacks of these puzzle pieces
are either nested or disjoint.
Lemma 8.10. There exists τ > 0 and θ ∈ (0, pi/2) such that Y has θ-bounded shape and
mod(Y ′ \ Y ) ≥ τ .
Proof. The relative length in I of each component of I \ {α, τ(α), ρ, τ(ρ)} is uniformly
bounded away from zero. The multipliers of α and ρ are uniformly bounded from above and
away from one, Y b Y ′, and there exists a constant C so that F is (1 +C max0≤j<sn(|J jn|)-
quasiregular on U ∩R, so mod(Y ′ \Y ) is bounded away from 0. Let T 3 ρ be the maximal
open interval such that F 4|T is monotone. Let L be the component of T \{ρ} that is contained
in (ρ, c0) Let R be the other one. The relative lengths of L and R are bounded away from
zero. For some constant θ > 0, ∂Y ∩ (C\F−4(V )) is contained in Dθ(L)∩Dθ(R), and is dis-
joint from Dpi−θ((ρ,−ρ)), so, the external rays landing at ρ are contained in Dθ(L)∩Dθ(R).
Similarly around the preimage of ρ. This is enough to show that Y has θ-bounded shape. 
Let f, f˜ be maps as in Theorem A. Suppose that f is infinitely renomalizable at c0, and let
F : U → V and F˜ : U˜ → V˜ be the K-qr polynomial-like mappings that extend the return
maps to corresponding periodic intervals I 3 c0, I˜ 3 c˜0 of sufficiently high period given by
Theorem 5.1. Let Y0 and Y˜0 be the puzzles constructed as above for F and F˜ , and let
H0 = B
−1
F˜
◦ BF . Then H0 : ∂Y0 → ∂Y˜0 conjugates F and F˜ on ∂Y0, and since F, F˜ are
asymptotically conformal on the real slices of their domains there exists K ′ > 1 so that H0
is a K ′-qc in a neighbourhood of Y0. Mimicking the case of polynomials, we refer to H0 as
a boundary marking.
Lemma 8.11 (Puzzle geometry control for K-qr polynomial-like mappings, c.f. Lemma 7.4
[KSvS1]). Let f, f˜ be maps as in Theorem A. Suppose that f is infinitely renomalizable at
c0 ∈ Crit(f), and let F : U → V be a K-qr polynomial-like mapping that extends the return
mapping to a periodic interval I 3 c0 of sufficiently high period s given by Theorem 5.1.
Suppose that F is not immediately renormalizable (equivalently, the next renormalization
of F is not of intersection type). Let J0 be the maximal properly periodic interval for F |I
that contains c0. Then there exist two puzzle pieces P
′ ⊃ P for F that contain J0 and are
contained in the Yoccoz puzzle Y for F such that
(1) the first return time of c0 to P
′ is equal to the first renormalization period s;
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(2) P ′ \ P is disjoint from ω(c0)
(3) mod(P ′ \ P ) ≥ η;
(4) P is an η-excellent puzzle piece, see page 57,
where η > 0 is a constant independent of F . Moreover, if we replace the mapping F and the
puzzle pieces P ′, P by the corresponding objects for f˜ , the statements remain true.
Proof. We will explain how to modify the proof of Lemma 7.4 of [KSvS1]. First, by the
Complex Bounds of [CvST], and Lemma 4.4, the existence of domains V and V ′ as in the
start of the proof of [KSvS1], Lemma 7.4 imply the result. Since we are using V to denote
the range of a qr polynomial-like mapping, we will deviate from the notation in [KSvS1]
and denote V and V ′ by Q and Q′ respectively. Moreover, Lemma 8.10 gives us puzzle
pieces Y ,Y ′ as in Fact 7.4 of [KSvS2]. Proceeding as in [KSvS1], we introduce an extended
mapping as follows. Let {c0, . . . , cb−1} be the set of critical points in ω(c0) ordered so that
U 3 c0, f s1(U) 3 c1, f s2(U) 3 c2, . . . , f sb−1(U) 3 cb−1 with 0 = s0 < s1 < s2 < . . . sb−1. For
each ci, letUi = f
si(U). For each i,0 < i < b−1, if z ∈ Ui define F (z, i) = (f si+1−si(z), i+1).
We say that an interval K × {i} ⊂ [0, 1] × {i} or S1 × {i} is an F -pullback of M0 × 0 of
depth k if it is a component of F−k(M0 × {0}) ∩ (R × {i}) so that i + k = 0 mod(b). Let
m be the maximal positive integer so that M0 × {0} has a unicritical F -pullback, K × {i}.
For each (x, i) ∈ PC(F ) ∩ (K × {i}), we have Fm(x, i) ∈ (M0 \ (M1 ∪ (−M1))) × {0}.
This follows exactly as on page 795 [KSvS1]. Let W = Compci(F
−m(Y × {0})) and W ′ =
Compci(F
−m(Y ′×{0})). Then W ′ \W is disjoint from the post-critical set of F , and since
there exists a constant C > 0 such that the mapping
Fm : (W ′,W )→ (Y ′ × {0},Y × {0})
is a degree dci unicritical, (1 + C max0≤i≤m−1(diam(Gi))
1/2)-qr branched covering, where
{Gi}mi=0 is the chain with Gm = Y ′ × {0}, and G0 = W ′, we have
mod(W ′ \W ) ≥ mod(Y
′ \ Y )
d(1 + C max0≤i≤m−1(diam(Gi))1/2)
,
which is bounded from below. To see that W has bounded geometry follows from Lemmas
4.4, 3.9 and 3.10. Now we define Q, respectively Q′, to be the topological disk that is the
component of the domain of the first landing mapping to W , respectively W ′, under F that
contains c0. 
The following gives qc\bg partition for a qr polynomial-like mapping. It is analogous to
Theorem 7.5. for a qr polynomial-like renormalization of f at an even critical point c0. For
an image showing part of the construction see Figure 28.
Lemma 8.12. There exist δ0 > 0, K1 ≥ 1 and Kˆ ≥ 1, such that for any K,K0 ≥ 1, δ >
0 the following holds. Suppose that c0 is an even critical point at which f is infinitely
renormalizable. Suppose that F : U → V is a (1 + µ(V ))-qr polynomial-like mapping that
extends the first return mapping to a periodic interval of sufficiently high period, where ∂V
is a K0-quasidisk. Assume that there exists a (K, δ)-qc\bg mapping H0 : C → C such that
H0(V ) = V˜ and H0(U ) = U˜ . Assume that the set X
H0
1 (the set with bounded geometry)
has moduli bounds in V and V ∩H. Then there exists a (K ′, δ′)-qc\bg mapping H : C→ C,
with K ′ = max{Kˆ, (1 + Cµ(V )), (1 + Cµ(V˜ ))K} and δ′ = min{δ0, (1 + Cµ(V ))−1δ, (1 +
Cµ(V˜ ))−1δ}, where C > 0 is a universal constant, a partition of V into combinatorially
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Figure 28. The qc\bg partition of a polynomial-like mapping.
defined disjoint sets X0, X1, X2 and X3, and a partition of V˜ into combinatorially defined
disjoint sets X˜0, X˜1, X˜2 and X˜3 such that the following holds:
(1) H(Xi) = X˜i, for i = 0, 1, 2, 3.
(2) X1 is a union of combinatorially defined topological squares S such that each S has
δ′-bounded geometry and satisfies the following moduli bounds:
mod(U \ S) > δ′,
and if S ⊂ H+, then
mod(U ∩H \ S) > δ′.
(3) Each component of X3 is a K1-quasidisk and H is Kˆ-qc on X3.
(4) H is K ′-qc on X2 moreover, H is defined dynamically on X2 and X2 includes
V \ F−2(U ), and a combinatorally defined neighbourhood of the rays landing at
β, α, ρ, τ(β), τ(α), and τ(ρ).
(5) The measure of X0 is zero and H satisfies (2.1) at each x ∈ X0.
Remark 8.1. We will prove in Lemma 8.14 that there exists K0 ≥ 1 such that that ∂V is
always a K0-quasidisk.
Proof. To simplify the notation, let I = I0 = V and I1 = U , so that F : I1 → I0, and as
usual, we define the puzzle pieces in the principle nest about c0 by I
i = Compc0F
−i(I0). In
this case, the puzzle pieces shrink to the filled Julia set of F .
We will only consider the bounded geometry case. We can reduce the big geometry case
to the bounded geometry case exactly as we did at the end of the proof of Theorem 7.5.
Let us start by partitioning I into sets Xi, i ∈ {0, 1, 2, 3}. Our construction is similar to
the one used to deal with long central cascades when there is a high return; however, we
need to partition I into new “puzzle pieces”.
Let β denote the outermost orientation preserving fixed point of F and let τ(β) denote
its image under the even symmetry about c0. As in the long saddle node case, let Γβ ⊂ Γ′β
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denote the regions intersecting I0 \ [β, τ(β)], which are bounded by ∂I4 and the staircases
γ, γ′, respectively, that connect ∂I4 with β and τ(β).
We will now construct regions about the rays landing at α, τ(α), ρ, τ(ρ). Order the com-
ponents of (I i \ I i+1) \F−i(I0 \ I0) counterclockwise by Sji , j = {0, . . . , 2di} where S0i lies in
the upper half-plane is bounded by the component of Ii \ Ii+1 that is contain in the image of
I1. For each i ∈ N ∪ {0} let Sjαi be the component of ∪2dij=0Sji that is contained in the upper
half-plane and intersects one of the two rays landing at α, then S2d
i+1−jα
i is the component
of (I i \ I i+1) \ F−i(I0 \ I0) that lies in the lower half-plane and intersects a ray landing at
α. Let Si,α = S
jα
i ∪ S2d
i+1−jα
i . We construct the “shielding” region about these topological
squares by setting
S ′i,α =
( 2⋃
k=−2
Sjα+ki
)⋃( s⋃
k=−2
S2d
i+1−jα+k
i
)
.
We let
Γα =
∞⋃
i=0
Si,α and Γ
′
α =
∞⋃
i=0
S ′i,α.
Carrying out identical constructions, we construct regions Γa ⊂ Γ′a about the rays landing
at a for a ∈ {τ(α), ρ, τ(ρ)}. We set
Γ′ =
⋃
a∈{α,β,ρ,τ(α),τ(β),τ(ρ)}
Γ′a and Γ =
⋃
a∈{α,β,ρ,τ(α),τ(β),τ(ρ)}
Γa.
We partition V as follows:
• X1 = (Γ′ \ Γ) ∪ (I3 \ (I4 ∪ Γ′)
• X2 = Γ ∪ I0 \ I3
• X3 = I4 \ Γ
• X0 = I0 \X1 ∪X2 ∪X3.
We saw in the proof of Lemma 8.10 that there exists a real neighbourhood of W of α such
that F |W is a diffeomorphism and |W |  diam(U ). Thus there exists θ ∈ (0, pi) such that
Dθ(W ) contains all the components of I
2 \ (I3 ∪F−3(V \U) except those whose boundaries
intersect the real line. Since the lengths ofW i = CompαF
−i(W ) shrink exponentially quickly,
we have that the dilation of F i is bounded, independently of i, on Γα∩ (I i \I i+1). The proof
is similar in the other components of Γ ∩ (I i \ I i+1).
Suppose that W is a component of (I4 \ Γ′) ∩ H. We will use Lemma 7.12 to show that
W is a Kˆ-quasidisk for some universal Kˆ. To be concrete we will carry out the proof in
a specific case. The proofs for the other components are identical. We assume W is a
topological rectangle with ∂W = η1 ∪ η2 ∪ η3 ∪ η4 where η1 ⊂ ∂I4, η2 ⊂ ∂Γ′α, η3 ⊂ R and
η4 ⊂ ∂Γ′τ(β).
Since ∂V is a K0-quasicircle, we have that η1 is a k-quasiarc. We verify that both η2 and
η4 are k-quasiarcs, exactly as we showed that γ is a quasiarc in the central cascades, high
return argument, see page 114. We have that η3 is a 1-quasiarc since it is an interval in the
real line. Theorem 5.1 implies that there exists δ1 > 0 such that dist(η1, η3) ≥ δ1diam(I4),
and that for each i ∈ {1, 2, 3, 4}, we have diam(ηi) > δ1diam(I4). A compactness argument
shows that there exists δ2 > 0 such that dist(η2, η4) ≥ δ2diam(I4).
So it remains for us to show that the Ahlfors-Beurling Criterion holds on adjacent boundary
arcs. The arguments are similar near the intersections η¯1∩ η¯2 and η¯1∩ η¯4, and near η¯3∩ η¯2 and
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η¯3∩ η¯4. So let us only consider the cases when z1 ∈ η1, z2 ∈ η2 and when z1 ∈ η3 and z2 ∈ η2.
First suppose that z1 ∈ η1, z2 ∈ η2 and z2 is not contained in F−4(I0 \ I2), then, there exists
a constant c > 0 such that |z1 − z2| > c · diam(I4), and so |z1 − z2| ≥ c · diam(γ[z1,z2]), so we
can assume that z2 ∈ F−4(I0\I2). Then we have that γ[z1,z2] consists of an arc in F−4(I0\I2)
and an arc in α1. Since I
0 is a real-symmetric K0-quasidisk, we have that for any x ∈ I0 \ I1
and z ∈ ∂I0, there exists c′ > 0 such that |x− z| ≥ c′ ·diam(η′) where η′ is the shortest path
in ∂I0 ∪R connecting x and z. Since there exists a definite neighbourhood U of γ[z1,z2] such
that F 4 has small dilatation on U , F 4(z1) ∈ I0 and F 4(z2) ∈ (I0 \ I2), there exists c > 0
such that |z1− z2| ≥ c ·diam(γ[z1,z2]). In case z1 ∈ η3 and z2 ∈ η2 the estimate follows exactly
as in the proof that Y has bounded shape.
We construct H using the same method as in the proof of Theorem 7.5. We define it on
X2 dynamically, by pulling H0 back. We have shown that each component W of X3 is a
K1-quasidisk. Using the same argument as in the high return case, we define H : W → W˜
so that it is Kˆ-qc mapping which maps each point of ∂W ∩ Γ′ ∩ ∂I i to the corresponding
point for F˜ , for i = 4, 5, 6, . . . . Finally, we extend H so that it is a homeomorphism on V ,
maps each topological square in Γ′ \ Γ to the corresponding topological square for F˜ and
satisfies (2.1) on X0, which contains the boundary of each such topological square. 
The following proposition combines Lemmas 8.11 and 8.12 in the case when F : U → V
is immediately renormalizable.
Lemma 8.13. There exist K1, Kˆ ≥ 1, and δ0, δ1 > 0, such that for any K0 ≥ 1, K ≥ 1 and
δ > 0 the following holds. Suppose that F : U → V is a qr polynomial-like mapping that
extends the return mapping to a periodic interval I 3 c0 of sufficiently high period. Assume
that H0 : C→ C is a (K, δ)-qc\bg mapping such that H0(V ) = V˜ , H0(U) = U˜ , and for z ∈
∂U , H0 ◦F (z) = F˜ ◦H0(z). Let XH01 be the set with bounded geometry for H0. Suppose that
F is immediately renormalizable, and let J = (α, τ(α)) = (β′, τ(β′)) be the periodic interval
of period two under F . Then there exists a qr polynomial-like renormalization F ′ : U ′ → V ′
such that V ′ is combinatorially defined and mod(V ′ \ U ′) > δ1. Moreover, there exist
a (K ′, δ′)-qr\bg mapping H : V → V˜ , with K ′ = max{Kˆ, (1 + µ(V ))(1 + µ(V˜ ))K} and
δ′ = min{δ0, (1 + Cµ(V ))−1δ, (1 + Cµ(V˜ ))−1δ}, where C > 0 is a universal constant, a
partition of V into sets V = X0 ∪X1 ∪X2 ∪X3, and similarly for the objects marked with
a tilde, such that
(1) H(Xi) = X˜i, for i = 0, 1, 2, 3.
(2) H(V ′) = V˜ ′, H(U ′) = U˜ ′ and if x ∈ ∂U ′ then H(F i(z)) = F˜ i(H(z)), i = 1, 2.
(3) X1 is a union of combinatorially defined topological squares S such that each S has
δ′-bounded geometry and satisfies the following moduli bounds:
mod(U \ S) > δ′,
and if S ⊂ H+, then
mod(U ∩H \ S) > δ′.
(4) Each component of X3 is a K1-quasidisk and H is Kˆ-qc on X3.
(5) H is K ′-qc on X2 moreover, H is defined dynamically on X2 and X2 includes
V 0 \ F−1(U), and a combinatorally defined neighbourhood of the rays landing at
β, α, ζ, τ(β), τ(α), and ζ ′, where ζ, ζ ′ ∈ U are the real preimages of τ(α).
(6) The measure of X0 is zero and H satisfies (2.1) on X0.
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Proof. The first part of the proof of this lemma is almost the same as the proof of Lemma 8.12;
however, we are going to construct larger shielding regions about the rays. Instead of using
two “squares” on either side of the square containing the ray, we will use three. This will let
us use the outer boundary of this “shielding region” as part of the boundary of V ′.
Let I0 = V , and as usual, let I i+1 = Compc0(I
i). We will first construct regions about the
rays landing at α, τ(α), ζ and ζ ′. As before, order the components of (I i \I i+1)\F−i(I0 \ I0)
counterclockwise by Sji , j = {0, . . . , 2di}. For each i ∈ N ∪ {0} let Sjαi be the component
of ∪2dij=0Sji that is contained in the upper half-plane and intersects a ray landing at α.Let
Si,α = S
jα
i ∪ S2d
i+1−jα
i . We set
S ′i,α = ∪3k=−3Sjα+ki
⋃
∪sk=−2S2d
i+1−jα+k
i .
We let
Γα = ∪∞i=0Si,α and Γ′α = ∪∞i=0S ′i,α.
Carrying out identical constructions, we construct regions Γa ⊂ Γ′a about the rays landing
at a for a ∈ {τ(α), ζ, ζ ′}. We set
Γ′ =
⋃
a∈{α,β,τ(α),τ(β),ζ,ζ′}
Γ′a and Γ =
⋃
a∈{α,β,τ(α),τ(β),ζ,ζ′}
Γa.
Let us now construct little topological disks about α and its preimages. Let α′ be the
orientation reversing fixed point of F 2 closest to c0. Let x0 = α
′, and let xi+1 be the point
in F−1(xi) that is contained in the monotone branch of F which contains α. Then the xi
converge to α from either side at a definite exponential rate. We can choose i0 so that
|α− xi0| and |α− xi0+1| are both comparable to |U |. Now, choose Dα so that ∂Dα ∩ ∂Γ′α are
combinatorially defined points lying the ∂I i
′
0 ∩F−i′0(V \U). By doing this, we can carry out
this construction simultaneously for F and F˜ .
Let D′α = CompαF
−1(Dα) By [dMvS], Chapter IV, Theorem B |DF (α)| > 1 + η, so
mod(Dα \Dτ(α)) is bounded away from zero. Let Dτ(α) = Compτ(α)F−1(Dα) and let Dζ =
CompζF
−1(Dτ(α)), and Dζ′ = Compζ′F
−1(Dτ(α)). Set
∆′ = ∪a∈{α,τ(α),ζ,ζ′}Da.
Let us now define an intermediate qc\bg mapping H ′ : V → V˜ that agrees with H0 on
∂U . This is identical to the construction of H in Lemma 8.12, so we will be brief. We
define H ′ in the annuli, F−i(V \U) for i = 1, 2, 3, by pulling back H0. The components of
I4 \ Γ′ ∪∆′ are K1-quasidisks, which can be seen by using Lemma 7.12, so as in the proof
of Theorem 7.5 in the high return case, for any component W of I4 \ Γ′ ∪∆′ we can define
a Kˆ-qc mapping from W to W˜ that is a conjugacy on Γ′ ∩ ∂Ii ∩ ∂W for i = 5, 6, . . . . We
define H ′ on Γ and in ∆ by pulling back the mappings already constructed. We extend it to
each topological square S of Γ′ \ Γ so that it is a homomorphism and satisfies (2.1) at each
point x ∈ ∂S, for each S.
We obtain a polynomial-like mapping with complex bounds that extends F 2|α,τ(α) as fol-
lows: Let
• v1 be the connected component of ∂D \ Γ′α that does not intersect (α, τ(α)),
• v2 be the two arcs of ∂Γ′α \ ∂U that intersect v¯α,
• v3 be the connected component of ∂Dτ(α) \ Γ′τ(α) that does not intersect (α, τ(α)),
• v4 be two arcs of ∂Γ′τ(α) \ ∂U that intersect v¯τ(α), and
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• v5 be the two arcs of ∂U lying in the upper and lower half-planes, respectively, that
connect v2 and v4.
Let V ′ be the region bounded by v1 ∪ v2 ∪ v3 ∪ v4 ∪ v5, and let U ′ = Compc0F−2(V ′).
By construction we have that U ′ b V ′. Since diam(JF )  diam(V ′) and dist(∂V ′, JF 2) is
bounded away from zero, we have that mod(V ′ \U ′) is also bounded away from 0. We have
already defined H ′ on V so that H ′(V ′) = V˜ ′. Now we are going to define H. Outside of U ′,
we define H by pulling back H ′. To define H in U ′, we use the same ideas as before: In the
sets ∆′∩U ′ and Γ∩U ′, H is already defined and the complementary regions in U consist of
a K1-quasidisk, and a region consisting of topological squares with bounded geometry and
with moduli bounds as stated in conclusion (2) of the lemma. 
Lemma 8.14. For any K ′0 ≥ 1 there exists K0 ≥ 1 such that the following holds. Suppose
that f is infinitely renormalizable at an even critical point c0. Suppose that F0 : U0 → V0
is a qr polynomial-like mapping that extends the first return mapping to a periodic interval
J0 3 c0 of sufficiently high period s. Let s0 = s and for i ∈ N, let si > si−1 be minimal so
that there exists a periodic interval Ji 3 c0 of period si. Assume that V0 is a K ′0-quasidisk.
Then there exists a qr polynomial-like mapping Fi : Ui → Vi that extends f si : Ji → Ji such
that Vi is a K0-quasidisk.
Proof. We will use Lemma 7.12. Let us consider the case when there are several immediately
renormalizable levels in a row. Let Fi : Ui → Vi denote this sequence of renormalization
levels i = 1, 2, 3, . . . , k. Suppose that z1, z2 ∈ ∂Vk, and let γ[z1,z2] denote the shortest path
connecting z1 and z2 in ∂Vk. The boundary of Vk consists of arcs in I
6
k−1, arcs in ∂∆k
and arcs in ∂Γ′k. If γ[z1,z2] ⊂ ∂∆k ∪ ∂Γ′k, then arguing exactly as for the staircases landing
at the β fixed point in the high return case, we have that there exists a constant C such
that diam(γ[z1,z2]) ≤ C|z1 − z2|. Thus we can assume that γ[z1,z2] ∩ ∂I6k−1 6= ∅. If γ[z1,z2] ∩
I7k−1 6= ∅, then by the moduli bounds, we have that there exists C, depending only on
the moduli bounds, such that |z1 − z2| ≥ 1Cdiam(Vk) ≥ 1Cdiam(γ[z1,z2]). So we can assume
that γ[z1,z2] ∩ ∂I6k−1 6= ∅ and γ[z1,z2] ∩ I7k−1 = ∅. Now we have that F 6k−1(γ[z1,z2]) ⊂ ∂Vk−1 ∪
Vk−1 \ Uk−1. If F 6k−1(γ[z1,z2]) ∩ Vk−1 \ Uk−1 6= ∅, then, since ∂∆k−1 ∩ ∂Vk−1 consists of K2-
quasiarcs (for a universal K2), and the diameters and the distances between the arcs in
∂∆k−1 ∩ ∂Vk−1, and diam(∂Γ′k−1 ∩ ∂Vk−1) are all comparable to diam(Vk−1), we have that
there exists C ′ such that C ′|F 6k−1(z1) − F 6k−1(z2)| ≥ diam(F 6k−1(γ[z1,z2])), and so there exists
C such that C|z1 − z2| ≥ γ[z1,z2], since F 6k−1 has small dilatation in a definite neighbourhood
of γ[z1,z2]. Thus we can assume that F
6
k−1(γ[z1,z2]) ⊂ ∂Vk−1. Now we can repeat the argument
that we just gave to to show that F 6k−1(γ[z1,z2]) ∩ ∂I6k−2 6= ∅ and F 6k−1(γ[z1,z2]) ∩ I7k−2 = ∅,
and again if F 6k−2(F
6
k−1(γ[z1,z2])) ∩ Vk−2 \ Uk−2 6= ∅, we have that there exists C ′ such that
C ′|F 6k−2◦F 6k−1(z1)−F 6k−2◦F 6k−1(z2)| ≥ diam(F 6k−2(F 6k−1(γ[z1,z2]))), and again we are done since
F 6k−2 ◦ F 6k−1 has bounded dilatation in a definite neighbourhood of γ[z1,z2]. So we can assume
that F 6k−2(F
6
k−1(γ[z1,z2])) ⊂ ∂Vk−2. We can repeat this argument infinitely many times since,
in the circumstances where we repeat the argument, by the moduli bounds, the dilatation
of F 6i ◦ F 6i+1 ◦ · · · ◦ F 6k−1 is bounded in a neighbourhood of γ[z1,z2].
The proof is the almost the same in the general case, when there are both immediate and
non-immediate renormalizations of f about a critical point c0. However, if Fi−1 : Ui−1 →
Vi−1 is not immediately renormalizable, then Fi : Ui → Vi is the first return mapping from
Ui = Lc0(P ) to Vi = P , where P is the puzzle piece given by Lemma 8.11. The domain
P = In is the first terminating interval in the enhanced nest about c0, starting with I0 = Q,
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see the proof of Lemma 8.11. So F
pn−1+pn−2+···+p0
i−1 : P → Q has bounded dilatation, and we
can argue as in Proposition 5.12 in between renormalization levels, and we can argue as in
the immediately renormalizable case to pass from one renormalization to the next. 
Concluding the infinitely renormalizable case. Let c0 be an even critical point at which f
is infinitely renormalizable. To conclude the infinitely renormalizable case, let us describe
how to use these lemmas to build a qc\bg mapping that gives a partial conjugacy between
f and f˜ ; that is, a conjugacy between f and f˜ defined on a subset of M up to the landing
time of a point to a neighbourhood of Crit(f) ∩ ω(c0). Let J0 3 c0 be a sufficiently small
periodic interval that contains c0. Let s0 be the period of J0. Inductively define si+1 > si,
minimal, so that there exists a periodic interval Ji+1 3 c0 with period si+1. Let Fi : Ui → Vi
be the qr polynomial-like mapping that extends the return mapping to Ji, where we choose
the qr polynomial-like mappings Fi : Ui → Vi as follows: The mapping F0 : U0 → V0 is
given by Theorem 5.1. Inductively, we define Fi+1 : Ui+1 → Vi+1, if Fi is not immediately
renormalizable Fi+1 : Ui+1 → Vi+1 is given by the first return mapping to the first terminating
interval in the enhanced nest about c0 starting with I0 = Q, where Q is the puzzle piece
from the proof of Lemma 8.11, and if Fi is immediately renormalizable, Fi+1 : Ui+1 → Vi+1 is
the qr polynomial-like mapping given by Lemma 8.13. Let {J ji }sij=0 be the chain of intervals
with Jsii = Ji and J
j
i = Compfj(c0)f
−(si−j)(Ji). Let {U ji } be the chain of domains associated
to the first return mapping Fi : Ui → Vi, so that U ji ⊃ J ji . Since there are only finitely
many components of {U j0} it is easy to build by hand a qc mapping H0 of the plane so
that for 0 ≤ j < s0 − 1, H0(U j0 ) = U˜ j0 , z ∈ ∂U j0 we have H0 ◦ f(z) = f˜ ◦ H0(z). Now,
Lemma 8.12 allows us to extend H0 as a qc\bg mapping to a mapping H ′0 : V0 → V˜0 so
that it preserves some additional dynamical information inside of V0, see the conclusion of
Lemma 8.12. If the next renormalization is not of intersection type, then by Theorem 7.5
and the (proof of) the Real Spreading Principle, we obtain a qc\bg mapping H1 of the plane
such that H0(U
j
1 ) = U˜
j
1 , if z ∈ ∂U j0 we have H0 ◦ f(z) = f˜ ◦H0(z), and for z /∈ V1 we have
H1 ◦ f(z) = f˜ ◦H1(z). Thus we can continue on to the next renormalization level.
If the next renormalization level is of intersection type, then we have from Lemma 8.13,
a qc\bg mapping H ′0 of the plane such that H ′0(U j1 ) = U˜ j1 , and for 0 ≤ j < s1 − 1, z ∈ ∂U j1
H ′0 ◦ f(z) = f˜ ◦ H ′0(z). We need to extend H ′0 to the union of intervals ∪s0−1j=0 V j0 , so that it
is a conjugacy outside of a neighbourhood of the critical points. In this case, all the critical
points of F0 : U0 → V0 are contained in (−α, τ(α)) ∪ (α, ζ), where we choose ζ to be the
preimage of τ(α) that is closest to to α. First, we extend H ′0 to the component X of V0 \ Γ′
that has β0 in its boundary. Since this branch contains no critical points, we define H
′
0
dynamically. If z ∈ X and k > 0 is minimal so that F k0 (z) ∈ Compc0(V0 \ Γ′) ∪ Γ′τ(α), then
we define H ′0(z) by F˜
k
0 ◦H ′0(z) = H ′0 ◦F k0 (z). We define H ′0 on the component of V0 \Γ′ that
has τ(β) in its boundary by pulling the extension of H ′0 just constructed back by one iterate
of F . Now, we spread this around to the each V j0 by pulling back by the landing mapping
f s0−j : V j0 → V0, except that we extend H ′0 to each component of the partition that contains
a critical point using the fact that it is a quasidisk, that is bounded by topological squares
with bounded geometry and moduli bounds as in the conclusion of Lemma 8.13, and the
same argument to build a Kˆ-qc mapping that we have used many times.
Observe that the qc constants and geometric bounds are controlled as we pullback from
one level to the next since diam(Vi) decay exponentially.
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8.4. The persistently recurrent, finitely renormalizable case. In the remaining sec-
tions, we will consider the smooth and analytic cases together. In the analytic case, we
obtain a qc mapping that conjugates the dynamics of f and f˜ in a necklace neighbourhood
of the real line, but in the smooth case we only obtain a conjugacy on the real-line. It is
important to observe that this conjugacy is obtained as the restriction to the real-line of a
qc\bg mapping in the upper half-plane, which is quasisymmetric by the QC Criterion.
In this section we treat critical points c ∈ Crit(f) such that ω(c) is persistently recurrent
and f is not infinitely renormalizable at c. Fix such a critical point c and let c˜ be the
corresponding critical point for f˜ . In this case, Theorem 5.1 implies that c and c˜ possess
arbitrarily small combinatorially defined nice real neighbourhoods I and I˜, such that the
first return maps to I ∪ ∪c′∈ω(c)Lc′(I) and I˜ ∪ ∪c˜′∈ω(c˜)Lc˜′(I˜) restricted to components that
intersect ω(c) and ω(c˜), respectively, extend to complex box mappings
F : U → V and F˜ : U˜ → V˜
whose ranges are δ-nice and have δ-bounded geometry. Moreover, these box mappings are
strongly combinatorially equivalent.
If F and F˜ are analytic, by Theorem 7.3, these mappings are qc-conjugate provided that
there exists a quasiconformal external conjugacy between the maps. Since both U and U˜
consist of just finitely many components, whose boundaries are piecewise smooth Jordan
curves with a finite number of corners, such a conjugacy is simple to construct. On the other
hand, if F and F˜ are C3, then we still have that there is an external conjugacy between F
and F˜ ;however, we do not have that F and F˜ are qc-conjugate. Instead by Theorem 7.5 and
the argument used to prove the Real Spreading Principle, we have that there exist K ≥ 1
and δ > 0 and a (K, δ)-qc\bg mapping in the upper half-plane H : V → V˜ that conjugates
F and F˜ on their real traces.
In the analytic case, we immediately get that the box mappings F : U → V and F˜ : U˜ → V˜
are qc-conjugate by a quasiconformal homeomorphism h : V → V˜ that is a conjugacy on the
set
K(I1) = {z : (RI1)n(z) ∈ DomΩ1(I1) for all n ≥ 0} ⊃ ω(c),
where DomΩ1(I1) is as defined on Page 29. In the smooth case, we have that h is qc\bg in
the upper half-plane, so again, by the QC Criterion, we have that h|R is a quasisymmetric
mapping that is a conjugacy on K(I1).
Recall that I1 = ∪c∈Ω1\Ω′1Lc(I)∪I ′1, DomΩ1(I1) is the collection of components of Dom(I1)
that intersect ∪c∈Ω1ω(c) and Domdiff(I1) is the union of components, J , of Dom(I1) satisfying
(1) J ⊂ I ′1;
(2) J ∩ (∪c∈Ω1ω(c)) = ∅;
(3) if s is the first return time of J to I1, then f
i(J) ∩ I = ∅ for all i = 0, 1, . . . , s− 1.
Consider the first entry map
RIˆ∗ : DomΩ1(I1) ∪Domdiff(I1) ∪ (Dom(I0) ∩ I)→ I1 ∪ I0.
By definition if J is a component of the domain and s = s(J) is its return time, then
f i(J) ∩ I = ∅ for i = 1, . . . , s− 1. By Theorem 5.2, there exists an integer m such that the
m-th iterate of this map has an extension to a complex box mapping
Fit : U it → V it
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with V it ∩ R = I1 ∪ I such that V it is δ-nice and any component of either U it or V it has
δ-bounded geometry, and so that the mapping Fit : DomΩ1(V it)→ V it; that is, the mapping
Fit restricted to components of the domain that intersect ω(c), for some c ∈ Ω1, satisfies the
gap and extension conditions. From this it is easy to construct a box mapping F ′it : U ′it → V ′it
where V ′it = ∪c∈Ω′1V it(c), and each component of U ′it is a component of U it (if necessary,
simply post-compose Fit|U by a first landing onto some component V 3 c of V it with c ∈ Ω′1).
As usual, we mark the corresponding object for f˜ with a tilde. Moreover, by Theorem 6.1,
the set
E(I) = {z ∈ [0, 1] : fn(z) /∈ I, for n = 0, 1, . . . }
is quasiconformally rigid. Since ∂DomΩ1(I1) ∪ ∂Domdiff(I1) ⊂ E(I), it follows that we may
apply Theorem 7.1 to obtain a quasiconformal external conjugacy between F ′it and F˜
′
it. In the
analytic case, we have that Theorem 7.3 implies that F ′it : U ′it → V ′it and the corresponding
box mapping F˜ ′it : U˜
′
it → V˜
′
it are quasiconformally conjugate. Arguing as before in the smooth
case we have that there exists a qc\bg mapping in the upper half-plane that conjugates F ′it
and F˜ ′it on their real traces. It follows that the set
Km(I0 ∪ I1 ∪ IComp) = {z : (RIˆ∗)mn(z) ∈ I0 ∪ I1 ∪ E(I) for all n ≥ 0}
is quasiconformally rigid. By pulling back at most m times along the branches of
RIˆ∗ : DomΩ1(I1) ∪Domdiff(I1)→ I1
one can obtain a quasisymmetric homeomorphism that is a conjugacy on the set
(8.1) K(I0 ∪ I1 ∪ Icomp) = {z : (RIˆ∗)n(z) ∈ I0 ∪ I1 ∪ E(I) for all n ≥ 0}.
8.5. The reluctantly recurrent case. Finally, we treat the critical points; c ∈ Ω2 such
that f is reluctantly recurrent at c. Let Ωr ⊂ Ω2 be a non-trivial block of critical points such
that each recurrent critical point c ∈ Ωr is reluctantly recurrent, and with the property that
if Ω is the component of the graph on the critical points that contains Ωr, then f is not
infinitely renormalizable at any c′ ∈ Ω. Since we have rigidity away from the critical set,
we may as well assume that if c ∈ Ωr is non-recurrent, then the orbit of c accumulates on
a critical point in Ωr. Let Ω
′
r ⊂ Ωr denote a smallest set of critical points such that each
critical point in Ω′r is recurrent, and any critical point c ∈ Ωr \ Ω′r accumulates on some
critical point c′ ∈ Ω′r.
Let Ir denote a small real neighbourhood of Ωr with the properties given by Proposi-
tion 4.14, and let I ′r = ∪c∈Ω′rIr(c).
Let
RIr : DomΩr(Ir) ∪DomI0∪I′1(Ir)→ Ir ∪ I0 ∪ I ′1
denote the first entry map, where DomΩ(Ir) denotes the collection of domains of the return
mapping to Ir that intersect ω(c) for some critical point c ∈ Ωr and DomI0∪I′1(Ir) consists of
the intervals in Ir that are eventually mapped into I0 ∪ I ′1.
By Theorem 5.3 and our choice of neighbourhood of Crit(f), we can assume that this
mapping has has an extension to a box mapping
Fˆ : U → V ,
where for components I0,i of I0 the set CompI0,iV is a Poincare´ disk Dpi−θ0(I0,i), for compo-
nents I ′1,i of I
′
1 the set CompI′1,iV is a Poincare´ disk Dpi−θ1(I ′1,i) and for components I ′r,i of
I ′r the set CompI′r,iV is a Poincare´ disk Dpi−θ(I ′r,i), where 0 < θ0 < θ1 < θ, and restricted to
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components that intersect the orbit of a critical point c ∈ Ωr this box mapping has the gap
and extension properties. The angles θ0, θ1 are chosen as in the proof of Theorem 5.2.
Claim: ∂U ∩ R is qs-rigid.
Proof. Let
E(Ir) = {x ∈ [0, 1] : fn(x) /∈ Ir for all n ≥ 0}, E ′(Ir) = {x ∈ [0, 1] : fn(x) /∈ Ir for all n ≥ 1}
and
CV (f) = {f(c) : c ∈ Ωr and f(c) /∈ E(Ir)}.
Notice that ∂U ∩ R ⊂ E ′(Ir). Consider a touching box mapping as in Subsection 6.3
FT : UT → VT ,
so that the components of VT ∩ R that contain critical points in Ω0 ∪ Ω1 ∪ Ωr are the
components of I0, I1 and Ir. Recall that UT ∩ Ii = ∅, i = 0, 1, r, and let
F˜ : U˜T → V˜T
be the corresponding touching box mapping for f˜ . By Theorem 6.6 and the qs-rigidity of
the set
K(I0 ∪ I1 ∪ Icomp) = {z : (RIˆ∗)n(z) ∈ I0 ∪ I1 ∪ E(I) for all n ≥ 0},
as above, there exists a qc-homeomorphism H0 that maps VT to V˜T with H0(UT ) = U˜T
that agrees with the given topological conjugacy between f and f˜ . As in Corollary 6.7 we
get a qc-homeomorphism H with H(UT ) = U˜T with F˜T ◦ H = H ◦ FT on UT and which
is a conjugacy on the closed set E(Ir). We modify H on the finite set, CV (f), so that it
sends CV (f) to CV (f˜). Pulling back H once, we obtain a qc-conjugacy on the set E ′(Ir),
and since ∂U ∩ R ⊂ E ′(Ir), we have completed the proof of the claim. X
It follows from Theorem 7.1, that there exists a quasiconformal external conjugacy H
between F and F˜ so that H(∪c∈Ω′rV(c)) = ∪c∈Ω˜′rV˜(c), H(U) = U˜ and H is a conjugacy on
∂U . Thus, in the analytic case, Theorem 7.3 implies that F : U → ∪c∈Ω′rV and F˜ : U˜ →
∪c∈Ω˜′rV˜(c) are qc conjugate. In the smooth case we have that the mappings are as conjugate
on their real traces by Theorem 7.8. Thus we obtain a quasisymmetric homeomorphism that
is a conjugacy on
K(Ir) = {z ∈ Ir : RˆIr(z) ∈ Ir for all n ≥ 0}.
We now repeat this argument for each block of critical points Ωr.
8.6. Conclusion. Since almost every point in the interval eventually lands in I0∪I1∪I2, we
extend the conjugacies near the critical points and in immediate basins of attraction almost
everywhere in the interval by considering the first entry mappings to I0 ∪ I1 ∪ I2, and we
do the same for the objects marked with a tilde. This yields a globally defined conjugacy
on M , since for any component J of the first landing map to I0 ∪ I1 ∪ I2, the first landing
mapping extends to a complex domain UJ , and near the boundary of UJ conjugacy is defined
as the pullback of the conjugacy between the touching box mappings FT : UT → VT and
F˜T : U˜T → V˜T .
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Figure 29. The box mapping associated to the non-minimal case. Some
domains of the first return mapping to I2 can spend a lot of time in I1. We
also need to consider domains which eventually enter into I0.
9. Table of notation and terminology
Forward(c), Back(c) page 29
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Lx(I) page 29
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well-inside page 29
C(M) = C page 11
Ω,Ω0,Ω1,Ω2 page 43
I0, I
′
1, I1, I2 pages 43
Ωr, Ωr,e, Ωr,o page 47, 48
Dθ(I) page 33
I page 52
Domdiff(I1) page 52
E(I) page 76
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