This paper studies the existence of positive solutions for a class of boundary value problems of elliptic degenerate equations. By using bifurcation and fixed point index theories in the frame of approximation arguments, the criteria of the existence, multiplicity and nonexistence of positive solutions are established.
Introduction
In recent years, the existence, nonexistence and/or multiplicity of positive solutions for the problem u (t) + λh(t) f (u(t)) = 0, t ∈ (0, 1)
have been studied extensively in the literature, especially when h ∈ C((0, 1), (0, ∞)) satisfies (H ) 1 0 s(1 − s)h(s)ds < ∞, where λ is a nonnegative real parameter and f ∈ C(R + , R + ), R + = [0, ∞). In this paper, we study the following elliptic degenerate problems u (t) + λt −2 f (u(t)) = 0, t ∈ (0, 1)
We note that h(t) = t −2 does not satisfy condition (H ).
There are two basic differences between problems (H a,b λ ) and (P a,b λ ). The first difference concerns the corresponding integral operators. The operator for (H a,b λ ) is well defined and completely continuous mainly due to condition (H ) and the properties of Green's function. On the other hand, it is not known whether the operator for (P a,b λ ) exists or not. The second difference concerns the spectrums of corresponding linear operators. It is known in [1] that the set of all eigenvalues of the corresponding linearized problem for (H a,b λ ) is countable. On the other hand, the corresponding linear operator −t 2 d 2 dt 2 for (P a,b λ ) has only a continuous spectrum [2] . Therefore, at least for these aspects, approaches to the two problems might not be similar.
In this work, we consider four different types of nonlinearities and boundary conditions as follows. Type I. f (0) > 0, f ∞ = ∞, a = b = 0, Type II. 0 < f 0 < ∞, f ∞ = ∞, a = b = 0, Type III. f 0 = 0, f ∞ = ∞, a = b = 0, Type IV. 0 ≤ f 0 < ∞, f ∞ = ∞, either a > 0, b = 0 or a = 0, b > 0. Now we state the history and our results for each type. For a recent and effective reference of the case that h satisfies (H ), one may refer to Agarwal et al. [3] who proved results of existence, nonexistence and/or multiplicity of positive solutions for p-Laplacian problems with a variety of different types of nonlinearities including most of the above ones.
Type I. The study of problem (H 0,0 λ ) for this type was initiated by the work of Choi [4] and later improved [5] [6] [7] [8] [9] . The result up until now can be summarized as follows: Assume that (H ), f (0) > 0, f ∞ = ∞ and f is nondecreasing, then there exists λ * > 0 such that (H 0,0 λ ) has at least two, one or no positive solution according to λ ∈ (0, λ * ), λ = λ * or λ ∈ (λ * , ∞), respectively. In this work, we generalize the above conclusion without the monotonicity assumption on f and prove that problem (P 0,0 λ ) has no nontrivial solution for all λ ≥ 0 if f ∈ C(R + , (0, ∞)). Type II. The study of problem (H 0,0 λ ) in this type is closely related to the properties of eigenvalues for the corresponding linearized problem [10] [11] [12] [13] [14] . Im et al. [10] proved under assumptions (H ), 0 < f 0 < ∞ and f ∞ = ∞ that there exists λ * ≥ λ * > 0 such that problem (H 0,0 λ ) has at least one or no positive solution according to λ ∈ (0, λ * ) or λ ∈ (λ * , ∞), respectively.
Berestycki and Esteban [15] studied problem (P 0,0 λ ) with the nonlinear term λ f (u) of the form λu + u p , p > 1 which may transform into the form λ(u +u p ). Among other interesting results, they proved that (P 0,0 λ ) has at least one or no solution in H 1 0 (0, 1) according to λ ∈ (0, 
Type III. The study of problem (H 0,0 λ ) for this type has been done by [11, 14, [16] [17] [18] . They basically proved under assumptions (H ), f 0 = 0 and f ∞ = ∞ that (H 0,0 λ ) has at least one positive solution for all λ > 0. In this work, we prove the same conclusion for problem (P 0,0 λ ). Type IV. The study for problem (H a,0 λ ) has been done by [19, 20] and for problem (H 0,b λ ) by [7, 21] . Recently, Kim and Lee [19, 21] proved under assumptions (H ), f ∞ = ∞ and a local monotonicity condition on f near 0 that there exists λ * > 0 such that (H a,0 λ ) (or (H 0,b λ )) has at least two, one or no positive solutions according to λ ∈ (0, λ * ), λ = λ * or λ ∈ (λ * , ∞), respectively. In this work, we prove that (P a,0 λ ) has no solution for all λ > 0 if f ∈ C(R + , R + ) with f (u) > 0 for u > 0. On the other hand, assuming 0 ≤ f 0 < ∞ and f ∞ = ∞, we prove that there exists λ * ≥ λ * > 0 such that (P 0,b λ ) has at least two, one or no positive solutions according to λ ∈ (0, λ * ), λ ∈ [λ * , λ * ] or λ ∈ (λ * , ∞), respectively.
For the proofs, we mainly make use of the approximation argument which is motivated by the work of Berestycki and Esteban [15] .
For the reader's convenience, we give a list of hypotheses which we consider throughout this paper.
This paper is organized as follows: In Section 2, we introduce well-known theorems such as the Global Continuation Theorem, a fixed point index theorem and Hardy's inequalities. In subsequent sections, we give the proofs of conclusions for Type I to Type IV, consecutively.
Preliminaries
In this section, we introduce well-known theorems for later use.
Theorem 2.1 ( [22] , Global Continuation Theorem). Let X be a Banach space and K be an order cone in X . Consider
1)
where µ ∈ R + and x ∈ K . If T : R + × K → K is completely continuous and T (0, x) = 0 for all x ∈ K . Then C + (K ), the component of the solution set of (2.1) containing (0, 0) is unbounded.
Theorem 2.2 ([23]
). Let X be a Banach space, K an order cone in X and O be open bounded in X . Let 0 ∈ O and A : K ∩ O → K be condensing. Suppose that Ax = νx for all x ∈ K ∩ ∂O and all ν ≥ 1.
for all u ∈ H 1 (0, 1) with u(0) = 0. The constant is the best possible.
for all u ∈ H 1 0 (0, 1). The constant is the best possible.
Type I
In this section, we mainly focus on the case f (0) > 0. We generalize known results for problem (H 0,0 λ ) reducing the monotonicity condition on f and prove the nonexistence of nontrivial solutions for problem (P 0,0 λ ). Throughout this section, we assume f ∈ C(R + , (0, ∞)).
Assume (H ). Then it is well known that T is well defined and completely continuous. We note that u is a positive solution of (H 0,0 λ ) if and only if u = T (λ, u) on K . Furthermore, T (λ, 0) = 0 if λ = 0 and T (0, u) = 0 for all u ∈ K . Therefore by Theorem 2.1, there exists an unbounded continuum C emanating from (0, 0) in the closure of the set of positive solutions of (H 0,0 λ ) in R + × K . We give the main theorem in this section. To prove the main theorem, we need some lemmas. 
Let µ 1 be the first eigenvalue of
and ϕ 1 be the positive eigenfunction corresponding to µ 1 . Then multiplying (3.1) by ϕ 1 and integrating by parts, we have
This implies λ ≤ µ 1 A −1 λ and the proof is complete. 
If this is not true, then there exist a sequence (λ n ) ⊆ L and a sequence (u n ) of corresponding positive solutions of (H 0,0 λ n ) such that u n → ∞ as n → ∞. By the concavity of u n , we have
Since lim n→∞ u n = ∞, we have
]. Then by (3.5), we obtain
) by w and integrating by parts, we have
By (3.6) and (3.7), we obtain M ≤ 4(λ N m) −1 π 2 and this contradicts the choice of M.
We give the proof of the main theorem in this section.
Proof of Theorem 3.1. Define λ * sup{λ > 0 | for all λ ∈ (0,λ), there exist at least two positive solutions of problem (H 0,0 λ )}. Then, by Theorem 2.1, Lemmas 3.2 and 3.3, λ * > 0 are well defined and λ * ∈ (0,λ]. By the definition of λ * , problem (H 0,0 λ ) has at least two positive solutions for λ ∈ (0, λ * ) and by the complete continuity of T , it has at least one positive solution at λ = λ * . Thus it is enough to show that problem (H 0,0 λ ) has no positive solution for all λ > λ * . On the contrary, assume that there exists λ * > λ * such that (H 0,0 λ * ) has a positive solution, say u * . Then showing that (H 0,0 λ ) has two positive solutions for all λ ∈ [λ * , λ * ), we get a contradiction to the definition of λ * which completes the proof. For this purpose, let us fix λ with λ * ≤ λ < λ * . Since f is uniformly continuous on
Indeed,
If α does not satisfy (3.9), then there exists t 0 ∈ (0, 1) such that
This implies ≥ (
, which contradicts the choice of . Thus α satisfies (3.9). Define
where
We claim that if u is a positive solution of (M), then u ∈ Ω ∩ K . If the claim is not true, then we have the following two cases; (i) there exists
Let us consider the first case. Since γ (t, u(t)) = α(t), for t ∈ (t 0 , t 1 ), we get (u − α) (t) > 0, t ∈ (t 0 , t 1 ), by (3.9) . By the fact (u − α)(t 0 ) = 0 = (u − α)(t 1 ) and the maximum principle, we get u(t) < α(t), t ∈ (t 0 , t 1 ) and this is a contradiction. Now let us consider the second case. It follows from (3.9) that there exists 1 
Since f is uniformly continuous on [0, α ], there exists δ 2 > 0 such that if |u − v| < δ 2 and u,
and
, and this implies
By (3.12) and (3.13), we have
This is a contradiction and the claim is proved. Let M λ : K → K be defined by
Then M λ : K → K is completely continuous and u is a solution of (M) if and only if u = M λ u on K . By a simple calculation, we see that there exists
We know by the claim given above that all fixed points of M λ are contained in Ω . Thus by the excision property, we get
Since problem (H
λ ) has a positive solution in Ω ∩ K . Without loss of generality, assume that T (λ, ·) has no fixed point in ∂Ω ∩ K , since otherwise, the proof is done. Then i(T (λ, ·), Ω ∩ K , K ) is well defined and by (3.14), we have 
By the property of homotopy invariance, we obtain
Thus by the additivity property and (3.15), we get We now prove the nonexistence result of nontrivial solutions of (H 0,0 λ ) when h does not satisfy (H ). 
For x ∈ (0, δ), integrating (3.16) from x to δ, we have
For y ∈ (0, δ), integrating (3.17) from y to δ, we have
This implies
Taking y → 0 + , we get u(y) → −∞. Since u(0) = 0, this contradiction completes the proof.
Type II
In this section, we prove the existence of a positive solution of problem (P 0,0 λ ) when f satisfies (F 1 ) and (F 2 ). Throughout this section, we assume f ∈ C(R + , R + ) with f (u) > 0 for u > 0.
To prove the main result in this section, we approximate problem (P 0,0 λ ) by a sequence of singular problems satisfying condition (H ). For this purpose, let us consider the following problem with α ∈ (0, 2)
Let µ α 1 be the first eigenvalue of
Then it is known in [25] that
Thus, by Theorem 2.3, we have
Since h(t) = t −α with α ∈ (0, 2) satisfies condition (H ), we have the following result for problem (H α λ ) by Theorem 4.2 in [10] .
Proposition 4.1. Assume (F 1 ), (F 2 ) and let α ∈ (0, 2). Then for all λ ∈ (0, µ α 1 ), there exists a positive solution u of (H α λ ), and for all R > 0, there exists a positive solution u of (H α λ ) with u = R. Now we give the main theorem in this section. ). Then there exists R I > 0 such that for all λ ∈ I , α ∈ (0, 2) and all possible positive solutions of u of (H α λ ), one has u ≥ R I . Proof. If this is not true, there exist a sequence (u n ) of positive solutions for (H α n λ n ) with λ n ∈ I and α n ∈ (0, 2) such that u n → 0 as n → ∞. 
Let ϕ be a positive eigenfunction corresponding to µ α N 1 . Multiplying (4.5) by ϕ and integrating by parts, we obtain 
This contradicts the choice of and the proof is complete.
Lemma 4.4. Assume (F 2 ). Then for given R > 0, there exists µ R > 0 such that if u is a positive solution of (H α λ ) with α ∈ (0, 2) and u ≤ R, then λ ≥ µ R .
Proof. Let u be a positive solution of (H α λ ) with α ∈ (0, 2) and u ≤ R. Then obviously λ > 0 and by (F 2 ), there exists A R > 0 such that f (u) ≤ A R u for all 0 ≤ u ≤ R. Since u ≤ R, we have
Let ϕ be the positive eigenfunction corresponding to µ α 1 . Then multiplying (4.6) by ϕ and integrating by parts, we obtain
Thus by (4.1), we get
, we complete the proof. Lemma 4.5. Assume (F 2 ). Let R > 0 be given and let (λ n ) and (α n ) be sequences with λ n ∈ (0, R], α n ∈ (0, 2) and α n → 2 as n → ∞. If (u n ) is a sequence of positive solutions for (H α n λ n ) with u n ≤ R for all n, then there exist a subsequence (u m ) of (u n ) and λ > 0 such that u m converges to say, u in C[0, 1] and u is a positive solution of (P 0,0 λ ).
Proof. Since u n is concave, for fixed δ ∈ (0, 1 2 ), we have u n (t) ≤ u n (δ)(t − δ) + u n (δ), for all t ∈ [0, 1]. When t = 0, 0 = u n (0) ≤ u n (δ)(−δ) + u n (δ) and this implies
When t = 1, we similarly get
Thus, we obtain
for all n. On the other hand, for t ∈ (δ, 1), integrating the equation in (H α n λ n ) from δ to t, we have To show that u is a solution of (P 0,0 λ ), it is enough to show u(0) = 0. If this is not true, then we may assume u(0) = C > 0, since each u n is a positive solution. In this case, we may choose a unique z in (0,1) such that u(z) = C 2 and u(t) ≥ C 2 for t ∈ (0, z). Since f (u) > 0 for u > 0, there exists C 1 > 0 such that f (u(t)) > C 1 for t ∈ (0, z). For x ∈ (0, z), integrating (P) from x to z we have
For y ∈ (0, z), integrating (4.7) from y to z we have
This implies that
Taking y → 0 + , we get u(y) → −∞. Since u is bounded, this is a contradiction. Therefore u(0) = 0 and by Lemma 4.3, u is a positive solution of (P 4 . This implies u N (x N ) > u N (η) which is a contradiction by the concavity of u N and δ 1 < u . Thus the proof is complete.
We note in Lemmas 4.6 and 4.7 that problem (H α λ ) with α = 2 means problem (P 0,0 λ ).
Lemma 4.6. Assume (F 1 ) and (F 2 ). Then there exists λ * > 0 such that if u is a positive solution of (H α λ ) with α ∈ (0, 2], then λ ≤ λ * .
Proof. Let u be a positive solution of (H α λ ) with α ∈ (0, 2] and λ > 0. By the conditions of f , there exists m > 0 such that f (u) > mu for all u > 0. This implies
for all t ∈ (0, 1). Define w(t) = sin[2π(t − 
u(t)w(t)dt.
This implies λ ≤ 4m −1 π 2 λ * and the proof is complete.
Lemma 4.7. Assume (F 1 ) and let J = [λ 0 , ∞) with λ 0 > 0. Then there exists b J > 0 such that for all λ ∈ J , α ∈ (0, 2] and all possible positive solutions u of (H α λ ), one has u < b J . Proof. If this is not true, then there exist a sequence (u n ) of positive solutions for (H α n λ n ) with λ n ∈ J , α n ∈ (0, 2] such that lim n→∞ u n = ∞. By the concavity of u n ,
. Then by (F 1 ), there exists K > 0 such that
Since lim n→∞ u n = ∞, we have u N > 4K , for sufficiently large N . Thus by (4.10)-(4.12), we have
Let us define
Then (4.13) implies that
Consequently, by (4.14) and (4.15), we have λ N M ≤ 4π 2 and this contradicts the choice of M.
Now we give the proof of the main theorem in this section.
Proof of Theorem 4.2. Let λ ∈ (0, Proof. Let u be a positive solution of (P 0,0 λ ). Then by the assumption on f , we have 16) for α ∈ (0, 2). Let ϕ be the positive eigenfunction corresponding to µ α 1 . Then multiplying (4.16) by ϕ and integrating by parts, we obtain
for all δ ∈ (0, 1). Taking δ → 0 + , we get lim
. By a simple calculation, we see δu (δ) = λδ t δ s −2 f (u(s))ds, where u(t) = u . Thus L'Hospital's rule implies lim δ→0 + δu (δ) = 0 and we obtain
Thus by (4.17), λ ≤ µ α 1 for all α ∈ (0, 2). Since µ α 1 → 
Type III
In this section, we prove the existence of a positive solution for problem (P 0,0 λ ) when f satisfies (F 1 ) and (F 2 ). In this case, the bifurcation phenomena according to the parameter does not occur so this is enough to consider the following problem
Throughout this section, we assume f ∈ C(R + , R + ) with f (u) > 0 for u > 0. By [17] , for α ∈ (0, 2), we know that the semilinear elliptic problem
satisfies the following result.
Proposition 5.1. Assume (F 1 ), (F 2 ) and let α ∈ (0, 2). Then problem (H α ) has at least one positive solution.
We prove the same conclusion for problem (P).
Lemma 5.2. Assume (F 2 ). Then there exists µ > 0 such that u α ≥ µ for all positive solutions u α of (H α ) with α ∈ (0, 2).
Proof. If this is not true, then there exist a sequence (u n ) of positive solutions for (H α n ) with α n ∈ (0, 2) such that u n → 0 as n → ∞. 
Consequently, by (4.1), we get By a similar argument as in the proof of Lemma 4.7, we can prove the following lemma.
Lemma 5.3. Assume (F 1 ). Then there exists M > 0 such that for all α ∈ (0, 2) and all possible positive solutions u α for (H α λ ), one has u α ≤ M. We give the main theorem in this section.
Theorem 5.4. Assume (F 1 ) and (F 2 ). Then problem (P) has at least one positive solution.
Proof. Let (α n ) be a strictly increasing sequence in (0, 2) with α n → 2. Then by Proposition 5.1, there exists a sequence (u n ) of positive solutions for (H α n ). We can easily see by Lemma 5.3 that there exists M > 0 such that u n ≤ M. Let 0 < δ < 
for y ∈ (0, z). Taking y → 0, we get u(y) → −∞. Since u is bounded, this is a contradiction. Therefore we have u(0) = 0 and the proof is complete.
Type IV
In this section, we study the existence, nonexistence and multiplicity of positive solutions of problem (P a,0 λ ) and (P 0,b λ ) when f satisfies (F 1 ) and (F 2 ). We note that (F 2 ) and (F 2 ) imply (F 2 ). We state a nonexistence result of positive solutions for problem (P a,0 λ ) without proof which can be obviously done by the same argument as in the proof of Theorem 3.4.
Theorem 6.1. Assume f ∈ C(R, R) and there exists δ > 0 such that f (u) > 0, for u ∈ (a − δ, a + δ). Then problem (P a,0 λ ) has no solution for all λ > 0. Now we give the main theorem in this section. To prove Theorem 6.2, we consider an approximation of problem (P 0,b λ ) given as follows.
where ∈ (0, 1). First of all, we need some lemmas regarding the λ-direction block and a priori estimate.
Lemma 6.3. Assume (F 2 ) and R > b to be given. Then for all positive solutions u of (P λ ) with b < u ≤ R and
Then H : R + × K → K is completely continuous, and v is a positive solution of (P λ ) if and only if u = H (λ, u) on K and v(t) = u(t) + bt. Furthermore, H (0, u) = 0 for all u ∈ K . Thus by Lemmas 6.3-6.5 and Theorem 2.1, the conclusion is valid.
Lemma 6.7. Assume (F 1 ) and (F 2 ). Let ( n ) and (λ n ) be sequences such that n → 0 and λ n → λ > 0 as n → ∞. Proof. Since λ n → λ > 0, by Lemma 6.5, there exists R > 0 such that u n ≤ R, for all n. By the same argument as in the proof of Lemma 4.5, we may show the uniform boundedness of (u n ) and the equicontinuity of (u n ) and 
Since δ > 0 is arbitrary, u satisfies
To show that u is a positive solution of (P 0,b λ ), we will show that u(0) = 0. Since u n is a positive solution, u(0) ≥ 0. Assume on the contrary that u(0) = C > 0. Then for x ∈ (0, 1), integrating (P b ) from x to 1, we have Proof. Let us consider the following problems u + λt −2 f (u(t) + bt) = 0, t ∈ (0, 1), u(0) = 0 = u(1) (Q λ ) and for ∈ (0, 1),
f (u(t) + bt) = 0, t ∈ (0, 1),
Let λ ∈ (0,λ) and takeũ(t) =ṽ(t) − bt. Thenũ is a positive solution of (Qλ). For ∈ (0, 1), we havẽ u + λ 1 t 2 + f (ũ(t) + bt) < 0, t ∈ (0, 1). (6.5) Consider the modified problem    u (t) + λ 1 t 2 + f (γ (t, u(t)) + bt) = 0, t ∈ (0, 1),
where γ : (0, 1) × R → R + is defined by γ (t, u) = ũ(t) if u >ũ(t) u if 0 ≤ u ≤ũ(t) 0 if u < 0.
We claim that if u is a positive solution of (M ), then u(t) ≤ũ(t), for all t ∈ [0, 1].
If the claim is not true, then there exists an interval (t 0 , t 1 ) ⊆ (0, 1) such that u(t) >ũ(t), t ∈ (t 0 , t 1 ) (6.6) and u(t 0 ) =ũ(t 0 ) and u(t 1 ) =ũ(t 1 ).
Since u is a positive solution of (M ), (6.6) implies u + λ 1 t 2 + f (ũ(t) + bt) = 0, t ∈ (t 0 , t 1 ). (6.8) By (6.5) and (6.8), we have (ũ − u) < 0, t ∈ (t 0 , t 1 ) and (6.7) impliesũ(t) > u(t), t ∈ (t 0 , t 1 ). This contradicts (6.6) and the claim is proved. The claim implies that if u is a positive solution of (M ), then u is a positive solution of (Q λ ). Then T : K → K is completely continuous and u is a positive solution of (M ) if and only if u = T u on K . By a simple calculation, there exists R 1 > 0 such that T u < R 1 for all u ∈ K . By Theorem 2.2, we have
where B R 1 = {u ∈ C 0 [0, 1]| u < R 1 }. Therefore, there exists a positive solution u λ, of (M ) which is a solution for (Q λ ) as well. For ∈ (0, 1) and λ ∈ (0,λ), let v λ, = u λ, + bt. Then v λ, is a positive solution of (P λ ). Thus the proof is complete by Lemma 6.7.
Proof of Theorem 6.2. Let us assume λ * = sup{λ > 0 | for all λ ∈ (0,λ), there exists at least two positive solutions of (P 0,b λ )} and put λ * = sup{λ > 0 | (P 0,b λ ) has at least one positive solution}. Then, by Lemmas 6.3-6.5, Proposition 6.6 and Lemma 6.7, λ * and λ * are well defined and 0 < λ * ≤ λ * . By Lemma 6.8, (P 0,b λ ) has at least two positive solutions for λ ∈ (0, λ * ), at least one positive solution for λ ∈ [λ * , λ * ) and no positive solution for λ > λ * . Finally, it remains to prove that (P 0,b λ ) has a positive solution for λ = λ * . We can easily see that there exist sequences (λ n ), (u n ) and ( n ) such that u n a positive solution of (P n λ n ), λ n → λ * , n → 0 by a similar argument as in the proof of Lemma 6.8. Thus, by Lemma 6.7, there exists u ∈ C[0, 1] such that u is a positive solution of (P 0,b λ * ). This completes the proof.
