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第6章評価と考察 2.1 表形式の辞書モデル G 
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であり，応用範囲は非常に広い.この表現の基本的推論は，概念“衣類"と t~カ y ター
シャツ‘:などの上位と下位の関係であり， ("カッターシャツヘ・4衣類n，上位語)なる






















(パソコン， "persolli:ll computer" ，対訳)
(G)同義語関係
(アメ リヵ， 日合衆国-，同義語)，(・カ ッタ ¥ー・・カッターシャツ ・， 同義語の短縮話)
広義に解釈すると共起情報は，以上の例にとどまらず(一前略 ， 早々，頭語結語)
(".サッカーペパスポーツ、¥分野分類)など非常に多く存在する.


















































































































g(s，α) = t 
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3.2 トライ構造の概要










g(s，α) = t 
に対して，


















スタートし， g(l，'b') = 2により，ノードlから文字(b'を辿りノード2へ到達できるので，
文字'b'がマ yチしたことになる.以後同様に， g(2，'a') = 3により，ノード2から (a'を辿








例 3.1において， g(l-1.e・)= 15により，ノード 1--1から 15への遷移が起こっているが



















g(r，α) = t， outdegree(ァ)三 2なるノードtから到達可能な最終ノードまでの遷移列上































































ηode， p08をlにセットし，手}I買(T-2) で， ηext= g(ηode，αpos)= g(l，'b') = 2を得る .
ηextはfωlではないので，node = 2， pos = 2となる .手}I買 (T-3) で，pos IJ:セパレー
トノードではないので，手順 (T-2) に戻る.以後同様に g(2，'a')= 3， g(3，'d') = 16， 



















[関数 Trie_Insert(T ，X) J 
入力 :トライ T，キ-x.










キーの残 りの文字列 _¥posと，シングルストリングSTR[node]ニ u1b2 ・.bm+1の，共通
J妥頭辞を入'ρ=αposαpos+L α po~ +p とし， STR[nodc]から共通接頭辞を除いた文字列を
}' = bρ+lbp+2・.. Um十1とする.入pに対して，nextニ g(rwde，Xp)を定義し，node = ne.a， 
pos = p08 + j)+ 1とする.
手liI買 (T-3b): 1残りの文字列の登録|
シングルストリングの残りの文字列 }，に対して， ηext= g(ηodf'， bp+ l)を定義する.
これがセパレートノードのなるので，新しいシングルストリング STR[next]に文字列









次に手)1真 (T-3b)において， STR[4]の残りの文字列“#刊に対して，g(30，'#') = 31を
定義し，新しいシングルストリングSTR[31]に， STR[31]=ε を設定する.
最後に手)1貢(T-2a)において，キーの残 りの文字列 "lon#刊に対して，g(30， '1')ニ 32を









STR[lq = 1 elor#" 
STR[l91 =ε 
STR[羽="#" 
STR[Z2] = "esslf' 


































STR[22] = 11 e55#" 
STR[Z7] = 11 5#" 





g(l，'b') = 2， g(2，'a') = 3， g(3，'d')二 16，g(16，'ピ)=17，g(17，'ぜ)= 18， g(18，'#') = 19 
により ，ノード19まで遷移する.ノード19はセパレートノードであるが， STR[19]ニ εで
あるので，キ-"badge#刊を検索成功する .ここで，手順 (T-3c)において，ノ ー ド19




























図 4.1 配列を用いたトラ イの例
4.2.1 配列構造
goto関数の検索時間を 0(1)とする最も簡単なデータ構造は，入力記号(文字の種類)の
総数を εとしたとき ， トライの各ノードに対して，長さ eの配列を用意することである
[25， 21] 





-1. 2 トライ のデータ構造
# a b c d e f g h j k m n 0 P q r s t u v w x y z STR 
2 27 
























図 3.5のトライを配列構造を用いて構築したものを図 4.2に示す.図 4.2のように，子
ノー ドへのポインタは 各ノー ドに対してノー ド番号が与えられている場合，ノー ド番号
を設定しておくこと ができる .
(例終)









第4章 ダブル配列法 -1.2 トライ のデータ構造
このデータ構造に対してg(s.o)を検索する関数Goto(s.o)をみ;に示す.
S α [関数 Goto(sα)] 、一
begin 
Node Number s' S 
i江fs = 0 then re抗仙もtur
i江fCHECK叫[BA主SE[，いS司5']十x刈[a同凶α司]リl二 s then return(NE..¥:T[B九回[s]+ ¥'[a]) 




(関数終)lndex Number ? ?
Johnsonの方法ではトライの構成法が提案されていないが，配列構造に比べてコンパク













Johnsonの方法では遷移g(s，α)= tに対して，図 4.3にあるように， BASE[s]をCHECK
へのベースポインタとして，その値にラベルαの内部表現値(numericalvalue)をオフセッ







ノード sからノード tに向かうラベル αをもっ遷移g(5，α)= tを図 4.4のように格納
する.
この図からわかるように， BASE[s]をCHECKへのベースポインタと して，その値にラベ





Node Number S 
BASE 









t = BASE[s] + N[α]; 













BASE[Srl < 0 
(定義終)
[定義 4.2J
セパレー トノードSrと，そのシングjレストリングSTR[Sr]= b1b2 ・bmに対して，次が
成立する.
p二 -BASE[sr];














第4章 ダブル配列法 -1.2. トライのデータ構造
"y#' 
4 5 7 8 9 1 0 1 12 13 14 15 16 17 18 19 20 
BASE 一13。 17 2 -10 -1 -20 。-24 。 -22 
CHECK 12 8 4 7 4 7 。12 
STR[14] 二川f
骨 C d e g h k m n 。p q 
STR[ll] = "elor#' ノー ド1
崎、 # 〆で、
STR[2] =ε 
b d k a C e g m 
ノー ド4 2 -10 
STR[勾"#" 4 4 
STR[l司 = "ess#' 事 a C d 巴 g h k m n 。 q 
ノード8 -17 2 
STR[lq = "s#' 8 8 8 
t a e g k m n 。
(a) K2に対するトライ
ノー ド6 -20 
6 
3 4 5 6 7 8 10 1 12 13 14 15 16 17 18 19 20 a C d e g h k m n 。p 
-13 -17 -10 -1 。-20 。-24 -22 ノード7 -24 
CHECK 12 8 8 8 4 7 4 。6 。7 12 7 7 
4 7 8 10 1 12 13 14 15 16 17 18 19 20 21 
事 a d e g k m 
TAIL 日 。 権 非 R S|t ノード9
9 
2 23 24 25 26 27 28 
1 t a d g h k m n 
。p 「






































TλIL上の-B_-¥SE[ inde.r]の位置より '#'ま での文字列を取り出し，
S_TE1'IPにセ ットする:


















1=0+1=1を代入 し，BASE[l] + 3 = 4， CHECK[4] = 1よりForward(l，:b')= 4となり，
33 
第4章 ダブlレ配列法 .J:.-l ダブル配列の更新アルゴリズム
これを t に代入する • tは0ではないので， i nde.2二 fとなる.同僚に， Fon¥e:ud( -:~ ，' a') =円
For¥¥'arcl(8..b') = 5となり， pos = 3のとき， l町ie.r= 5， BASE[5] = -1 iく Oであるので
ノード 5はセパレートノードとなる.最後に手}Im(D-3)でTえ1L中の -8九SE[5]= 17の
位置から，シングルストリング "y#"をとりだし， S_TE.il Pに格納する .キーの残りの
文字列と S_TE.il Pは一致するので検索は成功となり ↓ndex = 5を返す.
















T AI L_POS: TA1Lの長さに 1を加えた値を保持するグローパル変数であって，初期値は
lである.
W _BASE(idx， val): BASE[idx] f--'ualを行う .また，id.E > DA_SI ZEのときの D_-L
SIZEの更新も行う.今後の拡張のために用意.
W _CHECK(idx， 'ual): CHECK[idx] +-vαJを行う .また，idx > DA_SIZEのときの
DA_SIZEの更新も行つ .今後の拡張のために用意.
[関数日e_Insert(D(K) ，X) ] 
入力 :キー集合Kに対するダブル配列 D(K)，キ-x.
出力 :g(l，X#)=sなるノードs.












end (a-1 ) 
(a-2) 
t←BASE[index] + N同川
















(a-G) inde，z;←¥IODIFY( index・1index 1 apos 1 L1 ST R); [関数 MODIFY(cur)idム仏L1ST)]
else 
(a-7) 1川口十一日ODIFY(indeL)CHECI~[t]) ゆ L15TH);
入力 :現在のノード番号 CUT，変更対象のノード番号idょ.L1STに付加する記号α，id，1 
から遷移する記号の集合L1ST.
出力 :変更された現在のノード番号cur.end: 






vr_BASE(id.:r，A_CHECK(L1ST u {α} ); 
関数A_INSERTは手)1貢 (D-2a)から呼ばれ，追加キーがダブル配列上を検索中に失敗
したときに，新たな状態を追加する場所を探して追加を行う .










t←oldbαse + N[c]; 
t'←BASE[idx] + N[c] 
W _CHECK(t') idx); 
W _BASE(t' ，BASE[t]); 




(g-l) L1ST←中 (m-l0) 
(g-2) T←BASE[pαrent]; (m-ll) 
(g-3) for each c in 1 do 
for each q such that CHECK[q] = t do 
W_CHECK(q) t');
if t = CUT then cur←tli 
end 



















第 4章 ダブル配列?l~ -!.-! ダブル配列の更新アルゴリズム
4 6 8 10 1 12 13 14 15 16 17 18 19 20 
6 -10 。
CHECK 4 7 4 
~ 与
(a)ノード追加時の衝突例
4 6 7 8 10 1 12 13 14 15 16 17 18 19 20 
15 。 。 一10




for each c in L1 ST do 
begin 
(x-o) if CHECI~ [q +メ[c]<> 0 then flg←false 
end; 
(xx-6) if flg = tTue then return (q); 
(xx-7) q = q + 1 
end; 











[関数 INS_STR(index，Xpos， tαilpos) J 
入力 :現在のノード番号index，キーの残りの文字列 _Ypos. 配列TAILへのシングルス
トリングの設定位置 tωlpos




出力 :L1STに含まれる文字c全てがCHECK[q+ N[c] ニ Oを満足する最小のインデッ








W _BASE(t，-tαilpos) ; 














[関数 B_INSERT(i似た1人_¥.PO.5'i -)J 
入力:現在のノード番号υideょ，キーの残りの文字列入.pos，比較対照の文rj=5iJi -= b 1h 
出力 :g(1..¥.#)=sなるノード S. 




(b-2) for i ←1 to m do 
begin 
(b-3) VV _BASE(index，X_CHECK( {Ci} ); 
(b-4) VV _CHECK(BASE[i吋 ex]+ N[c1J，ア); 
(b-5) ir的 z←BASE[iηdex]+ N[c1]; 
end; 




INS_STR(iηdex， l'~+ 1， old_pos );










)I[買(D-2)で，pos = 1， indc.r = -lとなり，次の B.-¥SE[-l]十 b 二 9.CHECK[9] =f.--1より
Fon¥-ard( -1.'b・)=0となり，手)I[貢 (D-:2a)より関数人_[¥SERTが呼び出される.
関数 九一[¥SERTでは， (a-3)行でノード4から遷移する記号の集合(ι'c'}が， (a--l)行
でノード CHECK[9]= iから遷移する記号の集合 {"g'，'l'}が取り出され， (a-5)行の条件
式により， (a-6)行において関数日ODIFYが呼び出される.
関数f¥IODIFYでは，集合 {"a・，(c'}に入力記号を付加した集合{、a¥b¥-C1について，
(m-2)行で関数 X_CHECKが呼び出され， BASE値 15が返され，これがノード4の新た
なBASE値になる2 次に入力記号を含めない集合{'a'，・c'}に対する遷移をノード 1i， 19 
に移動するため，ノード8，10の内容をノード 17，19にコピーし ((m--1)-----(m-8)行)，古
いノード 8，10の内容を削除する (m-12)-(m-13)行).また， (m-9) -(m-11)行では，
ノード 17，19に移動したことによる子ノード 5，6， 7のCHECK値を修正している.
関数I¥IODIFYでの処理が終わると，残りの入力文字列 "bq#"を挿入する準備が整う












2 関数 ~(_CHECK では，集合 {'aγb ・， 'c'} が空ノード 17 ， 18 ， 19 に遷移できることを発見し，その BASE
値 15を返す
41 
第4章 ダブル配列法 -1.-1 ダブル配列の更新アルゴリズム
出力 :キー を削除したときはg(l._¥ #)ニ sなるノードふ削除キーがなかった(検索に
失敗した)ときは， O. 









STR[2] = E 
STR[羽 ="#'1 (関数終)
STR[l司 ="e55#" 
STR[l8J = "q#" 









1=0+1=1を代入し，BASE[l] + 3 = 4， CHECK[4] = 1よりに Forward(l)'b')= 4とな
り ，これを t に代入する • tはOではないので，index二 tとなる.同様に，Forward( 4， 'c)) = 
10となり ，pos = 2のとき ，index = 10， BASE[10] = -10 < 0であるのでノー ド10はセ
パレートノードとなる.手JI買 (D-3)でTAIL中の-BASE[10] = 10の位置から，シング
ルストリング“s#刊をとりだし，S_TEl¥IPにキ各納する.キーの残りの文字列と S_TEA1P





BASE 11 -13 0 
CHECK 1 1 12 0 
45 6 7 8 
6 -17 2 1 0 
1 17 17 17 0 
910 1 12 13 14 15 16 17 18 1920 
6o -1 1 0 -20 0 -24 2 -29 -10 -22 










45 6 7 8 
「非$ ? ? 
910 1 12 13 14 15 16 17 18 19 20 21 
?Is # $I$?? ?Iy 書$1!!_lj 
22 23 24 25 26 27 28 29 30 31 
TAIL 1# $ 1 e s s # $ 1 q 品$1 






第4章 ダブル配列法 I 4.5 追加の高速化
4.5 追加の高速化

















2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
BASE -13 。 -17 2 。-20 。-24 。。。-22 
CHECK 12 8 8 8 4 。6 9 。 。7 。。 12 
、?



















2 34 5 
o r # 
67 8 
3 
910 1 12 13 14 15 16 17 18 19 20 21 
ワ I?? ?I$?? ?Iy # $L# $ I 
2 23 24 25 26 27 28 
TAIL 1# $ 1 e s s # $ 1 
図 4.9 図 4.5のダブル配列からキ-"bcs#刊を削除した例










o 1 O. 2 O. 3 0.4 O. 5 
sklρ'_ra te 
O. 6 O. 7 0.8 

































STR[お~ = "#" 
割合を示している.図を見てもわかるように，skip_rαteの値が小さいと通常のX_CHEK
の動作と同様になるので追加時間が大きくなり ，1に近づくと空ノードの割合が大きくな




STR[l9j = "esslf' 
STR[立~ = "s#" 
(a)範囲限定法を用いたトライ




21 2 23 24 25 26 27 28 29 30 31 32 3 
0o 0 0 0 0 0 0 0 3 0 -10 -221 






45 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 
0 「非$ ? ?つ Is # $I$?? ?Iy # $1非$1 
[例 4.6J 2 23 24 25 26 27 28 
TAIL 1押$1 e s s骨$1 
範囲限定法を用いて，キー集合K2のキーを登録した場合のダブル配列の例をトライの

















ダブル配列の空ノード (未使用ノード)の番号を， 昇順にア1，r2， • • • ，r m とするとき，
CHECK[ri]二 ーア(i+1)(1三i:; m -1) 
CHECK[rm] =一(DA_SIZE + 1) 
なる リンクを作成する.但 し，rlとrm はそれぞれEλ1PT}'_HEADとElvfPTY' _T AI L 



















ノー ドリ ンク の設定をする .




(wc-l) if CHECK[idx] < 0 then 
begin 
end 
p7‘ω_idx←EJ¥I PTY _H EAD; 
while prev_idx < idx do 
begin 
if -CHECK[prev_idx] < idx then 
prev_idx←-CHECK[prev_idx]; 
end 
if idx = El¥IPTY_HEAD then 
begin 
end 
if El¥I PTγ_H EAD = EJ¥I PTY _T AI L then 
ElI! PTY _TAI L←-CHECK[idx]; 
EAIPTY_HEAD = -CHECK[idx]; 
else begin 
CHECK[prev_idx]←-CHECK[idx]; 









while prev_id.γく idxdo 
[関数 SET_EMPTY工JINK(id.r)Jbegin 




if idx < Ei'I PTγHE.-i.D then 
starLidx ← -CHECK [E_~I PTi' _TA1 L] 
D.-LS1ZE←idx; 
begin 
CHECK[idx] ~ー -E J.，f PTi' _H EAD; 
end_idx←idx -1; 





if ElIl PTY_H EAD = ElIl PTi' _TA1 L and 
E/¥イPTi.'_TA1L>DA._S1ZE then 
begin 
E/¥1 PTY _TAI L←idx; 




E/¥I PTY JI EAD←staTLidx十 1・
else CHECK[E/¥IPTY_TA1L]←-(stαrLidx + 1); 










ENI PTY _T A1 L←eηd_idx; 
else CHECK[idx]←υαJ; ("vc-3 ) 
while stαrt_idx < end_idx do (1-2) 














第4章 ダブル配列法 -t5 追加の高速化
































? ? begin 
(x-1) q←E JI PTl r _H EA.D 

















1 0 1 1 2 1 3 14
BASE 。











if f 19= true then附山n(q); 
q←-CHECK[q); 
end: 
図 4.12 関数SET_EMPTY _LINKの動作 (x-9) 同 urn(q -cI); 
end; 




いることから，常に空ノードをさすことになるので，CHECK[q] = CHECK[qq + ct]なる
変数qqが戻り値の候補となる.そこで， (x-5)行での for文に入る前に， (x-3)行で変数qq
関数SET_EMPTY _LINKは WJ3ASE. W _CHECKによって ダブル配列のサイズが
大きくなったとき 新しくできた空ノードを空ノードリンクに登録する処理をする.たと
えば，図 4.12(a)の状態から， W _CHECK(l4，lO)などが呼ばれたとき ，新たにできる空
ノード 11，12， 13を杢ノードリンクに登録し，図 4.12(b)のような状態にする.
の設定をしている.
[例 4.7J
[関数 X_CHECK(L1 ST) J 
入力:文字集合LJST.
出力:LJSTに含まれる文字c全てがCHECK[q十 N[c]]= 0を満足する最小のインデッ
クス q.但し，q > 1. 
空ノードリンク法を用いて，キー集合 }(2のキーを登録した場合のダブル配列の例を





4 5 7 8 10 1 12 13 14 15 16 17 18 19 20 
-13 。 -17 2 -10 -1 。。宣
CHECK 12 -13 8 8 8 4 4 6 -15 6 -17 7 -18 -19 -21 
4 8 10 1 12 13 14 15 16 17 18 19 20 21 
TAIL|e 。 非 事




































ライの根となるようにもう一つの トライ (右 トライと呼ぶ)へ格納する.そして， -t妥尼辞
















ド4から 5へのアークを左トライに移動しなければならないなど，左右トライのア クー の
部分的な移動，追加，削除が生じるので，取り扱いは複雑になる.但し，キーの判定とそ







図 5.1 K3に対するダブルト ライ
5.2.2 リンクトライ
リンクトライは，ダブルトライのように共起情報を XYの文字列として捉えるのでは
なく ，X， }'の独立した単語聞の関係を，X， Yを完全に共有化した構造で検索できる手
法である.




トライにアーク g(l，.)(#) = 3なる sが存在するとき，葉ノード sはXと1対 lに対応
するので，キ-)(に関するレコード情報は葉ノード番号sに対応したレコードに格納で





























ツ令 STR [7]ニ ε







STR [18] =“#" 




入力 :1"'¥， Y，α. 
出力 :)C， Yにαが定義されていれば，その αを含むレコード REC(p，q)に対応する




表 5.1 C1に対するリンク トライのリンク 関数
_¥ s ](s) REC(s，t) 












REC(2. 1 i)= {αd 
REC(7，8) = {α6} 
REC(8， 10) = {o t} 
REC(9， 17) = {αd 
REC(10， 11) = {α3} 
REC(14， 10)二 {α2}，
REC(l-1， 12) = {α2} 
17 {12，l8} REC(17， 12)二 {α3}，
REC(17， 18) = {α4} 
手順 (Sl-l): Lx， Yのトライ上の検索|
X，γに対してトライ Tを検索し，s = Trie_Search (T ，X)とt= Trie_Search (T， Y)を得
る • s， tのいずれかがfαilならば，X， Yのいずれかがトライに格納されていないので，
p = 0， q = 0を出力し，アルゴリズムを終了する.そうでなければ，次へ進む.
手順 (Sl-2): j関係定義の探索と出力処理|




図 5.2と表 5.1に示すリンクトライにおいて，共起情報(“アメリカ ?1“合衆国??α5)を検索
する例を示す. まず，手順 (Sl-l)で， Trie_Search(T， (アメリカ")= 2， Trie_Search (T， ( 
合衆国")= 15を得る.手順 (Sl-2)で， ](2)ヨ15かつ REC(2，15)ヨα5であるので，
p = 2. q = 15を出力する.
(例終)
60 
5.3 リンク トライ の検索アルゴリズム
次に，.¥に関連する全ての共起情報(_¥.i"，α)を取得するアルゴリズムを示す.まず， ト
ライ の葉ノードから登録されている キー を取得する関数Re¥'ersE'_Outを与える.
[関数 Reverse_Out(node) J 
入力 :トライの葉ノード ηode.
出力 :トライに登録されているキ- i". 
手JI貢 (R1-1): 1トライ中の文字の取得|







図 5.2のトライに対して，葉ノード8からのキー取得を考える. まず手順 (R1-1)で，
9-1(8，(シ')= 6より文字 tシ?を得る.同様に，g-1(6，'-') = 5， g-1(5，'タ')= 4， g-1(4，'ツ，) 
= 3， 9-1(3，'カ')= 1とたとごって文字を取得し， Y二 uシータッカ I となる.次に，手JI貢
(Rl-2)で， Yの文字を逆順に並べ替えて Y=“カッターシ"とし，シングルストリング
STR[8] =“ヤツ#"を追加して • }T =“カッターシャツ#"とする.最後に端記号#を削除

















図 5.2と表 5.1に示す リンクトライにおいて，キー “合う JJ に関連する共起情報を取得
する例を示す.まず，手)1貢 (G1-1)で， Trie_Search(T， (合うつ=14を得る.手}I貢 (G1-
2)で，](14) = {10， 12}であるので，ノード 10に対して， Reverse_Out(10) =“衣類1












ニ Trie_Inscrt( T 入~ ) ， t=Trie_Insert(Tj-)より，キ-.¥.1'をトライに登録 し，葉ノー
ドs.tを得る.
手}I買(λ-2): 1関係の定義|





考える.まず，手}I真(A-l)でTrie_Insert(T，((カッタ ~ ") = 7， Trie_Insert(T，"衣類日)= 10 













ければREC(s，t) から α を削除する • REC(s， t) =ゆとなれば，](s)から tを削除する.
手!JI買 (D-3): 1キーの削除|
63 




文字 。 4 6 7 8 9 つ ア 力 ユ/ タ タF ツ ツ
内部表現値 2 3 4 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
文字 ナ メ ヤ 1) 衣 dヌ~ 候 IEL コ 国 衆 生 籍 地 名 類
内部表現値 21 2 23 24 25 26 27 28 29 30 31 32 3 34 35 
2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
BASE -33 。 。 。 。 -39 -1 -21 
CHECK 13 。。。。。 。。。。18 29 13 21 。。
21 2 23 24 25 26 27 28 29 30 31 32 3 34 35 
BASE 一16。。。-29 -42 。 -7 -35 -46 。-12 
CHECK 16 16 。。。 。 29 30 。30 
3 4 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 
TAIL |メ 1) カ # D国 # s ? ダ # 
21 2 23 24 25 26 27 28 29 30 31 32 3 34 35 36 37 38 39 40 41 
TAIL |ャ ツ # 3 1]類 # 1]地 # [[] 
[例 5.7J
図 5.2と表 5.1に示すリンクトライにおいて，共起情報("アメリカ η?u国名 γ，nt)の削除
を考える. まず手順 (D-1)で S二Trie_Search(T， (アメリカロ)= 2， t = Trie_Search(T‘比
国名門)二 17を得る.手JIQ(D-2)で，s， tともにfωJではないので， REC(2， 17)から αl

























































表 5.1において，キーが“国名n の場合の f(17)に対するダブル配列 D(f(17))の例を
図 5.4に示す.ここでは簡単のために，f(17)の要素を数値文字列として表現し，各関係情
6-1 65 



























-1 -5 I 
11 I 
67 8 



















静的な D(I<)では，D(K)のインデック ス番号sを手掛かりに D(f(s))がアクセスでき
るが，動的な D(I<)では sは更新される可能性があるので，インデックス sは使用でき
ない.解決法として，D(f(s))を格納する領域へのポインタ pを利用して，sからポイン









KEYID[p]は，キ-.Xのセパレー トノード番号 sと，関数f(s)へのポインタ値ァの 2要
素を格納するものとし，





ることができる .ここで，ダブル配列のセパレ トー ノードと配列 TAILの連結に注目す
ると， キー削除などで発生したTAIL上のごみの再構成処理を行わない限り ，1度登録さ
66 67 
第5章 リンクトライ 0.0. リンクト ライのデ ター 構造
れたキーに対するTλILの位置は変更される ことはない. つまり ，このTA.IL位置 (セパ








KEYID 2 17 9 8 10 1 14 12 18 
32 
DF [r] I 1 2 3 4 5 。700 
DF [1] DF [5] 
4 7 8 3 4 6 
-9 。。
F CHECK F CHECK 。。
3 4 6 7 8 10 1 12 2 3 4 
F_TAIL| s 持 首 F_TAIL| s 





4 5 6 7 。
F CHECK 。。













4 5 6 7 8 9 。。 。




45 6 7 8 
-1 0 -3 I 






















第5章 リンクトライ 0.0. リンクトライのデータ構造
トライ部 KEYID リンク関数











出力 :キ-x(セパレートノード s)に対する KEYIDp = -BASE[s].検索に失敗し
たときは， O. 
























このリンク関数の統合は， KEYID[p] = {s，ア}において， DF[ァ]へのポインタ値ァを，








ROOTID[nrD]二 ηT [関数 A_INSERTの変更]
(a-8)行の前に以下を挿入する.として表ROOTIDで管理する.また，ルートノードηTのCHECK値には，
CHECK[ηr] = -nro (a-l) else if BASE[ t]> 0 then 
begin 
ゼ← ElIIPTY _H EAD、
¥V _CHECK(t'，CHECK[t]); 















if t = in巾.rthen i ndeI←t' : 




















入力_¥， 1'， 0.. 
，:II力 :_¥， l'にαが定義されていれば，その αを含むレコード REC(γ:u)に対応する
ポインタ値 r，7J. 定義 されていなければ，r = 0， L = 0を返す.
トライ部のルートノード香号を ROOTID[l]= 1とする.
手順 (S2-1): 1トライ部のダブル配列 D(l)における_¥， γの検索l
X， l'に対してダブル配列D(l)を検索し，p = Trie_Search(D(l)， .¥)と，q = Trie_Search 
(D(l) ， γ ) を得る • p， qのいずれかがOならば， _¥， i'のいずれかがトライに格納されて
いないので，r = 0， u = 0を出力し，アルゴリズムを終了する.そうでなければ，次へ進
む.
手順 (S2-2): 1リンク関数とレコード情報の検索|
X の識別番号pで指定されるリンク関数の KEYID[p]= {s)ア}なる γ，キー γにおけ


















X の識別番号 p で指定されるリンク関数の h~EYID [ρ]= { s ，7' } なる r から， Cvω= Tric_ 
GctAll(D(r))なるリンク関数集合Cvwを取得し，Cvw中の全ての要素 υω に対し，KEYID 
[w] = {t. TT}なる t，i' = Rc刊 rse_Out(t)を得，C U (_¥， i'，αu)とする .最後に Cを出)]
し，アルゴリズムを終了する.
[アルコリズム LT_lnsertJ 




p = Trie_jnsert(D(l)，.-Y)， q = Trie_Insert(D(l)，Y)より ，キ-X，Yをダブル配列に登
録し， KEYIDP3qを得る.
手)1貢(A-2): I関係の定義|
αのバイトコードチIjV， qのバイトコード列ω，KEYID[p] = {ムT}なる γに対し， Trie_ 
Insert(D(ァ)，vω)により υω を登録する.
[アルゴリズム LT_DeleteJ 






_¥， i.に対してダブル配列D(l)を検索し，s = Trie_Scarch(D(l)._¥)とt= Trie_Search 
(D(l). i ')を得る .
手JiI買 (D-2): !関係の削除|
sとtのどちらかがOならば，共起情報は未定義なので終了する .どちらも 0でなけ























みー ①よ①訂R[4]= "05# 
山内 STR[7] 
STR[15] =ペメリ力#門 J 一 l ¥ノ








? ? ? ? ? ?
19 
-16 







? ? ? ? ?
16 
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? ? ? ?
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、-- - --~~⑦訂R [17] 
国 36 
メ 1) 力 1 15 。 I 。 r 
1 37 24 。5 r 
ゲ 1 2 
D 5 r 
類 骨 26 
ヤ ツ 1 25 
B 9 書
10 。r 
地 世 32 
4 者
持 19 20 
g 















、...._~一与与③与③ S訂m川川T刊川R[3則叩[口口叩3訂] = '‘“9仰暮r' 
































































関数 X_CHECKについても， (xx-2)， (x-2)行と (x-!)、(x-5)行で， 2重ループ併造となっ
ており， ( xx --!) ，( x -5 )行ではε回繰り返す. (xx-2)行では，ダブル配列のインテックス全て
をたどるためη+171回繰り返すことになる.但し範囲限定法では全体の (1-Sk'iP_Tαte) 
の割合だけたどるので， (1 -skip_rate) . (凡+m)回繰り返す.杢ノードリンク法の (x-2)
行では空ノードのみをたどるので，Tn回繰り返す.よって関数 X_CHECKの計算量はそ
れぞれ)0((η+m)ε)， O( (1 -skip_rαte) . (η+ m) . e)， O(m. e)となる.
以上より，追加の最悪時間計算量は以下のようになる.
従来のダブル配列 : 0((η+ 'm) . e + e2) 
範囲限定法 0((1-skip_Tαte) . (η+m). e十三)
空ノードリンク法 O((m.e).(l+e))
ここで，skip_rαte = 0.9とし， mの値が非常に小さい (次節で述べる)ことを考慮する
と以下のように近似できる.
















加される. リンク関数には， αとキー γの位置が格納されるので，これらのキーの長さ
をそれぞれん入:，kγ， kvwとすると，検索の最悪時間計算量はO(k.¥"+ k)，十人;V1U+ 1)となる
ここで，共起情報を従来のトライに登録することを考える.リンクトライでの検索アル
ゴリズム LT_Searchと同等の検索を可能とするためには， 入JとIの連鎖語葉S1-をキー
とし， αをレコード情報としてトライに登録する必要がある.キ-_Yγ に対する αは複数
存在する場合があるので，その数を~とするならば， レコード情報の取得時間は O(rn)















ためには， ~y をキーに ， }r，αをレコード情報として登録するトライを別に用意する必要























































































100，000 90，000 80，000 70.000 60，000 50，000 
キー数
































































































除時間は 1，000件の削除を行った場合の 1件あた りに要する時間である.





6.-1. リンク トライ の応用
表 6.1 リンクトライの実験結果
日本語共起辞書 英語共起辞雷
LT T~Y LT T~Y 
平均長 (byte) 8.2 9.7 10.-1 
最大長 (byte) 6-1 92 86 92 
異なり語数 11-1.01-1 8-10.677 55.191 -1-15.61 
ノード数 187，605 4，2-10，913 167.53-1 3.013.-137 
ノード数(リンク関数) 1司376.662 598.182 
空ノード数 70 86 1071 -16 
空ノードの割合(%) 0.00-1 0.002 0.1-1 0.002 
自己ダ!JTAIL 2，558，036 5，338，201 1，202，677 2，337.822 
平均リンク数 9.5 11.7 
最大リンク数 3，654 2，924 
検索時間 (ms) 0.012 0.009 0.01-1 0.010 
追加時間 (ms) 0.140 0.058 0.213 0.050 
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十j-f.求人 ダブル配ダiJの実験に使川したキー集合
¥ ¥'oh"el'iue ¥:P 
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2 @renyou @composite 
3 @unit @d-object 
4 あたりの @d-object(bare) 
5 あるいは @d-object(ing) 
6 し、つ @d-object(to) 
7 いえば @d-object(to_be_done) 
8 いた @i-object 
9 いった @o-complement 
10 いる @o-compleme州ba吋
11 および @o-complement(ing) 
12 七、 @o-complement(pp) 
13 かが @o-complement(to) 
14 かぎりの @o-complement(to_be_doing) 
15 かつ @o-complement(to_be_done) 
101 
十JJ.よB リンクトライの実験に使刑したキー集合 B.2. 日本語共起辞書
16 かで .QpassI¥"e-by B.2 日本語共起辞書
かと cg passi ，'c-co m p lement 70S" ファッション 9ii 
18 かとし、う 。pasI¥"e-co叫Jlement(bare) 日<知らされなかった議会>計画円 予定 255 
19 かということでは 。pasI，'e-comple日 "#I#族" 原子 9ii 
20 かとし、うことは 。passl ，'e-co叫 )lernent(pp) "#III# -1" 掲げ ~7~ 
21 かというと @passi，'e-co 叫 lement(to) "#III#族" "#¥"#族- 9ii 
22 かとも @passi¥"e-complement(to_be_doi月;) 
11子学1V#族叶 原子 977 
23 かどうか @passivc-complcmcnt(to_be_done) "#V1#族η 原子 97i 
2-1 かに @passive-object いくつ 調査報告 28 
25 かについて @passivc引 lbj 007 商社 12 
26 かにも @post-modifier 05mk2 機能 625 
27 かによって @pre-modifier OAイヒ言十画 始ま 849 
28 かの @pred-subj 1 刀て 849 
29 かは @s-complement し、 280 
30 かへ @s-complement(ing) 大学 625 
31 かも @s-complement(pp) 断面 977 
32 かもしれないと @s-complement(to) 有望 977 
33 から @s-complement(to_be_doing) 円1.0.η 開始 49 
34 からすると @s-complement(to_be_done) "1/4波長変成器" ラットレース回路 977 
35 からだけ @subject 10 3月 49 
36 からだけでは @unit 10 開始 849 
37 からだと For 10 出荷 944 
38 からで Of 100 な 554 
39 からでは Vvi' 100 運動 977 
40 からでも a 100 シリース 977 
10000 採用 554 
以下省略 1000L よ 280 
100R 後継 625 
1041GT Yブf;三J空しミ 944 
102 103 
付 録 B リンク トライの実験に化月lしたキー集合 B.2. 日本語共起辞書
10-!5SP 10-1 iSP 280 10進表現 採用 9-!-! 
10-! ，SP 機種 625 10 進法 小数 255 
10-!~ シリーズ 9ii 10進j去 採用 9-!-! 
1050¥' 1080¥ ' 9，7 10 進法 16進j去 9，7 
10，0¥' 1080¥' 977 10人委員会 決め 165 
い 10-BえSEJ. 用意 55-! 11 項目 977 
10E 用意 55-! 110 継続 912 
10円卓 あ 49 1100 シリース 977 
10円玉 な 49 1100 " 1100/82" 977 
10円玉 公衆電話 625 " 1100/60" " 1100/90.) 33 
10円玉 置 94-! "1100/60B" リプレース -l7-! 
10円玉 AJUL ， 977 "1100/81" リフ。レース 94-! 
10月債 ヲ|き上げ 33 "1100/90" サポート 165 
10進演算 結果 625 "1100/90" 強化 977 
10進計数回路 よ 280 "1100/90" シリーズ 977 
10進計数回路 あ 558 "1100/90Mode12η シリース 977 
10進計数回路 回路 849 "1100/94" " 1100/72" 280 
10進固定小数点方式 採用 944 1121 サポート 165 
10進数 表わ 165 116号事件 捜査 977 
10進数 16進数 280 1171 プロセッサー 977 
10 進数 加え 474 119番通報 直後 977 
10進数 変換 474 12 もたら 625 
10jjA数 表わ 944 12 も 944 
10 進数 計数 944 120E 同等 280 
10進数 メ己与、 944 120S 同等 849 
10進数 デー タ 977 12イマーム派 信 じ 849 
10 進数 16進数 977 
10 ;隻数 浮動小数点数 977 以下省略
10 進数字 整数 571 
10-1 105 
付録B リンクトライの実験に使用したキー集合 B.3 →で←壬五北起辞童央員口 ハ 閉
B.3 英語共起辞書 10th boundary フ
円%い bcst 65 10th place ? 
一%い reform 121 10th work 101 
"%. sale 121 10th month 121 
1 '30s" clasic 2 115th Derbv 2 
ァ'88' Olympian 2 11th floor 
うー
) 'POp Art was'" tal 35 11th year 27 
)'s" quality 178 11th round つ
)'s" have 35 1 th seed 2 
Okada poτt 2 11th year 2 
one member 27 " 12-passenger" wagon 27 
one shoulder 2 "12-to-one
l engme 27 
one van 121 12th anmversar 27 
one capable 121 12th place 27 
one lmportant 121 "13.5 million" dollar 2 
"a quarter" co un terpart 121 13th 日oor 2 
日1-a" classification 2 13th senes 105 
) 1.45 million" mark 2 " 14-power" conference 27 
円1.76 million" yen 2 14th automobile 27 
円10-year-old" boy 27 14th centur 27 
billion dollar 2 14th 日oor 2 
100th Congress 27 14th vlctor 2 
100th anmversar 27 14th May 121 
100th birthday 2 " 15-to-one" engme 27 
101st Congress 27 15th anmversar 2 
101st Congress 2 15th centur 2 
107th birthday 27 15th :'.Jovember 121 
10th victor 27 ) 16-hour" trammg 27 





17th . :¥.rca Sllpport Group" 27 
1 7th Centul'Y 27 
17th year 27 
17th centur 2 
17th mmute 2 
17th place 2 
17th tee 2 
18th annrversar 27 
'1938-39); rule 27 
1980s cmema 2 
1980s slump 2 
"1988 Summer Olympic Games" Seoul 105 
"1990 World CUp" squad 2 
19th straight 1 
19th career 27 
19もh centur 27 
19th month 27 
19th centur 2 
1st game 27 
1st mnmg 27 
1st vlctor 27 
1st "Royal Tank Regimen t" 2 
1st run 2 
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学位論文題日
トライ構造を用いた共起'1"rl限の効率的記憶険索法に関する研究
審査結果の要旨
本論文は，自然、言語辞書に構築される基本語最の関係を定義することで無限に作り出される共起
情報の効率的な記憶検索技法に関する研究の成果をまとめたものである.
第 l章では，緒論として，I当然言語処理システムにおける共起情報の利用の歴史的背景を述べる
と共に，本研究の目的ならびにその工学上の意義を述べることで 本研究の意義及び位置付けを明雄
にしている.第 2章では，共起情報の概要と意義について説明している.また 自然言語処理シス
テムにおける辞書の意義についても述べると共に 辞書を構成する基本的なアルゴリズムについて
説明している.第 3章では，辞書の構成法として最も適しているトライ構造について概要を述べる
と共に，その検索，更新アルゴリズムについて説明している.第 4章では トライ構造を実装する
ためのデータ構造について説明すると共に，最も効率的な手法であるダブlレ配列法について，検索，
更新アルゴリズムとともに詳細に述べている.また ダブル配列法のl問題点であるキー追加の速度を
改善する手法として，ダブル配列で情築された辞書を変更することなく高速化する手法と，ダブル
配列に格納したI青報を利用して高速化を実現する手法を提案している.第 5章では，共起情報を効
率的に記憶検索する手法として，関連研究とともに提案手法であるリンクトライについて述べ，リ
ンクトライにおいて定義されるリンク情報により，冗長性を排除した効率的な記憶が可能となるこ
とを示すと共に，提案した構造における共起情報の検索，更新アルゴリズムを説明している.また，
ダプル配列を用いたリンクトライのデータ構造についても説明し リンクトライのデータ構造を提
案する上で考案された，複数の辞書を 1つのダブル配列で管理する手法も述べている.第 6章では，
提案手法に対して検索速度，記憶効率の理論的評価，及び実験による評価を与え，本手法の有効性を
確かめると共に，考察を加えている.最後に，第 7章で本研究で得られた諸成果の総括を行い，今
後の研究課題について述べている.
以上本研究は， トライ構造を用いた共起情報の効率的な記憶検索技法を提案し，その有効性を考
察したものであり，本論文は博士(工学)の学位授与に値するものと判定する.
