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Abstract
In this paper, we investigate the statistical convergence rate of a Bayesian low-rank tensor
estimator. Our problem setting is the regression problem where a tensor structure under-
lying the data is estimated. This problem setting occurs in many practical applications,
such as collaborative filtering, multi-task learning, and spatio-temporal data analysis. The
convergence rate is analyzed in terms of both in-sample and out-of-sample predictive ac-
curacies. It is shown that a near optimal rate is achieved without any strong convexity of
the observation. Moreover, we show that the method has adaptivity to the unknown rank
of the true tensor, that is, the near optimal rate depending on the true rank is achieved
even if it is not known a priori.
Keywords: Tensor estimation, Fast convergence rate, Bayes estimator, CP-rank, Tucker-
rank
1. Introduction
Tensor modeling is a powerful tool for representing higher order relations between several
data sources. The second order correlation has been a main tool in data analysis for a long
time. However, because of an increase in the variety of data types, we frequently encounter a
situation where higher order correlations are important for transferring information between
more than two data sources. In this situation, a tensor structure is required. For example,
a recommendation system with a three-mode table, such as user × movie × context, is
regarded as comprising the tensor data analysis (Karatzoglou et al., 2010). The noteworthy
success of tensor data analysis is based on the notion of the low rank property of a tensor,
which is analogous to that of a matrix. The rank of a tensor is defined by a generalized
version of the singular value decomposition for matrices. This enables us to decompose a
tensor into a few factors and find higher order relations between several data sources.
A naive approach to computing tensor decomposition requires non-convex optimiza-
tion (Kolda and Bader, 2009). Several authors have proposed convex relaxation meth-
ods to overcome the computational difficulty caused by non-convexity (Liu et al., 2009;
Signoretto et al., 2010; Gandy et al., 2011; Tomioka et al., 2011; Tomioka and Suzuki,
2013). The main idea of convex relaxations is to unfold a tensor into a matrix, and apply
trace norm regularization to the matrix thus obtained. This technique connects low rank
tensor estimation to the well-investigated convex low rank matrix estimation. Thus, we can
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apply the techniques developed in low rank matrix estimation in terms of optimization and
statistical theories. To address the theoretical aspects, the authors of Tomioka et al. (2011)
gave the statistical convergence rate of a convex tensor estimator that utilizes the so-called
overlapped Schatten 1-norm defined by the sum of the trace norms of all unfolded matri-
cizations. In Mu et al. (2014), it was showed that the bound given by Tomioka et al. (2011)
is tight, but can be improved by a modified technique called square deal. The authors
of Tomioka and Suzuki (2013) proposed another approach called latent Schatten 1-norm
regularization that is defined by the infimum convolution of trace norms of all unfolded
matricizations, and analyzed its convergence rate. These theoretical studies revealed the
qualitative dependence of learning rates on the rank and size of the underlying tensor. How-
ever, one problem of convex methods is that reducing the problem to a matrix one may
lead to computational efficiency at the expense of statistical efficiency.
The main question addressed in this paper is whether we can obtain a computationally
tractable method that possesses a better learning rate than existing methods. To answer
this question, we consider a Bayesian learning method. Bayesian tensor learning methods
have been studied extensively (Chu and Ghahramani, 2009; Xu et al., 2013; Xiong et al.,
2010; Rai et al., 2014). Basically, they construct a generative model of the tensor decompo-
sition and place a prior probability on the decomposed components. As in convex methods,
Bayesian methods have also been polished to efficiently process large datasets. Their sta-
tistical performances have been supported numerically, but only a few theoretical analyses
have been provided.
In this paper, we present the learning rate of a Bayes estimator for low-rank tensor re-
gression problems. The problem occurs in many applications, such as collaborative filtering,
multi-task learning, spatio-temporal data analysis. The prior probability we consider here
is the most basic one, which places Gaussian priors on decomposed components and an ex-
ponentially decaying prior on the rank (see Xiong et al. (2010); Xu et al. (2013); Rai et al.
(2014)). Roughly speaking, we obtain the (near) optimal convergence rate,
‖Aˆ−A∗‖2n = Op
(
d∗(
∑K
k=1Mk) log(K
√
n(
∑
kMk)
K
n
)
,
where n is the sample size, Aˆ is the Bayes estimator, A∗ is the true tensor, d∗ is the CP-rank
of the true tensor (its definition will be given in Section 2), and (M1, . . . ,MK) is the size.
Moreover, our analysis has the following favorable properties.
• The near optimal rate is shown without assuming any strong convexity on the empirical
L2 norm.
• Rank adaptivity is shown, that is, the convergence rate is automatically adjusted to
the rank of the true tensor as if we knew it a priori.
In particular, the first property significantly differentiates our approach from existing ap-
proaches. A variant of strong convexity, such as restricted strong convexity (Bickel et al.,
2009; Negahban et al., 2012), is usually assumed in convex sparse learning in order to derive
a fast rate. However, for the analysis of the predictive accuracy of a Bayes estimator, a
near optimal rate can be shown without such conditions.
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To the best of our knowledge, this is the first result that shows (near) optimality of a
computationally tractable low-rank tensor estimator.
2. Problem Settings
In this section, the problem setting of this paper is shown. Suppose that there exists the
true tensor A∗ ∈ RM1×···×MK of order K, and we observe n samples Dn = {(Yi,Xi)}ni=1
from the following linear model:
Yi = 〈A∗,Xi〉+ ǫi.
Here, Xi is a tensor in R
M1×···×MK and the inner product 〈·, ·〉 is defined by 〈A,X〉 =∑M1,...,MK
j1,...,jK=1
Aj1,...,jKXj1,...,jK between two tensors A,X ∈ RM1×···×MK . ǫi is i.i.d. noise from
a normal distribution N(0, σ2) with mean 0 and variance σ2.
Now, we assume the true tensor A∗ is “low-rank.” The notion of rank considered in
this paper is CP-rank (Canonical Polyadic rank) (Hitchcock, 1927a,b). We say a tensor
A ∈ RM1×···×MK has CP-rank d′ if there exist matrices U (k) ∈ Rd′×Mk (k = 1, . . . ,K)
such that Aj1,...,jK =
∑d′
r=1 U
(1)
r,j1
U
(2)
r,j2
. . . U
(K)
r,jK
, and d′ is the minimum number to yield
this decomposition. This is called CP-decomposition. When A satisfies this relation for
U = (U (1), U (2), . . . , U (K)), we write
A = AU = [[U
(1), U (2), . . . , U (K)]] =:
(∑d′
r=1
U
(1)
r,j1
U
(2)
r,j2
. . . U
(K)
r,jK
)
j1,...,jK
. (1)
We denote by d∗ the CP-rank of the true tensor A∗.
In this paper, we investigate the predictive accuracy of the linear model with the as-
sumption that A∗ has low CP-rank. Because of the low CP-rank assumption, the learning
problem becomes more structured than an ordinary linear regression problem on a vector.
There are two types of predictive accuracy: in-sample one and out-of-sample. The in-sample
predictive accuracy of an estimator Aˆ is defined by
‖Aˆ−A∗‖2n :=
1
n
n∑
i=1
〈Xi, Aˆ−A∗〉2, (2)
where {Xi}ni=1 is the observed input samples. The out-of-sample one is defined by
‖Aˆ−A∗‖2L2(P (X)) := EX∼P (X)[〈X, Aˆ −A∗〉2], (3)
where P (X) is the distribution of X that generates the observed samples {Xi}ni=1 and the
expectation is taken over independent realization X from the observed ones.
Example 1 Tensor completion under random sampling. Suppose that we have par-
tial observations of a tensor. A tensor completion problem consists of denoising the obser-
vational noise and completing the unobserved elements. In this problem, Xi is independently
identically distributed from a set {ej1,...,jK | 1 ≤ jk ≤Mk (k = 1, . . . ,K)}, where ej1,...,jK is
an indicator vector that has 1 at its (j1, . . . , jK)-element and 0 elsewhere, and thus, Yi is
an observation of one element of A∗ contaminated with noise ǫi.
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The out-of-sample accuracy measures how accurately we can recover the underlying ten-
sor A∗ from the partial observation. If Xi is uniformly distributed, ‖Aˆ − A∗‖2L2(P (X)) =
1
M1...MK
‖Aˆ − A∗‖22, where ‖ · ‖2 is the ℓ2-norm obtained by summing the squares of all the
elements. If K = 2, this problem is reduced to the standard matrix completion problem. In
that sense, our problem setting is a wide generalization of the low rank matrix completion
problem.
Example 2 Multi-task learning. Suppose that several tasks are aligned across a 2-
dimensional space. For each task (s, t) ∈ {1, . . . ,M1} × {1, . . . ,M2} (indexed by two num-
bers), there is a true weight vector a∗(s,t) ∈ RM3. The tensor A∗ is an array of the weight
vectors a∗(s,t), that is, A
∗
s,t,j = a
∗
(s,t),j .
The input vector Xi is a vector of predictor variables for one specific task, say (s, t),
and takes a form such that Xi,(s′,t′,:) =
{
x
(s,t)
i ∈ RM3 , ((s′, t′) = (s, t)),
0, (otherwise).
By assuming A∗ is low-rank in the sense of CP-rank, the problem becomes a multi-task
feature learning with a two dimensional structure in the task space (Romera-Paredes et al.,
2013).
As shown in the examples, the estimation problem of low-rank tensor A∗ is a natural
extension of low-rank matrix estimation. However, it has a much richer structure than
matrix estimation. Thus far, some convex regularized learning problems have been proposed
analogously to spectrum regularization on a matrix, and their theoretical analysis has also
been provided. However, no method have been proved to be statistically optimal. There
is a huge gap between a matrix and higher order array. One reason for this gap is the
computational complexity of the convex envelope of CP-rank. It is well known that the
trace norm of a matrix is a convex envelope of the matrix rank on a set of matrices with
a restricted operator norm (Srebro et al., 2005). However, as for CP-rank, it becomes NP-
hard to compute its convex envelope if K ≥ 3.
In this paper, we present a Bayes estimator instead of the convex regularized one. It
will be shown that our Bayes estimator shows a near optimal convergence rate with a much
weaker assumption, while the learning procedure is computationally tractable. The rate is
much improved as compared to that of the existing estimators.
3. Bayesian tensor estimator
We now provide the prior distribution of the Bayes estimator that is investigated in this
paper. On a decomposition of a rank d′ tensor A = [[U (1), U (2), . . . , U (K)]] (U (k) ∈ Rd′×Mk),
we place a Gaussian prior:
π(U (1), . . . , U (K)|d′) ∝ exp
{
− d
′
2σ2p
K∑
k=1
Tr[U (k)
⊤
U (k)]
}
, (4)
where σp > 0. Moreover, we placed a prior distribution on the rank 1 ≤ d′ ≤ dmax as
π(d′) = 1Nξ ξ
d′(M1+···+MK),
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where 0 < ξ < 1 is some positive real number, dmax is a sufficiently large number that is
supposed to be larger than d∗, and Nξ is the normalizing constant, Nξ = 1−ξ
M1+···+MK
ξ−ξdmax(M1+···+MK) .
Now, since the noise is Gaussian, the likelihood of a tensor A is given by
p(Dn|A) =: pn,A ∝ exp
{
− 1
2σ2
n∑
i=1
(Yi − 〈A,Xi〉)2
}
.
The posterior distribution is given by
Π(A ∈ C|Dn) =
∑dmax
d=1
∫
AU∈C pn,AUπ(U
(1), . . . , U (K)|d)π(d)dU (1) . . . dU (K)∑dmax
d=1
∫
pn,AUπ(U
(1), . . . , U (K)|d)π(d)dU (1) . . . dU (K)
,
where C ⊆ RM1×...MK . It is noteworthy that the posterior distribution of U (k) condi-
tioned by d and U (k
′) (k′ 6= k) is a Gaussian distribution, because the prior is conjugate
to Gaussian distributions. Therefore, the posterior mean
∫
A f(A)Π(dA|Dn) of a function
f : RM1×...MK can be computed by an MCMCmethod, such as Gibbs sampling (Xiong et al.,
2010; Xu et al., 2013; Rai et al., 2014). In this paper, we consider the posterior mean esti-
mator Aˆ =
∫
AΠ(dA|Dn) which is the Bayes estimator corresponding to the square loss.
4. Convergence rate analysis
In this section, we present the statistical convergence rate of the Bayes estimator. Before
we give the convergence rate, we define some quantities and provide the assumptions. We
define the max-norm of A∗ as
‖A∗‖max,2 := min
{U (k)}
{max
i,k
‖U (k):,i ‖2 | A∗ = [[U (1), . . . , U (K)]], U (k) ∈ Rd
∗×Mk}.
The ℓp-norm of a tensor A is given by ‖A‖p := (
∑
j1,...,jK
|Aj1,...,jK |p)
1
p . The prior mass
around the true tensor A∗ is a key quantity for characterizing the convergence rate, which
is denoted by Ξ:
Ξ(δ) := − log(Π(A : ‖A−A∗‖n < δ)),
where δ > 0. Small Ξ(δ) means that the prior is well concentrated around the truth. Thus,
it is natural to consider that, if Ξ is large, the Bayes estimator could be close to the truth.
However, clearly, we do not know beforehand the location of the truth. Thus, it is not
beneficial to place too much prior mass around one specific point. Instead, the prior mass
should cover a wide range of possibilities of A∗. The balance between concentration and
dispersion has a similar meaning to that of the bias-variance trade-off.
To normalize the scale, we assume that the ℓ1-norm of Xi is bounded.
Assumption 1 We assume that the ℓ1-norm of Xi is bounded by 1: ‖Xi‖1 ≤ 1, a.s..1
1. ℓ1-norm could be replaced by another norm such as ℓ2. This difference affects the analysis of out-of-
sample accuracies, but rejecting samples with maxX |〈X,A〉| ≤ R gives an analogous result for other
norms.
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For theoretical simplicity, we utilize the unnormalized prior on the rank, that is π(d) =
ξd(
∑
kMk) 2. It should be noted that removing the normalization constant does not affect
the posterior. Under these assumptions, Ξ(δ) can be bounded as follows.
Lemma 1 Under Assumption 1, the prior mass Ξ has the bound
Ξ( r√
n
) ≤d∗
(
K∑
k=1
Mk
)
log

6
ξ
(√
nσKp K
(
‖A∗‖max,2
σp
+1
)K−1
r ∨ 1
)+ d∗∑Kk=1 ‖U∗(k)‖2F
2σ2p
for all r > 0, where {U∗(k)}k are any tensors satisfying A∗ = [[U∗(1), . . . , U∗(K)]].
It should be noted that Ξ(r/
√
n) ≤ Ξ(1/√n) for all r > 1. Finally, we define the
technical quantities Cn,K := 3K
√
n
(
4σ2pΞ(
1√
n
)
d∗
)K
2
and cξ := min{| log(ξ)|/ log(Cn,K), 1}/4.
4.1 In-sample predictive accuracy
We now give the convergence rate of the in-sample predictive accuracy. We suppose the
inputs {Xi}ni=1 are fixed (not random). The in-sample predictive accuracy conditioned by
{Xi}ni=1 is given as follows.
Theorem 1 Under Assumption 1, there exists a universal constant C such that the poste-
rior mean of the in-sample accuracy is upper bounded by
E
[∫
‖A−A∗‖2ndΠ(A|Y1:n)
]
≤ C
n
[
d∗
(∑
k
Mk +
1
| log(ξ)|
)
log(Cn,K) +
Ξ(
√
cξ
n )
cξ
+ log(dmax) +K + 8
K(K + 1)!
]
. (5)
The proof is given in Appendix A.2. This theorem provides the speed at which the pos-
terior mass concentrates around the true A∗. It should be noted that the integral in the
LHS of Eq. (5) is taken outside ‖A − A∗‖2n. This gives not only information about the
posterior concentration but also the convergence rate of the posterior mean estimator. This
can be shown as follows. By Jensen’s inequality, we have E
[‖ ∫ AdΠ(A|Y1:n)−A∗‖2n] ≤
E
[∫ ‖A−A∗‖2ndΠ(A|Y1:n)]. Therefore, Theorem 1 gives a much stronger claim on the
posterior than just stating the convergence rate of the posterior mean estimator.
Since the rate (5) is rather complicated, we give a simplified bound. By assuming
log(dmax) and K! are smaller than d
∗(
∑
kMk), we rearrange it as
E
[∫
‖A−A∗‖2ndΠ(A|Y1:n)
]
= O
(
d∗(M1 + · · · +MK)
n
log
(
K
√
n(
∑K
k=1Mk)
K
σKp
ξ
))
.
Inside the O(·) symbol, a constant factor depending on K, ‖A∗‖max,2, σp, ξ is hidden. This
bound means that the convergence rate is characterized by the actual degree of freedom
2. This is not essential, but for just making the expression of Ξ simple.
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up to a log term. That is, since the true tensor has rank d∗ and thus has a decomposition
(1), the number of unknown parameters is bounded by d∗(M1 + · · ·+MK). Thus, the rate
is basically O(degree of freedomn ) (up to log order), which is optimal. Here, we would like to
emphasize that the true rank d∗ is unknown, but by placing a prior distribution on a rank
the Bayes estimator can appropriately estimate the rank and gives an almost optimal rate
depending on the true rank. In this sense, the Bayes estimator has adaptivity to the true
rank.
More importantly, we do not assume any strong convexity on the design. Usually, to
derive a fast convergence rate of sparse estimators, such as Lasso and the trace norm regu-
larization estimator, we assume a variant of strong convexity, such as a restricted eigenvalue
condition (Bickel et al., 2009) and restricted strong convexity (Negahban et al., 2012). How-
ever, our convergence rate does not require such conditions. This is a quite strong point
in our analysis. One reason why this is possible is that we are interested in the predictive
accuracies rather than the actual distance between the tensors ‖A−A∗‖22. It is difficult to
check the strong convexity condition in practice. However, we do not need to consider this
when we are interested only in the predictive accuracy.
4.2 Out-of-sample predictive accuracy
Next, we turn to the convergence rate of the out-of-sample predictive accuracy. In this
setting, the input sequence {Xi}ni=1 is not fixed, but an i.i.d. random variable generated by
a distribution P (X).
To obtain fast convergence of the out-of-sample accuracy, we need to bound the difference
between the empirical and population L2-errors: ‖A−A∗‖2n −‖A−A∗‖2L2(P (X)). To ensure
that this quantity is small using Bernstein’s inequality, maxX |〈X,A〉| should be bounded.
However, the infinity norm of the posterior mean could be large in tensor estimation. This
difficulty can be avoided by rejecting posterior sample A with a large infinity norm.
4.2.1 Rejection sampling with infinity norm thresholding
Now, define ‖A‖∞ = maxj1,...,jK |Aj1,...,jK |. Then, under Assumption 1, we have 〈X,A〉 ≤
‖A‖∞. Here, we assume that the infinity norm ‖A∗‖∞ of the true tensor is approximately
known, that is, we know R > 0 such that 2‖A∗‖∞ < R. This is usually true. For example,
we know the upper bound in tensor completion for a recommendation system. Otherwise,
we may apply cross validation. Our strategy is to reject the posterior samples with an
infinity norm larger than R during the sampling scheme.
The resultant distribution of rejection sampling is the conditional posterior distribu-
tion Π(·|‖A‖∞ ≤ R,Dn). Accordingly, we investigate the out-of-sample accuracy of the
conditional posterior:
EDn
[∫
‖A−A∗‖2L2(P (X))dΠ(A|‖A‖∞ ≤ R,Dn)
]
.
It should be noted that the conditional posterior is interpreted as the proper posterior
distribution corresponding to the “truncated” prior the support of which is restricted to
‖A‖∞ ≤ R.
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Theorem 2 Suppose Assumption 1 and ‖A∗‖∞ < 12R are satisfied, then the out-of-sample
accuracy is bounded as
EDn
[∫
‖A−A∗‖2L2(P (X))dΠ(A|‖A‖∞ ≤ R,Dn)
]
≤C(R
2 ∨ 1)
n
[
d∗
(∑
k
Mk +
3
| log(ξ)|
)
log(Cn,K) +
Ξ(
√
cξ
n )
cξ
+ log(dmax) + 8
K(K + 1)!
]
,
where C is a universal constant.
The proof is given in Appendix B. The only difference between this and Theorem 1 is that
R2 appears in front of the bound. The source of this factor is the gap between the empirical
and population L2-norms. Here again, the convergence rate can be simplified as
EDn
[∫
‖A−A∗‖2L2(P (X))dΠ(A|‖A‖∞ ≤ R,Dn)
]
≤O
(
d∗(M1 + · · · +MK)
n
(R2 ∨ 1) log
(
K
√
n(
∑K
k=1Mk)
K
σKp
ξ
))
, (6)
if K! and | log(ξ)| are sufficiently smaller than d∗(∑kMk). Here, we observe that the
convergence rate achieved is optimal up to the log-term. We would like to emphasize again
that the optimal rate is achieved, although we do not assume any strong convexity on
the distribution L2(Π). This can be so because we are not analyzing the actual L2-norm
‖A −A∗‖2. If we do not assume strong convexity like ‖A − A∗‖2 ≤ C‖A− A∗‖L2(P (X)), it
is impossible to derive fast convergence of ‖A − A∗‖2. The trick is that we focus on the
“weighted” L2-norm ‖A−A∗‖L2(P (X)) instead of ‖A−A∗‖2.
Finally, it is remarked that, if Xi is the uniform at random observation in the ten-
sor completion problem, then ‖A − A∗‖2L2(P (X)) = 1∏kMk ‖A − A
∗‖22 (note that in this
setting ‖Xi‖1 = 1). Thus, our analysis yields fast convergence of the tensor recov-
ery. If K = 2, the analysis recovers the well known rate of matrix completion prob-
lems up to a log(nM1M2) term (Negahban and Wainwright, 2012; Negahban et al., 2012;
Rohde and Tsybakov, 2011):
1
M1M2
‖Aˆ−A∗‖22 = Op
(
d∗(M1 +M2)
n
log(nM1M2)
)
.
4.2.2 Rejection sampling with max-norm thresholding
Finally, we briefly describe the convergence rate of the Bayes estimator based on the
rejection sampling with respect to restricted max-norm. We reject the posterior sam-
ple with a max-norm larger than R; that is, we accept only a sample AU that satisfies
U ∈ {(U (1), . . . , U (K)) | ‖U (k):,j ‖ ≤ R (1 ≤ k ≤ K, 1 ≤ j ≤ Mk)} =: UR. Then, we have the
following bound.
Theorem 3 Under Assumption 1 and ‖A∗‖max,2 + σp < R, we have
EDn
[∫
‖AU −A∗‖2L2(P (X))dΠ(AU |U ∈ UR,Dn)
]
8
≤C
(
d∗(
∑K
k=1Mk)
n
(1 ∨R2K) log
(
K
√
nR
K
2
σKp
ξ
))
,
where C is a constant depending on K, log(dmax), σp.
The proof is given in Appendix C. In a setting whereMk is much larger than R, this bound
gives a much better rate than the previous ones, because the term inside log is improved
from
∏
M
1
2
k to R
K
2 . On the other hand, the rejection rate during the sampling would be
increased.
5. Related works
In this section, we describe the existing works and clarify their relation to our work. Re-
cently, theoretical analyses of convex regularized low-rank tensor estimators have been devel-
oped. The pioneering work (Tomioka et al., 2011) analyzed a method that utilizes unfolded
matricization of a tensor. Let M =
∏K
k=1Mk (the number of whole elements). The authors
used so-called overlapped Schatten 1-norm regularization
∑K
k=1 ‖A(k)‖Tr where ‖ · ‖Tr is the
trace norm and A(k) ∈ RMk×M/Mk is the mode-k unfolding of a tensor A that is a matrix
obtained by unfolding the tensor with the k-th index fixed. Their analysis assumes the
true tensor A∗ has a low Tucker-rank (Tucker, 1966). Tucker-rank is a general notion of
CP-rank. In this sense, their analysis is more general than ours. However, strong convexity
of the empirical and population L2-norm is assumed. Under this setting and n = M , the
following bound is obtained:
1
M
‖Aˆ−A∗‖22 ≤ C
d∗
n
(
1
K
∑K
k=1
√
M
Mk
)2
. (7)
It can be seen that our bound
d∗(
∑K
k=1Mk)
n log(nM) is smaller than this bound; in particular,
ifMk is large, the difference is significantly large. In Mu et al. (2014), it was shown that the
bound (7) is tight and cannot be improved if the overlapped Schatten 1-norm is used. In
Mu et al. (2014), a novel method called square deal was proposed and was shown to achieve
the following rate. For n =M ,
1
M
‖Aˆ−A∗‖22 ≤ C
d∗
n
(∏
k∈I1 Mk +
∏
k∈I2 Mk
)
,
where I1 and I2 are any disjoint decomposition of index set {1, . . . ,K}. This improves the
rate (7), but is still larger than the rate of the Bayes estimator, because the product of Mk
appears instead of the sum.
Another study on the regularization approach was presented in
Tomioka and Suzuki (2013). The authors proposed using the latent Schatten 1-norm:
inf{Ak}:A=
∑K
k=1Ak
∑K
k=1 ‖A(k)k ‖Tr, where A(k)k ∈ RMk×M/Mk is the mode-k unfolding of the
tensor Ak. A nice point of this method is that it automatically finds the minimum rank
direction, that is, the mode-k unfolding A∗(k) with the minimum rank. It was shown that
the rate is
1
M
‖Aˆ−A∗‖22 ≤ C
d∗maxKk=1{Mk +M/Mk}
n
.
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This rate is also larger than that of the Bayes estimator. We would like to remark that this
rate is obtained for the low “Tucker-rank” situation, which is more general than our low
CP-rank setting, and thus, it is not best suited to our situation. However, it is not apparent
that the latent Schatten 1-norm achieves the same rate as that of the Bayes estimator in
low CP-rank settings.
As for Bayesian counter part, a Bayesian low rank matrix estimator is analyzed in
Alquier (2013). The prior in this study is similar to ours with K = 2, but, instead of placing
prior on the rank, the authors placed a Gamma prior on the variance of the Gaussian prior.
They utilized the novel PAC-Bayes technique (McAllester, 1998; Catoni, 2004) to show
‖Aˆ−A∗‖2n ≤ C
d∗(M1 +M2) log(nM1M2)
n
.
This work has a similar flavor to ours in the sense that no strong convexity is required
to obtain the convergence rate. However, there are several points in which it differs from
ours: our analysis deals with general tensor estimation (K ≥ 3) and gives a bound also on
the out-of-sample predictive accuracy by utilizing the rejection sampling scheme, and the
posterior concentration is also given (
∫ ‖A−A∗‖2ndΠ(A|Dn) instead of ‖Aˆ−A∗‖2n where Aˆ
is the posterior mean). By virtue of the analysis of the out-of-sample predictive accuracy,
our analysis is applicable to tensor completion (and, of course, to matrix completion). As
for the Bayesian tensor estimator, in Zhou et al. (2013) a Bayes estimator of probabilistic
tensors was investigated. The model applies fully observed multinomial random variables
and the rank is determined beforehand. Therefore, the setting is quite different from ours.
6. Numerical experiments
We now present numerical experiments to justify our theoretical results. The problem is
the tensor completion problem where each observation is a random selection of one ele-
ment of A∗ with observational noise N(0, 1) (see Example 1). The true tensor A∗ was
randomly generated such that each element of U (k) (k = 1, . . . ,K) was uniformly dis-
tributed on [−1, 1]. σp was set at 5, and the true tensor was estimated by the poste-
rior mean obtained by the rejection sampling scheme with R = 10. The experiments
were executed in five different settings, called settings 1 to 5: {(M1, . . . ,MK), d∗} =
{(10, 10, 10), 4}, {(10, 10, 40), 5}, {(20, 20, 30), 8}, {(20, 30, 40), 5}, {(30, 30, 40), 6}. For each
setting, we repeated the experiments five times and computed the average of the in-sample
predictive accuracy and out-of-sample accuracy over all five repetitions. The number of
samples was chosen as n = ns
∏
kMk, where ns varied from 0.3 to 0.9.
In addition to the actual accuracy, we considered the “scaled” accuracy, which is defined
by ‖Aˆ−A∗‖2n ×
( ∏
kMk
d∗(
∑
kMk)
)
; the scaled out-of-sample accuracy is also defined in the same
manner. Figure 1 shows the in-sample accuracies and the scaled in-sample accuracies against
the sample ratio ns. The same plot for the out-of-sample accuracy is shown in Figure 2.
It can be seen that the curves of the scaled accuracies in all settings are satisfactorily
overlapped. This means that our bound accurately describes the sample complexity of the
Bayesian tensor estimator, because according to our bounds the scaled accuracies should
behave as 1/ns up to a constant factor (and a log term). The figures show that the scaling
factor given by our theories is well matched to the actual predictive accuracy.
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Figure 1: Scaled in-sample accuracy (left)
and actual in-sample accuracy
(right) versus ns, averaged over five
repetitions.
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Figure 2: Scaled out-of-sample accuracy
(left) and actual out-of-sample ac-
curacy (right) versus ns, averaged
over five repetitions.
7. Conclusion and discussions
In this paper, we investigated the statistical convergence rate of a Bayesian low rank tensor
estimator. The notion of a tensor’s rank in this paper was based on CP-rank. It is note-
worthy that the predictive accuracy was bounded without any strong convexity assumption.
Moreover, the obtained bound was (near) optimal and automatically adapted to the un-
known rank. Numerical experiments showed that our theories indeed describe the actual
behavior of the Bayes estimator.
Our bound includes the log term, which is not negligible when K is large. However,
numerical experiments showed that the scaling factor without the log term explains well
the actual behavior. An investigation of whether the log term can be removed or not is an
important future work.
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Appendix A. Proofs of Lemma 1 and Theorem 1
Let Mr,d be a positive number that will be determined later on. Let Fr,d be
Fr,d = {A = [[U (1), . . . , U (K)]] | max
i,k
‖U (k):,i ‖2 ≤
√
Mr,d, U
(k) ∈ Rd×Mk},
and Fr be ∪Md=1Fr,d.
‖A∗‖max,2 := min
{U (k)}
{max
i,k
‖U (k):,i ‖ | A∗ = [[U (1), . . . , U (K)]], U (k) ∈ Rd×Mk}.
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σp,d∗ is denoted by σp/
√
d∗.
A.1 Proof of Lemma 1
For d∗ dimensional vectors u(k) (k = 1, . . . ,K), let
〈u(1), . . . , u(K)〉 :=
d′∑
i=1
K∏
k=1
u
(k)
i .
Then for u(k), u∗(k) (k = 1, . . . ,K), we have that
|〈u(1), . . . , u(K)〉 − 〈u∗(1), . . . , u∗(K)〉|
=|
K∑
k=1
〈u∗(1), . . . , u∗(k−1), u(k) − u∗(k), u(k+1), . . . , u(K)〉|
≤
K∑
k=1
‖u∗(1)‖ · · · ‖u∗(k−1)‖‖u(k) − u∗(k)‖‖u(k+1)‖ · · · ‖u(K)‖. (8)
Therefore, if ‖u(k)‖ ≤ ‖A∗‖max,2 + σp, ‖u(k) − u∗(k)‖ ≤ ǫrK(‖A∗‖max,2+σp)K−1 and ‖u
∗(k)‖ ≤
‖A∗‖max,2, then we have
|〈u(1), . . . , u(K)〉 − 〈u∗(1), . . . , u∗(K)〉| ≤ ǫr.
Now, we consider two situations: (i) ǫr
K(‖A∗‖max,2+σp)K−1 ≤
√
d∗σp,d∗ and (ii)
ǫr
K(‖A∗‖max,2+σp)K−1 ≥
√
d∗σp,d∗ . (i) If ǫrK(‖A∗‖max,2+σp)K−1 ≤
√
d∗σp,d∗(= σp) and ‖u∗(k)‖ ≤
‖A∗‖max,2, then ‖u(k)‖ ≤ ‖A∗‖max,2 + σp. Hence, by Lemma 2, we have that
− log(Π(A : ‖A−A∗‖n < ǫr|d∗)) ≤ − log(Π(A : ‖A−A∗‖∞ < ǫr|d∗))
≤−
M1,...,MK∑
i1,...,iK
log
(
Π(U
(k)
:,ik
: ‖U (k):,ik − U
∗(k)
:,ik
‖ ≤ ǫr
K(‖A∗‖max,2+σp)K−1 )
)
≤
K∑
k=1
Mk∑
ik=1
{
−d∗ log
[
ǫr
6σp,d∗
√
d∗K(‖A∗‖max,2 + σp)K−1
]
+
‖U∗(k):,ik ‖2
2σ2p,d∗
}
≤− d∗(
K∑
k=1
Mk) log
[
ǫr
6σp,d∗
√
d∗K(‖A∗‖max,2 + σp)K−1
]
+
∑K
k=1 ‖U∗(k)‖2F
2σ2p,d∗
.
(ii) On the other hand, if ǫr
K(‖A∗‖max,2+σp)K−1 > σp,d∗
√
d∗, we have that
− log(Π(A : ‖A−A∗‖n < ǫr|d∗)) ≤ −d∗(
K∑
k=1
Mk) log
(
σp,d∗
√
d∗
6σp,d∗
√
d∗
)
+
∑K
k=1 ‖U∗(k)‖2F
2σ2p,d∗
.
Combining these inequality, we have that
− log(Π(A : ‖A−A∗‖n < ǫr)) ≤ − log(Π(A : ‖A−A∗‖n < ǫr|d∗))− log(π(d∗))
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≤− d∗
(
K∑
k=1
Mk
)
log
[
1
6
(
ǫr
σpK(‖A∗‖max,2+σp)K−1 ∧ 1
)]
+
∑K
k=1 ‖U∗(k)‖2F
2σ2p,d∗
− log(π(d∗))
≤d∗
(
K∑
k=1
Mk
)
log
[
6
ξ
(
σKp K(
‖A∗‖max,2
σp
+1)K−1
ǫr ∨ 1
)]
+
∑K
k=1 ‖U∗(k)‖2F
2σ2p,d∗
. (9)
The last line is by the definition of the unnormalized prior π(d) = ξd(
∑
kMk). Later on we
let ǫ = 1/
√
n. This gives Lemma 1.
A.2 Proof of Theorem 1
In this section, we fix X1:n and think it is not a random variable.
To prove the theorem, we utilize the technique developed by
van der Vaart and van Zanten (2011). Their technique is originally developed to
show the posterior convergence of Gaussian process regression and is based on theories
by Ghosal et al. (2000) for the posterior convergence of non-parametric Bayes models.
Although our situation is of parametric model, their technique is useful because ours is
high dimensional singular model in which a standard asymptotic statistics for parametric
models does not work.
For a set of tensors Fr, an event Ar and a test φr (all of which are dependent on a
positive real number r > 0), it holds that, for ǫ > 0,
E
[∫
‖A−A∗‖2nΠ(dA|Y1:n)
]
=E
[
32ǫ2
∫
r>0
rΠ(‖A−A∗‖n ≥ 4ǫr|Y1:n)dr
]
≤32ǫ2
∫
r>0
rK
{
E [φr] + P (Acr)
+ E[(1− φr)1ArΠ(A ∈ Fcr |Y1:n)]
+ E[(1− φr)1ArΠ(A ∈ Fr : ‖A−A∗‖2n ≥ 4ǫr2K |Y1:n)]
}
drK
=:32ǫ2
∫
r>0
rK(Ar +Br + Cr +Dr)dr
K . (10)
We give an upper bound of Ar, Br, Cr and Dr in the following.
Step 1. The probability distribution of Y1:n with a true tensor A (that means Yi =
〈Xi, A〉 + ǫi) is denoted by Pn,A. The expectation of a function f with respect to Pn,A is
denoted by Pn,A(f).
For arbitrary r′ > 0, define Cj,r′,d = {A ∈ Fr,d | jr′ ≤
√
n‖A − A∗‖n ≤ (j + 1)r′}. We
construct a maximum cardinality set Θj,r′,d ⊂ Cj,r′,d such that each A,A′ ∈ Θj,r′,d satisfies√
n‖A − A′‖n ≥ jr′/2. The cardinality of Θj,r′,d is equal to D(jr′/2, Cj,r′,d,
√
n‖ · ‖n) 3.
Then, one can construct a test φj,d such that
Pn,A∗φj,d ≤ D(jr′/2, Cj,r,d,
√
n‖ · ‖n)e−
1
2
( jr
′
2
+q)2 ≤ D(jr′/2, Cj,r,d,
√
n‖ · ‖n)e−
1
8
j2r′2− 1
2
q2 ,
3. For a normed space F attached with a norm ‖ · ‖, the ǫ-packing number is denoted by D(ǫ,F , ‖ · ‖).
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sup
A∈Cj,r′,d
Pn,A(1− φj,d) ≤ e−
1
2
max( jr
′
2
−q,0)2 ≤ e− j
2r′2
16
+ q
2
2 ,
for any q > 0 (see van der Vaart and van Zanten (2011) for the details ). For each d, we
construct a test φd as φd = maxj φj,d. Then we have
Pn,A∗φd ≤
∑
j≥1
D(jr′/2, Cj,r′,d,
√
n‖ · ‖n)e−
1
8
j2r′2− 1
2
q2 ≤
∑
j≥1
D(r′/2,Fr,d,
√
n‖ · ‖n)e−
1
8
j2r′2− 1
2
q2
≤ 9D(r′/2,Fr,d,
√
n‖ · ‖n)e−
1
8
r′2− 1
2
q2 .
Here, by setting 12q
2 = log(D(r′/2,Fr,d,
√
n‖ · ‖n)), we have
Pn,A∗φd ≤ 9e−
1
8
r′2 ,
sup
A∈Fr,d
Pn,A(1− φd) ≤ e−
1
16
j2r′2+log(D(r′/2,Fr,d,
√
n‖·‖n)).
Finally, we construct a test φ as the maximum of φd, that is, φ = maxd≥1 φd. Then, we
have
Pn,A∗φ ≤ 9e−
1
8
r′2+log(dmax)
sup
A∈Fr,d
Pn,A(1− φ) ≤ e−
1
16
r′2+log(D(r′/2,Fr,d,
√
n‖·‖n)),
for all d ≥ 1.
Substituting 4
√
nǫrK into r′, we obtain
Pn,A∗φ ≤ 9e−2nǫ2r2K+log(dmax) (11)
sup
A∈Fr,d
Pn,A(1− φ) ≤ e−nǫ2r2K+log(D(r′/2,Fr,d,
√
n‖·‖n)). (12)
We define
Ar = Pn,A∗φ.
From now on, we denote by φr the test constructed above to indicate that the test is
associated to a specific r.
Step 2.
By Lemma 14 of van der Vaart and van Zanten (2011) and its proof, one can show that,
for any r > 0,
P
[∫
pn,A
pn,A∗
dΠ(A) ≥ e−nǫ
2r2
2
−√nǫrxΠ(A : ‖A−A∗‖n < ǫr)
]
≤ e−x
2
2 .
Therefore, there exists an even A1,r such that
PA∗(Ac1,r) ≤ e−nǫ
2r2/8,
and, on the event A1,r, it holds that∫
pn,A
pn,A∗
dΠ(A) ≥ e−nǫ2r2Π(A : ‖A−A∗‖n < ǫr).
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Moreover, it can be checked in a similar way that there exists an event A2,r such that,
for a some fixed constant cξ <
1
2 (which will be determined later),
PA∗(Ac2,r) ≤ exp

−12
(√
cξ
√
nǫrK
2
+
log(Π(A : ‖A−A∗‖n < √cξǫrK))√
cξ
√
nǫrK
∨ 0
)2
 , (13)
and, on the event A2,r, it holds that∫
pn,A
pn,A∗
dΠ(A) ≥ e−cξnǫ2r2K .
Here, we note that, by a simple calculation, the RHS of Eq. (13) is bounded by
e−
1
16
cξnǫ
2r2K ,
if cξnǫ
2r2K ≥ −8 log(Π(A : ‖A−A∗‖n < √cξǫrK)).
Now, define Ar = A1,r ∩ A2,r, then we have
Br = PA∗(Acr) ≤ e−nǫ
2r2/8+exp

−12
(√
cξ
√
nǫrK
2
+
log(Π(A : ‖A−A∗‖n < √cξǫrK))√
cξ
√
nǫrK
∨ 0
)2
 .
Step 3.
Since
{{U (k)}Kk=1 ∈ Rd×M1 × · · · × Rd×MK | max
k,i
‖U (k):,i ‖2 ≥
√
Mr,d}
⊆{{U (k)}Kk=1 ∈ Rd×M1 × · · · × Rd×MK |
K∑
k=1
‖U (k)‖22 ≥Mr,d},
Proposition 1 yields the bound of the prior probability of Fcr as
Π(Fcr ) =
M∑
d=1
Π(Fcr,d)π(d) ≤
M∑
d=1
exp
[
d
∑
kMk
2
+
d
∑
kMk
2
log
(
Mr,d
d
∑
kMkσ
2
p,d
)
− Mr,d
2σ2p,d
]
π(d).
Therefore, its posterior probability in the event Ar is bounded as
Cr = Pn,A∗[Π(Fcr |Y1:n)1Ar (1− φr)]
≤
M∑
d=1
exp
[
nǫ2r2 + Ξ(ǫr) +
d
∑
kMk
2
+
d
∑
kMk
2
log
(
Mr,d
d
∑
kMkσ
2
p,d
)
− Mr,d
2σ2p,d
]
π(d).
Step 4.
Here, Dr is evaluated. Remind that Dr is defined as
Dr = Pn,A∗ [Π(A ∈ Fr : ‖A−A∗‖n > 4ǫrK |Y1:n)(1 − φr)1Ar ].
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Since Ar = A1,r ∪ A2,r ⊇ A2,r, we have
Dr ≤ Pn,A∗
[∑
d
∫
A∈Fr,d:‖A−A∗‖n>4ǫrK
pn,A/pn,A∗dΠ(A|d) exp(cξnǫ2r2K)π(d)(1 − φr)1Ar
]
=
∑
d
∫
A∈Fr,d:‖A−A∗‖n>4ǫrK
Pn,A[(1 − φr)1Ar ] exp(cξnǫ2r2K)dΠ(A|d)π(d).
Therefore, using Pn,A[(1− φr)1Ar ] ≤ 1, the summand in the RHS is bounded by
π(d) exp(cξnǫ
2r2K). (14)
Simultaneously, Eq. (12) gives another upper bound of the summand as∫
A∈Fr,d:‖A−A∗‖n>4ǫrK
ecξnǫ
2r2K−nǫ2r2K+log(D(2√nǫrK ,Fr,d,
√
n‖·‖n)dΠ(A|d)π(d)
≤π(d) exp
{
−1
2
nǫ2r2K + log(D(2
√
nǫrK ,Fr,d),
√
n‖ · ‖n))
}
, (15)
for r ≥ 1, where we used cξ < 12 .
We evaluate the packing number log(D(2
√
nǫrK ,Fr,d,
√
n‖ · ‖n)). It is known that the
packing number of unit ball in d-dimensional Euclidean space is bounded by
D(ǫ,Bd(1), ‖ · ‖) ≤
(
4 + ǫ
ǫ
)d
.
Here Bd(R) denotes the ball with the radius R in d-dimensional Euclidean space.
Similar to Eq. (8), the L2-norm between two tensors A = [[U
(1), . . . , U (K)]] and A′ =
[[U ′(1), . . . , U ′(K)]] can be bounded by
‖A−A′‖22 =
∑
i1,i2,...,iK
(〈U (1):,i1 , . . . , U
(K)
:,iK
〉 − 〈U ′(1):,i1 , . . . , U
′(K)
:,iK
〉)2
=
∑
i1,i2,...,iK
(
K∑
k=1
〈U (1):,i1 , . . . , U
(k−1)
:,ik−1 , U
(k)
:,ik
− U ′(k):,ik , . . . , U
′(K)
:,iK
〉
)2
≤K
∑
i1,i2,...,iK
K∑
k=1
〈U (1):,i1 , . . . , U
(k−1)
:,ik−1 , U
(k)
:,ik
− U ′(k):,ik , U
′(k+1)
:,ik+1
, . . . , U
′(K)
:,iK
〉2
≤K
K∑
k=1
∑
i1,i2,...,iK
‖U (1):,i1‖22 × · · · × ‖U
(k−1)
:,ik−1 ‖22 × ‖U
(k)
:,ik
− U ′(k):,ik ‖22 × ‖U
′(k+1)
:,ik+1
‖22 × · · · × ‖U ′(K):,iK ‖22
≤K
K∑
k=1
‖U (1)‖22 × · · · × ‖U (k−1)‖22‖U (k) − U ′(k)‖22 × ‖U ′(k+1)‖22 × · · · × ‖U ′(K)‖22.
If A,A′ ∈ Fr,d, then the RHS is further bounded by
‖A−A′‖22 ≤ KMK−1r,d
K∑
k=1
‖U (k) − U ′(k)‖22. (16)
16
Thus, if 2ǫrK ≤ KMK/2r,d , using the relation (16) and
√
n‖A − A′‖n ≤
√
n‖A − A′‖∞ ≤√
n‖A−A′‖2, we have that
log(D(2
√
nǫrK ,Fr,d,
√
n‖ · ‖n)) ≤ log(D(2ǫrK ,Fr,d, ‖ · ‖2))
≤ log(D(2ǫrK/(KM (K−1)/2r,d ), Bd∑kMk(
√
Mr,d), ‖ · ‖2))
≤ d
(
K∑
k=1
Mk
)
log

4 +
2ǫrK
KM
K/2
r,d
2ǫrK
KM
K/2
r,d

 ≤ d( K∑
k=1
Mk) log

3KMK/2r,d
ǫrK

 , (17)
otherwise, log(D(2
√
nǫrK ,Fr,d)) = 0.
Combining Eqs. (14) and (15) with Eq. (17) results in the following upper bound of
Dr:
Dr ≤
∑
d
π(d)min

exp(cξnǫ2r2K), exp

−1
2
nǫ2r2K + d
(
K∑
k=1
Mk
)
log

3KMK/2r,d
ǫrK






(18)
for r ≥ 1.
Step 5.
Here, we establish the assertion by combining the bounds of Ar, Br, Cr andDr obtained
above. Set ǫ = 1√
n
and Mr,d =
4
min(d∗,d)Ξ(1/
√
n)σ2pr
2. Then, we have that, for all d ≥ d∗,
d
(
K∑
k=1
Mk
)
log

3KMK/2r,d
ǫrK

 ≤ d
(
K∑
k=1
Mk
)
log

3K√n
(
4σ2pΞ(
1√
n
)
d∗
)K
2

 .
Recall that Cn,K = 3K
√
n
(
4σ2pΞ(
1√
n
)
d∗
)K
2
, and cξ = min{| log(ξ)|/ log(Cn,K), 1}/4.
Let r˜d be such that −12 r˜2Kd + d
(∑K
k=1Mk
)
log(Cn,K) = 0, that is, r˜d =
21/2K [d(
∑
kMk) log(Cn,K)]
1/2K .
By the upper bound (10), we have that
E
[∫
‖A−A∗‖2ndΠ(A|Y1:n)
]
≤ 32ǫ2 + 32ǫ2
∫
r>1
rK(Ar +Br + Cr +Dr)dr
K .
We are going to bound each term in the integral.∫
r>1
rKArdr
K ≤
∫
r>1
rK min{9 exp(−2r2K + log(dmax)), 1}drK ≤ log(dmax)
2
+
9
4
.
By Lemma 3, the integral related to Br is bounded by∫
r>1
rKBrdr
K ≤ 8Ξ(√cξǫ)/cξ +
∫
rK>
√
8Ξ(
√
cξǫ)/cξ
rK
[
exp(−r2/8) + exp(−cξr2K/16)
]
drK
17
≤ 8Ξ(
√
cξǫ)
cξ
+
∫
rK>1
rK exp(−r2/8)drK
+
1
32
exp
(
−Ξ(
√
cξǫ)
2cξ
)
.
Here, the second term of the RHS is bounded by
∫
rK>1
rK exp(−r2/8)drK ≤ 1
2
K∑
j=1
8j
K!
(K − j)! exp
(
−1
8
)
≤ 8K(K + 1)!.
Similarly, by Lemma 3, the integral related to Cr is bounded by
∫
r>1
rKCrdr
K ≤
∫
r>1
rK
M∑
d=1
exp
[
− d
min(d, d∗)
Ξ(ǫ)r2
]
π(d)drK
≤ 1
2
K−1∑
j=0
K · · · (K − j)
Ξ(1/
√
n)j+1
≤ K.
Next, we bound the integral corresponding to Dr. By the definition of cξ and r˜d, for all
r ≤ r˜d, it holds that
log[π(d) exp(cξr
2K)] ≤ d′(
∑
k
Mk) log(ξ) + cξ r˜
2K
d ≤ d(
∑
k
Mk) log(ξ)/2,
(remind that we are using unnormalized prior π(d)). On the other hand, for all r ≥ r˜d, it
holds that
exp

−nǫ2r2K/2 + d
(
K∑
k=1
Mk
)
log

3KMK/2r,d
ǫr



 ≤ exp [−(r2K − r˜2Kd )/2] .
Therefore, Eq. (18) becomes
∫
r>1
rKDrdr
K =
∫ r˜d∗
r=1
rKDrdr
K +
∫
r>r˜d∗
rKDrdr
K
≤1
2
r˜2Kd∗ +
d∗−1∑
d=1
π(d)
∫
r˜d∗≤r
rK exp(−(r2K − r˜2Kd ))drK
+
M∑
d=d∗
{∫
r˜d∗≤r≤r˜d
rKdrK exp
[
1
2
d(
∑
k
Mk) log(ξ)
]
+ π(d)
∫
r˜d≤r
rK exp
[−(r2K − r˜2Kd )] drK}
(19)
Here the second term of the RHS can be evaluated as
d∗−1∑
d=1
π(d)
∫
r˜d∗≤r
rK exp(−(r2K − r˜2Kd ))drK ≤
d∗−1∑
d=1
π(d).
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The third term is evaluated as
M∑
d=d∗
∫
r˜d∗≤r≤r˜d
rKdrK exp
[
1
2
d
(∑
k
Mk
)
log(ξ)
]
≤
M∑
d=d∗
1
2
r˜2Kd exp
[
1
2
d
(∑
k
Mk
)
log(ξ)
]
=
M∑
d=d∗
d(
∑
k
Mk) log(Cn,K) exp
[
1
2
d
(∑
k
Mk
)
log(ξ)
]
≤
∫
d≥d∗
(d+ 1)(
∑
k
Mk) log(Cn,K) exp
[
1
2
d
(∑
k
Mk
)
log(ξ)
]
dd
≤2
∑
kMk(d
∗ + 2)∑
kMk| log(ξ)|
log(Cn,K) exp
[
d∗(
∑
kMk)
2
log(ξ)
]
≤2(d
∗ + 2)
| log(ξ)| log(Cn,K)
The fourth term is bounded in a similar way to the second term as
M∑
d=d∗
π(d)
∫
r˜d≤r
rK exp(−(r2K − r˜2Kd ))drK ≤
M∑
d=d∗
π(d).
Thus Eq. (19) is upper bounded by∫
r≥1
rKDrdr
K ≤ 1
2
r˜2Kd∗ + 2 +
2(d∗ + 2)
| log(ξ)| log(Cn,K)
=d∗
(∑
k
Mk
)
log(Cn,K) + 2 +
2(d∗ + 2)
| log(ξ)| log(Cn,K).
Combining all inequalities yields that there exists a universal constant C such that
E
[∫
‖A−A∗‖2ndΠ(A|Y1:n)
]
≤C
n
(
log(dmax)
2
+K + 8
Ξ(
√
cξ
n )
cξ
+ 8K(K + 1)! + d∗
(∑
k
Mk
)
log(Cn,K)
+
2(d∗ + 2)
| log(ξ)| log(Cn,K) + 1
)
. (20)
Appendix B. Rejection Sampling (Proof of Theorem 2)
In this section, we prove Theorem 2. By assumption, we have R ≥ 2‖A∗‖∞ and R2 ≥ 1/
√
n.
Therefore, if ǫr ≥ 1/√n, we have that
− log(Π(A : ‖A−A∗‖n ≤ ǫr, ‖A‖∞ ≤ R)) ≤ Ξ(R
2
∧ ǫr) ≤ Ξ(1/√n). (21)
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Now, for any non-negative measurable function f : RM1×···×MK , we have that∫
f(A)Π(dA|‖A‖∞ ≤ R,Dn) =
∫
f(A)1[‖A‖∞ ≤ R]Π(dA|Dn)
Π(‖A‖∞ ≤ R|Y1:n)
=
∫
f(A)1[‖A‖∞ ≤ R]Π(dA|Dn)
Π(‖A‖∞ ≤ R|Y1:n)
=
∫
f(A)1[‖A‖∞ ≤ R] pn,Apn,A∗Π(dA)∫
1[‖A‖∞ ≤ R] pn,Apn,A∗Π(dA)
.
We define the event Ar as in the proof of Theorem 1. Then, we have the same upper bound
of Br as in the previous section. By Eq. (21), on the event Ar,∫
1[‖A‖∞ ≤ R] pn,A
pn,A∗
Π(dA) ≥ min{exp(r2 + Ξ(1/√n)), exp(cξr2K)}−1.
Other quantities such as Ar, Cr,Dr are also bounded in the same manner because∫
f(A)1[‖A‖∞ ≤M ] pn,A
pn,A∗
Π(dA) ≤
∫
f(A)
pn,A
pn,A∗
Π(dA).
Thus, the conditional posterior mean of the squared error
E
[∫ ‖A−A∗‖2ndΠ(A|‖A‖∞ ≤M,Y1:n)] can be bounded by the same quantity as the
RHS of Eq. (20).
Now, we are going to bound the out-of-sample predictive error:
EDn
[∫
‖A−A∗‖2L2(P (X))dΠ(A|‖A‖∞ ≤ R,Dn)
]
. (22)
By the assumption that ‖X‖1 ≤ 1 a.s., we have that
|〈X,A −A∗〉| ≤ 2R.
Now, we bound the expected error (22) by I + II + III where, for η = ǫmax{4R, 1} =
1√
n
max{4R, 1}, I, II and III are defined by
I = EDn
[∫ ∞
0
η2r1Acrdr
]
,
II = EDn
[∫ ∞
0
η2r1ArΠ(A :
√
2‖A−A∗‖n > ηr | ‖A‖∞ ≤ R,Dn)dr
]
,
III = EDn
[∫ ∞
0
η2r1ArΠ(A : ‖A−A∗‖L2(P (X)) > ηr ≥
√
2‖A−A∗‖n | ‖A‖∞ ≤ R,Dn)dr
]
.
Here, I and II are bounded by
I + II
≤Cη2
(
log(dmax) +K +
Ξ(
√
cξ
n )
cξ
+ 8K(K + 1)! + d∗
(∑
k
Mk
)
log(Cn,K)
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+
d∗ + 2
| log(ξ)| log(Cn,K) +C
)
, (23)
as in Eq. (20).
Next, we bound the term III. To bound this, we need to evaluate the difference between
the empirical norm ‖A−A∗‖n and the expected norm ‖A−A∗‖L2(P (X)), which can be done
by Bernstein’s inequality:
P
(
‖A−A∗‖L2(P (X)) ≥
√
2‖A−A∗‖n
)
≤ exp
(
−
n‖A−A∗‖4L2(P (X))
2(v + ‖A−A∗‖2∞/3)
)
,
where v = EX [(〈X,A − A∗〉2 − EX˜ [〈X˜,A − A∗〉2])2]. Now v ≤ EX [〈X,A − A∗〉4] ≤ ‖A −
A∗‖2∞EX [〈X,A −A∗〉2] = ‖A−A∗‖2∞‖A−A∗‖2L2(P (X)). This yields that
P
(
‖A−A∗‖L2(P (X)) ≥
√
2‖A−A∗‖n
)
≤ exp
[
−n
2
(‖A−A∗‖L2(P (X))
‖A−A∗‖∞
)2]
.
If ‖A−A∗‖∞ ≤ 2R, then the RHS is further bounded by exp
(
−n‖A−A
∗‖2
L2(P (X))
8R2
)
.
To evaluate III, we evaluate the expectation of the posterior inside the integral:
EDn
[
1ArΠ(A : ‖A−A∗‖L2(P (X)) > ηr ≥
√
2‖A−A∗‖n | ‖A‖∞ ≤ R,Dn)
]
≤EX1:n
[
exp(r2 + Ξ(ǫ))Π(A : ‖A−A∗‖L2(P (X)) > ηr ≥
√
2‖A−A∗‖n, ‖A‖∞ ≤ R | X1:n)
]
≤ exp(r2 + Ξ(1/√n))
∫
A
1[‖A−A∗‖ > ηr, ‖A‖∞ ≤ R]P (‖A−A∗‖L2(P (X)) > ηr ≥
√
2‖A−A∗‖n)Π(dA)
≤ exp(r2 + Ξ(1/√n))
∫
A
1[‖A−A∗‖ > ηr] exp
(
−
n‖A−A∗‖2L2(P (X))
8R2
)
Π(dA)
≤ exp
(
r2 + Ξ(1/
√
n)− nη
2r2
8R2
)
.
Therefore, we have that
III ≤
∫ ∞
0
η2rmin
{
1, exp
(
r2 + Ξ(1/
√
n)− nη
2r2
8R2
)}
dr
≤1
2
η2Ξ(1/
√
n) +
∫ ∞
r>
√
Ξ(1/
√
n)
η2r exp
(−r2) dr
≤Cη2Ξ(1/√n), (24)
where η = 1√
n
max{4R, 1} is used in the second inequality.
Combining the inequalities (23) and (24), we obtain that
EDn
[∫
‖A−A∗‖2L2(P (X))dΠ(A|‖A‖∞ ≤ R,Dn)
]
21
≤Cmax{R
2, 1}
n
(
log(dmax)
2
+ 8K(K + 1)! +
Ξ(
√
cξ
n )
cξ
+ Ξ(1/
√
n)
+ d∗
(∑
k
Mk
)
log(Cn,K) +
d∗ + 2
| log(ξ)| log(Cn,K) + C
)
,
where C is a universal constant. Noticing
Ξ(
√
cξ
n
)
cξ
≥ Ξ(1/√n), we obtain the assertion.
Appendix C. Rejection Sampling II (Proof of Theorem 3)
In this section, the proof of Theorem 3 is given. Let
UR,d = {(U (1), . . . , U (K)) ∈ Rd×M1 × · · · × Rd×MK | ‖U (k):,j ‖2 ≤ R (1 ≤ k ≤ dmax, 1 ≤ j ≤Mk).},
UR =
⋃
d
UR,d.
Define
Fr,d =
{
A ∈ RM1×···×MK | ‖A‖max,2 ≤ R
}
.
For U = (U (1), . . . , U (K)), we denote by AU := [[U
(1), . . . , U (K)]]. Since the rejection
sampling considered here is defined on a factorization A = [[U (1), . . . , U (K)]], the quantities
I, II, III are redefined as
I = EDn
[∫ ∞
0
η2r1Acrdr
]
,
II = EDn
[∫ ∞
0
η2r1ArΠ(U :
√
2‖AU −A∗‖n > ηr | U ∈ UR,Dn)dr
]
,
III = EDn
[∫ ∞
0
η2r1ArΠ(U : ‖AU −A∗‖L2(P (X)) > ηr ≥
√
2‖AU −A∗‖n | U ∈ UR,Dn)dr
]
.
Since R ≥ ‖A∗‖max,2 + σp is satisfied, one can apply the same upper-bound evaluation
of Π(U : ‖AU −A∗‖n < ǫ,AU ∈ UR|d∗) as Eq. (9).
Then, in the same event Ar as before, we have that∫
1[‖A‖∞ ≤ R] pn,A
pn,A∗
Π(dA) ≥ min{exp(r2 + Ξ(1/√n)), exp(cξr2K)}−1,
by Eq. (21).
Ar,Dr can be bounded in a similar fashion, except we use R instead of Mr,d and UR
instead of Fr. Now, in this case, Cr could be zero. That is,
Cr = EY1:n [Π(U cR|{U (k)}k ∈ UR, Y1:n)1Ar ] = 0.
Thus, by resetting Mr,d = R and, accordingly, re-defining
Cn,K = 3K
√
nR
K
2 ,
22
then we have the same bound of I + II as Eq. (23) except the definition of Cn,K .
Because ‖AU‖∞ ≤ RK for U ∈ UR, III is bounded by CnR2KΞ(ǫ).
Therefore, we again obtain that
EDn
[∫
‖AU −A∗‖2L2(P (X))dΠ(AU | U ∈ UR,Dn)
]
≤Cmax{R
2K , 1}
n
(
log(dmax) + 8
K(K + 1)! +
Ξ(
√
cξ
n )
cξ
+ Ξ(
1√
n
)
+ d∗
(∑
k
Mk
)
log(K
√
nR
K
2 ) +
d∗ + 2
| log(ξ)| log(K
√
nR
K
2 ) + C
)
.
This yields the assertion.
Appendix D. Auxiliary lemmas
Proposition 1 Tail bound of χ2 distribution Let χk be the chi-square random variable with
freedom k. Then the tail probability is bounded as
P (χk ≥ k + 2
√
xk + 2x) ≤ exp(−x)
P (χk ≥ x) ≤ exp
[
k
2
+
k
2
log
(x
k
)
− x
2
]
,
for x ≥ k.
The proofs of the first assertion and the second one are given in Lemma 1 of
Laurent and Massart (2000) and Lemma 2.2 of Dasgupta and Gupta (2002) respectively.
Lemma 2 The small ball probability of d-dimensional Gaussian random variable g ∼
N(0, σId) is lower bounded as
P (‖g‖ ≤ ǫ) ≥
(
ǫ
3σd
1
2
)d
,
for all ǫ ≤ σ
√
d.
Proof The lower bound is obtained in an almost same manner as the proof of Proposition
2.3 of Li and Linde (1999). If δ ≤ 1, then we have
P (|gj | ≤ δσ) = 2√
2πσ2
∫ δσ
0
2δ√
2π
exp
(
− x
2
2σ2
)
dx ≥ 2δ√
2π
exp(−1
2
) ≥ δ
3
.
Therefore, for ǫ such that ǫ ≤ σ
√
d, it holds that
P (‖g‖ ≤ ǫ) ≥ P
(√
dmax
j
|gj | ≤ ǫ
)
≥
d∏
j=1
P
(√
d|gj | ≤ ǫ
)
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≥
(
ǫ
3σd
1
2
)d
.
Lemma 3 For all a > 0, c > 0,K ≥ 1, it holds that
∫
x≥a
x exp
(− cx 2K )dx = 1
2
K∑
i=1
K · · · (K − i+ 1)
ci
a(K−i)2/K exp(−ca2/K).
Proof ∫
x≥a
x exp(−cx 2K )dx
=
K
2
∫
x≥a2/K
xK−1 exp(−cx)dx
=
K
2
[
−1
c
xK−1 exp(−cx)
]∞
a2/K
+
K(K − 1)
2c
∫ ∞
a2/K
xK−2 exp(−cx)dx
=
K
2c
a(K−1)2/K exp(−ca2/K) + K(K − 1)
2c
∫ ∞
a2/K
xK−2 exp(−cx)dx.
Then, applying recursive argument we obtain the assertion.
Lemma 4 For all K ≥ 2, we have
d∑
i=1
u
(1)
i u
(2)
i · · · u(K)i ≤
K∏
k=1
‖u(k)‖K .
In particular,
d∑
i=1
u
(1)
i u
(2)
i · · · u(K)i ≤
K∏
k=1
‖u(k)‖2.
Proof By Ho¨lder’s inequality, it holds that
d∑
i=1
u
(1)
i u
(2)
i · · · u(K)i ≤ ‖u(1)‖K‖(u(2)i · · · u(K)i )di=1‖K/(K−1).
Applying Ho¨lder’s inequality again, we observe that
‖(u(2)i · · · u(K)i )di=1‖K/(K−1) =
(
d∑
i=1
|u(2)i · · · u(K)i |K/(K−1)
)(K−1)/K
24
≤

( d∑
i=1
|u(2)|K
)1/K−1( d∑
i=1
|u(3)i · · · u(K)i |K/(K−2)
)(K−2)/(K−1)
(K−1)/K
≤

( d∑
i=1
|u(2)i |K
)1/(K−1)( d∑
i=1
|u(3)i · · · u(K)i |K/(K−2)
)(K−2)/(K−1)
(K−1)/K
= ‖u(2)‖K
∥∥∥(u(3)i · · · u(K)i )di=1∥∥∥
K/(K−2)
.
Then by applying the same argument recursively we obtain the assertion.
The second assertion is obvious because ‖u‖2 ≤ ‖u‖K for all K ≥ 2.
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