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Abstract 
In this paper we study a class of numerical methods used to solve two-point boundary value problems on nonuniform 
grids. Particular attention is devoted to positive solutions, i.e. conditions under which the solutions of the problem are 
positive. Applications to steady states of air pollution problems are also referred to. 
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1. Introduction 
In this paper we are concerned with the numerical solution of the two-point boundary value 
problem 
U’(X) - ku”(X) = S(x) 0 < x < 1, 
U(0) = U(1) = 0, (1.1) 
where S(x) is a known positive function and k a positive parameter. Problem (1.1) is a frequently 
studied test problem for assessing simple, accurate and efficient numerical methods in steady flow 
dynamics. A particularly interesting problem concerns air pollution modelling. In this case, U(X) 
stands for the steady state of a chemical species concentration produced by a source S(x) advected 
by a wind speed of value 1 and diffused with a coefficient k. We note that a more realistic pollution 
model includes a large number of components defined in two or three spatial dimensions. 
For certain ranges of the parameter k a boundary layer occurs at x = 1. This means that the 
solution u of (1.1) is smooth everywhere but it is not smooth uniformly in k in a region of width O(k) 
at x = 1. The type of layer behaviour depends on the boundary condition at x = 1. For the case 
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considered here we have u’(1) = 0(1/k), k --f 0. Depending on the smoothness of S(x) interior layers 
can also occur. 
When k<c 1, classical numerical methods often produce numerical pathologies. Standard finite 
differences and finite element methods produce oscillatory solutions on moderate meshes that is 
meshes of step size h with h > 2k. Forward finite differences produce nonoscillatory solutions but 
introduce a big amount of dissipation, causing loss of resolution of boundary and internal layers. 
A large number of numerical methods have been proposed in an attempt to obtain accurate and 
efficient methods. Recently, in [4] the authors present a comparative study for a wide variety of 
convection-diffusion schemes. The idea that the difficulty of the problem is caused by boundary 
layers underlines most numerical methods. In this sense the numerical problem can be thought as 
composed of two different kind of problems: “easy” problems outside the boundary layers and 
“difficult” problems, inside the layers. Abrahamsson and Osher in [S] point out that the main 
difficulty in the numerical solution is to locate these regions and to adapt the grid accordingly. In 
[l] the authors studying a problem with a boundary layer, in fact, separate the problem into 
a modified form with a different boundary condition, and, having no layer, plus a problem for the 
boundary layer correction. Carey and Dinh in [3] focus on appropriate grading of the mesh in the 
layer. 
In this paper we are interested in constructing accurate positive numerical methods for solving 
(1.1). We show that an appropriate selection of the mesh step size and a careful numbering of mesh 
nodes lead to accurate positive solutions. In Section 2 we describe, with a certain detail, the 
numerical method. In Section 3 some numerical examples are presented. 
2. Description of the numerical method 
Let y, i = 0, . . . ,p + 2 be points in [0, 11, with y. = 0, Y,+~ = 1 and yP+l such that 
1 - y,+ 1 = O(k). Let us assume that in each one of the subintervals Bi = ]yi_ i, yi[, i = 1, . . . , p + 2 
there are Yli mesh nodes with Iti odd. Then 
h, = Yi - Yi - 1 
I 
yli + 1 
represents the constant step size in Bi, i = 1, . . . ,p + 2. This allows us to define a locally uniform 
mesh, that can take account of interior layers. A boundary layer in the neighbourhood of 1 is also 
considered because 1 - y,+ 1 = O(k). The locally uniform mesh (see Fig. 1) which has N interior 
nodes, 
p+7- 
NE Cni+p+ly 
i=l 
is then defined by the mesh nodes 
o = y, = x0 < xl(hl) < ... < xnl+l(hd < xn1+2(h2) < ... < 
<x n,+n,+&) =C ... < xn,+n,+... +n,+,+p+l(hp+1) < ... < XN+I = YP+Z = 1, (2.1) 
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Fig. 1. The locally uniform mesh. 
where 
xn,+l(hl) = Yl, 
X n,+n,+2@2) = Y2, 
(2.2) 
X nl+n,+.-. +n,+,+p+l@P+d = Yp+l- 
We observe that yi, i = 1, . . . , p + 1 represent even-numbered mesh nodes. We discretize (1.1) in 
mesh (2.1) with central finite differences obtaining 
uj+l - Uj-1 
- 2k hJuj+ 1 
h; + hj*,l 
-(hj*+hj*,l)uj+hj*+luj-1 =s, j= l  
h; hj*, 1 (hj* + hj*, 1) J 
, ... > 
N (2.3a) 
or 
- hj*,,(hT + 2k)uj_l + 2k(h,* + hj*+l)uj +hT(hy+~ -2k)‘j+l 
ZZ h: hF+ l(hf + hj*, l)Sj, j = 1, . . . , N, (2.3b) 
where uj stands for an approximation of U(xj) and Sj = S(xj), j = 1, . . . , N. In (2.3a) and (2.3b) 
hT = xj+l - Xj, with hT = hj. We note that if 
j-5 (121 + n2 + .-. + n, + r, . . . ,nl + n2 + --. + n, + TZ,+~ + es. + r + l} 
then hT = h,, r = 1, . . . ,p + 1. 
Our aim is to obtain a positive numerical solution. If the matrix discretization A, in (2.3), is 
monotone as S(xj) > 0 we have Uj 2 0, i = 1, . . . , N. In the case hi d 2k it is well known that 
A is monotone [2]. But in convection-dominated problems (k<<l) this condition would lead 
to a unreasonable number of mesh nodes. If hi > 2k we cannot prove that the matrix A is mono- 
tone in this case. In fact, the numerical solution u is not always positive, as we can see in the next 
example. 
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0.2 0.4 0.6 0.8 1 
iii) 
Fig. 2. Solution of (1.1). 
Example. To illustrate this situation we consider problem (1.1) with k = lop3 and 
7 0.2 d x < 0.22, 
2 0.4 x S(x) I < < 0.42, = 
1 0.6 d x d 0.62, 
t 0 otherwise. 
We solve the problem using (2.3) with three different meshes: 
(i) An uniform mesh with 49 interior nodes, i.e. with xi = 0.02 x i, for i = 1, . . . , N, and N = 49. 
(ii) A nonuniform mesh with 53 interior nodes, the mesh being refined in the neighbourhood of 
x = 1, that is, 
Xi=O.O2Xi fori=l,..., N-4andN=53, 
XN-i=l-(i+l)k fOri=O,...,3. 
(iii) A nonuniform mesh with 49 interior nodes, the mesh being refined in the neighbourhood of 
x = 1 - like in (ii) - and x = 0.2i, x = 0.2i + 0.02, i = 1,2,3. 
We obtain the plots represented in Fig. 2, respectively, for cases (i), (ii) and (iii). 
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In these cases the solutions are not positive and in case (i) the solution presents many spurious 
oscillations. In cases (ii) and (iii) the solutions are oscillatory. 
In order to make our exposition clearer we consider that interval layers are localized in 
subintervals B for i even. The mesh step size hi, i even, is then selected such that hi < 2k. Following 
an idea also used in [ 1] we construct from (2.3) a reduced system eliminating alternate equations. 
2.1. Interior nodes of Bi with i odd 
For interior nodes of Bi, with i odd, and hi 2 2k we combine equations 2j - 1, 2j, 2j + 1, i.e., 
equations associated with nodes xzj_1, Xzj, and xzj+l, respectively, with j = no + ... + Izip1 + 
i, . . . ,no + ... + ni- 1 + n; + i, where no = 0, in such a way that the odd-numbered unknowns are 
eliminated. Multiplying equation 2j - 1, 2j and 2j + 1, respectively, by 
hi + 2k l 2k - hi 
4k 4k ’ 
and adding all of them we obtain 
- (hi + 2k)2u2j-2 + 2(4k2 + hz)Uzj - (hi - 2k)2U2j+2 
= 2hf [(hi + 2k)S,j- 1 + 4kSzj - (hi - 2k)S,j+ 11. (2.4) 
We note that in (2.4) hi is the constant step size in Bi. 
If the source is nonincreasing the second member is positive. We note that the authors in [S] 
consider a nonincreasing source. If S(x) is an increasing function the second member is not always 
positive. In this case if we select the maximal step size h, 
h =maXi=l,...,,+lhi, 
such that 
h < 2k(S,j_ 1 + 2Sz.j + szj+ 1) 
\ 
SZj+ 1 -S2j-1 * 
(2.5) 
the second member becomes positive and we conclude then that the solution is positive. We note 
that this condition improves the classical restriction h < 2k imposed to have positivity. 
However, we think that condition (2.5) is too restrictive. In fact, numerical experiments show that 
positive solutions can be obtained with larger step sizes h. In this sense some further investigation is 
needed. One possible solution is to replace in (2.4) Szj by 
(2k - hi)S,j- 1 + 2kS2j + hiSzj+ 1 
4k (2.6) 
which stands for an O(h) approximation to Szj. The vector on the right-hand side of the reduced 
system is then positive with no restrictions on h. 
We described how to transform the discretized equations associated with the “interior” nodes of 
a subinterval Bi, i odd. Let us see how to transform the equations associated with adjacent nodes to 
yi, i odd. 
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2.2. Common node yi, i odd, and adjacent nodes 
Following (2.2), yi = x,, + + ni + i* As it corresponds to an even-numbered node, we represent it 
by x2/ to simplify the notation. 
If xze _ 1 is the last interior node in Bi and x 2e + 1 the first interior node in Bi + 1, we eliminate again 
the odd-numbered unknowns multiplying equations 28 - 1, 28, 2e + 1, respectively, by 
hi+l(hi + 2k) 1 hi(2k - hi+l) 
4khi 4khi+l ’ 
and add all of them obtaining 
- hi+ l(hi + 2k)2u2e - 2 + (hi + hi+ 1) (hi hi+ 1 
- hi(hi+l - 2k)2u2e+z = 2hihi+l [hi(hi t 
+ 2k(hi + hi+ I)S~/ - hi+ I (hi+ I - 2k)S2/ 
+ 4k2)uzc 
2k) Se - 1 
t-1 I. (2.7) 
Eq. (2.7) involves the constant step size hi Of Bi, and the constant step size hi+ I of Bi+ i. We note that 
in this case, as i + 1 is even and h, r+ 1 d 2k, the right-hand side of (2.7) is positive. 
2.3. First two nodes in Bi + 1, i + I even 
As what concerns equations associated with mesh nodes xze+ 1 and x2(+2, i.e. the first two 
nodes of the interior layer Bi+ i -we recall that even-numbered subintervals correspond to interior 
layers - we have from (2.3) 
- hi+ l(hi+ 1 + 2k)n z +4khi+ln2~+1 +hi+l(hi+r -2k)uze+2=2hi3,1Sze+l, 
-hi+l(hi+r +2k)u~.c+l +4khi+lu2e+2+hi+l(hi+l -2k)uzL+3=2hi3+1Sze+2. 
Multiplying the first one by 
hi+1 + 2k 
(2.8) 
4k ’ 
and adding to the second one we have 
- gaze + 13~~~ + 2 - 4~~~ + 3 = 2k C3Sze + I + 4s~ + 21, 
where for simplicity we considered hi + 1 = k. 
2.4. Last two nodes in Bi+ 1, i + 1 even 
In an analogous way if 2m - 1 represents the index of the last interior node of Bi+ 1 we consider 
equations associated with x2,,- 2 and xZm_ 1, i.e. 
- hi+l(hi+l + 2k)uzm-2 +4khi+l~~rn-r + hi+l(hi+l - 2k)u2, =2@+1S~rn-1 
and 
- hi+l(hi+l + 2k)u2,-1 + 4khi+lu2, + hi+l(hi+r -2k)uz,+l = 2@+1S2,* 
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To eliminate u2,,, we multiply the first equation by - 4k/(hi+ 1 - 2k) and adding to the second one 
we have 
- 12U2m-2 + 13Qm-1 - UZmfl = 2k[4S2,-1 + S,,]. (2.9) 
2.5. Interior nodes of Bi+ 1, i + I even from the (ni - 2)th 
We join the equations which are associated with the interior (ni - 2)th nodes, of the even- 
numbered Bi + 1, not considered till now: This means - as can be seen in Fig. 2 - equations 
associated with the nodes from the third to the (ni - 2)th interior node in Bi. 
2.6. Boundary layer B, + 2 
In the boundary layer B, + 2 the equations are associated as in Sections 2.2 and 2.3. The equations 
associated with the nodes from the third node in B, + 2 to the (N - 1)th node complete the reduced 
system. 
Remark. After some simple computations we can give (2.4) the form 
u2j+2 - u2j-2 u2j+2 - 2u2j + u2j-2 h2 u2j+2 - 2u2j + n2j-2 
4h - 
-- 
(2h)2 4k (2h)2 
where we have replaced hi by h. 
This equation can be interpreted as a centered finite discretization of (1.1) at the mesh point 
x2j and with a step size 2hi. Its right-hand side stands for an approximation of S(Xzj). The equation 
presents a certain amount of numerical dissipation with coefficient h2/4k. 
From (2.4), (2.6), and (2.8) we conclude that the reduced system is of form AU = S where A is 
a tridiagonal matrix 
CJ = C%, U&Y ... > U13,+,lT, 
where UBj, forj odd, includes only the even-numbered nodes in ]vi - 1, yi [ (see Fig. 1) and forj even 
includes all nodes in except the first one and the last one (see Sections 2.3 and 2.4). In &+, we have 
the approximations in all the interior nodes Bp+2 except the first one. The vector S is defined by 
s = C~s,, . . . > G?,+,lT, 
where SB,, for i odd, is defined by the right-hand side of (2.4) and (2.7). sBj, for i even, is defined by the 
right-hand side of (2.8), (2.9) from the 3rd to the (n - 3)th. The values in SBptl are computed as 
described in Section 2.6. 
Example. Let us consider 10 nodes in 10, l[ defined by the following step sizes: 
hT = h, i = 1, . . . ,6 and hT = k, i = 7,8,9. 
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The matrix A and the vectors U and S of the reduced system - with 6 equations and 6 unknowns 
- are defined, respectively, by 
2h(4k2 + h2) - h(h - 2k)2 0 
- h(h + 2k)2 2h(4k2 + h2) - h(h - 2k)2 
0 
A= 
- h(h + 2k)’ k(h + k)(h + 4k) 
0 0 -9 
0 0 0 
0 0 0 
L 
u = [u2, u4, u6, %, u9, UdT 
and 
‘2h3[(h + 2k)S1 + 4kS2 - (h - 2k)S3] 
2h3[(h + 2k)S3 + 4kS4 - (h - 2k)SJ 
s = 2hk[h(h + 2k)SS + 2k(h + k)S, + kS7] 
2k[3S, + 4&l 
2k3S9 
2k3S10 
0 0 0 
0 0 0 
- hk2 0 0 
13 -4 0 
- 3k2 4k2 - k2 
0 - 3k2 4k2 
In the first two components of S we use for S2 and S4 the approximation defined by (2.6). 
As S 2 0 it is enough to prove that A is monotone in order to have a positive solution. 
2.7. Monotonicity of A 
Let A be a tridiagonal matrix with positive diagonal elements and nonpositive elements out of 
the diagonal. To prove that A is monotone we recall the following: 
Definition. Let M, R E 1 R”“” and M be a nonsingular matrix. Then A = M - R is called a weak 
regular splitting if M is monotone and M - ‘R nonnegative. 
Proposition (Axelsson and Kolotilina [2]). Let PAQ = M - R be a weak regular splitting with 
P and Q nonsingular and nonnegative. Then A is monotone ifthere exists a positive vector w such that 
M-‘PAQw > 0 or wTM-‘PAQ > 0. 
Let P = Q = I. Then A = M - R, where M = diag A, is a weak regular splitting because M is 
monotone (M-’ > 0) and M - lR is nonnegative. 
Following the previous proposition we construct a positive vector w such that M-‘Aw > 0. In 
fact, if we choose w = (wJ with wi = xi, i = 1, . . . , N - 1 it is an easy task to prove that Aw > 0 and 
as M-’ is positive we have M -lAw > 0. 
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3. Numerical examples 
In what follows we consider the integration of (1.1) with k = 1O-3 and for different sources S(x). 
3. I. Discontinuous source 
Example 1. Let us consider a source, defined by 
I 7 0.2 < x < 0.22, 
2 0.4 x S(x) < < 0.42, = 
1 0.6 d x d 0.62, 
I 0 otherwise. 
We compute the numerical solution using the method described in Section 2 and in three 
different meshes. The nodes 
Zzi- 1 = 0.2 X i zZ~ = zzi_1 + 0.02 i = 1,2,3 
are common to the three different meshes. The other nodes are defined in Table 1. In the 
neighbourhood of 1, a four nodes refined mesh of step size k is considered in the three cases. 
We observe that the meshes have been defined considering internal layers and a boundary layer 
atx=l. 
In Fig. 3 we present the plots obtained for each case. We include the “exact solution” obtained 
with N = 1000. 
The numerical solutions (i), (ii), and (iii) are positive as expected. We remark that the accuracy of 
these solutions is not significantly improved for N = 28 and N = 40. 
3.2. Continuous source 
Example 2. Let us solve (1.1) with k = 1O-3 and S(x) = exp( - x) using the numerical method 
described in Section 2. To define the mesh we consider in [0, 1 - 4k] subintervals of step size h - for 
different values of h - and in [l - 4k, l] four subintervals of stepsize k. 
Table 1 
Case (i) ‘Zi- 1 
(i = 1 - k3) > ... 3 
z2i + k 
(i = 1 > . ,3) 
(z2.-l + zZi-2)/2 
(i = 1, . . . ,3) 
‘Zi- 1 
zli- 1 -2:: (i= 1 3 ..‘, 3) 
zzi + 2k (zZi-l + zZib2)/2 
zzi + k (i = 1, . . ,3) (i = 1 f “‘,3) 
Case (iii) zi - k 
zi - 2k 
(i = 1 > 26) 
zi + 2k (‘Zi-1 + zZi-2)/2 
q + k 
(i = 1 
(i = 1,2,3) 
> ... > 6) 
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ii) 
Exact Solution 
I 
1 I 
0 :05 
0.2 0.4 0.6 0.a 1 
Fig. 3. Numerical solution of Example 1. 
Table 2 
xi Numerical Numerical 
solution solution 
iv=9 N=15 
Exact 
solution 
831250 0.28050 0.2809 0.28223 
831125 0.48160 0.48194 0.48473 
2491250 0.62574 0.62557 0.61845 
4991500 0.56375 0.56360 0.5453 
999jlOOO 0.42300 0.42289 0.39881 
0.6 
0.5 
0.4 
0.3 
0.2 
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0.6 
0.5 
0.4 
0.3 
0.2 
‘.1 
0.2 0.4 0.6 0.8 1 0.2 
Exact Solution 
0.4 0.6 0.8 1 
181 
0.2 0.4 0.6 0.8 1 
Fig. 4. Numerical solution of Example 2. 
The exact solution and the numerical results obtained are given in Table 2. 
In Fig. 4 we plotted the exact and numerical solution. 
We observe that an accurate solution is obtained even with 10 nodes. 
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