3 Approximate models (proxies) can be employed to reduce the computa-4 tional costs of estimating uncertainty. The price to pay is that the approx-5 imations introduced by the proxy model can lead to a biased estimation. To 6 avoid this problem and ensure a reliable uncertainty quantification, we pro- The possibility of obtaining a prediction of the exact response for any newly 22 generated realization suggests that the methodology can be effectively used 23 beyond the context of uncertainty quantification, in particular for Bayesian 24 inference and optimization.
Introduction
The major challenge in hydrogeology is to deal with an incomplete knowledge of aquifer 26 properties, which are usually measured only at few, discrete locations. This lack of infor-27 mation makes it impossible to address hydrogeological problems in a deterministic sense.
28
The problem is typically stated in a stochastic framework and Monte Carlo simulations 29 are used to propagate the uncertainty on aquifer properties to the quantities of interest 30 [Dagan, 2002] . A typical example is the prediction of the fate of a contaminant, which de-31 pends on the heterogeneity structure of the aquifer. The uncertainty on the contaminant 32 breakthrough curve at a given location is estimated by solving the transport problem in 33 a set of realizations, which represent the uncertainty on the permeability of the aquifer.
34
The ensemble of the responses in the different realizations provides a sample of reference 35 of the breakthrough curves.
36
Despite the appealing conceptual simplicity of this approach, problems arise when many 37 realizations have to be considered and a large number of expensive flow and transport sim-38 ulations have to be performed: computational cost quickly becomes prohibitive. To avoid 39 this computational bottleneck, the problem is approximated either by coarsening the 40 description of aquifer properties (standard upscaling techniques can be used to this end 41 [Wen and Gómez-Hernández , 1996; Renard and de Marsiliy, 1997; Christie, 1996; Durlof- We formulate this step in a standard machine learning framework: a statistical model {(x i (t), y i (t))} i=1,...,N l .
120
The statistical model relating the two sets of response curves (exact and proxy) is here 121 restricted to the class of functional linear models [Ramsay, 2006] , in which the relation-122 ships between the responses is
where T is a bounded linear operator from the Hilbert space L 2 to itself, and the error 124 functions ε i are centered, independent, and typically assumed to meet further technical 125 conditions [Cuevas et al., 2002] .
126
Since the identification of such statistical model is ill-posed, in practice further restric-
127
tions on the form of T are made introduced to enable inferring T from the learning set.
X -8 JOSSET ET AL.: FUNCTIONAL ERROR MODELING
In this paper, we follow a slightly different strategy: we appeal to a spectral approach 136 and decompose the elements of the learning set on two ad hoc bases, one for the proxy 137 and one for the exact responses. The response curves are then described in two spaces 138 of dimensions D ex < N l for the exact responses and D app < N l for the proxy responses.
139
A statistical model is constructed to relate the coefficients of the elements of one space, 140 y i (t), to the coefficients of the elements of the other space, x i (t), as illustrated in Fig. 1 .
141
Once the approximationT of T is obtained from the learning-set, it is used to predict the exact responses of all realizations from of the approximate responses, i.e.,
and the uncertainty is quantified from the ensemble of predicted curves. 
Methodology
The construction of the error model consists of four steps: first, functional objects 143 are built from the data in the learning set; second, the dimensionality of the problem is 
Recasting discretized curves as functional data
Both exact and proxy responses are obtained from numerical simulations and are rep-
149
resented by contaminant breakthourgh curves defined at discrete times. Therefore, we 150 recast the time-discrete curves into time-continuous functions. This has two practical ad- Many functional bases are available to recast discretized curves into functional data.
Here, we use a K-dimensional B-spline basis denoted by {ϕ k (t)} k∈ [1,K] . To determine the coefficients, a linear combination of the elements of this basis is fitted to the data, which are represented as time dependent functions of the form with respect to the exact response.
175
We apply FPCA to the exact and proxy responses in the learning set. Given the sample of proxy functions in the learning set,
and estimated covariance function
FPCA constructs a non increasing sequence of eigenvalues of the estimated covariance function, µ
The sequence of eigenfunctions (or harmonics) of the covariance function,
(where δ ij is the Kronecker delta), and, together with the averagex(t), form an or-
176
thonormal basis for the space of the sampled approximate responses. The eigenvalue µ i is 177 also denoted as the probe score variance and the eigenfunction ζ by discarding the eigenfuncions (ζ
183
The basis allows us to approximate each proxy response as
where
is the projection of the deviation from the mean of the i th approximate curve on the j
harmonic (x i (t) denotes the approximation of x i (t) in terms of the first D app harmonics).
186
As in standard PCA, these coefficients are typically referred to as scores.
187
Although it offers an optimal dimensionality reduction with respect to the total mean squared error, the orthonormal basis might not be ideal to represent the information. The varimax algorithm [Kaiser , 1958] can be applied to find a suitable rotation that improve data interpretation while preserving the optimality of the result in terms of explained variance [Richman, 1986; Ramsay et al., 2009] . Therefore, without any further loss of information, the approximate curves can be written as
is the projection of the deviation from the mean of the i th curves on the rotated harmonic 188 ζ j (t).
189
An analogous procedure is applied to the sample of exact responses in the learning set,
..,N l , which is approximated as
whereȳ(t) is the average, η j (t) the j th harmonic of the (varimax) rotated orthonormal basis {η i (t)} i=1,...,Dex , and
the score with respect to η j (t 
which is a particular case of the functional linear model in Eq. 1 and corresponds to
198
T (x i )(t) = β 0 (t) + x i (t)β i (t). The Concurrent model will be used as baseline in our nu-199 merical application, and compared to our FPCA-based prediction approach.
201
To simplify the exposition, in the following we assume that the same number of har- 
209
Given N l ≤ N r pairs of accurate and proxy responses, {(x i (t),ỹ i (t))} i=1,...,N l , we postulate that there exists a (D + 1) × D matrix of real-valued coefficients β (with line index starting at 0, by convention) and a N l × D error matrix E, such that for any
where β ij and e ij are the components of β and E, respectively. The errors, e ij , are implicitly assumed to be Gaussian with zero mean and variance σ 2 j , which depends only on j. In matrix notation, the statistical model reads 
212
In the statistics literature, solving Eq. 15 for the coefficient matrix β is referred to as a multivariate multiple regression problem ( [Fox and Weisberg, 2011; Hastie et al., 2009] ).
A simpler regression problem can be obtained by separating the regression models for the D responses, hence solving D independent regression problems
where C (j) is the j th column of the score matrix C. A very convenient fact is that the columns of the Ordinary Least Squares (OLS) estimator of β coincides with the concatenated OLS estimators of β (j) [Hastie et al., 2009] , that is
where β (j) are the columns of the OLS estimator β (hereafter, the hat denotes the C, together with a brief outline of the derivation.
Prediction of the exact response from the proxy response
Once the OLS estimatorβ has been obtained, the regression model is used to predict the exact response for all N r geostatistical realizations on the basis of the corresponding proxy responsesx i (t). The predicted exact response for the i th realization iŝ
whereĉ
are the estimates of the scores with respect to the rotated harmonics.
219
The estimator of the linear regression model allows us to predict theĉ ij scores solely 220 from the scores b ij of the proxy responses, hence predictingỹ i (t) without solving the 221 exact model. We emphasize the difference between the proxy response
which is the projection onto the lower dimensional space defined by the first D harmonics,
223
{ζ j } j=1,...,D ), and the predicted exact responseŷ i (t): they both approximate the "true" 
Numerical test case: An idealized NAPL pollution problem
We consider an idealized groundwater pollution problem in which the fate of a NAPL 234 plume has to be predicted. We model a portion of aquifer as a vertical 2D domain of 235 length 10.8m and depth 5.1m discretized into cells of size 10cm×10cm. Gravity effects are 236 neglected, which implies that the density of the NAPL phase is equal to the water density.
237
No-flow boundary conditions are imposed at the upper and lower boundaries, whereas the 238 pressure is fixed at the right boundary. The contaminant is released at the left boundary
239
(a constant influx is assigned) and displaces the water initially present in aquifer. We are [Scheidt and Caers, 2009a] ). The medoids define the subset of realizations,
for which the exact responses are computed by solving the multiphase transport problem. functions). The 20 pairs of spline-interpolated proxy and exact curves in the learning set, Fig. 4 . 
Understanding the data using FPCA
To extract the relevant information from the data and to reduce the problem dimension-289 ality, we apply FPCA independently to both sets of approximate and exact curves in the 290 learning set. As in standard PCA, if all the components (harmonics) are considered, no 291 approximation is made and the data are represented exactly. However, the eigenvalues of 292 higher order harmonics decrease so fast that the first three components describe more than 293 97% and 99% of the variability of proxy and exact curves, respectively. In the subspaces 294 defined by the first three harmonics, each curve is described by the corresponding three prediction than the Concurrent model, which is unable to significantly modify the shape 334 of the curves due to the use of only concurrent information.
335
The differences between predicted and exact curves are illustrated in Fig. 7c 
347
In many applications, the uncertainty is quantified in terms of the quantiles of the 348 responses. Fig. 7d learning set FPCA is then applied and the dimensionality is reduced as described above.
367
Again, we use the first three harmonics, which describe more than 98% of the variability 368 of the shape of the curves after the registration. An example of proxy, predicted and exact 369 curves after registration is shown in Fig. 9a for a realization that does not belong to the 370 learning set.
371
Beside the prediction of the shape, it is now necessary to predict the first arrival time by the predicted arrival time (these curves correspond to the registered curves in Fig. 9a ).
377
For the whole sample of realizations, the mean saturation error is close to zero and with 378 a standard deviation that remains below 0.04 (Fig. 9c) .
379
The predicted quantile curves (shown in Fig. 9d ) are in good agreement with the exact 380 quantile curves for P50 and P90, but P10 is biased. As the concurrent model would 
Conclusions
We have presented a novel methodology that combines elements of Functional Data
414
Analysis and Machine Learning to construct error models that improve uncertainty quan-415 tification. The approach is purpose-oriented as it is formulated directly on the quantity 416 of interest (in the case considered here, the contaminant breakthrough curve) rather than 417 on the state of the system (e.g., the entire saturation and pressure fields).
418
The core idea of the method is to construct an error model from a learning set containing 
426
The method has been tested for a synthetic contamination problem, in which the break- Finally, we observe that the proposed framework can be applied far beyond the con-471 tamination example that we have presented. It can be useful in virtually any situation 472 in which the most reliable technique has to be surrogated by an approximate method. 
where the absolute permeability, k, and the porosity, φ, are aquifer properties; p is the 487 pressure; µ n and µ w are the viscosities of NAPL and water, respectively; and k n and k w are 
494
Due to the nonlinearity of the relative permeability, the system above is computationally 495 expensive because the two equations are coupled and the pressure equation has to be 496 solved at any time step. This problem can be avoided by neglecting the nonlinearity of 497 the permeabilities, hence approximating the system above as
which corresponds to a simple tracer transport problem without mechanical dispersion.
minimizing the sum of squares under some penalty on the roughness of the functions to 
which allows the predicted response to depend on the functional covariate at all times, 508 but β(s, t) is now bivariate. The application of this model is known to be particularly 509 challenging as the smoothing constraints to be imposed is of paramount importance. To take into account the uncertainty stemming from the linear regression, we derive simultaneous confidence bands for the predicted curveŷ = b β η(t), where 1 − α is the level of confidence that the exact curveỹ(t) = b βη(t) is within the confidence bands for all t, that is
and, following the sketch of proof below, where
where η(t) the values of the exact harmonics; F (α) Fisher's α-quantile; andΣ the 512 covariance matrix of the errors estimated on the learning set.
513
The key step of the derivation is the use of Scheffe's Lemma that states that, for a symmetric and positive definite matrix Γ ∈ R p×p , the following statements are equivalent for any vector v ∈ R p and constant c > 0
Sketch of proof
The residualsÊ =Ĉ − C are centred and with covariance
where (Σ) jk = σ jk . Assuming that E is Gaussian entails thatβ is Gaussian, whereof c ∼
Dex . On the other hand, the usual estimatorΣ of Σ follows a Wishart distribution independently fromβ. We then obtain the following As the Hotelling T 2 -distribution can be expressed in term of the F -distribution, we can write that, with probability 1 − α,
where F to the realization in Fig. 3a) , the red curves to 3b), and the green curves to 3c). Figure 5 . The three first rotated functional principal components (harmonics) extracted from the learning set are plotted for the proxy curves (top) and for the exact curves (bottom). The solid line is the mean curve and the dotted lines represent the variability around the mean described by the corresponding harmonic. 
