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Supernovae are the explosive and luminous ends of life for a variety of types of star.
They exhibit a wide diversity of light-curve shapes and chemical abundances as a func-
tion of their type. The physics of supernova explosions is one topic of ongoing research,
particularly the mechanisms by which supernovae expel their outer layers and create
remnants such as black holes and neutron stars. There is also much to be learnt about
the progenitor stars of supernovae, from observing, for instance, the sites of SN explo-
sions in pre-supernova imaging. Such a comparison of progenitor and supernova prop-
erties yields a direct picture of the end of the stellar evolutionary process. Supernovae
also show fundamentals of nuclear and particle physics acting on human timescales and
thus are perfect test-beds for such areas of science. However, what is of most interest
in this thesis is the connection between supernovae, galaxy evolution, and our Uni-
verse’s cosmology. This thesis presents novel techniques using supernovae as probes of
galaxy evolution and cosmology. The tight connection between core-collapse supernova
rates and star formation rates is firstly exploited to make significant contributions to
2 outstanding problems in the area of galaxy evolution: Core-collapse supernovae are
used to probe the sub-structure problem, or the surplus of observed low-mass galaxies
relative to the number predicted by simulations invoking a Λ-CDM cosmology, by de-
tecting previously missed low surface brightness galaxies at these supernova positions
and by utilising the relationship between the volumetric star formation rate density,
specific star formation rate and the galaxy stellar mass function. These supernova rates
are then utilised to measure the mean star formation rates of elliptical galaxies. It is
currently unknown whether these galaxies are entirely quiescent or are instead main-
taining a hard-to-measure low level of star formation at current epochs. Many Λ-CDM
simulations predict that the latter is the case, due to the ongoing influence of minor
mergers. Finally, the predictable luminosities of Type Ia supernovae are exploited for
their use as ‘standard candle’ distance indicators, allowing definitive tests to be made
for the effects of supernova environment on local measurements of the current rate of
expansion of our Universe.
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1.1 Supernovae: A History
Supernovae (SNe) are the explosive and luminous ends of life for a variety of types of
star. These phenomena play a crucial role in the chemical enrichment of our Universe,
as it is within these violent events that the vast majority of the heavy elements are
produced (e.g. Woosley & Weaver, 1986). As such, it is ancient SNe occurring about
our location in the Universe that we have to thank for many of the constituents of the
human body (Zoroddu et al., 2019).
Though originating in stars which are one in millions to trillions within their host galaxy,
these objects can briefly, over the timescale of weeks to months, rival the luminosity of
their host, and in the case of low-mass or dwarf galaxies even outshine them entirely
(e.g. Hamuy et al., 1996; Sabatini et al., 2003). This property of SNe means that they
have played a crucial role in the development of astronomy since antiquity. The year 185
AD marks the earliest known record of a potential SN event, when Chinese astronomers
recorded a ‘guest star’ in their night sky (Zhao et al., 2006). As this event, like all
SN discovered before the late 19th century, was within our own Milky Way, the object
would have been visible for many months with the naked eye. One can only imagine
the list of omens such an object would have been associated with.
Also recorded by Chinese astronomers in July 1054 was what is now known to be the
SN associated with the Crab Nebula (Collins et al., 1999). The central pulsar of this
nebula is the core remnant of the SN, and as such, is one of the only objects of its kind
with a precise birth-date (Lundgren et al., 1995). Tycho Brahe was the discoverer of
another early SN of the last millennium, which he labelled ‘Nova Stella’ in 1572 (e.g.
Krause et al., 2008). This is where the suffix, ‘nova’ originates. The Prefix, ‘super’, first
1
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introduced by Baade & Zwicky (1934), distinguishes the phenomena from novae, their
far less luminous cousins.
Given recent estimates of the stellar mass and star formation rate (SFR) of the Milky
Way (Licquia & Newman, 2015), SNe are expected to occur at an average rate of 2
per century in our galaxy. However, the last known Milky Way SN was recorded by
Johannes Kepler in 1604 (Baade, 1943), and so either an event is statistically long
overdue, measurements of our galaxy’s mass and SFR are significantly miscalculated,
or more-recent local SNe have occurred in particularly dust-obscured regions of our
galaxy which has prevented their detection (Van Den Bergh & Tammann, 1991).
The advent of astronomical instrumentation led to the first observation of an extra-
galactic SN in the late 19th century (De Vaucouleurs & Corwin, 1985). The 1970s saw
the introduction of the CCD chip (Boyle & Smith, 1970), the high sensitivity of which,
compared to photographic plates, accelerated the number of known SNe. Advances in
both instrumentation and computing power allowed for the first robotic SN surveys in
the 1990s, leading to the most periodic and unbiased scanning of the sky to date (e.g.
Perlmutter et al., 1992).
These milestones, plus the ever-increasing magnitude depth of SN surveys mean that
the number of SNe detected each year is ever increasing. As this text is written, in 2021,
there are approximately 8 × 104 SNe recorded in the Open Supernova Catalogue
(Guillochon et al., 2017), and over 6×104 of these have been detected in the last decade.
Furthermore, we are at the edge of another acceleration in their detection with the next
generation of wide-field SN surveys, such as that which is part of the 10-year legacy
survey of space and time (lsst), conducted by the Vera C. Rubin Observatory,
expected to come online in 2022 (Ivezić et al., 2019).
SNe are interesting phenomena to study in their own right: They exhibit a wide vari-
ety of light-curve shapes (or luminosity time evolution) and chemical abundances as a
function of their type (Botticella et al., 2016). The physics of SN explosions is one topic
of ongoing research, particularly the mechanisms by which SNe expel their outer layers
and create remnants such as black holes and neutron stars (Umeda & Nomoto, 2003).
SNe show fundamentals of nuclear and particle physics acting on human timescales
and thus are perfect test-beds for such areas of physics. There is also much to be
learnt about the progenitor stars of SNe from their violent deaths. For instance, the
sites of SN explosions can be examined in pre-SN imaging. By relating properties of
a now-deceased star such as luminosity, mass, metallicity and environment (including
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binarity) to the counterpart properties of the SNe, a direct picture of the end of the
stellar evolutionary process is obtained, available for comparison with the predictions
of evolutionary models (e.g. Eggenberger et al., 2008; Bersten et al., 2011). The most
famous example of a study of pre-SN imaging from a stellar evolution perspective relates
to SN1987A (McNaught et al., 1987; Gilmozzi, 1987). More recently, Hubble Space
Telescope (HST) imaging has made use of this technique to study several progenitor
stars (e.g. Li et al., 2006).
However, what is of most interest in this thesis is the connection between SNe, galaxy
evolution, and our Universe’s cosmology.
1.2 The Hierarchical Process & the Λ-CDM model
The now widely accepted picture for the evolution of galaxies is a ‘bottom-up’ hierarchi-
cal process in which structure first began to form via small dark matter (DM) density
fluctuations in the primordial Universe. As DM collapsed about the locations of over-
dense peaks, low-mass haloes formed, and the first galaxies subsequently formed from
the in-fall of baryonic matter into the potential wells of such haloes, before material
cooled to the point that star formation could be triggered (White & Rees, 1978).
Dark matter is the dominant mass constituent of the universe with ∼ 5 times the
abundance of ordinary baryonic matter (e.g. Bennett et al., 2013), and the evolution
of a galaxy’s gas structure is thus determined by the evolution of the host DM halo.
Haloes in denser environments began to assemble into larger and more massive haloes
via gravitational interaction, producing the range of galaxy masses we observe at current
epochs (Mo & White, 1996).
This hierarchical process is a key property of the Λ-CDM model, i.e. the parameterisa-
tion of the cosmological model which invokes a cosmological constant associated with
the Universe’s observed accelerating expansion (‘Λ’ in Einstein’s field equations of gen-
eral relativity; Einstein 1916) and which features DM particles travelling at velocities
of a small fraction of the speed of light (the ‘Cold’ in Cold Dark Matter). This model
is widely accepted as the ‘standard model’ of cosmology due to the fact that it simul-
taneously reproduces various observed properties of the Universe, one of which is the
existence and structure of the cosmic microwave background. Its fluctuation size power
spectrum indicates the preferential size of initial density fluctuations in the primordial
Universe; a size consistent with Λ-CDM model predictions and a hierarchical formation
of structure (Smoot et al., 1992; Bennett et al., 2013; Planck Collaboration et al., 2014).
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Invoking instead the differing prescription of Warm Dark Matter (WDM), density fluc-
tuations would be expected to be suppressed below a certain mass as a function of
the DM particle mass (Bode et al., 2001), affecting the number of predicted low mass
haloes. Forcing WDM models to match low mass halo counts, the slope of the obser-
vationally well-constrained Tully-Fisher (Luminosity vs Rotational Velocity) relation
(Tully & Fisher, 1977) no longer matches observations (Kang et al., 2013), indicating
the role of WDM in early structure formation is, at most, small. Λ-CDM also re-
produces the observed large-scale structure, with model results matching the observed
complex filaments and cosmic web (Benson, 2010). The predicted relative abundances
of elements in the Universe are also found to be consistent with observation, as is the
acceleration of the Universe (one mode of calculation of this acceleration is through
the study of SNe as discussed in Chapter 3), explained through the invocation of dark
energy.
For the numerous successes of Λ-CDM and the hierarchical process, there remain a num-
ber of fundamental problems that have yet to be explained through existing methodolo-
gies. In this thesis, the overriding aim is to reach a solution to the following
three problems:
1. The Sub-Structure Problem: Is the observed surplus of low-mass / dwarf
galaxies, relative to the number predicted by simulations invoking Λ-CDM, gen-
uine ?
2. The Star Formation Rates of Elliptical Galaxies: At present epochs, are
ellipticals truly quiescent, given that Λ-CDM predicts a low-level of star formation
maintained by mergers?
3. The Hubble Tension: What is the cause of the persistent discrepancy between
local (z . 0.1) estimates of the Hubble Constant (or the current rate of expansion
of the Universe) and predictions from sound-horizon physics?
Problems 1 & 2 will be described in detail in Chapter 2 (in Sections 2.1 & 2.2, respec-
tively), as will Problem 3, in Chapter 3. The novel concept of this thesis is the
way in which a solution for each of these problems will be attempted to be
found: using SNe as statistical tools.
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1.3 Supernovae Physics and Properties
The most physically motivated mode to split SNe is into the classes of Core-Collapse
Supernovae (CCSNe) and Thermonuclear (Type Ia) SN. Sections 1.3.1 and 1.3.2 out-
line the physical origins of these two SN types, respectively, and discuss the reasons
for their applications to problems in galaxy evolution and cosmology within this thesis.
Section 1.3.3 then gives a more empirical overview of the range of observational proper-
ties of supernovae and how they can be separated into alternative sub-classes according
to empirical signatures.
1.3.1 Core-Collapse Supernovae
During the life of a star, the force of gravity is balanced by outward pressures maintained
by fusion reactions in the stellar core. During the main-sequence lifetime, hydrogen is
fused to form helium, dominantly via the pp-chain process in solar and sub-solar mass
systems, which are relatively cool stars, with temperatures between 10-14 MK, and
dominantly via the CNO-cycle in more massive, hotter systems, such as those which
will end their lives as core-collapse supernovae (Salaris & Cassisi, 2005). The latter is
a cyclic fusion chain in which carbon, nitrogen, and oxygen successively react with hy-
drogen nuclei to form helium along with neutrino, positron and gamma ray bi-products
(Borexino Collaboration et al., 2020). In CCSN progenitors, it takes approximately 5-20
Myrs for the hydrogen in their cores to be exhausted in this manner (Bressan et al.,
1981).
Next, hydrogen is burnt in a shell surrounding what is now a predominantly helium
core, causing an expansion of the star and a consequential cooling of the outer layers.
The massive star is now observed on the red supergiant branch. This cooling reduces
the pressure in the core, increasing the core temperature and allowing for the fusion
of helium. A convective, carbon-burning core is next surrounded by shells of He and
H. This process continues for successively heavier elements up to the masses of iron
and nickel. For such elements, more energy is required for further fusion reactions than
can be generated at the corresponding core temperatures due to their extremely high
binding energies (Fewell, 1995).
Once fusion reactions cease, outward pressures can no longer prevent gravitational col-
lapse. The outer layers of the core collapse inwards at up to 70000 km s−1 (Fryer &
New, 2011). Once a given pressure is reached, it becomes favourable for protons and
electrons to merge via inverse beta decay into neutrons and neutrinos. Core-collapse
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is eventually halted by neutron degeneracy pressure and strong-force repulsion. In the
case of stars with initial masses & 40 M, where the intense associated gravity may
overcome the gravitational potential energy, all that may be produced is a direct black
hole (Heger et al., 2003). Yet for stars with initial masses of ∼ 8-40 M, almost in-
stantaneously, the neutrinos produced in the aforementioned decay carry away energy
from the core and initiate a supernova explosion via their mass absorption by the outer
layers of the star (Hayakawa et al., 2006). The initial spike in luminosity is powered
in this manner, but the light curve is dominated and sustained by radioactive heating
of the ejecta, mainly through the decay of Ni-56 to Co-56 and Fe-56 which produces
gamma-rays (Hillebrandt & Niemeyer, 2000a).
The key property of CCSNe which will be exploited in this thesis is the extremely short
lifetimes of their progenitor stars, relative to the timescale of galaxy evolution. The
lower mass limit for zero-age main sequence stars that end their lives as CCSNe has been
closely constrained by numerous studies, with the review of Smartt (2009) presenting
a consensus value of 8 ± 1M. The upper-mass limit is much more uncertain, due to
the possibility that the highest mass stars may collapse directly to black holes, with
no visible explosion. However, it seems likely that stars at least as massive as 30M
explode as luminous CCSNe; Botticella et al. (2017) adopt an upper mass limit of 40M.
The corresponding range of lifetimes of CCSN progenitors is then something like 6 –
40Myr, for single star progenitors (see, e.g. Maund, 2017); mass-exchange in high-mass
binary stars can extend these lifetimes (e.g. Smith & Tombleson, 2015). Even with this
extension, it is clear that on the timescales relevant for studies of galaxy evolution, rates
of CCSNe can be taken as direct and virtually instantaneous tracers of the current rate
of star formation.
1.3.2 Type Ia Supernovae
Type Ia SNe originate in binary star systems and do not require either star in this system
to be of high mass. The traditional picture of their progenitor system sees the accretion
of matter onto a carbon-oxygen white dwarf from a companion star, for example, a red
giant star (e.g. Nugent et al., 2011). This process continues until the dwarf approaches
a critical mass of 1.44 solar masses (M), known as the Chandrasekhar Limit. A
competing theory for the origin of the majority of Type Ia SNe is the double-degenerate
channel, which instead involves the interaction of two white dwarfs (e.g. Han, 1998).
What is not debated however is that these explosions are powered by a runaway ex-
plosion within the core of a white dwarf (e.g. Hillebrandt & Niemeyer, 2000b). The
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fact that these objects explode at a critical mass means they produce a notably narrow
distribution of luminosities once corrected empirically for light curve shape (Phillips,
1993; Tripp, 1998; Guy et al., 2007; Richardson et al., 2014, see also Figure 1.2). This
factor has led to their frequent use as ‘Standard Candle’ distance indicators, which gives
them 2 main applications. Firstly, by measuring the distance to a galaxy via a Type Ia
SN residing within it, intrinsic galaxy properties such as stellar mass and physical size
can be accurately inferred (e.g. Holwerda et al., 2015). Secondly, and most importantly
for this thesis, they can be used as cosmological probes (e.g. Tully et al., 2013; Riess
et al., 2016), as is discussed in detail in Chapter 3.
The delay-time distribution of Type Ia Supernovae is the probability of such a supernova
type occurring at a given location in the Universe as a function of time since a burst
of star formation at that same location. Following this burst, there is an initial period
of zero probability of observing an associated Type Ia, corresponding to the time taken
for the first white dwarfs to form from this burst. Estimates of this initial period vary
from ∼ 40 to 100 Myr (Maoz et al., 2012; Heringer et al., 2019). The shape of the
delay-time distribution is still an active source of debate, and depends on factors such
as the distribution of orbital separations of white dwarfs after a common-envelope phase
(in the double-degenerate scenario; Ivanova et al. 2013), and the mass transfer efficiency
and binary ratio of stars (in the single-degenerate scenario; Greggio 2005). The broad
consensus is that the Type Ia SN probability peaks ∼ 1 Gyr following star formation
and decays according to a power law with a slope between –1 and –1.5 (Maoz et al.,
2012; Heringer et al., 2017, 2019). This means that, unlike core-collapse supernovae,
the lifetimes of Type Ia progenitors can rival the timescales of galaxy evolution, and
therefore, their frequencies are not directly linked to their environments’ recent star
formation rates.
1.3.3 Observational Properties of Supernovae
One alternative, more observationally motivated way to subdivide SNe is by the quantity
of hydrogen in their early-time spectra: Type I SNe are characterised by a lack of
hydrogen in their spectra near peak light, whereas Type II SN spectra instead exhibit
hydrogen lines in abundance at similar epochs (e.g. Turatto, 2003). Type Ia SNe also
have pronounced Si-II absorption features in their spectra. Type Ib and Ic SN spectra
are distinguished by the respective presence or absence of He I lines.
Type II SNe are most commonly divided into 4 sub-classes via a combination of their
spectral and light curve properties. Type IIP SNe are the most common Type II variety
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(Richardson et al., 2014), which are characterised by a short decline from maximum light
followed by a plateau of 2-3 months (Wheeler & Harkness, 1990). It should be noted
that any chemical-based SN classifications are based on abundances in the optically
thin outermost layers of the supernovae: The Type IIP plateau is thought to be caused
by the increase in opacity of the outer layers of the supernova which occurs due to
shock heating and ionization of these layers’ hydrogen as the supernova wave-front
propagates. This high opacity prevents the escape of photons, keeping the luminosity
relatively constant. Once the hydrogen in the outer layers has cooled sufficiently for
recombination, the opacity is reduced and photons can escape, ending the plateau phase
(Doggett & Branch, 1985).
Type IIL SNe show the most rapid linear decline to luminosity of the 4 sub-types as
shown in Figure 1.2. Type IIn SNe have a notably slow light curve evolution. Strong
Balmer lines dominate the spectra for this subclass, thought to be caused by the inter-
action of the SN ejecta with a particularly dense circumstellar medium, itself thought
to be associated with mass loss from the progenitor star (Filippenko, 1997).
Finally, Type IIb SNe show evidence of hydrogen in spectra taken close to the epoch
of maximum light, yet this abundance fades soon after peak light, and is replaced
by spectral properties similar to a Type Ib supernova, when a notable abundance of
He-I arises. Type IIb SNe could occur if a progenitor star had expelled almost all
of its hydrogen envelope. With the expansion of the ejecta, the hydrogen layers would
eventually become transparent, revealing a hidden abundance of helium (Utrobin, 1996).
Figure 1.1 highlights some key differences in the spectra of common supernova types.
Figure 1.2 shows schematic light curves for several of the aforementioned SN types. It
is clear from the similarities in several of these light curves that the combination of
spectral and photometric information is often required for the confident classification
of SNe (see Chapter 2).
1.4 This Thesis
To summarise the motivations of this chapter, this thesis will attempt to solve 3 key
outstanding problems in the topics of galaxy evolution and cosmology using SNe as
novel tools. These problems are:
1. The Sub-Structure Problem
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Figure 1.1: Example spectra demonstrating the chemical properties of differing SN
types as a function of rest-frame wavelength (adapted from Filippenko 1997). Each
spectrum shown was measured approximately 1 week after the epoch of maximum
light.
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Figure 1.2: Schematic light curves of various SN types, adapted from Wheeler &
Harkness (1990) and re-scaled such that peak B-band magnitudes match those esti-
mated by Richardson et al. (2014) (i.e. the values inset within the figure, along with
their standard deviation within volume limited samples of each SN type.)
2. The Star Formation Rates of Elliptical Galaxies
3. The Hubble Tension
Chapter 2 attempts to address Problems 1 & 2, using CCSNe as probes of star for-
mation and galaxy number density. Chapter 3 lends its focus to Problem 3, in which
Type Ia SNe are used as standard candle distance indicators to study the current rate of
expansion of our Universe, or the Hubble Constant. More specifically, the relationship
between the environment of the SNe and measurements of the Hubble Constant will be
explored in detail. Finally, Chapter 4 presents a summary of the findings of this thesis,
outlines the potential solutions to the aforementioned problems with our understanding
of the hierarchical formation and the Λ-CDM model, and suggests how the next gener-
ation of SN and galaxy surveys coupled with the methods of this thesis might lead to a
deeper understanding of our Universe.
Chapter 2
Core-Collapse Supernovae
as Tracers of Galaxy Evolution
2.1 The Galaxy Stellar Mass Function and Low Surface
Brightness Galaxies from Core-Collapse Supernovae
2.1.1 The Sub-Structure Problem
The GSMF is a direct probe of galaxy evolution, as mass is known to be a primary
driver of differences in galaxy evolution. For example, Kauffmann et al. (2003) find
galaxy colours, star-formation rates and internal structure all correlate strongly with
stellar mass. It is argued by Thomas et al. (2010) that early-type galaxy formation
is independent of environment and controlled solely by self-regulation processes, which
depend only on intrinsic galaxy properties including mass. Pasquali et al. (2009) demon-
strate that star-formation and AGN activity show the strongest correlations with stellar
mass. Past attempts to measure the low-redshift GSMF have established clear evidence
of a low-mass upturn in galaxy counts, indicating that low mass galaxies dominate the
galaxy population by number at current epochs (Baldry et al. 2012; see also Cole et al.
2001; Bell et al. 2003; Baldry et al. 2008; Li & White 2009; Kelvin et al. 2014)
The majority of cosmological simulations today invoke a Λ-CDM description of our
Universe, due to its ability to simultaneously reproduce various observable properties
of the Universe (Perlmutter et al., 1999; Bennett et al., 2013). Despite these successes,
a major challenge to the Λ-CDM model today is the 'sub-structure problem'. Numbers
of dwarf galaxies as predicted by straightforward simulations are significantly larger
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than those observed, and as a consequence, so too is the overall number of galaxies on
cosmological scales (Moore et al., 1999). This discrepancy in dwarf galaxy counts is
reflected in the form of the GSMF.
The observed number density of dwarf galaxies increases down to ∼ 108 M, below
which the form of the GSMF is uncertain due to the incompleteness of low surface
brightness galaxy counts (e.g. Bell et al., 2003; Baldry et al., 2008; Drory et al., 2009;
Baldry et al., 2012; Tomczak et al., 2014; Wright et al., 2017). The related uncertainties
on the low mass counts mean that one cannot rule out a turn-down in number density
which would indicate the need to deviate from a Λ-CDM cosmology.
The majority of state-of-the-art cosmological simulations of galaxy evolution such as
eagle (Schaye et al., 2015; Crain et al., 2015) and illustris (Genel et al., 2014) hint
towards a power law rise to galaxy number counts in the dwarf regime, but these are
indeed only hints, as such a calculation pushes these simulations to the limits of their
resolution (See, e.g. Schaye et al. 2015). An accurate observational assessment of the
GSMF at low masses will be crucial for the next generation of cosmological simulations,
many of which will be intentionally tailored to dwarf galaxy science similar to Dubois
et al. (2020), who have recently utilised a 34-parsec resolution, 16 Mpc3 box, evolved
from a much larger 1 Gpc3 box to begin to study the dwarf galaxy regime as well as
the clumpiness of star formation in galaxies and the nature of the interstellar medium.
As increased resolution and box size becomes less computationally expensive, such sim-
ulations will require an improved observational benchmark, as the only information
currently available on dwarf galaxy counts are upper limits.
Almost all galaxy surveys suffer from a combination of magnitude and surface brightness
constraints (Cross & Driver, 2002; Wright et al., 2017). Most dwarf systems (typically
.108M, Kirby et al. 2013) have intrinsically lower surface brightnesses than their
higher mass counterparts, and consequently, the lower mass end of the GSMF may be
underestimated due to sample incompleteness, with lower surface brightness galaxies
more likely to be missed by galaxy surveys. The current observed number densities of
low mass galaxies can be treated as a lower limit when constraining evolutionary models
(Baldry et al., 2008).
Knowing the precise form of the GSMF is clearly crucial should one wish to use it as a
diagnostic of galaxy evolution. Developing techniques to increase completeness of the
low mass end of the GSMF must be the focus should one wish to use it to assess the
nature of the physics which controls this evolution.
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In this section, one such technique is developed and implemented, using the sdss-ii
supernova survey (Sako et al., 2018a) to produce a sample of galaxies located at
the positions of core-collapse supernovae (CCSNe). As CCSNe peak at luminosities
of 108 – 109 L, they can be used as pointers to their host galaxies, which may have
been missed from previous galaxy surveys due to their low surface brightness: The
Palomar Transient Factory (Law et al., 2009) located low surface brightness galaxies
(LSBGs) when combining SN positions with imaging taken pre-supernova or long after
SN peak epoch (Perley et al., 2016). As well as aiding the identification of LSBGs, a
galaxy selection using a complete sample of supernovae may significantly reduce surface
brightness and magnitude biases if the host galaxy is identified for each SN in a sample.
As detailed in Chapter 1, CCSNe are perhaps the most direct and indisputable tracers
of star formation available, due to the fact that their short lifetimes, relative to the
timescales of galaxy evolution, yield a tight link between the rates of star birth and star
death. Several studies have made use of CCSNe as an indicator of star formation
in the local Universe. On the most local scales, both Botticella et al. (2012) and
Xiao & Eldridge (2015) have compared CCSN rates and integrated star formation rates
within a spherical volume of radius 11Mpc centred on the Milky Way, finding good
agreement between observed and predicted numbers of SNe. A similar conclusion was
also reached by Cappellaro et al. (1999), looking at a rather more extended (mean
distance ∼40Mpc) sample of SNe and host galaxies. Other studies have used CCSNe to
probe star formation at intermediate redshifts, e.g. Dahlen et al. (2004) who investigated
the increase in the cosmic star-formation rate out to redshift ∼0.7, and Botticella et al.
(2017) whose sample of 50 SNe mainly occurred in host galaxies in the redshift range
0.3 – 1.0. Pushing to still higher redshifts, Strolger et al. (2015) have investigated
the cosmic SF history out to z∼2.5 using CCSNe within galaxies from the CANDELS
(Grogin et al., 2011) and CLASH (Postman et al., 2012) surveys.
Supernovae have also been used to investigate SF in different environments and types
of galaxies, e.g. in starbursts (Miluzio et al., 2013) and galaxies with Active Galactic
Nuclei (Wang et al., 2010), and to determine the metallicity dependence of the local SF
rate (Stoll et al., 2013).
By selecting galaxies using CCSNe and measuring galaxy stellar masses, the resultant
number densities as a function of mass imply CCSN-rate densities as a function of mass
(ρCCSN ) in units of yr−1Mpc−3, under the assumption that the CCSN sample itself is
complete. By assuming a relationship between core-collapse supernova rate and star-
formation rate, the star-formation rate density (SFRD; Myr−1Mpc−3) can be traced.
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The well-established star-forming galaxy main sequence (Noeske et al., 2007a; Davies
et al., 2016; McGaugh et al., 2017; Pearson et al., 2018) can then be used to determine
typical star-formation levels expected for a given stellar mass, to infer star-forming
galaxy number densities (Mpc−3) as a function of galaxy stellar mass (the GSMF),
such that ρCCSN → ρSFR → GSMF.
A programme similar to that in the present section was proposed by Conroy & Bullock
(2015) who suggested that SNe detected by the Large Synoptic Survey Telescope from
2021 could be used as a statistical probe of the numbers and stellar masses of dwarf
galaxies. The present section can be seen as a precursor to such a study.
The structure of the present section is as follows. Section 2.1.2 outlines in further de-
tail the connections between CCSN-rate density, star-formation rate density, and the
galaxy stellar mass function, along with the assumptions required to form them. In
Section 2.1.3 the relevant data sets are presented. Sections 2.1.4 and 2.1.5 presents
a methodology for drawing from these complete SN and galaxy samples, unbiased by
magnitude and surface brightness. Section 2.1.6 discusses the spectroscopic redshifts of
galaxies used where available, which are important for their stellar mass calculations.
Section 2.1.7 presents 2 original photometric redshift estimators which are used in the
absence of spectroscopic redshifts. Sections 2.1.11 and 2.1.12 present SFRD and star-
forming GSMF estimates respectively, both obtained via a CCSN host galaxy selection,
where comparison is drawn with existing SFRD and GSMF results, both observational
and simulated. Finally, Section 2.1.13 presents the relationship between galaxy surface
brightness and stellar mass for the sample of CCSN hosts. Therein, this relationship
is compared with predictions from recent hydrodynamical simulations to test the com-
patibility of observations with the Λ-CDM framework.
2.1.2 The Relationship Between Core Collapse Supernova Rate Den-
sity and the Star-Forming Galaxy Stellar Mass Function
In this section, the relationship between the CCSN-rate density, the SFRD, and the
GSMF is represented mathematically. This shows how one is able to arrive at an
estimate for the GSMF beginning with a measurement of the CCSN-rate density as a
function of host galaxy stellar mass (M).
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over a mass bin of width ∆ logM, where N is the number of galaxies in the bin, and V
is the volume. In other words, the GSMF is the number of galaxies, per unit volume,
per logarithmic bin of galaxy stellar mass.
The SFRD is often estimated for the entire galaxy population, particularly as a function
of redshift (Madau & Dickinson, 2014), but it can also be determined as a function of








where Si is the specific star-formation rate (SSFR) for each of the N galaxies in a bin.
In other words, the SFRD is the summed star-formation rate, per unit volume, per
logarithmic bin of stellar mass.
The SFRD can then be approximated by considering that the majority of star formation
in the Universe occurs on the galaxy main sequence (Noeske et al., 2007a; Davies et al.,
2016; McGaugh et al., 2017). This sequence represents the relation, and its scatter, of







where NSF is number of star-forming galaxies in the bin, M is the mid-point mass
(assuming ∆ logM 1), and S is the mean SSFR for star-forming galaxies.
A ‘star-forming galaxy’, here refers to all galaxies that are not permanently quenched
or virtually quenched with minimal residual star formation. In other words, these are
the galaxies that are represented by the cosmological SFRD as a function of mass. Note
that in the estimate of the mean S, one should include galaxies that are in a quiescent
phase but are otherwise representative of the typical star-forming population, and the
CCSN-host galaxy selection method presented in this chapter naturally leads to an
appropriate contribution from such galaxies. This is relevant for low-mass galaxies that
undergo more variation in their SFR with time (see, e.g. Skillman, 2005; Stinson et al.,
2007). The mean S should represent an average over duty cycles in this regime.
Comparing with Eq. 2.1, it is noted that the SFRD can be rewritten in terms of the
GSMF of star-forming galaxies ΦSF as follows
ρSFR(M) = S(M)M ΦSF(M) (2.4)
By using a parameterisation of SSFR with galaxy stellar mass, (e.g. Noeske et al., 2007a;
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Speagle et al., 2014), it is possible to estimate the GSMF for star-forming galaxies from
the SFRD or vice versa.
The observed CCSN-rate density is next considered, which is defined as the rate of
CCSNe observed over a defined volume of space (redshift and solid angle limited), per
unit volume, per logarithmic bin of galaxy stellar mass. From a non-targeted supernova







where nCCSN,obs is the number of observed CCSNe associated with galaxies in the bin,
and τ is the effective rest-frame time over which CCSNe could be identified. The time
period of the supernova survey, in the average frame of the host galaxies (τ), is shorter
than that in the observed frame (t), such that τ = t / (1+z).
The relationship between the CCSN rate and SFRD is then given by
ρCCSN,obs(M) = ρSFR(M) ε(M)R(M) (2.6)
where R is the mean ratio of CCSN rate to SFR, which is equivalent to the number
of core-collapse supernovae per mass of stars formed; and ε is the mean efficiency of
detecting supernovae. For an apparent-magnitude limited supernova survey, the latter
function accounts for varying brightnesses and types of supernova occurring in star-
forming galaxies of a given stellar mass, and the variation in extinction along different
lines of sight to the supernovae.





which explicitly relates CCSN-rate density to the star-forming GSMF. The connection
is given in terms of three functions of galaxy stellar mass: S is the SSFR relation of
the galaxy main sequence; R is the number of CCSNe per unit mass of stars formed;
and ε is the efficiency of detecting CCSNe, which depends on their luminosity function,
and also non-intrinsic effects of sample selection and survey strategy, in particular, the
limiting CCSN detection magnitude. The basic premise is that these should be a weak
function of galaxy stellar mass. The effects of varying ε on the CCSN-rate density is
investigated in Section 2.1.10. The effects of varying S on the GSMF are shown in
Section 2.1.12.
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2.1.3 Relevant Data Sets
The present section makes use of 3 data sets, all of which are data products of the sloan
digital sky survey (sdss). sdss is a large-area imaging survey of mainly the north
Galactic cap, with spectroscopy of ∼106 galaxies and stars, and ∼105 quasars (York
et al., 2000). The survey uses a dedicated, wide-field, 2.5 m telescope (Gunn et al.,
2006) at Apache Point Observatory, New Mexico. A 142 megapixel camera, using a
drift-scan mode (Gunn et al., 2006), gathers data in 5 optical sloan broad band filters,
ugriz, approximately spanning the range from 3000 to 10,000 Å, on nights of good
seeing. Images are processed using the software of Lupton et al. (2001) and Stoughton
et al. (2002). Astrometric calibrations are achieved by Pier et al. (2003). Photometric
calibrations are achieved using methods described by Hogg et al. (2001) and Tucker
et al. (2006) via observations of primary standard stars observed on a neighbouring
0.5m telescope (Smith et al., 2002).
This chapter makes use of data associated with the stripe 82 Region, a 275 sq. degree
equatorial region of sky (Baldry et al., 2005). The region spans roughly 20h < R.A. <
4h and –1.26◦ < Decl. < 1.26◦. Between 1998 and 2004, the region was scanned ∼80
times. A further ∼200 images were taken between 2005 and 2007, as part of the sdss-ii
supernova survey (Frieman et al., 2008; Sako et al., 2018a).
The sdss-ii supernova survey data release outlined in Sako et al. (2018a) forms
the basis of the supernova sample used in this chapter. 10258 transient sources were
identified using repeat ugriz imaging of the region, with light curves and follow-up
spectra used for transient classifications, all of which are utilised in this chapter to
produce a SN sample, with great care taken to ensure its completeness and the removal
of non-SN transients.
One aims to produce a galaxy sample selected via the SNe which they host. Host galaxies
for many of the transient sources were already identified as part of the Supernova Survey.
However, in the present section, host-galaxy identification is revisited for 2 reasons: i)
There is now access to deeper, coadded sdss imaging with which to search for the host
galaxy. ii) There is often a natural bias towards assigning a transient to a higher surface
brightness galaxy when one or more lower surface brightness galaxy is nearby. The
method of transient-galaxy matching presented in this section is specifically designed
to address this bias.
To form this galaxy sample, both single epoch imaging and multiple epoch sdss imaging
are utilised. Single epoch imaging published as part of sdss-iv dr14 forms the initial
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galaxy sample (often referred to in the present section as the sdss sample for simplicity),
and the sample of stars used for the removal of variable stars from the SN sample, as
outlined in Sections 2.1.4.1 and 2.1.5.1 respectively. Galaxy and star classification is
described in Section 4.4.6 of Stoughton et al. (2002).
Next, coadds of multiple epoch imaging are utilised. The iac stripe 82 legacy project
(Fliri & Trujillo, 2016) performed median stacking of existing stripe 82 legacy data,
with additional complex sky-subtraction routines applied thereafter, in order to reach
the extremely faint limits of the data (∼28.5 mag arcsec2 to 3σ for 10×10 arcsec2). The
iac stripe 82 legacy catalogue hence forms a deeper sample of objects used in this
section. Approximately 100 single epoch images are median stacked per SN region, to
produce the deeper imaging crucial for LSBG detection. From this coadded imaging
the aim is to identify additional low-surface brightness galaxies not found by the sdss
sample. iac stripe 82 image mosaicking and postage stamp creation about the posi-
tions of SNe, crucial for host galaxy identifications, are completed using the Cutout and
Mosaicking Tool, part of the ARI Survey Imaging Tools. The completeness of the sdss
sample is compared with the sample found by Fliri & Trujillo (2016) from this coadded
data, as well as with a SExtractor implementation designed as a bespoke search for
CCSN host galaxies, using the same data (Section 2.1.5.3), in order to demonstrate the
sensitivity of results to sample incompleteness.
Redshift estimates are also required for the SN-galaxy pairs. Approximately 480 of the
SN candidates have spectra of their own, from ten sources outlined in Frieman et al.
(2008). Host galaxy spectroscopic redshifts for SN-galaxy pairs are only used once the
host galaxy has been confidently identified. The galaxy spectra utilised stem from 3
main sources within sdss. These are the sdss-ii legacy (York et al., 2000), sdss-ii
southern (Baldry et al., 2005), and sdss-iii boss/sdss-iv eboss surveys (Dawson
et al., 2013, 2016). The latter contains spectroscopy for galaxies identified as the hosts
of 3743 of the 10258 SN candidates in Sako et al. (2018a), approximately a third of which
are identified as non-supernovae as a result. Supernova redshifts are used in cases where
both are available. Photometric redshifts of galaxies are calculated from the coadded
photometry in cases where no spectroscopic redshift is available for a SN-galaxy pair,
as outlined in Section 2.1.7.1.
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2.1.4 Selection of the Supernova Sample
2.1.4.1 Star Removal
In order to produce a sample of core-collapse supernovae (CCSNe), a focus is given to
the removal of non-supernovae from the sdss-ii supernova survey sample. 10258
transient sources were found by Sako et al. (2018a). Their classification attempts are
built upon by firstly removing those transient sources categorised as variable stars (ob-
jects detected over multiple observing seasons) and AGN (identified spectroscopically
via their broad hydrogen lines).
The main SN classifications of Sako et al. (2018a) are Type II, Type Ib/c, and Type Ia
SNe. One wishes to remove Type Ia SNe to obtain a CCSN sample in order to trace
star formation rates. However, likely Type Ia SNe are left in the sample at this stage to
search for LSBGs and to increase the size of the training sample used for the estimations
of galaxy redshifts, as described in Section 2.1.7.1. At this stage, the sample consists
of 6127 transients. Of these objects, 1809 are spectroscopically confirmed SNe and a
further 2305 are, photometrically, deemed very likely to be supernovae, via a combi-
nation of Bayesian, nearest-neighbour and light-curve fit probabilities (see Sako et al.
(2018a) for a full description). Those remaining are classified as 'Unknown'. However,
these objects may still be supernovae. For several of these objects it may simply be
unclear from the photometry what type of supernova is being seen. For instance, if
probabilities derived from the 3 aforementioned techniques give a reasonable likelihood
for more than 1 of Type Ia, Ib/c or II, the object will be classified as 'Unknown'.
Transient positions are matched with all objects of the sdss-iv dr14 photoprimary
catalogue located in the stripe 82 region with Galactic extinction-corrected r -band
magnitude < 22.0 (Petrosian, psf or model) (∼ 107 objects). This is referred to as
the sdss catalogue in the remainder of the present chapter, for simplicity. Additional
variable stars are found in the SN sample by computing the separations between sdss
stars and all transients without a spectroscopic SN classification. Variable stars are
identified as those objects found within 1" of an sdss star. This 1" transient – star
separation cut-off was chosen following inspection of Figure 2.1.
The counts of non-associated transient–star pairs rise as the square of their separation.
Additional counts arise below a separation of approximately 1" due to genuine associa-
tion between the transient and sdss object, and the detection is deemed to have arisen
from the star. 718 stars are removed from the supernova sample in this manner, leaving
a sample of 5549 transients. Most of these transients are likely to be SNe, but some may
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Figure 2.1: A histogram of sky separation between each sdss-ii SN survey tran-
sient and each star in the sdss-iv dr14 photoprimary catalogue. The red solid
line represents these transient–star pairings. The grey dotted line represents all
spectroscopically-confirmed-SN–star pairings. The dashed line shows the n = 2 power-
law expected to be followed by unassociated transient-star pairs. For a transient–star
separation . 1" transients are likely to be variable light from the nearby star, and not
supernovae.
be QSOs. Redshift information helps distinguish SNe and QSOs. However, not all of
these transients have spectroscopic redshifts, as outlined in Section 2.1.3. Therefore, all
remaining transients are kept in the sample at this stage, until each source is matched
to its host galaxy, for which a spectroscopic redshift may be available.
2.1.4.2 SN Apparent Peak Magnitude Cut
With stars removed, attention is turned to the completeness of the sample. The r -
band supernova peak-magnitude (rSN,peak) distribution is found to follow a power-law
up to ∼ 21.8, beyond which the slope decreases, as shown in Figure 2.2. A power-
law increase to counts is expected due to the increased volume sampled as mean SN
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Figure 2.2: The r -band supernova peak-magnitude distribution of all supernova
candidates in the SDSS-II Supernovae Survey following star and AGN removal. The
dashed line shows the power law fit to the SN number density for 19.8 < rSN,peak <
21.8. The vertical dotted line corresponds to rSN,peak = 21.8.
apparent magnitude becomes fainter. A deviation from this power-law for rSN,peak >
21.8 hence indicates incompleteness. Henceforth, a cut is implemented to include only
supernovae brighter than rSN,peak = 21.8. Approximately 25% of the aforementioned
removed stars are brighter than this cut. Table 2.1 shows the SN sample sizes following
the removal of stars and spectroscopically confirmed AGN. SN counts are also given as
a function of SN type. The rSN,peak = 21.8 SN apparent magnitude cut reduces the
sample to 2931 SNe.
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Table 2.1: Transient counts as a function of type, built from the sdss-ii supernova
survey sample of 10258 transients. Counts are divided into: i) those rejected by a
magnitude cut, rSN,peak > 21.8, because of sample incompleteness for fainter tran-
sients; ii) those brighter than rSN,peak < 21.8 but rejected as variable stars or AGN;
and iii) those that are selected for the SN sample in this section. Variable star counts
are shown as the summation of those classified by Sako et al. (2018a), by host match-
ing to single-epoch sdss imaging, and to iac stripe 82 legacy coadded imaging.
AGN counts are shown as the summation of those classified by Sako et al. (2018a),
by host matching to single-epoch sdss imaging, and from redshifts that indicate the
host is a QSO (See Sections 2.1.5.1 to 2.1.5.3). Counts are also subdivided into those
classified using spectroscopy and those using photometry.
transient type spec phot total
rSN,peak > 21.8
(5257)
Ia 301 302 603
Ib/c 17 12 29
II 149 813 962
SL 0 0 0
Unknown 0 884 884
Variable Star 0 2416 2416
AGN 363 0 363
rSN,peak < 21.8
rejected (2545)
Variable Star 0 1342 + 185 + 294 1821




Ia 966 267 1233
Ib/c 51 7 58
II 274 207 481
SL 3 0 3
Unknown 0 681 681
Total - 2848 7410 10258
2.1.5 Supernova Host Galaxy Identification
2.1.5.1 The sdss Catalogue
Following supernova sample completeness checks, one aims to determine the correct
host galaxy for each supernova. Firstly, similar to the aforementioned transient–star
matching, for each supernova the separation from each sdss galaxy within a 130" radius
is found. This separation is then normalised to be in units of the galaxy' s Petrosian
radius. To do this, the following steps are taken:
1. Flag unreliable radii: Galaxy Petrosian radii calculations are deemed reliable
if all of the following sdss flag criteria (Lupton et al., 2001) are met:
a) NOPETRO = 0;
b) petroradErr_r > 0;
c) clean = 1;
d) petroR90Err_r/petroR90_r < 1.
2. Winsorize Petrosian Radii: Winsorization is the limiting of extreme values
to reduce the effects of potentially spurious outliers (Hastings et al., 1947). A
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minimum radius of 2" is set, and if the radius is flagged as unreliable, a maximum
radius of 10" is set. This maximum prevents a galaxy with an non-physically
large radius measurement from being matched to a distant, unassociated super-
nova. The radius minimum ensures SN-galaxy matches are not missed due to an
underestimation of radius. 2" is chosen as a minimum as it approximates the
radius of the lowest stellar mass galaxies known to be in sdss stripe 82 at the
lowest redshifts in the sample (see Section 2.1.6), whereas the maximum of 10"
corresponds to the 90th percentile of radius in the sdss stripe 82 galaxy sample.
3. Account for galaxy eccentricity: Axis ratio b/a from an exponential fit is
Winsorized to b/a > 0.5. From axis ratio and Petrosian radius, rgal,proj is calcu-
lated: this is the length on the sky, projected from the galaxy centre to the edge
of the galaxy ellipse, in the direction of the supernova, as shown schematically in
Figure 2.3.
SN-galaxy separation is then normalised to units of this projected galaxy radius, and
for each SN, the 3 galaxies with the lowest normalised separations are taken as the 3
most likely host candidates. The Petrosian radius is chosen for this method due to the
robustness of measurements over a large redshift range (Stoughton et al., 2002). To
improve confidence in the most likely host galaxy for each SN, the following 3 factors
are considered:
1. Is the normalised separation reasonable? A separation of < 1.25 galaxy radii
is deemed as a likely association, based on a similar analysis as seen in Figure 2.1.
If no galaxy lies within 1.25 radii of the SNe, the host is flagged as ambiguous.
2. Are SN and galaxy redshift compatible? The 10th and 90th percentiles of
expected SN absolute magnitude, drawn from Richardson et al. (2014), are used.
Different distributions are used for each SN type. A range of possible redshifts is
then draw from these and the observed SN apparent magnitude. Should the SN
and galaxy redshift appear inconsistent, the host is ambiguous.
3. Is the Petrosian radius reliable? (see above).
Each SN region is inspected using iac stripe 82 legacy coadded gri imaging (Fliri &
Trujillo, 2016), with the above flags used to aid the search for a host galaxy. Figure 2.4
shows example gri imaging used for inspection, with supernova position and host galaxy
candidates labelled. At this stage, SNe are only assigned to galaxies in the single-epoch
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Figure 2.3: A schematic representation of host galaxy radius as projected in the
direction of its SN, rgal,proj , where θ is the angle from galaxy centre to SN, φ is
position angle of the galaxy (both in degrees, from N to E), and where a and b are
the galaxy semi-major and semi-minor axes, respectively. The quantity of SN-galaxy
separation, normalised by rgal,proj , is the main criterion for deciding the most likely
host galaxy for each SN. See text for details.
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Figure 2.4: Example postage stamps of iac stripe 82 legacy coadded imaging,
centred on SN positions, used to inspect each SN region to identify its host galaxy.
SN catalogue ID, as listed in the sdss-ii supernova survey is indicated. Labels 1,
2 & 3 in each stamp indicate the central positions of the 3 normalised-nearest sdss
galaxies to the SN. Row 1: chosen to show a) a straightforward SN-galaxy match,
b) the successful resolution of satellite galaxies from their primaries, as well as a
particularly ambiguous case, c) resolved galaxies in group environments, and d) a case
involving extreme morphology. For a) to d), the normalised-nearest galaxy is chosen
as the host galaxy. Row 2: example SNe associated with newly identified LSBGs in
iac imaging. Uncatalogued SN hosts are missed by the sdss and iac catalogues due
to: g) and h) low-surface-brightness alone; f) being a close-in satellite or the lower-
luminosity constituent of a merger; or e) a bright neighbour. Rows 3-5: Examples of
newly identified LSBGs. Rows bin by mean galaxy stellar mass from a Monte Carlo
technique (see Section 2.1.8).
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imaging based sdss catalogue, such as to test the performance of the single-epoch
imaging for the task of host identification.
Following manual inspection of the coadded gri imaging, the above procedure finds that
86% of rSN,peak < 21.8 supernovae are matched to an r < 22.0 sdss galaxy. 96% of
these are ultimately assigned to their normalised-nearest galaxy. When deciding the
normalised nearest galaxy to each SN without accounting for galaxy ellipticity, this
fraction is reduced to ∼94%. Approximately 2% are matched to the second normalised-
nearest. Reasons why the normalised-nearest galaxy is not the SN host include that
fact that the galaxy extraction pipeline of sdss sometimes catalogues a galaxy's star-
forming region or the galaxy bulge as a galaxy in its own right. Another reason comes
in cases of extreme galaxy eccentricities or irregular galaxy morphologies. Only ∼0.1%
of SNe are assigned to the third normalised-nearest galaxy. The remaining ∼2% are
assigned to another r < 22.0 sdss galaxy outside of the 3 normalised-nearest galaxies.
The most common reason for this is again the case of bright galaxies with well-resolved
stellar/dust components, and in particular, where a bright bulge was catalogued as the
galaxy, and the disk was missed by the extraction pipeline altogether.
The importance of taking the described precautions before assigning SNe to host galaxies
is emphasised, as it is more likely that SNe belonging to dwarf or satellite galaxies are
assigned to the wrong host. Matching without caution would almost certainly cause a
biased selection towards brighter galaxies which would ultimately reflect in the GSMF.
In cases where a transient was not a spectroscopically confirmed supernova, and was
matched within 0.5 rgal,proj of an sdss galaxy with a previously classified QSO, the
AGN was assumed to be the source of the transient. This was the case for 98 objects.
Removing these leaves at this stage 2422 SN candidates with hosts found in single epoch
sdss imaging.
2.1.5.2 The iac stripe 82 legacy Catalogue
To find the host galaxy for the remaining 14% of SNe, attention is turned to the deeper
iac stripe 82 legacy Catalogue (Fliri & Trujillo, 2016), extracted from the same
coadded gri imaging used for the above manual inspection. Data are formed from the
median stacks of ∼100 images per supernova region, with individual epoch imaging
stemming from both the sdss-main data release (Stoughton et al., 2002) and from
repeat visits of the supernova regions between 2005 and 2007 as part of the sdss SN
survey (Sako et al., 2018a). Both the median stacks and SN peak-magnitude-epoch
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imaging are inspected to ensure that the point sources are not visible in the former,
and are visible in the latter, such that neither supernova nor host galaxy are spurious
detections.
The increased signal-to-noise achieved by the coadded imaging showed that 294 of the
objects matched to SN candidates which were classified by the single epoch imaging as
galaxies were more likely to be stars. The corresponding SN candidates were removed
accordingly, leaving at this stage 2128 galaxies identified from single-epoch imaging in
the SN host sample.
The sdss and iac catalogues were linked, by matching their objects within 2". Remov-
ing objects in common, the previous matching procedure is repeated using Kron-based
magnitudes and radii in the place of Petrosian measurements, due to the increased flex-
ibility of Kron-based magnitudes in capturing a large fraction of the object flux (Kron,
1980). Note that these objects have photometry only, and do not have redshift esti-
mates. Therefore, in these cases the possible redshift range and the trustworthiness of
the radius measurement are not considered in the matching procedure.
Nevertheless, ∼1% and ∼64% of the previously unmatched supernovae candidates are
matched to a star or to a galaxy from the iac catalogue, respectively. This still leaves
146 supernovae not matched to either a galaxy or a star in either catalogue. A bespoke
SExtractor procedure is therefore turned to, which is applied to the same coadded
imaging to attempt to locate the remaining host galaxies.
2.1.5.3 Bespoke LSBG Identification
Care is taken to obtain photometry for the remaining host galaxies, whilst simulta-
neously obtaining photometry for the previously matched objects which is consistent
with that found by sdss and iac. To do this, several SExtractor parameter setups
are considered (Bertin & Arnouts, 1996a), using different detection thresholds, mini-
mum aperture sizes, and smoothing filters, as shown in Table 2.2. ugriz magnitudes are
calculated using a fixed r -band defined, elliptical Kron aperture for all bands.
Each of these SExtractor setups is more prone to extracting spurious objects than the
last, due to its increasingly generous extraction threshold. However, as only detections
corresponding to the likely supernova host are kept, and as the supernova’s presence is
confirmed by visual inspection, the spurious detections are not deemed problematic.
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Table 2.2: SExtractor configurations used for a bespoke search for LSBGs. Pa-
rameters shown are the only parameters varied for each configuration, from the setup
of Fliri & Trujillo (2016) (here labelled IAC_S82). 2391 identified galaxies using the
setup IAC_S82 are matched to the SN catalogue. SExtractor configurations are im-
plemented in the order 1) to 6), and photometry from the first configuration to detect
the galaxy is used. Additional SN-galaxy matches with successive configurations are
indicated.
SExtractor Config. DETECT_MINAREA (sq. pix) DETECT_THRESH FILTER_NAME DEBLEND_NTHRESH DEBLEND_MINCONT Additional detections
1) IAC_S82 4 2 default 16 0.002 0
2) default_3.0 3 1 default 32 0.001 63
3) tophat_2.5 3 1 tophat_2.5_3x3 64 0.0001 28
4) mexhat_2.5 3 1 mexhat_2.5_7x7 64 0.0001 23
5) tophat_1.5 3 1 tophat_1.5_3x3 64 0.0001 18
6) gauss_1.5 2 0.5 gauss_1.5_3x3 64 0.0001 9
To maximise the reliability of photometry and to minimise the number of these false
detections, a galaxy catalogue is first generated using the first SExtractor setup, i.e.
the most reliable. This was the setup used by Fliri & Trujillo (2016), and their catalogue
is successfully reproduced. The aforementioned SN-galaxy matching procedure is then
completed using this catalogue. If the host galaxy is not found, the next SExtractor
setup is turned to, in order to create a catalogue of the previously missed objects, and
so on, for each setup, until a galaxy match is found for each SN. In the case of 5 SN,
none of the described SExtractor setups could automatically detect the galaxy host.
In these cases the presence of a host galaxy is still assumed, and a 2.5" circular aperture
is used for the galaxy's photometry, centred on the r -band SN position. Indeed, these
5 galaxies, along with their supernovae, may be spurious, but can still be used to assess
uncertainties on the form of the GSMF.
Using the above procedure, the photometry of the host galaxy is the photometry derived
from the SExtractor setup which first located it. The galaxies which required several
extraction attempts are therefore subject to the largest uncertainties. However, these
uncertainties are folded into results and can help constrain the form of the galaxy stellar
mass function considerably.
In the case that the object is detected in the r -band but is not detected in another band,
the magnitude is set to 3 times the sky noise in the aperture for that band. However,
using these magnitudes is avoided wherever possible. Only in the case of 6 galaxies
is one forced to use these magnitudes, due to the lack of reliable photometry in other
bands.
Row 2 of Figure 2.4 shows example iac stripe 82 legacy coadded imaging in which
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the supernova is centred on a newly identified LSBG from the bespoke search. Uncat-
alogued SN hosts were missed by the sdss and iac catalogues due to i) low-surface-
brightness alone; ii) a bright neighbour; or iii) being a close-in satellite or the lower-
luminosity constituent of a merger.
The different SExtractor setups shown in Table 2.2 were found to overcome different
problems faced by the sdss/iac extraction pipelines. For instance, a 'Mexican hat'-type
smoothing filter was particularly useful for identifying dwarf satellite galaxies close to
brighter companions.
2.1.5.4 A Summary of Data Products
For the same reasons given for a galaxy being missed by the sdss and iac catalogues,
it was found that ∼2% of hosts were incorrectly identified by Sako et al. (2018a). The
vast majority of galaxies constituting this 2% are more massive than the true SN host,
and thus their inclusion in the galaxy sample would have caused an underestimation of
dwarf galaxy counts.
Figure 2.5 shows the galaxy magnitude distributions of the 3 SN-matched catalogues
presented in this section, giving a clear comparison of their depth. Recall that the sdss
sample was selected to include only r < 22.0 (extinction corrected) galaxies. Thus, the
most direct comparison of r -band magnitude depth is between the iac data set and that
of the full sample produced in the present section. The (90th,99th) percentiles of galaxy
counts come at r -band magnitudes of (22.0,23.8) for the iac sample and (22.8,25.3) for
the bespoke sample, respectively.
One is able to test the success of the galaxy matching by using the relationship between
Galactic extinction-corrected SN peak apparent magnitude (rSN,peak) and redshift. Fig-
ure 2.6 shows this relationship for those SNe matched to a galaxy for which spectroscopic
redshift (zspec) is known. Redshift is plotted as ζ = ln(1 + z) (Baldry, 2018). For Type
Ia SNe, there is an approximate maximum SN redshift as a function of SN peak appar-
ent magnitude. CCSNe do not exhibit a relationship that is sufficiently sharp to set a
strict maximum redshift, but still follow the same underlying distribution in rSN,peak–ζ
space. One can hence test if a galaxy match is reasonable by verifying that the galaxy
spectroscopic redshift lies below the maximum redshift expected for that supernova.
For all host galaxies with redshifts exceeding their predicted maximum, given by the red
demarcation line in Figure 2.6), Further inspection of the coadded imaging is performed,
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Figure 2.5: Galaxy number densities as a function of Kron r -band magnitude calcu-
lated from a bespoke search of iac stripe 82 legacy coadded imaging for SN host
galaxies. All SN host galaxies are shown in black; in blue, only those host galaxies
known from the iac stripe 82 legacy catalogue; in green, only those known from
the sdss photoprimary catalogue.
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Figure 2.6: SN host galaxy spectroscopic redshift, expressed as ζspec = ln(1+zspec),
versus supernova peak r -band apparent magnitude (rSN,peak), corrected for Galactic
extinction. Black circles represent host galaxies with ∆χ2zspec > 0.4, representing more
confident redshift estimates. Grey circles represent host galaxies with spectroscopic
redshifts not satisfying this criterion. The dashed red line is the inferred line of max-
imum redshift as a function of rSN,peak, used to assess the validity of host galaxy
identification.
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to check for incorrect identification of SN hosts. However, in no case is a more sensible
host galaxy found according to this extra criterion.
Not only can Figure 2.6 be used to test galaxy matches, it can also be used as a
further check that all remaining transient objects are indeed SNe. The demarcation
line implies that the maximum redshift for the faintest SNe in the bespoke sample, at
rSN,peak = 21.8, is z = 0.48. This is hence the maximum trustworthy redshift for SNe
in the sample. Bolton et al. (2012) classify objects as QSOs from their spectra. Cross-
matching classifications with host galaxies, a sudden rise in QSO classification is found
at z = 0.48, with & 80% of z > 0.48 galaxies classified as QSOs. 83 transients assigned
to a galaxy with zspec > 0.48 are thus removed, citing the fact that the transient is
AGN in nature and not a SN, leaving a final sample of 2456 host galaxies for CCSNe
or Type Ia SNe.
Figure 2.7 shows SN-Galaxy separation in arcseconds plotted against Kron galaxy mag-
nitude. The same overall distribution is followed for each of the 3 galaxy subsamples:
sdss galaxies, iac galaxies, and newly identified LSBGs. SN-galaxy separation in-
creases towards brighter magnitudes due to the correlation of galaxy radius with galaxy
magnitude. Normalising separation by galaxy radius, no correlation is found between
magnitude and separation. This helps confirm that the SN-galaxy separations found
for the LSBGs are reasonable.
To summarise, the host galaxy for each supernovae in the sample has been located, with
great care taken to ensure the correct host is chosen. Following several steps taken to
remove contamination to the SN sample from AGN and variable stars, a sample of 2456
SN host galaxies is obtained. These galaxies were identified from single-epoch sdss
imaging (2046), the standard pipeline of multi-epoch iac stripe 82 legacy imaging
(262), and from a bespoke search for the hosts within the multi-epoch imaging (148).
The resultant galaxy sample, free of incompleteness, can now be used for the remainder
of this section.
2.1.6 Spectroscopic Redshifts
Following the determination of the sample one now requires galaxy stellar masses, in
order to calculate CCSN-rate densities, star-formation rate densities, and star-forming
galaxy number densities as a function of galaxy stellar mass. It is often useful to
define an approximate stellar mass that can be obtained from absolute magnitudes and
colours (Bell et al., 2003). This works reasonably well because of the correlation between
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Figure 2.7: SN–galaxy separation in arcseconds versus galaxy Kron r -band magni-
tude calculated from a bespoke search of iac stripe 82 legacy coadded imaging for
SN host galaxies. In black is shown galaxies found using the bespoke SN-host search
only; in blue, those found by the iac stripe 82 legacy survey; and in green, those
found by the sdss survey in the stripe 82 region.
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mass-to-light ratio and rest-frame color (Taylor et al., 2011). Following Bryant et al.
(2015), one can also effectively fold in the k-correction, and estimate a stellar mass from
distances and observed magnitudes as follows:
logM = −0.4i+ 0.4D + f(z) + g(z)(g − i)obs (2.8)
where D is the distance modulus, and f and g are two functions to be determined.
To calibrate the observed-magnitude-M relation, the GAMA stellar masses that were
determined by spectral-energy-distribution fitting (Taylor et al., 2011; Baldry et al.,
2018) are utilised. The data are binned in redshift over the range 0.002 < z < 0.35, in
18 regular intervals of redshift. The values for f and g are determined for each bin, and
finally f(z) and g(z) are fitted by polynomials. The coefficients obtained are (1.104,
–1.687, 9.193, –15.15) for f and (0.8237, 0.5908, –12.84, 26.40) for g, with the constant
terms first. Note because these are cubic functions, they cannot be reliably extrapolated
to z > 0.35.
Clearly, this prescription requires a galaxy redshift in order to calculate stellar mass.
Where available, the most reliable redshift for each galaxies is spectroscopic. The order
of preference for the spectroscopic redshift (zspec) used is as follows:
1. Galaxy redshifts obtained by either the sdss-ii legacy (York et al., 2000), sdss-ii
southern (Baldry et al., 2005), or sdss-iii boss/sdss-iv eboss surveys (Dawson
et al., 2013, 2016), and derived via a χ2 minimisation method described in Bolton
et al. (2012) (∼ 60% of the galaxy sample).
2. In the absence of galaxy spectra, supernova spectroscopic redshifts are used, de-
rived from the various sources outlined in Sako et al. (2018a) (a further ∼ 8% of
the sample).
3. With neither available, in cases where one is confident that the host galaxy which
was missed by sdss is tidally interacting with a galaxy possessing a spectroscopic
redshift, the redshift of the interacting galaxy is used (∼ 1% of the sample).
Approximately 70% of the galaxy sample have some form of spectroscopic redshift. For
the remaining galaxies, photometric redshift estimates are turned to, as described in
Section 2.1.7.1.
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2.1.7 Photometric Redshifts
Approximately 65% of the photometry-only galaxies have sdss KF-method (kd-tree
nearest-neighbour fitted) photometric redshift (zphot) estimates (Csabai et al., 2007;
Beck et al., 2016). However, for galaxies only found in the iac catalogue or from
the bespoke SExtractor implementation, no galaxy redshift is available. A supernova
photometric redshift is only known for ∼50% of these galaxies. The aim is to calculate
galaxy photometric redshifts for the remainder of the sample using 2 new empirical
method presented in this section. It is ultimately found that these methods are the
most reliable photometric redshift estimator of the four, and so these new methods are
used to calculate photometric redshifts for all photometry-only galaxies. Comparisons
are made between the performance of the 2 new methods throughout this section.
2.1.7.1 Photometric Redshifts from zmedic
For the first photometric redshift determination, iac stripe 82 legacy imaging (Fliri
& Trujillo, 2016) is used along with all available spectroscopic redshifts in stripe 82.
2.5" circular-aperture-derived ugriz colours (used to maximise signal to noise) and their
errors are utilised for the method, corrected for Galactic extinction as a function of
position, using the extinction maps of Schlegel et al. (1998).
A training set of galaxies is used to calculate an empirical relationship between galaxy
colours and redshift. The training set consists of a random 50% of galaxies for which
all of the following conditions are met:
1. sdss/boss spectroscopic galaxy redshift is known.
2. The difference between the χ2 values of the most likely and second most likely
redshift, i.e. ∆χ2, is > 0.4. The most likely redshifts were determined from best-fit
redshift templates (Dawson et al., 2013).
3. Galaxy 2.5" aperture magnitudes have S/N > 10 in each of the optical sloan
filters, corresponding to colour errors of .0.15 magnitudes.
Conditions (ii) to (iii) ensure the spectroscopic redshifts and colours that the colour-z
relation is trained on are reliable. The resulting training and validation sets each consist
of ∼22000 galaxies
Equation 2.9 (below) is used to relate galaxy colours to redshift, giving each colour
a coefficient. The optimal coefficients are those which yield an output zphot which
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resembles the known zspec for the training sample galaxy. The coefficients k1 and k2
in Equation 2.9 are used as scaling values, to normalise and linearise the relationship
between colours and zphot. This code is named zmedic (z Measured via Iteration of
Coefficients).
ζphot = (c1(u− g) + c2(g − r) + c3(r − i) + c4(i− z) + k1)k2 (2.9)
Optimal coefficients are found by producing random sets of numbers to iteratively ap-







The weights wi are chosen to give larger weight to confident zspec measurements and
more precise colours, and to even out weighting across redshift space. To ensure the
latter, the data are divided into ζ bins of width 0.05, normalising weights with a value,
Fbin, different for each bin, such that the sum of weights is the same in each bin. Thus,
the final form of the weights wi is 1/(χ2zspecFbin∆(i − z)). Due to the observed upper
limit to redshift as a function of SN apparent magnitude, given by the red demarcation
line in Figure 2.6, a constraint is added such that the set of coefficients do not result in
more than 10% of the sample lying above this redshift limit.
Figure 2.8 shows ζspec vs ζphot for each r -band magnitude bin, and the corresponding
values of σ for the validation set. The best-fit coefficients of Equation 2.9 are shown
in Table 2.3. Note that this colour-z relation is trained on both star-forming and
quiescent galaxies. Removing quiescent galaxies from the training set to better reflect
the SN hosts, no significant change is found to the optimal coefficients. Furthermore,
training instead on only the SN sample of host galaxies for which the above training
set selection criteria are met (∼400 galaxies), coefficients are similarly unaffected. The
effect of binning galaxies by r-band apparent magnitude is also tested, to check for
potential improvements to σ. No benefit to σ is found when dividing the large training
sample of ∼22000 galaxies into magnitude bins, but for the much smaller sample of
∼400 CCSN-host galaxies, binning by magnitude is found to reduce σ for the r ≤ 19.5
galaxies by ∼20%.
The redshift parameterisation of Equation 2.9 can be modified to deal with non-detections.
The optimal coefficients are calculated with every possible combination of colours. For
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Figure 2.8: Spectroscopic versus photometric redshift estimates from zmedic, de-
rived using 2.5" circular aperture-derived optical galaxy colours. Redshifts are repre-
sented as ζ = ln(1+z). The validation set of ∼22000 galaxies from the iac stripe
82 legacy catalogue is shown as black circles. The validation set of ∼400 SN host
galaxies found from a bespoke search of the same iac coadded imaging is shown as
cyan circles. All redshifts are calculated using the zmedic coefficients found from the
training set of ∼22000 galaxies. Weighted root-mean-square (rms) deviations (σ) in ζ
are indicated.
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Table 2.3: Best-fit values for the coefficients in Equation 2.9, as inferred from a
training set of ∼22000 galaxies, with coefficients calculated separately for 3 bins of
r -band galaxy magnitude, and for the entire training sample (labelled 'All').
c1 c2 c3 c4 k1 k2
All –0.21 0.32 –0.11 –0.03 0.18 0.90
r ≤ 17.5 –0.17 0.55 0.13 –0.38 0.18 1.97
17.5 < r ≤ 19.5 –0.15 0.35 –0.22 –0.12 0.13 0.74
r > 19.5 –0.19 0.38 –0.07 0.06 0.12 0.87
instance, if a non-detection is found for a galaxy in the g-band only, one is able to use
the optimal coefficients associated with the colours (u− r), (r− i) and (i− z), in order
to infer photometric redshift. The most common filter with non-detections for the host
galaxies is the u-band. Removing (u − g) colour increases σ by ∼20% and ∼2% for
r ≤ 19.5 and r > 19.5.
The method works over the redshift range of 0 < z < 0.4. Beyond this upper limit,
there are too few reliable spectroscopic redshifts in the sample for an assessment, and the
chosen relationship for all galaxies may be expected to break down due to evolutionary
effects and more complex k-corrections.
To emphasise, it is found that Equation 2.9 yields its most accurate redshift estimates
when using galaxy colours alone. The coefficients used are specific to 2.5" circular
aperture colours. The rms deviation values between photometric and spectroscopic
redshifts for this method are comparable to those using the sdss KF-method (Csabai
et al., 2007; Beck et al., 2016), and are substantially better than rms deviations using
a SN light-curve method (Guy et al., 2007).
2.1.7.2 Photometric Redshifts from scaled flux matching
The second photometric redshift technique introduced and utilised in this section is
named scaled flux matching (sfm). The is an empirical method that specifically
works in linear flux space (unlike e.g. Beck et al. 2016 that uses colours and magnitudes)
and requires a matching set of galaxies with reliable spec-z’s. The matching set were
chosen to have the sdss flag zwarning = 0, 0.002 < z < 1.226, reasonable S/N and
reasonable measured colours for the redshift range. (S/N> 10 in r and i bands, and
S/N> 5 in g and z bands, colours in the range −0.1 < u− g < 3.5, −0.1 < g− r < 2.2,
−0.1 < r− i < 1.5, −0.1 < i− z < 1.0.) The matching set consisted of 103 376 galaxies
out of a total sample of 117 690 (stripe 82 catalogue with sdss redshifts and SN hosts,
removing duplicates).
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where ni,j is the best-fit normalisation and the summation is over all the photometric
bands (k). The photometric errors σi,k were taken to be the linear flux errors from
SExtractor added in quadrature to fractional errors: 0.02fi,k for g, r, i, z and 0.05fi,k
for the u-band. Note aperture fluxes with radius 2.4′′ were used.
The reliability weight of the match is then given by:
wi,j = exp(−χ2i,j/2)Wj (2.12)
where Wj is the bin weight assigned to galaxy j of the matching set. This was obtained
by binning by 0.002 in ζ = ln(1 + z) (over the range 0.002–0.8) and with galaxies in a
bin given a weight of 1/nbin with a maximum weight of 1/25. Note also that wi,j is set
to zero where i and j refer to the same galaxy for calibration purposes.






where ζ is the appropriate quantity to use when dealing with redshift measurements
and errors (Baldry et al., 2018). The initial estimate of the uncertainty (or the nominal












which is the weighted standard deviation multiplied by a correction factor to obtain
the sample standard deviation, and Ni,eff is the effective number of measurements for
reliability weights.
For the zmedic photometric redshift method outlined in Section 2.1.7.1, the matching
set of galaxies was sub-divided by photo-z into bins of width 0.025, before the spec-z
distribution was determined for each bin. This yields a set of redshift probability density
functions (PDFs) which can be drawn from a Monte Carlo (MC) technique for a given
photo-z input, in order to calculate galaxy stellar masses and volume-limit the sample
(z < 0.2) for each iteration. A benefit of this technique is that it can account for any
systematic offsets between photo-z and spec-z, and PDFs need not be Gaussian.
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A shortcoming of the technique is that it does not account for errors on a galaxy-by-
galaxy basis. To mitigate against this problem, the scaled flux matching method
is modified as follows:
1. For each photo-z bin, galaxies are ranked by their nominal error estimated from
the sfm technique.
2. spec-z distributions are determined using galaxies from the 0th to 20th percentile,
and from the 80th to 100th percentile. These distributions are denoted P10(z) and
P90(z), respectively, which are normalised to integrate to unity.
3. If a galaxy (i) has a mean nominal sfm redshift error at the (j)th percentile of the
sfm error-ranked spectroscopic sample, then the PDF, Pi(z), used as the galaxy’s








This improvement to the method accounts for changes in photo-z vs spec-z space with
the sfm nominal error. This modified version of scaled flux matching is referred
to as ‘sfm + an advanced error analysis (aea)’.
A summary of how results for the SFRD and the GSMF depend on the choice of photo-
z technique is given in Section 2.1.13. However, unless stated, zmedic photometric
redshifts are utilised in this chapter.
With redshifts estimated, likely Type Ia supernovae are removed from the sample to
leave only likely CCSNe. In Section 2.1.9 the effects of assumptions for the nature of
the unknown-type SNe are examined. It is likely that the unknown-type fraction of the
sample consists of both CCSNe and Type Ia SNe, and it is discussed how attempts are
made to circumvent this problem.
2.1.8 A Monte Carlo Assessment of Uncertainties
The CCSN-rate densities, star-formation rate densities and hence galaxy stellar mass
functions that will be derived in this section are sensitive to redshift estimates in 2
ways: i) galaxy stellar masses are estimated using redshifts (see Equation 2.8); ii)
incompleteness of the sample is a function of redshift. Redshifts are required to volume
limit the sample. As small numbers of log(M/M) . 8.0 galaxies can significantly
change the form of the SFRD, and hence the GSMF, care msu be taken when utilising
photometric redshifts.
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Figure 2.9: As in Figure 2.8, but showing only the validation set of approximately
∼22000 iac stripe 82 legacy galaxies. Probability density functions (PDFs) of
spectroscopic redshift as a function of photometric redshift are superimposed; these
were used to model photometric redshift uncertainties. PDFs are calculated from a
multi-Gaussian kernel-density-estimation, in ζphot bins of width 0.025. Redshift PDFs
as a function of photometric redshift estimation are implemented into a 1000-iteration
Monte Carlo method to assess galaxy stellar mass uncertainties.
To circumvent this problem, a Monte Carlo technique is turned to. Firstly, to assess the
uncertainty in photometric redshifts, the ζspec vs ζphot space is divided into bins along
the ζphot axis. A histogram of counts along the ζspec axis is produced for each ζphot
bin, smoothed via a multi-Gaussian kernel-density estimation (kde) (Parzen, 1962). As
such, the ζspec distribution is obtained as a function of ζphot. Each kde can be used as
a probability density function (PDF) for a particular ζspec distribution as a function of
the ζphot input. These distributions are shown superimposed onto the combined ζspec
vs ζphot distribution in Figure 2.9. ζphot is found to be systematically greater than ζspec
at the highest values (ζphot & 0.3). The PDF is designed to statistically account for this
systematic when implemented into the Monte Carlo technique.
A 1000-iteration Monte Carlo code is then ran, where each photometric-galaxy's redshift
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is replaced by a value drawn from the probability density functions of redshift shown
in Figure 2.9. For spectroscopic galaxies, the spectroscopic redshift is used, and varied
for each Monte Carlo iteration according to its error. For each iteration a galaxy's z-
estimate is converted to a luminosity distance assuming an h = 0.7, Ωm = 0.3, ΩΛ = 0.7,
flat cosmology. g and i 2.5" circular-aperture-derived magnitudes, as well as elliptical
Kron-aperture-derived i-band magnitude, are varied with each iteration in accordance
with their uncertainties. This allows an estimate of the galaxy's stellar mass for each
iteration using Equation 2.8.
To volume limit the sample to obtain a SFRD, a z < 0.2 cut is made following each
Monte Carlo iteration. This cut is chosen to limit the effects of galaxy evolution at
higher redshifts, to match to the redshift cut of Gilbank et al. (2010), for the most direct
comparison of SFRDs, and to limit the effects of extinction on SN counts. At higher
redshifts, more SNe are near the detection limit of the survey, where a small amount
of extinction can make the SNe undetectable. Limiting the number of SN detections
sensitive to extinction decreases the reliance of results on the extinction model. Using
this cut, the number density of CCSNe as a function of host galaxy mass is estimated,
with galaxy stellar mass bins 0.2 dex in width. The mean of bin counts and the standard
deviation of bin counts is then taken over the 1000 iterations, for each bin.
2.1.9 Observed Core Collapse Supernova Rate Densities
Using Equation 2.5, one can convert number statistics of CCSNe as a function of host
galaxy stellar mass into volumetric CCSN-rate densities, given effective SN rest frame
survey time τ and survey volume V . CCSN-rate densities are corrected for cosmological
time dilation effects on survey time period as a function of redshift.
Figure 2.10 shows volumetric z < 0.2 CCSN number densities as a function of host
galaxy mass, derived from a Monte Carlo technique. Based on the redshift cut, sky
coverage and the effective span of the sdss-ii supernova survey [τ ∼ 270/(1 + z)
days], ∼ 10−7 CCSN yr−1Mpc−3h370 corresponds to 1 observed CCSN. Densities below
log (M/M) = 6.4 are not assessed, as below this mass the mean number counts per
bin descend below 1 for the full sample of galaxies found from a bespoke search for SN
hosts in iac stripe 82 legacy imaging. For this sample, CCSN number densities are
found to decrease as a power-law for log(M/M) . 9.0. To show the effects of selection
bias, CCSN number densities are also calculated using only those CCSNe assigned to
hosts in the sdss and iac galaxy catalogues. As expected, consistency is found at
higher masses, whilst a deviation in CCSN counts is found at lower host galaxy masses
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Figure 2.10: Volumetric CCSN-rate densities (z < 0.2) as a function of host galaxy
stellar mass. The black solid line shows galaxies derived from a bespoke search for
CCSN host galaxies in iac stripe 82 legacy imaging. The blue line shows CCSN
host galaxies known from the iac stripe 82 legacy galaxy catalogue. The green
line shows CCSN host galaxies known from the sdss stripe 82 galaxy catalogue.
Shaded regions indicate the 1σ of standard deviation from a Monte Carlo method
and Poisson errors. The dot-dashed grey line shows the bespoke sample but with all
galaxy masses derived using photometric redshifts, while the black dot-dashed line
shows all galaxy masses derived using spectroscopic redshifts (with galaxies omitted
where spectroscopic redshifts are unavailable). The grey dashed line shows the bespoke
sample but with all unknown-type SNe removed. The grey dotted line shows the
bespoke sample but with a redshift cut of z < 0.1.
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(log(M/M) < 9.0) due to decreased sample completeness. A double peak in number
density is observed, consisting of a primary peak at log(M/M) ∼ 10.8 and a secondary
peak at log(M/M) ∼ 9.4. Using the alternative stellar mass prescription of Gilbank
et al. (2010) in the Monte Carlo method, a modification of the prescription introduced
by Kauffmann et al. (2003), this double-peak is found to persist.
Error bars incorporate the uncertainties in redshift and in the stellar mass parameter-
isation, as well as the uncertainty in the nature of the unknown-type transients. The
work of Sako et al. (2018a) has here been built upon to deduce that these unknown-
types are very likely to be supernovae. However, each of these objects could be either
a CC or a Type Ia SN. Volume-limited SN number statistics, calculated by Richardson
et al. (2014), are used to derive a ratio of CCSNe to Type Ia SNe. This gives a pre-
dicted percentage of unknown-type SNe that are Type Ia, and for each Monte Carlo
iteration, this percentage of unknown-type SNe, selected at random, are removed from
the sample.
Figure 2.10 shows the effect of removing this fraction of unknown-type SNe from the
sample. Comparing with the full sample, no strong correlation is found .between the
percentage of SNe that are unknown-type and galaxy stellar mass. As such, a removal of
a percentage of unknown-type SNe to attempt to remove Type Ia’s effectively corrects
number densities by a constant amount, rather than modifying the CCSN-rate density
distribution with mass. Changing the percentage of unknown-type SNe removed does
not affect the presence of the double-peak in CCSN-rate density.
Also shown is the sub-sample of galaxies for which spectroscopic redshift is known.
Lower-mass galaxies are less likely to have been selected for spectroscopic analysis.
The low-mass limit of the CCSN-rate density is therefore dominated by galaxies with
photometric redshifts.
To test the performance of zmedic in producing reliable redshift estimates, the effect
of calculating all galaxy masses using zmedic photometric redshifts is observed. It
is seen in Figure 2.10 that zmedic-derived redshifts, depicted by the grey dot-dashed
series, are able to reproduce the fundamental shape of the CCSN number densities as
a function of mass, but that fine features such as the double-peak are not reproduced.
Also plotted in Figure 2.10 is the bespoke sample’s CCSN-rate densities using a redshift
cut of z < 0.1. CCSN-rate densities are increased when using this cut, by a factor of
∼3. This is because a truly volume limited sample has not been obtained, due to the
supernova magnitude cut. This draws one’s attention to the need for corrections for
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Figure 2.11: As Figure 2.10, but also showing the full CCSN host sample subdivided
into probable/confirmed CCSNe (grey dashed) and confirmed CCSNe only (grey dot-
ted), where probable indicates those classified via photometry only, and where con-
firmed indicates those classified via spectroscopy. These series are subdivided further
by SN type: probable/confirmed and confirmed Type II SN (red dashed, red dotted)
and probable/confirmed and confirmed Type Ib/c SN (yellow dashed, yellow dotted).
SN-detection efficiency, ε, as discussed in Section 2.1.10.
To test if the double-peak in observed CCSN-rate density as a function of galaxy mass
arises due to a particular SN type, Figure 2.11 is plotted, separating the CCSN sample
into Type II and Type Ib/c SN. Those with spectroscopically confirmed SN types are
also plotted in isolation. For all SN types and for probable and confirmed SNe-types,
the double-peak remains, with or without a Monte Carlo variation of masses.
2.1.10 Volume-Limited Core Collapse Supernova Rate Densities
In Section 2.1.4.2, it was found that it is unlikely that any rSN,peak < 21.8 SNe are missed
by the instrumentation described in Sako et al. (2018a) over the observing seasons, and
that by locating the host galaxy for each of these SNe, surface brightness/mass biases
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are significantly reduced. However, the magnitude rSN,peak, which controls whether a
SN is contained in the sample, may be a function of redshift, the type of core-collapse
supernova that is observed, and, most importantly for this analysis, host galaxy stellar
mass.
1. In the case of galaxy mass, higher mass galaxies may contain more dust than
lower mass galaxies. Gilbank et al. (2010) uses the Balmer decrement to estimate
the dependency of AHα on galaxy stellar mass. The assumption that rest frame r -
band extinction for a SN line-of-sight in its host galaxy follows the same extinction-
mass relation as the Hα line. Alternatively, extinction in CCSN environments
within these galaxies may not be so strongly dependent on the extinction inferred
from the Balmer decrement. In the present sample, mean CCSN colours at peak
epoch do not show any notable correlation with host mass. For Type Ia SNe, which
are known to peak at approximately the same (B–V) colour (Nugent et al., 2002),
there is no correlation between colour and host mass (although environments may
differ for Type Ia and CCSNe).
2. In the case of redshift, CCSNe will be fainter with distance due to inverse
square dimming to flux. They will also generally experience additional dimming
to r -band magnitude with redshift, in the low redshift regime, due to the shape of
their spectra. k-corrections are therefore necessary to represent the higher redshift
portion of the sample correctly. CCSN k-corrections are estimated using a Type
IIP template spectrum from Gilliland et al. (1999) at peak magnitude for all SNe
in the present sample, and following Equation 1 of Kim et al. (1996).
To investigate these effects, the way in which SN detection efficiency depends on host
galaxy mass and redshift is considered. Using absolute r -band magnitude distributions
of SNe as a function of SN type, one can estimate the probability that each SN is
brighter than rSN,peak = 21.8, given its redshift and extinction. These probabilities
lead to detection efficiencies, ε. Each CCSN contributes 1/ε counts to the number
density within its galaxy stellar mass bin, leading to corrected CCSN-rate densities.
Detection efficiencies are calculated for each Monte Carlo iteration to account for the
uncertainties in redshift, mass and SN type that efficiencies depend on.
In order to estimate detection efficiency, an assumption concerning SN absolute mag-
nitudes is first required. The distributions used are derived from the volume-limited
distributions calculated by Richardson et al. (2014), who observe approximately Gaus-
sian distributions for each SN type. These SN types are finer classifications than made
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in Sako et al. (2018a): a Type II SN as classified by Sako et al. (2018a) could be any one
of IIP, IIL, IIn or IIb in Richardson et al. (2014). Therefore if each of the 4 sub-types fol-
low different Gaussian distributions in absolute magnitude, one can utilise an absolute
magnitude distribution for all Type II SNe which is the sum of these 4 Gaussians, whilst
preserving the relative counts for each sub-type. This is done similarly for Type Ib and
type Ic SNe, which come under 'Type Ib/c' in Sako et al. (2018a). The r-band absolute
magnitude distributions used are derived from the B-band distributions of Richardson
et al. (2014), converted using the prescription of Jester et al. (2005) for stars with Rc
– Ic < 1.15. Assuming (B–V ) = 0.0, as found to be typical for Type Ia SNe at peak
magnitude by Nugent et al. (2002), it is estimated that Mr ∼MB + 0.1 on average for
the CCSNe.
If the absolute magnitude distribution of a SN type can be approximated as a Gaussian
with a mean M (and standard deviation σ), then for an individual SN of that type,
the mean apparent magnitude m as a function of redshift and extinction is given by
Equation 2.16, where krr is the r-band k-correction for the SNe, Ar,h is the host galaxy
r-band extinction and Ar,MW is the Galactic r-band extinction along the line-of-sight.
m = M + 5 log dL(z) + krr +Ar,h +Ar,MW (2.16)
Again, the sum of the Gaussian distributions is taken to obtain distributions for Type
Ib/c and Type II SNe. By integrating under the summed Gaussian distributions, the
efficiency of detection, ε, as a function of redshift and extinction, correcting for the effects
of a SN peak magnitude cut at rSN,peak = 21.8 is then estimated by Equation 2.17, where

















Detection efficiency is clearly a function of SN type. Therefore, the effects of bias in
the SN classifications of Sako et al. (2018a) by varying the ratio of Type Ia, Ib/c and II
SNe in the unknown-type fraction of the sample are tested. However, it is found that
any effects are of second-order importance. Therefore, it is simply assumed that the
unknown-type SNe follow the volume-limited type ratios of Richardson et al. (2014).
For each Monte Carlo iteration, unknown-type SNe are reassigned a SN type, and are
thus either removed from the sample as a Type Ia, or are given an absolute magnitude
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drawn from the distribution associated with either a Type Ib/c or Type II SN, which
enables an estimate of their detection efficiency for each iteration.
Equations 2.16 and 2.17 are sensitive to assumptions for host galaxy extinction, Ar,h.
Significant uncertainty exists around the relationship between CCSN extinction and host
galaxy mass. Figure 2.12 shows corrected CCSN-rate density vs redshift, for different
values of Ar,h. In comparison to the observed values, clearly there are larger corrections
at higher redshift and with higher assumed Ar,h.
Also shown in Figure 2.12 is the inferred CCSN-rate density derived from the star-
formation history of Madau & Dickinson (2014), assuming different values for R, the
expected number of stars that explode as CCSNe per unit mass of stars formed. Madau
& Dickinson (2014) assume a Salpeter (Salpeter, 1955) initial mass function (IMF)
for the star formation history. Using this IMF with initial masses 0.1 – 100 M and
assuming that all stars with initial masses 8 – 40 M result in CCSNe, then logR =
−2.17. It is found that using values of Ar,h from ∼ 0.3 to 0.6 reproduces the evolution
of CCSN density with redshift, with logR in the range −2.2 to −1.8. logR = −1.9 is
adopted.
Note though that the measured z < 0.05 rate is higher than expected. it is found
there is a significant excess of SNe with very faint peak r-band absolute magnitudes
(Mr,sn > −15), only found for this redshift bin. Richardson et al. (2014) predict the
fraction of CCSNe with Mr,sn > −15 to be negligible. One explanation for this excess
could be a contamination of the SN sample at these lowest redshifts from outbursts of
Luminous Blue Variables, which can exhibit similar light curve properties to Type IIn
supernovae (see, e.g. Goodrich et al., 1989; Van Dyk et al., 2000). The red point of
Figure 2.12 shows the effect of removing objects inferred to have Mr,sn > −15 on the
z < 0.05 CCSN counts. This corrected value is in agreement with Li et al. (2011a) and
Taylor et al. (2014).
The effects of corrections for SN detection bias on CCSN number densities as a function
of galaxy stellar mass are shown in Figure 2.13 (with Ar,h = 0.5). CCSN-rate densities
(z < 0.2) are now higher than the uncorrected values by a factor of ∼ 2 at the low-mass
limit, and by a factor of ∼ 3 at log(M/M) = 10.6, the position of the primary peak.
Even though host galaxy extinction is set constant with galaxy stellar mass, this larger
factor at higher masses indicates the effects of a weak SN-type dependence on galaxy
stellar mass.
The uncertainties take account of the efficiency corrections in Figure 2.13. Even with
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Figure 2.12: Volumetric CCSN-rate density versus redshift, calculated in redshift
bins of 0.05, and as a function of SN detection efficiency corrections. The grey shaded
region depicts observed CCSN-rate densities from the CCSN sample, uncorrected for
SN detection efficiencies, bounded by 1σ Poisson+Monte Carlo+Cosmic Variance er-
rors. Colour-shaded density values are corrected for SN detection efficiency. The
colour bar represents the different corrected CCSN-rates obtained when assuming dif-
ferent values of CCSN host galaxy extinction, Ar,h. Dashed lines represent expected
CCSN-rate histories derived from the star-formation history of Madau & Dickinson
(2014), assuming different values of log R in the range –1.6 to –2.4 (see text). Trian-
gular, square and circular points represent CCSN-rate densities obtained by Li et al.
(2011a), Taylor et al. (2014) and Botticella et al. (2008), respectively. The red point
shows how observed z < 0.05 SN counts are reduced when objects inferred to have
r-band peak absolute magnitudes > −15 are discounted as CCSNe.
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Figure 2.13: Volumetric z < 0.2 CCSN-rate densities as a function of host galaxy
stellar mass, corrected for the effects of SN detection efficiencies. All series are as
described in Figure 2.10. All results assume constant host galaxy extinction with mass,
Ar,h=0.5 mag, except the black dotted line which assumes polynomially increasing
host galaxy extinction with mass (as in Gilbank et al. (2010)). The grey solid line and
shaded region represent CCSN-rate densities uncorrected for SN detection efficiencies
and their 1σ errors, respectively.
these uncertainties, corrected CCSN-rate densities using the full sample of CCSN hosts
show a power-law decrease with decreasing stellar mass, down to the low-mass limit of
the sample. This is not evident from the samples that do not use the bespoke LSBG
detections. The 1σ levels indicated by the shaded regions suggest non-zero number
densities from single-epoch sdss imaging only down to log(M/M) = 7.2, and down
to log(M/M) = 6.8 for iac stripe 82 coadded imaging. The z < 0.1 densities now
approximate the z < 0.2 densities across the mass range, indicating the validity of
corrections.
The black dotted line of Figure 2.13 shows CCSN-rate densities assuming increasing
extinction with mass as in Gilbank et al. (2010). High mass counts appear to be signif-
icantly overestimated compared to predictions for the star-formation rate density (see
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Section 2.1.11). This discrepancy is not surprising because Gilbank et al. (2010) uses
the Balmer decrement and one expects this to be an overestimate of typical CCSN
extinction for two reasons: (i) Balmer line production is weighted towards higher lumi-
nosity stars, and therefore younger phases of star clusters (∼ 1–5Myr, Gilbank et al.
2010); (ii) SNe occur at the end of a star’s life, counts are weighted by number in the
IMF, and therefore SNe typically occur later in the life of star clusters (∼ 10–40Myr).
While some increase to extinction with host galaxy mass may be expected, due to the
inter-stellar medium, the extinction in the specific supernova regions may not scale in
an identical manner, and so for simplicity we assume a constant extinction with mass
for the remaining results of the present thesis.
2.1.11 Star-Formation Rate Density
To convert CCSN-rate densities into star-formation rate densities, an assumption for
the CCSN rate per unit of star formation, R, is required, as discussed in Section 2.1.2.
Using a value of log R = – 1.9, the star-formation-rate densities plotted in Figure 2.14
are obtained as a function of galaxy stellar mass. The resultant SFRD is consistent
with the ‘SFRtot’ result of Gilbank et al. (2010) for 9.0 < log(M/M) < 11.0, the
stellar mass range for which the Gilbank et al. (2010) galaxy sample is expected to be
complete.
Using a bespoke search for the CCSN hosts in iac stripe 82 legacy imaging, results
are sufficiently constrained to deduce a power-law decrease to star-formation rate den-
sities with decreasing galaxy stellar mass, down to the low mass limit. The methods
presented in this section allow for an estimation of star-formation rates 1.6 dex lower in
stellar mass than achieved by Gilbank et al. (2010) who calculated star formation rates
directly from galaxy emission lines.
2.1.12 The Star-Forming Galaxy Stellar Mass Function
For the previous results of the present section, no assumptions are required for the
volumetric numbers of galaxies at each stellar mass. On the contrary, by making as-
sumptions about specific star formation rate levels with mass, volumetric galaxy number
densities as a function of mass can be estimated.
The star-forming GSMF can be derived from CCSN-rate densities using Equation 2.7,
requiring an assumption for mean specific CCSN-rate variation with galaxy stellar mass
(M). Specific CCSN-rates are expected to trace S irrespective ofM (See Section 2.1.1).
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Figure 2.14: Volumetric z < 0.2 star-formation rate densities as a function of host
galaxy stellar mass. The black line depicts galaxies selected from a bespoke search for
CCSN host galaxies in iac stripe 82 legacy imaging. The blue line shows galaxies
from the iac stripe 82 legacy galaxy catalogue. The green line shows galaxies from
the sdss stripe 82 galaxy catalogue. Shaded regions indicate 1σ of standard deviation
from Monte Carlo, Poisson and cosmic variance errors. The grey line depicts the same
as the black solid line but uncorrected for SN detection efficiencies. The magenta
dotted line indicates Gilbank et al. (2010) 'SFRtot' star-formation rate densities.
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CCSN-rates may in fact be the most direct tracers of star formation rates. Studies which
attempt to measure both S and specific CCSN rates find consistent slopes withM (see,
e.g. Graur et al., 2015a). This gives confidence in the adopted assumption of a constant
R value withM used to estimate star-formation rate densities in Section 2.1.11. With
this similar trend in mind, one can use the numerous studies of S vsM to suggest the
sensible range of assumptions for specific CCSN-rate vs mass, required to derive the
star-forming GSMF.
There exist conflicting results in the literature for the variation of S vsM. Whilst some
studies find much higher efficiencies towards lower masses (Zheng et al., 2007; Li et al.,
2011a; Karim et al., 2011; Graur et al., 2015a), where typically S ∝M−0.5, others find
much shallower trends consistent with a constant S (see, e.g. James et al. 2008; Bell
et al. 2007; Wuyts et al. 2011 and most notably Sako et al. 2018a).
The majority of these studies do not probe down to the masses studied in the present
section. Uncertainty exists around whether the S vs M relations found for massive
galaxies apply to the dwarf regime down to log (M/M) = 6.4. McGaugh et al. (2017)
find a distinct star forming main sequence for 7 . log(M/M) . 10.0, with results
consistent with a constant S. Rate simulations of Graur et al. (2015a) predict a tanh-
like function to specific CCSN-rate with galaxy mass, with constant specific rates in the
dwarf regime and at the highest galaxy masses (>1011), and with decreasing S with
increasing mass for the masses in between.
One of the key results of the present section is the shape of the galaxy stellar mass
function in the dwarf regime. High mass (log(M/M) & 9.0) galaxy counts in this
chapter are subject to uncertainties related to the modelling of host galaxy extinction
in massive galaxies, and the star-forming GSMF is already well constrained at high
masses by several independent works finding consistent number densities (e.g. Baldry
et al., 2008; Li & White, 2009; Kelvin et al., 2014). Consider instead the mass range of
8.0 < log(M/M) < 9.0. The variation of SF galaxy counts with mass in this range is
also well constrained, yet the effects of varying assumptions for host galaxy extinction
with mass are significantly smaller than at higher masses. Hence one expects that the S
vsM relation which produces a slope consistent with well-constrained number densities
from previous studies is the most reliable relation.
The best fit S vsM log-log relation for 8.0 < log(M/M) < 9.0 to Baldry et al. (2012)
star-forming galaxy number densities (computed from GAMA data, Driver et al. 2011)
is found to exhibit a slope of −0.08+0.08−0.10. Equation 2.7 can be expressed in the following
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form:
φSF ∝ ρCCSNM−γ . (2.18)
For a constant ratio of CCSN-rate to SF-rate with mass, the best-fit S vs M slope
leads to γ = 0.92+0.08−0.10. A constant value of γ with mass is found to give good agreement
with Baldry et al. (2012) star-forming galaxy number densities, across their full range
of masses. The effects of different values of γ on the derived star-forming galaxy stellar
mass function are shown in Figure 2.15. This displays the typical range of S vs M
values found in the literature.
Given this section’s focus on low-mass galaxies, a constant value of S with mass (γ =
1.0) is assumed, and number densities are normalised to those of Baldry et al. (2012)
in the mass range 8.0 < log(M/M) < 9.0, to derive the star-forming galaxy number
densities (Mpc−3 dex−1) for 6.4 < log(M/M) < 11.8. This is shown in Figure 2.16
with the Monte Carlo, Poisson and cosmic variance uncertainties. The results derived
using the 3 galaxy samples derived using sdss stripe 82 galaxies, iac stripe 82
legacy galaxies, and those from a bespoke SN host search of iac stripe 82 legacy
imaging.
Using the full sample of CCSN host galaxies, a continuation of a power-law rise in galaxy
number density with decreasing mass is observed. When selecting host galaxies from
the iac and sdss catalogues, incompleteness is found below masses of log(M/M) ∼
9.0, and zero number densities cannot be ruled out below masses of log(M/M) = 6.8
and log(M/M) = 7.2, respectively.
It is found that the GSMF result from the full SN host sample is consistent with the
Schechter function fit to Baldry et al. (2012) star-forming galaxy number densities,
when extrapolating the fit below log(M/M) = 8.0. Baldry et al. (2012) use a fit with
parameters [log (M/M), φ∗/10−3 dex−1Mpc−3, α] = [10.72, 0.71, –1.45], which is
plotted in Figure 2.16. From the method of the present section, and using γ = 1.0, the
best-fit parameters are found to be [10.54, 1.32, –1.41], obtained using a Levenberg-
Marquardt algorithm applied to the full mass range shown in Figure 2.16.
The GSMF result is also compared to that derived from the SFRD of Gilbank et al.
(2010) assuming a constant specific star-formation rate with galaxy mass. Between 8.4
< log(M/M) < 11.0 the gradient of number densities with mass is consistent with the
Baldry et al. (2012) equivalent, giving support to this assumption.
Although the star-forming galaxy stellar mass function is shown, rather than that of
all galaxies, it is expected that the low-mass population is dominated by star-forming
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Figure 2.15: The z < 0.2 star-forming galaxy stellar mass function, as a function of
the parameter γ(R,S). The black line shows the GSMF derived assuming constant
specific CCSN-rate with stellar mass, i.e. γ = 1.0. The solid region shows star-forming
galaxy number densities corresponding to the 1σ uncertainty level on the best fit value
of γ to the Baldry et al. (2012) star-forming GSMF (the cyan dashed line) in the range
8.0 < log(M/M) < 9.0. The hatched region shows number densities derived using
lower values of γ.
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Figure 2.16: The z < 0.2 star-forming galaxy stellar mass function: star-forming
galaxy number densities as a function of stellar mass, in logarithmic units of solar mass,
as derived from corresponding star-formation rate densities (see Figure 2.14). The
cyan dashed line represents the Schechter-fit to star-forming galaxy number densities
obtained by Baldry et al. (2012). Hatched regions represent additional uncertainties
on top of observational uncertainties concerning the optimal model of specific star
formation rate vs galaxy mass (see Figure 2.15).
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galaxies (Baldry et al., 2012). Therefore, by constraining the low-mass end of the
star-forming GSMF one places strong constraints on the form of the total GSMF. The
low-mass number densities derived using the methods of the present section are found
to be consistent with those from the eagle simulation (Schaye et al., 2015) assuming
a standard Λ-CDM cosmology. Given that a GSMF with incompleteness in the dwarf
regime could be mistaken as evidence for tension with the standard cosmology, it is clear
that surface brightness and stellar mass biases which have been overcame in this section
using SNe are crucial for an assessment of the sub-structure problem. Consistency is
also found with the low-mass galaxy number densities of Wright et al. (2017), derived
from a method used to estimate and correct for surface brightness incompleteness. An
upper limit of 0.1 dex−1Mpc−3 is found at 107 M, which is on the low end of their
results, which do not distinguish between star-forming and quenched galaxies.
2.1.13 Improved Constraints Using scaled flux matching
Improved estimates of photo-z’s and their uncertainties are in particular crucial for
the constraining of CCSN-rates, star-formation-rates, and star-forming galaxy number
densities of low stellar mass galaxies. This is firstly because high surface brightness
objects, and therefore typically higher stellar mass objects are more typically the focus
of spectroscopic analyses, and secondly because only 27 of 140 low-surface-brightness
SN-host galaxies discovered in the present section have associated spectroscopy (those
which do use SN spec-z).
Using different photo-z implementations, CCSN-rate densities are calculated as a func-
tion of galaxy stellar mass (corrected for the SN survey flux-limit). These results are
shown in the top-panel of Figure 2.17. All errors shown are the quadrature sum of MC
+ Poisson + cosmic variance errors. The result presented in Sections 2.1.11 and 2.1.12,
using the zmedic photo-z method are shown in black. Using sfm to derive photo-z’s,
shown in blue, the uncertainties on CCSN-rates in the dwarf galaxy regime of mass
are significantly reduced. A slight increase to mean estimates of CCSN-rates in each
bin over MC iterations is found below masses of log(M/M) . 8.0. Accounting for
nominal redshift error estimates from the sfm method, note the additional reduction
to CCSN-rate density uncertainties at low masses, shown in yellow (sfm + aea). This
result gives further evidence for a power-law decrease to volumetric CCSN-rate densities
with decreasing galaxy stellar mass. One is also able to probe 0.2 dex lower in galaxy
stellar mass using the sfm technique compared to zmedic.
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Figure 2.17: Top: Volumetric z < 0.2 CCSN-rate densities as a function of galaxy
stellar mass. Bottom: The z < 0.2 star-forming GSMF; using different photo-z tech-
niques: zmedic (shown in black); scaled flux matching (sfm), shown in blue;
and a modification of sfm where Monte Carlo errors on photo-z are calculated using
redshift PDFs dependant on the nominal redshift error estimate from sfm, shown in
yellow).
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Using the assumption of a constant sSFR, volume-integrated CCSN-rate estimates as
a function of mass are used to estimate the SF-GSMF. Binned CCSN statistics are
divided by their host galaxy mass.
Values are then normalised to the Baldry et al. (2012) SF-galaxy number densities over
the range 8 < log(M/M) < 9 to yield estimates of the SF-GSMF from CCSNe, shown
in the bottom panel of Figure 2.17.
The significant improvement to constraints of densities in the dwarf galaxy mass regime
when moving from zmedic (shown in black) to sfm (shown in blue) is highlighted
once more, with the fractional error on the number density a factor of ∼ 3 smaller at
log(M/M) = 7.0. This improvement is likely due to the fact that zmedic requires
a single relationship between galaxy colours and redshift whereas sfm is flexible to
spectral variety in the galaxy population and does not require a knowledge of the optimal
parameterisation of colour versus redshift.
Further constraints using the sfm + aea approach are shown in yellow. Whilst these
additional improvements are less significant, the lower limit on the number density is
a factor of ∼ 3 higher at the low mass limit of log (M/M) = 6.2. The trend is
consistent with a power-law rise to SF-galaxy number densities continuing deep into
the dwarf regime of mass.
This lack of deviation from a power law below log(M/M) ∼ 9.0 implies there is no evi-
dence for any truncation to galaxy formation processes down to at least log (M/M) = 6.2.
In Section 2.1.14, implications for galaxy formation processes, in light of trends of galaxy
surface brightness with stellar mass, are discussed further.
2.1.14 The Galaxy Surface Brightness – Stellar Mass Relation
Star-forming galaxies exhibit a well-established trend of surface brightness with stellar
mass (see, e.g. Baldry et al., 2012), indicating that surface brightness scales with stellar
mass. A break from this relation with decreasing mass could imply that star-formation
is constrained by different processes below a certain mass.
The effective absolute r-band surface brightness of a CCSN host galaxy is computed us-
ing Equation 2.19, where Ar,50 denotes the area in arcsec2 enclosing half the total galaxy
flux, mr,auto is the Galactic extinction-corrected r-band auto apparent magnitude from
SExtractor, Krr(z) is the k-correction using the prescription of Chilingarian et al.
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(2010), and the final term is the cosmic surface-brightness-dimming correction.
〈µ〉e,r = mr,auto + 2.5 log(Ar,50) + 2.5 log(2)−Krr(z)− 10 log(1 + z) (2.19)
Figure 2.18 shows (in blue) the observed trend of effective surface brightness vs galaxy
stellar mass. Shown are all galaxies hosting SNe classified as CCSNe or ‘Unknown’
by Sako et al. (2018b) which have a mean redshift from the sfm+aea method of
z < 0.2 over 1000 MC iterations. The mean galaxy stellar mass over these iter-
ations is utilised. The surface brightness vs mass relation is observed to be linear
for the full range of galaxy masses, with the regression line taking the form 〈µ〉e,r '
−1.35 log(M/109M) + 22. This result implies no phase change in galaxy evolution or
star-formation processes down to log (M/M) = 6.2, in concordance with the GSMF
results shown in Section 2.1.13.
The predicted surface brightness-mass plane found in the NewHorizon hydrodynami-
cal simulation (Jackson et al., 2021) is well-suited to a comparison with the observational
results of the present section due to the simulation’s unrivalled stellar mass and spatial
resolution of resolution of only 104M and 40 parsecs, respectively.
The NewHorizon simulation (Dubois et al., 2020) is a high-resolution zoom of an
average-density region of the horizon-agn simulation (Dubois et al., 2016). Both
simulations are evolved down to a redshift z = 0.25, and so while results are not at an
identical epoch to that of the present work (the mean redshift in the observed z < 0.2
sample is z = 0.11), the simulations still offer a valuable comparative tool.
In NewHorizon, the hydrodynamics determine the 2-dimensional positions of baryons,
which in turn determine the surface brightness of the simulated galaxies: Firstly, a mock
magnitude is inferred for each particle using full spectral energy distributions from the
simple stellar population templates of Bruzual & Charlot (2003). These are then red-
shifted and weighted by particle mass to yield mock total galaxy magnitudes. Finally,
the flux-weighted second-moment of the stellar particle distribution is used to infer
surface brightness (Bernstein & Jarvis, 2002).
The surface brightness versus mass relation for all NewHorizon galaxies is shown in
red in Figure 2.18. As with the observations, a power law is observed for the relation.
However, as the simulation is not subject to the signal to noise limitations of observa-
tional surveys, they can give a prediction for the relation down to lower masses than
can be observed with sdss. The power law continues down to at least ∼ 106M in the
simulation, suggesting that according to a Λ-CDM framework, surface brightness and
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Figure 2.18: Galaxy effective r-band surface brightness of CCSN host galaxies as a
function of stellar mass (shown in blue). A least-squares regression-line fit to observa-
tional data is shown as the dashed line. The counterpart distribution for all galaxies
from the z = 0.25 snapshot of the NewHorizon simulation is shown in red. Black
points depict a sub-sample of NewHorizon galaxies selected randomly with a weight
proportional to the normalised probability distribution in star formation rate, such as
to match the selection function of core-collapse supernovae.
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mass are expected to obey the same simple scaling relation seen at higher masses.
What is perhaps most profound about the similarity between the observed and simulated
surface brightness versus mass plane is that stellar feedback, AGN feedback and merger
histories are in no way calibrated on the low mass galaxy population, nor is surface
brightness tuned in any way, and yet the observed relation is reproduced.
It should be stressed that the observed result only relates to the sub-population of star-
forming galaxies, whereas the simulations show the surface brightness – mass relation
for the total galaxy population. However, the observed selection function of galaxies
can be reproduced easily with the simulations by selecting galaxies at random weighted
only by their star formation rate. As has already been established in this thesis, this
replicates a core-collapse supernova selection.
The selected sub-sample is shown in black in Figure 2.18. This series offers an expecta-
tion for the surface brightness – mass plane were the simulations subject to detection
limitations. Once again, the observed distribution is followed to first order.
It could be argued that the slope of surface brightness with mass is steeper than that
in the observations at the low mass end in the simulation, however it is possible that
the regression line on the observations, shown in blue, is subject to over-fitting due to
a low number of galaxies below 109M.
Only with the next generation of surveys, with improved surface brightness depth and
SN detection capabilities, will we be able to test the precise slope of the observed surface
brightness – mass relation below masses of ∼ 109M. At present however, there is no
evidence of a tension between the observed surface brightness – mass relation and that
resulting from the most advanced hydrodynamical applications of Λ-CDM physics.
2.1.15 Summary
Using a SNe sample (Sako et al., 2018a) as pointers to their host galaxies, approximately
150 newly identified LSBGs have been located in iac stripe 82 legacy coadded
imaging (Figure 2.4). A galaxy selection using a complete sample of CCSNe removes
surface-brightness bias.
In order to estimate stellar masses of host galaxies without spectroscopic redshifts, a
colour-based photo-z method is introduced and utilised. This method, named zmedic,
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uses the strong correlation between sloan ugriz colours and redshift. The parameter-
isation used is shown to work for a sample containing both star-forming and quiescent
galaxies at z < 0.4 (Figure 2.8).
In order to assess uncertainties on CCSN-rate densities as a function of galaxy stellar
mass, A Monte Carlo method is employed to fold in errors on photometric redshift
(Figure 2.9) and ugriz photometry. The observed CCSN-rate densities as a function of
mass are shown to peak at ∼ 1010.5M and drop by a factor of ∼ 100 down to 106.5M
(Figure 2.10).
A model is used to correct CCSN-rate densities for SN detection efficiencies (ε) that
depend on host galaxy extinction, Galactic extinction, SN type (Richardson et al.,
2014) and redshift. Corrected CCSN-rate densities are consistent with expectations
derived from the cosmic star-formation history (Madau & Dickinson, 2014) assuming
logR ' −2 (Figure 2.12), where R is the expected number of stars that explode as
CCSNe per solar mass of stars formed.
By assuming a value forR, the corrected CCSN-rate density as a function of stellar mass
(Figure 2.13) can then be scaled to the SFRD (Figure 2.14). The SFRD is consistent
with the emission-line derived SFRD at high masses (Gilbank et al., 2010) but the
SN-based method of the present section extends these measurements to lower masses.
By assuming a constant specific star formation rate (S), and scaling appropriately (to
Baldry et al. 2012), the SFRD is converted to the star-forming GSMF (Figure 2.16).
Derived star-forming galaxy number densities are found to rise as a power-law with
decreasing galaxy stellar mass down to the lowest assessed masses of log (M/M) = 6.4;
and even at the lower limits of each bin there is no turnover in the number density of
star-forming galaxies per unit log mass at least down to log(M/M) ∼ 7.
This section has also presented the ‘scaled flux matching’ technique for the cal-
culation of photo-z’s. It is found that relative to results using the zmedic technique,
scaled flux matching produces improved galaxy stellar mass estimates of CCSN
host galaxies, leading to tighter constraints on trends of volumetric CCSN-rates, star-
formation-rates and star-forming galaxy number densities with stellar mass.
These improved constraints imply a lack of truncation to galaxy formation processes
down to at least log (M/M) = 6.2. Further evidence for this conclusion is found
from trends of surface brightness with galaxy stellar mass, with no break from the
higher mass relation observed down to the low-mass limits of this study. Such a power-
law continuation to the galaxy surface brightness – mass relation deep into the dwarf
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mass regime is found by the NewHorizon simulations to be consistent with a Λ-CDM
framework.
The demonstrated CCSN-based method has been shown to significantly reduce the
tension between observations and the simulated predictions of galaxy number densities
derived via a standard Λ-CDM cosmology.
2.1.16 List of Assumptions
• Volumetric core-collapse supernova rates directly trace recent volumetric star for-
mation rates.
• All SDSS-II Supernova Survey transients with z < 0.2 and rsn,peak < 21.8 are
authentic SNe, provided that they are > 2.5" in separation from a known star or
AGN.
• ‘Unknown’-type SNe are either Ia, Ib/c or II. That is, they are not spurious and
are not an obscure SN type e.g. Super-luminous supernovae.
• Redshifts can be accurately converted to luminosity distances via the adoption of
an h = 0.7, Ωm = 0.3, ΩΛ = 0.7 cosmology.
• Mr ∼MB + 0.1 on average for the CCSNe, allowing for the estimation of r-band
magnitude probability distributions for various SN types, adapted from Richard-
son et al. (2014).
• ‘Unknown’-type SNe follow the volume-limited type ratios of Richardson et al.
(2014).
• log R = –1.9 as an average across the cosmological volume.
• Host galaxy r-band extinction is constant with mass at Ar,h = 0.5 mag, as this
yields the best consistency with the well-constrained star formation history whern
adopting log R = –1.9.
• Specific star-formation rate is constant with galaxy mass, at least for log (M/M) .
9.0.
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2.2 The Star Formation Rates of Elliptical Galaxies
from Core-Collapse Supernovae
2.2.1 An Introduction to Elliptical Galaxies
Elliptical galaxies dominate the high-mass end of the stellar mass function at late epochs
(e.g. Kelvin et al., 2014), making them essential probes of our structure formation
paradigm. The stellar mass growth of these systems is tightly linked to their star
formation rates over cosmic time. The classical hypothesis of a ‘monolithic collapse’
(Eggen et al., 1962; Larson, 1974; Chiosi & Carraro, 2002) suggests that the stellar
populations of early-type galaxies formed at high redshifts (z & 2), and that these
galaxies have since evolved passively.
Optical properties of ellipticals appear to obey simple scaling relations which indicate
that the majority of star formation in ellipticals galaxies did indeed occur at high
redshift. For instance, both rest-frame optical colours and the ‘Fundamental Plane’ of
ellipticals (Jorgensen et al., 1996; Saglia et al., 1997) exhibit only a small scatter, and
do not appear to have evolved significantly for several Gyrs (e.g. Bower et al., 1992a;
Franx, 1993; Van Dyk et al., 2000; Peebles, 2002).
Problematically, a monolithic star formation history cannot be aligned with the cur-
rently widely-accepted Λ-CDM framework, which in both semi-analytical models (e.g.
Cole et al., 2000; Khochfar & Burkert, 2003) and in hydrodynamical simulations predicts
ongoing contributions to early-type galaxy stellar mass from merger and interaction
driven star formation (Mihos & Hernquist, 1994; Kaviraj et al., 2009; Naab et al., 2009;
Martin et al., 2017). Therefore, an accurate quantification of the star formation levels
in ellipticals has ramifications for our knowledge of both early-type galaxy evolution
and cosmology, as such results can be used to anchor the physics of the simulations.
The star-formation rates of early-type galaxies can be estimated observationally via
several means. UV emission is a widely utilised indicator, as it exhibits the signal of
photospheric light from the very youngest, most massive stars (e.g. Salim et al., 2007;
Bouwens et al., 2009). A less direct indicator is mid and far IR emission, which captures
the heating of dust due to young stellar populations (e.g. Calzetti et al., 2000; Inoue
et al., 2000). Specific nebular recombination lines are also widely utilised, most notably,
Hα, which has contributions to its flux from hot, luminous, young stars (e.g. Glazebrook
et al., 1999; Erb et al., 2006).
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However, each of these diagnostics can have their signal contaminated by other mecha-
nisms. For example, post-AGB stars see their outer envelopes, in the process of being
ejected, illuminated by core UV emission (Greggio & Renzini, 1990). In Horizontal
Branch stars, the intense temperatures of core-helium burning can also cause UV emis-
sion in these stars’ optically thin regions. In the case of both phenomena, strong emis-
sion lines such as Hα can also be generated; lines which are typically associated with
the presence of young stars (Preston et al., 2006). Other mechanisms which could be
misinterpreted as star formation without careful investigation include the ionisation of
gas due to active galactic nuclei (AGN; Groves et al., 2006), or due to shocks, with the
collision of gas clouds (Oparin & Moiseev, 2018).
In the case of galaxies residing on the star forming main sequence (Noeske et al., 2007b),
such as most spiral galaxies, the contributions from these contaminants make up a
small fraction of the star formation signal, and can be largely ignored. However, for
galaxies below the main sequence, such as ellipticals, these contaminants present a
serious boundary to studies of their star formation rates.
A consequence of this issue is some degree of debate over the precise level of star for-
mation typical in ellipticals, which in turn perpetuates the debate over our pictures of
early-type galaxy mass assembly and cosmology. Whilst some studies conclude practi-
cally zero levels, (e.g. Jura, 1977; Kennicutt, 1998),
More recent work suggests that low-level star formation persists in ellipticals over at
least the latter half of cosmic time. For instance, Kaviraj et al. (2007) find that, while
they are a homogeneous population in optical colours (Bower et al., 1992b), elliptical
galaxies show more than 6 mags of colour spread in the NUV, which is a much wider
range than can be produced from old stellar populations (e.g. Yi, 2003). They conclude
that at least 30% of local elliptical galaxies have NUV colours indicative of recent star
formation within the last Gyr, and at z . 0.1, elliptical galaxies have 1%− 3% of their
stellar mass in stars produced within such a time-frame.
Interestingly, for ellipticals at intermediate redshift (0.5 < z < 1), i.e. epochs at which
the Universe is effectively too young for old stellar populations to exist, the character-
istics of NUV colours remain the same (Kaviraj et al., 2008; Martin et al., 2018). This
implies that this observed low-level star formation persists in early-type galaxies over
at least the latter half of cosmic time. There also exists a strong correspondence be-
tween the presence of disturbed morphologies and blue UV colours (Kaviraj et al., 2011)
indicating that the star formation is merger driven (Schweizer et al., 1990; Schweizer
& Seitzer, 1992). Furthermore, the frequency of these morphological disturbances is
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larger than can be accounted for by the major-merger rate alone (Kaviraj et al., 2011),
suggesting that minor mergers (i.e. mergers between ellipticals and gas-rich satellites)
are likely to drive much of the elliptical star formation seen in the NUV, at least at late
epochs (Kaviraj et al., 2009), with ∼ 14% of the total cosmic star formation budget
residing in the elliptical population in the low-redshift Universe (Kaviraj, 2014a,b).
Broad-wavelength SED-based derivations, such as those from Salim et al. (2016), offer
arguably the most sensitive treatment to sub-main sequence star formation rates to
date, due to the ability to better identify sources of contamination to the star formation
signal from the broad view of spectral information spanning from the UV to the IR.
However, even these estimates are only reported as upper limits on the level of star
formation in ellipticals.
It is common to try to distinguish signatures of true star formation from those of
AGN or old stellar populations using galaxy emission line ratios, such as Hα/[NII] and
Hβ/[OIII] (e.g. Kauffmann et al., 2003). However, there is scatter in these relations,
and if ellipticals do exhibit some level of star formation, they are unlikely to occupy the
main locus as blue star-forming galaxies. As such, the issue is turned on its head, and
low-level star formation could easily be misattributed to AGN activity and/or old stellar
emission in a discrete treatment, such as that seen with the BPT diagram (e.g. Baldwin
et al., 1981; Veilleux & Osterbrock, 1987). Additionally, there are not an abundance of
models which can predict these ratios from first principles.
Recent sophisticated simulation suites such as eagle (Schaye et al., 2015), horizon-
agn (Dubois et al., 2016; Kaviraj et al., 2017) and illustris-tng (Pillepich et al., 2018)
support the suggestion that minor mergers could generate a persistent low-level of star
formation. This would not only make them a phenomenon crucial to the evolution of
ellipticals, but would also point further towards the hierarchical evolution now widely
accepted under a Λ-CDM paradigm.
There are other ways in which simulations can manipulate galaxy star formation rates,
aside from merging and other environmental processes. AGN accretion prescriptions and
black hole feedback can respectively enhance or suppress star formation (Somerville &
Davé, 2015). Irrespectively, observational results are crucial to constraints on each of
these physical processes.
Such simulations also implement sub-grid star formation recipes as well as feedback
mechanisms which can remove cold gas and quench star formation. Since these sub-grid
recipes are often calibrated and benchmarked against a number of observed properties
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and relations (including star formation rate densities; e.g. Pillepich et al., 2018), any
biases or systematic uncertainties in these quantities can produce unrealistic sub-grid
physics and degrade the predictive power of the simulations.
If the observed elliptical morphology and colour are reproduced organically via ‘dry’
mergers as a consequence of quenching through feedback, both merger rates (minor
and major) and feedback mechanisms could be better constrained in light of accurate
and unbiased tracers of elliptical star formation rates. Furthermore, since many of
these simulations now aim to replicate the star formation rate density (SFRD) of main-
sequence galaxies as standard, a natural progression would be to test model physics
using the observed star formation rates of the early-type population.
There are other mechanisms which may also drive star formation in ellipticals. For ex-
ample, galaxies of all morphological types are surrounded by significant reservoirs of cold
gas (Chen et al., 2010; Thom et al., 2012), which may fuel low levels of star formation
even in apparently dead ellipticals (Tumlinson et al., 2017). In hydrodynamical simula-
tions, the structure and physical properties of the CGM are found to depend strongly on
factors such as resolution, feedback and the presence of magnetic fields and cosmic rays
(Hummels et al., 2019; Butsky et al., 2020). Therefore, accurate measurements of the
level of star formation in elliptical galaxies are an important clue for understanding the
connection between galaxy evolution and the CGM. In more sophisticated simulations,
which incorporate magnetic fields and cosmic ray heating in addition to stellar and AGN
feedback processes, observations like these will be important for placing constraints on
the recipes used to model these processes.
For each of the described reasons, one is encouraged to search for an independent
diagnostic of star formation which is not subject to the aforementioned uncertainties.
Core-collapse supernovae (CCSNe) are unambiguous indicators of recent star formation.
The short (∼ 6-40 Myr; Smartt, 2009; Botticella et al., 2017) lifetimes of their progenitor
stars, relative to the timescales of galaxy evolution, mean that the presence of CCSNe
in the low-z elliptical population would offer explicit evidence of recent low-level star
formation within them.
These transients also provide a more thorough analysis of star formation in the shape of
the volumetric SFRD (ρSFR) as a function of galaxy stellar mass,M. It was shown in
Section 2.1 that the SFRD of low-surface brightness galaxies can be accurately traced
from the volume’s CCSN rates, ρCCSN, as measured by the untargeted, high-cadence,
sdss-ii supernova survey (Sako et al., 2018b), by matching CCSNe to their host
galaxies. This connection is shown via Equation 2.20, where R is the mean ratio of
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In the case of low surface brightness galaxies (LSBGs), CCSNe not only helped locate
galaxies which would have been missed using traditional galaxy extraction pipelines, by
acting as signposts towards them, but they also allowed the population’s star formation
to be quantified in situations where spectral and broad-band photometry-based deriva-
tions would be subject to large uncertainties related to low signal-to-noise. It is this
latter point which particularly encourages the extension of a similar method to elliptical
galaxies.
The SFRD would allow constraints to be placed on the elliptical contribution to the
cosmic star formation budget. As well as the SFRD, one may also be able to assess the
mean specific star formation rate (SSFR; S) of ellipticals, both as a function of mass,
and for the total population. This is due to the connection between the SFRD, the
galaxy stellar mass function (GSMF) and (S), demonstrated via Equation 2.21, where




In Section 2.1, the SFRD was first found from CCSNe, before the GSMF was determined
using a re-arrangement of Equation 2.21 from the assumption that S is constant with
mass for low-surface brightness galaxies, due to their residence on the star forming main
sequence (McGaugh et al., 2017). In the case of massive ellipticals, however, the GSMF
is already well-constrained via various experiments (Franceschini et al., 2006; Vulcani
et al., 2011; Kelvin et al., 2014), and it is instead S which is unknown. Whilst this
section will utilise Equation 2.21 to measure the mean SSFR of ellipticals, the relation
can be applied to any well-defined galaxy population for which any two of ρSFR, φ and
S are known.
The structure of the present section is summarised as follows: Sections 2.2.2 and 2.2.3
summarise the definition of the CCSN and elliptical samples, respectively along with
summaries of the data sets used. Section 2.2.4 gives measurements of the volumetric
star formation rate density of ellipticals. Section 2.2.5 shows results for the galaxy
stellar mass function and mean specific star formation rate of ellipticals. Section 2.2.6
compares the spectra of CCSN-hosting ellipticals to that of a control sample of standard
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ellipticals. Finally, Section 2.2.7 summarises each finding in the context of early-type
galaxy evolution.
2.2.2 A Recap of the Core Collapse Supernova Sample
We begin with the SN sample utilised in Section 2.1. This was formed from the sdss-ii
Supernovae Sample (Sako et al., 2018b), cross matched with the iac stripe 82 legacy
sample (Fliri & Trujillo, 2016). A more detailed discussion of this cross-matching is
given in Section 2.1, which describes the careful assignment of host galaxies, and the
rejection of variable stars and AGN. This sample was cut to exclude SN of r-band
peak brightness > 21.8 magnitudes, fainter than which the sample is estimated to be
incomplete (as also described in the aforementioned section). This initial sample consists
of 2528 rpeak < 21.8 mag SNe and their hosts, following variable star/AGN removal.
The best redshift estimate available is utilised for each SN/host pair: this is spectro-
scopic, from either SN (taking preference) or host galaxy, the latter from either sdss-ii
legacy (York et al., 2000), sdss-ii southern (Baldry et al., 2005), sdss-iii boss
(Dawson et al., 2013) or sdss-iv eboss (Dawson et al., 2016), or in the absence of spec-
tra, photometric, from ugriz stripe 82 legacy survey galaxy fluxes, using the ‘scaled
flux matching’ technique. The SN sample is then cut to z < 0.2, leaving 1070 SNe,
845 of which have a spectroscopic redshift.
In the present section, SN classifications are treated differently than in Section 2.1. Sako
et al. (2018b) attempted to classify each of these SNe as either a Type Ia, Type Ib/c, or
Type II. As a brief summary, 2 main sets of probabilities were calculated for each SN:
The first was a set of Bayesian probabilities of belonging to each of the 3 SN classes,
obtained by analysing observed light curves with the Photometric SN IDentification
(PSNID) software (Sako et al., 2011), using a grid of Type Ia, Type Ib/c and Type II
SN light curve templates.
The second was a set of Bayesian + nearest-neighbour (NN) probabilities, the im-
provement being that with the NN extension, probabilities account for differences in
the distributions of extinction, light curve shape and redshift seen for each of the 3 SN
types. Synthetic SNe of each type were considered a ‘near-neighbour’ to an observed SN
if within a threshold Cartesian distance in a 3-dimensional parameter space consisting of
the above 3 parameters. The NN probability of the candidate being a Type II SN, for in-
stance, was then the fraction of NN simulated SNe which were Type II’s. In the present
section, the NN probability, PNN is utilised if there are at least 20 near-neighbours for
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the transient, which is the case for 738 z < 0.2 SNe, and in the 332 remaining cases the
Bayesian-only probability, PBayes is used. The best probabilities available are denoted
as PIa, PIbc and PII. Though there is some spread in the PNN − PBayes distributions,
with a standard deviation of 0.22 for the z < 0.2 Type Ia probabilities, for example,
the mean difference of PNN − PBayes for Type Ia SNe is very close to zero, implying a
consistency between the 2 methods on a statistical level.
Elliptical galaxies are more traditionally associated with Type Ia SNe than with CCSNe
(e.g. Gallagher et al., 2008). To ensure Type Ia interlopers do not cause an overestimate
of star-formation properties, it is therefore required that PIa < 0.05 for the SN to be
included in the CCSN sample. Removing those with PIa > 0.05, one is left with 360
confidently classified z < 0.2 CCSNe. This sub-sample is used for all main CCSN-
based results in the present section. However, analyses will be repeated including an
additional 61 0.05 < PIa < 0.5 objects, to test for the sensitivity of results to Type
Ia contamination. Note that these numbers suggest the CCSN probabilities are largely
bi-modal. Put differently, ∼ 93% of all z < 0.2 SNe have either PIa < 0.05 or PIa > 0.95.
The ratio of likely Type Ib/c SNe to likely Type II SNe is also approximately in line
with expectations from the literature (e.g. Hakobyan, 2008), with 24±1 (Poisson error)
% having PIbc > PII. Furthermore, it is far more common to misclassify a Type Ia
as a Type Ic rather than as a Type II SN, due to the similar light curve shapes of
Type Ia and Type Ic supernovae (lack of plateau), and due to their similar spectra
(Clocchiatti & Wheeler, 1997). As a result, if the core-collapse sample had significant
contamination from Type Ia supernovae, one would expect a higher ratio of Type Ib/c
to Type II supernovae than is observed. These points increase confidence that the
Bayesian SN-type classifications are fully trustworthy.
Other tests for the sensitivity of forthcoming results to contamination include a repeat-
ing of results with SN type probabilities re-scaled to account for the efficiency and purity
estimates in each SN class. These values were estimated from a set of simulated SNe by
Sako et al. (2018b). The effect of simply using Bayesian-only probabilities for all SNe is
also tested for. As might be expected given the aforementioned mean of the PNN−PBayes
distribution, and the bi-modality of the CCSN probabilities, respectively, it is found for
both tests that the forthcoming results do not change notably. Furthermore, it is seen
in Figure 2.19 that the extinction-corrected absolute r-band magnitude distributions
of Pcc > 0.5 and PIa > 0.5 supernovae match well the counterpart distributions for
spectroscopically confirmed core-collapse and Type Ia supernovae, which in turn match
the volume-limited magnitude distributions of Richardson et al. (2014). These factors
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further increase confidence that the Bayesian-classified core-collapse supernovae found
in ellipticals are genuinely core-collapse in nature.
As a final point, there may also be a small contamination from SN1991bg-like objects in
the Pcc > 0.5 sample as this subclass of Type Ia supernovae are 1-2 magnitudes fainter
than typical Type Ia’s (Taubenberger, 2017). However, the decay time of the light
curves of 91bg-like objects is significantly more rapid than that of Type II and Type Ib/c
supernovae, which would affect the Bayesian probabilities when compared to template
light curves of core-collapse supernovae (Taubenberger et al., 2008). Furthermore, the
frequency of these objects is small compared to core-collapse rates (Silverman et al.,
2012), and as such they are not expected to constitute a significant fraction of the
Pcc > 0.5 sample. In conclusion, the CCSNe are classified from their light curves with
sufficient confidence that the sample selection is stable to the fine tuning of the SN
classification procedure.
2.2.3 Defining Elliptical Galaxies
It must next be determined which hosts galaxies are ellipticals, and as quantitatively
as possible. For this, the wider sample of galaxies in iac stripe 82 legacy coadded
imaging is turned to.
Using estimates by Fliri & Trujillo (2016) from simulated de Vaucouleurs profiles, one
can expect 95% of all z < 0.2 bulge-dominated galaxies in the legacy coadded imaging
to have at least 95% of their light recovered at rauto = 20 mag, where auto denotes
the near-total light ‘Kron’ elliptical aperture (Kron, 1980; Bertin & Arnouts, 1996b).
This magnitude cut is therefore imposed, leaving a sample of 113239 galaxies. Note
that this cut is not applied to the SN hosts, as it is the SN light which determines their
detection. Nonetheless, 70% of all z < 0.2 SN hosts in the sample have r < 20 mag, and
this rises to 98% forM > 1010.0M, masses below which one expects few ellipticals.
The most common and straightforward way to attempt to isolate ellipticals is to use a cut
on galaxy morphology. For example, Kelvin et al. (2014) define ellipticals as all single-
component, bulge-dominated galaxies. A useful parameter to quantitatively represent
‘bulge dominance’, available for all sdss galaxies, is the ‘de Vaucouleurs fraction’ (fdeV).
In sdss, the composite model r-band flux for a galaxy, Fcomp, is calculated by taking a
best-fit linear combination of flux in a de Vaucouleurs profile with that in an exponential
profile, such that Fcomp = fdeVFdeV + (1 − fdeV)Fexp, i.e. Fcomp = FdeV and fdeV = 1
for the most bulge dominated cases.
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Figure 2.19: Extinction-corrected absolute peak r-band magnitude distributions
of various supernovae. Solid red and blue lines depict z < 0.2, rsn,peak < 21.8,
spectroscopically confirmed Type Ia and core-collapse Supernovae respectively. Red
and blue Dashed lines depict PIa > 0.5 and Pcc > 0.5 supernovae respectively (with
z < 0.2 and rsn,peak < 21.8 and with spectroscopically confirmed supernovae removed).
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Whilst defining ellipticals based on this parameter alone is sufficient for most appli-
cations, if one is to estimate the typical star formation of ellipticals, then particular
care must be taken to avoid any contamination from non-ellipticals, which could have
a significant weighting on such calculations.
To estimate the contamination when classifying on fdeV alone, the galaxy sample is
cross-matched, within 2.5", to galaxy zoo 1 (combined main and bias studies; Lintott
et al., 2011). Next, those z < 0.2, r < 20 mag galaxies (although most have r < 18
mag) with PE,GZ > 0.8 (4692 galaxies) and those z < 0.2, r < 20 mag galaxies with
PE,GZ < 0.2 (3874 galaxies) are isolated. Here, PE,GZ is the fraction of votes for an
elliptical classification within the galaxy zoo Project.
Of those confidently classified galaxies with either PE,GZ > 0.8 or PE,GZ < 0.2, it is
found that 20% of galaxies with fdeV > 0.5 have PE,GZ < 0.2. Imagine this interloping
20% possess (a maybe even conservative) 10 times the star formation rate of the genuine
ellipticals in the sample: Suddenly, ∼ 70 of all CCSNe (and star formation) within this
sample would stem from interlopers.
A naive solution would be to inspect the ∼ 45000 z < 0.2, r < 20 mag, fdeV > 0.5
galaxies manually to remove non-ellipticals. A consistent inspection of this number of
galaxies is not only impractical but it is also found that an over-reliance on manual
inspection results in a significant redshift bias towards the selection of nearby objects,
due to the better resolution of galaxy structure at lower redshifts.
One instead finds that a Bayesian classification method, effectively based on distri-
butions of colour and morphology, yields a near-complete sample of ellipticals, whilst
removing contaminants effectively, and minimising redshift selection biases.
The previously obtained samples of PE,GZ > 0.8 and PE,GZ < 0.2 galaxies are treated as
respective reference samples of ellipticals and non-ellipticals. Redshift-debiased values of
PE,GZ from the galaxy zoo project’s spectroscopic sample are utilised where available.
In the absence of such a value, the raw classification fractions from their photometric
sample are utilised. Note, however, that for the low redshift range pertaining to the
present section, the median change to classification fraction is small, at ∼ 5% for 0.15 <
z < 0.2, r < 20 mag galaxies.
One next arrives at an elliptical classification confidence level, PE,Bayes, using a range
of variables i, i+ 1, i+ 2, ..., n. Let P (E | i) correspond to the probability that a galaxy
would belong to the PE,GZ > 0.8 sub-sample, given the galaxy’s value for a variable
i. Likewise, let P (N | i) denote the probability that the galaxy would belong to the
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Figure 2.20: The 10 sets of probability density functions used to classify elliptical
galaxies (see text for details). Dark-red series denote the training sample of PE,GZ >
0.8 z < 0.2 r < 20 mag galaxies in the stripe 82 region. Blue series show the same
but with instead PE,GZ < 0.2. Gaussian KDEs are fitted to the distributions. For a
given galaxy, the ratios of the KDE heights at a given value for each variable are used
to calculate PE,Bayes.
PE,GZ < 0.2 sub-sample given this input. According to Bayesian statistics, the odds
ratio P (E | i)/P (N | i) is then given by Equation 2.22, where P (E)/P (N) is the odds
ratio prior to the consideration of the variable i. Crucially, P (i | E)/P (i | N) equates
to the ratio of probability density function heights at the value for i.
P (E | i)
P (N | i)
=
P (i | E)




It is assumed as an initial prior that P (E)/P (N) = 1. As the odds ratio becomes
the new prior when combining information from successive variables, it follows that a
galaxy’s elliptical classification confidence level is given directly from the product of




P (i | E)




In total, 10 variables are used to calculate PE,Bayes, as shown in Figure 2.20. The PDFs
used as inputs for Equation 2.23 equate to Gaussian kernels fitted to each variable’s
distribution, each smoothed empirically to avoid non-physical discontinuities.
Firstly, rest-frame ugriz colours within elliptical auto apertures are utilised, which are
corrected for Galactic extinction using the maps of Schlegel et al. (1998) and k-corrected
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Figure 2.21: Distributions of PE,Bayes values for the sample of ∼ 105 z < 0.2 r < 20
mag stripe 82 galaxies. In black: the final PE,Bayes values using all 10 variables in
unison. In red, grey, and magenta: PE,Bayes values from galaxy colours, morphology
(ellipticity and fdeV), and auto-aper colour differences alone, respectively. Adjacent
images show examples of galaxies with final values of PE,Bayes < 0.5, but which would
have had PE,Bayes > 0.5 were it not for a single set of variables, where image border
colour denotes the set of variables which caused the crucial reduction to PE,Bayes.
with the prescription of Chilingarian et al. (2010). These primarily help isolate ‘red
sequence’ galaxies from the star-forming ‘blue cloud’ (see, e.g. Baldry et al., 2004).
The next variable used is the difference between auto aperture colours and those within
2.5" radius circular apertures (denoted aper, Bertin & Arnouts, 1996b). Late-type
galaxies typically feature disks which are bluer than their bulges, due to the higher star
formation levels in the former regions. Conversely, ellipticals display relatively radially
consistent colours. As a result, the wider spread about a null colour difference seen for
the non-elliptical reference sample helps one to exclude disk galaxies.
Finally, 2 measures of morphology are utilised. The first is the apparent ellipticity, mea-
sured in the r-band. The second is fdeV. These 2 morphological parameters primarily
aid the exclusion of dusty, red, star-formers.
The distribution of final PE,Bayes values found from the 10 sets of input PDFs in unison
is shown as the black series in Figure 2.21. Approximately 95% of all z < 0.2, r < 20
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mag galaxies have PE,Bayes > 0.95 or PE,Bayes < 0.05. This includes all galaxies, not
just the training sample.
Also shown are the distributions of PE,Bayes values resulting from the parameters used
in isolation. It can be seen that galaxy colours are the most crucial parameters for a
confident elliptical classification, with ∼ 90% of z < 0.2, r < 20 mag galaxies having
PE,Bayes > 0.95 or PE,Bayes < 0.05 from colour alone. Morphology (fdeV and ellipticity)
and auto-aper colour differences are of secondary and comparable importance for
classification confidence.
Of course, confidence is not always a reflection of the accuracy of classifications: Each
of the parameters helps remove a different sort of contaminating object, and must be
used in unison for an effective isolation of ellipticals. This is emphasised with the iac
stripe 82 legacy coadded images included in Figure 2.21, which show galaxies that
would have been assigned PE,Bayes > 0.5 were it not for a given criterion.
The top image shows a nearby irregular galaxy which exhibits similar morphological
properties to a massive elliptical, but was rejected after a consideration of its optical
colours. The central image shows an edge-on, dusty, star-forming galaxy which is con-
sistent in colour with an elliptical, but was rejected due to fdeV and ellipticity. The
bottom image shows either a poorly resolved spiral or a lenticular disk, consistent in
both colour and morphology with an elliptical, yet rejected due to its auto-aper colour
differences.
Of a total of 113239 z < 0.2, r < 20 mag galaxies, 27940 (∼ 25%) have PE,Bayes >
0.5, and it is these galaxies which define the elliptical sample, to be used in successive
sections of the present section.
Manual inspection of these objects reveals little to no contamination from any obvi-
ous non-ellipticals, nor any obvious evidence of LSBGs along the line-of-sight to these
ellipticals which could have instead housed the observed CCSNe. Figure 2.22 shows
2 more quantitative tests for the validity of classifications. The left-hand panel shows
k-corrected r-band absolute magnitude versus rest-frame (g− r) colour, where all mag-
nitudes are in auto apertures, with the aperture defined in the r-band. Contour levels
are 10% to 90% of the peak number density in steps of 10%. The fact that the dashed-
red and dashed-blue contours overlap shows that, much like a rudimentary cut on fdeV,
a ‘hard’ cut on colour would not be able to remove non-ellipticals without also removing
a significant number of ellipticals.
It can be seen that the sample of ellipticals resulting from the Bayesian classification
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Figure 2.22: Left: Rest-frame r-band absolute magnitude versus rest-frame (g − r)
colour, where all magnitudes are those within elliptical auto (‘Kron’) apertures and
are corrected for Galactic extinction. Contour levels are 10% to 90% of the peak
number density in steps of 10%. Dashed-dark-red and dashed-blue contours depict the
training samples of PE,GZ > 0.8 and PE,GZ < 0.2 galaxies, respectively. The solid-red
contours represent the sample of ellipticals resulting from the Bayesian classification
method presented in this section. Black points show the distribution of all z < 0.2,
r < 20 mag stripe 82 galaxies. Right: Galaxy counts as a function of specific-star
formation rate as measured by gswlc-2. The dashed-dark-red, dashed-blue, red-filled
and black-dotted series represent the same respective sub-samples, described for the
left-hand panel. The red-dotted series depicts the same sample as shown by the red-
filled series, but excluding the training set of PE,GZ > 0.8 galaxies.
method (solid-red) follows a similar distribution to the training set of PE,GZ > 0.8
galaxies (dashed-dark-red), with the only notable difference being an offset in absolute
magnitude of ∼ 1 mag between the peak density of the 2 distributions. This is due to
the bias of having more confident manual classifications in galaxy zoo for brighter
galaxies. This is also clear from the fact that the magnitude at which one finds a
peak number density in the PE,GZ < 0.2 sample (dashed-blue) does not correspond the
magnitude at which peak density is seen for all galaxies (black points).
To test the CCSN-derived star formation results of the present section, a comparison
will be repeatedly made with star formation rates derived from UV/Optical SED fitting
applied to the second edition of the galex-sdss-wise legacy catalogue (gswlc-2;
Salim et al., 2016, 2018).
In the present section, 23009 out of 113239 z < 0.2 r < 20 mag galaxies are matched
with the gswlc-2 sample within 2.5". These matches are rpetro < 18 mag galaxies
with a spectroscopic redshift in the range 0.03 < z < 0.2, which lie within the galex
footprint (Martin et al., 2005; Morrissey et al., 2007).
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Star formation properties of these galaxies were estimated using SED fitting with the
Code Investigating GALaxy Emission (cigale; Noll et al., 2009; Boquien et al., 2019).
Excellent summaries of the SED fitting technique are given in Salim et al. (2018) and
Turner et al. (2021), but in short: Synthetic spectra, generated using the simple stellar
population templates of Bruzual & Charlot (2003), based on a Chabrier (2003) initial
mass function and covering a wide range of metallicities (log(Z) = −2.4 to −1.3), are
fitted to the observed UV-to-Optical photometry.
Templates were then combined with Myr-resolution star formation histories. The library
of these histories were built using exponentials with various decay times for an old
stellar population, with a relatively flat burst superimposed (at least 100 Myr ago)
to represent a younger population. The SED estimates of star formation rate were
additionally constrained by the galaxy IR luminosity, itself calculated by matching
the energy absorbed by a galaxy’s dust with the energy it re-emits. Other properties
derived in this fitting procedure include (but are not limited to) galaxy stellar masses,
stellar ages, stellar metallicities, absolute magnitudes and colour excess. In the present
section, what is utilised is the SFR derived using the deepest photometry available for
each galaxy (catalogue gswlc-X2).
The right-hand panel of Figure 2.22 shows the matched distribution of SED-derived
SSFRs (SSED). It is seen that the peak value of SSED comes at ∼ 10−12.0 yr−1 for both
the training sample and Bayesian-classified sample of ellipticals. A notable difference
between the final elliptical sample and the galaxy zoo training sample is that the
former exhibits a secondary peak at SSED ∼ 10−11.0 yr−1. However, no significant
difference is found in the appearance of the galaxies classified as ellipticals at these
2 different levels of star formation, and so the origin of this secondary peak remains
unexplained.
According to the classifications presented in this section, 74% of SSED < 10−11.0 yr−1 are
classified as ellipticals. This number rises to 80% for SSED < 10−12.0 yr−1. Ellipticals
become the dominant class for SSED . 10−10.8 yr−1.
In summary, this Bayesian method is able to isolate a near-complete sample of z <
0.2, r < 20 mag elliptical galaxies in the stripe 82 region. In theory, this method
could be extended to efficiently classify several species of galaxies over wide-field survey
footprints, in a manner consistent over redshift.
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2.2.4 The Star Formation Rate Density in Ellipticals
As CCSN hosts were classified simultaneously with the larger galaxy sample, they are
subject to identical classification criteria as in the previous sub-section. Of the sample
of 421 likely CCSN hosts (PIa < 0.5), 36 are classified as ellipticals using the described
Bayesian procedure. 27 of these have PIa < 0.05.
Co-added stripe 82 images of these 36 galaxies are shown in Figure 2.23. These host
galaxies can now be used to estimate the contribution to the cosmic star-formation den-
sity from ellipticals. One can utilise Equation 2.26 to estimate the CCSN-rate density
per unit volume V in ellipticals using the sample of elliptical CCSN host galaxies (see
also Section 2.1). Galaxy stellar masses are first calculated using the same prescription
as in Section 2.1; a k-correction inclusive prescription based on i-band auto mag, (g−i)
observed colour (in 2.5" circular apertures) and redshift.
To correct for the fact that the SN sample is flux-limited but what is instead desired
are volume-limited CCSN statistics, a statistical correction identical to that used in
Section 2.1 is implemented. This is similar to a 1/Vmax method, but where the SN light
is the determining factor in detection, not the host galaxy light. The volume-limited
absolute magnitude distributions of Richardson et al. (2014) are employed for Type Ib/c
and Type II SNe. For each SN, i, in the sample, the mean of the absolute magnitude
distribution for its SN type j, is used. This is denoted M j . One can then compute
the mean expected apparent magnitude, mi, for a SN, as a function of its redshift (zi),
Galactic extinction (Ar,MW,i), host-galaxy extinction (Ar,h,i) and k-correction (kr,i), as
shown by Equation 2.24.
mi = M j + 5 log dL(zi) + kr,i +Ar,h,i +Ar,MW,i (2.24)
Using the standard deviation in the relevant absolute magnitude distribution, σj , one
can estimate the detectable fraction, εi, of SNe that would have r < 21.8 mag, for the
redshift, extinction and k-correction of a SN, using Equation 2.25. The inverse of the
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Figure 2.23: 36 z < 0.2 elliptical galaxies found to host rpeak < 21.8 CCSNe from
the sdss-ii supernova survey , as shown in 30" x 30" coadded images from the iac
stripe 82 legacy survey. Crosses (question marks) denote the locations of CCSNe
with PIa < 0.05 (0.05 < PIa < 0.5). Black (red) symbols denote those with (without)
spectra. Numbers indicate SN catalogue IDs from the sdss-ii supernova survey .
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Figure 2.24: The core-collapse supernova rate density (left-hand vertical axis) and
the implied star formation rate density (right-hand vertical axis), as a function of
galaxy stellar mass. The red solid line depicts the contribution to these densities
from elliptical galaxies. The solid filled red region depicts the associated statistical
uncertainty, which is the quadrature sum of MC + Poisson + Cosmic Variance errors.
Hatched red regions depict systematic errors, from the treatment of 0.05 < PIa < 0.5
objects (positive error) and from the dust extinction assumed for the elliptical hosts
(negative error). The blue (black) line and filled region shows the CCSN-rate and
SF-rate as a function of mass for blue star-forming disk galaxies (all galaxies). The
black arrow shows the upper-limit at 109.0 − 109.5M at which number counts are
consistent with zero (see text).
Equation 2.26 shows that summing over a mass bin of width ∆ logM, the quantity∑
i 1/εi(M) leads to the volume-corrected number of CCSNe associated with galaxies
for each bin. τ is the effective rest-frame time over which CCSNe could be identified by
the survey. This is shorter than the observed time-frame of the un-targeted supernova
survey, t, such that τ = t / (1+z). The observable volume, V , is derived from the
sky coverage of the stripe 82 region and the imposed z < 0.2 limit. The relation-
ship between the CCSN rate and SFRD is then given by Equation 2.6. As derived in
Section 2.1, logR = −1.9 is adopted.
A 103 iteration Monte Carlo (MC) technique is utilised to account for uncertainties
in redshift, galaxy magnitudes and the resultant stellar masses which all feed into the
calculation of the CCSN-rate density and SFRD as a function of galaxy stellar mass,
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the results for which are shown in Figure 2.24. The statistical errors (labelled ‘stat’) on
these densities are represented by the filled regions, and equate to the quadrature sum
of MC errors (standard deviation of the densities over MC iterations), Poisson errors
and the cosmic variance, the latter estimated given the volume of the stripe 82 region
out to z = 0.2 (Driver & Robotham, 2010). The red series denotes the estimate of
CCSN-rate and star formation rate density in ellipticals as a function of mass.
The black arrow shows the approximate upper limit to counts for 109.0 − 109.5M.
This is the appropriate one-sided 1σ error on bins with zero counts (Gehrels, 1986),
normalised for the SN survey coverage, τ × V , as well as the mean detection efficiency
and redshift for the aforementioned mass range.
Additionally there are 2 main sources of systematic uncertainty on this result. The first
relates to uncertainties in SN classifications within the SN Sample: The CCSN-rate
density described above is formed from the SN sample excluding those with PIa > 0.05.
The positive systematic uncertainty equates to the increase to densities found when
including 0.05 < PIa < 0.5 CCSNe.
A second systematic relates to the dust extinction assumed within the host galaxies,
or more specifically, the dust screen in the region of the SNe. Equations 2.24 and 2.25
rely on an estimate of this extinction level. From the full CCSN sample of Section 2.1,
the mean r-band extinction in the SN regions was estimated at 0.5 mag. Therefore, a
mean extinction of 0.5 mag is also assumed for elliptical hosts in the present section.
However, as the sample in Section 2.1 consisted mostly of star-forming galaxies, which
can be abundant in dusty star-forming regions, the level of dust attenuation in elliptical
hosts may be lower. Indeed. the median Galactic-extinction corrected absolute r-band
magnitude of PIa < 0.05 CCSNe at peak light is −17.70 mag in ellipticals, compared
with −17.39 mag in blue disks. This implies a median r-band extinction of ∼ 0.2
mag in ellipticals. For comparison, a difference of 0.16 mag is found in the median Av
estimate when moving from blue disk Type Ia SN hosts (median of Av = 0.38 mag) to
elliptical Type Ia SN hosts (median of Av = 0.22 mag), where V -band extinction values
were estimated by Sako et al. (2018b) from a mlcs2k2 SN light curve fitting technique
(Jha et al., 2007). Despite these numbers, a more conservative negative systematic
uncertainty on the elliptical SFRD is used, which represents the decrease to densities
assuming zero extinction in the SN regions. Systematic uncertainties, (labelled ‘sys’)
are shown as the hatched regions in Figure 2.24.
The SFRD in ellipticals is constrained above zero for a mass range 109.8 - 1011.2 M.
The peak contribution most likely comes between 1010.6 - 1010.8 M, where ellipticals
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contribute 1.6±0.8 (stat) +0.3−0.7 (sys)×10−5 CCSNe yr−1 Mpc−3 dex−1 h370, corresponding
to an SFRD of 1.3 ± 0.6 (stat) +0.2−0.6 (sys) ×10−3 M yr−1 Mpc−3 dex−1 h370 at these
masses. All the results of the present section are derived using a 737 cosmology (h = 0.7,
Ωm = 0.3, ΩΛ = 0.7).
There is a narrow range of masses which contribute non-negligibly to the SFRD in
ellipticals, with ∼50% of the contribution coming for 1010.4 - 1010.8 M, and ∼90% of
the contribution found between 1010.0 - 1011.2 M. The integrated density above 1010.0
M, corresponding to what is effectively the total elliptical population, is found to be
1.3 ± 0.3 (stat) +0.4−0.5 (sys) ×10−5 CCSNe yr−1 Mpc−3 h370, equating to 1.0 ± 0.3 (stat)
+0.3
−0.4 (stat) ×10−3 M yr−1 Mpc−3 h370.
For a comparison with the elliptical SFRD, the result from the sample of CCSNe found
in star-forming ‘blue disk’ galaxies is shown (in blue in Figure 2.24 and in successive
figures), which are here defined as those z < 0.2 galaxies which have (g − r)0 < 0.65
mag, fdeV < 0.5, and were found to be non-ellipticals using the classification procedure
presented in this section. These galaxies are expected to be the dominant constituents
of the star-forming main sequence.
The SFRD in blue disks as integrated above 1010.0 M is a factor 2.1± 0.7 (stat) +1.3−0.5
(sys) times that in ellipticals. The SFRD of ellipticals most likely surpasses that in blue
star-forming disks above 1010.9 M, due mainly to the domination of the total galaxy
number density from ellipticals at the highest galaxy masses.
Also shown, in black, is the total SFRD as determined from the sdss-ii SN Sample.
Note that the red and blue series do not sum to give the total SFRD: There will
be additional contributions from lenticular galaxies, irregular galaxies and dusty star-
forming galaxies, which fall in to neither the elliptical or blue disk groups. These results
imply that elliptical galaxies contribute 11.2± 3.1 (stat) +3.0−4.2 (sys) % of the total star-
formation budget at present epochs. This rises to 20.2 ± 6.0 (stat) +5.7−7.7 (sys) % for
masses above 1010.0 M. Both values are consistent with that of Kaviraj (2014a), who
find that 14% pertains to early-type galaxies. It is concluded that ellipticals contribute
a non-negligible fraction of the total star-formation budget to the present-day cosmic
volume.
2.2.5 The Specific Star Formation Rates of Ellipticals
Equation 2.21 demonstrates that the mean SSFR of ellipticals can be derived using the
result for the SFRD if one also has a calculation of the GSMF of ellipticals. To calculate
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the required GSMF, a 1/Vmax method is used, applied to the sample of 27940 Bayesian
classified ellipticals with z < 0.2 and r < 20 mag. The maximum luminosity distance,
DL,max, within which each galaxy would remain brighter than the flux limit of r = 20
mag is given by
5 log(DL,max) = 5 log(DL,obs) + 20− rauto + dK , (2.27)
where dK is the k-correction for a galaxy at the observed redshift, minus that at the
maximum redshift, and where the required maximum redshift is iteratively inferred
starting from the value of DL,max with dK = 0. Finally DL,max values are clipped to
lie at or below the inferred luminosity distance at z = 0.2. DL,max leads to 1/Vmax, the
values for which act as weights on galaxy number densities in log(M/M) bins of width
0.2 dex, yielding volume-limited results. The GSMF of blue disks within our redshift
and magnitude limits (a total of 66288 blue disk galaxies) is calculated, as is that of all
z < 0.2, r < 20 mag galaxies (a total of 113239 galaxies), using the same approach.
Corresponding results are shown in Figure 2.25. Similar to the masses at which the
peak of CCSN production is observed, the number density of z < 0.2 ellipticals peaks
between galaxy stellar masses of 1010.4 and 1010.8 M, at 2.11 ± 0.03 × 10−3 dex−1
Mpc−3 h370. Ellipticals dominate the total z < 0.2 galaxy number density for masses >
1010.8 M.
Figure 2.26 shows (with the red solid line and filled regions) the mean SSFR of ellipticals
as a function of mass, derived from the results for the volumetric SFRD and the GSMF.
Using an inverse-square-error weighting on each mass bin, it is found that the mean
SSFR of ellipticals as a function of mass is well represented by the following regression
line for masses > 1010.0M:
log(S(M)/yr) = − (0.80 ± 0.59) log(M/1010.5M) − 10.83 ± 0.18 . (2.28)
The uncertainty on the gradient for this regression line implies there is an 18% chance
that S is constant with mass for ellipticals. In relation to this uncertainty, it is noted
that although the estimate of mean SSFR in ellipticals approaches that of main sequence
galaxies at log(M/M) ∼ 10.0, the uncertainty on the result for individual bins is such
that S at log(M/M) = 10.0 could be as low as 10−11.0 yr−1 within 1σ errors, in line
with the mean for the elliptical population.
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Figure 2.25: The z < 0.2 galaxy stellar mass function of elliptical galaxies (red), star-
forming disk galaxies (blue), and the total galaxy population (black) from a 1/Vmax
method, using r < 20 mag galaxies. Solid lines and filled regions show galaxy number
densities, and their 1 σ MC+Poisson+Cosmic Variance errors, respectively.
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Figure 2.26: Left: The specific star formation rate as a function of galaxy stellar
mass (via multiple means). The red solid line and filled region denote the mean and
1 σ uncertainty (MC + Poisson + Cosmic Variance) on the specific star formation
rate in elliptical galaxies at z < 0.2. Hatched-regions depict additional systematic
uncertainties described in the caption of Figure 2.24. Small-red points depict the
SED-derived specific star formation rates of those individual elliptical galaxies cross-
matched with gswlc-X2 data. Large-red points denote cross-matched elliptical CCSN
hosts, with error bars showing 1 σ errors from SED-fitting. The blue series depict the
same but for blue star forming galaxies. The black series shows the mean specific
star formation rate as a function of mass for all galaxies. The black arrow shows the
upper-limit at 109.0− 109.5M at which SN counts are consistent with zero (see text).
Right: The same results as the left-hand panel but derived using the SFRD and GSMF
both integrated over galaxy masses > 1010.0 M.
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Given uncertainties on the SSFR for ‘blue disks’, which effectively define the star-
forming main sequence, it is unclear whether the result shows a step function atM ∼
109.5M and is then flat for higher masses, or whether the SSFR instead exhibits a
more gradual negative slope with mass. A slope of some form is likely, given that more
massive star-forming galaxies formed earlier and a longer time has passed since the peak
of their star formation (see, e.g. Gallazzi et al., 2005).
There may however be reason to expect a step function in SSFR. For instance, McGaugh
et al. (2017) find a distinct star forming main sequence for 8.0 < log(M/M) < 10.0
compared to higher masses, with results consistent with constant S in this mass regime.
Type II SN-rate models of Graur et al. (2015b), which build on the work of Li et al.
(2011b), imply a step function in S vs mass centred on log(M/M) ∼ 9.5. Furthermore,
it was found in Section 2.1 that assuming a constant SSFR for masses . 109.0M
yields the best consistency between the GSMF from CCSNe and that from a 1/Vmax
method. Future larger samples of SNe utilised with these SN-based methods will allow
a conclusion to be reached for the presence of a step function in S versus mass for
main-sequence galaxies (e.g. Ivezić et al., 2019).
The value of S(M) for the total galaxy population could be argued to follow a Schechter
parameterisation (Schechter, 1976). Fitting for M > 1010.0M, one finds best-fit pa-
rameters of [log(M∗/M), S∗/1011.0 yr, α] =
[10.90± 0.08, 7.94± 2.54, −1.41± 0.03].
Similar to Figure 2.24, the black arrow shows the 1σ upper-limit on S for 109.0−109.5M
ellipticals. This value is derived from the one-sided 1σ error on bins shown in Fig-
ure 2.24, and adopting the average galaxy number density and mass in the aforemen-
tioned mass range for the conversion in Equation 2.21. This upper limit shows that,
because of the form of Equation 2.21, a fractionally large Poisson error on host galaxy
counts leads to a particularly large error on the SSFR at low elliptical masses, spanning
several dex. To assess S in ellipticals using CCSNe for M < 109.5M would require
future data from SN surveys of longer time-span and/or larger sky coverage (e.g. Ivezić
et al., 2019) than those currently available.
Points in Figure 2.26 show independent SSFRs for individual galaxies derived from
UV/Optical SED fitting applied to the gswlc-2 sample. 7714 of 27940 (8502 of 49641)
ellipticals (blue disks) are matched with gswlc. 12 of 27 (83 of 174) elliptical CCSN
hosts (blue disk CCSN hosts) are matched with gswlc-2, where CCSN hosts are here
defined as those with PIa < 0.05. Hosts are shown as larger points, with their 1σ errors
on SSED.
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It is found that there are no significant differences in the optical colour distributions of
the gswlc-matched samples compared with the full samples of ellipticals and blue disks.
This is interpreted as a lack of evidence for a bias towards the selection of higher SSED
galaxies in the gswlc-matched sample. As such, a comparison of the CCSN-derived
and SED-derived results is constructive.
SSED values are qualitatively consistent with S(M) derived from CCSNe, with 10 of
the 12 gswlc-matched elliptical CCSN hosts having a measurement of SSED within the
1σ uncertainties on the SN-derived S(M), and with the running mean of all gswlc-
matched ellipticals lying within a 1σ separation from the SN-derived mean as a function
of mass, as shown in Figure 2.27. Interestingly, the running mean value of SSED for
the main sequence shows no evidence for the aforementioned step function aboutM =
109.5M. Furthermore, the gradient of SSED with mass is comparable for both ellipticals
and blue disks, which may be in contrast to the findings of the present section using
CCSNe.
Integrating the volumetric SFRD and the GSMF forM > 1010.0M (separately) leads
to the mean SSFR over this galaxy mass range. Mean values are indicated in the right-
hand panel of Figure 2.26. From a CCSN technique, a value of S = 9.2± 2.4 (stat) +2.7−2.3
(sys) ×10−12 yr−1 is obtained forM > 1010.0M elliptical galaxies.
Also shown is the counterpart value of SSED, taken as the average SED estimate (in
linear space) for all gswlc-matched ellipticals withM > 1010.0M. What is found is
that SSED = 5.7×10−12 yr−1 for all gswlc-matched ellipticals, and SSED = 4.1×10−12
yr−1 for the sub-sample of gswlc-matched elliptical CCSN hosts. Assuming an average
dust extinction in hosts of Ar = 0.5 mag, these results are in 1.4σ tension, and 2.1σ
tension, respectively, with the value of S measured using a CCSNe. Assuming instead
zero dust extinction in elliptical hosts, respective discrepancies of 0.5σ and 1.1σ are
found.
The mean SSFR result for M > 1010.0M blue disks, derived using a CCSN-based
method comes to S = 7.8± 1.3 ×10−11 yr−1. This is in < 1σ tension with SED-based
measurements, found to be SSED = 9.1× 10−11 yr−1 for all gswlc-matched blue disks,
and SSED = 7.9× 10−11 yr−1 for all matched blue disk CCSN hosts. This consistency
reassures one’s faith in the elliptical result, given that the mean SSFR of the main
sequence is well-defined from SED-based measurements (and other methods) within
the literature (see, e.g. Noeske et al., 2007b; Speagle et al., 2014). The CCSN-derived
measurement of S for M > 1010.0M main sequence galaxies implies that ellipticals
have a mean SSFR which is 11.8 ± 3.7 (stat) +3.5−2.9 (sys) % of that on the star-forming
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Figure 2.27: The specific star formation rate as a function of galaxy stellar mass (via
multiple means). The red and blue solid lines and surrounding filled regions denote
the CCSN-derived results and their uncertainties for elliptical galaxies and blue disk
galaxies, respectively, as described in Figure 2.26. The red and blue dotted lines show
the running mean of specific star formation rates from SED fitting (derived by Salim
et al. 2018), for elliptical and blue disks, respectively, averaged over 0.1 dex in mass.
Surrounding filled regions show the corresponding standard error of these means.
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main sequence.
2.2.6 The Median Spectrum of Elliptical Core Collapse Supernova
Hosts
Note that the SED result averaged over elliptical CCSN hosts is comparable to that
averaged over all ellipticals. This implies that whilst CCSNe hosts are indeed prob-
abilistically determined by their star formation rates, the selection function is not so
extreme that one is simply tracing the very highest star formation rate ellipticals. This
increases confidence that the measurement of S via CCSNe is well-representative of the
mean star formation level over the total elliptical population.
Of course, SED-based measurements of star formation rates for ellipticals are subject
to uncertainty; which is indeed a major motivation for the present section. An analysis
of the 25 elliptical CCSN host galaxy’s coadded spectra is therefore turned to, to test
whether these hosts exhibit spectral properties typical of the average elliptical.
Although SED measurements are derived in part from this spectral information, one
can observe a more detailed picture of the star formation properties from the direct
spectra, and can look at information free of fitting dependencies.
The median spectrum of the PIa < 0.05 elliptical CCSN host galaxies for which spectra
are available is first computed, i.e. for those 25 galaxies labelled with black crosses
in Figure 2.23. To do this, each galaxy’s rest-frame spectrum is normalised to equal
unity when integrated over wavelengths of 4000 and 8000, before the sample’s median
normalised flux is taken as a function of wavelength axis at intervals of 0.1. The 1 σ
error on the median flux is calculated from the 16th and 84th percentiles as a function of
wavelength. This uncertainty is shown in each panel except the top main panel, where
it is omitted for clarity.
Similarly computed is the median spectrum of a control sample of non-hosting ellipticals
matched in galaxy stellar mass and redshift to the CCSN hosts. For each host, the
separation with non-hosts in a Cartesian mass-redshift space is found, where separations
along each axis are normalised by the median separation of random pairs, such that mass
and redshift carry comparable weight in the matching procedure. The nearest 5 matches
for each host elliptical are found, yielding a control sample of 125 galaxies.
As the Balmer lines are notable signatures star-formation properties, a particular focus
is given to the strengths of Hα and Hβ. The ratios of these lines with the respectively
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Figure 2.28: Top panel: The median spectrum of elliptical CCSN hosts (red) vs
that of a control sample of (non-hosting) elliptical galaxies (see text). Inset plots
show zoomed in wavelength ranges about the Hβ and Hα lines. Upper and lower
bounds on the median normalised flux are signified by filled regions and correspond to
the 84th and 16th percentiles, respectively. These are omitted in the top main panel,
for clarity. Middle panel: The residual spectrum (host - control). Bottom panel: The
statistical significance of the difference between the median spectra as a function of
wavelength.
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nearby [NII]λ6583 and [OIII]λ5007 lines are also investigated, in order to disentangle
flux contributions to the Balmer lines from star formation with those from nuclear
activity (Kauffmann et al., 2003).
As shown in the bottom panel of Figure 2.28, no statistically significant difference is
found in Hα or Hβ line strength between the SN host sample and control sample. Fur-
thermore, no statistical difference is found between the median strengths of [OIII]λ5007
or [NII]λ6583. In fact, not one optical emission line is found to differ in its median
strength over the 2 samples, within the errors shown.
Moreover, no difference in the median line ratios [OIII]λ5007/Hβ or [NII]λ6583/Hα
is found, implying a similar level of both star formation and nuclear activity for the
host sample and control sample. The equivalent width of these 4 emission lines is also
consistent across the 2 samples.
These line ratios are finally used to consider the positions of the 25 elliptical CCSN hosts
on the BPT diagram (Baldwin et al., 1981). It is found that all 25 of these galaxies
lie comfortably on the AGN/Passive side of the Kauffmann et al. (2003) demarcation.
This implies that these line ratios are incompatible with high-levels of star-formation
and instead that the majority contribution to the aforementioned lines is coming from
old stellar populations and/or AGN (which would be Type-II AGN in the majority of
cases, given the lack of broad lines seen in Figure 2.28).
Each of these results implies once more that the elliptical CCSN hosts have typical
levels of star formation when compared to the average (or classical interpretation of an)
elliptical, and as such, what has been derived in this section is an accurate measure of
the mean SSFR of all elliptical galaxies, directly from CCSNe. The consistency between
the spectral properties of the CCSN hosts with the remaining elliptical population may
also imply that the star formation in ellipticals is not particularly bursty in nature.
2.2.7 Summary
This section has seen the classification all z < 0.2, r < 20 mag stripe 82 galaxies using
a Bayesian method, trained on the colour and morphology properties of manually-
classified samples of ellipticals and non-ellipticals from galaxy zoo 1 (Figure 2.20).
A sample of 421 r < 21.8 mag, z < 0.2 likely CCSNe, originating from the sdss-ii
supernova survey have been isolated. From their light curves, these SNe each had
a Bayesian confidence (PCC) > 50% of being a CCSN. 360 (∼ 86%) of these had a
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Bayesian confidence > 95%, making this a reliable sample of CCSNe. 24± 1% of these
CCSNe are likely to be of Type Ib/c, in line with expectations for the ratio of those of
Type Ib/c to Type II. As it is far more common to misclassify Type Ia SNe as Type Ic
SNe (lack of light curve plateau and similar spectral properties) rather than as Type II
SNe, this reasonable ratio of Type Ib/c SNe to Type II SNe increases one’s faith in the
SN classification procedure. In Section 2.1, these SNe were carefully matched to their
host galaxies, meaning that those CCSNe residing in ellipticals could be isolated. 36
CCSNe (27 with PCC > 0.95) were found to occur in such galaxies (Figure 2.23).
The z < 0.2 volumetric star formation rate density (SFRD; Figure 2.24) in elliptical
galaxies was calculated from the CCSN rate as a function of host galaxy stellar mass, as-
suming a ratio between core-collapse events and star formation of R = 10−1.9 M−1 . The
elliptical SFRD result was constrained above zero for 9.8 < log(M/M) < 11.2, with
the peak star formation contribution from ellipticals coming at 10.4 < log(M/M) <
10.8. Ellipticals were found to dominate the present-day star formation budget for
log(M/M) > 10.9.
Ellipticals were found to contribute 11.2 ± 3.1 (stat) +3.0−4.2 (sys) % of the total star-
formation budget. This rises to 20.2 ± 6.0 (stat) +5.7−7.7 (sys) % for log(M/M) > 10.0.
These results are consistent with recent studies of star formation in ellipticals using
galaxy emission, such as the UV-optical study of (Kaviraj, 2014a). As CCSN statistics
cannot be misconstrued as anything but signatures of recent star formation, the methods
presented in this section have definitively demonstrated that ellipticals contribute a non-
negligible level of star formation to the present-day cosmic budget.
The mean specific star formation rate (SSFR; Figure 2.26) of ellipticals was calculated
as a function of mass, via the combined information of the previous SFRD result and
the galaxy stellar mass function (Figure 2.16). The mean elliptical SSFR most likely
exhibits a slope, with a regression line well-representative for galaxy masses > 1010.0M,
such that log(S(M)/yr) = − (0.80 ± 0.59) log(M/1010.5M) − 10.83 ± 0.18 .
However, these errors show there is still an 18% chance the SSFR is constant with mass
in ellipticals. The mean SSFR for all log(M/M) > 10.0 ellipticals was found to be
S = 9.2± 2.4 (stat) +2.7−2.3 (sys) ×10−12 yr−1. This is 11.8± 3.7 (stat)
+3.5
−2.9 (sys) % of the
average SSFR on the star-forming main sequence.
An independent mean SSFR in ellipticals derived from gswlc-2 SED fitting is found to
be SSED = 5.7× 10−12 yr−1, which is moderately consistent with the SN-derived result
(a 1.4σ tension). Assuming zero dust extinction in elliptical CCSN hosts this tension
drops to only 0.5σ. This indicates the SED-derived results put forward as upper limits
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by (Salim et al., 2018) are likely close to the true levels of star formation for these
objects (See Figure 2.27).
The median optical spectrum of the 27 PIa < 0.05 CCSN hosts is finally computed. This
is compared with that of a control sample of non-hosting ellipticals matched in galaxy
stellar mass and redshift (Figure 2.28). No statistically significant difference in the me-
dian strengths of emission lines is found for these 2 samples, including various commonly
associated with star formation (Hα, Hβ, [OIII]λ5007 and [NII]λ6583). This result im-
plies elliptical CCSN hosts have typical levels of star formation compared to the average
elliptical. This in turn signifies that the CCSN-derived results of the present section are
an accurate representation for the total elliptical population at current epochs. These
results are consistent with the hierarchical evolution widely accepted under a Λ-CDM
paradigm, in which low-level star formation is expected to continue in ellipticals out to
current epochs, likely due to the influence of galaxy mergers and/or a slow-rate of gas
cooling.
2.2.8 List of Assumptions
Section 2.2 has made use of the same assumptions as in Section 2.1 with the exception
that zero-dust extinction is appropriate for elliptical CCSN hosts, and assuming that,
for the Bayesian scheme for the classification of ellipticals from their photometry it is
accurate to assume no initial prior.
Chapter 3
The Effects of Peculiar Velocities in
Type Ia Supernova Environments
on Local Estimates of the Hubble
Constant
3.1 The Hubble Tension
The Hubble Constant at the present-epoch (H0) parameterises the current rate of ex-
pansion of the Universe. A knowledge of the precise value of H0 is crucial to Λ-CDM
simulations and their extensions, to our description of the present-day Universe and to
predictions of its ultimate fate.
A key problem in modern day cosmology is the persistent tension between measurements
ofH0 when probed on different scales. Using measurements of anisotropies in the cosmic
microwave background (CMB) and calibrating using a Λ-CDM cosmology, the Planck
Collaboration et al. (2018), obtain the most stringent estimate of H0 from the physics
of the sound horizon to date, finding H0 = 67.36 ± 0.54 km s−1 Mpc−1. Alternatively,
measurements of H0 on local scales of our Universe find larger values of H0 (Riess et al.,
2016, 2018b). Riess et al. (2019), using Large Magellanic Cloud (LMC) Cepheids to
calibrate SNIa photometry, give an estimate of H0 = 74.03 ± 1.42 km s−1 Mpc−1, a
result which lies in 4.4σ tension with that of Planck Collaboration et al. (2018).
Increasing numbers of works in the literature cite physical effects as the cause of the
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Hubble tension (see, e.g. Di Valentino et al., 2018; Agrawal et al., 2019; Vattis et al.,
2019). Indeed, Riess et al. (2019) note that the H0 discrepancy may point towards a
problem for Λ-CDM, given the reliance of sound-horizon-scale results on the assumption
of the standard cosmology.
An alternative source of the Hubble tension could instead relate to local systematics:
the cosmic distance ladder, utilised on local (typically, z . 0.1) scales (and for exam-
ple in Riess et al. 2019), offers a direct and largely model-independent measure of H0.
However, a problem faced on these scales is that peculiar velocities, due to the inhomo-
geneity of the local Universe, are non-negligible when compared to recession velocities.
The component of an object’s velocity due to cosmic expansion must be sufficiently
decoupled from peculiar velocity for an accurate calculation of H0. Peculiar velocities
are, on local scales, solely gravitationally induced motions (Peebles & Shaviv, 1982),
and as a result, these velocities are expected to be strongly correlated with the galaxy
density field.
There exists in the literature debated evidence for a ‘Local Void’, or under-density at
our location in the Universe. The contrast and isotropy of such an under-density has
been investigated using various phenomena, including SNeIa (Zehavi et al., 1998; Jha
et al., 2007; Conley et al., 2007), clusters (Giovanelli et al., 1999; Hudson et al., 2004;
Böhringer et al., 2015) and galaxies (Shanks et al., 1984; Huang et al., 1997; Ratcliffe
et al., 1996; Busswell et al., 2004; Keenan et al., 2013) to probe the local density.
Whitbourn & Shanks (2014) find a particularly significant galaxy under-density, most
prominent in the direction of the 6dfgs South Galactic Cap region (sgc-6dfgs) in
which a deficit of ∼ 40 % is estimated for z < 0.05. This region has been cited as under-
dense independently from the galaxy samples of the 6dfgs Redshift Survey (Busswell
et al., 2004) and 2mass (Frith et al., 2003).
The above studies probe the density on a regional basis, and a stem of this debate is
whether the local under-density found in numerous works would persist across the full
sky (Shanks et al., 2018, 2019; Riess et al., 2018c,a; Kenworthy et al., 2019). Recent work
from Böhringer et al. (2019) finds a local X-ray cluster under-density which pertains
to the full sky. The existence of such an isotropic void would be expected to induce a
bias towards peculiar velocities away from the observer, typically increasing local H0
estimates away from the true value. Whilst past studies have attempted to calculate
the expected error in H0 estimates from the measured density contrast (see, e.g. Shanks
et al., 2019), estimating the offset from the true H0 often relies on a modelling of the
void (Enqvist & Mattsson, 2007; Kenworthy et al., 2019).
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In the present chapter, an attempt is made to form an independent, near-full sky picture
of the local galaxy density field for comparison with previous studies. A method for
the empirical estimation of peculiar velocities using the galaxy density field is then
introduced. To bypass assumptions related to the geometry of the Local Void, a direct
search for correlations between the density field and SNIa H0 estimates is performed. In
doing so, it is demonstrated that peculiar velocities are more tightly linked to gradients
in the density field along the SN LOS, than to the absolute density of the SN region.
Ultimately, the fractional effect of the galaxy density field on the local H0 estimate can
be quantified.
The structure of the present chapter is as follows: Section 3.1.1 presents the Hubble
constant estimator used in this study. Section 3.2 outlines the data sets used. Section 3.3
presents the methodology for the calculation of the local galaxy density field. Section 3.4
then discusses the application of the aforementioned H0 prescription to a sample of
SNeIa. A density parameter using the galaxy density field, is then introduced. This
parameter is designed to act as a proxy for peculiar velocity. Tests for correlations of this
parameter with the aforementioned SNIa H0 estimates are performed in Section 3.6.1.
In Section 3.6.2 analyses are repeated using mock data to compute a mock density field
where line-of-sight velocities are known, in order to test observational results and assess
sources of uncertainty in the observations. This chapter concludes with final estimates
of the fractional effect on the local H0 measurement due to peculiar velocities.
3.1.1 An Estimator for the Hubble Constant











where the terms with subscript ‘fid’ correspond to the fiducial cosmology applied to
calculate distances as a function of zcmb, and DC,est is the estimated comoving distance
of the standard candle [DC = DL/(1 + zhelio) assuming a flat cosmology]. The CMB-
frame redshift is given by
1 + zcmb = (1 + zhelio)(1 + zsun,comp) = (1 + zcos)(1 + zpec) , (3.2)
where zsun,comp is from the component of the Sun’s motion toward the source in the
CMB frame, with zsun = 0.00123 (Lineweaver et al., 1996; Fixsen, 2009), and the other
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subscripts refer to the heliocentric, cosmological and peculiar redshifts of the observed
source.
Defining velocity as v = c ln(1 + z) (more useful and accurate than the historical cz,
Baldry et al. 2018), a straightforward and transparent approximation for DC , comoving
distance, can be obtained using the usual present-epoch deceleration parameter (q0).
The Hubble law is often stated such that the recession velocity is equal to the Hubble
constant times the distance, with the most common approximation for velocity given
by cz. However, a more useful expression for velocity (e.g. Cappellari, 2017; Emsellem
et al., 2019) is given by
v = c ln(1 + z) . (3.3)
This is more accurate for pure line-of-sight velocity and means that the peculiar velocity
and cosmological terms, and frame corrections, are additive (Baldry et al., 2018). A
common misconception is to assume cz terms are additive. Coupled with different
distance definitions, there are thus many versions of a Hubble law.
Figure 3.1 shows four different views of the Hubble law using these approximations for
velocity with luminosity distance (DL) and line-of-sight comoving distance (DC). For
each version, curves are shown for three model cosmologies, all with flat geometry and
with H0 = 70 km s−1 Mpc−1. Two are ΛCDM models, for which the deceleration
parameter q = Ωm/2 − ΩΛ, while the other is a ‘coasting’ model with w = −1/3.
Notably, none of these versions of the Hubble law are accurate except in the case of (d)
v = c ln(1 + z) = H0DC for the coasting model (Sutherland & Rothnie, 2015). Note
this exact law also is valid for a non-flat coasting model such as an empty universe
[though in this case, DL 6= (1 + z)DC ]. Shown below is a derivation of a second-order
Hubble law that is natural in this view with a transparent dependence on q0.
For demonstrative purposes, one considers a flat universe with a single type of fluid




and E(z) = (1 + z)q+1 . (3.4)
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Figure 3.1: Different views of the Hubble law. The relations shown are for: a
coasting cosmological model (q0 = 0), a flat Ωm,0 = 0.3 model (q0 = −0.55), and a
flat Ωm,0 = 0.2 model (q0 = −0.7).
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For a non-constant q, the above result is valid only over a small change in ζ. For small


















This form tends to the exact law with q0 → 0, and the right-hand term [1− (q0/2)(v/c)]
represents an average of (1+z)/E(z) assuming constant acceleration (c.f. the quadratic
fitting function given by Sutherland & Rothnie (2015) for improved precision).
For ΛCDM cosmologies, the approximation is accurate to within 0.1% at z . 0.1. Note
that regardless of the accuracy of the Hubble law, v accurately represents the integral
of the velocity differences along the line-of-sight, precisely in the case of fundamental
observers. This is evident from the additive nature of terms in ζ or v (Baldry et al.,
2018).











with vcmb = vcos + vpec. From this equation, the effect of peculiar velocities and choice
of fiducial cosmology on the estimated Hubble constant is evident. The effects of cos-
mological assumptions on the results of the present chapter are shown in Section 3.7.
Sources of uncertainty for estimating the Hubble constant include: (i) calibration of the
standard candle scale, (ii) photometric measurements, (iii) bandshifts (k corrections),
(iv) evolution, (v) differences between the true cosmology and the fiducial cosmology,
and (vi) peculiar velocities. Any systematic uncertainty from the first two is generally
independent of redshift, while the uncertainty from the cosmology (or bandshift or evo-
lution) increases approximately proportional to vcmb. The uncertainties from peculiar
velocities are approximately proportional to 1/vcos because vcmb = vcos(1 + vpec/vcos).
Figure 3.2 illustrates the differences in the H0 estimate arising from redshift-dependent
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Figure 3.2: The fractional error in the estimated Hubble constant due to peculiar
velocities and erroneous cosmological assumptions. The solid lines show the fractional
error with a 0.2 offset in q0 between the true and fiducial cosmologies. The dot-dashed
lines show the fractional error for systematic offsets of 200 km/s between CMB-frame
velocities and cosmological recession velocities, while the dotted lines show the same
with a reduced systematic offset of 50 km/s. The shaded region depicts 0.02 < z < 0.05
which is ultimately the focus for H0 estimates in the present chapter.
uncertainties. The impact of peculiar velocities, in particular any non-zero average,
pushes one to measure H0 at vcos > 20000 km/s. However, in order to limit the de-
generacy with q0 and uncertainties that scale proportional to vcos, it would be useful
to measure H0 at lower recessional velocities. Either way, it is important to control for
any systematic peculiar velocity offsets in the standard candle sample. It is the aim of
this chapter to test and account for peculiar velocity biases.
3.2 Relevant Data Sets
In order to quantify the effects of the galaxy density field on SNIa peculiar velocities,
and hence on local H0 measurements, 3 key data sources are utilised:
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1. The 2mass redshift survey: the galaxy sample with which to measure
the galaxy density field must have redshifts and cover a large solid angle on the
sky, in order to minimise biases due to cosmic variance. As such the 2mass
redshift survey (2mrs) from Huchra et al. (2012) is utilised, built from the
Extended Source Catalogue (XSC) of the 2-Micron All-Sky Survey (2mass)
(Skrutskie et al., 2006). The result is a galaxy redshift sample of 44,599 galaxies
withmK ≤ 11.75 mag (henceforth, theK-band magnitude refers to the extinction-
corrected 2mass isophotal Vega magnitude measured in an elliptical aperture
defined at 20 mag/sq.arcsec) and with |b| ≥ 5◦ (|b| ≥ 8◦ for 330◦ < l ≤ 30◦,
i.e. towards the Galactic bulge), giving 97.6% completeness within these limits
(Huchra et al., 2012), i.e. away from the Zone of Avoidance (ZoA). This high
completeness coupled with redshift information allows the construction of a 3-
dimensional picture of the local galaxy density field.
2. The pantheon SNIa Sample: to test for correlations of the local galaxy den-
sity field withH0 measurements from SNeIa, the pantheon SNIa Sample (Scolnic
et al., 2018) is made use of. This sample compiles photometry and spectroscopic
redshifts for 1048 SNeIa. In the present chapter, 88 SNeIa are utilised. These
are those which overlap with the 2mrs footprint, are at least 50 Mpc from the
ZoA in 3-dimensional Cartesian space, and occupy the redshift range 0.02 < z <
0.05; the range for which the 2mrs galaxy density field is best constrained. This
is in order to produce the most reliable H0 estimates or fractional H0 error when
corrected for peculiar velocities, as discussed in Section 3.6.1.
3. The mdpl2-galacticus Simulation: to test for the effects of sample vol-
ume, sample size, and cosmic variance on the strength of correlations of SNIa H0
estimates with the density field, the analyses in this chapter will be repeated using
the mock data products of mdpl2-galacticus (Knebe et al., 2018), produced
by running the Galacticus semi-analytical code (Benson, 2012) on the MultiDark
Planck 2 (MDPL2) hydrodynamical simulation (Klypin et al., 2016). Details are
described in Stoppacher et al. (2019) and in the above works, but to summarise:
the result is a 1 h−3 Gpc3 box containing 38403 Dark Matter particles, whose sdss
ugriz luminosities are traced over cosmic time. The methods in this chapter make
use of the z = 0 redshift snapshot, using corresponding z-band galaxy luminosi-
ties to impose a detection-limit on the galaxy sample, in order to construct mock
galaxy density fields, used for comparison with the 2mrs K-band observational
counterpart. These simulations will also be used to test for the cosmic variance
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on results, and to estimate how common the observed local density structure is
within a Λ-CDM framework.
3.3 Measuring the 2mrs Galaxy Density Field
As discussed in Section 3.1, the aim of this chapter is to quantify the effects of the
galaxy density field on SNIa peculiar velocities, and hence, on the local estimate of H0.
The next step is to construct the required galaxy density field from the 2mrs Galaxy
Catalogue.
This catalogue is flux-limited at mK ≤ 11.75. As a result, a knowledge of the galaxy
luminosity function is required, from which to estimate the completeness of the sample
as a function of redshift. Correcting for this completeness above a chosen luminosity
value yields estimates of volume-limited number densities with redshift. This mini-
mum luminosity boundary is chosen to be LK = 10.5 (where LK here and henceforth
refers to the luminosity in logarithmic units of the solar K-band luminosity quoted by
Cohen et al., 2003). This gives volume-limited number densities for z . 0.02, and is
chosen as a trade-off between the maximisation of statistics whilst limiting reliance on
the completeness estimation method which will be outlined. The K-band luminosity
distribution of the sample as a function of redshift is shown in Figure 3.3.
To improve the accuracy of the nearby galaxy density field, for which peculiar velocity is
most troublesome for the determination of galaxy distance, the 2mrs redshift is replaced
in 2 cases: Firstly, if the galaxy is matched within 5′ (on the sky) and 150 km s−1 of a
galaxy from the Updated Nearby Galaxy Catalogue of Karachentsev et al. (2013), this
catalogue distance is utilised. Secondly, if galaxies are matched within 0.5′ of a member
of the Extended Virgo Cluster Catalogue (EVCC) (Kim et al., 2014), a distance of 16.5
Mpc is assumed. If either case applies, the redshift implied from the comoving distance
via a 737 cosmology (H0 = 70, Ωm = 0.3, ΩΛ = 0.7) is utilised. Henceforth, the ‘fiducial
cosmology’ means 737 unless explicitly noted.
GalaxyK-band luminosities are calculated using Equation 3.10, whereMK, is the solar
K-band Vega-mag absolute magnitude of 3.28, and k(z) is the k-correction computed
as k(z) = −6.0 log(1 + zhel) following Kochanek et al. (2001).
LK =
5 log(DL,fid(zcmb)/10 pc) + MK, −mK + k(z)
2.5
(3.10)
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Figure 3.3: 2mrs galaxy K-band luminosities versus CMB-frame redshift. The
dashed line indicates the flux limit as a function of redshift. Number densities as a
function of redshift will be corrected to the number expected with LK > 10.5 (see text
for details). LK = 10.5 is marked with the dot-dashed horizontal line.
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To estimate theK-band luminosity function, the parametric maximum-likelihood method
of Sandage et al. (1979, henceforth, the sty method) is employed. The method is well-
described in the literature, (see, e.g. Loveday et al., 1992), but in short, it is first
assumed that the galaxy luminosity distribution is well-described by a single-Schechter
function (Schechter, 1976). The probability of observing a galaxy of a given luminosity
at a given redshift is estimated. The single-set of Schechter function parameters L∗ (the
‘knee’) and α (the faint-end slope), which maximises the product of these probabilities
over the entire galaxy sample is the best maximum-likelihood estimate.
The best-fit Schechter function is then used to estimate the completeness of galaxy
number density at a given redshift. This is achieved by computing the ratio between
the number density integrated above the flux limit corresponding to this redshift, and
the integrated number density brighter than the reference luminosity of LK = 10.5.
For demonstrative purposes, Figure 3.4 shows the luminosity distribution for the broad
redshift range of 0.02 < z < 0.05, as well as the maximum-likelihood Schechter function
fit. For this redshift range, the sty method finds that the likelihood is maximised using
parameters [L∗, α] = [11.02,−0.91]. Next, the best-fit Schechter parameters in smaller
redshift bins is assessed, in order to quantify any parameter evolution.
Figure 3.5 shows the redshift evolution of these best-fit parameters. In redshift bins of
width 0.01, likelihood values as a fraction of the maximum likelihood for each bin are
assessed as a function of L∗ and α. 1.8σ and 1.9σ separations in L∗ and α, respectively,
are found for 0 < z < 0.01 when compared with 0.01 < z < 0.02. Comparing the
latter bin with the 0.02 < z < 0.03 result, separations of 0.35σ and 1.08σ are found.
It is concluded that consistency is found within 2σ for the parameter values and hence
a fixed α value for the full redshift range is adopted. The value corresponding to the
inverse-squared error weighted (henceforth, error-weighted) mean over all redshift bins
out to z = 0.1 is adopted, equating to α = −0.99.
A correct assessment of luminosity versus redshift is crucial to analyses of the local
density field. A lack of correction for this effect may result in an over-estimation of
galaxy number densities which would worsen with increasing redshift. Such a slope to
galaxy number density could lead to an over-estimate of the local outflow, which would
lead to an under-estimation in local H0 estimates.
Galaxy luminosities may be expected to evolve since z = 0.1, primarily due to changes
in mass-to-light ratio. The faint-end slope of the LF, α, is not expected to evolve as
significantly in this redshift range (see, e.g. Madau & Dickinson, 2014). Irrespective of
any α evolution, however, one can use the fact that L∗ and α are somewhat degenerate
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Figure 3.4: In blue: a histogram of the observed 0.02 < z < 0.05 K-band luminosity
distribution of 2mrs galaxies. The dashed line shows the maximum-likelihood single-
Schechter fit determined using the sty method. The dotted line shows the luminosity
limit for z = 0.05. The dot-dashed line corresponds to LK = 10.5.
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Figure 3.5: Likelihood values for combinations of the single-Schechter function pa-
rameters α and L∗, from the sty method applied to the 2mrs K-band luminosities.
Likelihood values are in units of the maximum likelihood in each panel. The three
panels show 3 different CMB-frame redshift ranges of width 0.01, as indicated.
3.3: Measuring the 2mrs Galaxy Density Field 109
Figure 3.6: The inferred maximum-likelihood values of the single-Schechter param-
eter L∗ as a function of CMB-frame redshift, when using a fixed α = −0.99 value. L∗
is computed in redshift bins of width 0.002. The error-weighted best-fit line is shown
as the dashed blue line. The slope is consistent with that expected due to luminosity
evolution, shown by the red dot-dashed line, made by connecting the L∗ values of
Kochanek et al. (2001) and Beare et al. (2019) (see text).
in order to treat any evolution as purely in luminosity, and as such this likely wraps-in
changes to α. (Furthermore, it is found in Section 3.5 that the choice of α does not
affect results significantly.) Repeating the Schechter fit determination as a function of
redshift but with a fixed α value, a positive trend of L∗ with redshift is quantified, shown
in Figure 3.6. The blue-dashed line shows the error-weighted regression fit, equating to
L∗ = 1.080(z − 0.03) + 10.973, which has a Spearman rank correlation coefficient (rs)
of 0.558 and a p-value (p) of 0.001.
An indication of expected luminosity evolution is shown as the red dashed line by
connecting the inferred K-band L∗ value of Kochanek et al. (2001) (z < 0.01) with the
z = 0.3 value of Beare et al. (2019) who adopt α = −1.00. The observed trend of L∗
with redshift is consistent with estimates of luminosity evolution found in the literature.
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Figure 3.7: Estimated completeness of L′K > 10.5 galaxy number statistics in the
2mrs galaxy sample, as a function of CMB-frame redshift.
Galaxy luminosities are next corrected for evolution as a function of CMB-frame red-
shift, such that the evolution-corrected luminosity, L′K , is given by L
′
K = LK + δL,
where δL = −1.080(z − 0.03). The sample is now re-selected with L′K > 10.5.
With galaxy luminosities corrected for evolutionary effects, the luminosity function
is well-approximated by the same single-Schechter function for the full redshift range
(0 < z < 0.1), with parameters [L∗, α] = [10.97,−0.99]. The sample completeness above
L′K = 10.5 as a function of redshift, C(z), is estimated using Equation 3.11, where L′min
is the maximum of 10.5 and LK + (mK − 11.75)/2.5 + δL. Completeness as a function









The volume-limited number density of galaxies in a redshift shell is estimated using
Equation 3.12 where
∑
wN is the sum of weights corresponding to galaxies within the
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3.4 A Proxy for Peculiar Velocity from the Galaxy Density
Field
Equation 3.1 shows that the local H0 estimate inferred from a standard candle depends
directly on the velocity of the object in the frame of the CMB. This velocity is the sum
of components due to the expansion of the Universe (vcos), and any peculiar velocities
(vpec). Hence, local H0 estimates depend not only on cosmological expansion but also
on vpec as demonstrated in Figure 3.2.
In Section 3.5, galaxy number densities as a function of redshift will be presented, but
for the successive stages of this chapter’s analysis, a knowledge of the 3-dimensional
galaxy density field will be required. As mentioned in Section 3.1, the observed peculiar
velocity is the line-of-sight (LOS) component of solely gravitationally induced motions
on these scales. However, it is not only the absolute density in a SNIa region that
determines its peculiar velocity, but also the density gradient along the LOS (see, e.g.
Peebles, 1980; Lahav et al., 1991).
A density parameter which captures this LOS density gradient is required. This is
achieved by measuring the density around the SN region in 2 hemispheres: the density
of galaxies in a hemisphere between the SN and observer is denoted φ−, and the density
of galaxies in a hemisphere beyond the SN is denoted φ+. The parameter ∆φ+− is then





To determine the contributions of galaxies to ∆φ+−, galaxy and SN positions are first
converted into 3-dimensional Cartesian coordinates using RA, Dec, and comoving dis-
tance derived from CMB-frame redshift, using the fiducial cosmology. The angle made
between the LOS and the SN-galaxy directional vector is then measured. Let a function
ηi be defined. If the cosine of this angle is positive, ηi = 1, and a galaxy i contributes








iwN,i exp (−|~rgal,i − ~rsn|2/2σ2))
. (3.14)
Here, wN,i are the weights on contributions from each galaxy, i, determined previously
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with the sty method for the previous density vs redshift analysis. ~rgal,i is the LOS
vector from observer to each galaxy, and ~rsn is the LOS vector from observer to SN.
The parameter σ controls how sharply contributions to ∆φ+− decrease as a Gaussian
with SN-galaxy separation. This parameter will be referred to throughout the present
chapter, along with another parameter, R, which represents the sphere radius out to
which density contributions are considered.
The parameters R and σ are highlighted because one aims to test for correlations for H0
with ∆φ+−. It will be investigated whether particular values of R and/or σ maximise
the strength of correlations, and in doing so, the aim is to reveal the scales of density
structure which control peculiar velocities in SN environments.
The method of estimating a proxy for peculiar velocity directly from the galaxy density
field produces an independent test for the effects of density flows on H0 estimates
without the use of flow models, often utilised in the literature (e.g. Hudson et al., 2004;
Scolnic et al., 2018; Neill et al., 2007). One is able to assess the effects of peculiar
velocity with no assumptions for the geometry of any density structure, and the impact
of structure can be assessed on a wide variety of scales.
3.5 Regional 2mrs Galaxy Densities
The top panel of Figure 3.9 shows galaxy number densities as a function of CMB-frame
redshift for the sky coverage of 2mrs, equating to a ∼ 91% coverage of the sky (see
Section 3.2). Number densities are quoted in logarithmic units of the global density,
φglobal, itself calculated in the present chapter as the error-weighted mean density for
0 < z < 0.1, with a value of 10−2.49 Mpc−3 bin−1. Densities are given for redshift bins
of width 0.002. Poisson errors are shown, demonstrating the well-constrained nature of
density structure out to at least z ∼ 0.08. For the full 2mrs coverage, the z < 0.05
integrated under-density equates to only 6± 1%. As such, although a strong statement
cannot be made for redshifts exceeding those of the 2MRS galaxy survey, no evidence
for a void pertaining to the full sky is found out to at least z = 0.1.
As a comparison with previous studies of the galaxy density field, densities for the
regions of ngc-sdss (150◦ < RA < 220◦, 0◦ < dec < 50◦) and sgc-6dfgs (330◦ < RA <
50◦, −50◦ < dec < 0◦) are calculated. These are regions of focus in Whitbourn & Shanks
(2014), who also utilise 2mass photometry, coupled with redshifts from sdss and 6dfgs
for the 2 regions, respectively. Their densities are plotted as the grey filled regions in
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the bottom 2 panels of Figure 3.9, along with the results of the present chapter. Also
plotted are the reflex-ii/classix cluster densities from Böhringer et al. (2015, 2019).
A comparison with Whitbourn & Shanks (2014) shows consistency for densities in the
ngc-sdss region. An integrated z < 0.05 under-density of 8 ± 3% is obtained for this
region. Whitbourn & Shanks (2014) found their largest under-densities in the sgc-
6dfgs region. Calculating the integrated number density for z < 0.05, they obtain a
40±5% under-density in this region. In the present chapter, an equivalent under-density
of 27±2% (Poisson error only) is found for this region, which equates to a 2.4σ tension.
In light of this discrepancy, density measurements are tested for the effects of the as-
sumptions for the luminosity function used to correct for LK > 10.5 galaxy incomplete-
ness beyond z ∼ 0.02. It is found that a deviation in the Schechter function slope of
α = 0.1 either side of the adopted α = −0.99 produces a 3% deviation to the z < 0.05
integrated density, and as such cannot be the main source of the discrepancy. Note
also that Figure 3.9 shows the sgc-6dfgs result deviates most from that of Whitbourn
& Shanks (2014) for z < 0.02, the redshift range for which the sample of the present
chapter is complete for LK > 10.5, i.e. where no completeness corrections are required.
Furthermore, sample completeness is here estimated using an evolving LF for z & 0.02,
whereas Whitbourn & Shanks (2014) use a fixed LF to model completeness for the full
redshift range of 0 < z < 0.1. It is worth noting, however, that Whitbourn & Shanks
(2016) still find a significant local under-density, consistent with their previous analy-
sis, when instead using a LF fitted simultaneously with the galaxy density distribution,
albeit with a steeper faint-end slope to their LF than found in the present chapter..
Comparing to other recent results in the literature, Jasche & Lavaux (2019) use physical
Bayesian modelling of the non-linear matter distribution and find no clear evidence for
an under-density in the direction of the sgc-6dfgs region, with an under-density of
3 ± 11%. Böhringer et al. (2015) find a reflex-ii cluster under-density in the sgc-
6dfgs region of 55 ± 10%. Cluster bias is well-known to exaggerate voids and this is
clear from Figure 3.9. Correcting for cluster bias they deduce a z < 0.05 under-density
comparable with that of the present chapter, of 20±8%. In Section 3.5.1 the sgc-6dfgs
under-density is investigated in more detail, using simulations to estimate how common
such under-densities are in the Universe.
3.5.1 Studying the sgc Local Under-density via Simulations
In Section 3.5, it was concluded that no evidence for a ‘Local Void’ which pertains to the
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full sky was found, out to the z = 0.1 limit of the 2mrs survey. However, a significant
under-density in the direction of the sgc-6dfgs region was found which was 27 ± 2%
under-dense relative to the global density when integrated below z < 0.05.
In Section 3.6.2, a useful property of the mdpl2-galacticus simulations will be demon-
strated: one is able to estimate the cosmic variance of peculiar velocity effects on H0
estimates by mimicking the observational analysis from a variety of mock observer posi-
tions. Using a similar method, one can test how ‘common’ the sgc-6dfgs under-density
is, by examining how often an under-density of this amplitude is observed at different
observer positions in the simulation. Here, the observer is placed at 106 random posi-
tions in the 1 h−3 Gpc3 box.
Figure 3.8 re-iterates that the main contribution to sgc-6dfgs under-density occurs at
z ∼ 0.05. For integrated densities out to z ∼ 0.03, the percentage of mock observed
positions which produce a density at least as under-dense as found in sgc-6dfgs is
approximately 40%. This implies such an under-density is common-place at many
positions in the universe at current-epochs.
However, what is striking about the results of Figure 3.8 is that the sgc-6dfgs under-
density at z ∼ 0.05 is extremely unlikely to arise from the vast majority of mock observer
positions: The number of the 106 positions finding such an integrated underdensity out
to z = 0.05 is of the order 100, or 0.01%. This either implies that our position in
the Universe is particularly special, that the large scale structure in the simulation is
unrealistic, or that there is an unknown observational systematic in the direction of sgc-
6dfgs. Given that several more studies, including Whitbourn & Shanks (2014), find
the z = 0.05 sgc-6dfgs under-density to be of notably high-amplitude, a quantification
of such a systematic in future work would be of great interest. However, it is noted that
the correspondence with the X-ray reflex-ii clusters result argues against it being a
systematic associated with the galaxy surveys. The tension between measurements of
the local under-density and the current cosmological model highlights the great potential
in future work using deeper and more complete extra-galactic samples with new facilities
such as erosita.
To summarise, no evidence for a significant void which pertains to the full sky is found,
out to the z = 0.1 limit of the 2mrs galaxy survey. However, Figure 3.9 shows that
regional density structures found by Whitbourn & Shanks (2014) are reproduced well,
albeit with different amplitudes of the under-density of certain structures on scales of
z < 0.05. Notable density structures reproduced in this thesis include the void in the
direction of ngc-sdss centred on z ∼ 0.015 , for which a density of ∼ 0.5φglobal is
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Figure 3.8: Top: local galaxy densities as a function of redshift in the sgc-6dfgs
region, in logarithmic units of the global density. In blue is the binned density at
z. In yellow is the cumulative (integrated) density out to z. Redshift bins are of
width 0.002. Bottom: the fraction of 106 sgc-6dfgs-sized regions from the mdpl2-
galacticus simulation, which have a density less than that observed in sgc-6dfgs,
as a function of redshift. The simulated densities use a mock detection limit matching
the observations, and observer position is randomised for each iteration.
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obtained, as well as the over-density on smaller scales (z ∼ 0.004) in the same sky
direction, of order 10 times that of the global density. Such density structures would be
expected to be consequential for the peculiar velocities of SNeIa in these regions (see,
e.g. Peebles, 1980; Clutton-Brock & Peebles, 1981). As such, quantifying and correcting
for these effects is the main focus for the remainder of the present chapter.
3.6 Correlations of the Hubble constant with the Galaxy
Density Field
3.6.1 pantheon SNe in the Galaxy Density Field
One can estimateH0 from individual SNeIa based on their redshifts and distance moduli
(found by Scolnic et al. 2018), using Equation 3.1. Note that this estimator is not
sensitive to the fiducial value of H0 assumed, and only slightly sensitive to differences
in the assumption for q0: as quantified in Section 3.7. However, since the goal of this
chapter is to determine the effects of peculiar velocity, the majority of results will be
presented in terms of the fractional change in H0, which is not sensitive to the well-
documented issue of SNIa distance calibration. The only exception is in Section 3.7,
where for completeness, absolute H0 estimates are given, found by calibrating SNIa
distance moduli on the BAO-derived cosmic distance scale (Anderson et al., 2014).
The fractional error in H0 from the zero peculiar velocity case is calculated by per-
forming an error-weighted linear fit of ∆φ+− to H0. The fractional error in H0 is then
given as (H0 − c)/c, where c is the ∆φ+− = 0 intercept of the regression line. SNe
with redshifts in the range 0.02 < z < 0.05 are utilised for this fit, as this range meets
several useful criteria for these analyses: a trade off is seen between uncertainties due
to peculiar velocity and due to q0 (See Figure 3.2); both the galaxy and SN statistics
are high; the best-fit Schechter function parameters required to infer the density field
are best-constrained; and it may be interesting to examine the effects of well-defined
structures on peculiar velocities, found in this range (e.g. in ngc-sdss and sgc-6dfgs).
In short, this redshift range will produce the most reliable estimates of fractional H0
error due to peculiar velocity. 111 of the 1048 pantheon SNe are found in this range.
For each SN, if the nearest path to the edge of the 2mrs survey (i.e. to the ZoA)
is shorter than R, the SN is removed from the sample to prevent edge effects. Also
removed are galaxies within 10 Mpc of the SN position. This is because the typical
galaxy group velocity dispersion is a continuous scale from 10s of km s−1 (for groups of
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Figure 3.9: Galaxy number densities as a function of CMB-frame redshift in log-
arithmic units of the global density. Black, red and blue circles depict densities for
the full 2mrs survey region, the ngc-sdss region and sgc-6dfgs region, respectively.
Shown as green points are |b| > 20◦ classix cluster densities (top), classix clus-
ter densities in the ngc-sdss region (middle) (Böhringer et al., 2019), and reflex-ii
cluster densities (Böhringer et al., 2015) in the sgc-6dfgs region. Grey-filled regions
depict number densities found by Whitbourn & Shanks (2014).
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a few dwarf galaxies) to 1000s of km s−1 (for the richest clusters). Hence, the inferred
line-of-sight group radius is of the order ∼10 Mpc for large groups. The positions of
these galaxies relative to the SN are uncertain. Indeed, if included, these galaxies would
also carry the most weight in the density prescription.
In Figure 3.10, the 6 panels show the differing strength of correlation of fractional H0
error due to peculiar velocity with ∆φ+−, as the sphere radius, R, and the density
smoothing length, σ, are varied. In each panel, the correlation is found to be roughly
linear, and so an error-weighted regression line is calculated. The corresponding Spear-
man rank correlation coefficient (rs) and p-value (p) are shown in each panel. It is
found that the maximum significance of correlation between H0 estimates and ∆φ+−
(maximum rs and minimum p) arises for [R, σ] = [50 Mpc, 50 Mpc].
The results shown adopt the cut within 10 Mpc of the SN, as discussed. This cut was
found to reduce the p-value of the H0 vs ∆φ+− fit by ∼ 5%. Using instead a 5 Mpc or
20 Mpc cut, one sees in both cases a ∼ 10% rise to the p-value when compared to the
preferred 10 Mpc cut.
For the 0.02 < z < 0.05 pantheon sample, 88 out of 111 SNe are sufficiently far from
the galaxy survey edge to assess the density within 50 Mpc of the SNe. For these 88 SNe
one finds [rs, p] = [0.2739, 0.0016]. Therefore, for the remainder of the present chapter,
when referring to ∆φ+−, what is utilised for calculations is [R, σ] = [50 Mpc, 50 Mpc].
This result suggests that peculiar velocities are driven primarily by supercluster scale
structure. In Section 3.6.2 this suggestion is investigated and discussed in more detail.
Alternative prescriptions for ∆φ+− are also investigated. Firstly, the change to the
correlation of H0 with ∆φ+− is examined when galaxies within 10 Mpc of the SNe are
instead included in the density measurements. Secondly, the change to correlations when
using an inverse-squared weighting with separation is tested: The observed peculiar
velocity results from the net line-of-sight component of the gravitational force, and so
an inverse squared weighting is expected to be most appropriate. Thirdly, tests for the
effects of modifying the density weights to also account for the luminosity of the galaxies
are performed. This modification assumes that luminosity traces the galaxy mass.
With each of these prescriptions, ∆φ+− is found to correlate more weakly with frac-
tional H0 error than a Gaussian-smoothed number-density based calculation, albeit,
marginally in the case of the 10 Mpc cut. For the remaining tests, this is likely due to
the uncertainty in estimating the total (stellar + halo) galaxy mass from the luminosity.
An over-weighting of individual galaxies can lead to a catastrophic miscalculation of the
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peculiar velocity proxy.
It was highlighted in Section 3.4 that over- or under-density alone does not always
result in significant peculiar velocities, and that galaxies at a density peak or trough,
may experience a small net force upon them and hence a small peculiar velocity. This
is demonstrated using ∆φ+− (using [R, σ] = [50 Mpc, 50 Mpc]), in Figure 3.11, which
shows the parameter as a function of sky position in Galactic co-ordinates. In each
panel, the same process for calculating ∆φ+− around SNIa positions is applied to the
whole sky, for different tomographic slices through the density field, at various steps of
vcmb = c ln(1 + zcmb).
Referring back to Figure 3.9, a significant under-density was seen centred on zcmb ∼ 0.015,
in the ngc-sdss region. This redshift corresponds to a recession velocity in the CMB-
frame of ∼ 4000 km s−1. Note then, that in Figure 3.11, ∆φ+− is close to zero in the
vcmb = 4000 km s−1 panel. On the other-hand, at the redshifts corresponding to the
2000 km s−1 and 6000 km s−1 velocity slices, (0.007 and 0.020, respectively), objects are
expected to be flowing away from the trough of under-density towards the over-dense
peaks at z ∼ 0.003 and z ∼ 0.024. This causes measurable effects on the values of ∆φ+−
in the ngc-sdss region, seen in Figure 3.11, with significant blueshift and redshift in
the vcmb = 2000 and vcmb = 4000 km s−1 panels, respectively. This demonstrates how
∆φ+− is able to capture expected peculiar velocity information due to density gradients.
Another notable structural influence is the Perseus Cluster, situated at [l, b, zcmb, vcmb ]
∼ [150◦, –13◦, 0.017, 5000 km s−1] (Piffaretti et al., 2011): in-fall to the cluster is seen
to cause positive ∆φ+− (peculiar-velocity induced redshift) for the vcmb = 4000 km s−1
slice, and negative ∆φ+− (peculiar-velocity induced blueshift) for the vcmb = 6000 km s−1
slice.
3.6.2 Mock Data from mdpl2-galacticus
Note that in Figure 3.10, the mean value of ∆φ+− lies close to zero, implying that
the 0.02 < z < 0.05 pantheon SN sample is minimally biased in the sign of peculiar
velocities. It was also seen that ∆φ+− correlates with locally-inferred fractionalH0 error
estimates. One can turn to mock data from the mdpl2-galacticus simulation (Knebe
et al., 2018) in order to test, firstly, whether trends of fractional H0 error with ∆φ+−
are consistent with the observations; secondly, whether the strength of correlation is
limited by the ability of ∆φ+− to capture peculiar velocity information, or instead by
observational photometric uncertainties, not present in the models; and thirdly, what
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Figure 3.10: Estimates of fractional error in H0 for 0.02 < z < 0.05 pantheon SNe
as a function of ∆φ+−. In each panel, ∆φ+− is computed with different values for
the Gaussian smoothing scale of density, around the SN (σ), and of the maximum
separation from the SN considered in the density calculation (R). The error-weighted
line-of-best fit to the data is shown for each σ-R combination, as well as the Spearman’s
rank correlation coefficient (rs) and p-value (p).
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Figure 3.11: The density parameter ∆φ+− (see text), plotted as a function of sky
position, in Galactic coordinates. The parameter is assessed at 4 velocities in steps
of 2000 km s−1, where v = c ln (1 + z), and approximately corresponding to
distances from the observer. Objects in regions with ∆φ+− > 0 are expected to flow
away from the observer faster than the Hubble flow, and slower than the Hubble flow
when ∆φ+− < 0.
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the cosmic variance is in the ∆φ+− distribution, given an access to arbitrary observer
positions. This cosmic variance result gives one an estimate of the error on observational
peculiar velocity corrections.
As discussed in Section 3.2, a 1 h−3 Gpc3 box is utilised, with 38403 dark matter
particles traced to the current epoch, using the z = 0 redshift snapshot. Each particle
has 3-dimensional positions (~r) and velocities (~v). The particles’ mock z-band stellar
luminosities are used to impose a detection-limit. Lz is here defined as the logarithm of
the luminosity in units of 4.4659e13 W Hz−1. The limit is then set to Lz = 8.843 such
that global ‘galaxy’ density matches the global LK > 10.5 density found for the 2mrs
galaxy sample.
To calculate ∆φ+− and local fractional H0 errors from the mock data, the observer’s
position in the 1 h−3 Gpc3 box is randomised, and the particle coordinates are redefined
such that the observer lies at the origin. Next, galaxies lying at redshifts 0.02 < z < 0.05
from the observer, are selected at random as SNIa hosts.
Peculiar velocities relative to the observer for all galaxies above the mock flux limit,





Galaxy redshifts due to cosmic expansion (zcos) are inferred using the comoving dis-
tances DC = |~r| associated via the fiducial cosmology. Mock observed redshifts (zcmb)
are then calculated using:









∆φ+− is finally calculated about the CMB-frame redshift-inferred SN positions, as was
the observational data, using the resultant mock density field. Figure 3.12 shows rs
values corresponding to linear fits of H0 to ∆φ+−, where each fit is to 1000 random
SN positions from the simulation. Values of 10 < R < 200 Mpc are sampled, in equal
logarithmic steps.
In black, mock-observed galaxy redshifts were used to produce the galaxy density field,
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to test for the effects of redshift space distortions on correlations. SNe with 0.02 <
z < 0.05 were chosen to match the observations. rs is shown as a function of sphere
size, R, within which ∆φ+− is calculated. The solid black line shows ∆φ+− when all
galaxies contribute equally to the density. it is observed that the maximum correlation
of fractional H0 error vs ∆φ+− comes for R ∼ 50 Mpc. When using a weighting of
density contributions such that σ = 50 Mpc, one sees that rs rises significantly as scales
of 50 Mpc are approached, and then improves marginally as this sphere size is increased
further.
A benefit of the simulations is that these tests can be repeated using the real-space
positions of galaxies, as shown in blue. A peak at R = 50 Mpc is observed once
again in the unweighted case, but the most-significant correlation comes when [R, σ]
= [200 Mpc, 50 Mpc]. rs is increased using real-space galaxy positions. As would
be expected, the real-space and redshift-space results differ most when considering the
density on small scales.
The effects of the 0.02 < z < 0.05 SN selection are tested for by instead including
z < 0.02 SNe. The galaxy luminosity cut is also alleviated to Lz > 7.0 to test for the
effects of increasing the number of tracers of the density field. These results are shown in
yellow and magenta, respectively. In both cases, no significant change to the amplitude
of rs as a function of ∆φ+− is found. In the case of including z < 0.02 SNe, this implies
that although one is forced to omit these lowest-redshift SNe in the observations due to
uncertainties in peculiar velocity, they are not crucial for an assessment of ∆φ+−. In
the case of the increased number of tracers, this implies that the density field is already
sufficiently sampled for Lz > 8.843, and hence, so too is the 2mrs sample.
It was seen that using a finite value of σ increased values of rs for large sphere radii,
R. As such, tests are made for the effects of fixing R = 200 Mpc, and instead varying
σ between 10 and 200 Mpc. The result, shown in green in Figure 3.12, reveals that
a density weighting corresponding to σ ∼ 40 Mpc produces the maximum significance
of correlation between fractional H0 error and ∆φ+−. Note that qualitatively identical
conclusions are drawn to those found in Figure 3.12 when plotting the p-value associated
with a correlation against R and σ.
The underlying result of these analyses is that density gradients on super-cluster scales
∼ 50 Mpc are most strongly correlated with estimates of fractional H0 error. This
result is in concordance with expectations from the well-known J3(r) integral (see,
e.g. Peebles, 1981). The 2-point correlation function of galaxies together with linear
theory predicts that the largest contribution to peculiar velocities comes from density
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structures on these scales (Clutton-Brock & Peebles, 1981). It is also noted that this
scale size is established to maximise angular diameter distance biases via gravitational
deflection (Kaiser & Peacock, 2016), which is albeit a small gravitational lensing effect.
These factors support conclusions that the correlations between density structure on
supercluster scales and H0 are in fact due to real gravitational effects.
It is noted that a sphere size of R = 200 Mpc is not appropriate for the case of the
observations, as a large fraction of the 0.02 < z < 0.05 pantheon SNe lie within 200
Mpc of the ZoA. In the observations, as spheres around SNe which overlap the survey
edge may produce unreliable ∆φ+− measurements, one may expect that this is why the
prescription [R, σ] = [50 Mpc, 50 Mpc] was instead found to be optimal. It is reiterated,
however, that in the z-space simulations, rs flattens out for R > 50 Mpc, suggesting
that the trend of fractional H0 error with ∆φ+− would not improve significantly in the
observations, was one able to access a greater volume. As a result, it is expected that the
methods already presented in this chapter have found close to the maximum coherence
of fractional H0 error with ∆φ+− with the [R, σ] = [50 Mpc, 50 Mpc] prescription.
For the next stage of this chapter’s analysis, the mock redshift-space galaxy density
fields is utilised once more, using [R, σ] = [50 Mpc, 50 Mpc]. For 100 random observer
positions in the box, 88 mock SNe are each time drawn from the simulation, in order
to match to the number of pantheon SNe which are observed at 0.02 < z < 0.05 and
at least 50 Mpc from the ZoA. This enables tests for the effects of sample size on the
H0 vs ∆φ+− correlation.
For each iteration, a linear fit of fractional H0 error to ∆φ+− is taken. Figure 3.13 shows
with red dashed line the mean gradient and intercept values, averaged over the 100
iterations. The intercept is allowed to vary for each iteration, but the mean intercept
over iterations is set to 0 at ∆φ+− = 0. The red filled region shows the standard
deviation in the regression line parameters over the iterations. The 88 0.02 < z < 0.05
pantheon SNe are shown as blue points, and the blue dashed line depicts the regression
line to the data seen in Figure 3.10. The observational and simulated results show
excellent consistency for the slope of local fractional H0 error with ∆φ+−. Note that a
737 cosmology was also assumed when calculating fractional H0 errors in the models.
However, once again, the results are not sensitive to the fiducial H0 assumed.
The mean slope for the simulations, of S = 0.061 ± 0.021, implies with 3σ confidence
that the observer will find a positive trend of H0 estimates with ∆φ+− at a random
observer position in the Universe when using a SN sample of matching statistics to
the pantheon sample. This is consistent with the observation slope of S = 0.065.
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Figure 3.12: Spearman rank correlation coefficients, rs, corresponding to linear fits
of fractional H0 error to ∆φ+− for mock SNe positions in the z = 0 snapshot of the
mdpl2-galacticus simulation, as a function of the density smoothing parameters R
and σ, in Mpc (used to calculate ∆φ+−). rs is shown as a function of R with the
exception of the green solid line, where rs is shown as a function of σ. Unless stated,
SNe are drawn from the simulation at redshifts 0.02 < z < 0.05 and the galaxy sample
is luminosity limited at Lz > 8.843 (see text for details).
3.6: Correlations of the Hubble constant with the Galaxy Density Field 126
Although separate from the analysis of fractional H0 offset due to peculiar velocity,
note that the mean intercept in the simulations is found to be c = 69.99 km s−1 Mpc,
with a root mean square (rms) deviation from the fiducial H0 = 70 km s−1 Mpc−1
of 0.26 km s−1 Mpc−1, showing that a regression fit reproduces the fiducial H0 at
∆φ+− = 0, and hence, when there is zero peculiar velocity. The rms error from the
model is an estimate of the cosmic variance in the trend of H0 estimates with ∆φ+−.
The mean values of rs and p are 0.4010 and 0.0006, respectively.
In the simulations one is free from uncertainties from SN photometry and from light-
curve fitting techniques, which result in the larger spread in observational fractional H0
errors compared with results from the model. This highlights the fact that uncertainty
in the SN photometry is what limits the significance of the observed correlation to
rs = 0.2739, rather than the ability of ∆φ+− to capture peculiar velocity information.
Recalling that the mock sample used for these calculations is luminosity limited, tests
are repeated for the trend of fractional H0 error vs ∆φ+−, but with a flux-limit and
corresponding galaxy weighting procedure employed, as seen in Section 3.5, to test
for the effects of galaxy weighting on observational correlations. The mock flux limit is
chosen to be at a magnitude ofmz = 15.89, such that the galaxy sample starts to become
incomplete at a redshift z = 0.0202, as found for the observations. No significant change
is found to the slope of fractional H0 error vs ∆φ+− when using a mock flux limit, nor
does the cosmic variance on the intercept increase. This implies that the weighting of
galaxy statistics as a function of redshift, required for observational density calculations,
has a negligible effect on the magnitude and uncertainty of H0 estimate corrections.
Reverting to the luminosity-limited sample, ∆φ+− vs fractional H0 error for 2000 simu-
lated SNe is also shown in Figure 3.13, as the red points. Here, the observer’s position is
changed for each observation. These data follow tightly the mean regression line found
for the mock data using Nsn = 88. The bottom panel shows the probability distribution
of the 2000 ∆φ+− values in red, showing that the mean ∆φ+− value over all observer
positions is close to zero. The blue probability function shows that the distribution of
∆φ+− values from pantheon SNe is consistent with the model distribution, within the
Poisson errors shown.
One can use a knowledge of SNIa peculiar velocities in the mock data to relate this
velocity to its proxy, ∆φ+−. For the 2000 randomly selected SNe, it is found that the
regression line vpec = 618.5∆φ+− best approximates the relation. Using this scaling,
an estimate of peculiar velocity is plotted as a secondary x-axis in the top panel of Fig-
ure 3.13. This scaling, coupled with the ∆φ+− distribution shown in the bottom panel
3.7: Calibration of Type Ia Supernova Distance Moduli & An Estimate of the Hubble
Constant 127
of Figure 3.13 implies that the 1σ deviation from zero peculiar velocity is ∼ 120 km s−1,
i.e. 68% of SN positions are estimated to have an absolute peculiar velocity less than this
value. From this scaling, the observational SN positions are estimated to have a mean
absolute peculiar velocity of ∼ 100 km s−1, with a standard deviation of ∼ 75 km s−1.
In conclusion, reassuring consistency has be found for the trend of fractional H0 er-
ror estimates vs ∆φ+− using the mdpl2-galacticus simulation when compared with
observational results from the pantheon SN sample and 2mrs galaxies. These simula-
tions have been used to compute the expected cosmic variance in the trend of fractional
H0 error with ∆φ+−, giving an indication of uncertainty on any observational H0 esti-
mates when corrected for density effects.
The error-weighted mean value of fractional H0 error for the 88 pantheon SNe is found
to be 6 × 10−4. Given that the fractional error is defined to be zero at φ+− = 0, this
means that in the case of this SN sample, peculiar velocities affect the mean estimate
of H0 by < 0.1%. This result shows that with a large number of SNe and sufficient
sky coverage, the net effect of peculiar velocities on the mean H0 estimate from SNe is
negligible.
3.7 Calibration of Type Ia Supernova Distance Moduli &
An Estimate of the Hubble Constant
The main focus of this chapter has been the fractional effect on H0 measurements
from peculiar velocities. However, for completeness, an H0 value is estimated from the
0.02 < z < 0.05 sample of pantheon SNe.
To estimate H0 with Equation 3.1, the accuracy of SN distance moduli is relied upon.
To calibrate the distance moduli, the z = 0.57 angular diameter distance (DA) result
of Anderson et al. (2014) is relied upon. This was derived from detections of baryon
acoustic oscillations (BAO) in the clustering of galaxies. DA can be represented as
1421 ± 20 Mpc (rd/rd,fid) where rd,fid = 149.28 Mpc is the fiducial sound horizon
scale used by Anderson et al. (2014). This can be converted to an equivalent distance
modulus using DL = DA(1 + z)2, leading to µ = (42.72± 0.03) + 5 log(rd/rd,fid) mag.
A higher redshift portion of the pantheon sample is next turned to, in order to have
a sample covering the redshift of the BAO result. To avoid an assumption for MB,fid
(the fiducial stretch and colour corrected SNIa absolute magnitude) which is degenerate
with H0, a linear fit of the corrected apparent magnitude (µB + MB,fid) against the
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Figure 3.13: Top: fractional H0 errors for 0.02 < z < 0.05 SNe as a function of
∆φ+−, using [σ,R]=[50 Mpc, 50 Mpc] (see text & Figure 3.10). Blue points show
88 observed pantheon SNe, where the median uncertainty on fractional H0 error is
shown as the blue error bar at the top-left of the panel. Red points represent 2000
mock SNe from the mdpl2-galacticus model, each viewed from a random observer
position. The blue dashed line shows the error-weighted line of best fit to the obser-
vational data. The red dashed line and filled region depict the mean and standard
deviation in the best-fit line, respectively, to the mock data when matching the ob-
servational sample size of Nsn = 88, averaged over 100 Monte Carlo iterations and
observer positions. The secondary x-axis (top) shows estimates of vpec as a function
of (∆φ+−), inferred from the gradient of the linear fit of vpec to ∆φ+− in the mock
data. Bottom: Probability distributions of ∆φ+− for 2000 simulated SNe (red) and
88 pantheon SNe (blue). Poisson errors on the observed result are shown as blue
error bars.
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logarithm of CMB-frame redshift is performed, for 118 SNe in the redshift range 0.45 <
z < 0.70. The offset to µB +MB,fid required for this fit to intercept the BAO-derived
distance modulus at z = 0.57 is then determined. It is found that that µB +MB,fid +
19.45 ± 0.04 + 5 log(rd/rd,fid) coincides with the BAO result, and so correct the lower
redshift SN distance moduli accordingly. This calibrates the SNe distance moduli using
the BAO scale with negligible dependence on cosmology or peculiar velocities since the
z = 0.57 BAO result is interpolated using only data from 0.45 < z < 0.70.
Returning to the now calibrated 0.02 < z < 0.05 sub-sample, from Equation 3.1, the set
of H0 estimates uncorrected for peculiar velocities can be found. The error-weighted
mean value of H0 before peculiar velocity correction is H0 = (67.47 ± 1.00) ×
(rd,fid/rd) km s−1 Mpc−1.
In Section 3.6.1 the observational slope, S, of fractional H0 error vs ∆φ+− was esti-
mated, and in Section 3.6.2, so too was the uncertainty in this result due to cosmic
variance, given SN sample size. Converting S to units of km s−1 Mpc−1, one can cal-
culate individual peculiar-velocity corrected values as H0,corr = H0 − S∆φ+−. The
error-weighted mean H0 measurement over the SN sample is the best estimate for the
present-day value of the Hubble parameter.
A 104 iteration MC technique is utilised to compute the best-estimate and its uncer-
tainty. The density-corrected SN H0 measurements are varied for each iteration given
uncertainties in the slope, S, estimated from the simulations. Uncertainties in the SN
photometry and in the re-calibration of SN distance moduli to the BAO-inferred dis-
tance scale are also folded in to the final errors. The error-weighted mean of the 88
individual H0 estimates is calculated for each iteration. The best estimate of H0 in
this chapter is then given by the mean and standard deviation of this average over the
iterations.
It is inferred that H0 = (67.41 ± 1.02) × (rd,fid/rd) km s−1 Mpc−1, as shown by the
solid blue range in Figure 3.14. This result is consistent with that obtained by Planck
Collaboration et al. (2018), who find H0 = 67.40 ± 0.50 km s−1 Mpc−1. Conversely,
the result of the present chapter lies in 3.8 σ tension with the result of Riess et al. (2019),
who find H0 = 74.03 ± 1.42 km s−1 Mpc−1, using LMC Cepheid standards to calibrate
the distance scale and constrain distance moduli of SNeIa residing in Cepheid hosts. It
is concluded that the pantheon SN sample is large enough and surveys a large enough
volume that the sign of peculiar velocities is unbiased, and therefore that accounting for
estimated peculiar velocities of pantheon SNe does not resolve the Hubble tension.
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The corrected H0 distribution for the individual SNe is also shown, as the filled his-
togram. It is once again clear from comparison with the uncorrected distribution that
the net effect of peculiar velocities on the average H0 estimate is small when averaged
over a large number of SNe at different sky positions, with a negligible reduction to the
mean H0 value of only 0.06 × (rd,fid/rd) mag via this correction.
The component of the error in the H0 estimate due to peculiar velocity corrections
has a magnitude of 0.26 × (rd,fid/rd) km s−1 Mpc−1 when accounting for the model-
estimated cosmic variance in the slope of H0 vs ∆φ+−. The vast majority of this error
is found to stem from noise in the vpec vs ∆φ+− relation, which introduces error in the
H0 estimate vs ∆φ+− relation. Variations in the H0 distribution over observer positions
are found to have a relatively negligible contribution to the error.
The resultant error in the best H0 estimate using pantheon SNe is the quadrature sum
of: i) an error of 0.95 × (rd,fid/rd) km s−1 Mpc−1 from BAO-based calibrations of SN
distance moduli; ii) an error of 0.33 × (rd,fid/rd) km s−1 Mpc−1 from SN photometric
uncertainties; and iii) an error of 0.26 × (rd,fid/rd) km s−1 Mpc−1 from corrections of
the H0 estimates for peculiar velocity effects. Thus, for comparable SN samples and for
future samples with larger statistics and coverage, density effects are not expected to
be the main cause of the Hubble tension. Instead, the majority of the uncertainty on
the local H0 estimate stems from uncertainties in the calibration of SNIa photometry.
All the results discussed have adopted [q0, Ωm, ΩΛ] = [−0.55, 0.7, 0.3]. For com-
parison, using instead [q0, Ωm, ΩΛ] = [0, 0.67, 0.33] causes a 0.68 × (rd,fid/rd)
km s−1 Mpc−1 drop in the present best-estimate of H0 to 66.73 km s−1 Mpc−1. Adopt-
ing [q0, Ωm, ΩΛ] = [−0.7, 0.2, 0.8] causes a 0.42 × (rd,fid/rd) km s−1 Mpc−1 rise,
giving H0 = 67.83 ×(rd,fid/rd) km s−1 Mpc−1. These results are shown as the blue
dotted and dashed ranges in the top panel of Figure 3.14, respectively, and demonstrate
that errors from SN distance calibration dominate the error budget as opposed to errors
associated with the fiducial cosmology at these low redshifts.
It is also emphasised that even though the SNe are calibrated on the inverse distance
ladder, the same relative effects on the result due to peculiar velocities would be evident
were the SNe calibrated on the local distance ladder.
Figure 3.14 shows, in black, some notable H0 estimates since the millennium which
have not yet been discussed in this chapter. The hubble space telescope (hst)
key project established an early estimate of H0 at 72 ± 8 km s−1 Mpc−1, from
Type Ia supernovae standard candles calibrated with a Cepheid distance to ngc 4258
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Figure 3.14: Top: a comparison of H0 estimates. In blue: the results of the present
chapter derived from SNe with distance moduli calibrated on the BAO-inferred cosmic
distance scale (see text), and corrected for peculiar velocity effects. The blue solid
range indicates the 1σ uncertainty on the best H0 estimate from 88 pantheon SNe,
where errors account for uncertainties in SN photometry, in SN distance calibration,
and in the cosmic variance of peculiar velocity effects. This result assumes q0 =
−0.55. For comparison, the dotted and dashed ranges depict the change to this result,
assuming instead q0 = 0 and q0 = −0.7, respectively. In green: the Riess et al. (2019)
H0 measurement from a combination of LMC DEBs, masers in ngc 4258 and Milky
Way parallaxes. In pink: the Planck Collaboration et al. (2018) result from the CMB
and Λ-CDM. Bottom: the unfilled (filled) histogram represents the error-weighted
probability density function (PDF) of individual H0 estimates from the SNe using
Equation 3.1, before (after) corrections for the effects of peculiar velocities. In black:
other notable H0 results since the millennium. The research team, H0 indicator and
year of publication are listed for each result (see text for references).
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(Freedman et al., 2001). The wilkinson microwave anisotropy probe mission
(wmap) presented a map of anisotropies in the cosmic microwave background in Bennett
et al. (2013) which lead to a result of H0 = 69.32± 0.80 km s−1 Mpc−1.
Although measurements of H0 from the CMB and Type Ia SNe are the most common
avenues to date, there have emerged, in recent years, independent probes of the Hubble
constant. The fact that accounting for the effects of peculiar velocities does not bring
localH0 estimates in line with sound horizon-based measurements serves to demonstrate
that the solution may lie with alternative probes.
The fermi-lat group presented an estimate of H0 = 68.0+4.2−4.1 km s
−1 Mpc−1 from
gamma-ray attenuation due to extragalactic light (Domínguez et al., 2019). Later that
same year, the team behind the ligo/virgo detectors released a measurement of H0
= 70.3+5.3−5.0 km s
−1 Mpc−1, based on the superluminal motion of the radio jet associated
with the gravitational wave (GW) source gw170817, coupled with electromagnetic and
GW information from previous similar events (Hotokezaka et al., 2019).
Other recent novel measurements of H0 include a multi-imaged quasar result from the
holicow collaboration (Wong et al., 2020), who find H0 = 73.3+1.7−1.8 km s
−1 Mpc−1, an
hst result based on distances to red giant stars from the tip of the red giant branch
(Freedman et al., 2019), coming to H0 = 69.8 ± 1.9 km s−1 Mpc−1, and a result from
the megamaser cosmology project, based on geometric distance measurements to
megamaser-hosting galaxies from Pesce et al. (2020), at H0 = 73.9±3.0 km s−1 Mpc−1.
Each of the aforementioned results are also shown in Figure 3.14 for a comparison with
the results of this thesis.
The errors on the above-mentioned results from alternative methods are not yet con-
strained enough to solve the ongoing problem of the Hubble tension. The next decade
will likely see a focus on reducing the errors from such indicators, in order to put the
H0 debate to rest, and allow a definitive constraining of our Universe’s cosmology.
3.8 Summary
Using the K < 11.75 flux-limited 2mass redshift survey (2mrs) of galaxies (Huchra
et al., 2012), and assuming that theK-band luminosity distribution is well-approximated
by a Schechter function, the sty maximum-likelihood method (Sandage et al., 1979) is
used to infer a best-fit Schechter function to the data with parameters [α, L∗] = [–0.99,
10.97], fitting the data well as a function of redshift when accounting for galaxy lumi-
nosity evolution effects. This yields LK > 10.5 sample completeness as a function of
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redshift, allowing a reconstruction of the galaxy density field. Whilst region-specific den-
sity structure which is qualitatively consistent with the findings of Whitbourn & Shanks
(2014) and Böhringer et al. (2019) is found, no strong evidence for a ‘Local Void’ which
pertains to the whole sky is found, out to the z = 0.1 redshift limit of the 2mrs galaxy
survey, in agreement with Carrick et al. (2015).
This chapter has introduced a density parameter, denoted here as ∆φ+−, which quanti-
fies density gradients along a LOS. ∆φ+− is a proxy for peculiar velocities as a function
of location in the local Universe. Using a sample of 88 SNeIa from the pantheon sam-
ple (Scolnic et al., 2018), in a redshift range 0.02 < z < 0.05, the clear effects of the
density field on H0 estimates are seen, from trends of fractional H0 error vs ∆φ+−. it is
found from this empirical method that density gradients on the scale of super-clusters
(∼ 50 Mpc) have the strongest effects on local fractional H0 errors.
The present-day snapshot from the mdpl2-galacticus simulation (Knebe et al., 2018)
is used to repeat analyses with a mock galaxy density field and SN sample, which is
free from photometric uncertainties, and find remarkably consistent results with the
observations for the trend of fractional H0 errors with ∆φ+−. Maximum coherence
between fractional H0 error and ∆φ+− is again found for density structure on the scale
of super-clusters (∼ 50 Mpc), coincident with expectations from the behaviour of the
correlation function of galaxies (see, e.g. Clutton-Brock & Peebles, 1981), increasing
confidence that these strong correlations are in fact due to real gravitational effects.
It is found that the 0.02 < z < 0.05 pantheon sample has enough SN statistics
and survey volume that the mean peculiar velocity of these SNe lies close to zero.
As a consequence, the average offset in H0 estimates due to galaxy density effects is
also close to zero. The simulations are used to estimate the cosmic variance in the
peculiar velocity distribution when matching to the sample size and sky coverage of
the observations, finding that the mean peculiar velocity for such a sky coverage and
sample size lies close to zero over practically all observer positions. However, should one
wish to estimate H0 using local SN surveys which are not all sky, it is noted that these
methods would be able to correct for the effects of the density field on H0 estimates,
irrespective of peculiar velocity biases.
3.8.1 List of Assumptions
• An h = 0.7, Ωm = 0.3, ΩΛ = 0.7 cosmology is accurate.
• The Virgo Cluster is at a distance of 16.5 Mpc.
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• The galaxy luminosity distribution is well-described by a single-Schechter function.
• The luminosity function parameter L∗ varies linearly with redshift, at least be-
tween 0 < z < 0.1.
Chapter 4
Summary & Conclusions
In Chapter 1, it was described that for all the successes of the Λ-CDM model, there are
three outstanding problems which have yet to be solved. These three problems were as
follows:
1. The Sub-Structure Problem: Is the observed surplus of low-mass / dwarf
galaxies relative to the number predicted by simulations invoking Λ-CDM genuine
?
2. The Star Formation Rates of Elliptical Galaxies: At present epochs, are
ellipticals truly quiescent, given that Λ-CDM predicts a low-level of star formation
maintained by mergers?
3. The Hubble Tension: What is the cause of the persistent discrepancy between
local (z . 0.1) estimates of the Hubble Constant (or the current rate of expansion
of the Universe) and predictions from sound-horizon physics?
It was explained that in this thesis, these potential problems would be probed in a novel
manner: using supernovae as statistical tools.
Chapter 2.1 focused on Problem 1. A method was presented for producing a galaxy sam-
ple unbiased by surface brightness and stellar mass, by selecting star-forming galaxies
via the positions of core-collapse supernovae (CCSNe). Whilst matching ∼2400 super-
novae from the sdss-ii supernova survey to their host galaxies using iac stripe 82




Using a sub-sample of ∼900 CCSNe, CCSN-rate and star-formation rate densities as
a function of galaxy stellar mass, and the star-forming galaxy stellar mass function
were inferred. Resultant star-forming galaxy number densities were found to increase
following a power-law down to a low mass limit of ∼ 106.2 M, and as a single Schechter
function with a faint-end slope of α = −1.41.
Furthermore, no deviation from the high-mass version of the surface brightness – mass
relation was found in the dwarf mass regime. These findings implied a lack of truncation
to galaxy formation processes at least down to ∼ 106.2 M. Both of these results are
consistent with the predictions of Λ-CDM when invoked in hydrodynamical simulations
of galaxy evolution.
In short, using a CCSN-based selection of galaxies, and applying the methods of Chap-
ter 2.1, the tension in the observed dwarf galaxy number density with the predictions of
Λ-CDM is entirely alleviated. It is therefore concluded that overcoming surface
brightness and stellar mass biases in galaxy samples is the likely solution to
the sub-structure problem.
Chapter 2.2 was dedicated to Problem 2. The reason levels of star formation in elliptical
galaxies are poorly constrained is the difficulty in quantifying the contamination of flux-
based estimates of star formation from unrelated phenomena, such as AGN and old
stellar populations. In Chapter 2.2, core-collapse supernovae (CCSNe) were utilised, as
unambiguous tracers of recent star formation in ellipticals within a cosmic volume.
A sample of 421 z < 0.2, r < 21.8 mag CCSNe from the sdss-ii supernova survey
was first isolated. A Bayesian method for identifying ellipticals via their colours and
morphologies was then introduced. This method identified ellipticals in a manner un-
biased by redshift and yet consistent with manual classification from galaxy zoo 1.
It was found that ∼ 25% of z < 0.2 r < 20 mag galaxies in the stripe 82 region are
ellipticals (∼ 28000 galaxies).
In total, 36 CCSNe were found to reside in ellipticals. It was demonstrated that such
early-types contribute a non-negligible fraction of star formation to the present-day
cosmic budget, at 11.2 ± 3.1 (stat) +3.0−4.2 (sys) %. Coupling this result with the galaxy
stellar mass function of ellipticals, the mean specific star formation rate (SSFR; S) of
these systems was derived. The best-fit slope was given by log(S(M)/yr) = − (0.80 ±
0.59) log(M/1010.5M) − 10.83 ± 0.18.
The mean SSFR for all log(M/M) > 10.0 ellipticals was found to be S = 9.2 ± 2.4
(stat) +2.7−2.3 (sys) ×10−12 yr−1, which is consistent with recent estimates via SED-fitting,
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and is 11.8 ± 3.7 (stat) +3.5−2.9 (sys) % of the mean SSFR level on the main sequence, as
also derived from CCSNe.
It was also found that the median optical spectrum of elliptical CCSN hosts is statis-
tically consistent with that of a control sample of ellipticals that do not host CCSNe,
implying that these SN-derived results are well-representative of the total low-z ellipti-
cal population. It can therefore be concluded that elliptical galaxies are not
entirely quiescent. Instead, they possess a low, yet non-negligible level of
star formation, which may be maintained by minor mergers through cosmic
time as is predicted by hydrodynamical simulations invoking Λ-CDM. As
such, a solution to Problem 2 has been reached.
Finally, Problem 3 was of focus in Chapter 3. Peculiar velocities (vpec) of standard
candle distance indicators are known to systematically affect local H0 measurements.
In Chapter 3, 2mrs galaxies were first used to measure the local galaxy density field.
A notable z < 0.05 underdensity was found in the sgc-6dfgs region of 27 ± 2 %.
However, no strong evidence for a ‘Local Void’ pertaining to the full 2mrs sky coverage
was found.
Galaxy densities were used to measure a novel density parameter, ∆φ+−, which was
introduced as a proxy for vpec which quantifies density gradients along a SN line-of-sight.
∆φ+− was found to correlate with local H0 estimates from 88 pantheon Type Ia SNe
(0.02 < z < 0.05). Density structures on scales of ∼ 50Mpc were found to correlate
strongest with H0 estimates in both the observational data and in mock data from the
mdpl2-galacticus simulation.
Using trends of H0 with ∆φ+−, it was made possible to correct for the effects of density
structure on local H0 estimates, even in the presence of biased vpec. However, what
was found was that the difference in the inferred H0 estimate with and without the
peculiar velocity correction is limited to < 0.1 %. It is definitively concluded
that accounting for environmentally-induced peculiar velocities of SNIa host
galaxies does not resolve the tension between local and CMB-derived H0
estimates.
4.1 Future Work
The lower detection limits to galaxy stellar mass for the SN method outlined in Chap-
ter 2.1 depend on the area, surface brightness depth and the observing time-span of
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the SN survey. Future high-cadence surveys with improvements to each of these three
survey properties will greatly increase the size of CCSN-selected galaxy samples and
lead to the detection of vast numbers of dwarf galaxies: Using expectations for these
parameters with lsst (Ivezić et al., 2019), and comparing with the specifications and
CCSN yield of the sdss-ii supernova survey (Sako et al., 2018b), lsst may be ex-
pected to identify ∼ 25 times more CCSNe in a year for a 5000 deg2 coverage in rolling
cadence regions.
The results of Chapter 2.1 suggest that a similar study with lsst would yield ∼ 500 z <
0.2 CCSNe yr−1 in star-forming galaxies with masses of log(M/M) < 7.0, statistics
which would undoubtedly give important insights into dwarf galaxy evolution. The
co-adding of images is crucial for low-surface brightness host identification. Based on
expected exposure times per visit, it is estimated that only 25 lsst images per SN
region will be required to match the depth of iac stripe 82 legacy imaging. Further
co-added imaging will bolster prospects for LSBG detection, help form a more detailed
assessment of the functional form of R, ε and S, and ultimately help to probe the form
of the GSMF to ever lower masses, giving crucial insights into galaxy formation and
evolution processes deep into the dwarf regime.
Note that the results of Chapter 2.2 only pertain to massive red ellipticals. This is
because CCSNe were only likely to occur in massive red ellipticals given the time-frame
of the sdss-ii supernova survey, and so Chapter 2.2 cannot reveal information on the
star formation properties of lower mass, environmentally quenched galaxies. These may
indeed have zero levels of star formation. A relevant investigation may become possible
with access to future surveys. Again, lsst data may provide the required capabilities.
This survey will greatly increase the size of CCSN-selected galaxy samples, and would
also allow for more precise measurements of the SFRD and SSFR in massive ellipticals.
A study such as this with lsst may offer up enough CCSN statistics to allow volume-
averaged star formation properties to be estimated as a function of redshift, which would
shed light on the average star formation history of ellipticals.
It was also seen in Chapter 2.2 that the classification all z < 0.2, r < 20 mag stripe
82 ellipticals was possible using a newly introduced Bayesian method, trained on the
colour and morphology properties of manually-classified samples of ellipticals and non-
ellipticals from galaxy zoo 1. Such a concept could certainly be extended to classify
other galaxy types, including spiral, lenticular, and irregular galaxies, efficiently over
large surveys. In doing so, the connections between Hubble Type and galaxy evolution
could be probed with never-before-seen statistical vigour.
4.1: Future Work 139
In terms of the methods of Chapter 3, analyses of biases in fractional H0 error estimates
can be built upon with various improvements to assessments of the galaxy density field.
These improvements could include: a replacement of 2mrs with 2m++ galaxies (Lavaux
& Hudson, 2011); an assessment of the density structure within the ‘Zone of Avoidance’
(Hubble, 1934); and increased magnitude-depth of all-sky near-IR galaxy surveys from,
for example, the ukirt hemisphere survey (Dye et al., 2018), vista hemisphere
survey (Sutherland et al., 2015) and, once again, lsst (Ivezić et al., 2019).
Assessments of galaxy cluster densities from deep X-ray surveys such as erosita (Mer-
loni et al., 2012) also promise to put state-of-the-art constraints on the local density
structure. With the ability to probe the density field over a larger redshift range one
can also examine evidence for voids out to cosmological distances for tens of thousands
of galaxies or clusters, as well as the relationship of any structure with standard-candle
H0 estimates such as those from supernovae. Note that as advances in photometric
precision and distance calibration techniques arrive, studies of the effects of the den-
sity field and resultant peculiar velocities will become increasingly important for local
measurements of the Hubble constant.
In the coming years, we will also likely need to turn to alternative probes of the Hubble
Constant which are independent of both the local distance ladder and the sound-horizon
scale inverse distance ladder, in order to reach a conclusion for the true value of H0.
For instance, Chen et al. (2018) predict we could reach a 2 % measurement from GW
‘standard sirens’ within as little as 2 years, given the progress being made with the
detection of GW coalescence events. With such a list of studies on the horizon, we could
soon be facing the next major turning point in our understanding of galaxy evolution
and cosmology.
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