The problem of constructing lattices such that their quantization noise approaches a desired distribution is studied. It is shown that asymptotically is the dimension, lattice quantization noise can approach a broad family of distribution functions with independent and identically distributed components.
I. INTRODUCTION
Lattices play a key role in digital communication and specifically in quantization theory. In high-resolution quantization theory, it is common to assume that the quantization error of a lattice quantizer is uniformly distributed over the basic cell of the lattice. This assumption can be made completely accurate at any resolution by means of dithered quantization, where a random vector (dither) which is uniformly distributed over the lattice cell is added prior to quantization and then subtracted from the quantization output. Following [1] we thus use the term lattice quantization noise (LQN) to refer to a random vector uniformly distributed over a basic cell of the lattice. For a given lattice however there are many possible partitions into cells. Each such partition will result in a different LQN.
In many cases of interest, the criterion for quantization is that of minimum mean-squared estimation (MSE). That is, a lattice is deemed good if the MSE of the quantization noise is minimal for a given lattice density (or cell volume). The statistical properties of LQN of lattices which are good in this sense has been thoroughly investigated by Zamir and Feder [1] . When the criterion is MSE, the optimal choice for basic cell is the Voronoi region. It was shown in [1] that for a sequence of lattices with is good in an MSE sense, the quantization noise (over a Voronoi region) approaches (in the Kullback-Leibler divergence sense) an i.i.d. white Gaussian distribution.
In certain cases however, the criterion for quantization may be different from MSE. For instance one may be interested in some other metric, e.g., an r-th power norm. More generally, one may ask whether one can construct a lattice and define a lattice partition such that the corresponding LQN approaches any i.i.d. distribution. The authors' interest in this question arose when it was needed in the context of designing a lattice precoding scheme for the binary dirty paper problem [2] .
The results of [1] were derived using known results on the existence of codes that are good for the classical problem of covering. This approach unfortunately does not lend itself to extending the results to more general distributions. On the other hand, typicality arguments and rate distortion theory suggest that a random (not linear) code drawn uniformly over a large region should have the desired properties. Since † This work was supported by the ISF under grant # 1234/07. linear codes and lattices have proved to be able to attain the performance of a (uniform) random code in many problems in information theory, it is natural to suspect that the same would hold for the problem at hand.
In [4] an ensemble of lattices and averaging arguments were used to establish the existence of lattices that are simultaneously good under various different notions. It was further noted in [4] that the results can be extended to show that there exist lattices that are good for quantization under any r-th norm. In this work we extend these results to show that under quite general conditions, LQN can approach general i.i.d. distributions. The proof technique diverges from that of [4] in that it relies on typicality rather than geometric arguments to form the lattice cells. The results are demonstrated in Section V by simulation, finding lattices and partitions with quite arbitrary LQN noise.
A. Lattice Quantization Noise
We begin by recalling a few basic notions pertaining to lattices. An n-dimensional lattice Λ is an infinite discrete subgroup of the Euclidean space R n . Thus, if λ 1 and λ 2 are in Λ, then their sum and difference are also in Λ.
We may associate with a lattice Λ a lattice partition, partitioning R n into disjoint cells. We denote by V = V 0 the fundamental cell associated with λ = 0. We further associate with every lattice point λ the cell V λ Δ = λ + V. There are many possible choices for V. For V to be valid however, we require that every point y ∈ R n can be uniquely written as y = λ + r where λ ∈ Λ is a lattice point and r ∈ V is the "remainder". We may thus write R n = Λ + V. The lattice partition is therefore fully determined by the specification of the fundamental region V. We note that when the partition is such that a point is mapped to the nearest lattice point in Λ in the Euclidean sense, we obtain the usual Voronoi partition.
We further associate with a lattice and a chosen partition {Λ, V} a lattice quantizer Q V (·). For any y ∈ R n , since it may be written as y = λ + r in one and only way, we define Q V (y) = λ to be the quantization of y. We further define a modulo operation by,
A random vector U uniformly distributed over V is referred to as LQN.
Let W be an i.i.d. random vector with a marginal distribution denoted by f W (w). Then we would like to find a sequence of lattices such that the associated LQN approaches an i.i.d. distribution with marginal distribution f W (w).
II. STATEMENT OF RESULT
Theorem 1: Let W be a random variable with a continuous Probability Density Function (PDF) f W (·) that is bounded from below by a positive number over a closed interval A and zero outside of
where a min > 0 is some arbitrarily small fixed value, and a max is some arbitrarily large fixed value. Let W be drawn i.i.d. ∼ f W . Then, there exists a sequence of lattices with lattice quantization noise, U, such that lim sup
where D(· ·) stands for the Kullback-Leibler divergence and can be taken arbitrarily small. This theorem also results in the following claim that shows convergence of the marginal distributions to the desired one (in an average sense).
where can be arbitrarily small.
The key to proving this theorem lies in proving a similar claim for the discrete case which we state next. The proof for the continuous case follows from the discrete case by standard arguments, dividing A into small enough bins.
A. Discrete case
We now restrict attention to the discrete space Z n . A fundamental cell V associated with the lattice Λ ⊂ Z n is a finite set V ⊂ Z n such that any point y ∈ Z n can be written in one and only one way as y = r + λ where λ ∈ Λ and r ∈ V. We further define the corresponding quantizer and LQN as before. The discrete counterpart of Theorem 1 is:
where p is a prime number and W has a positive distribution function,
where b min is an arbitrarily small fixed value. Let W be drawn i.i.d. ∼ P W . Then, there exists a sequence of integer valued lattices with lattice quantization noise, U, such that
The proof of Theorem 2 is based on defining an appropriate ensemble of lattices as in [4] , and then defining quantization cells based on a typicality "metric". 
III. ENSEMBLE OF LATTICES AND LATTICE PARTITION
Let k, n, and p be integers such that k < n and p is a prime number. Let G be a k × n generating matrix with elements in Z p . We use Construction A as depicted in Figure 1 . The construction consists of the following steps:
where all the operations are modulo-p. Thus C ⊂ Z n p . • Replicate C over Z n to form the lattice Λ = C + pZ n . A random ensemble of lattices may now be generated by drawing each entry of the generating matrix G according to a uniform i.i.d. distribution over Z p and applying the steps described above.
We introduce now the technique by which we partition Z n for a given lattice Λ and target PDF f W (w). We rely on the concept of strong typicality (see, e.g., [3] ). We use the following notation.
The set of length n vectors that are -strongly typical to P W .
The set of all pair of vectors such that their difference modulo p is -strongly typical to the PDF of W . We may define a folded fundamental region V * = V mod p with respect to the code C similarly to the definitions above. That is, for each y ∈ Z n p one may write y = (x + r) mod p where x ∈ C and r ∈ V * . Further, let y be a vector in Z n and denote by y * the result of reducing each component of y modulo p. It is important to note that (y mod Λ) mod p (with respect to V) is equal to y * mod C (with respect to V * ). This fact is exemplified in Figure 1 .
Therefore, finding V is equivalent to finding V * and we may focus on that. Let Y denote a random vector uniformly distributed over Z p and denote p = /p. We now go over all points y ∈ Z n p and associate each to a cell according to the following steps:
• If y is already associated to a cell we proceed to associate another point of Z n p .
The vector y is atypical and we arbitrarily associate y to the zero codeword X 0 = 0 and so y ∈ V * . • There is no X i ∈ C such that (X i , y) ∈ A * (n)
,W : We again arbitrarily associate y to X 0 = 0 and y ∈ V * . • There exists at least one codeword X i such that (X i , y) ∈ A * (n)
,W : We choose one such codeword and add (y − X i ) mod p to V * . • For any such vector y we also associate all the "coset members" y − X i + X j mod p to the cell V * + X j mod p.
Note that in each step we add a vector r Δ = (y − X i ) mod p to the basic cell of the lattice and then map its p k − 1 "coset members". This procedure is depicted in Figure 2 .
IV. SKETCH OF PROOF
We now describe the main steps involved in proving that indeed we obtain a sequence of lattices and associated partitions such that the LQN has the desired properties. Lemma 1 shows that almost every y ∈ Z n p is -strongly typical where we let vanish with n at a certain rate. Lemma 2 shows that the probability to find a (strongly) jointly-typical codeword for almost all points in Z p n goes to one as the dimension goes to infinity under a condition derived for the rate of the codebooks. We then conclude that there exists a specific sequence of codebooks that can match almost every point of Z n p and show that this sequence yields the desired LQN.
Lemma 1: Let Y be a random variable uniformly distributed on Z n p . If = p · n − 1 4 (and p = n − 1 4 ) then
Since I i is an indicator random variable it follows that
where v = P Y (a) = 1 p . Using these results we obtain that
. By Chebyshev's inequality we thus have
Using a union bound it follows that
from which the claim follows.
For every code C, let C = C + D mod p be a randomly shifted version of the codebook where D is a random vector uniform over Z n p . Then we have:
Lemma 2: Let C be a linear codebook of rate R drawn from the random ensemble defined above. Let y ∈ Z n p be a given source sequence such that y ∈ A * (n) p (Y ). We call the event in which there is no codeword in C such that its difference from y is typical to W , a "bad event" and define the following indicator:
Then, for a rate satisfying
we have lim n→∞ Pr(ξ(y) = 1) → 0,
where the probability is averaged over all codebooks and over all shifting random vectors, = p · n − 1 4 (and p = n − 1 4 ), and = β · for a fixed β.
Proof: We note that by standard arguments the codewords of C are pairwise independent and uniformly distributed over Z n p . Define the indicator random variables
,W (X, Y ) 0, o.w and note that they are also pairwise independent. We have
,W (X, Y ) .
As the notation implies, b is independent of y. By using typicality arguments, it follows that
for some fixed δ, n > n 0 for some fixed n 0 , = p · n − 1 4 (and p = n − 1 4 ) , and˜ = β · for some fixed β.
We denote by M = 2 nR the total number of codewords in C and bound the probability of a "bad event" (no match) by
where the fourth transition is due to the Chebyshev inequality using the fact that E 1
Thus, Pr(ξ(y) = 1) → 0 as n → ∞ if the rate satisfies (5).
Denote by N Y the number of vectors y ∈ Z n p that can be matched. We note that
where the expectation is over all codebooks and all shifting random vectors. Taking n to infinity we get
where the first transition is due to Lemma 1 and the second is due to Lemma 2. Note that this result applies also for the original (non-shifted) ensemble (and for any other constant-shifted ensemble) due to symmetry. An immediate consequence is that there exists a specific sequence of codebooks C n satisfying
We focus our attention on such a sequence and consider the corresponding sequence of fundamental Voronoi regions. Let us denote the set of matchable sequences in V * by V * g and the non-matchable by V * b . From the symmetrical construction of the cells and from (10) it follows that:
Thus almost all points in V * are typical to W modulo p.
A. Convergence in divergence
We now show that the resulting LQN, U, asymptotically approaches the desired distribution. The encoding suggested above creates p k cells, each with p n−k elements. Thus, U assumes one of p n−k values with equal probability. We now relate the entropy of W to the volume of a cell. Taking R = log 2 p − H(W ) + 2˜ , we have
We observe that
it follows that Pr(W = y) ≥ 2 −n(H(W )+α) and α ≥ W .
Therefore we get
Dividing both sides by n, we get
From (11) it follows that * → 0 as n → ∞. In addition, it is clear that W and˜ vanish as n → ∞. Therefore 1 n D(U||W) will vanish as well.
V. SIMULATION RESULTS
In this section we exemplify the theoretical results via simulation. Since we are limited to use only small n's, we replaced the typicality criterion with the maximum likelihood criterion. In addition, we picked the codebook that maximizes D(U||W). We considered the following cases:
• q = 37, n = 2, k = 1, Figure 3 shows the lattice partition that was obtained for the step distribution f W,1 . The codewords are drawn with 'x'. The cell of some codeword is drawn with dots. As expected, the lattice cell has a shape of a square. Figure 4 shows the lattice partition received for the second distribution. Figure 5 refer to the distribution of the third case. It depicts the marginal distribution of each element of the vector U that was received using the optimal rate, which is in good agreement with f W,3 . 
