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Abstract
We probe the existence of supersymmetric vacua of the type IIB orientifold of
the elliptic Calabi-Yau space P11169[18] where generically two complex structure
moduli zi, the dilaton τ and the two Ka¨hler moduli Ti are stabilized by fluxes
and gaugino condensates. The usual KKLT procedure, which integrates out the
complex structure moduli and the dilaton, actually has to be modified, such that
one keeps the dependence on τ . We derive explicitely the resulting effective super-
potential Weff (τ) for the dilaton for various flux combinations. As this is actually
a non-holomorphic quantity one must properly work with the G-function. The
remaining SUSY equations for τ and the Ti can be resolved explicitely.
1 Introduction
The issue of moduli stabilization in superstring theory gained new interest when it was
observed [1], [2] that by adding 3-form fluxes, inducing a superpotentialWflux, in the type
IIB theory on a Calabi-Yau X the complex structure moduli zi and the dilaton τ can be
frozen. In a corresponding orientifold model, reducing 4D space-time supersymmetry to
N = 1, the presence of orientifold planes leads to cancellation of D-brane charges against
the effects of D3/D7-branes and 3-form fluxes in the tadpole cancellation condition.
KKLT [3] combined this with a non-perturbative superpotential Wnp describing gaug-
ino condensation [4] (or Euclidean D3-instantons [5]) such that the remaining Ka¨hler
moduli Ti could be stabilized also. Here, for warped D7-branes, the non-abelian gauge
theory on a stack of D7-branes must allow for a non-vanishing gaugino condensate; for
Euclidean D3-brane instantons the number of fermionic zero-modes on the world-volume
is relevant (here the fluxes have a subtle impact on the relevant count [6]).
More precisely, the scenario of KKLT amounts (working at supergravity level at large
τ and Ti) to a two-step procedure where zi and τ have been fixed by fluxes first, lead-
ing just to a constant effective superpotential contribution W0, and in a second step,
in the resulting effective theory, the Ka¨hler moduli Ti are stabilized (this decoupling
procedure assumes that the zi and τ are much heavier than the Ti so that they can
be integrated out first). The resulting supersymmetric AdS-vacuum was then uplifted
to a non-supersymmetric dS-vacuum by adding anti D3-branes (for whose stability the
(mass)2 eigenvalues of the fixed scalars should be already positive in the AdS-vacuum
and not just negative and fulfilling the Breitenlohner-Freedman bound).
In [7] stability conditions were derived (for a susy AdS-vacuum with stabilized moduli)
in a more general case than the decoupling limit of KKLT. There only the zi (if heavy
enough) were integrated out, leading to an effective superpotential contribution Weff (τ)
Wflux(zi, τ) = A(zi) + τB(zi)
DiWflux=0
❀ Weff(τ) (1.1)
(define for later γ := τ2W
′′
eff/W
′
eff). There as ansatz for the Ka¨hler potential is used
K(T )(T ) +K(τ) = −3 log(T + T¯ )− log(τ − τ¯) (1.2)
The supersymmetric stationary points fulfill DiW = 0. Their nature is determined by
the second derivatives V ′′ of the scalar potential of the combined superpotential W =
Weff(τ) + Ce
−aT (here in principle the C was also zi-dependent, but is set constant for
now): this matrix splits into ’real’ and ’imaginary’ (axionic) parts V ′′0M and V
′′
0A and the
stability condition for V from the matrix determinants (at large T ) is |γ| > 1.
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In [8] it was pointed out that this program should be properly enhanced to take into
account two points. First, the Ka¨hler potential K(zi) of the complex structure moduli,
more precisely the effective version Keff(τ) = K
(
zi(τ)
)
of it arising after integrating out
the zi, has to be added to K(τ) = − ln(τ − τ¯). Secondly, as the conditions DiWflux = 0
for integrating out the zi are (because of the covariant derivative involving the Ka¨hler po-
tential) actually non-holomorphic, it turns out that the effective superpotential Weff (τ)
arising from Wflux(τ, zi) is also actually a non-holomorphic quantity. Therefore one
should compute the scalar potential in the form V = eG
(
Gi¯GiG¯ − 3
)
where
G = K(τ) +Keff(τ) +K(T ) + ln |Weff +W (T )|2 (1.3)
and the zi should be integrated out by Gi = 0 or equivalently (for W 6= 0) Di(Wflux +
W (T )) = 0, leading actually to zi(τ, T ) instead of just zi(τ). This is described in sect. 5.
Just as in the case of KKLT this program now should be carried out for concrete
examples. We have choosen the elliptic Calabi-Yau X = P11169(18) and its corresponding
orientifold model for which the KKLT program was carried through [9], cf. also [10], [11],
[12]. For some examples of choices of fluxes we derive here Weff and Keff in completely
explicit form. For one fully worked out case we find that no supersymmetric solutions
exist. For the procedures cf. sect. 6. Here we were just searching for SUSY solutions;
more generally one would search for non-SUSY stationary points of the resulting V .
In one concrete example we take the flux combination (where we specialise to c = 3d)
(eaR |maR) = (0, g, 0 | 0,−a,−b) , (eaNS |maNS) = (0, 0, 0 | 0, c, d) (1.4)
which gives for Wflux = gF1 + az1 + bz2 + τ(cz1 + dz2) the explicit expression
Wflux(zi, τ) = g
(− 1
2
(3z1 + z2)
2 +
3
2
(3z1 + z2) +
17
4
)
+ (a+ τc)z1 + (b+ τd)z2 (1.5)
The Ka¨hler potential of the complex structure moduli zi is given by (where yk = Imzk)
K(z1, z2) = − ln
[
y1
(
3y21 + 3y1y2 + y
2
2
)
+ iξ
]
(1.6)
The fourfold we work on following [9] has a base B3, itself P
1
z
fibered over B2 = P
2; the
latter is embedded as divisor r and r∞ in B3 at z = 0 and z = ∞, respectively, and
has a G2 singularity along r and an E6 or E8 singularity along r∞. With the volumes
τ1 := τr =
1
2
t21 and τ2 := τr∞ =
1
2
(t1 + 6t2)
2 of the divisors r and r∞ a superpotential
W (T ) = C1e
−2πa1T1 + C2e
−2πa2T2 (1.7)
is generated (with the complexified 4-cycle-volumes Tj = τj + iθj where θi = −
∫
r(∞)
C4).
For the Ka¨hler form J = t1L+ t2r∞ (cf. below) one has the Ka¨hler potential (so τ2 > τ1)
K(ti) = −2 ln(τ 3/22 − τ 3/21 ) (1.8)
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In section 2 we consider the N = 2 theory from which the orientifold model is derived.
We give the prepotential, the Ka¨hler potential and the period vector for the complex
structure moduli, leading to a concrete expression ofWflux. In section 3 we give theN = 1
orientifold theory with its Ka¨hler potential. In section 4 we recall the KKLT procedure
for the model. In section 5 we show how one works for Weff non-holomorphic actually
with the G function. In section 6 we derive Weff(τ, Tk) for various flux combinations and
give a complete analytical treatment of the remaining SUSY conditions for τ and the Tk.
2 The N = 2 parent theory on the Calabi-Yau X3
We consider the elliptic Weierstrass fibration π : X → B2 over B2 = P2. Some data of
such elliptic Calabi-Yau threefolds (with section σ) over B2 are (by adjunction) [15]
σ2 = −c1σ (2.1)
c2(Z) = 12c1σ + c2 + 11c
2
1 (2.2)
One has h1,1(X) = 2 from the divisors σ (the embedded base of the fibration) and
L := π−1 l where l is the line in B2. Furthermore c3(X) = −60c21 gives h2,1(X) = 272.
Classical intersection numbers on Z
With H := σ + 3L and L as divisors one finds using (2.1)
H3 = 9 , H2L = 3 , HL2 = 1 , L3 = 0 (2.3)
Furthermore one gets from (2.2) that that
c2(Z) · L = 36 , c2(Z) ·H = 108 + (−12c21 + c2 + 11c21) = 102 (2.4)
Ka¨hler potential
Let us give the corresponding Ka¨hler potential for the Ka¨hler form J˜ := t1H + t˜2L
e−K = V =
1
6
(
9t31 + 9t
2
1t˜2 + 3t1t˜
2
2
)
(2.5)
Remark: This is the Ka¨hler potential in the basis adapted to the prepotential given
below. Later, when we consider the orientifold N = 1 theory derived from the N = 2
Calabi-Yau theory, the relevant divisors to consider will be suitable quotients related to
σ (then called r) and L. For this reason let us also give here already the Ka¨hler potential
for the Ka¨hler form J ′ := t1σ + t′2L, i.e. with intersection numbers
σ3 = 9 , σ2L = −3 , σL2 = 1 , L3 = 0 (2.6)
e−K = V =
1
6
(
9t31 − 9t21t
′
2 + 3t1(t
′
2)
2
)
(2.7)
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The prepotential and the periods
Expressing the middle homology and cohomology in terms of a symplectic basis, i.e. a
basis of 3-cycles Aa and Bb with A
a ∩ Bb = −Bb ∩ Aa = δab and Aa ∩ Ab = Ba ∩ Bb = 0
and a basis of 3-forms αa and β
b (where a, b = 0, 1, . . . , h2,1; let n = h2,1 + 1)∫
Ab
αa = −
∫
Ba
βb = δba ,
∫
X
αa ∧ βb = −
∫
X
βb ∧ αa = δba (2.8)
Such a symplectic basis is only defined up to Sp(2n,Z) transformations, as these preserve
the symplectic intersection form. The periods are defined via the holomorphic 3-form Ω∫
Aa
Ω = Xa ,
∫
Bb
Ω = Fa (2.9)
The periods are collected in the period vector, Π = (X0, . . . , Xn, F0, . . . , Fn). This is a
function of the complex structure moduli zi = X i/X0 (i = 1, . . . , h
2,1) and inherits the
holomorphic freedom of Ω and is defined up to holomorphic rescalings Ω→ f(zi)Ω.
Here the prepotential F is given by (with ξ′ = ζ(3)
2(2πi)3
χ(X) ≈ −1.3i and qi = e2πizi)
F = −Cijk
3!
X iXjXk
X0
+
Aij
2
X iXj + ciX
iX0 − ξ′(X0)2 + f(q)(X0)2
= (X0)2F = (X0)2
(
− Cijk
3!
zizjzk +
1
2
Aijz
izj + ciz
i − ξ′ + f(q)
)
(2.10)
where Cijk =
∫
Ji ∧ Jj ∧ Jk = Di ∩ Dj ∩ Dk are the classical intersection numbers and
ci =
1
24
∫
c2(X)Ji (the quadratic coeffecients Aij are unphysical and not completely fixed).
In our case this becomes (we take later A11 = 9/2, A12 = 3/2, A22 = 0 with [16], [9])
F = −1
6
(9z31 + 9z
2
1z2 + 3z1z
2
2) +
9
4
z21 +
3
2
z1z2 +
17
4
z1 +
3
2
z2 − ξ′ (2.11)
With this prepotential the period vector becomes (where Fa = ∂F/∂X
a and Fi =
∂F/∂zi for the prepotential F (Xa) in homogeneouos coordinates (a = 0, 1, . . . , h2,1) and
F(zi) in inhomogeneouos coordinates zi = X i/X0 (i = 1, . . . , h2,1), respectively)
Π =


X0
X i
F0
Fi

 = X0


1
zi
2F − ziFi
Fi

 = X0


1
zi
Cijk
3!
zizjzk + ciz
i − 2ξ′ + . . .
−Cijk
2
zjzk + Aijz
k + ci + . . .

 (2.12)
The Ka¨hler potential for the complex structure moduli space is given by
K(zi) = − ln
(
i
∫
Ω ∧ Ω¯
)
= − ln (−iΠ† · Σ ·Π)
= − ln
(
i|X0|2((zi − z¯i)(Fi + F¯i)− 2(F − F¯))
)
(2.13)
with Σ =
(
0 1n
−1n 0
)
. Further one has in the dilaton sector K(τ) = − ln(−i(τ − τ¯)).
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One calculates explicitly (with zk = xk + iyk; ξ := −ξ′)
K(z1, z2) = − ln
(
y1
(
3y21 + 3y1y2 + y
2
2
)
+ iξ
)
(2.14)
(up to an additive constant). Compare the Ka¨hler potential (2.14) for the complex
structure moduli (expressed in the yk) with the Ka¨hler potential (2.5) for the Ka¨hler
moduli (expressed in t1 = ReT1, t˜2 = ReT2 and with respect to H and L)
K(t1, t˜2) = − ln
(1
2
(
3t31 + 3t
2
1t˜2 + t1t˜
2
2
))
(2.15)
Restricting the consideration of the complex structure moduli to two of them (as recalled
below) one gets the same Ka¨hler potential as for the Ka¨hler moduli by mirror symmetry.
Note that Z has the (weighted) projective embedding as hypersurface P11169[18]
x181 + x
18
2 + x
18
3 + x
3
4 + x
2
5 − 18ψx1x2x3x4x5 − 3φx61x62x63 = 0 (2.16)
Here actually only 2 of the full set of 272 deformations are displayed. The group Γ =
Z6 × Z18 is a symmetry of the moduli space and fixes the two-parameter subspace in
(2.16). One is lead to this specific Calabi-Yau by the mirror construction and the periods
of Γ-invariant cycles are its six periods. One proceeds to find flux-vacua by working in the
Γ-invariant part of the moduli space (turning on only invariant fluxes); i.e. one turns on
fluxes just on these cycles and has DiW = 0 in non-invariant directions as the resulting
superpotential and Ka¨hlerpotential are invariant. Effectively it is thus consistent to set
all other moduli to zero and work only on the moduli in (2.16) and their associated fluxes.
2.1 The flux superpotential
In terms of the periods, the flux-superpotential is1
WG =
∫
X
G3 ∧ Ω = (2π)2α′
(
(eaR − τeaNS) · Π3+a − (maR − τmaNS) · Πa
)
= (2π)2α′
( k∑
a=0
(eaR − τeaNS)Fa − (maR − τmaNS)za
)
(2.17)
where the integral vectors of fluxes along the cycles occur as precoefficients. More pre-
cisely the fluxes HR and HNS are elements of H
3(Z,Z) quantised as follows
eaR/NS =
1
(2π)2α′
∫
Aa
HR/NS ∈ Z , (mR/NS)a = 1
(2π)2α′
∫
Ba
HR/NS ∈ Z (2.18)
This amounts to a D3-charge carried by the fluxes
Nflux = L =
1
2
(eaR, m
a
R) · Σ · (eaNS, maNS)t =
1
2
k∑
a=0
eaRm
a
NS −maR eaNS (2.19)
1note that for two three-forms one has
∫
φ ∧ χ =∑a ∫Aa φ ∫Ba χ− ∫Ba φ ∫Aa χ
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3 The N = 1 theory and the orientifold limit of the
fourfold
Let π : X4 → B3 denote the projection of the elliptic fibration of a Calabi-Yau fourfold in
F -theory. We consider the case that B3 is P
1-fibered over the base B2. In the orientifold
limit a D4 singularity is realized.
In the type IIB string theory one describes B3 as quotient by a holomorphic involution
of a Calabi-Yau threefold Z, branched at the B3-location of the singularities of the elliptic
fibration of X4 (D4 singularities corresponding to an O7-plane and four coincident D7-
branes). D-branes are introduced to cancel the RR tadpoles produced by the orientifold
plane. If Z is given as a hypersurface in an ambient P4 this involution might be given
by z1 → −z1.
The dilaton is the complex structure modulus of the elliptic F -theory fibre.
Z −→ B3
↓ E ↓ P1
B2 = B2 (3.1)
B3 inherits the Ka¨hler and complex structure moduli which are even and odd, respec-
tively, under the involution.
Classical intersection numbers on B3
The P1-fibration of B3 over B2 can be described as projectivization P(Y ) of a vector
bundle Y = O ⊕ T with T a line bundle over B2.
Let O(1) denote a line bundle on the total space which restricts on each P1 fibre to
the corresponding line bundle over P1 and let r = c1(O(1)) and t = c1(T ) so that the
cohomology of B3 is generated over B2 by r with the relation r(r + t) = 0 (as the two
section are disjoint: one has r = r0 the divisor given by B2 itself inside B3, at the zero-
section of the P1-fibration; the section at infinity is given by r∞ = r + t). Concretely
take B2 = P
2 and t = 6l. Here we denote the line in B2 by l and its preimage in B3 by
L = F6 (one has Lr
2 = (r|L)2 = (l)2L = −6; furthermore Lr2∞ = 6).
One has the following intersection numbers in B3 (the first three relations are obvious)
L3 = 0 , L2r = L2r∞ = 1 , Lr
2
∞ = 6 , r
3
∞ = r
3 = 36 (3.2)
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For this note first that by adjunction
c(B3)|D = (1 +D)
(
1 + c1(D) + c2(D)
)
|D (3.3)
one has the relation
c2(B3) ·D = D2 · c1(B3)−D3 +
∫
D
c2(D) (3.4)
Further one has for the P1-fibration defined by t that (unspecified ci refer always to B2)
c1(B3) = 2r + c1 + t
c2(B3) = 2c1r + c1t + c2 (3.5)
again from adjunction c(B3) = (1 + c1 + c2)(1 + r)(1 + r+ t). (3.4) now gives r
3 = 36 as
c2(B3) · r = (−c1t+ c2)r = −c1t + 3
r2 · c1(B3)− r3 +
∫
r
c2(r) = −r(c1t+ t2) + r3 + 3 = −c1t− 36 + r3 + 3
The Ka¨hler potential
One can now compute the Ka¨hler potential for the Ka¨hler form J ′ := t1L + t
′
2r.
Alternatively and equivalently one can consider r∞ instead of r
J = t1L+ t2r∞ (3.6)
One gets for the divisor volumes τr(∞) = r(∞)J
2/2 and for the total volume V = J3/6
τ1 := τr =
1
2
t21 , τ2 := τr∞ =
1
2
(t1 + 6t2)
2
V =
1
6
(3t21t2 + 18t1t
2
2 + 36t
3
2) =
1
36
(
(t1 + 6t2)
3 − t31
)
=
√
2
18
(τ
3/2
2 − τ 3/21 )(3.7)
implying that τ2 > τ1 in the Ka¨hler cone. With this one gets the Ka¨hler potential
K(ti) = −2 lnV (3.8)
Remark: For direct comparison with the Ka¨hler potential (2.7) of the N = 2 parent
theory let us also give here the Ka¨hler potential w.r.t. J ′ (i.e. σ above becomes r below)
e−
1
2
K = V =
1
12
(
9(2t′2)
3 − 9(2t′2)2t1 + 3(2t′2)t21
)
(3.9)
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4 Integrating out zi and τ and working with W0
The stabilisation of τ and the zi is achieved from the conditions
DiW = ∂iW + (∂iK)W = 0 , DτW = ∂τW + (∂τK)W = 0
In the given example one finds a stationary point for the values2 [9] z1 = i = z2 , τ = 3i.
This vacuum of3 W = 0 is reached for the following flux combination of Nflux = 352
(eaR |maR) = (20, 0, 0 | 0,−69,−28) , (eaNS |maNS) = (0,−4, 0 | 49, 18, 6) (4.1)
W = 69z1 + 28z2 + 20F0 − τ
(
− 49− 18z1 − 6z2 − 4F1
)
= 30z31 + 30z
2
1z2 + 10z1z
2
2 + 154z1 + 58z2 + 40ξ + τ
( − 2(3z1 + z2)2 + 27z1 + 9z2 + 66)
4.1 The Ka¨hler stabilizing superpotential
[9] find no divisors leading to an instanton contribution in the superpotential following
the necessary condition χ(D) = 1 for the arithmetic genus [5].4 One computes χ(π−1C) =
−C2c1(B3)/2 [13]. Recall now that the base B3 of X4 was P1z fibered over B2 = P2 and
one had divisors C = r and r∞ in B3 as sections of this P
1
z
fibration at z = 0 and
z =∞, respectively. For the projection pr : B3 → B2 (with t = nl, say) one finds for the
pr-horizontal divisors (in B3) r and r∞ and for the pr-vertical divisor pr
−1P (for P = al)
χ(π−1r0/∞) =
1
2
t(±c1 − t) = 1
2
n(±3− n) , χ(π−1pr−1P ) = −P 2 = −a2 (4.2)
So one has to rely solely on gauge type divisors (where contributions are induced from
gaugino condensation; cf. also [14]). The concrete fourfold we work with following [9] has
actually a G2 (not D4) singularity along r and an E6 or E8 singularity along r∞. This
leads to values of χ(X4)/24 of 273, 129, respectively (note however that Nflux = 352).
With the volumes τ1 := τr and τ2 := τr∞ of the divisors r and r∞ a superpotential
W =W0 + C1e
−2πa1T1 + C2e
−2πa2T2 (4.3)
is generated where we introduced the complexified 4-cycle-volumes Tj = τj + iθj with
θi = −
∫
r(∞)
C4. Assuming W0 real (and Ci = 1) and that the two exponential terms
should equal approximately W0 at the critical point, they should be also approximately
equal there. In view of τ1 < τ2 this means that a1 > a2. For some numerical solutions in
the set-up above, where a1 = 1/4 and a2 = 1/12 or 1/30, with W0 = 10
−5 or 10−30 cf. [9].
2with instanton corrections consistently ignored for Imz1, Imz2 ≥ 1
3With the first instanton correction one finds a near-by vacuum with eK |W |2 = 1.379× 10−4.
4As actually t = 6l all χ values in (4.2) are negative, so the flux influence can not change them to 1.
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5 Integrating out the zi and working with Keff(τ )
The action for (gauge neutral) chiral mutiplets can be expressed in terms of a single real
function G. The scalar potential becomes (with Gi¯ = ∂i∂¯G and Gi = ∂iG, G
i = Gi¯G¯)
V = eG
(
Gi¯GiG¯ − 3
)
= eK
(
KijDiWDjW − 3WW
)
(5.1)
The index i runs over all chiral superfields, here the moduli and the dilaton. G can
be, and usually is, (ambiguously) split as G = K + ln |W |2 into a real Ka¨hler potential
K(z, z¯) and a holomorphic superpotential W (z). The supersymmetry conditions are
DiW = Wi + KiW = WGi = 0. So, for W 6= 0, the supersymmetry conditions are in
terms of G given by Gi = 0.
On the stability analysis in general
The stability analysis is based on the eigenvalues of the mass matrix. In the AdS case, one
has to check whether the BF bound is satisfied. But in the case where one adds a term
such that the vacuum energy becomes positive, one has to make sure that all eigenvalues
of the mass matrix are actually positive. This must be done in a field basis where the
kinetic terms are canonically normalized. However the eigenvalues in both bases are not
the same but their signs are the same. If they are all positive in the original basis, they
are also positive in the canonical basis (so a negative eigenvalue signals an instability).
To parallelize the treatment of the stability criterion of [7] let us recall also here the
mass matrix, now in terms of G. First, the stationarity condition ∂kV = 0 becomes
∂kV = e
G
(
(GiGi − 3)Gk + (Gi∇kGi +Gk)
)
(5.2)
At the miminum one gets the (kl)-symmetric (as Gi¯ is a Ka¨hler metric) expression
5
∂l∂kV |dV=0 = eG
(
∇lGk +∇kGl + (GiGi − 3)∇lGk +Gi∇l∇kGi + (Gl +Gi∇lGi)Gk
)
= eG
(
∇lGk +∇kGl +Gi∇l∇kGi + (GiGi − 3)(∇lGk −GlGk)
)
(5.3)
For the mixed derivatives one finds (using ∇l¯∇kGi = Rl¯kijGj)6
∂l¯∂kV |dV=0 = eG
(
Gkl¯ + (G
iGi − 3)Gkl¯ +Gk(Gl¯ +G¯∇l¯G¯) +∇kGi∇l¯Gi +Rl¯kijGjGi
)
(5.4)
For a SUSY vacuum with Gi = 0 one has the simple expressions
∂l∂kV |susy vacuum = −eG∂k∂lG (5.5)
∂l¯∂kV |susy vacuum = eG
(
− 2Gkl¯ +Gi¯∂kGi∂l¯G¯
)
(5.6)
5For Minkowski vacua one is left with the first three terms (the last of these is missing in [17]).
6For Minkowski vacua one finds the first term and the last two terms, cf. [17].
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5.1 Restricted preconsideration: the (zi, τ)-sector
There are two equivalent ways to handle the integrating-out procedure. Either one elim-
inates the zi in G (cf. below) and then operates, after reinserting them, with a Geff ;
alternatively one derivesW non−holoeff (τ) from DiWflux(zi, τ) = 0 first and takes then, work-
ing in the G-formalism, W holeff (τ) = 1 and Ktot(τ) = K(τ) + K(zi(τ)) + ln |W non−holoeff |2
and the corresponding Geff = Ktot; for this cf. [8] and the example treated by us below.
Concretely from the expressions given earlier one gets then the zi-elimination conditions
DziW = ∂ziW + ∂ziK W = 0 (5.7)
These equations allow to eliminate the zi in Wflux(zi, τ) and to get an effective super-
potential W non−holoeff (τ) (this replaces the earlier constant W0 when also τ was integrated
out)7. One gets then, in this seond way, the complete Ka¨hler potential in τ as follows
K(τ) = − ln(τ − τ¯ ) (5.8)
Keff(τ) = K(zi(τ)) (5.9)
Ktot(τ) = K(τ) +Keff(τ) + ln |W non−holoeff (τ)|2 (5.10)
Concerning the first procedure, as explained in the introduction, our strategy will be
to solve the supersymmetry conditions for all the fields which appear in G. We first
eliminate the zi by solving, for a suitable choice of fluxes, ∂ziG = 0 where
G = K(τ) +K(zi) + ln |Wflux(zi, τ)|2 (5.11)
The equations can be solved for the zi and the solutions, which depend on τ , produce
Geff(τ) when reinserted into G. Two points are worth mentioning here. First, since we
are working with the real function G, questions of holomorphicity of the superpotential
do not arise. This is an issue, since the SUSY conditions DziW = 0 are not holomorphic
and would lead to a non-holomorphicWeff . Secondly, one also has to insert the solutions
zi(τ) into K(zi) and not merely into Wflux.
Note that, for W 6= 0, both procedures are equivalent as the respective elimination
conditions are Gi = 0 and DiW = 0.
Before we come to the main issue of this note, the consideration of the case with
two Ka¨hler parameters, we give first the procedure in the generic one parameter case,
following [7] but including K(zi(τ)) and ln |W non−holoeff (τ)|2. We will see that including
the T -sector leads to a slight change in the procedure.
7the fluxes chosen earlier which lead to the concrete expressions for Wflux gave a minimum at z1 =
z2 = i, τ = 3i in the procedure where τ is also integrated out; we can, of course, choose other fluxes.
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5.2 Full (zi, τ, T )-sector: the generic one parameter case
In the generic set-up with one Ka¨hler parameter one would start in analogy to [7] with
W =Wflux(zi, τ) +W
(T ) = A(zi) + τB(zi) + Ce
−aT (5.12)
with the Ka¨hler potential (where K(T ) = −2 ln(T + T¯ )3/2)
K = − ln(τ − τ¯) +K(zi) +K(T ) (5.13)
Integrating out the zi by Gi = 0 resp. Gi ·W = DiW = Di(Wflux + Ce−aT ) = 0 gives
DiW = Ai + τBi +Ki(Wflux + Ce
−aT ) = 0 (5.14)
where compared with the previous (5.7) the exponentially suppressed perturbation term
KiW
(T ) has arisen. Therefore now the previous zi = zi(τ) becomes here zi = zi(τ, T ) =
zi(τ) + δW
(T ) + ǫW¯ (T¯ ) + . . . , cf. [8]. So one is led to use a W holoeff (τ, T ) ≡ 1 and the
Ka¨hler potential
Geff = Keff = − ln(τ − τ¯ ) +K
(
zi(τ, T )
)− 3 ln(T + T¯ )
+ ln |A(zi(τ, T ))+ τB(zi(τ, T ))+ Ce−aT |2 (5.15)
Note that to get Geff in (5.15), it would have been again equivalent (for W 6= 0) to start
with the full Gfull = − ln(τ − τ¯) +K(zi) +K(T ) + ln |Wflux(zi, τ) +W (T )|2, solve there
Gfulli = 0 for the zi(τ, T ) and reinserting into Gfull, for one has DiWflux = WGfulli .
Note in passing that the procedure described is not the same as doing the previous
integrating-out procedure just in the (zi, τ)-sector with W
holo
eff (τ) ≡ 1 and just adding
the T -sector. This leads to the following point: in the two-step analysis of KKLT all
moduli of Wflux(zi, τ) were integrated out; this left behind just a W0 when afterwards
the further W (T ) was included. However, as [7] pointed out, this procedure may not be
justified as the masses of τ and T can be comparable; so in [7] just the zi were integrated
out, leaving a Weff (τ) behind instead of the constant W0. This procedure, as outlined
in [8] and described also below, has to be supplemented, at least, with the inclusion of
K(zi(τ)) and a proper treatment of W
non−holo
eff (τ). As we described above, even including
these points, there would be still a remnant of the linkage of τ with the zi, if zi(τ)
would be assumed to be just a function of τ (what would arise from integrating it out
while considering just Wflux(zi, τ), and including W
(T )(T ) only afterwards) instead of
determining a zi(τ, T ) from the full W =Wflux(zi, τ) +W (T )(T ).
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6 The two-parameter example
Take the flux components with the general full magnetic sector
(eaR |maR) = (0, g, h | − e,−a,−b) , (eaNS |maNS) = (0, 0, 0 | e′, c, d) (6.1)
Concerning the two special magnetic fluxes e and e′ which contribute in Wflux only by
adding a constant E = e + e′τ , which is independent of the complex structure moduli,
we will set at first e = e′ = 0. We will employ the following notation (and zk = xk + iyk)
A := a + τc = A1 + iA2 , B := b+ τd = B1 + iB2 (6.2)
Z := 3z1 + z2 = X + iY , y := y2 (6.3)
p :=
a− 3b
3
, q :=
c− 3d
3
(6.4)
W (T ) =
∑2
k=1W
k =
2∑
k=1
Cke
−akTk (6.5)
We will always stick to the case q = 0, i.e. c = 3d (note that this was also satisfied in
the flux-choice (4.1)); we exclude the case c = 0 = d where things collapse trivially.
We will then write the two SUSY conditions DziW = 0 which allow us to eliminate
the zi and write Weff(τ). The way we proceed to do this in practice amounts to writing
Wflux (with the help of the SUSY conditions) purely as function of τ and only one of
the four real variables X, Y, x2, y, concretely either Y or y, where the latter furthermore
depends in a simple polynomial way on τ .
We then proceed and include the Tk-sector. For that purpose we generalize the above
set-up first to include fluxes m0R = −e,m0NS = e′ and the corresponding contribution
E = e + e′τ = E1 + iE2 in Wflux. The latter will be used then to mimic the W
(T ). This
will be described more fully below in our main example, the case II. In total the following
cases will be described
CASE I g = 0 , h = 0
CASE II g 6= 0 , h = 0
CASE III g 6= 0 , h = −3g
We will get an explicit expression forWeff in all 3 cases. In the case II, which constitutes
our main example, we will proceed and analyse the SUSY conditions completely in closed
analytical form and show that no SUSY solution exists. As the main issue here is the
explicit derivation of Weff and the concrete analytical treatment of the ensuing SUSY
conditions we give this in some detail so that one can follow the line of derivation.
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6.1 The case I: g = h = 0
We will at first assume that g = h = 0. Although this leads to the somewhat degenerate
case of L = 0 we mention this case first as some equations appear here first in a somewhat
simpler form than in our main example case II. This leads to
Wflux = az1 + bz2 + τ(cz1 + dz2) = Az1 +Bz2 =
A
3
Z − pz2 (6.6)
which gives as elimination equations (where zk = xk + iyk)
Dz1W = 0 =⇒ 2i
A
3
=
1
3
(3y1 + y2)
2
y1(3y
2
1 + 3y1y2 + y
2
2) + iξ
(
Az1 +Bz2
)
(6.7)
Dz2W = 0 =⇒ 2iB =
y1(3y1 + 2y2)
y1(3y
2
1 + 3y1y2 + y
2
2) + iξ
(
Az1 +Bz2
)
(6.8)
This yields (for Y 6= 0, as is needed to keep things nontrivial) the compatibility equation
A
3
(Y 2 − y2) = BY 2 (6.9)
As the yk are real and A2/3 = B2 the imaginary part here gives y = 0, with pY
2 = 0 as
remaining relation; one gets therefore also p = 0 and the expressions Wflux =
A
3
Z and
Wflux = 2i
A
3
3y31 + iξ
3y21
(6.10)
The resulting relation Z = 2i
3y31+iξ
3y21
gives X = 0 and Y = 2Y
3+9iξ
3Y 2
or
Y = 3
√
2 · 9iξ (⇐= Y 3 + 3CY 2 − 2 · 9iξ = 0 with C := 0) (6.11)
Weff(τ) =
A
3
Z = iAy1 = i(a + cτ)
3
√
2
3
iξ (6.12)
(Note that, if one would force now also the third condition (usual KKLT procedure)
DτWflux = 0 =⇒ 2idZ = 1
τ2
(
Az1 +Bz2
)
(6.13)
one would get 2idτ2 =
a+cτ
3
, i.e. τ = −a
c
with τ2 = 0, i.e. no (physical) solution.)
Although this example is somewhat degenerate (L = 0) let us proceed and include
the Tk-sector. So we generalize the above to include fluxes m0R = −e,m0NS = e′ and the
corresponding contribution E = e + e′τ = E1 + iE2 in Wflux. Then the trivial C above
changes to an E-dependent C˜ (we use now the abbreviated notation A := A/3).
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One gets Wflux = AZ+E and equating with (6.10) gives for the real and imaginary part
X = −A1E1 +A2E2A21 +A22
(6.14)
Y 3 + 3C˜Y 2 − 2 · 9iξ = 0 (C˜ := A1E2 −A2E1A21 +A22
) (6.15)
With this cubic determination equation one gets for the effective Ka¨hlerpotential (up to
an additive constant) and the effective superpotential (with E := W (T )) and G-function
Keff (τ, Tk) = − ln(Y 3 − y3 + 9iξ) = −2 lnY − lnB (6.16)
Weff (τ, Tk) = A(X + iY ) + E = 2i
3
A Y
3 + 9iξ
Y 2
= iAB (6.17)
Geff (τ, Tk) = Keff (τ, Tk) + ln |Weff(τ, Tk) +W (T )|2 − ln(τ − τ¯ ) +K(Tk) (6.18)
Here we use the following notation
B = Y + C˜ , sk = (−1)k 3
2
t
1/2
k
t
3/2
2 − t3/21
(6.19)
Γ = B AA¯B +
(A1ImW −A2ReW )(A1B + ImW )2 + (−A2B + ReW )2 , Γ′ =
−iA¯B +W (T )(A1B + ImW )2 + (−A2B + ReW )2 (6.20)
Note that one still has y = 0 as before. Furthermore Y 6= 0 and the effective Ka¨hler
potential gives from Y 3 − y3 + 9iξ = Y 3 + 9iξ = 3
2
Y 2(Y + C˜) that also B 6= 0.
Furthermore one has the following relations (l stands for k or τ)
Yl(Y + 2C˜) = −C˜lY (6.21)
C˜k = 3i
akW
k
2A
, C˜τ = 3i
cW (T )
2A2
(6.22)
Yl = C˜l
−Y
Y + 2C˜
, Bl = C˜l 2C˜
Y + 2C˜
(6.23)
From Geff (in the following denoted by G) one gets as SUSY conditions
Gk = −2Yk
Y
+ (2Γ− 1)BkB − akW
k Γ′ + sk = 0 (6.24)
Gτ = −2Yτ
Y
+ (2Γ− 1)BτB + i
c
3
B Γ′ + i
2τ2
= 0 (6.25)
For a full treatment of such a set of equations we refer to the case II below. As the case
I is somewhat degenerate (L = 0) we are content here to derive Weff (for more details
on the eliminations following from the detailed treatment of the SUSY equations, along
the lines of the complete procedure as in case II, cf. the appendix).
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6.2 The case II: g 6= 0, h = 0
For an example where L = cg/2 6= 0 take (again in the case A2 = 3B2, i.e.8 c = 3d)
(eaR |maR) = (0, g, 0 | 0,−a,−b) , (eaNS |maNS) = (0, 0, 0 | 0, c, d) (6.26)
which gives (with A = A1 + iA2 := a + cτ, B = B1 + iB2 := b+ dτ)
Wflux = gF1 + az1 + bz2 + τ(cz1 + dz2) = g
(
− 1
2
Z2 +
3
2
Z +
17
4
)
+ Az1 +Bz2 (6.27)
We use the following abbreviations (for g 6= 0)
C :=
A1 +
9
2
g
3p
, β =
B2
g
(6.28)
Useful relations are
Az1 +Bz2 =
A
3
Z − pz2 (6.29)
9y1(3y
2
1 + 3y1y2 + y
2
2) = Y
3 − y32 (6.30)
One gets as elimination equations Dz1W = 0 and Dz2W = 0[A
3
− g(Z − 3
2
)]
=
3
2i
Y 2
Y 3 − y3 + 9iξ
(
gF1 + Az1 +Bz2
)
(6.31)
[
B − g(Z − 3
2
)]
=
3
2i
Y 2 − y2
Y 3 − y3 + 9iξ
(
gF1 + Az1 +Bz2
)
(6.32)
(recall we denote y2 just by y). Now the imaginary and real part of the compatibility
equation [A
3
− g(Z − 3
2
)]
(Y 2 − y2) =
[
B − g(Z − 3
2
)]
Y 2 (6.33)
yield for y 6= 0 and g 6= 0 the eliminations
Y = β , X =
p
g
(
C − β
2
y2
)
(6.34)
Finally we have to solve the imaginary and real part of (6.31), say, which gives, noting
that the big fraction on the right hand side is real and that (by explicit evaluation)
Im Wflux = p
(
Cβ − y) (6.35)
finally the cubic equation
y3 − 3Cβy2 + 2(β3 + 9iξ) = 0 (6.36)
8We assume c 6= 0 6= d to retain a proper τ -dependence in Wflux after integrating out the zi.
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Let us remark on the cubic equation occuring here.
1) (6.36) is of course easily solved in general. If one would be interested only in purely
imaginary τ (note that τ2 = s = ReS under τ =: iS, where τ = τ1 + iτ2), i.e. A1 =
a, B1 = b, and furthermore in the special case C = 0, i.e. a = −92g, then
Weff (τ2) = −ipy = i(b+ 3
2
g)
(
− 2(d3
g3
τ 32 + 9iξ
))1/3
(6.37)
2) In the general case one gets for r := y − Cβ with Weff = −ipr the equation
r3 + Pr +Q = r3 − 3C2β2r + 2
(
(1− C3)β3 + 9iξ
)
= 0 (6.38)
(note β, C, iξ, P,Q ∈ R) with the three solutions given by the Cardano formula where
one solution is always real and all three are real for 0 ≥ D := (Q/2)2 + (P/3)3.
Now let us come back to the use of this information for our main goal, whic is to
derive the supersymmetry conditions from the effective G-function. One now has a
Keff(τ) = K(zi(τ)) which can be written in various equivalent ways
Keff(τ) = − ln
(
β3 + 9iξ − y3
)
− ln 4i
9
(6.39)
= − ln
(
β3 + 9iξ − Cβy2
)
− ln 4i
3
(6.40)
= − ln y2 − ln(y − Cβ)− ln −2i
3
(6.41)
giving in total (up to the constant − ln −2i
3
)
Ktot(τ) = − ln(τ − τ¯ )− 2 ln y − ln(y − Cβ) (6.42)
Note that, in contrast to the original piece − ln(τ − τ¯), the new, full Ktot(τ) depends not
just on τ2 as the coefficient C (which determines together with β the y) depends on τ1.
Because of its non-holomorphicity one gets (for r ∈ R) from Weff where
Weff(τ) = ip(βC − y) (6.43)
the further contribution (up to the constant 2 ln p)
ln |W non−holoeff (τ)|2 = 2 ln(y − Cβ) (6.44)
Up to now we have followed the treatment just in the (zi, τ)-sector (cf. our discussion
in the subsection on the corresponding restricted preconsideration). Now we have to
properly enhance these results by going to the consideration of the full (zi, τ, Tk)-sector.
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Including the Ti-sector
Up to now we have expressed the zi as functions of τ from DiWflux = 0. According to
the discussion in sect. 5.2 we want actually to obtain zi(τ, Ti) fromDi(Wflux+W (T )) = 0.
For this we will 1) give the explicit expressions zi(τ), 2) generalize our flux-example to
include a constant flux and give there the zi(τ), 3) interpret formally the additional term
W (T ), which is constant in τ , as such an additional flux term and 4) give thereby the full
zi(τ, Ti).
1) Note first that ReWflux = 0 from (6.31) gives
x1 =
g
A1 − 3B1
(1
2
X2 +
1
2
β2 − (3
2
+
B1
g
)X − 17
4
)
(6.45)
Therefore the two variables Z = 3z1 + z2 = X + iY and z1 = x1 + iy1 are completely
determined as functions of τ and y = y2 (and therefore as functions of τ alone): for X
and Y this was given above, and for z1 it is, together with y1 = (Y − y2)/3, given here.
2) Now let us generalize this set-up by including an additional constant (in the zi)
contribution in Wflux. For this we start with the enhanced flux vector
(eaR |maR) = (0, g, 0 | − e,−a,−b) , (eaNS |maNS) = (0, 0, 0 | e
′
, c, d) (6.46)
which gives (with E = e+ e
′
τ = E1 + iE2) the flux-superpotential W
′
flux = Wflux + E
W
′
flux = gF1 + Az1 +Bz2 + E (6.47)
In this generalized situation (with pE˜ = E) the elimination of y reads now (the expres-
sions (6.34) for X and Y , coming from (6.33), have still just g and C and remain the
same)
y3 − 3(βC + E˜2)y2 + 2(β3 + 9iξ) = 0 (6.48)
Formally one could even absorb the E˜2 =: e˜τ2 = pe
′
τ2 in a C˜ built with an g˜ := g(1+
2e
′
3d
),
i.e., βC + E˜2 = βC˜ (not to be used in (6.34)). Finally one gets the shift x
′
1 = x1 − E1a−3b .
3) Now the elimination condition for zi = zi(τ, Ti)
∂iWflux +Ki
(
Wflux +W
(T )
)
= 0 (6.49)
can formally be interpreted as the elimination condition ∂iW
′
flux + KiW
′
flux = 0 for
zi = zi(τ) with respect to an enhanced flux-superpotential W
′
flux = Wflux+E where the
latter will be interpreted formally as W (T ).
4) Alltogether we get thereby the searched for expressions zi(τ, Ti) as the z′i(τ) in the
previous set-up, generalized by putting formally E := W (T ).
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6.2.1 The SUSY conditions for the Ka¨hler moduli Ti and the dilaton τ
Let us now apply the previous considerations concerning Geff in (5.15) to our two-
parameter model. In the end we will discuss stable minima for V in (5.1). One finds,
for9 y in (6.48), with the help of (6.41) that (up to an additive constant)
Keff(τ, Ti) = K
(
zi(τ, Ti)
)
= K
(
z
′
i(τ)
)
= − ln y2 − ln(y − βC˜) (6.50)
Similarly one has with E = W (T ), E = pE˜ and βC+ E˜2 = βC˜ where C˜ is a function not
only of τ1, as in (6.28), but also of the Ti (with W (T )(Ti) =
∑
Cke
−akTk)
C˜ =
a+ cτ1 +
9
2
g + 3g
dτ2
ImW (T )(Ti)
a− 3b (6.51)
(for simplicity we will assume Ci ∈ R) the following expression
Weff(τ, Ti) =Wflux
(
zi(τ, Ti), τ
)
= Wflux
(
z
′
i(τ)
)
= i
[
p(βC − y) + ImW (T )
]
= ip
(
βC˜ − y) (6.52)
Therefore we find alltogether for the Geff in (5.15) (up to an additive constant)
Geff = − ln(τ − τ¯) +Keff
(
τ, Ti
)
+ ln
∣∣∣Weff(τ, Ti)+W (T )(Ti)∣∣∣2 +K(Ti) (6.53)
= − ln(τ − τ¯)− 2 ln y − ln(y − βC˜) + ln
∣∣∣ip(βC˜ − y) + 2∑
i=1
Cie
−aiTi
∣∣∣2
−2 ln
(
(T2 + T¯2)3/2 − (T1 + T¯1)3/2
)
(6.54)
from which one gets the three SUSY conditions Gi = 0. When searching for solutions
one has to satisfy also L = Nflux = cg/2 ≤ e(X4)/24 = 273 and 129 for a2 = 1/12 and
1/30, respectively. (When using W (T ) numerically one has to make the shift ai → 2πai.)
Using β = d
g
τ2, and βC˜ = βC +
1
p
ImW (T ) one has
βτ =
d
2ig
, (βC˜)τ = βτC + β
c/2
a− 3b (6.55)
βTi = 0 , (βC˜)Tk =
i
2p
ak Cke
−akTk (6.56)
From (6.48) one finds (l is τ or Ti)
yl(y − 2βC˜) = (βC˜)ly − 2βlβ
2
y
(6.57)
9i.e., the y in (6.48) can be understood as the ordinary y in (6.36) with C → C˜
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Evaluating the SUSY conditions
For evaluation of the SUSY conditions we use the following abbreviations
B = βC˜ − y , sk = −(−1)k 3
2
t
1/2
k
t
3/2
2 − t3/21
, W T =
2∑
k=1
W k =
2∑
k=1
Cke
−ak(tk+iθk)(6.58)
Γ = pB pB + ImW
T
(pB + ImW T )2 + (ReW T )2 , Γ
′ =
−i(pB + ImW T ) +ReW T
(pB + ImW T )2 + (ReW T )2(6.59)
(B, sk,Γ are real quantities). One gets for the SUSY conditions
Gk = −2yk
y
+ (2Γ− 1)BkB − akW
kΓ′ + sk = 0 (6.60)
Gτ = −2yτ
y
+ (2Γ− 1)BτB +
i
2τ2
= 0 (6.61)
Note that y 6= 0 or else one would have β3 + 9iξ = 0 by the cubic equation and K(zi) =
ln
(
Y 3−y3+9iξ) = ln (β3−y3+9iξ)would degenerate. Note furthermore that y−2βC˜ 6= 0
or else (6.57) would give (β c/2
a−3b
+ d
2ig
C)y2 = 2 d
2ig
β2, i.e. c = 0 = d from the real
part, violating our assumption. Applying (6.57) to l = k likewise gives the immediate
contradiction Ck = 0.
For the following it is useful to collect some expressions (subscript k indicates ∂Tk)
(βC˜)k =
i
2p
akW
k (6.62)
yk = (βC˜)k
y
y − 2βC˜ , Bk = − (βC˜)k
2βC˜
y − 2βC˜ (6.63)
As the splitting in real and complex parts will be crucial below note that here the fractions
are real so that the real and imaginary parts of yk and Bk go with the corresponding real
and imaginary parts of (βC˜)k (times the fraction).
Similarly one gets in the τ -sector
(βC˜)τ = β
c/2
3p
− i d
2g
C (6.64)
Re yτ = Re (βC˜)τ
y
y − 2βC˜ , ReBτ = −Re (βC˜)τ
2βC˜
y − 2βC˜ (6.65)
Imyτ = − d
2g
Cy2 − 2β2
y(y − 2βC˜) , ImBτ = −
d
2g
2β2 − 2βC˜Cy
y(y − 2βC˜) (6.66)
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Now let us consider the real and imaginary parts of Gk = 0 and Gτ = 0
−2Re yk
y
+ (2Γ− 1)ReBkB − ak
Re
[
W k(−ipB + W¯ )]
|ipB +W |2 = −sk (6.67)
−2Imyk
y
+ (2Γ− 1)ImBkB − ak
Im
[
W k(−ipB + W¯ )]
|ipB +W |2 = 0 (6.68)
−2Re yτ
y
+ (2Γ− 1)ReBτB = 0 (6.69)
−2Imyτ
y
+ (2Γ− 1)ImBτB = −
1
2τ2
(6.70)
(here W :=W T ). Let us draw some consequences (we had Ci ∈ R for simplicity)
2B = −2(2Γ− 1) βC˜ (=⇒ y = 2ΓβC˜) (6.71)
ReW k = 0 =⇒ θk = ± π
ak
and ReW = 0 (=⇒ Γ = pB
pB + ImW ) (6.72)
sk
ak
=
ImW k
pB + ImW =
±Cke−aktk
pB +∑±Cje−ajtj (=⇒
∑ sk
ak
=
ImW
pB + ImW ) (6.73)
C˜y2 = −2β2 ( (6.36)=⇒ y3 + 2(4β3 + 9iξ) = 0)(6.74)
Proof of (6.71) - (6.74)
(6.69) implies (6.71). This makes the first two terms in (6.68) cancel
0 =
ak
2p
ReW k
(
− 2 1
y − 2βC˜ + (2Γ− 1)
−2βC˜
B(y − 2βC˜)
)
− ak
Im
[
W k(−ipB + W¯ )]
|ipB +W |2 (6.75)
which proves (6.72). With (6.63) and (6.71) one gets that in (6.67) the first two terms
cancel so that one gets the following relation implying (6.73) using ReW = 0
sk
ak
=
Re
[
W k(−ipB + W¯ )]
|ipB +W |2 (6.76)
Rewriting (6.70) with (6.71) and multiplying by −2τ2y2C˜ gives (6.74). ✷
By (6.74) one gets y as function of β (i.e. of τ2); similarly for C˜, B and Γ (let ζ := 9iξ)
y =
[− 2(4β3 + ζ)]1/3 (6.77)
C˜ = −2β
2
y2
= − 2β
2[− 2(4β3 + ζ)]2/3 (6.78)
B = βC˜ − y = [− 2(4β3 + ζ)]1/3( β3
(4β3 + ζ)
− 1
)
(6.79)
Γ =
y
2βC˜
=
4β3 + ζ
2β3
(6.80)
So there remain three equations for the unknowns t1, t2, τ2. When one has obtained
t1, t2, τ2 one will get τ1 from the definition (6.51) of C˜.
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One remains with the three equations (for (6.82) note
∑ sk
ak
= ImW
pB+ImW
= 1− Γ)
sk
ak
=
ImW (k)
pB + ImW (6.81)
S :=
∑ sk
ak
= −2β
3 + ζ
2β3
(6.82)
Now let us decouple the ti sector from the τ2 sector. (6.81) gives first
−
√
t2
t1
=
s2
s1
=
a2
a1
±2 C2 e−a2t2
±1 C1 e−a1t1 (6.83)
S = ImW
pB + ImW
(
with B = 3
√
−2ζS − 1S + 1
1
2
− S
S − 1
)
(6.84)
For (6.84) note (6.79) and that (6.82) gives β3 = −1
2
ζ
1+S
; the latter relation will give τ2
once we have solved the two equations (6.83) and (6.84) for the ti.
These equation can also be written as (note S =∑ sk
ak
and ImW =
∑
ImW (k))
s2/a2
s1/a1
=
ImW (2)
ImW (1)
(6.85)
ImW = p 3
√
−2ζ S(S −
1
2
)
S2 − 1 (6.86)
Obviously these equations could possibly have the trivial solution that the common pro-
portionality factor in (6.85) is −1 (if that value can be realised); this then means however
that S = 0 = ImW and Γ = 1, so that y − 2βC˜ = 0, according to (6.80), contrary to
hypothesis (it would imply c = 0 = d).
Let us recall finally also the explicit expressions for the independent variables tk
sk = (−1)k+1 3
2
t
1/2
k
t
3/2
2 − t3/21
, tk = −3
2
s2k
s31 + s
3
2
; Im W (k) = ±k Ck e−aktk (6.87)
The solution to (6.85), (6.86) is (we take ±k = +, it can be absorbed in Ck anyway)
aktk =
a3k
a32 − a31
L =⇒ sk
ak
= (−1)k+1 3
2L
, ImW (k) = (−1)k+1 C
a32
a3
2
−a3
1
1
(−C2)
a3
1
a32−a
3
1
(6.88)
(where L := ln(−C2/C1)) such that (note the independence of p) one has only the
mentioned trivial solution S = 0 = ImW . Thus there are no SUSY solutions.
Note that the conclusion would not change if one includes more generally a proper flux
E = e+ e′τ (not just to mimic formally W (T )): one gets then for βC˜ := βC + E +W (T )
that (βC˜)τ = βτCE + β c/2a−3b with CE = C + gde′ leaving (6.74) intact.
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6.3 The case III: g + 13h = 0
For the flux components (again sticking to the case c = 3d)
(eaR |maR) = (0, g, h | 0,−a,−b) , (eaNS |maNS) = (0, 0, 0 | 0, c, d) (6.89)
one gets the flux superpotential Wflux = gF1 + hF2 + Az1 +Bz2 or
Wflux = g
(
− 1
2
Z2 +
3
2
Z +
17
4
)
+
h
3
(
− 1
2
(Z2 − z22) +
3
2
(Z − z2) + 18
4
)
+
A
3
Z − pz2
One gets as elimination equations 1
3
Dz1W = 0 and Dz2W = 0
g(−Z + 3
2
) +
h
3
(−Z + 3
2
) +
A
3
=
3
2i
Y 2
Y 3 − y3 + 9iξ Wflux (6.90)
g(−Z + 3
2
) +
h
3
(−Z + z2) +B = 3
2i
Y 2 − y2
Y 3 − y3 + 9iξ Wflux (6.91)
and the compatibility equation reads[h
3
(3
2
− z2
)
+ p
]
Y 2 =
[(
g +
h
3
)(− Z + 3
2
)
+
A
3
]
y2 (6.92)
Now let us introduce again a linear binding between g and h. Whereas previously we
had set h = 0 we put now g + h
3
= 0. This gives[h
3
(3
2
− z2
)
+ p
]
Y 2 =
A
3
y2
y=Y 2/β
=⇒ g(z2 − 3
2
)
+ p =
A
3
(Y
β
)2
(6.93)
(taking the imaginary part gives the indicated relation for y). One gets then for Wflux
Wflux = g
(
− 1
2
z22 + (
3
2
− p
g
)z2 − 1
4
)
+
A
3
Z (6.94)
Equating with (6.90) gives
A
3
2i
3
Y 3 − β−3Y 6 + 9iξ
Y 2
= g
( 1
32
− 3p
2g
+
p2
2g2
)
− 1
2g
[
g
(
z2 − 3
2
)
+ p
]2
+
A
3
Z (6.95)
One gets thereby as effective ’superpotential’
Weff =
A
3
2i
3
Y 3 − β−3Y 6 + 9iξ
Y 2
(6.96)
where Y is determined by (gotten from taking A2Re− A1Im of (6.95) to eliminate X)
β−3Y 6 + 2Y 3 + CY 2 − 4 · 9iξ = 0 (6.97)
One can not tune this to become a quadric in Y 3 as the demand for vanishing of
C = −27
16
β
A21 + A
2
2
(g2 − 48pg + 16p2) (6.98)
leads to the condition g = 4(6±√35)p, which can not be solved in integral fluxes.
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However including again the fluxes m0R = −e, m0NS = e′ and the ensuing term E =
e+ e′τ in Wflux leads effectively to the following coefficient in the sextic
C˜ = −27
16
β
A21 + A
2
2
[(
g2 − 48pg + 16p2
)
+
32g
A2
(
A2E1 − A1E2
)]
(6.99)
= −27
16
β
A21 + A
2
2
(
g2 − 48p
[
1− 2(e−
a
c
e′)
3p
]
g + 16p2
)
(6.100)
This is easily solved in special cases, such as e− a
c
e′ = 2p giving g = −4p leading to the
sextic being just quadratic in Y 3. However as the E-sector is used by us to include the
W (T )-dependence formally, giving the zi(τ, Ti), any special tuning of it can not be kept
under the further procedure, such that one will have still to face the more general sextic.
When the E-sector is used for this purpose (to just mimic the W (T )) one has to use just
the expression (6.99). So one has now to work with the sextic with C replaced by C˜.
Now β = d
g
τ2, gives βτ =
d
2ig
, βTk = 0 and (6.99) gives C˜Tk = i
9
2A
akW
k and a more
complicated expression for C˜τ . From (6.97) with C → C˜ one finds Yl
(
β−3Y 4+Y + C˜
3
)
=
1
2
(
β−4βlY
4 − C˜l
3
)
Y (here l is τ or Ti). With the notation B := −β−3Y 4 + 2Y + C˜3 one
gets for the effective Kahler potential (up to additive constants) and superpotential
Keff (τ) = − ln
(
Y 3 − y3 + 9iξ
)
= −2 lnY − lnB (6.101)
Weff (τ) = = iA B (A := A
6
) (6.102)
One gets as effective G-function and SUSY conditions (note the marked difference in this
case that now A ∈ C is τ -dependent whereas earlier p ∈ R was a constant)
G = − ln(τ − τ¯ )− 2 lnY − lnB + ln ∣∣iA B +W (T )∣∣2 +K(Tk) (6.103)
Gk = −2yk
y
+ (2Γ− 1)BkB − akW
k Γ′ + sk = 0 (6.104)
Gτ = −2yτ
y
+ (2Γ− 1)BτB + i
c
6
B Γ′ + i
2τ2
= 0 (6.105)
where we use the abbreviations
Γ = B A1
(
ImW (T ) +A1B
)−A2(ReW (T ) −A2B)
|iAB +W (T )|2 ,Γ
′ =
−i(ImW (T ) +A1B)+ (ReW (T ) −A2B)
|iAB +W (T )|2
One can now start to proceed as in the previous examples. We will not write the ensuing
equations here, as they become not especially illuminating. However, by now the general
scheme should be rather clear. Proceeding in the manner described, the interested reader
should be able to use this method to work out further cases. Note that each case will
be of a somewhat different nature (cf. the remark here after (6.102)), and furthermore
although for more general flux combinations the existence of SUSY vacua becomes more
likely, on the other hand the explicit determination of Weff also becomes more involved.
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7 Discussion and Outlook
One of the most often studied scenarios of moduli stabilization is the KKLT set-up. This
leads to supersymmetric AdS vacua with all moduli stabilized. Eventually this is uplifted
to a SUSY-breaking dS vacuum. As the uplift process is not easily treated in a controlled
framework other approaches to get moduli stabilization and dS vacua are of course of
the highest interest [18], [19].
In this paper we stick just to the moduli stabilization aspect of the KKLT scenario.
The common procedure employed in the KKLT framework is to use first [1] to fix the
complex structure moduli zi and the dilaton τ from a flux superpotential Wflux and then,
afterwards, to use non-perturbative effects to stabilize the Ka¨hler moduli Tk. The under-
lying assumptions of the decoupling in this two-step procedure have been questioned [7]
(cf. also [20]). This led to a procedure where only the zi are integrated out what leads to
an effective superpotential Weff (τ) (in [7] conditions for a valid uplift were also consid-
ered). As this Weff(τ) is a non-holomorphic quantity, as already pointed out in [8], the
whole procedure actually has to be rephrased with the aid of the G-function of supergrav-
ity. When the integrating out-process is incorporated appropriately one actually gets not
only a Weff (τ) but a Weff (τ, Tk); it then contributes via the ln |Weff(τ, Tk)+W (T )(Tk)|2
term in the effective G-function.
This program, which was described in [7] and [8] in a generic effective supergravity
framework, is carried out here for one of the most intensely studied Calabi-Yau related
models, the orientifold model of P11169[18], which was also studied in the original KKLT
framework [9]. Even more, this geometry was also the background to study further
questions, such as inclusion of α′3-corrections [11], [12] or inflation [10].
The new approach is investigated here for this geometry in various flux combinations.
More precisely, the determination of Weff is illustrated mainly for the case
(eaR |maR) = (0, g, 0 | 0,−a,−b) , (eaNS |maNS) = (0, 0, 0 | 0, c, d) (7.1)
One gets for g 6= 0 as effective superpotential (the case II above)
Weff (τ, Tk) = ia− 3b
3
(d
g
τ2
a+ cτ1 +
9
2
g + 3g
dτ2
ImW (T )(Ti)
a− 3b − y
)
(7.2)
Here y is given as function of τ and Tk by the Cardano formula for the cubic
0 = y3 −
[
3
d
g
τ2
a + cτ1 +
9
2
g + 3g
dτ2
ImW (T )(Ti)
a− 3b
]
y2 + 2
(
(
d
g
τ2)
3 + 9iξ
)
(7.3)
Here W (T ) denotes
∑2
k=1Cke
−akTk .
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Above we did assume that g 6= 0. In the case g = 0 one gets (case I above)
Weff(τ, Tk) = i(dτ + a
3
)
(
Y + 3
(a+ cτ1)ImW
(T ) − cτ2ReW (T )
|a+ cτ |2
)
(7.4)
Again, here Y is given as function of τ and Tk by the Cardano formula for the cubic
0 = Y 3 + 9
[(a+ cτ1)ImW (T ) − cτ2ReW (T )
|a+ cτ |2
]
Y 2 − 18iξ (7.5)
In these cases one can resolve analytically the remaining supersymmetry conditions on τ
and the Tk. As the case g = 0 is somewhat degenerate (Nflux = 0) we give the treatment
fully only for our main case g 6= 0. There one finds that no supersymmetric solutions to
the ensuing supersymmetry conditions for τ and the Tk exist.
There is a third, more complicated case with a non-zero e2R turned on (the case III
above), where we also give the effective superpotential and pave the way for the treatment
of the supersymmetry conditions. As in the present paper our aim was just to elucidate
the concrete improved KKLT procedure in the spirit of [7] and [8], we are content here
to illustrate this new set-up with a number of non-trivial examples where actually all
the steps can be carried out in closed analytical form (this program is surely completely
worked out at least for the main case g 6= 0, i.e. case II).
The worked out examples should make it sufficiently clear how the preceding consid-
erations could be generalised further. One next step would be to ’solve’ the P11169[18]
model in the sense of allowing (more) general flux combinations. It would be especially
interesting to turn on the flux e0R which leads to a contribution e
0
R F0 inWflux which would
be even of cubic degree in the zi and so will lead to a more complicated dependence in
Weff . As the treatment [9] along the lines of the original KKLT set-up contains this
flux this would open up the possibility for a direct comparison. Of course alternatively
one can study the KKLT procedure also in one of the simpler examples by demanding
DτWflux = 0 in addition to DziWflux = 0. We indicated this in (6.13) and a similar anal-
ysis is easily given for g 6= 0. Another interesting avenue to explore would be to combine
the appropriate modification of the KKLT procedure outlined here with further questions
such as the inclusion of α′3-corrections [11], [12] or inflation [10]. Furthermore one could
carry out the program described here for other examples of low parameter Calabi-Yau
(orientifold) models. Finally one could, following [7], work out the appropriate criterion
for a successful uplift to dS space in connection with the question of stability, i.e. one
could study the nature of the supersymmetric points with respect to the stronger dS sta-
bility criterion. Touching thereby the realm of non-supersymmetric solutions one could
study numerically their existence already for the potential arising here (without uplift).
We would like to thank S. Theisen for participation at some stages of this work.
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A SUSY conditions in case I
Let us consider the real and imaginary parts of Gk = 0 and Gτ = 0 (with W := W
(T ))
−2ReYk
Y
+ (2Γ− 1)ReBkB − ak
Re
[
W k(−iA¯B + W¯ )]
|iAB +W |2 = −sk (A.6)
−2ImYk
Y
+ (2Γ− 1)ImBkB − ak
Im
[
W k(−iA¯B + W¯ )]
|iAB +W |2 = 0 (A.7)
−2ReYτ
Y
+ (2Γ− 1)ReBτB +
c
3
B A1B + ImW(A1B + ImW )2 + (−A2B + ReW )2 = 0 (A.8)
−2ImYτ
Y
+ (2Γ− 1)ImBτB +
c
3
B −A2B + ReW(A1B + ImW )2 + (−A2B + ReW )2 = −
1
2τ2
(A.9)
Note first that the middle two real equations ImGk = 0 and ReGτ = 0, which have a
zero on the right hand side, have a major part in common (again W denotes W (T ))
ImC˜k
[ 2
Y + 2C˜
+ (2Γ− 1) 2C˜
Y + 2C˜
1
Y + C˜
]
= ak
Im
(
W k(−iA¯B + W¯ ))
|iAB +W |2 (A.10)
ReC˜τ
[ 2
Y + 2C˜
+ (2Γ− 1) 2C˜
Y + 2C˜
1
Y + C˜
]
= − c
3
BA1B + ImW|iAB +W |2 (A.11)
Using (A.11) in (A.10) gives
− c
3
B ImC˜k
ReC˜τ
(A1B + ImW ) = ak(− ReW k(A1B + ImW ) + ImW k(−A2B + ReW ))(A.12)
Dividing by ak and summing over k one arrives at
−cB
ReC˜τ
A1ReW +A2ImW
2AA¯
(A1B + ImW ) = −B(A1ReW +A2ImW ) (A.13)
This implies A1ReW +A2ImW = 0 for otherwise one would get B = 2A2ReW−A1ImWA21+A22 from(A1B + ImW )(A21 +A22) = 2A1A2ReW − (A21 −A22)ImW (A.14)
But one has that B = Y − A2ReW−A1ImW
A21+A
2
2
; this would then give Y = 3A2ReW−A1ImW
A21+A
2
2
=
−3C˜ which is excluded from (6.15) as ξ 6= 0. So the remaining possibility is ImW =
−A1
A2
ReW and so C˜ = −ReW
A2
. Applying now (A.11) in (A.9) would give finally 0 =
− 1
2τ2
3
cB
A21+A
2
2
A2
(A2B+ReW )A1A2ReW , so A1 = 0 or ReW = 0 (and so in any case ImW = 0);
however above we had assumed that ReC˜τ 6= 0 and so this can not be argued.
Rather one has from ImW = −A1
A2
ReW and C˜ = −ReW
A2
(still assuming ReC˜τ 6= 0) that
(A.9) gives finally 4A22B(ReW )2 = (B + 2A2ReW )
(
(A2B)2 − (ReW )2
)
or
Y 3 + (3C˜ − 2A22C˜)Y 2 + 2(1− 4A22)C˜2Y + 4A22 · C˜3 = 0 (A.15)
Combining with (6.15) one gets eliminations with which Gk = 0 can be treated further.
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