ABSTRACT Research on the optimization of Internet of Things wireless channel has received widespread attention. First, this paper analyzed the Internet of Things wireless channel, including multichannel analysis, Doppler effect analysis, MIMO channel model analysis, and channel correlation characteristics simulation. On this basis, a three-path channel neural network curve approximation model was established, and the CDF and PDF curves of Rayleigh and Rice fading channels were approximated and analyzed. The results showed that the neural network model basically conformed to the reality. According to the 3GPP2 standard, the time domain delay model of the FIR filter is optimized, and the design model has the characteristics of fast calculation speed and high precision. In addition, this paper also used the neural network to approximate the amplitude-frequency characteristics of the 64-order fading shaping filter and the 120-order interpolation filter. The simulation results met the requirements. Finally, based on the neural network MIMO channel model, a neural network model of additive white Gaussian noise channel under certain conditions was established. Based on the simulation data, the polarization antenna was optimized for path loss and different tilt angles, and the optimization could be performed at high speed while achieving the minimum error.
I. INTRODUCTION
The Internet of Things is a complex network of multiple political, economic, living, industrial, military, and agricultural sectors. At the same time, various Internet technologies, computer technologies, and communication technologies are integrated in the Internet of Things (As shown Figure 1) .
Channel is the transmission medium of communication system. In order to transmit high quality and large amount of information in limited spectrum resources, it is necessary to master the propagation characteristics of radio waves in the channel. Artificial neural network can process information in parallel, and has strong adaptive ability and good learning ability, which is suitable for obtaining optimal results in a nonlinear environment. Compared with the traditional channel model, the artificial neural network can achieve high precision while reducing the amount of calculation.
Both domestic and international scholars have been studying channel transmissions. In his paper, Zhenya He, a professor at Southeast University in China, explained the idea that neural network can be applied to signal processing of communication [1] . Zhao and Dong [2] combined the Giber model and Jakes model to accurately simulate the actual wireless multipath fading channel. Fu et al. [3] and other scholars used BP neural network to simulate wireless channel, and obtained the advantage of using modeling in wireless channel environment. By using RBF neural network, Zheng and Fu [4] optimized the wireless channel avoidance algorithm and improved the network performance. In recent years, researchers in Canada have done a lot of research on microwave circuits based on neural networks. At the same time, in the study of the intersection of communication technology and theory, American scholars and professors from Tsinghua University in China applied control theory [5] - [9] to wireless communication systems and made great contributions to the research of scheduling algorithms.
In conclusion, combining neural network theory with invalid network can effectively solve the related problems of wireless channels, but there are few studies on the optimization of time-domain delay model. In this paper, the optimization [10] of Internet of things wireless channel by neural network is applied to solve the problems of large channel error and slow speed.
II. NEURAL NETWORK APPROXIMATION FOR MULTIPATH CHANNELS A. MULTIPATH CHANNEL MODEL BASED ON NEURAL NETWORK APPROXIMATION
When the input signal is a multi-frequency signal, after the multi-path channel, the signal is transformed into the structure of the neural network, as shown in Figure 2 . The output signal is:
Where, τ i is the delay unit and µ i is the attenuation coefficient of each path. Due to certain selectivity of channel frequency, different frequency component will be affected by different degree of attenuation:
According to formula 2, it can be seen that: the channel has certain frequency selectivity. Different frequency components are subject to varying degrees of decay. By using neural network, the key to analyze the frequency distribution characteristics of multipath channel model is to establish the connection between amplitude frequency and phase frequency.
In the case that each path corresponds to constant attenuation, the delay unit grows linearly. Equation (2) can be equivalent to the transmission function of FIR filter with length N:
Because the neural network can calculate in parallel, the attenuation coefficient can be obtained by using this characteristic of the neural network, and then the impact response of the channel can be obtained. One thing to note is that certain preconditions need to be satisfied before using this kind of neural network model.
The amplitude frequency characteristics of the three channel are shown in Figure 3 . The training structure of MLP3 neural network was selected and Quasi-Newton algorithm was used to train it. The results obtained are shown in Figure 4 .
It can be seen from Figure 3 that the image optimized by this model is basically consistent with the image of the original data. According to the training results of MLP3 neural network model and test data, the channel optimization using MLP3 neural network is basically consistent with the actual data. The training error is 0.016 and the test error is 1.58%. The model optimization of MLP3 neural network has a good effect.
By changing the type of neuron, using the same training algorithm and the structure of neural network training, 75 samples were used as the training set, and 75 samples were taken as the test set, the result is shown in Figure 5 . The diagram shows the effect of neural network with neuron replacement on channel optimization and actual data fitting. The training error is 0.006, and the test error is 0.66%. The effect of the neural network model of new neuron replacement on channel optimization is closer to the actual situation.
B. RAYLEIGH FADING AND LES FADING CHARACTERISTIC CURVES OF NEURAL NETWORK APPROXIMATION
The probability density function of Rayleigh distribution (PDF) is:
Where, σ is the root mean square value of voltage signal received before envelope detection, and r is the level of receiving signal. The probability of receiving signals not exceeding a specific value R has the corresponding cumulative distribution function (CDF) :
When there is a stable signal component, the rice distribution is more applicable, and its probability density function is:
Where, the parameter A is the peak value of the main signal amplitude, and I is the zeroth order first class Bessel function modified. If the PDF and CDF formulas are used directly, the calculation amount is large. Therefore, on the basis of not changing the curve precision, the neural network model approximation of PDF and CDF for Rayleigh fading and rice fading were respectively carried out to improve the computation speed. No. of Samples: 100000 Average Error(%): 0.056619655 Max Eror(%): 0.9546757 The training error and test error results obtained by the above three methods show that, the neural network approximation of Rayleigh fading CDF curve has a training error of 0.0025 and a test error of 0.25%, the closer is the better [11] . The neural network approximation of Rayleigh fading PDF curve, with training error of 0.024 and test error of 2.37%, has a poor approximation effect compared with Rayleigh fading CDF curve. The neural network approximation of rice fading CDF curve has a training error of 0.0005 and a test error of 0.056%, which is the best of the three curves. Please look at table 1. Followed by Rayleigh fading CDF, whether it is training error or test error, the error of rice fading CDF is the smallest, and the error of Rayleigh fading PDF is the largest.
III. DOPPLER CHANNEL MODEL BASED ON NEURAL NETWORK A. DOPPLER FADING TIME DOMAIN NEURAL NETWORK MODEL APPROXIMATION
The neural network training structure was selected as MLP, Quasi-Newton training algorithm was adopted, and 10,000 samples were used as training data, 10,000 samples were used as test data, the result is shown in Figure 9 . The results were the best in the experiment. The larger the sample data, the smaller the error. The larger the amount of sample data, the smaller the resulting error, which also proves that choosing the right neural network [12] 
B. FIR FILTER MODEL FOR GENERATING TIME DOMAIN FADING WAVEFORM
The process of generating Doppler fading signals through FIR filter is shown in Figure 10 . The process of generating Doppler fading signals through FIR filters is well visualized in the figure above. In addition, FIR filter parameters for generating fading signals are listed for different channel models, as shown in Table 2 . The FIR filter parameters of A, B, C, D and E channels are listed in the table above. Keeping the sampling rate the same. The faster the channel mode, the faster the Doppler shift. However, the filter factor formed by fading is first increased and then decreased with the increase of velocity. In addition, the interpolation ratio tends to decrease with the increase of the rate of channel mode.
The system function, difference function and transmission function of FIR filter are:
The serial connection of multiple neural network filters can also form a distributed time delay neural network structure, as shown in Figure 11 .
The model is a time delay neural network, which can reflect the dynamic time domain change of the system. At the same time, the trained filter coefficients of the neural network model can also dynamically reflect the time-domain changes of the system.
According to different channel models, the FIR filter parameters for generating fading signals are listed, and the FIR filter and interpolation filter coefficients can be obtained Among them, the neural network model coefficient of fading forming filter is 65, which can represent 64 order filter. The coefficients of the neural network model of the interpolation filter are 121, which can represent the 120-order interpolation filter. The comparison between figure 10 and figure 13 shows that the model coefficients of the interpolation filter are relatively dense, but the parameters of the simplex filter model are sparse, which also proves that the more coefficients the network model has, the higher the order, the better the results obtained by the model.
The fading waveform and probability density output from the distributed time delay neural network model are shown in Figures 14 and 15 . Figure 14 is the fading waveform sampling diagram of the distributed time delay neural network model output. As can be seen from the probability distribution density curve in figure 15, 59 sample points in 65 sample data points in red are consistent with the image, which showed that the output data of the neural network model is consistent with the probability density distribution of the ideal fading signal, indicating that the neural network model is more in line with the requirements of the ideal fading signal.
A good Doppler fading signal model needs to optimize the FIR digital filter performance design. Many famous scholars at home and abroad have put forward some optimization design methods. For example, Remez and others proposed the combination of exchange algorithm and linear programming algorithm. The weighted least square (WLS) algorithm is easy for humans to implement and it can get exact analytic solutions. However, this algorithm needs to calculate the inverse of the matrix. When the order of the filter is high, it is difficult to invert the matrix by this method. In order to solve the problem of finding inverse matrix, Xiaoping Lai improved the algorithm proposed by previous scholars, and proposed (RS-RLS) algorithm for recursive random sampling. However, the error weighting function of this method needs to be determined by experience, and the algorithm does not improve the design precision of the filter very well. In order to reduce the calculation amount and effectively improve the calculation speed, the FIR high order digital filter channel model [16] - [18] based on neural network parallel computation came into being. The design idea of FIR filter is to minimize the error sum of squares and squares in the whole range of passband and resistance band. Because Doppler frequency shift produces fading signal output, the system frequency characteristic can be divided into amplitude frequency characteristic and phase frequency characteristic, among which the phase frequency characteristic is linear. There are two modeling methods for amplitude and frequency characteristics. One method is the direct approximation of amplitude -frequency characteristics. Another method is to form a specific neural network structure in accordance with the improved FIR filter amplitude-frequency characteristic formula.
IV. MIMO CHANNEL CHARACTERISTIC MODEL BASED ON NEURAL NETWORK A. SIMULATION OF ADDITIVE GAO SI CHANNEL NOISE MODEL
Additive Gauss white noise is the most commonly used channel noise in the simulation [19] , [20] of communication channel, and the input signal of the channel is a sinusoidal period, and the AWGN channel environment can be simulated with a multilayer perceptron MLP3. The neural networks of 32 input neurons, 20 hidden neurons and output functions of 32 linear are adopted. The output layer is relay function, the hidden layer is sigmoid function, and the output layer is Linear function. The output of the network represents the process of adding additive Gauss white noise.
This model is suitable for the input of sine or cosine signal, and the signal-to-noise ratio is 15dB. Some of the hidden layer parameters of the model are shown in Table 3.   TABLE 3 . Parts of parameters of hidden layer in additive Gao Si white noise neural network model. VOLUME 6, 2018 To explain the parameters in table 3 in detail, the input signal of the channel is assumed to be a sinusoidal periodic signal. The multi-layer perceptron MLP3 was used to simulate the AWGN channel environment. There are 34 sampling points for the input signal image and the output signal. A network of 34 input neurons, 20 hidden neurons, and 34 linear output functions were used. The input layer is relay function, indicating that the value is directly transmitted to the network. The hidden layer is the sigmoid function. The output layer is the Linear function.
The complete weight parameter is a determinant of 20 lines, 32 columns, the Bias corresponding to 20, and the layer's parameter of the output is a 32 line, 20 column determinant. The training results shown in Figure 16 . Figure 14 that the effect of AWGN neural network model on the output signal noise is obvious by comparing the output signal of AWGN neural network model with the original signal without AWGN. That is, the output of the normalized neural network model has some fluctuations compared with the original signal, which accords with the noise condition in the simulation of communication channel.
It is shown in the

B. PATH LOSS NEURAL NETWORK MODEL
The environmental parameters for the simulation of MIMO channel modeling specified in the 3GPP2 standard are shown in Table 4 .
According to the environmental parameters for MIMO simulation in table 4, only three environments are considered here: three kinds of honeycombs, suburban macro, urban macro, and urban micro three cellular [11] .
For the macro cellular of suburbs and urban areas, the distance between the base stations is about 3 kilometers. For the micro-cells, the distance between the base stations should be within 1 km.
Assuming the first two environments, the path loss of the macro cell is established on the basis of the modified COST231 Hata: Amount which, The h ms is the height of the mobile station antenna, h bs is the height of the base station antenna, d is the distance from the base station to the mobile station, f c is the carrier frequency, C is a constant factor.
Setting the parameters h bs = 32m, h ms = 1.5m, f c = 1900MHz, the path loss of these two macro-cells is respectively:
The minimum of the constant factor is 35 meters, and the standard deviation to logarithmic shadow of all sub-paths is 8dB.
The non line of sight path loss of micro-cells [9] , [21] - [23] is based on the COST 231 Walfish-Ikegami NLOS model, and the equation with these parameters is simplified to: It can be seen from the diagram that the neural network model has good performance in solving nonlinear problems, and its inherent parallelism provides the possibility of fast calculation, and the path loss neural network model is basically consistent with the test model. The correlation between neural network model and test data is over 99%. The training of the neural network model is shown in Table 5 , 6 and 7. Table 5 related parameters of neural network modeling for path loss of urban macro-cellular networks, 40 samples were taken for training, verification and testing. The simulated Newton algorithm was used for training for 90 times, and the final training error was 0.01351, with an average test error of 1.35% and a correlation coefficient of 0.999. Table 6 shows the relative parameters of neural network modeling for path loss of urban macro-cellular networks, 40 groups of samples were taken for training, verification and testing respectively, and the conjugate gradient algorithm was used for training for 140 times. The final training error was 0.01428, with an average test error of 1.43% and a correlation coefficient of 0.999. Table 7 shows the relevant parameters of neural network modeling for urban micro-cellular path loss, 40 groups of samples were taken for training, verification and testing VOLUME 6, 2018 respectively. The conjugate gradient algorithm was used for training for 130 times. The final training error was 0.01377, the average test error reached 1.377%, and the correlation coefficient reached 0.999.
C. APPROXIMATION OF CORRELATION CURVE BETWEEN POLARIZED RECEIVING ANTENNAS AT DIFFERENT ANGLES
Based on the simulation data, the neural network is used to approximate the curve. The correlation curve between the dual-polarization receiving antennas at different tilt angles is simulated under Matlab environment as shown in figure 20 . It can be seen from the figure that the neural network model has a good ability to approximate the actual statistical model, and the neural network model is basically consistent with the test model, and the correlation between the training model and the statistical model reaches more than 99%. The correlation coefficient of polarization receiving antenna is obtained from different angles. The training parameters of neural network are shown in Table 8 . It can be seen from the above table that when the error of the original statistical model is 3.727%, the running time of the neural network model is 94.4024s, but the running time of the neural network model under the same conditions is only 0.024884s, the running speed of neural network model is much faster than that of the original statistical model.
V. CONCLUSION
Based on neural network optimization technology, this paper studies the modeling of Internet of things wireless channel. Firstly, model analysis is carried out for wireless mobile channels, including multipath channel analysis, Doppler effect analysis, MIMO channel model analysis and channel correlation characteristic simulation. On this basis, the frequencydomain neural network curve approximation model of three-path channel is established, the CDF and PDF curves of Rayleigh channel and Rice fading channel are approximationally analyzed, and the time-domain delay neural network model of FIR filter is optimized according to the 3GPP2 standard. The design effect meets the requirement, and the calculation speed is fast and the precision is high. In addition, the neural network is also used for the approximation of the amplitude-frequency characteristics of 64-order fading shaping filter and 120th order interpolating filter. The simulation results show that it meets the requirements. Finally, on the basis of neural network MIMO channel model, the additive Gauss white noise channel neural network model under specific conditions is developed. Based on the simulation data, the path loss and polarization antenna at different tilt angles are optimized. At the same time, the error can be optimized at a faster speed.This will bring more targeted theoretical guidance to the Internet of Things industry. Applying these theoretical research to the smart home, digital mine, smart city, green metallurgy, intelligent logistics and other industries will greatly optimize the various links, so that people have more sense of acquisition and convenience in life.
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