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Abstract
In this thesis we develop a mathematical model describing the migration and
trapping of CO2 when injecting it in a deep saline aquifer. Both the migra-
tion and trapping processes are inherently complex, spanning multiple spatial
and temporal scales. We develop a upscaled mass transfer model for these
processes within vertically averaged formulations. This model is applied to
a benchmark problem designed to highlight important questions about the
long term fate of the injected CO2.
In the developed model the effect of dissolution trapping is included. When
considering dissolution trapping we distinguish between dissolution due to
equilibration between mobile CO2 and brine as CO2 drains a region with
pure brine, and dissolution due to density driven convective mixing. Using
the developed model we have studied the plume migration with and without
the effect of convective mixing and looked at the influence the value of the
dissolution rate has on the tip velocity. Our results shows that the value of
the dissolution rate has a great impact on the tip velocity. We find that the
tip velocity has two characteristic values depending on the dissolution rate.
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Outline and Motivation
Atmospheric concentrations of CO2 has increased around 35% over the past
200 years [1]. This increase is largely associated with fossil fuel combustion
and is expected to continue. Concerns about climate change due to this in-
creased CO2 concentration has motivated the technological approach called
carbon capture and storage (CCS). The idea behind this is to capture the car-
bon before it is emitted to the atmosphere and store it in the subsurface. For
this to be effective and attractive one must be able to store large amounts of
carbon [4]. Currently, subsurface geological formations called saline aquifers
are the most promising and likely site for storage of CO2 [27].
In Chapter 1 we give a short introduction to the concept of Geological
storage of CO2. In particular we define what is meant by a saline aquifer.
Once carbon is injected to a saline aquifer, different mechanisms that leads to
trapping of carbon interacts. These trapping mechanisms will be described
and the different timescales they occur on will also be discussed. Further-
more, some of the challenges attached to this concept are discussed.
The feasibility of CCS depends upon our ability to inject CO2 into the subsur-
face with a minimal risk of leakage to the atmosphere, ocean or groundwater
aquifers. Therefore, governments and industry around the world are depen-
dent on reliable estimates of how the injected carbon will migrate over time.
In order to obtain those estimations we need to derive a mathematical model
to represent CO2 migration and solve those equations at length and time
scales that are relevant to practical questions around CCS systems. Some
examples of the important questions we want to answer are [7]:
• How much CO2 can we store?
• How far and for how long will the injected CO2 migrate?
In Chapter 2 we introduce some of the basic concepts and definitions from
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the fields of Reservoir and Fluid mechanics. Fluid flow in subsurface for-
mations has been studied extensively within these fields. A mathematical
representation of the physics of fluid flow in porous media will also be given
here. These tools will be used in the other chapters to model how the injected
CO2 will migrate over time.
Many physical and chemical processes can affect the fate of the injected
carbon. Both the migration and trapping processes are inherently complex,
spanning multiple spatial and temporal scales. Appropriate models that can
capture both large and small scale effects are needed. The overall mathemat-
ical description of the complete system is very complex. A usual approach
to overcome this is to reduce the complexity of the system with reason-
able assumptions. When we say reasonable assumptions we mean that the
assumption is motivated from geological aspects of the storage site or our
knowledge of what is a dominating feature in the process.
We know that the horizontal extent in subsurface geological formations is
much larger than the vertical extent. This motivates us to assume vertical
equilibrium, which reduces the problem to two spatial dimensions. As men-
tioned the different trapping mechanisms occur at different time scales. One
can choose to only look at the influence of the processes which is assumed to
dominate the first 100 years after the carbon injection stops. We will return
to a discussion on these assumptions throughout the thesis.
In Chapter 3 we give a model for the carbon migration with reduced com-
plexity. This model only includes the trapping mechanisms that are impor-
tant in the early post-injection period. This approach is similar to other
works, e.g.[13, 16, 18, 23, 24], where the reduced problem is solved analyti-
cally and semi-analytically.
In Chapter 4 we present a model that solves a reduced problem that also
includes a trapping mechanism that is assumed to be important on a long
temporal scale. High-resolution numerical approaches like [22, 30, 31] model
the problem on the full scale and includes trapping mechanisms that domi-
nates on later time scales. For practical problems relating to the CO2 storage
these numerical approaches are limited by computational constraints. To
model the full problem is computationally expensive and difficult, if not im-
possible, to model the full problem at length and time scales appropriate for
evaluating long-term storage security. This means that we need to structure
the different scales in an appropriate manner. This is done in the model
presented in Chapter 4.
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In Chapter 5 the numerical approach to solve the model derived in Chap-
ter 4 is described. The numerical tools and the stabilization restrictions we
need are given. We also discuss some of the problems and challenges we have
had solving this model.
In Chapter 6 we describe the problem the model in Chapter 4 is applied to.
The parameters chosen are motivated by the Svalbard benchmark by Dahle
et al. [9]. We present some of the numerical results from the model derived
in Chapter 4.
In Chapter 7 a summary is given together with conclusions we have drawn
from this study.
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Chapter 1
Geological storage of CO2
Geological storage of CO2 corresponds to injecting and storing CO2 in deep
geological formations. In this chapter we give a general overview of geo-
logical storage and discuss the main challenges for its practical application.
Furthermore, some of the challenges attached to this concept are discussed.
1.1 Background
Geological storage involves injection of captured CO2 into deep geological
formations. Of the different geological formations deep saline aquifers are
the most ubiquitous and offers the largest potential storage volume [1]. In
addition, deep saline aquifers can be used immediately in contrast to oil and
gas reservoirs that must be exploited first. For these reasons, deep saline
aquifers are very attractive for geological storage of CO2. A deep saline
aquifer consists of deep sedimentary rocks saturated with formation water or
brine. The term brine is used for water saturated with or containing large
amounts of a salt, especially of sodium chloride. According to U.S. Geologic
Survey (USGS) classification, water classified as brine contains more than
35,000 ppm (parts per million) total dissolved solids of salt.
To increase the storage volume the CO2 is injected at super-critical state,
[15]. Having the CO2 in super-critical state means that temperatures T and
pressures P are above the critical point, that is Tc = 31, 1
◦ C and Pc = 7, 38 M
Pa, see Figure 1.1. CO2 at super-critical state has higher density than in gas
phase and smaller viscosity than in fluid phase. Viscosity will be defined in
the next chapter . Given typical geothermal gradients the conditions for hav-
ing the CO2 in super-critical state are found at depths around 800m below
sea level [3].
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Figure 1.1: Illustration of the super-
critical state for a phase. The pres-
sure is given in a logarithmic scale.
The point between solid, liquid and gas
phase is called the ”triple-point”. The
”critical-point” is also marked. In green
we see a phase diagram for CO2 given a
typical geothermal gradient of 30◦C/km
and surface temperature of 25◦C. We
see that CO2 reaches super-critical state
around 800m below sea level. Data
adapted from [33] and figure modified
after [25].
When CO2 is in super-critical state it is only slightly soluble with water.
Moreover, super-critical CO2 have densities from 250-750kg/m
3 and viscosi-
ties between 2-20% of brine at typical pressure and temperature ranges of
deep aquifers [24]. As indicated, if we look at injection of supercritical CO2
in a deep saline aquifer we have that the supercritical CO2 is less dense than
the formation brine. As a consequence of this density difference the injected
CO2 spreads on top of the brine. We say that the CO2 is more buoyant than
the formation brine. Because of buoyancy forces CO2 forms a gravity tongue
as shown in Figure 1.2.
Brine CO2
Figure 1.2: The injected CO2 phase will form a gravity tongue on top of the more
dense formation brine.
1.2 Trapping Mechanisms
Once the CO2 is injected underground, different trapping mechanisms keep
it securely stored and prevents the CO2 from migrating back to the atmo-
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sphere. It is common to divide these trapping mechanisms into four different
categories:1)structural and stratigraphic, 2)residual or capillary, 3)solubility
or dissolution and 4)mineral trapping, [18, 19]. These four mechanisms will
be described in the next paragraphs.
Structural and Stratigraphic Trapping
When supercritical CO2 is injected into a deep saline aquifer strong buoyancy
forces act and the CO2 plume migrates upwards until reaching the aquifer
cap rock. A cap rock is an impermeable rock. Trapping by such a seal is
called structural or stratigraphic trapping, or hydrodynamic trapping. This
mechanism is very important and it actually is a prerequisite for any storage
site because it prevents the rise of CO2 during the time required for other
trapping mechanisms to come into effect [5].
Residual or Capillary Trapping
When supercritical CO2 is injected into the formation it displaces brine as it
moves through the aquifer. As CO2 continues to move, brine occupies areas
previously filled with CO2. Some CO2 will be left behind as disconnected
or residual droplets surrounded by brine. This trapping mechanism is called
residual trapping or capillary trapping. This process can be seen as a reten-
tion and immobilization of CO2. Due to this we can imagine that a trail of
residual CO2 is left behind the mobile CO2 as it moves through the aquifer.
Solubility or Dissolution Trapping
Over time, CO2 moves and large amounts of CO2 will dissolve into the resi-
dent brine. Brine with dissolved CO2 has higher density than pure brine and
it migrates to deeper regions where more pure brine is available for further
dissolution. This mechanism is called solubility or dissolution trapping.
Mineral Trapping
When CO2 is dissolved in brine, it can be immobilized for long time and
geochemical binding to the rock can take place. That is, CO2 can be trapped
in minerals. This process is called mineral trapping, and will not be further
discussed in this thesis.
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1.3 Temporal and Spatial Scales
Each trapping mechanism contribution to the total trapping depends on a
combination of several physical and geochemical processes that are active on
different time scales. The spatial scale vary from the lateral extent of the
plume migration of the order of hundred kilometers to the scale of different
processes like dissolution, which occurs on a scale of 10−6m. When it comes to
the temporal scale the different trapping mechanisms also occurs on different
times. On a short time scale structural and stratigraphic trapping are the
dominant trapping mechanism. The contribution of residual, solubility and
mineral trapping increases over time. Also, with time the storage security
increases [1]. The different trapping contributions is illustrated in Figure 1.3.
adapted from [1] and modified by [14].
Figure 1.3: Trapping contribution and storage security depending on different
trapping mechanisms, and dominating processes over time, adapted from [1] and
modified by [14].
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1.4 Challenges
Both the migration and trapping processes are inherently complex, spanning
multiple spatial and temporal scales. The mathematical description of the
complete system is very complex. This means that modeling the full problem
at scales appropriate for evaluating long term storage is computationally ex-
pensive and difficult, if not impossible. This means that we need to structure
the different scales in an appropriate manner.

Chapter 2
Theory from Reservoir and
Fluid Mechanics
We introduce different concepts and definitions to understand and model the
trapping mechanisms discussed in the previous chapter. Here, we give an
introduction to different concepts and definitions and derive basic equations
that are used in reservoir engineering and fluid mechanics. This will give us
a framework for the further developments in later chapters.
2.1 Porous Media
Recall that deep saline aquifers are used for geological storage of CO2. Such
aquifers consists of sedimentary rocks. Between these solids there is a network
of pores or void space. In Reservoir and Fluid Mechanics such a substance is
referred to as a porous media [6]. The pores are a complex structure of con-
nected and isolated pores, see Figure. 2.1. When modeling flow in porous
←isolated
pore
←solid
←connected pore network
Figure 2.1: A porous media with a connected pores, isolated pores and solid
medium.
media one must consider the irregularities of the pore network as random
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variations with a well defined average. This means that quantities within
a porous media are considered as averages over a representative elementary
volume (REV) of the medium around the point considered [6].
Each fluid present in a porous media is called a phase. For example, brine in
deep saline aquifers is considered as a phase. The phases can move with in
the connected pores, and the governing equations for this movement will be
presented throughout this chapter.
The connected (effective) pore volume, VPp, is the actual volume of the pores
where the phases can move in. The ratio between the connected pore volume
and the total volume, VT , of the medium is called the effective porosity φ, of
the porous medium, i.e.
φ =
VP
VT
.
Usually this dimensionless quantity is expressed as a percentage. From now
on, we will refer to the effective porosity as the porosity. Note that the
porosity is a property of the rock. In the next section some properties of the
fluid or the phases will be presented.
2.2 Properties of a Fluid Phase
These properties concerns each individual phase regardless of how many
phases that are present in the system.
Each fluid phase has a density ρ, which is mass of fluid per unit volume
with units of [kg/m3] in the SI system. The viscosity µ of a fluid phase re-
flects the internal resistance to flow of that phase. For example, water has
low viscosity, while oil has high viscosity. Since this property reflects resis-
tance the SI-unit is [Pa s] = [kg/ms].
In fluid mechanics the compressibility c of a phase is a measure of the volume
change of the phase due to a pressure change in the phase. The compress-
ibility is defined as;
c = − 1
V
dV
dp
=
1
ρ
dρ
dp
,
where V is total volume and p is the pressure [29].
When more than one phase is present in the system the physics becomes
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more complicated and we need to define additional quantities to describe the
dynamics.
2.2.1 Miscible and Immiscible Displacement
When two or more phases are present in a porous media, two types of flow is
possible; miscible and immiscible displacement. When two phases can dis-
solve in each other it is called miscible flow. Immiscible fluids are fluids that
do not dissolve in one another.
For the CO2 problem, the CO2 is ”slightly miscible” with the resident brine,
meaning that relatively small (but significant) amounts of CO2 can dissolve
into the brine [25].
2.2.2 Saturation
When more than one phase is present we need a quantity that describes
how much volume that is occupied by each phase compared to the effective
volume of the pores. The saturation sα of a phase α describes exactly this
relation and is defined as
sα =
volume of phase α
volume of all connected pores
.
Since the pore-space always must be completely filled with fluids, we have
that; ∑
i
si = 1.
The concept residual saturation reflects the minimum saturation that is at-
tainable for a phase when displaced by another phase, this saturation is
denoted sαr. We will describe this displacement later in this chapter and
return to the residual saturation through this.
2.2.3 Wetting and Non-Wetting Fluid
With two phases present, one of the phases will be called wetting phase and
the other the non-wetting phase. This is also the case when CO2 and brine is
present. The CO2 phase is the non-wetting phase whilst brine is the wetting
phase. In general a phase with small contact angle (θ < pi
2
) with the rock is
called a wetting phase. For a phase with contact angle θ > pi
2
the phase is
called the non-wetting phase, see Figure 2.2.
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θ < pi
2
rock rock
θ > pi
2
Figure 2.2: Wetting (θ < pi/2) and non-wetting phase (θ > pi/2).
2.2.4 Several Components in a Phase
Sometimes we are not only interested in the overall fluid phase, but in one or
more of the components that make up that phase. Components migrate from
one phase to another through inter-phase mass transfer mechanisms. If we
denote a component within the fluid phase by superscript i, the concentration
of the component may be defined on a mass basis as the mass fraction miα;
miα =
mass of the component i in phase α
total mass in phase α
=
M iα∑
i
M iα
.
For notational purpose we mark that subscript always refers to phases and
superscript to components, hence
m
i←− component,
α←− phase.
Furthermore, we use superscript mix to indicate a mixture or pure to indicate
a single component phase. For density that is
ρα = ρ
mix
α =
∑
i
M iα
Vα
,
where Vα is the volume of phase α. In regions with no mixing ρα = ρ
pure
α .
The mass fraction is a way of expressing concentration in a dimensionless
form, multiplying the mass fraction with ρmixα
ρmixα m
i
α =
∑
i
M iα
Vα
M iα∑
i
M iα
=
M iα
Vα
= ρiα.
For the CO2 problem we noted that some of the CO2 will dissolve into the
brine since CO2 is slightly miscible in brine. This CO2 will be transported as
a dissolved component with the brine. This leads to a component transport
mechanisms that can be important on long time scales.
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2.3 Darcy’s Law
Darcy’s law is an empirical relationship for water flow in a porous media
first discovered through experiments by Henry Darcy in 1856. Later it has
been shown that it is valid for any Newtonian fluid, see for example [11].
It establishes that the volumetric flow rate is a function of the flow area,
elevation, fluid pressure and a proportionality constant. The law is stated
in several different equivalent forms depending on the flow conditions. A
general form of Darcy’s Law for single phase flow is
u = −k
µ
(∇p+ ρg) , (2.1)
where u is called the Darcy velocity or volumetric flux. This form of Darcy’s
Law is usually used in petroleum reservoir engineering. Here k is the per-
meability and g is the gravity vector. The permeability is the mentioned
proportionality constant and this quantity tells us how easy the fluid will
move through the porous medium.
When a property like permeability changes value depending on the direc-
tion being considered, the system referred to as anisotropic. When there are
no directional differences the system is called isotropic. Furthermore, when
a parameter changes as a function of spatial location the system is called
heterogeneous. Conversely, when a system is spatially uniform it is called
homogeneous. Mathematically this means that when a system is anisotropic
and heterogeneous we denote the permeability with a second order tensor.
2.4 Multiphase Extension of Darcy’s Law
When more than one phase is present in a system a new factor is introduced
into Darcy’s Law to reduce the apparent permeability. This factor accounts
for the reduction in permeability as a result of the presence of the other
phase. This is a function of sα called the relative permeability, which is
denoted krα(sα). If we introduce the mobility;
λα =
krα
µα
,
we get Darcy’s law for the phase α:
uα = −kλα (∇pα + ραg) . (2.2)
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The relative permeability is usually taken to be a nonlinear function of satu-
ration. This function goes to zero before the actual phase saturation is zero.
Recall, that this saturation value was called residual saturation. That is,
some amount of the phase is present but fails to form a continuous pathway
where flow flow can take place.
When dealing with flow in porous media a knowledge of the function among
relative permeability and saturation is essential. For this purpose the nor-
malized water saturation is defined as
swn =
sw − swr
1− swr − snr ,
where subscript w represents the wetting phase and subscript n the non-
wetting phase. In 1964 R.H. Brooks and A.T. Corey [8] proposed the fol-
lowing approximation to estimate the relative permeability curves of the two
phases,
krw ≈ s4wn, (2.3)
krn ≈ (1− swn)2(1− s2wn). (2.4)
2.5 Capillary Pressure and Hysteresis Phe-
nomena
In general, a pressure difference exists across the interface separating two fluid
phases. The magnitude of this pressure difference depends on the curvature
of this interface [6], see Figure 2.3. The difference in the phase pressures
Non-wetting phase Wetting phase
θ
Figure 2.3: Non-wetting and wetting fluid phase in a pipe with an interface sepa-
rating them.
between the non-wetting and the wetting phase is called capillary pressure
Pc, i.e.
Pc = pn − pw,
where subscript n and w indicates the phase pressure of the non-wetting and
wetting phase respectively. The value of Pc depends on saturation and on
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the geometry in which the interface occurs, being larger in small spaces than
in large spaces for a given saturation [8].
When one phase is displaced by another, we distinguish between imbibition
and drainage. Imbibition is defined as the displacement of a non-wetting by a
wetting phase. Drainage is displacement of a wetting phase by a non-wetting
phase. The phase that initially saturates an area is displaced by the other
phase. In this displacement the contact-angle between the phases depends
on whether equilibrium is reached during a drainage or an imbibition pro-
cess. Consequently the capillary pressure depends on the flow itself and this
phenomenon is called the hysteresis effect. The hysteresis effect is illustrated
in Figure 2.4. Note that the two processes are not reversible in the sense that
sn 0
snr
0 swswr
Pc Pc
Imbibition→ ←Drainage
Figure 2.4: The capillary pressure depending on whether there is an imbibition or
a drainage process.
an imbibition process do not follow a drainage curve in the opposite direc-
tion. No matter how much the capillary pressure is increased in an drainage
process the saturation for the wetting phase will not go below the value swr.
Similarly, the saturation of the non-wetting phase in an imbibition process
does not go below a certain level snr. These values are what we call the
residual saturation or the minimum attainable saturation [20].
This can be illustrated by the knowledge the wetting phase has a higher
tendency to agglutinate to the rock than to the non-wetting phase. As a
result of this a thin film of the wetting fluid around the rock will be left
behind during the drainage process. Similarly, during an imbibition process
regions of disconnected non-wetting fluid phase will be left behind as it is
imbibed by a wetting phase. This is illustrated in Figure 2.5:
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rock
wetting phase
non-wetting phase
rock
wetting phase
non-wetting phase
Figure 2.5: Wetting phase left behind in a drainage process to the left, and non-
wetting phase left behind in an imbibition process to the right. The wetting phase
is blue and the non-wetting phase is white.
2.6 Governing Equations
In this section we present equations that describes single and two-phase flow
in porous media at the fine scale. In this section we introduce a conservation
equation for the mas of each fluid phase. By certain modeling choices or
simplifications, we gain two important modeling equations, one for saturation
and one for the pressure. Finally, we introduce an equation for the random
molecular motion within a fluid which corresponds to a diffusion equation.
2.6.1 Mass Conservation Equation
Conservation laws tells us how an extensive physical quantity ϕ is conserved
within a closed system. An extensive property of a system depends on the
system size or the amount of material in the system. Such quantities are
for example mass and volume. By contrast an intensive property does not
depend on the system, such as density, pressure, viscosity, etc. To derive
such conservation equations we must account for processes that influence the
extensive property.
We look at a fixed reference volume Ω, see Figure 2.6, with boundary ∂Ω
and outward normal n. Fluid may leave or enter the volume through source
or sink term Q, e.g. a well. We do a balance between the quantities enter-
ing/leaving the volume through the edge ∂Ω or possible sources or sinks Q
and the rate of change of the total mass inside Ω
{Accumulation} + {Net Rate of Out flux} = {Sources/Sinks} ,
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×Q
Ω
∂Ω
n
Figure 2.6: Fixed reference volume Ω, with boundary ∂Ω and source Q. The
outward normal is denoted n.
where the unit is the unit of ϕ per unit time. A mathematical expression for
this is
d
dt
∫
Ω
ϕdΩ +
∫
∂Ω
n · FdS =
∫
Ω
qdΩ, (2.5)
where n is the outward normal, F is the flux and q represents the sources
and sinks. For the quantity being mass, this is
ϕ = ρφ
F = ρu,
where u is the Darcy velocity, ρ the density and φ the porosity. The surface
integral in equation 2.5) can be replaced by a volume integral using Gauss’s
Theorem. Further, we can use Leibniz integral rule;
d
dt
∫
Ω
f(x, t) dΩ =
∫
Ω
∂f
∂t
dΩ,
to move the d/dt inside the integral. We can do this since Ω is not time
dependent. Since the volume is arbitrary and the integrand continuous we
get the differential form of the Mass Conservation Equation for single phase
flow
∂(ρφ)
∂t
+∇ · ρu = q. (2.6)
For multi-phase-flow the saturation also comes into account, and the Mass
Conservation Equation (2.6) for phase α is
∂(ραsαφ)
∂t
+∇ · ραuα = qα. (2.7)
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2.6.2 Saturation and Pressure Equation
It is sometimes useful and necessary to make some simplifications and as-
sumptions that are physically justified. In what follows we will consider
that:
• fluids are incompressible, c = 0 (ρ=constant),
• phases are immiscible and have constant viscosity µ,
• two-phase fluid system, with a wetting (w) and a non-wetting (n) phase,
• constant porosity φ.
We introduce the total velocity ;
u = un + uw.
By adding equation (2.7) for both the wetting and the non-wetting phase we
have that
∇ · u = qw
ρw
+
qn
ρn
≡ q, (2.8)
since ∂/∂t(sn + sw) = ∂/∂t(1) = 0. Multiplying Darcy’s Law (2.2) for both
the wetting and the non-wetting phase, with the mobility for the opposite
phase we get the expressions:
λnuw = −kλnλw (∇pw + ρwg) ,
λwun = −kλwλn (∇pn + ρng) .
Subtracting these and using the expression for the total velocity we get the
expression:
uw =
λw
λw + λn
u+ k
λnλw
λw + λn
(∇Pc + (ρn − ρw)g) . (2.9)
We now define s = sw and
f(s) ≡ λw
λw + λn
.
Then we substitute our expression (2.9) into the Mass Conservation Equation
(2.7) for the wetting phase;
φ
∂s
∂t
+∇ · f(s) (u+ kλn(∇Pc + (ρn − ρw)g) = qw
ρw
, (2.10)
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this is the Saturation Equation.
The total velocity by adding Darcy’s Law (2.2) for both phases is
u = uw + un = −K (λw(∇pw + ρwg) + λn(∇pn + ρng)) .
Taking the divergence on both sides and using the expression (2.8), we have
that:
∇ · u = −∇ · k (λw(∇pw + ρwg) + λn(∇pn + ρng)) = q, (2.11)
which gives an equation for the pressure.
2.6.3 Diffusion Equation
Movement of molecules within a fluid is called convection. It is a heat transfer
mode that is comprised of two mechanisms. One is energy transfer due to
random molecular motion, this is called diffusion. Energy is also transfered
by the bulk motion of the fluid, which is called advection [17]. These two
mechanisms generates different flux terms
FD = J for diffusion,
F A = ρm
i
αu for advection.
(2.12)
The diffusive flux J and will be defined below and miα is the mass fraction.
This flux term also includes what is called mechanical mixing or mechanical
dispersion. This mixing arises due to the velocity variability on a scale below
the one used to define the average velocity [6].
The heat equation also known as the Diffusion Equation describes in typical
applications the evolution in time of the density of some quantity u such as
heat, concentration, etc. In 1855 Adolf Fick postulated that for u being the
chemical concentration of a substance, the diffusive flux J is proportional
to the concentration gradient at constant temperature [32]. Here the pro-
portional constant is called the diffusion coefficient D. Since the diffusion is
from regions of higher to lower concentration the flux density points in the
opposite direction to the concentration gradient. This is
J = −D∇C, (2.13)
where C = C(x, t) is the concentration and ∇ is the gradient in terms of
spatial derivatives. The concentration is dependent of the position x and the
time t. Equation (2.13) is called Fick’s first law of Diffusion.
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From the Conservation Equation (2.5) with q = 0 we know that the rate
of change of the total quantity within a volume equals the negative of the
net flux through the boundary. If the quantity is taken to be the concentra-
tion C
∂C
∂t
= −∇ · F , (2.14)
where F is the flux density. If the diffusive flux FD = J is inserted in equation
(2.14) and the diffusion coefficient is taken to be constant, this is
∂C
∂t
−D∇2C = 0, (2.15)
that is the Diffusion Equation. This equation yields an equation for the non-
advective motion in a fluid and is also called Fick’s second law of diffusion.
This equation can be solved analytically and the solution is of importance
when looking at diffusion problems such as dissolution of CO2 into brine.
In one dimension the Diffusion Equation (2.15) is
∂C
∂t
−D∂
2C
∂x2
= 0.
with initial and boundary conditions
C(x, 0) = 0, C(0, t) = C0.
The analytical solution of this PDE is
C(x, t) = C0erfc
(
x
2
√
Dt
)
, (2.16)
where erfc ( · ) is the complementary error function. The length 2√Dt is
called the diffusion length. The error function is defined as
erf (x) =
2√
pi
∞∫
x
e−t
2
dt,
and the complementary error function is erfc(x) = 1 − erf(x). An approxi-
mation to the error function can be found by utilizing the first term in its
Taylor Series. This gives an approximate solution to the diffusion equation
in one dimension
C(x, t) ≈ C0
(
1− x√
Dtpi
)
. (2.17)
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2.7 Fine and Coarse scale
The governing equations presented in the previous sections represents the
full three-dimensional flow. This representation can be interpreted as a fine
scale representation and we note that we have used small letters for the
parameters introduced so far. When considering flow in porous media in
subsurface formations it is convenient to take advantage of the fact that
the horizontal extent is much larger than the vertical extent. Since the
movement in the vertical direction is bounded by the top and bottom of the
aquifer which gives a very limited region to flow in compared to the horizontal
extent. This again motivates to neglect the vertical velocity. If the fine
scale equations are integrated over the vertical dimension the equations are
reduced to two-dimensional equations. This two-dimensional representation
is what we interpret as the coarse scale representation. This concept will be
illustrated and used in the next two chapters.

Chapter 3
Model for Residual Trapping
In this chapter we develop a physical and mathematical model for residual
trapping introduced in Chapter 1. The model introduced here is similar to
other works , e.g. [13, 16, 18, 24]. We note that the effect of dissolution is
not included in the model derived in this chapter . This is an assumption
that warrants further discussion and study, and we will return to this in
Chapter 4.
3.1 Background
Recall from Chapter 1 that when CO2 is injected in a deep saline aquifer
the formation is initially saturated with brine. In addition we consider an
aquifer that has a dip angle θ > 0. From now on the non-wetting CO2
phase is denoted with subscript c and brine with b. In a deep (below 800m)
and ”cold” (surface temperature of T = 10◦C and geothermal gradient of
25◦C/km) geological formation the phase properties are found [25] to be:
Phase Density Viscosity
Brine 995-1202 kg/m3 0.378 · 10−3 − 0.644 · 10−3 kg/m s
CO2 733 kg/m
3 0.0611 · 10−3 kg/m s
We see that CO2 is much less viscous and less dense than brine ρc < ρb.
Hence, the injected CO2 spreads on top of the brine. For simplification we
take the thickness of the aquifer to be constant and equal to H. We take
the z-axis to be perpendicular to the formation and oriented upwards. The
(x, y) coordinates are taken to be in the aquifer plane and parallel to the
formation flow or the lateral extent as shown in Figure 3.1. Figure 3.1 shows
the movement in the (x, z) plane. An interface between the injected CO2
25
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brine, ρbCO2, ρc
θ
x
g
z
H
h(x, y; t)
Figure 3.1: An illustration of the aquifer with the CO2 (white) spreading on top
of the brine(gray). A interface z = h(x, y; t) between the two phases is also drawn.
and brine is drawn and the thickness of the position of the interface between
both fluids is taken to be z = h(x, t). The unit vectors are denoted e1 in
the x-direction, e2 in the y-direction and e3 in the z-direction, such that the
gravity vector is
g = −g sin θe1 − g cos θe3.
Injected CO2 displaces brine in a drainage process. As explained in Chapter 2
some residual brine will be left behind. At the same time, brine imbibes into
the mobile CO2 in the back end of the CO2 plume and a trail of residual
CO2 is left behind as the CO2 plume migrates. This trail or this region of
immobile CO2 is referred to as the residually trapped CO2.
3.2 Approximations
In order to come up with relatively simple equations that can model the CO2
migration over time, the complexity of the system must be reduced. In this
section three approximations will be described and argumented for.
3.2.1 Sharp Interface
As mentioned the density difference between the two phases implies strong
buoyancy forces in our system. This allow for the system to be simplified
by assuming that the heaviest phase settles near the bottom and the lightest
phase rises to the top of the formation. This is called gravity segregation.
In reality there will always be a transition zone between the CO2 and brine
phase, so called capillary fringe [26]. This transition zone is often neglected
and the system is simplified by assuming a sharp interface between the two
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phases. By assuming a sharp interface the medium is assumed to either be
filled with brine or with CO2. This means that the saturations above and
below the interface are assumed constant.
For the saturation for the non-wetting phase we know that the formation
is initially saturated with brine, then sc = 0 everywhere. When CO2 is in-
jected it drains the brine and the saturation is then sc = 1−swr. As the CO2
plume starts to migrate brine imbibes into parts of the CO2 region. Below
the CO2 in residual saturation and the mobile CO2 pure brine is still present.
This results in the saturation distribution
sc =

0, if 0 ≤ z < hmin(x, y; t)
scr, if hmin(x, y; t) ≤ z < h(x, y; t)
1− sbr, if h(x, y; t) < z ≤ H,
where z = h(x, y; t) is the unknown location of the interface between residual
and mobile CO2 at the time t. The variable hmin(x, y; t
′) represents the
interface between the residual CO2 and the pure brine,
hmin(x, y; t
′) = min
t∈[0,t′]
h(x, y; t),
hmin ≤ h.
3.2.2 Vertical Equilibrium
For typical geological formations where CO2 is injected the vertical extent is
on the order of tens of meters. The horizontal extent where the plume spreads
is on the order of several kilometers. This large aspect ratio (L/H >> 1)
motivates us to neglect the flow in the vertical direction. Our formation is
tilted and it is natural to think of negligible flow perpendicular to the for-
mation in the e3 direction. This is the same as saying that both fluids are in
vertical equilibrium.
If we assume that the aquifer is homogeneous and that the phase densities
and viscosities are assumed constant between each of the interfaces, Darcy’s
law (2.2) with negligible flow in the direction perpendicular to the formation
is
uα · e3 = −kλα (∇pα − ραg) · e3 = 0. (3.1)
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Integrating this equation from a datum d,
z∫
d
(
∂pα
∂z′
− ραg · e3
)
dz′ = 0,
pα(x, y; z)− pα(x, y; d) = g · e3
z∫
d
ραdz
′. (3.2)
This is an expression for hydrostatic equilibrium, where pα(x, y; d) is some
datum pressure.
We neglect the capillary pressure along the interface between the phases,
meaning that the phase pressures are equal along this interface. We have
that knowledge of the pressure at one point in the e3 direction and of the
location of the interface h - allows us to calculate the pressure at all other
locations in the e3 direction.
3.2.3 Time Scales
As we discussed in Chapter 1 the different time scales associated with the
different trapping mechanisms are believed to be quite different;
tstructural ∼ tresidual << tdissolution << tmineral.
Thus it is justified to neglect dissolution and mineral trapping when study-
ing CO2 migration in an early period. In the model developed in the next
chapter we no longer neglect dissolution.
3.3 Mathematical Model
Under the approximations discussed in the previous section we can take the
vertical average of the Mass Conservation Equation (2.7) from Chapter 2;
φ
H
H∫
0
∂sα
∂t
dz +∇ · 1
H
H∫
0
uαdz =
1
H
H∫
0
qαdz. (3.3)
Since we neglect flow in the e3 direction, the Darcy velocity uα only has
components in the (e1, e2) directions
u = −kλα
(∇||pα + ραg||) . (3.4)
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Here the subscript || is used to indicate that the vertical components are
neglected, and
∇|| = ∂
∂x
e1 +
∂
∂y
e2,
g|| = −g sin θe1.
From the vertical equilibrium assumption we know that the pressure distri-
bution is hydrostatic (3.2). For the brine phase this is
pb(x, y; z) = pb(x, y; 0)− gρb cos θz, (3.5)
where pb(x, y; 0) is the datum pressure at z = 0. In the previous section we
neglected the capillary pressure along the interface h(x, y; t), meaning that
the pressures in the two phases are equal along the interface: pc(x, y;h) =
pb(x, y;h). Consequently the equation for for the CO2-phase is;
pc(x, y; z) = pb(x, y; 0)− g cos θ (ρbh+ ρn(z − h)) . (3.6)
To obtain an equation for the evolution of the interface h = h(x, y; t) we
now follow the derivation of other works [16, 24, 13]. With the assumption
of incompressible fluids and in the absence of source terms we recall from
Chapter 2 that
∇ · u = 0,
where u = uc + ub is the total velocity. If we now integrate this equation
vertically over the aquifer;
H∫
0
ucdz +
H∫
0
ubdz = 0,
ub h+ uc (H − h) = 0, (3.7)
where the Darcy velocities uα are the phase velocities in the x-direction.
We insert the two different phase pressures in the Darcy velocities in the
x-direction,
ub = −kλb
(
∂pd
∂x
− gρb sin θ
)
, (3.8)
uc = −kλc
(
∂pd
∂x
− g(ρb − ρn) cos θ∂h
∂x
− gρn sin θ
)
. (3.9)
From this we obtain an equation for the unknown datum pressure pd:
∂pd
∂x
=
g(ρb − ρn)
(
λc(H − h)∂h∂x cos θ + λbh sin θ
)
λc(H − h) + λbh + gρn sin θ.
(3.10)
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We obtain the different coarse scale variables by integrating over the aquifer
in the e3 direction:
Sc =
1
H
H∫
0
scdz =
1
H
((h− hmin)snr + (H − h)(1− swr)) ,
Λc(Sc) =
1
H
H∫
0
krc(sc)
µc
dz = 1
H
(
krc(1−sbr)
µc
(H − hmin)
)
,
Λb(Sc) =
1
H
H∫
0
krb(sc)
µb
dz = 1
H
(
krb(0)
µb
hmin +
kwb(scr)
µb
(h− hmin)
)
.
(3.11)
We recall the constraint that hmin ≤ h and try to include the hysteresis
effect on this problem. In other works like [13, 18] they have looked at
the sign-change of ∂h/∂t to part between imbibition and drainage. This
can be looked at as a simplified hysteresis model. In [26] Nordbotten and
Dahle point out that if h is growing with time (CO2 drains the brine), then
hmin < h. Furthermore, if hmin 6= h then hmin does not change with time. If
we consider the change in CO2 saturation with time this is,
∂Sc
∂t
=

−(1− sbr)
H
∂h
∂t
if h = hmin,
−(1− sbr − scr)
H
∂h
∂t
if h 6= hmin.
If we consider flow in the x-direction and insert the coarse scale variables
(3.11) in the absence of source terms in the Saturation Equation (2.10) we
obtain the equation:
∂h
∂t
+ κ
∂
∂x
[
(H − h)(h+ δλb(h− hmin))
(M − 1)h−MH + δλb(h− hmin)
(
sin θ + cos θ
∂h
∂x
)]
= 0,
(3.12)
where
κ =

λc∆ρgk
φ(1− swr) h = hmin,
λc∆ρgk
φ(1− swr − snr) h 6= hmin,
M =
λn(1− sbr)
λb(0)
and δλb =
λb(0)− λb(srn
λb(0)
.
This model is similar to the model used in [13] and [18] except for the term
δλb. These authors neglect this term and as discussed in [26] this is ques-
tionable.
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Discussion
Equation (3.12) is called a non-linear advection diffusion equation. That is
an equation of the form
ut + f(u)x︸ ︷︷ ︸
advection
+ (d(u)ux)x︸ ︷︷ ︸
diffusion
= 0,
and is a parabolic equation. In this model the diffusion-term is not due to
physical diffusion, but due to the buoyancy forces in the system. In both [13]
and [18] they make this equation dimensionless and neglects the diffusion-
term in order to solve the equation analytically. For the CO2 problem we
have mentioned that the lateral extent L typically is of several orders larger
than the vertical height H. When the equation for the interface h (3.12)
is made dimensionless the coefficient L/H appears in front of the diffusion
term, and for L >> H the diffusion term can be neglected. The resulting
equation is a hyperbolic equation of the form
∂η
∂τ
+ σ
∂
∂ξ
f(η) = 0. (3.13)
Hesse et al. [13] consider this equation with the dimensionless initial condi-
tion
η(ξ, 0) =
{
ξL, ξ < 0,
ξR, ξ > 0.
(3.14)
This initial condition can represent a finite release of the mobile CO2 con-
sidering a rectangular plume of CO2. A problem of the form (3.13) with
piecewise constant initial data having a single discontinuity like (3.14) is
called a Riemann problem. The Riemann Problem is very useful for the un-
derstanding of hyperbolic partial differential equations like (3.13). We will
not go into detail on the Riemann problem here, and neither solve the model
problem given here analytically. Details can be found elsewhere, e.g. [21, 13].

Chapter 4
Modeling Dissolution Trapping
In Chapter 3 a framework for modeling residual trapping was introduced.
As mentioned in Chapter 1 solubility trapping is the dominating trapping
process on long temporal scales. This motivates us to use a model that
includes this process when looking at the evolution of a CO2 plume. In this
chapter we develop an upscaled mass transfer model within the vertically
averaged framework that includes dissolution trapping.
4.1 Dissolution of CO2 into Brine
Recall from the previous chapter that the free phase CO2 is separated from
underlying brine by a relatively sharp interface. Across this interface CO2
dissolves into pure brine (or opposite) and form a diffusive boundary-layer
that grows with time. This type of dissolution can be interpreted as pure
diffusion.
Most gases when dissolved in brine at reservoir conditions reduce the density
of brine. However, CO2 is one of the few gases that lead to a density increase
[10]. The second type of dissolution comes from this density increase. Brine
saturated with CO2 can actually be up to 1% more dense than unsaturated
brine. After some onset time this creates a gravitationally unstable configu-
ration of denser brine saturated with CO2 above less dense pure brine. When
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this instability occurs, fingers with CO2 saturated brine starts to propagate
downwards, as illustrated in Figure 4.1(a). This mixing of CO2 and brine
is called convective mixing. In Figure 4.1(b) we see an example of a high
Mobile CO2
Dissolved CO2
Pure brine
(a)
(b)
Figure 4.1: Illustration of the fingering mechanism adapted and modified from
[31]. In (a) we see the different regions with mobile and dissolved CO2 above pure
brine. In (b) we see a numerical simulation of dissolution by Riaz et al. [31],
where the fingers are clearly visible.
resolution numerical simulation of the dissolution process. We see the fingers
with dissolved CO2 migrating downwards.
We understand that we have two types if dissolution that must be distin-
guished,
• direct dissolution through the interface, pure diffusion,
• enhanced dissolution due to the convective mixing.
The effect of direct dissolution can be modeled in the framework developed
in Chapter 3, but the effect is likely to be small compared to the residual
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trapping [13]. In the long term the dominant mechanism for dissolution of
CO2 into brine is convective mixing. This enhanced dissolution is of several
orders more important than pure diffusion [10]. To emphasize this we look at
the dissolution rate for pure diffusion. Recall the one dimensional Diffusion
Equation (2.15) with the analytical solution
C(x, t) ≈ C0
(
1− x√
Dtpi
)
,
where C now is the concentration of dissolved CO2, and D is the diffusion
coefficient. If we look at the mass production rate of dissolved CO2 per time,
CR;
CR =
∂
∂t
 1
∆L
x2∫
x1
C(x, t)dx
 ,
where ∆L is the length of the interface the CO2 is dissolving through between
x1 and x2. The dissolution rate for pure dissolution is shown in Figure 4.2
together with the dissolution rate due to convective mixing found numeri-
cally by Pau et al. in [28]. The convective mixing seems to accelerate the
Figure 4.2:
Dissolution rate
for pure dissolu-
tion (blue) and
numerically found
dissolution rate
due to convective
mixing (red),
adapted from
[30, 28].
dissolution rate and thereby also the trapping of CO2. This motivates us to
build a model that includes convective mixing.
4.2 Conceptual Model
Similarly to the model described in Chapter 3 we have a region with mo-
bile CO2 (Region 1) on top of the formation, with a region of residual CO2
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(Region 2) in the wake of the plume. Below these two regions we imagine
a region with dissolved CO2 (Region 3) which is located on top of the pure
brine (Region 4). An illustration of the different regions is shown in Fig-
ure 4.3. The z−axis is taken to be normal to the aquifer with z = 0 at the
Dis.
CO2Residual CO2
Brine
Mobile CO21
2
3
4
z = H
ζR
ζD z = 0
ζM
θ
Figure 4.3: Schematic of the different regions described in the model including
solubility trapping.
bottom layer of the aquifer and z = H at the top layer. Further, the x−axis
is taken to be in the up dip flow direction.
The interface between mobile CO2 and residual and dissolved CO2 is marked
with z = ζM(x, t). The interface below the region of residual CO2 is marked
with z = ζR(x, t). Furthermore, the interface between the dissolution region
and pure brine is marked with z = ζD(x, t). We will return to the location
of the ζD interface later. A constraint to these interface locations is that
0 ≤ ζD ≤ ζR ≤ ζM ≤ H.
4.3 Assumptions
We also apply the sharp interface approximation for this model. The satu-
ration distribution for the CO2 phase is;
sc =

0 for 0 ≤ z < ζR,
scr for ζR ≤ z < ζM ,
1− sbr for ζM ≤ z ≤ H,
where sαr are the residual saturations for the phases α = c, b. Notice that
the brine phase is immobile in the region where the CO2 phase is mobile
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since λb(sbr) = 0. Similarly we see that the CO2 phase is immobile where the
brine phase is mobile since λc(scr) = 0. We also apply the vertical equilib-
rium approximation introduced in Chapter 3. Recall that this approximation
involves neglecting vertical flow, which gave us a hydrostatic fluid pressure
in the direction perpendicular to the aquifer plane.
We take the fluid properties within each of the regions to be constant and
at equilibrium. Furthermore we assume equilibrium between the CO2 and
brine phases in each of the regions. The models presented here does not only
include the effect of
In this model CO2 is present as pure or dissolved CO2. From Section 2.2.4 we
know that when a phase is made up of several components the composition
can be described in terms of the mass fraction miα, where
miα =
mass of the component i in phase α
total mass in phase α
=
M iα∑
i
M iα
.
For the density we introduced the superscript mix to indicate a mixture of
several components in a phase, ρmixα . In Region 4 where there is no mixing
we only have pure phase brine and the density is denoted pure to indicate
this. The vertical density distribution will be
ρb =
{
ρmixb if ζD ≤ z ≤ H,
ρpureb if 0 ≤ z < ζD,
and ρc = ρ
mix
c if 0 ≤ z ≤ H.
The interface ζD is defined such that all the dissolved CO2 is in equilibrium
in the region between ζD and ζR. We assume that in regions where both
phases coexist, the concentrations reach equilibrium values instantaneously.
Moreover, we have that there is no CO2 component in Region 4. Hence we
have that
miα =

mi,eqα if ζD ≤ z ≤ H,
1 if α = i = b and 0 ≤ z < ζD,
0 else,
where the superscript eq indicates that the mass fraction is equal to the equi-
librium constant, that is the solubility limit.
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Dissolution Rate
In the absence of convective mixing we have that dissolved CO2 is produced
when pure brine moves into a region of CO2 (or opposite) when ζR = ζD.
Once these interfaces are separated, convective mixing will occur at a rate
presumed known.
As mentioned above, convective mixing accelerates the dissolution process.
Both the process of diffusion and convective mixing has been studied in sev-
eral works [10, 22, 30, 31]. These studies has focused on analyzing the onset
time for convective mixing and the thickness of the diffusive boundary layer
at that time. From high resolution simulations Pau et al. in [28] obtained
a CO2 dissolution rate due to convective mixing equal to 1.0 · 10−7kg/s/m2.
This can be seen in Figure 4.2. By comparing this CO2 mass transfer rate
with the analytical solution for diffusion only, they deduce a onset time for
convective mixing of 4.0 · 106s (≈ 46 days). Accordingly, the process of dif-
fusion and convective mixing will start practically instantaneously relative
to the characteristic time scales of plume migration. This results in some
important assumptions;
i) We assume that the onset time of instability for convective mixing to
begin is short compared to other post- injection processes.
ii) Once this onset time has passed, we assume that the dissolution process
is linear and can be approximated by a constant dissolution rate.The
dissolution rate is assumed to be constant and independent of time.
iii) Effects from the bottom layer of the aquifer that would eventually re-
duce the dissolution rate are neglected.
iv) When there is no CO2 available to dissolve into brine, the dissolution
rate is set equal to zero.
To sum up, we have that
CR(x) =
{
C if ζM < H,
0 if ζD = 0 or ζD = ζR = ζM = H.
4.4 Mathematical Model
In this section a mathematical model that includes both residual and solu-
bility trapping will be described. As mentioned the idea is to upscale the
model describing the mass transfer in the system.
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4.4.1 Governing Equations
First we do a calculation of the total mass mi for the CO2 and the brine
components at the fine scale. Both components are present in both phases,
so that
mi = φ
∑
α
ρiαsα,
where the total mass flux for each component is
f i =
∑
α
ρiαuα.
Then, the Mass Conservation Equation for each component reads
∂mi
∂t
+
∂f i
∂x
= 0.
Next, we upscale this equation to the coarse scale by integrating vertically
over the aquifer considering a cross-section of the aquifer as the one shown
in Figure 4.4
z
z = 0
ζD
ζR
ζM
z = H
1 sc = 1− sbr, h1 = (H − ζM),
2 sc = scr, h2 = (ζM − ζR)
3 sc = 0, h3 = (ζR − ζD)
4 sc = 0, h4 = ζD
Figure 4.4: Vertical cross section of the aquifer, with parameter values for each
region.
We have that the upscaled total mass of component i per unit area in phase
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α is expressed as
M c = φ
[
ρmixb m
c,eq
b
(
(ζR − ζD) + (1− Scr)(ζM − ζR) + Sbr(H − ζM)
)]
+ φ
[
ρmixc m
c,eq
c
(
Scr(ζM − ζR) + (1− Sbr)(H − ζM)
)]
M b = φ
[
ρmixb m
b,eq
b
(
(ζR − ζD) + (1− Scr)(ζM − ζR) + Sbr(H − ζM)
)
+ ρpureb ζD
]
+ φ
[
ρmixc m
b,eq
c
(
Scr(ζM − ζR) + (1− Sbr)(H − ζM)
)]
(4.1)
This gives us the upscaled mass conservation equations
∂M i
∂t
+
∂F i
∂x
= 0, (4.2)
where i = c, b. Here the upscaled flux of each component i is
F i =
∑
α
H∫
0
ρiαuα, (4.3)
where uα is the fine scale Darcy velocity of phase α within the different
regions. Region 4 is the only region where the CO2 is mobile and ub = 0.
From Darcy’s law the phase Darcy velocities in the x-direction are
uα = −kλα
(
∂pα
∂x
− ραg sin θ
)
.
To find expressions for the Darcy velocities in the different regions we need
fine scale expressions for the pressures in each region. We have assumed that
the pressure distribution is hydrostatic and we choose the pressure of datum
to be at the bottom of the aquifer. Then the fine scale pressure for the brine
phase is
pb(x; z) =
{
P − g cos θρpureb z, if 0 ≤ z ≤ ζD,
pb(x; ζD)− g cos θρmixb (z − ζD), if ζD < z ≤ H,
where P = pb(x; 0). Similarly, for the pressure for the CO2 phase we obtain
pc(x; z) = pc(x; ζM)− g cos θρmixc (z − ζM).
Usually the datum pressure for the CO2 phase is connected to the brine phase
pressure through the entry capillary pressure pcapentry;
pc(x; ζM) = pb(x; ζM) + p
cap
entry.
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We neglect pcapentry and we have that pc(x; ζM) = pb(x; ζM). That is,
pc(x; z) = P − g cos θ (ρpureb ζD + ρmixb (ζM − ζD) + ρmixc (z − ζM)) .
Taking λαj as mobilities in the 4 regions (j = 1, 2, 3, 4 ), the Darcy velocities
are given by
ub =

−kλb4
(
∂P
∂x
− gρpureb sin θ
)
, if 0 ≤ z ≤ ζD,
−kλb3
(
∂P
∂x
− g cos θ∂ζD
∂x
(ρpureb − ρmixb )− gρmixb sin θ
)
, if ζD < z ≤ ζR,
−kλb2
(
∂P
∂x
− g cos θ∂ζD
∂x
(ρpureb − ρmixb )− gρmixb sin θ
)
, if ζR < z ≤ ζM ,
and as mentioned ub = 0 in region 4. The CO2 phase is only mobile when
ζM ≤ z ≤ H and then we have that
uc = −kλc1
(
∂P
∂x
− g cos θ
(
∂ζD
∂x
(ρpureb − ρmixb ) +
∂ζM
∂x
(ρmixb − ρmixc )
)
− gρpurec sin θ
)
.
After substituting the expressions for the Darcy velocities into equation (4.2)
we obtain a system of two equations with 4 unknowns; the interfaces ζD(x, t),
ζR(x, t), ζM(x, t) and the pressure of datum P = p(x; 0). Thus we need to
add additional closure equations to solve the system.
4.4.2 Modeling Choices
To obtain equations to close our system we follow the suggestions by Gasda
et al. in [12]. First we consider dissolution by component transfer within the
system. We consider the mass of CO2 dissolved in the brine
M cb = φρ
mix
b m
c,eq
b ((ζR − ζD) + (1− Scr)(ζM − ζR) + Sbr(H − ζM)) .
(4.4)
This variable is not a conserved quantity, but satisfies a transport relation of
the form
∂M cb
∂t
+
∂F cb
∂x
= CR, (4.5)
where CR is the mass production rate of dissolved CO2 and
F cb = ρ
mix
b m
c,eq
b
ζM∫
ζD
ubdz. (4.6)
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This transport equation (4.5) holds under the constraint that 0 ≤ ζD ≤ ζR.
To fulfill the constraint we solve (4.5) for ∂ζD
∂t
and we get that
∂ζD
∂t
=
1
φρmixb m
c,eq
b
(
−CR + ∂F
c
b
∂x
)
+ Scr
∂ζR
∂t
+ (1− Scr − Sbr)∂ζM
∂t
≡ D1.
(4.7)
If ζD = ζR, this means that there is no region of dissolved CO2, thus the
height of the interface ζD can only decrease or change like ζR. In the opposite
case, when ζD = 0, CO2 has dissolved into pure brine all the way to the
bottom of the aquifer, thus no more CO2 can dissolve into brine. The height
of the surface can only stay zero or increase. If ζD does not interact with any
of the other surfaces, the expression (4.7) yields. To sum up
∂ζD
∂t
=

min(D1, ∂ζR
∂t
), if ζR = ζD,
D1, if 0 < ζD < ζR,
max(D1, 0), if ζD = 0.
(4.8)
Secondly we consider hysteresis to obtain the second modeling equation.
Whenever ζR < ζM , we assume that all the CO2 dissolves into the brine
originates from the region of residual CO2. This is equivalent to say that the
mobile CO2 is conserved and we have that,
φ(1− scr − sbr)∂ζM
∂t
+
∂
∂x
H∫
ζM
ucdz = 0. (4.9)
The mobile CO2 is then conserved under the constraint that ζR < ζM < H.
To fulfill this constraint we write
∂ζM
∂t
=
−1
φ(1− scr − sbr)
∂
∂x
H∫
ζM
ucdz ≡ D2. (4.10)
When ζM = H, the height ζM either decreases or stays unchanged. In the
opposite case, when ζM = ζR the interface ζM can only decrease or change
like ζR. If the interface ζM does not interact with any of the other interfaces,
ζM changes like (4.10). To sum up
∂ζM
∂t
=

min(D2, 0), if ζM = H,
D2, if ζR < ζM < H,
max(D2, ∂ζR
∂t
), if ζM = ζR.
(4.11)
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Equations (4.8) and (4.11) provides us with two equations that close the
system.
4.4.3 Instability Remark
We have now developed a system of coarse scale equations that models the
dissolution process. On the fine scale convective mixing is considered as a
unstable and chaotic process. If we consider a region where we only have
pure brine, i.e. ζD = ζR = ζM = H, the model simplifies to the model
presented in Chapter 3. However, the density difference ∆ρ = ρb − ρc from
the model in Chapter 3 is positive unlike the density difference in this model
∆ρ = ρmixb −ρpureb which is negative. This sign difference prevents the second
order term from working as a smoothening term in this model.
In our coarse scale model we make no effort at dampening the instabilities
from the fine scale and the coarse scale model is also instable. Convective
mixing is therefore a fascinating example of preserving the unstable charac-
teristic of the fine scale equations in the coarse scale model. In [25] Celia and
Nordbotten suggest ways of dealing with this in practice and we will return
to this in the model application in Chapter 6.
4.4.4 Pressure Equation
To obtain an equation for the unknown datum pressure we consider the
volume
{ pure CO2 } + { CO2 dissolved in brine} + { pure brine }.
We note that we have pure CO2, CO2 dissolved in brine and pure brine dis-
tributed in our different regions as follows:
pure brine
dissolved CO2
pure CO2 (residual), dissolved CO2
pure CO2 (mobile), dissolved CO2
4
3
2
1
0
ζD
ζR
ζM
H {h1 = H − ζM
{h2 = ζM − ζR
{h3 = ζR − ζD
{h4 = ζD
If we look at a narrow cross section of the aquifer the sum of these three
volumes equals the total volume of this cross section, that is H. Expressions
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for these three volumes can be found by combining the three expressions for
the masses M b, M c and M cb that we already have. An expression for the
volume of the pure phase CO2 is obtained by subtracting the expression for
the dissolved CO2 from the total CO2 component
V cc =
M cc
ρmixc m
c,eq
c
=
1
ρmixc m
c,eq
c
(M c −M cb ) = φ (scrh2 + (1− sbr)h1)) .
(4.12)
Dividing the mass of dissolved CO2 by the mixture density we obtain an
expression for the volume of the dissolved CO2,
V cb =
M cb
ρmixb m
c,eq
b
= φ (h3 + (1− scr)h2 + sbrh1) .
(4.13)
For pure brine, we can achieve an expression by subtracting the following
terms from the total brine component
V bb =
M bb
ρpureb
=
1
ρpureb
(
M b − m
b,eq
c
mc,eqc
(M c −M cb )−
mb,eqb
mc,eqb
M cb
)
= φh4.
(4.14)
We add these volumes and obtain
V cc + V
c
b + V
b
b = φH ≡ V,
which is the total volume per unit area in the aquifer.
Next, we add the Mass Conservation equations (4.2) and (4.5) to get the
total volume. We do this by,
A1
(
∂M b
∂t
+
∂F b
∂x
)
+ A2
(
∂M c
∂t
+
∂F c
∂x
)
+ A3
(
∂M cb
∂t
+
∂F cb
∂x
)
= A3CR,
(4.15)
where the coefficients are
A1 =
1
ρpureb
,
A2 =
1
ρmixc m
c,eq
c
− m
b,eq
c
ρpureb m
c,eq
c
,
A3 =
1
ρmixb m
c,eq
b
− 1
ρmixc m
c,eq
c
+
mb,eqc
ρpureb m
c,eq
c
− m
b,eq
b
ρpureb m
c,eq
b
.
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We know that the thicknesses of the regions must fulfill the relation
h1 + h2 + h3 + h4 = H.
In equation (4.15) we for the time derivative obtain
φ
∂
∂t
(h1 + h2 + h3 + h4) = φ
∂
∂t
H ≡ ∂
∂t
V = 0.
This results in an equation of the form
∂H
∂t︸︷︷︸
= 0
+
∂
∂x
(
A1F
b + A2F
c + A3F
c
b
)
= A3CR. (4.16)
By integration we find that
A1F
b + A2F
c + A3F
c
b = A3
x∫
x˜
CRdx
′ + A1F b|x=x˜ + A2F c|x=x˜ + A3F cb |x=x˜,
(4.17)
where x˜ is some boundary in our domain. If we take this boundary to be
inside the initial CO2 plume, we have the boundary conditions
F b|x=x˜ = 0,
F c|x=x˜ = 0,
F cb |x=x˜ = 0,
and we can solve the equation (4.17) for the unknown datum pressure.
The full derivation of the expression for the unknown datum pressure P
is presented in Appendix A. This expression is found by substituting the
expressions for the upscaled flux functions into (4.17). As mentioned this is
done in detail in Appendix A, and results in an expression of the form
∂P
∂x
= p1(ζD, ζR, ζM) + p2(ζD, ζR, ζM)
∂ζD
∂x
+ p3(ζD, ζR, ζM)
∂ζM
∂x
. (4.18)

Chapter 5
Numerical Model
In this chapter we describe the numerical solution approach for the model
developed in the previous chapter. The numerical tools and the stabilization
restrictions are given. We also discuss some of the problems and challenges
we have had solving this model.
5.1 Solution Approach
In Section 4.4.4 we gained an equation for the unknown datum pressure P .
When considering the thicknesses of the different regions this leaves us with
four unknowns: h1, h2, h3 and h4. The four equations we use to solve for
these unknowns are,
∂M c
∂t
= −∂F
c
∂x
, (5.1)
∂M b
∂t
= −∂F
b
∂x
, (5.2)
∂M cb
∂t
= CR − ∂F
c
b
∂x
, (5.3)
∂ζM
∂t
=
−1
φ(1− Scr − Sbr)
∂
∂x
H∫
ζM
ucdz ≡ D2. (5.4)
We start by solving for the component masses M c, M b and the mass for
dissolved CO2 M
c
b with equations (5.1), (5.2) and (5.3). Next, we solve
for ζM with equation (5.4) when ζR < ζM . If we have the situation that
ζR = ζM we note that we only have three unknowns. With the knowledge
of ζM ,M
c,M b and M cb we use the expressions for the volumes (4.12), (4.13)
and (4.14) from Section 4.4.4 to get the three volumes V cc , V
c
b and V
b
b . When
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we have the volumes we can solve for the three remaining unknowns.
When ζR = ζM , that is h3 = 0 we have that
V bb = φh1 =⇒ h1 =
V bb
φ
V cc = φ(1− sbr)h4 =⇒ h4 =
V cc
φ(1− sbr)
V cb = φ(h2 + sbrh4) =⇒ h2 =
V bc
φ
− sbrh4.
How this is done numerically will be described in the next section.
5.2 Numerical Approach
We start by dividing our 1D interval into a cell-centered equidistant grid
{xj, tm}, where the cell center locations in space and time are given by
xj+1 = xj + ∆x, (5.5)
tm+1 = tm + ∆t. (5.6)
We take ∆x = (xN+1 − x1)/N where x1 and xN+1 are chosen start and end
points respectively, and N are the number of cell-centers. The time step
∆t is limited by a stabilization criteria and will be further discussed when
a discretization method is introduced. The discretization grid is illustrated
in Figure 5.1. When the component fluxes (4.3) are inserted, the two mass
j j + 1j − 1
xj− 1
2
xj+ 1
2
x
1
2
∆x ∆x
∆t
jxj− 12 xj+ 12
tm
tm+1
Figure 5.1: Illustration of the grid points j in the cell-centers and the cell-edges
xj+ 1
2
. To the right grid-cell number j over a time step ∆tm+1 is drawn.
conservation equations (5.1) and (5.2) has the same form as an advection
diffusion equation,
∂M i(h)
∂t
+
∂
∂x
[
f i1(h) + f
i
2(h)
∂h1
∂x
+ f i3(h)
∂h4
∂x
]
= 0, (5.7)
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where h = [h1 h2 h3 h4]. The derivation and the full expressions of the
functions f i1(h), f
i
2(h) and f
i
3(h) are given in Appendix A. Similarly the
equation (5.3) for mass of dissolved CO2 has the form
∂M cb (h)
∂t
+
∂
∂x
[
(f1)
c
b(h) + (f2)
c
b(h)
∂h1
∂x
+ (f3)
c
b(h)
∂h4
∂x
]
= CR, (5.8)
where the functions (fj)
c
b also are given in Appendix A. Furthermore, the
equation (5.4) for conservation of the mobile CO2 has the form
∂ζM
∂t
+ a
∂
∂x
[
g1(ζ) + g2(ζ)
∂ζD
∂x
+ g3(ζ)
∂ζD
∂x
]
= 0, (5.9)
where ζ = [ζD ζR ζM ], a is a constant and the derivation and the full expres-
sions of the functions g1(ζ), g2(ζ) and g3(ζ) are given in Appendix A.
If we start by looking at the equation (5.7) without the diffusion terms we
have an equation of the form:
ut + f(u)x = 0, (5.10)
which is a Hyperbolic Conservation Law. For equations on this form there
exists several numerical methods, see e.g. [21]. Especially the methods that
express local conservation within each cell is of importance. A method with
local conservation is a method of the form
um+1j − umj
∆tm+1
+
φ
m+ 1
2
j+ 1
2
− φm+
1
2
j− 1
2
∆xj
= 0,
where φ
m+ 1
2
j± 1
2
denote the fluxes over the cell edges, which are approximated as
φ
m+ 1
2
j± 1
2
≈ 1
∆tm+1
tm+1∫
tm
f(u(xj± 1
2
, t))dt.
A mass conservative method ensures that the amount of mass in a cell at
time step m + 1 is equal to mass in the cell at time step m minus what has
left the cell in the time-interval ∆tm+1. The different numerical methods
differ on how the flux φ
m+ 1
2
j± 1
2
is discretized. Usually the flux over one edge is
decided by the values in the two neighboring cells (two point stencil)
φ
m+ 1
2
j± 1
2
=
{
φ(umj , u
m
j±1) explicit method,
φ(um+1j , u
m+1
j±1 ) implicit method.
We use a Lax-Friedrichs scheme to discretize the equations (5.1), (5.2), (5.3)
and (5.4).
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5.3 Lax-Friedrichs Method
In this section we describe the explicit form of the Lax-Friedrichs (L-F)
method. The general L-F discretization scheme arises when looking at equa-
tion (5.10) with an artificial diffusion term,
ut + f(u)x − ∆x
2
2∆t
uxx = 0.
The resulting explicit discretization scheme is:
um+1j −
1
2
(
umj−1 + u
m
j+1
)
+
∆t
2∆x
[
f(umj+1)− f(uj−1)
]
= 0, (5.11)
see i.e. [2, 21]. With the definition
φLF(uL, uR) =
1
2
(
f(uL) + f(uR)− ∆x
∆t
(uR − uL)
)
,
where uL = uj−1, uj and uR = uj, uj+1 for φ
m+ 1
2
j− 1
2
and φ
m+ 1
2
j+ 1
2
respectively, the
L-F scheme is on local conservation form. We will return to a discussion of
the stability of this system later.
5.3.1 Resulting Difference Equation
In addition to using the L-F method to discretize the advection term in (5.7),
we discretize the diffusion terms in the following manner,
∂
∂x
(
f(h)
∂h
∂x
)
=
fmj+1/2(h
m
j+1 − hmj ) + fmj−1/2(hmj−1 − hmj )
∆x2
,
where
fmj±1/2 =
1
2
(
f(hmj ) + f(h
m
j±1)
)
.
The obtained difference equations are
[M i]m+1j =
1
2
(
[M i]mj−1 + [M
i]mj+1
)− ∆t
2∆x
(
f i1(h
m
j+1)− f i1(hmj−1)
)−
∆t
∆x2
(
[f i2]
m
j+1/2([h1]
m
j+1 − [h1]mj ) + [f i2]mj−1/2([h1]mj−1 − [h1]mj )−
[f i3]
m
j+1/2([h4]
m
j+1 − [h4]mj ) + [f i3]mj−1/2([h1]mj−1 − [h1]mj )
)
[M cb ]
m+1
j =
1
2
(
[M cb ]
m
j−1 + [M
c
b ]
m
j+1
)− ∆t
2∆x
(
(f1)
c
b(h
m
j+1)− (f1)cb(hmj−1)
)−
∆t
∆x2
(
[(f2)
c
b]
m
j+1/2([h1]
m
j+1 − [h1]mj ) + [(f2)cb]mj−1/2([h1]mj−1 − [h1]mj )−
[(f3)
c
b]
m
j+1/2([h4]
m
j+1 − [h4]mj ) + [(f3)cb]mj−1/2([h1]mj−1 − [h1]mj )
)
+ ∆tCR.
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Similarly we discretize the equation for the interface ζM as
[ζM ]
m+1
j =
1
2
(
[ζM ]
m
j−1 + [ζM ]
m
j+1
)− ∆t
2∆x
(
g1(ζ
m
j+1)− g1(ζmj−1)
)−
∆t
∆x2
(
[g2]
m
j+1/2([ζD]
m
j+1 − [ζD]mj ) + [g2]mj−1/2([ζD]mj−1 − [ζD]mj )−
[g3]
m
j+1/2([ζM ]
m
j+1 − [ζM ]mj ) + [g3]mj−1/2([ζD]mj−1 − [ζD]mj )
)
.
This approach updates the component masses M i and the mass of dissolved
CO2 by using the thicknesses of the regions from the previous time step.
When the masses are updated we use these values together with the new
value for ζM to update ζR and ζD with the volume expressions (4.12),(4.13)
and (4.14) from Chapter 4.
5.3.2 Stability and Monotonicity
To ensure that the numerical solution of the difference equation actually
converges to the true solution of the differential equation it approximates, it
needs to satisfy some conditions. It has been shown that a necessary stability
condition for this convergence is;
Condition 5.1. The domain of dependence of the finite difference method
used should include the domain of dependence of the differential equation it
is approximating, at least in the limit as ∆t, ∆x→ 0.
Mathematically this has been shown [21] that for the equation ut + f(u)x = 0
this can be expressed as:
∆t
∆x
||f ′(u)||L∞ ≤ 1.
Condition 5.1 is known as the Courant-Friedrichs-Lewy(CFL)-condition. The
domain of dependence for the point (x, t) when looking at the equation
ut + f(u)x = 0 is defined as the point ξ = x − f(u)t on the x-axis. If
the CFL-condition is violated then there are points ξ in the true domain of
dependence that are not in the numerical domain of dependence. Changing
the value of the initial data at ξ would thus have an effect on the true so-
lution but not on the numerical solution, and hence the numerical solution
would not converge to the true solution for all initial data. The stability
and convergence of the numerical solution can be demonstrated when the
CFL-condition is fulfilled [2, 21].
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Another useful property of a numerical method is called monotonicity. If
a method is monotone it automatically fulfills the entropy condition. This
condition will not be further discussed here but is a important condition that
ensures that the correct solution is uniquely determined, for details see [21].
We will now make sure that the explicit L-F method is monotone.
An explicit method can be written on the form um+1 = G(um), where
um =
[· · · , umj−1, umi , umj+1, · · · ]T ,
is a vector that contains the solution in all the cells at time step tm [2].
Definition 5.1. An explicit method is called monotone if
u− v ≥ 0 =⇒ G(u)−G(v) ≥ 0.
For an explicit method it holds to check if the Jacobi-matrix G′(u) ≥ 0. If
this is fulfilled then the method is said to be monotone [2]. An L-F explicit
method can be written on the form um+1 = G(um), where:
Gj(u) =
1
2
(uj−1 + uj+1)− ∆t2∆x (f(uj+1)− f(uj−1)) .
The Jacobian-matrix G′(u) ≥ 0 if
∂Gj
∂uj
= 0, X (5.12)
∂Gj
∂uj±1
= 1
2
(1∓ ∆t
∆x
f ′(uj±1)) is not positive if ∆t ≤ ∆x||f ′||L∞ . (5.13)
We recognize this condition as the CFL-condition. We have that the explicit
L-F method is stable and monotone if the CFL-condition is satisfied. This
condition gives us a restriction on the time step ∆t. In order to have a
stable method for our equations (5.1), (5.2) and (5.4) we must also consider
restrictions due to the diffusion term. This diffusion term is also discretized
explicitly and has a more strict stability condition than the CFL-condition:
∆t ≤ ∆x
2
||f ′(u)||L∞ .
5.4 Problems and Challenges
In this section some of the problems and challenges we have met during the
process of solving this model numerically.
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5.4.1 Difficult Solution Approach
Our first solution approach to this model involved solving for the interfaces
directly, without solving for the masses first. First we obtain a pressure equa-
tion in a manner similar to the one in Section 4.4.4. Next, we by substitute
the expressions for the masses M c, M b and M cb into the mass conservation
equations. From this we get a system of equations that can be expressed as
A[∂ζD
∂t
∂ζR
∂t
∂ζM
∂t
]T = b,
where A is a 3x3 matrix with constant elements and b is a vector containing
the flux terms and other terms not involving the ∂/∂t terms. If we multiply
with A−1 on both sides of the expression we get the equation
[∂ζD
∂t
∂ζR
∂t
∂ζM
∂t
]T = A−1b.
From this equation system we can solve for the three interfaces ζD, ζR and
ζM explicitly forward in time.
However, this solution approach involves several situations where the interface-
location constraint must be considered. This means that two or more of the
interfaces interact and we have constraints on the modeling equations. When
we take this into consideration we end up with a complicated system, with
many possible places to do something wrong. Therefore, the approach de-
scribed in the previous sections was chosen instead.
5.4.2 Volume Correction
When we update the component masses and the mass of dissolved CO2 nu-
merically, the associated volumes will not always add up exactly to the an-
alytical volume of each cell. We know that the total volume per unit area
is
V = φH.
To ensure us that we solve for the region thicknesses from a numerical volume
that corresponds to the actual volume of each cell, we scale the numerical
obtained volumes in the following manner[
V˜ cc
]
j
= [V cc ]j
V
([V cc ]j + [V
c
b ]j + [V
b
b ]j)
,[
V˜ cb
]
j
= [V cb ]j
V
([V cc ]j + [V
c
b ]j + [V
b
b ]j)
,[
V˜ bb
]
j
= [V bb ]j
V
([V cc ]j + [V
c
b ]j + [V
b
b ]j)
.
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We use these scaled volumes V˜ to update the region thicknesses as described
in Section 5.1.
To minimize the volume error in the next time step we find the difference
between the numerical volume in each cell and the actual volume in that cell
Rj = [V
c
c ]j + [V
c
b ]j + [V
b
b ]j − V. (5.14)
We add this correction Rj into the pressure equation obtained in Section
4.4.4 for each time step,
A1F
b + A2F
c + A3F
c
b = A3CR(x− x˜) +−
Rj(x− x˜)
∆t
.
This correction ensures us that the obtained datum pressure satisfies the
volume constraint.
5.4.3 Equation Constraints
Since the transport equation (4.5) must fulfill the relation 0 ≤ ζD ≤ ζR, we
have the limit cases (I) and (II) when ζR = ζM :
ζM = ζD
ζD = 0
ζM (I) Limit case: 0 = ζD < ζM ≤ H,
mobile CO2 above dissolved CO2.
(II) Limit case: 0 < ζD = ζM ≤ H,
no dissolved CO2, mobile CO2 above brine.
In limit case (I) we have that ζD = 0 and this corresponds to no pure brine.
In this situation we must be careful to not dissolve CO2 below the bottom
of the aquifer. If to much CO2 has dissolved in the brine, we have that
ζD = h1 < 0. If this is the case this means that we must decrease the mass of
dissolved CO2 M
c
b such that h1 = 0. This is done by considering the volume
of pure brine V bb , and finding the mass M
c
b that corresponds to V
b
b = 0,
V bb = 0 ⇔ M cb =
mb,eqc
mc,eqc
M c −M b
mb,eqc
mc,eqc
− m
b,eq
b
mc,cb
.
5.4 Problems and Challenges 55
This reduces the mass of dissolved CO2 such that h1 = 0. The volumes V
b
c
and V cc will also change as a consequence of the reduced mass M
c
b .
In limit case (II) we have no dissolution region and pure brine below mo-
bile CO2. If we from the updated masses get values such that ζD > ζM
(h2 < 0) it means that we must dissolve in more CO2 to fulfill the constraint
0 ≤ ζD ≤ ζM . To find this increased mass M cb we set
h2 = 0 ⇔ M bc =
sbrρ
mix
b m
c,eq
b
(1− sbr) + sbrρmixb mc,eqb
M c.
From this increased M cb value we get new values for the volumes V
c
c , V
c
b and
V bb .

Chapter 6
Model Application and Results
In this chapter we describe the deep saline aquifer and its related parame-
ters the model presented in Chapter 4 is applied to. We look at the plume
migration and especially the influence the value of the dissolution rate has
on the plume velocity. The numerical results are presented and discussed.
6.1 Model Problem
We apply the model in Chapter 4 to the benchmark study proposed by Dahle
et al. in [9]. This study features a relatively simple geological storage problem
and is designed to highlight important questions around the long-term fate of
the injected CO2. We look at a sloping saline aquifer with constant thickness
H. Both the top and bottom of the aquifer are assumed to be impermeable
rocks. When it comes to the side boundaries we assume that they are open
to flow along the entire extent of the domain. For simplicity we assume that
injection has stopped and that we initially have a rectangular CO2 plume of
width b and height H. This initial plume is located at the interval [x1 x2],
see Figure 6.1.
This initial condition represents a finite release of CO2 and is a piecewise
constant initial data as we mentioned in Chapter 3. We take this condition
to be:
ζD(x, 0) = ζR(x, 0) = ζM(x, 0) =
{
0 if x1 < x < x2,
H else.
We assume homogeneous permeability and constant fluid properties listed in
Table 6.2. The relative permeability functions krb(sc) and krc(sc) are given
by the simple power law expressions by Brooks and Corey that we defined in
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CO2 brine
H
b
L
0
x1 x2
x
θ
Figure 6.1: Sketch over the initial situation in the saline aquifer we are modeling
CO2 migration in. The initial CO2 plume are marked in white and have width b
and height H. The lateral extent we look at is at a length L.
Chapter 2. Here hysteresis is included in the relative permeability functions
and we have
krc = 0.4(1− s2bn)(1− sbn)2 − C, (6.1)
krb = s
4
bn, (6.2)
sbn =
sb − sbr
1− sbr ,
where C is a constant such that krc = 0 when sc = scr (∼ 0.25 for the residual
saturations given in Table 6.2).
We assume line symmetry along the dip direction. Since we look at the
migration in 1D we assume that the domain is symmetric along the center
axis of the domain perpendicular to the dip angle. As mentioned we use an
equidistant grid where each cell has width ∆x along the dip direction.
6.2 Model Application
We apply the model developed in Chapter 4 to the problem described in the
previous section. We want to study the effect of dissolution when we include
convective mixing. The effect of residual trapping is neglected in this study,
and set ζR = ζM (h2 = 0). The equation for the sum of the thicknesses
(h1 + h3 + h4 = H) is used to find a pressure equation like described in
Section 4.4.4. The three mass conservation equations are used to update the
masses M c, M b, M cb in each time step. From these updated masses we find
the thicknesses h1, h3 and h4 like we described in Chapter 5.
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Parameter Symbol Unit Value
Porosity φ [-] 0.15
Height H [m] 50
Length L [m] 150000
Initial CO2 plume width b [m] 4000
Initial CO2 filled int. [x1 x2] [m]
Dip angle θ [-] 2%
Permeability k [m2] 1 · 10−13
Mass fraction of CO2 in brine m
c,eq
b [-] 0.02
Mass fraction of brine in CO2 m
b,eq
c [-] 0
Mix CO2 density ρ
mix
c [kg/m
3] 733
Mix brine density ρmixb [kg/m
3] 1099 *
Pure brine density ρpureb [kg/m
3] 1099 *
CO2 viscosity µc [kg/s m] 0.000061
Brine viscosity µb [kg/s m] 0.000511
Residual brine saturation sbr [-] 0.2
Residual CO2 saturation scr [-] 0.2
Relative CO2 permeability krc [-] (6.1)
Relative brine permeability krb [-] (6.2)
CO2 dissolution rate CR [kg/m
2/s]
Table 6.2: Table over the values assigned to the saline aquifer and to the different
rock and phase properties.
(*)Note that we set ρmixb = ρ
pure
b . We remember the remark on instability from
section 4.4.3. The unstable term is proportional to (ρmixb − ρpureb ), which usually
is on the order of a few [kg/m3] [25]. In principle it is this term that drives the
instabilities on the fine scale. However, one may consider this density difference
as insignificant on the coarse scale and thus avoid the problem with an unstable
coarse scale model. Modeling of the impact of convective mixing will then relie on
the dissolution rate CR. This will not be further discussed here.
6.2.1 Plume Migration
The travel distance and the corresponding migration time are important
temporal and spatial scales for CO2 sequestration. We look at migration
differences when we
A) only consider dissolution due to the movement of the plume, CR = 0,
B) include the dissolution due to convective mixing, CR 6= 0.
Especially we consider the velocity of the plume tip vtip together with different
dissolution rates.
60 Model Application and Results
6.2.2 Triple Point
The triple point is illustrated in the red circle in Figure 6.2. This point
is called the triple point because it is surrounded by three regions: mobile
CO2, dissolved CO2 and brine. We want to investigate if the plume velocity
is dependent on the location of this triple point. That is, if the triple point is
located behind the plume tip or if it is located at the tip. Moreover, we find
an estimate that says something about when this triple point will catch up
with the plume tip for different dissolution rates. In Figure 6.2 a close up of
tm tm+1
∆x
∆X
”triple-
point”
mobile
CO2
diss.
CO2
brine
Figure 6.2: An illustration of what we call the triple point is given in the red
circle. In the red frame a close up of the plume tip is illustrated.
the front tip (rightmost point) of the mobile plume is illustrated in the red
frame. We find an expression for the volume change in this region when we
not include the effect of convective mixing over a time step ∆t. We take ∆x
to be the spatial transfer of the plume tip over a time ∆t, and ∆x is given
by
∆x = vtip ∆t,
where vtip is the tip velocity. The slope in the plume tip is given by ∂ζM/∂x.
The volume change, δV1, per time when we not include convective mixing is
δV1 =
∆x
∆t
∂ζM
∂x
∆Xφsbr = vtip
∂ζM
∂x
∆Xφsbr, unit:
[m ·m
s
]
. (6.3)
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When we include convective mixing the volume change is
δV2 =
CR∆X
ρmixb m
c,eq
b
, unit:
[m ·m
s
]
, (6.4)
where we remember that ρmixb m
c,eq
b is the density of dissolved C02. The ratio
between these volume changes can give us a relation between the velocity of
the tip point and the velocity of the triple point. When δV2 > δV1 the triple
point moves faster than the tip point. This means that the volume change
δV2 can be larger than the volume change δV1 as long as the triple point is
located behind the tip. When the triple point has caught up with the tip
they move with the same velocity and δV1 = δV2.
We take the dimensionless number β to be the ratio between the volume
change δV1 and δV2,
β =
δV1
δV2
=
vtip
∂ζM
∂x
φsbr
CR
ρmixb m
c,eq
b . (6.5)
To obtain a dissolution region to the right of (ahead of) the mobile plume tip
is physically impossible. This means that the triple point never is located in
front of the plume tip. When δV1 = δV2 we have that the triple point and
the tip point is equal, β = 1.
If we look at the slope ∂ζM/∂x this means that as long as the triple point
is behind the tip point the slope decreases and the angle between ζM and
H also decreases. When the triple point catches up with the tip point, the
slope ∂ζM/∂x stops decreasing.
6.3 Results
In this Section we present some of the results we have obtained for the model
problem presented in Section 6.1. We have studied the plume migration with
and without convective mixing and looked at the influence the value of the
dissolution rate has on the velocity of the plume tip.
6.3.1 Plume Migration
We start by looking at the effect of dissolution the first 5400 years after in-
jection stops when convective mixing not is included. This is the same as
saying that the dissolution rate CR = 0. When this is the case, dissolution
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of CO2 is due to the movement of the plume. There will still be dissolution
as a result of equilibration between mobile CO2 and residual brine as CO2
drains a region with pure brine.
Next, we show the simulations of the plume migration the first 5400 years
when we include convective mixing for two different dissolution rates.
1) CR = 0kg/m
2/s, in Figure 6.3.
2) CR = 3.2 · 10−10 kg/m2/s ∼ 0.01kg/m2/year, in Figure 6.4.
3) CR = 1.6 · 10−9 kg/m2/s ∼ 0.05kg/m2/year, in Figure 6.5.
The dark gray represents the brine, the green represents the dissolved CO2
and the mobile CO2 is white.
In the first case, when CR = 0 we see that a small trail of dissolved CO2
is left behind as the CO2 plume migrates. This dissolution region is created
due to the movement of the plume. We see that the dissolved CO2 not is left
as a shadow of where the mobile CO2 has migrated, but is forced to lie close to
the top of the aquifer. We will return to a discussion around this phenomena.
When we include convective mixing we see that the dissolution region is
clearly more visible. The dissolution region starts to develop under the mo-
bile CO2 relatively early for both dissolution rates. However, the dissolution
region is thicker and is created earlier for the largest dissolution rate. For
the largest dissolution rate we also see that the dissolution region reaches the
bottom of the aquifer within the time we are considering.
Numerical Diffusion
In Figure 6.3, 6.4 and 6.5 we see that we have some diffusion at the back
end of the plume. This can not be explained physically since we have chosen
ρpureb = ρ
mix
b and thereby neglected the diffusion term ∂
2ζD/∂x
2. However, we
suspect this to be a result of numerical diffusion. To investigate this we have
refined the grid for one dissolution rate for comparison. This refinement
showed less diffusion in the back end of the plume. This indicates that
the grid chosen not is convergent and that we may have some quantitative
differences from a more refined grid. However, the numerical diffusion in the
back end of the plume does not give any qualitative differences.
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Figure 6.3: Migration of the CO2 plume the first 5400 years after injection stops.
The dark gray represents the brine, the green represents the dissolved CO2 and the
mobile CO2 is white. Here is convective mixing not included and CR = 0. We
see that after some time it is possible to see the trail of dissolved CO2 behind the
mobile CO2.
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Figure 6.4: Migration of the CO2 plume the first 5400 years after injection stops.
The dark gray represents the brine, the green represents the dissolved CO2 and the
mobile CO2 is white. Here we include convective mixing, and
CR = 3.2 · 10−10 kg/m2/s. We see that the trail of dissolved CO2 is more visible
than with CR = 0. Also, the dissolution region and the triple point is closer to the
plume tip.
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Figure 6.5: Migration of the CO2 plume the first 5400 years after injection stops.
The dark gray represents the brine, the green represents the dissolved CO2 and the
mobile CO2 is white. Here we include convective mixing, and
CR = 1.6 · 10−9 kg/m2/s. We see that the trail of dissolved CO2 is even more
visible than with CR = 3.2 · 10−10 kg/m2/s. For this dissolution rate we see that
the dissolution region reaches the bottom of the aquifer within the time we are
considering.
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6.3.2 Dissolution Rate and the Triple Point
As indicated earlier the location of the triple point can be of importance re-
garding the tip velocity. Here we find some estimates of the dissolution rate
when the triple point is located at the tip point. We start by approximating
the tip velocity vtip and the slope in the tip ∂ζM/∂x when convective mixing
not is included. From these values we find a limit value CRL for the dissolu-
tion rate by setting the dimensionless number β = 1. When β = 1 we have
that the triple point is located at the tip, and they move with the same. The
estimated values for different times are listed in Table 6.3;
Time vtip CRL ⇐⇒ β = 1
years m/s
∂ζM
∂x
kg/m2/s
300 1.3 · 10−6 0.042 1.6 · 10−8
600 1.0 · 10−6 0.037 1.2 · 10−8
900 8.9 · 10−7 0.031 9.1 · 10−9
1500 7.6 · 10−7 0.014 3.2 · 10−9
2200 6.7 · 10−7 0.0007 1.6 · 10−10
2900 6.3 · 10−7 0.0002 3.2 · 10−11
3500 6.0 · 10−7 0.0001 2.6 · 10−11
4200 5.7 · 10−7 3.7 · 10−5 7.0 · 10−12
4800 5.6 · 10−7 2.4 · 10−7 4.3 · 10−14
Table 6.3: Tip velocities vtip and slopes ∂ζM/∂x for different times when convec-
tive mixing not is included gives estimates on the dissolution rates when the triple
point has caught up with the tip point.
From the numbers in Table 6.3 we choose dissolution rates around the limit
vales marked in red for our further discussions on the location of the triple
points influence on the tip velocity.
To illustrate the expected effect of the triple points location we look at the
plume migration after 2900 years for different dissolution rates, given in Fig-
ure 6.6. For the first three dissolution rates the triple point is marked with
a red dot, and we see that it is located closer to the tip point for increasing
dissolution rates. For the three highest dissolution rates the triple point has
caught up with the plume tip. We discuss this further in the next section.
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Figure 6.6: Migration after 2900 years with different dissolution rates. Brine is
represented in dark gray, dissolved CO2 in green and mobile CO2 in white. The
red dots for the three first dissolution rates represents the approximate location of
the triple point. For the three last dissolution rates the triple point is located at the
tip of the plume, that is: the triple point has caught up with the tip point.
6.3.3 Tip Velocity and Dissolution Rate
For different dissolution rates we investigate the location of the plume tip at
different times. We find that the distance from the initial point is dependent
on the dissolution rate. This distance decreases for increased dissolution rate
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as shown in Figure 6.7. The migrated distance after 5400 years with a disso-
lution rate CR = 0.3kg/m
2/year compared to CR = 0 is reduced with almost
50km.
We calculate the tip velocity vtip numerically for 16 different dissolution
Figure 6.7: Distance the plume tip has migrated from the initial state with time
for different dissolution rates.
rates, for 4 different times. The dissolution rate is taken to be
CR ∈ [0, 4.0 · 10−9] kg/m2/s, and we look at the tip velocity 300, 600, 1500
and 2900 years after injection stops.
In Figure 6.8 we see the tip velocity after 300, 600, 1500 and 2900 years
for increasing dissolution rates. We see that the tip velocity actually is de-
pendent of the dissolution rate. The velocity seems to have two characteristic
values. One constant tip velocity up to a certain limit dissolution rate CRL,
and then a velocity dependent of the dissolution rate. This is a observation
that not is visible in high numerical simulations by e.g. [30, 28], one reason
for this could be the high complexity of the system. However, for our sim-
plified model this phenomena is visible and we can explain this observation
with the discussion we had regarding the triple point. For a small dissolution
rate (CR < CRL) the triple point is located behind the tip point, and the
plume tip migrates with a constant velocity independent of the dissolution
rate. When the triple point catches up with the plume tip, the tip velocity
changes and becomes a function of the dissolution rate. For later times both
the tip velocity and the limit dissolution rate CRL changes, but the trend is
the same. Compared to the estimates we found in Table 6.3 the dissolution
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rates we looked at seems fairly reasonable. However, we can not conclude
anything on the exact limit cases for the dissolution rates.
Figure 6.8: Tip velocity as a function of the dissolution rate CR for 300, 600,
1500 and 2900 years. The tip velocity seems to have one characteristic value up to
a certain limit dissolution rate, and then a velocity dependent on the dissolution
rate for larger dissolution rates.
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6.3.4 Trail of Dissolved CO2
In this section we discuss the location of the trail of dissolved CO2 left be-
hind as the mobile CO2 migrates. When convective mixing not is included
dissolved CO2 is left behind as CO2 drains pure brine, and one could imagine
that the dissolution region is left behind as a shadow of where the mobile
CO2 has migrated. However, if we look at the dissolution region after 2900
years in Figure 6.3 and in Figure 6.6 where convective mixing not is included,
we see that the dissolution region is located near to the top of the aquifer.
This is the opposite of what one might expect. We see that areas previously
filled with CO2 now is filled with dissolved CO2 only close to the aquifer top,
and brine below the dissolution region.
The situation 2900 years after injection stops when convective mixing not
is included is illustrated in Figure 6.9.
Figure 6.9: 2900 years after injection stops, with dissolved CO2 located near the
top of the aquifer. In the red cross section the brine moves upwards in the vertical
direction and acts as a replacement in areas previously filled with mobile CO2. The
arrows illustrates the flow directions.
In the red cross section we have that areas previously filled with CO2 are
filled with brine from below as the mobile CO2 plume moves to the right.
The white arrow illustrates that the brine moves upwards in the vertical
direction. We interpret this to mean that the flow of the wetting phase
dominates the dissolution region and brine forces the dissolution region to
be close to the top. Behind the red cross section we have that brine only
moves in the lateral direction. This means that the situation for the region
of dissolved CO2 has stabilized near the top of the aquifer. For increased
dissolution rates the phenomena is the same, namely that the brine forces
the dissolved CO2 upwards.
Chapter 7
Summary and Conclusions
Both the migration process and the trapping processes presented in Chapter 1
are inherently complex. The processes spans multiple spatial and temporal
scales. Hence, modeling the problem at scales appropriate for evaluating long
term storage of CO2 is computationally expensive.
To simplify the problem it has been common to use sharp interface models
with an assumption of vertical equilibrium. Also, to obtain analytical solu-
tions to the problem the effect of dissolution trapping has been neglected.
However, it has been shown that dissolution trapping, and especially the ef-
fect of convective mixing, can be of great importance when considering CO2
migration.
Analytical solutions to the sharp the interface models discussed in Chap-
ter 3 are limited in the sense that they only include residual trapping. The
analytical solutions in [13, 18] show that the time scale associated with the
plume migration is so large that the assumption of neglecting dissolution
becomes questionable. Therefore, the model presented in Chapter 4 is an
improvement in the sense that it includes effects of both direct dissolution
and convective mixing. Since we have simplified a very complex process, this
framework enables us to model over much larger spatial and temporal scales
than would be possible using traditional high resolution numerical models.
We have studied the plume migration with and without the effect of con-
vective mixing and looked at the influence the value of the dissolution rate
has on the tip velocity. Physically we have discussed that the location of the
triple point (point between region of dissolved CO2, pure brine and mobile
CO2) could effect the plume velocity. Our results shows that the value of
the dissolution rate has a great impact on the tip velocity. Actually we find
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that the tip velocity has two characteristic values. One constant tip veloc-
ity up to a certain limit dissolution rate, and then a velocity dependent on
the dissolution rate. This has not been shown in high resolution numerical
models, and is a phenomena that we actually can explain physically by the
location of the triple point. As long as the triple point is located behind
the tip of the plume, the tip velocity is independent of the dissolution rate.
When the triple point has caught up with the plume tip, the characteristic
tip velocity changes. Exactly when the triple point catches up with the tip
point is dependent on the dissolution rate. This observation contributes to
a better understanding of the dynamics of the plume migration.
Appendix A
The Full Flux Expressions
In this appendix the full expression for the spatial derivative of the datum
pressure is given. The corresponding component fluxes are also given.
Pressure Equation
We remember the four different regions:
pure brine
dissolved CO2
pure CO2 (residual), dissolved CO2
pure CO2 (mobile), dissolved CO2
4
3
2
1
0
ζD
ζR
ζM
H {h1 = H − ζM
{h2 = ζM − ζR
{h3 = ζR − ζD
{h4 = ζD
Total mass per area for each component:
M c = φ
[
ρmixb m
c,eq
b (h3 + (1− scr)h2 + sbrh1) + (A.1)
ρmixc m
c,eq
c (scrh2 + (1− sbr)h1)
]
,
M b = φ
[
ρmixb m
b,eq
b (h3 + (1− scr)h2 + sbrh1) + ρpureb h4 (A.2)
ρmixc m
b,eq
c (scrh2 + (1− sbr)h1)
]
.
M cb = φ ρ
mix
b m
c,eq
b (h3 + (1− scr)h2 + sbrh1) (A.3)
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Total flux for each component:
F c = ρmixb m
c,eq
b (ub3h3 + ub2h2) + ρ
mix
c m
c,eq
c uc1h1, (A.4)
F b = ρmixb m
b,eq
b (ub3h3 + ub2h2) + ρ
pure
b ub4h4 + ρ
mix
c m
b,eq
c uc1h1, (A.5)
F cb = ρ
mix
b m
c,eq
b (ub3h3 + ub2h2) . (A.6)
Darcy velocities in each region:
uc1 = −kλc1
(
∂P
∂x
− g cos θ
(
∆ρ1
∂h4
∂x
−∆ρ2∂h1
∂x
)
− gρmixc sin θ
)
,
ub2 = −kλb2
(
∂P
∂x
− g cos θ∆ρ1∂h4
∂x
− gρmixb sin θ
)
,
ub3 = −kλb3
(
∂P
∂x
− g cos θ∆ρ1∂h4
∂x
− gρmixb sin θ
)
,
ub4 = −kλb4
(
∂P
∂x
− gρpureb sin θ
)
,
where ∆ρ1 = ρ
pure
b − ρmixb , ∆ρ2 = ρmixb − ρmixc .
Mass conservation equations:
∂M c
∂t
+
∂F c
∂x
= 0 (A.7)
∂M b
∂t
+
∂F b
∂x
= 0 (A.8)
∂M cb
∂t
+
∂F cb
∂x
= CR, (A.9)
Pressure Equation:
A1
(
∂M b
∂t
+
∂F b
∂x
)
+ A2
(
∂M c
∂t
+
∂F c
∂x
)
+ A3
(
∂M cb
∂t
+
∂F cb
∂x
)
= A3CR,
m (A.10)
∂
∂x
(
A1F
b + A2F
c + A3F
c
b
)
= A3CR,
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where:
A1 =
1
ρpureb
,
A2 =
1
ρmixc m
c,eq
c
− m
b,eq
c
ρpureb m
c,eq
c
,
A3 =
1
ρmixb m
c,eq
b
− 1
ρmixc m
c,eq
c
+
mb,eqc
ρpureb m
c,eq
c
− m
b,eq
b
ρpureb m
c,eq
b
.
Isolated expression for the datum pressure from (A.10):
∂P
∂x
= p1(h, x) + p2(h)
∂h4
∂x
+ p3(h)
∂h1
∂x
, (A.11)
where h = [ h1 h2 h3 h4 ],
p1 =
1
C1 + C2 + C3
(
g sin θ
(
ρmixc C1 + ρ
pure
b C3 + ρ
mix
b C2
)− A3CR(x− x˜)
k
)
,
p2 =
1
C1 + C2 + C3
g cos θ∆ρ1(C1 + C2),
p3 = − 1
C1 + C2 + C3
g cos θ∆ρ2C1,
where we have defined
C1 = λc1h1(A1ρ
mix
c m
b,eq
c + A2ρ
mix
c m
c,eq
c ),
C2 = (λb3h3 + λb2h2)(A1ρ
mix
b m
b,eq
b + (A2 + A3)ρ
mix
b m
c,eq
b ),
C3 = λb4h4A1.
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Expressions for the Component Fluxes
We insert the expression for the datum pressure (A.11) to obtain the full
expressions for the different fluxes (A.4, A.5, A.6).
Total flux for the CO2 component:
F c = f c1(h, x) + f
c
2(h)
∂h4
∂x
+ f c3(h)
∂h1
∂x
, (A.12)
where
f c1 = −k
(
ρmixb m
c,eq
b (λb3h3 + λb2h2)
[
p1 − gρmixb sin θ
]
+
ρmixc m
c,eq
c λc1h1
[
p1 − gρmixc sin θ
] )
,
f c2 = −k
(
ρmixb m
c,eq
b (λb3h3 + λb2h2) + ρ
mix
c m
c,eq
c λc1h1
)
[p2 − g∆ρ1 cos θ] ,
f c3 = −k
(
ρmixb m
c,eq
b (λb3h3 + λb2h2)p3 + ρ
mix
c m
c,eq
c λ1h1 [p3 + g∆ρ2 cos θ]
)
.
Total flux for the brine component:
F b = f b1(h, x) + f
b
2(h)
∂h4
∂x
+ f b3(h)
∂h1
∂x
, (A.13)
where
f b1 = −k
(
ρmixb m
b,eq
b (λb3h3 + λb2h2)
[
p1 − gρmixb sin θ
]
+
ρmixc m
b,eq
c λc1h1
[
p1 − gρmixc sin θ
]
+ ρpureb λb4h4[p1 − gρpureb sin θ]
)
,
f b2 = −k
( (
ρmixb m
b,eq
b (λb3h3 + λb2h2) + ρ
mix
c m
b,eq
c λc1h1
)
[p2 − g∆ρ1 cos θ] +
ρpureb λb4h4p2
)
,
f b3 = −k
(
ρmixb m
b,eq
b (λb3h3 + λb2h2)p3 + ρ
mix
c m
b,eq
c λ1h1 [p3 + g∆ρ2 cos θ] +
ρpureb λb4h4p3
)
.
Total flux for the dissolved CO2:
F cb = f
c
b1(h, x) + f
c
b2(h)
∂h4
∂x
+ f cb3(h)
∂h1
∂x
, (A.14)
where
f cb1 = −kρmixb (λb3h3 + λb2h2)
[
p1 − gρmixb sin θ
]
,
f cb2 = −kρmixb (λb3h3 + λb2h2) [p2 − g∆ρ1 cos θ] ,
f cb3 = −kρmixb (λb3h3 + λb2h2)p3.
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Appendix B
Nomenclature
Symbol Description Unit
φ (Effective) porosity -
ρ Desity kg/m3
µ Viscosity kg/ms
c Compressibility -
V Volume m3
p Pressure kg/ms2
sα Saturation of phase α -
sαr Residual saturation of phase α -
miα Mass fraction of component i in phase α -
ρmixα Mix density phase α kg/m
3
ρbα
pure Pure density phase α kg/m3
u Darcy velocity / Volumetric flux m/s
k Permebility m2
g Accelaration due to gravity m/s2
krα Relative permeability phase α -
λα Mobility for phase α -
swn Normalized water saturation -
Pc Capillary pressure kg/ms
2
F Flux kg/m2s
q Source / sink term -
C Concentration kg/m3
D Diffusion coeffcient -
θ Dip angle -
T Teperature ◦ C
H Thickness of the aquifer m
Sα Vertically integrated saturation -
Λα Vertically integrated mobility -
CR Mass production rate of dissolved CO2 per time kg/m
2/s
ζM Interface for mobile CO2 -
ζR Interface for residual CO2 -
ζD Interface for dissolved CO2 -
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