Abstract. The row by row decoupling problem (RRDP) for descriptor systems is considered using proportional state feedback and input transformation. Necessary and sufficient conditions for the solvability of the RRDP are provided. These solvability conditions can be readily verified. A constructive solution to the RRDP is given so that the desired feedback and input transformation matrices can be obtained by a numerically reliable procedure.
Introduction.
The row by row decoupling problem (RRDP) has played a central role in classical as well as modern control theory, since it provides a powerful methodology to reduce a multi-input/multioutput complex system to a set of single input/single output systems, thus facilitating a decoupled control strategy of such systems. The row by row decoupling is usually required for ease of system operations, for example, in the process and chemical industries [1, 2] .
Consider descriptor systems of the form
where E, A ∈ R n×n , B ∈ R n×m , C ∈ R m×n , E is singular, x ∈ R n is the state, u ∈ R m is the control input, and y ∈ R m is the output. It is well known that the existence and uniqueness of (classical) solutions to (1) are guaranteed if (E, A) is regular, i.e., det(αE − βA) = 0 for some (α, β) ∈ C 2 . The system (1) is said to have index at most one if the dimension of the largest nilpotent block in the Kronecker canonical form of (E, A) is at most one [17] .
Descriptor systems that are regular and of index at most one can be separated into purely dynamical and purely algebraic parts (fast and slow modes). If the index is larger than 1, then impulses can arise in the response of the system if the control is not sufficiently smooth [7, 17] . Therefore, in the design of feedback control, one should ensure that the closed-loop system is regular and of index at most one.
If we apply state feedback of the form u = F x + Hv (2) to the descriptor system (1), then the closed-loop system becomes Eẋ = (A + BF )x + BHv, y = Cx.
The problem to be considered can be stated as follows.
The RRDP. Given a descriptor system of the form (1), determine a state feedback matrix F ∈ R m×n and a nonsingular input transformation matrix H ∈ R m×m such that (a) the pencil (E, Before studying the RRDP for the descriptor system (1), we summarize the main results on the RRDP available in the literature.
The RRDP for linear time-invariant systems of the form Eẋ = Ax + Bu, y = Cx (5) with E, A ∈ R k×k , B ∈ R k×p , C ∈ R p×k , and E nonsingular has been investigated extensively over the last three decades and is still attracting continuing interests [2, 3, 4, 5, 6, 9, 10, 21] . In particular, because system (5) is equivalent to
we have the following theorem.
Theorem 1 (see [3] ). Given system (5) with E nonsingular, let c i be the ith row of C. If
for some nonnegative integer j, then set
. . .
Then the RRDP for system (5) is solvable if and only if the matrix L is nonsingular. In this case, a solution pair (F, H) is given by
Although Theorem 1 provides an explicit solution for the RRDP of the linear time-invariant system (5) with E nonsingular, some natural questions remain.
(a) If the RRDP is solvable, (i) can we solve the RRDP with the additional requirement of stability?
(ii) does numerically reliable solution exist for the RRDP with stability?
(b) If the RRDP is not solvable, can one resort to a relaxed problem of triangular decoupling? Regarding (a)(i), the RRDP with stability for the system (5) has been investigated in [5, 6] using geometric and structural approaches, giving coordinate-free solvability conditions. But, the results in [5, 6] cannot lead to numerically reliable methods for computing a solution to the problem. To address (a)(ii), a numerically reliable method has been developed in [14] based on orthogonal transformations. If the condition of Theorem 1 is not satisfied so that the RRDP is not solvable, it is shown in [15] that a triangular decoupling problem may be solvable under less restrictive conditions. In [15] , explicit solvability conditions are provided with a parameterization of all solutions to the triangular decoupling problem.
Unfortunately, the above results for the RRDP for the system (5) with E nonsingular cannot be readily extended to the general descriptor system (1). For example, it is not possible to apply existing results to system (1) by decomposing it into differential and algebraic parts and then deal with them separately. Instead, it is necessary to develop a separate theory to handle the RRDP for descriptor systems. The RRDP for descriptor system (1) has been studied in [7, 11, 19] . In [7] , it is shown that the RRDP for system (1) is solvable using combined proportional and derivative state feedback if and only if the input-output transfer function is invertible. However, the use of derivative feedback is undesirable due to noise accentuation and an increase in the system order. To our knowledge, the solution is still not known for the RRDP of the descriptor system (1) using only proportional state feedback.
A problem related to the RRDP is the disturbance decoupling problem. Although the objectives of the RRDP are different from the disturbance decoupling problem, we will make use of the matrix pencil approach developed in [12, 13] to characterize necessary and sufficient conditions for the solvability of the RRDP for the system (1). In this paper, we provide numerically reliable methods for verifying the solvability of the RRDP for the system (1) and for computing the solution matrices F and H. These results are new to our knowledge and are valuable, as real descriptor systems with singular E do exist in practice. However, the RRDP with stability for the descriptor system (1) remains an open problem.
The paper is organized as follows. Some necessary preliminary results for matrix pencils are collected in section 2. In section 3, necessary and sufficient solvability conditions as well as a numerically reliable algorithm for the RRDP of descriptor system (1) are established. Concluding remarks are included in section 4.
Preliminaries.
The following two lemmas are basic results for matrix pencils and will be needed in the development to be given in the next section.
Lemma 2 (see [12, 14] 
if and only if
(ii) assume
(ii) if E and D are of full row rank, then
Proof. Part (i). We can assume without loss of generality that
and let the generalized upper triangular form [8, 20] of and the equality rank(D) = τ yield that
Part (ii). Since E and D are of full row rank, by part (i) we obtain that
But, it is obvious that
Hence,
The next lemma provides necessary and sufficient conditions for a matrix pencil to be regular and of index at most one.
Lemma 4 (see [7, 17] (iii) deg(det(sE − A)) = rank(E).
Main results.
The purpose of this section is to present necessary and sufficient solvability conditions as well as a numerically reliable algorithm for the RRDP of descriptor system (1) . For this purpose, first we transform the RRDP for descriptor system (1) into the RRDP for a linear time-invariant system using orthogonal transformations. (8) such that n 1 + n 2 + n 3 = n 1 +ñ 2 +ñ 3 = n, Q 11 is nonsingular, and ⎡
where E 11 and B 21 are nonsingular, and sE 33 − A 33 is of full column rank for any s ∈ C.
Proof. The form (9) is constructed in [23] .
In the following, we give a system interpretation of the form (9) . With respect to the coordinate transformations in the form (9), the system (1) can be expressed as
where V T x represents the transformed state vector and W T u the transformed input. Let
Because sE 33 − A 33 is of full column rank for any s ∈ C, according to [22] , we know that
Consequently, E 33ẋ3 = A 33 x 3 is a redundant subsystem (associated with x 3 constrained to be zero). As the redundant subsystem has a zero trajectory x 3 = 0, we can delete this part. Therefore, (1) is reduced to
• a regular subsystem (with nonsingular
• an algebraic subsystem (associated with
The algebraic part of the system results in the algebraic condition (14) , which must be satisfied. This can be taken as an algebraic constraint on the feasibility of the system (1). Since B 21 is nonsingular, we can always find an input u 1 to ensure that the descriptor system (1) is consistent. If we consider
as a new input and choose
, then the regular subsystem (13) becomes
and the algebraic constraint (14) is satisfied. The regular subsystem (15) preserves the finite zeros of the descriptor system (1), as shown in the next corollary.
Corollary 6. Given a descriptor system (1), let the form (9) be determined. Then the finite zeros of system (1) are the same as those of system (15) .
Proof. The finite zeros of systems (1) and (15) are the finite eigenvalues of matrix pencils
respectively. By construction, B 21 is nonsingular and sE 33 − A 33 has full column rank for any s ∈ C. Hence, we obtain by means of the form (9) that matrix pencils
have the same finite eigenvalues. Therefore, systems (1) and (15) have the same set of finite zeros. After removing the redundant subsystem E 33ẋ3 = A 33 x 3 and assuming that the algebraic consistency (14) is satisfied, it is therefore natural to focus on the regular subsystem (15) of the descriptor system (1).
The following lemma shows that the form (9) can be used to characterize the existence of a feedback matrix F such that the pencil (E, A + BF ) is regular and of index at most one.
Lemma 7. Given a descriptor system of the form (1), there exists a matrix F such that the pencil (E, A + BF ) is regular and of index at most one if and only if
We have
Necessity. Let F ∈ R m×n be such that the pencil (E, A + BF ) is regular and of index at most one. Then by the regularity of (E, A + BF ) we have
which together with (18) Note that sE 33 − A 33 is of full column rank for any s ∈ C. Thus,
Since the pencil (E, A + BF ) is regular and of index at most one, sE 33 − A 33 is of full column rank for any s ∈ C, and we have using Lemma 4(iii) and (19) that
Because E 11 ∈ R n1×n1 is nonsingular, we also have
Hence, we obtain
which together with (19) give the condition (16) .
Sufficiency. Assume condition (16) holds. It follows thatñ 2 = n 2 and rank(E) = n 1 . Let 22 , and F 23 are arbitrary. (23) By Lemma 4(ii), we know that (E, A + BF ) is regular and of index at most one.
In Corollary 6, it is shown that systems (1) and (15) have the same set of finite zeros. In the next result it will be shown that the RRDP for descriptor system (1) can be reduced to the RRDP for the linear time-invariant system (15 
is nonsingular and diagonal.
Proof. For any F ∈ R m×n and H ∈ R m×m , denote W T F V as in (17), and let
Clearly, if H is nonsingular, thenH is nonsingular. We will first prove "necessity" and then "sufficiency."
Necessity. Let F ∈ R m×n and H ∈ R m×m with H nonsingular be such that the pencil (E, A + BF ) is regular, of index at most one, and (4) is true. Then condition (16) of the theorem follows directly from Lemma 7. Note that the condition (16) implies thatñ
We have shown in the proof of Lemma 7 that (20) 
where
SinceH, B 21 , and A 22 + B 21 F 12 are nonsingular, so is H. Hence, the nonsingularity and diagonality of C(sE − A − BF ) −1 BH imply that T F ,H (s) is nonsingular and diagonal. This is equivalent to the solvability of the RRDP for system (15) .
Sufficiency. We will prove the sufficiency constructively. Assume that conditions (16) and (24) hold. Condition (16) implies that n 2 =ñ 2 , and so the system (15) is square. From the condition (24) there are matrices F and H with H nonsingular and
partition F as in (17), and defineH by (26). We have that A 22 + B 21 F 12 = −I and (29) and (30) hold. By condition (16) and the proof of the sufficiency of Lemma 7, (E, A + BF ) is regular and of index at most one. Moreover, (28) yields that
BH is nonsingular and diagonal. In general, 0 C 2 = 0, and, consequently, Theorem 1 cannot be extended to system (15) . Hence, we reduce the RRDP for system (15) to the one for a system of the form (5) via the following factorization.
Theorem 9. Given a descriptor system (1) and assuming that the form (9) has been determined, then there exist orthogonal matrices U, V, and W and a permutation matrix P such that
where 
The main feature of system (37) is that it is a linear time-invariant system of the form (5) because
is nonsingular. Remark 1. In the descriptions above, we set u 11 = 0 to motivate how the system (37) may be deduced from the system (15) by a particular choice of the input. Hence, if the RRDP for the system (15) is solvable, so must the RRDP for the system (37) (i.e., the latter is a necessary condition for the former). However, whether the RRDP for the system (15) is solvable or not should not depend on the choice of the input. Indeed, in Theorem 10, we show that a necessary and sufficient condition for the solvability of the RRDP for the system (15) can be expressed in terms of the solvability of the RRDP for the system (37) independent of the choice of the input, and an examination of the proof of Theorem 10 will reveal that we never make use of u 11 = 0 in the proof. To summarize, the descriptions above are just a simple argument intended to introduce the form of the system (37) for easy reference in Theorem 10; otherwise, the choice u 11 = 0 is not used in the rigorous proof of the equivalence between the RRDPs for the systems (15) and (37).
The following theorem shows that we can reduce the RRDP for system (15) further to the RRDP for system (37).
Theorem 10. Given a descriptor system (1), suppose the forms (9) and (32) have been determined. Assume that the condition (16) Proof. Since n 3 =ñ 3 in the form (9), n 2 =ñ 2 and
Necessity. Assume that F and H with H nonsingular solve the RRDP of system (15), T F ,H (s) defined by (25) being diagonal and nonsingular. Let
Since P is a permutation matrix, PT F ,H (s)P T is also diagonal and nonsingular, or, equivalently,
T is diagonal and nonsingular; here 
By Lemma 2(i) and properties (34) and (46), we get 
is diagonal and nonsingular, and E 11 ∈ R n1×n1 , we have using (34), (50), (51), and the nonsingularity of H 22 and E 11 that 
is diagonal and nonsingular. Hence, the condition (39) of the theorem follows. Sufficiency. We will prove the sufficiency constructively. Assume that conditions (38) and (39) hold. Since n 3 =ñ 3 implies n 2 =ñ 2 , the system (37) is square. From the condition (39) there are matricesF 22 
,
and partition W T FV and W T HP T as in (41). A direct calculation yields that
and, furthermore,
P is diagonal and nonsingular. Therefore, F and H above solve the RRDP for system (15) . By combining Theorems 1, 8, and 10 we obtain the following result, which presents explicit and numerically verifiable necessary and sufficient solvability conditions for the RRDP of system (1).
Theorem 11. Given a descriptor system (1) and assuming that the forms (9) and (32) have been determined, then the following statements are equivalent: 
where L is defined as follows. Let c i be the ith row of C 22 . If
for some nonnegative integer j; then set
It is well known that it is ill-conditioned to compute the matrix L in Theorem 11(iii). Hence, Theorem 11(iii) cannot be used for the purpose of numerical computation [18] . Fortunately, the RRDP for system (37), in which
is nonsingular, has been reinvestigated, and a numerically reliable algorithm has been developed using orthogonal transformations in [14, 16] . As a result, Theorem 11(ii), the proofs of Theorems 8 and 10, and the work in [14, 16] can be used as a basis for devising a numerically reliable algorithm for solving the RRDP for the descriptor system (1) as follows. Algorithm 1. Input: Matrices E, A, B, and C of the system (1) with E singular. Output: Solution (F, H) [16] .
Step 4. Solve the 4 linear equations in (59) and (31) to get (F, H). Output (F, H) and stop.
In Algorithm 1, Steps 1, 2, and 3 are implemented using only orthogonal transformations, and the equations in Step 4 can be solved by existing reliable methods in MATLAB software. Therefore, Algorithm 1 is numerically reliable.
In the following we present a numerical example to illustrate Algorithm 1. In this example, all calculations were carried out using MATLAB 5.3 on a HP 712/80 workstation with IEEE standard; i.e., the machine accuracy is about ∼ = 10 −16 . For the sake of space limitation, we display only the matrices in systems (1), (15) , and (37) and the computed (F, H) . But, all other data produced by Algorithm 1 can be obtained from us on request.
Example 1. Given a system of the form (1) with , E is singular with rank(E) = 5. By performing
Step 1 of Algorithm 1 we get the form (9) with n 1 = 5, n 2 =ñ 2 = 1, n 3 =ñ 3 = 0, E 23 and E 33 are nonexistent, 
So, the condition (16) is true. Next, we perform Step 2 of Algorithm 1 to get the form (32) with 
where Θ 11 is nonsingular and Φ 22 = −1.00000000000004 = 0. Thus, the pencil (E, A + BF ) is regular and of index at most one. Furthermore, a simple calculation by using MATLAB code Although the off-diagonal elements of C(sE −A−BF ) −1 BH are not exactly zero, the numerator coefficients of all off-diagonal terms are of an order of magnitude O(10 −14 ) that are attributed to numerical rounding error. Thus, C(sE − A − BF ) −1 BH is for practical purposes diagonal and nonsingular. This can also be demonstrated by a step response analysis: it has been found that the response to steps or sinusoidal inputs applied on each separate control channel of the closed-loop system effectively gives terms on the off-diagonal parts which are about O(10 −14 ). Hence, the above pair (F, H) is a solution of the RRDP for system (1).
Remark 2. We can also verify that C(sE − A − BF ) −1 BH in Example 1 is diagonal as follows.
Let (BH) i denote the ith column of BH ( i = 1, 2, 3). We obtain orthogonal matrices W i and W i (i = 1, 2, 3) by computing the controllable staircase forms [20] 
21 / C = O(1), Υ
31 / C = O(1). Therefore, C(sE − A − BF ) −1 BH is diagonal.
Conclusions.
We have presented necessary and sufficient conditions for the solvability of the RRDP for descriptor systems. A numerical procedure, which is implementable and reliable, has been provided to verify these solvability conditions and compute the solution matrices.
