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a b s t r a c t
This work illustrates a new approach to field-aligned coordinates for plasma turbulence simulations
which is not based on flux variables. The method employs standard Cartesian or polar coordinates to
discretize the fields. Parallel derivatives are computed directly along a coordinate that follows the local
field, and poloidal derivatives are computed in the original Cartesian frame. Several advantages of this
approach are presented. The tests on a drift-wave model demonstrate that the method is well suited to
exploit the flute property of small parallel gradients by minimizing the number of degrees of freedom
needed to treat a given problem in an accurate and efficient manner.
© 2013 The Authors. Published by Elsevier B.V.Open access under CC BY-NC-ND license. 1. Introduction
1.1. Importance of field-aligned coordinates techniques
Plasma turbulence evolves from a considerable class of instabil-
ities (ITG modes, ballooning modes, trapped-electron modes and
pressure-drivenmagnetohydrodynamicmodes) that have a highly
elongated mode structure along the equilibrium magnetic field.
These instabilities are characterized by long parallel wavelengths,
of the order of the system size, and short perpendicular wave-
lengths of the order of the ion gyro-radius. There is also ample evi-
dence from theory, numerical simulations andmeasurements, that
the nonlinear (turbulent) regime is also characterized by gradients
parallel to the magnetic field much smaller than the gradients in
the perpendicular direction. As a consequence, from the numerical
viewpoint, one can assume that the number of degrees of freedom
necessary to describe the solution of a given model is substantially
less than what it would be if the turbulence had small scales in all
directions. Thus, one can conceive that much more efficient codes
are made possible by a suitable choice of coordinates, that allow
the smallest number of grid points in a certain direction. This di-
rection is often the direction of the magnetic field, but not neces-
sarily, as discussed throughout this work. Indeed, field-aligned
coordinates have been employed for already a couple of decades in
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Open access under CC BY-NC-NDtokamak turbulence simulations [1–5]. The gain in computational
efficiency obtained by using optimal coordinates can be a couple of
orders of magnitude for a turbulence simulation of a large device
like ITER.
1.2. Aim of this work
Field-aligned coordinates employed so far are derived frompre-
defined flux coordinates. The scope of this work is to illustrate
and validate a more general approach that rely only on fundamen-
tal coordinates independent of the flux surface variables. These
can be either the usual polar (radial,vertical,toroidal) coordinates
(R, Z, ϕ) in toroidal geometry, or, for models with straight ax-
ial magnetic field, the Cartesian coordinates (x, y, z), where (x, y)
identify the poloidal plane and z the axial direction. Throughout
this work it is shown how the newmethod has a number of advan-
tages over methods constructed starting from flux coordinates [6],
allowing for more flexible coding in a variety of situations includ-
ing X-point configurations. The accuracy of the approach is tested
in particular with respect to the question of spurious radial trans-
port, an obvious concern when abandoning flux coordinates. It is
shown that numerical radial diffusion can be easily kept under con-
trol with the choice of suitable algorithms, at a minimal computa-
tional cost.
1.3. The outline of this paper
The outline of the paper is as follows. In Section 2 the basic
model used in our simulations is presented. Section 3 is a general
review of field-aligned coordinate systems. The new general flux-
coordinate independent (FCI) system is defined in Section 4. In
license.
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into a new code that we call FENICIA, discussed in Appendix A. In
Section 6, the approach is validated and shown to bewell-qualified.
Finally, the results of this paper are summarized and discussed in
Section 7.
2. The model
2.1. The general class of models
Turbulent transport in tokamaks is studied via numerical sim-
ulations of a variety of model equations which retain the impor-
tant physics onewants to study. A fairly general structure ofmodel
equations is given as follows:
∂tL · S = E(S)+ I · S (1)
where S is a structure of vectors representing the state of the sys-
tem. E(S) is a nonlinear operator that can be treated explicitly
without much penalty. L and I represent linear operators such that
the reduced problemobtained by setting E(S) = 0 could be treated
implicitly. The splitting of the right hand side (r.h.s.) between E
and I is by no means unique and depends on the physics to be
studied. As a general rule, one aims at treating explicitly only the
physics occurring at the timescale of interest for the specific prob-
lem. The main constraint with respect to a generic r.h.s. is that the
implicit problembe linear.We further assume that L and I are time-
independent.
This general structure includes a broad class of turbulencemod-
els ranging from the simple Hasegawa–Mima equation up to the
fluid and kinetic equations. For instance, one can consider fluid and
gyro-fluid equations, which have longly been used to gain insight
into plasma instabilities and turbulence [2]. They provide the
dynamics of a few moments (typically 4–6 moments, for den-
sity, parallel flow, parallel and perpendicular pressure, parallel and
perpendicular heat flux, etc.) of the gyro-kinetic equation, ex-
pressing fundamental nonlinear conservation laws which the tur-
bulence must satisfy. Closure approximations for the high order
moments aremadewhichprovide improved fluidmodels of kinetic
effects such as wave–particle resonances (Landau-damping and its
inverse) [7–9], gyro-radius orbit averaging [10], and the dominant
nonlinearities [10]. An example of a typical gyro-fluid model can
be found in [11–13]. Besides, one may also study within this gen-
eral structure of models the drift-kinetic and gyro-kinetic equa-
tions which have also been widely used to investigate turbulence.
As for the splitting of the r.h.s. of Eq. (1) between E(S) and I ,
we note that E(S) would typically contain nonlinear terms such
as the electric drift, possible parallel nonlinearities, linear terms
related to the drift frequencies and source terms while I would
typically account for perpendicular (collisional or artificial) trans-
port/dissipation terms as well as linear terms pertaining to the
parallel dynamics. We now turn to the latter in the following sub-
section.
2.2. Focus on the ∇∥ operation
Since we are interested in the treatment of the parallel dynam-
ics, we now specialize Eq. (1) to the following normalized drift-
wavemodel that one can get, for example, fromEqs. (7) to (8) of the
gyro-fluidmodel given in [10], linearized in the zero Larmor radius
limit. The ion temperature is kept as a constant. This model will be
used to illustrate our approach throughout the rest of this work:
∂tn+ [φ, log(n0)] + A∇∥u = 0
∂tu+ 1
τ
A∇∥n+ A∇∥φ = 0
n = φ − ρ2∗∇2⊥φ.
(2)Here n is the perturbed ion guiding center density, n0 is the equi-
librium density profile, u is the ion parallel velocity and φ is the
electrostatic potential. We define two dimensionless parameters:
A = a/R×1/ρ∗ where a is the tokamakminor radius, R is the toka-
makmajor radius,ρ∗ = ρs/a is the reduced gyro-radiuswithρs be-
ing the ion sound Larmor radius. Moreover τ is the ratio of electron
temperature to ion temperature Te/Ti. Note that time is normalized
to the Bohm timescale a2/(ρscs), where cs is the ion sound speed.
The explicit expression of the parallel derivative operator ∇∥ de-
pends on the magnetic field structure. In the case of a cylindrical
geometry one can write ∇∥ = ∂φ + 1/q(r)∂θ with (r, θ ) the polar
coordinates in the poloidal plane and q(r) the safety factor.
Writing this system in the same form as (1) yields
∂t

1− ρ2∗∇2⊥ −1 0
0 1 0
0 0 1

φnu
 =
 0−[φ, log(n0)]0

−

0 0 0
0 0 A∇∥
A∇∥ 1
τ
A∇∥ 0

φnu
 . (3)
It follows from the latter form of the system that solving the equa-
tions often requires the computation of ∇∥ while constructing the
matrix–vector product I.S. A challenging numerical task is thus to
implement parallel derivatives with minimal numerical dissipa-
tion and minimal number of points. It turns out that employing a
coordinate system for nonlinear simulationswhere coordinates are
aligned with the magnetic field lines is computationally more ef-
ficient. Those are called ‘‘field-aligned coordinate systems’’. In the
next section, we review the different approaches to field-aligned
coordinates that have been developed in the last two decades and
the advantages of using them in turbulence codes.
3. Review of previous approaches
In this section, we review the different approaches to field-
aligned coordinate systems that have been implemented in present
codes. Polar coordinates (r, θ, ϕ) in cylindrical geometry are used
for simplicity.
In general, the procedure consists of (a.) dividing the simula-
tion domain (either a given magnetic surface or the whole toroidal
manifold) into suitable blocks; (b.) for each block, finding a co-
ordinate transformation from the original system, e.g. (R, Z, ϕ),
to a new system where one of the coordinates (s) is such that
∇∥ ∝ ∂/∂s; and (c.) using a suitable numerical implementation.
Typically, one employs finite differences in s for fluid codes and
also integration of ∂ f /∂t + ∂ f /∂s = 0 along the characteristics in
the s direction for kinetic codes.
3.1. PPPL early 1990s
Historically, coordinate transformations were in 2D, on given
magnetic surfaces. The first implementation of field-aligned
coordinates in a plasma turbulence code can be traced back to
thinking in the early nineties [1] that led to Ref. [2] in which the
following transformation is considered:
ξ = ϕ − q(r) θ
s = θ
ρ = r.
(4)
Hereρ determines a flux surface, ξ determines amagnetic field line
and θ labels a position along the field lines. The magnetic surface
corresponding to this type of transformations is illustrated below
in Fig. 1whereϕ is the toroidal angle shown in the abscissa and θ is
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surface (θ, ϕ).
the poloidal angle shown in the ordinate. Derivatives with respect
to the original variables are given by
∂
∂r
= ∂
∂ρ
− q′(r) θ ∂
∂ξ
∂
∂ϕ
= ∂
∂ξ
(5)
∂
∂θ
= ∂
∂s
− q(r) ∂
∂ξ
while the parallel derivative is given by
∇∥ = 1q(r)
∂
∂s
. (6)
Since the parallel variable is coarse, in this representation, on
any given flux surface, all the information on the fine structure
of turbulence is necessarily carried by the toroidal angle ϕ. This
coordinate transformation, as it is, has some drawbacks. (a) First,
one notices that the new coordinate s is not periodic. Care must be
taken, when setting boundary conditions at the end points of an
s line, that the original double-periodicity of the given magnetic
surface is enforced. Non-compliance with this constraint would
lead to spurious solutions and dubious results [4,6]. (b) The sec-
ond problem is the consequence of the term, proportional to θ , ap-
pearing in the expression of the radial derivative in Eq. (5). This
term, familiar from the ballooning transformation, leads to mixed-
derivatives of increasing weight as one moves away from θ = 0,
when computing certain operators, such as the Laplacian. These
terms are the consequence of θ-dependent non-diagonal metric
coefficients in the new coordinate system. Although mathemati-
cally correct, they pose a numerical challenge since their numerical
treatment can introduce artificial inhomogeneities in the poloidal
direction even for systems possessing poloidal symmetry [6]. (c) A
third problem is in the actual code implementation, where the
derivative along s is usually dropped from the poloidal deriva-
tive expression, thus approximating it by ∂/∂θ ≈ −q(r) ∂/∂ξ .
(d) The last problem with this coordinate transformation is that
∇∥ = 1/q(r) ∂s which means that it cannot deal with the separa-
trix, since there the safety factor becomes infinite.
One can see that transformation (5) is equivalent to the bal-
looning transformation [14], as already remarked in [15]. Indeed
it seems that when dealing with linear analytic theory, the possi-
bility of exploiting a ballooning-type (WKB) approximation turns
out to be a clear advantage of this approach.
3.2. B. Scott 2001
The second approach was introduced in Ref. [5]. The key differ-
ence with respect to the first approach is the use of the so-called
shifted-metric technique. It consists in sectioning the toroidal
manifold given by the magnetic surface into a number of parts,
Nθ , each having its own coordinate system, differing one from the
other by a shift in the origin as follows:
ξ = ϕ − q(r) (θ − θk)
s = (θ − θk)
ρ = r.
(7)Fig. 2. The shifted metric coordinate system chooses these shifts such that the
coordinate system is orthogonal at a particular value of θk . At each θk , one is on
a different coordinate system, but each of them is still field aligned.
The parallel direction is still labeled by the poloidal angle θ , but
it integrates the shifted-metric technique. Fig. 2 illustrates the
division of the poloidal manifold into k sectors, where θk = k 1θ
with 1θ = 2π/Nθ and k = 0,Nθ − 1. A given sector is defined
by quadrangles such that 0 ≤ ϕ ≤ 2π and θk ≤ θ ≤ θk + 1θ .
Derivatives with respect to the original variables are now given by
∂
∂r
= ∂
∂ρ
− q′(r) (θ − θk) ∂
∂ξ
∂
∂ϕ
= ∂
∂ξ
(8)
∂
∂θ
= ∂
∂s
− q(r) ∂
∂ξ
.
Themain progress achieved by using this approach can be sum-
marized by the following. One observes that operations are now
performed on an orthogonal grid as a result of the shifted-metric
technique and spurious effects from magnetic shear are removed
since for each poloidal sector k, the additional term that leads to
metric distortion vanishes at θ = θk giving ∂r = ∂θ . Thus problem
(b) of the first approach (4) is solved. Problem (a) is less harmful
by splitting the interpolation equally at sub-domain boundaries
instead of having it localized on the manifold ends. Notice that
the accuracy needed to compute the values of a function at the in-
terpolation points is automatically assured by the high resolution
needed to describe a function on a given sk = 0 line. Problems (c)
and (d) are still a drawback of this approach.
3.3. M. Ottaviani 2009
Later, a third approach was suggested in Ref. [6]. The key ob-
servation of this approach is that, as a consequence of the flute
property, one can lower the resolution in any chosendirection, pro-
vided that enough information on the fine structure of the turbu-
lent fields can be carried by the variation in any other direction.
One then realizes that there is just another alternative to thismesh-
ing, which preserves the good property of double periodicity. It
is given by switching the roles of coarse/fine mesh between the
poloidal/toroidal angles. The author in [6] introduces a newway of
labeling the position along a field line by its toroidal angle instead
of the poloidal angle. This approach retains the advantages of the
second approach and differs only by interchanging the role of the
toroidal/poloidal angles.
This latter choice has a coarse toroidal grid. This implies that it
is now the toroidal angle that must be used to describe variations
along the field lines. This can be justified mathematically by
sectioning the toroidalmanifold inNϕ overlapping toroidal sectors,
each with its own set of field-aligned coordinates given by the
family of transformations:
ξ = θ − 1
q(r)
(ϕ − ϕk)
s = (ϕ − ϕk)
ρ = r
(9)
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reduced in the toroidal direction rather than the poloidal direction.
where ϕk = k1ϕ with 1ϕ = 2π/Nϕ and k = 0,Nϕ − 1.
Here a given sector is defined by quadrangles such that 0 ≤ θ
≤ 2π and ϕk − 1ϕ ≤ ϕ ≤ ϕk + 1ϕ. Fig. 3 illustrates the
new way of tracing the field lines, retaining the advantages of the
shifted-metric technique, but interchanging the role of the angles.
Derivatives with respect to the original variables are now given by
∂
∂r
= ∂
∂ρ
− q
′(r)
q2(r)
(ϕ − ϕk) ∂
∂ξ
∂
∂ϕ
= ∂
∂s
− 1
q(r)
∂
∂ξ
(10)
∂
∂θ
= ∂
∂ξ
whereas the parallel derivative is now simply given by
∇∥ = ∂
∂s
. (11)
This new system has additional advantages. Problem (c) com-
mon to the first and the second approach is solved because the
poloidal derivative ∂θ becomes exactly equal to ∂ξ . Furthermore,
problem (d) is solved simply because ∇∥ = ∂/∂s, so there is no
more difficulty dealing with the region around the magnetic axis.
4. The flux-coordinate independent (FCI) approach
The last approach of Section 3.3 represents a substantial step
forward. It separates the coordinate needed to label a position
along a field line (ϕ), from the coordinates needed to describe
a given function in the poloidal plane (r, θ ). In order to fully
describe a given field, of the type occurring in plasma turbulence
models, one needs high resolution in any given poloidal plane,
but only a small number of these planes. The parallel derivative
is then computed in one go, by using values at the end points of
arcs of magnetic field lines. This generically requires interpolating
in the poloidal plane, since, usually, end points are not grid
nodes. Accuracy of the interpolation operation would constrain
the resolution in the poloidal planes to be adequately high, but
one needs high resolution anyway, in order to keep the necessary
information on the fine structure and to carry out the operations
in the poloidal plane to a satisfactory accuracy. Thus, the need to
use interpolation for the parallel operations does not introduce
substantial constraints, and indeed one can anticipate that the tests
of Section 6 indicate that the poloidal operations, and not parallel
operations, are the main source of error in common situations.
The approach of Section 3.3 still relies on flux coordinates,
for instance (r, θ ). This section sketches how the field-aligned
coordinates approach can be constructed in a way that avoids theuse of flux coordinates to discretize the fields in the poloidal plane.
Instead, the fields are discretized on a given grid related to the
laboratory reference frame. For a tokamak, these are the usual
(R, Z, ϕ) cylindrical coordinates such that Z is the direction of the
torus symmetry axis, R is the distance from the axis and ϕ is the
toroidal angle. We refer to this method as FCI (Flux-Coordinate
Independent) approach.
Although the final result will be found fairly intuitive, at least
in the context of cylindrical geometry, we prefer to proceed in a
formal manner. This ensures that the approach is mathematically
sound and prepares the way to extensions to more general
situations and geometries.
In the rest of this work, one considers a class of static low-β
equilibria, such that the suitably normalizedmagnetic field is given
by
B = b(x)+ zˆ (12)
where one employs a three dimensional Cartesian reference
system (x, y, z) such that zˆ is the direction of themagnetic axis, the
main magnetic field along z is constant and normalized to unity,
and b(x) is the poloidal magnetic field in the poloidal plane (x, y).
The vector x indicates the position in this plane. The poloidal field
can be written in terms of a flux function ψ(x) such that
b = ∇ × (ψ zˆ). (13)
Magnetic surfaces can be labeled by the value ofψ . Both closed and
open field lines can be treated. The parallel derivative operator is
given by
∇∥ = b · ∇ + ∂/∂z. (14)
One has to look for a change of coordinates from the original
(x, y, z) to a new set (ξα, s) such that s can be treated as a slowly-
varying coordinate and only the two ξα (α = 1, 2) carry the
information on the small scales. Taking advantage from what was
learned in the previous sections, one divides the domain in a
certain number of sectors centered around zk, and extending to the
boundary in the (x, y)directions,with k labeling a given sector. One
then considers a set of transformations of the form:
ξα = V α(x)+ Cα(x)(z − zk)
s = z − zk (15)
where V α(x) and Cα(x) are yet unknown functions. In terms of the
new variables the parallel derivative is given by
∇∥ = bα ∂V
β
∂xα
∂
∂ξβ
+ (z − zk) bα ∂C
β
∂xα
∂
∂ξβ
+ Cβ ∂
∂ξβ
+ ∂
∂s
. (16)
In order to eliminate the fast-varying derivatives one has to satisfy
the conditions:
Cα = −bβ ∂V
α
∂xβ
(17)
bα
∂Cβ
∂xα
= 0. (18)
In the following, the Poisson bracket notation is used such that for
any function A the following operation is satisfied:
bα
∂A
∂xα
≡ −[ψ, A]. (19)
Eqs. (17)–(18) can then be written as
[ψ, [ψ, V α]] = 0. (20)
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[ψ, χ] = 1, (21)
whose solution can be found with the method of characteris-
tics. This function identifies the position on ψ = const surfaces
and plays the role of a poloidal angle. Then a general solution of
Eq. (20) is
V α = f α(ψ)+ gα(ψ) χ(x, y), (22)
where f α and gα are arbitrary functions. Thus, suitable solutions to
Eqs. (17)–(18) are found such that the parallel gradient computed
at fixed ξα reduces to
∇∥ = ∂
∂s
.
4.1. Special case, cylindrical geometry
The usual cylindrical geometry can be recovered by takingψ =
ψ(r) with r = (x2 + y2)1/2 and with the magnetic axis located at
x = 0, y = 0. The solution of Eq. (21) is obviously χ ∝ arctan(y/x)
where χ is proportional to the usual poloidal angle, via the safety
factor.
4.2. Special case, X-point configuration
As an example of an X-point configuration one can assume
ψ = ψ0(x) + A cos(kyy). If ψ0 has an extremum at x = 0, A is
not too big and a ky is chosen judiciously, one gets a configuration
used in magnetic island theory. The angle χ is obtained in terms of
elliptic functions. This idea will be developed in subsequent work.
5. Implementation of the FCI approach
5.1. Discretization of ∇∥
We developed a new code that we called FENICIA: Flux in-
depENdent fIeld-aligned CoordInate Approach, in which we im-
plemented the FCI approach described in Section 4. A sketchy
description of this new code is given in Appendix A. The actual im-
plementation of the parallel derivative depends on the scheme of
choice. In the following, we consider second order centered finite
differences, since they are used to solve the drift-wave test model
(2). Note that the use of finite differences is not a limitation. In par-
ticular, in the case of a kineticmodel, the implementation of a semi-
Lagrangian scheme for the parallel dynamics exploiting the same
ideas is also possible. In FENICIA, one defines any field at nodes
in the Cartesian (x, y, z) grid. Derivatives in the poloidal plane are
computed in this reference frame by holding z constant.
In order to compute the parallel derivative by finite differences,
one has to use function values at points (x + 1x, zk + 1z)
corresponding to a given increment1s along s. This means finding
end points along field lines for a given displacement 1z along z.
From the set of Eqs. (15), one finds the following finite difference
equations for the unknown increments1x:
[f α(ψ)+ gα(ψ)χ(x)]x+1x − [gα(ψ)]x1z
= [f α(ψ)+ gα(ψ)χ(x)]x. (23)
Solutions to these equations exist such as ψ(x+1x) = ψ(x) and
χ(x+1x) = χ(x)+1z. Thus end points for FD computations are
obtained by moving along field lines for a given increment along z.
This method gives the coordinates of a point that follows the
field lines. However, as shown in Fig. 4, this point is not necessarily
a node of the given mesh. Consequently, the computation of par-
allel derivatives by finite differences require interpolation at end
points of each field line.Fig. 4. The grid used in the code showing a point following the field line going from
the poloidal plane at zk to the poloidal plane at zk +1z. The point does not hit any
node of the mesh. An interpolation is needed to know the value of the function at
that point.
5.2. Cubic Hermite interpolation
Interpolation provides ameans of estimating the function at in-
termediate points. Cubic Hermite splines are third degree piece-
wise polynomials with each polynomial in the Hermite form. The
Hermite form in 1D consists of two control points and two control
tangents for each polynomial.
Consider a 1D function f (x) defined in the interval 0 ≤ x ≤ 1,
hereby assumed of unit length. The interpolation formula is as
follows:
f (x) = a(x)f0 + a(1− x)f1 + b(x)f ′0 − b(1− x)f ′1 (24)
where a(x) = (1− x)(1+ x− 2x2), b(x) = x(1− x2) and explicit
use of symmetries has been made.
This formula is a third order accurate representation of the function
if the control points and tangents are given with sufficiently high
accuracy. The error is then O(h4) where h is the interval length. In
the case of a two-dimensional function f (x, y) one can write
f (x, y) = a(y)f (x, 0)+ a(1− y)f (x, 1)
+ b(y)fy(x, 0)− b(1− y)fy(x, 1). (25)
The four control quantities at x for y∗ = 0, 1 can be computed by
further interpolation
f (x, y∗) = a(x)f (0, y∗)+ a(1− x)f (1, y∗)
+ b(x)fx(0, y∗)− b(1− x)fx(1, y∗) (26)
and
fy(x, y∗) = a(x)fy(0, y∗)+ a(1− x)fy(1, y∗)
+ b(x)fxy(0, y∗)− b(1− x)fxy(1, y∗). (27)
Hence, the resulting interpolation given by Eq. (25) requires 16
control quantities and it is 4th order accurate if these quantities
are known to sufficiently high accuracy; the error is again O(h4)
for a unit square of side h.
In the actual implementation, the derivatives at the control
points of the unit square are computed directly with higher order
centered finite differences that can be considered almost exact and
that keep the scheme third order accurate. This procedure is faster
than the usual spline approach which requires the solution of a
linear problem, and not less accurate. Accuracy also depends on
the scale length of the function. For a function characterized by a
wavenumber k and represented byN points in a given box, a simple
scaling argument based on replicating the number of boxes shows
that the actual error scales like (k/N)4.
We compared themaximumerror given by the above interpola-
tion scheme to the one given by linear interpolation, by a MATLAB
cubic spline interpolation routine, by a 4th order Hermite interpo-
lation with non-centered evaluation of derivatives and a 4th order
Hermite interpolation with an exact value of the derivatives. The
errors given by the different interpolation schemes are presented
in Fig. 5. We show that the 4th order Hermite cubic interpolation
with 4 points centered derivatives (solid red line with nomarks) is
as accurate as the 4th order MATLAB cubic spline interpolation.
2424 F. Hariri, M. Ottaviani / Computer Physics Communications 184 (2013) 2419–2429Fig. 5. The errors given by the different interpolation schemes show that the
4th order Hermite cubic interpolation is as good as the 4th order cubic spline
interpolation.
6. Qualifying the approach
In this section we present the numerical tests that were carried
out with FENICIA to qualify the new method. These are of two
types: (a) tests aiming to show that numerical diffusion can be
kept to the desired level at a minimum computational cost, and
(b) tests that demonstrate the capability of the new method to
simulate wave propagation accurately even when the toroidal
mode number exceeds the Nyquist cut-off (half the number of
toroidal points) at the given toroidal resolution. This is precisely
the situation where the straightforward approach that computes
the parallel derivative as a combination of the toroidal and poloidal
derivatives would fail.
All the tests were carried out with a safety factor profile q(r) =
1 + 2r2.
6.1. Estimate of the numerical diffusion
The use of interpolation in the perpendicular plane introduces
unavoidable numerical diffusion, in particular in the radial direc-
tion. It is then important to assesswhether numerical diffusion can
be kept to the desired low level such that transport coming from
actual physical mechanisms is substantially unaffected.
In order to quantify numerical diffusion, it is convenient to set
up initial conditions such that the physical diffusion is theoretically
zero. This can be done by working directly with model (2) and
choosing an initial condition such that all the fields depend only
on the radial coordinate r (zonal fields). Since the action of the
parallel gradient on such fields is null, any such initial condition
should not evolve in time. Thus, any measured radial diffusion in
such a system can be attributed to numerics.
For convenience, we initially choose a special case describing
the propagation of the sound wave in one direction only:
∂tn+ csR ∇∥n = 0 (28)
where ∇∥ = ∂φ + 1/q(r)∂θ , cs is the ion sound speed and R is the
major radius. In the actual tests of the code, cs/R is set to 1with the
time t normalized to R/cs.
For a simple upwind scheme, one can estimate the effective nu-
merical ∇∥ to be
∇eff∥ =
n(s+1s)− n(1s)
1s
≈ Einterp
1ϕ
, (29)where Einterp is the interpolation error and 1s = 1ϕ = 2π/Nz is
the distance along the field-aligned coordinate. Note that, numer-
ically, n(s+1s) differs from n(1s) even for zonal fields because of
the interpolation error.
As discussed previously in Section 5.2, Einterp ≈ (k/Nx)α where
k is the number of waves in a grid of Nx ∼ Ny points in the
perpendicular plane and α depends on the interpolation scheme,
with α = 4 for cubic Hermite interpolation employed here.
The rate γnum associated with the numerical diffusion can be esti-
mated as
γnum ≈ csR ∇
eff
∥ ≈
cs
R

k
Nx
α 1
1ϕ
. (30)
This diffusion rate must be compared to the rate γphys of the phys-
ical phenomenon one wants to study. We consider two possible
physical timescales of interest. One is the energy confinement time
given by the gyro-Bohm estimate
τE ∼ ρ−2∗
a
cs
, (31)
which must be compared to (30) computed at the profile scale
length, that is at k = 1.
Another is the turbulence characteristic time at a given wave-
length, which is of the order of the drift-wave period
τw ∼ acs
2π
k⊥ρs
, (32)
where a is the minor radius, ρ∗ = ρs/a, and k⊥ is related to the
number of waves by k⊥ = 2π/λ = πk/a. Thus,
τw ∼ aCs
π
kρ∗
. (33)
Moreover, any sensible simulationmust resolveρs. This puts a con-
straint on Nx. If one stipulates that at least four points are needed
to resolve ρs one has
Nx ≥ 8
ρ∗ . (34)
Numerical diffusion is negligible when γnum ≪ γphys, that is when
the following two conditions hold:
γnumτE ≪ 1, (35)
and
γnumτw ≪ 1. (36)
An estimate of γnumτE is given by
γnumτE ≈
 a
R
 1
Nx
α  1
1φ

Nx
2
2
≤ 1
41ϕ
a
R
ρ∗
8
α−2
, (37)
showing that condition (35) is easily satisfied since α = 4 and ρ∗
is small.
Moreover, an estimate of γnumτw is given by
γnumτw ≈
 a
R
 k
Nx
α−1  Nz
2π

. (38)
One can foresee that, for well resolved waves, k/Nx is sufficiently
small that (38) is much less than one. A test is presented in the
following section.
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Fig. 7. The evolution of γnum τw as a function of the number of points Nx per
wavelength k.
6.2. Testing numerical diffusion with a zonal field
The first test is carried out on Eq. (28) and a zonal field as an
initial condition (see Fig. 6):
n0 = cos(7kπr)+ 1 (39)
with this initial condition, ∇∥ = 0. Thus any diffusion observed
in the test must be attributed to numerical diffusion. In Fig. 7,we plot the product γnumτw as a function of the number of points
per wavelength Nx/k. One notes that for points in the rightmost
part of the abscissas, corresponding to well resolved waves, the
numerical diffusion is negligible∼10−10. However, even for cases
that are badly resolved (leftmost part of the abscissas) and that
one would not consider adequate for simulations, the numerical
diffusion is nearly ∼10−2. Thus, condition (36) is always satisfied
for any practical purposes.
6.3. Testing the ability of the code to simulate sound waves with a
small toroidal resolution
We now show that the code FENICIA is able to simulate drift-
wave propagation with high accuracy even when the mode num-
ber in the toroidal (z) direction exceeds the Nyquist cutoff Nz/2.
Testswere carried out for both Eq. (28) and the fullmodel of Eq. (2).
In the latter case, settingρ∗ to zero allows one to obtain analytic so-
lutions of the wave propagation, which turns out useful for testing
purposes. For the density, we employ initial conditions of the form:
N0 = g0(r)× cos(mθ − nϕ), (40)
with
g0(r) = exp

− (r − rs)
2
r2s
m2

×

r
rs
m
×

r − a
rs − a
2
(41)
where rs is the position of the rational surface such that q(rs) =
m/n. The equilibrium density profile is such that
log(n0) = − 12Ln (r
2 − a2), (42)
in the full model (2). This corresponds to a class of drift-waveswith
uniform drift frequencyω∗n = m/Ln. The analytic solutions are su-
perpositions of waves propagating with frequencies
ω± = m2Ln ±

m
2Ln
2
+ A2

1+ 1
τ

m
q(r)
− n
2
. (43)
For the tests shown here the box size is 400 × 400 × 20 and
m/n = 2, with (m, n) ranging from (4, 2) to (30, 15). We start by
showing results obtained from Eq. (2) with log(n0) = 0 (zero drift
frequency). The initial velocity is such that there is a single wave
propagating at frequency ω = A(1+ 1/τ)1/2(m/q(r)− n).
Fig. 8 shows the density pattern obtainedwithm = 8 and n = 4
at t = 0 and t = 0.5. One observes that initially the vortices are
round, whereas later they are sheared by the differential rotation
due to the radial dependence of the wave frequency. Next, we
consider a case with finite drift frequency and Ln = 0.25. Note
that in the version of the code employed for these tests, the drift
frequency term is computed directly in its Poisson bracket formFig. 8. For the sound wave case: (a) density at t = 0; (b) density at t = 0.5.
2426 F. Hariri, M. Ottaviani / Computer Physics Communications 184 (2013) 2419–2429Fig. 9. For the drift-wave case: (a) density at t = 0; (b) density at t = 0.5; (c) velocity at t = 0 and (d) velocity at t = 0.5.with the Arakawa scheme as if it was a nonlinear term as discussed
in Appendix A.
Fig. 9 shows that after a while the potential develops the
characteristic pattern with two lobes which one finds also in the
slab branch of ITG instability. This occurs when the frequency has
a local extremum at the rational surface, as in Eq. (43) when the
density gradient is nonzero. We now assess the overall accuracy
of the algorithms by measuring the cumulative error per unit
time. This is obtained by computing the norm of the difference
between the numerical solution and the exact solution obtained
analytically. It turns out that this norm grows linearly with time,
so its time derivative is a reliable measure of the error. The overall
algorithms are adequate if this quantity, which has the dimensions
of a rate (time−1), is much smaller than the rate of the physics
processes one wants to study.
The results are summarized in Fig. 10 where the error per unit
time E = (⟨(nexact − ni)2⟩/⟨(nexact)2⟩)1/2 is plotted as a function of
the poloidal mode number for three cases: (1) the full model (2)
with Ln = 1/4 and A = 12.5, (2) the same model with 1/Ln = 0
(no density gradient), and (3) the model with A = 0. The latter
case tests the effect of switching off the parallel dynamics so that
the system reduces effectively to
∂tn+ [n, log(n0)] = 0. (44)
The first thing to notice is that all the tests give an error per unit
time much less than one. We remark that the relative difference
between case 1 and case 3 is less than 10−3, which explains
why the data points for the two cases look almost superposed
in Fig. 10. Since the model is normalized to the Bohm timescale
a2/(ρscs), any physics effect occurring on a shorter time scale is
treated accurately. This is the case, in particular, of plasma micro-
turbulence, whose characteristic frequency ranges from the drift
frequency (evaluated at the Larmor radius scale length), down to
about a tenth of it, still much larger than one in Bohm units.
It is also apparent that the best results are obtained when the
density gradient is switched off (case 2 in the red dashed line). Thusthe error associatedwith the computation of the parallel dynamics
is negligible with respect to the error due to the perpendicular
dynamics. This is not difficult to understand as discussed below.
Note also that the dependence on m of the error associated with
the parallel dynamics isweak, and that one obtains accurate results
even when m = 30, such that n = 15 exceeds the Nyquist cutoff.
This proves the capability of the method to deal with microscopic
vortices, such as those produced by plasma turbulence, with a
limited number of points in the toroidal (z) direction.
There are two sources of error in the parallel dynamics algo-
rithm, one coming from the interpolation in the perpendicular
plane, which is small as discussed in Section 5, and the other com-
ing from the discretization along the field lines. This can be kept to
the desired accuracy, but the results shown here demonstrate that
second order finite differences are adequate even with a moder-
ate number of points along z, as a consequence of weak gradients
along the field lines.
By comparison, one can see that the second order accurate
Arakawa scheme produces errors that scale likem3. Indeed Eq. (44)
describes advection of the field n in the flow of the stream function
log(n0). It is shown in Appendix B that treating with a second
order algorithm the problem of the propagation of a wave with
large wavenumber k gives an error of O(k31x2) as obtained here.
Note that the Arakawa scheme is commonly used in numerical
simulations of plasma turbulence and it is often considered
adequate. Thus, the fact that the parallel dynamics scheme
developed in this work contributes little to the overall algorithmic
error, which is dominated by the Arakawa discretization in the
perpendicular plane, makes it a safe choice for further code
development.
7. Conclusions
The main results of this work are here summarized.
A new approach to the problem of field-aligned coordinates
for plasma turbulence simulations has been developed. We call it
F. Hariri, M. Ottaviani / Computer Physics Communications 184 (2013) 2419–2429 2427Fig. 10. The relative error between the exact and the numerical solution as a
function of the poloidal wavenumber m. For case 1: full model with finite drift
frequency,we get the blue solid line; for case 2: fullmodelwith zero drift frequency,
we get the red dashed line; for case 3: reduced model of Eq. (44) without sound
wave terms, we get the green bullets.
the FCI approach. The method relies on local transformations that
align a suitable coordinate to the magnetic field to allow efficient
computation of the parallel derivative. However the method does
not rely on flux coordinates and this allows one to discretize any
given field on a regular grid in the natural coordinates such as
(R, Z, ϕ) or (x, y, z) in the cylindrical limit.
The several advantages of the FCI approach over the old ones
have been illustrated. In particular, it allows a more natural
treatment of the operations in the poloidal plane and dealswithout
difficulty with X-point configurations and with O-points such as
the magnetic axis, since it is constructed on coordinate systems
with non-singular metric.
Themethod requires interpolation in the poloidal plane. To this
end, Hermite cubic interpolation with direct computation of the
derivatives at the control points is employed. Tests illustrate that
this choice is as accurate as cubic splines butmore efficient in terms
of computational resources.
Tests using the newly developed code FENICIA were carried
out on the problem of spurious (numerical) diffusion of zonal
fields, and on the problem of drift-wave propagation. The zonal
field test shows that the numerical diffusion rate due to the new
method is negligible with respect to the evolution rate of actual
physics processes of interest. The wave propagation tests show
that the error per unit time due to the computation of parallel
derivatives with the new method is sub-dominant with respect
to the error due to second order algorithms commonly used to
treat the perpendicular dynamics, such as the Arakawa scheme.
Both errors are anyway small enough to carry out feasible plasma
turbulence simulations for times longer than the Bohm time. The
tests also show explicitly the capability to simulate drift-wave
propagation with toroidal mode numbers exceeding the Nyquist
cutoff (half of the toroidal grid points). This is a situation which
could not be dealt with by the straightforward approach that
computes the derivative as a combination of the poloidal and of
the toroidal derivatives, unless a large number of both poloidal and
toroidal points is used. Thus the new method needs only a few
tens of toroidal points, regardless of the toroidal mode number,
provided that adequate resolution is available in the poloidal plane.
But high resolution in the poloidal plane is not an additional
constraint since it is anyway necessary to treat the perpendicular
dynamics accurately. When applied to turbulence simulations of amachine like ITER, the new approach could allow saving a couple
of orders of magnitude in computer resources.
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Appendix A
A.1. FENICIA: Flux indepENdent fIeld-aligned CoordInate Approach
FENICIA is a generic 3D code written in Fortran 90 that solves
the general class of models (1), i.e: any model belonging to (1). In
this work, we considered two simplified models of this class that
were discussed in Section 6 for the sake of testing the approach.
The specifications of the code include:
• A generic code adapted to evolve a considerable number of
scalar and vector fields.
• A modular code designed for easy assembly and flexible
arrangement of operators. Each of the routines can be modified
without altering the othermodules/routines. This allows for the
simulation of a wide class of models belonging to (1).
• Any coordinate system could be chosen for the discretization of
operators in the poloidal plane.
• A flux-independent coordinate system (FCI) is used in the
direction parallel to the magnetic field, thus allowing one to
decouple the grid of the numerical problem from the magnetic
field geometry where the description in the poloidal plane do
not employ magnetic coordinates. Information on field lines
will only be needed to compute parallel derivatives.
• The geometry of the problem can address both straight and
toroidal configurations. Here we implement the magnetic con-
figuration with cylindrical geometry in a rectangular box leav-
ing the toroidal case for future work.
• Boundary conditions are chosen such that everything outside
the predefined plasma radius is set to zero and the points are
periodic in the z⃗ direction.
This flexibility, and the ability to code in a general way allows
one to tackle a wide range of analytical theories (fluid and kinetic
models) and helps in their development. It is thus a powerful
tool for plasma theory and a necessity for the numerical tokamak
turbulence codes in general.
A.2. Semi-discrete time-advancing scheme
Details of the time-advancing scheme implemented in FENICIA
are described in this section. The criterion is to solve nonlinear
terms explicitly and linear terms implicitly. Exceptions could be
made depending on the physics timescale of the terms in question.
Evolving the general system of the form (1) described in Section 2
requires the following steps.
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∂t [eP(t−t0)LS] = eP(t−t0)E(S) (A.1)
where P commutes with eP(t−t0). Let tn+1 = t0 + 1t and choose
t0 = tn. For this work, we apply a centered Leap-frog scheme
to solve the explicit part of the model. However, the Leap-frog
scheme requires a time-filtering because the nonlinearities and
the round-off errors lead to a decoupling of the solution between
even and odd time steps. The solution to this problem is to use
a predictor–corrector scheme to initialize the Leap-frog. The first
step is predicted as follows:
Sn+1 = e21t L−1 ISn−1 + 21t · e1t L−1IL−1E(Sn). (A.2)
To solve for operators of the form eHt where H is a time-
independent matrix and t is a scalar denoting the time, consider
the following equation:
∂t f − Hf = 0. (A.3)
One can equivalently write
∂t(e−Ht f ) = 0. (A.4)
The solution to this differential equation is f (t) = eHt f (0). Thus,
any expression of the form eHtS can be obtained by solving Eq. (A.3),
with an algorithm of choice and to the desired accuracy, for a time
t and any initial condition S.
ForH = I L−1, t = 21t andwith initial condition f (0) = L Sn−1,
the solution to
∂t f − IL−1f = 0
is
e21tIL
−1
LSn−1 = f (21t).
Let f = Lg , then g satisfies
∂tLg − Ig = 0 (A.5)
with initial condition g(0) = Sn−1. Consequently, f (21t) =
Lg(21t)where g is the solution of Eq. (A.5). Hence, the numerical
scheme (A.2) can be expressed as follows:
LSn+1 = LG(21t, Sn−1)+ 21t · e1tIL−1E(Sn)
where G(τ , g0) indicates the general solution of (A.5) for a time τ
and an initial condition g(0) = g0.
Likewise,
e1tL
−1IL−1E(sn) = LG(1t, L−1E(sn)).
Ultimately, the time evolution scheme (A.2) written using the ‘‘G’’
notation (where G is the solver of (A.5)) becomes
S∗n+1 = G(21t, Sn−1)+ 21t · G(1t, L−1E(Sn)). (A.6)
A necessary second step corrector is to be applied giving
Sn+1 = S∗n+1 +1t[G(1t, L−1E(Sn+1))
−1t · G(1t, L−1E(Sn))]. (A.7)
Now that the explicit part E(S) is advanced in time, what remains
is the time-advancing of the implicit part I.S which is hidden in
solving for G. Again, one can use any scheme in solving for G, but
for this work, we use an implicit approach.
A.3. Space operators discretization
Nonlinear operators belonging to E(S) can be discretized with a
scheme of choice. In the actual implementation, we use Arakawa’sfinite difference scheme, Eq. (45) of [16], to guarantee the conser-
vation of mean kinetic energy and mean square vorticity.
Appendix B
Consider the one-dimensional version of (44), which is a good
approximation for the case of small wavelengths:
∂tn+ ∂xn = 0. (B.1)
Assume periodic boundary conditions in x and perform a uniform
discretization in x with centered finite differences. Take initial
conditions of the form n = cos kx and look for solutions of the
form
ni = αc cos kxi + αs sin kxi. (B.2)
Then
ni+1 − ni−1 = −2αc sin k1x sin kxi
+ 2αs sin k1x cos kxi. (B.3)
Call the numerical frequency
ωn = sin k1x
1x
such that lim
x→0
sin k1x
1x
= k. (B.4)
Thus the numerical solution to the system can be written, to all
orders in time, as
ni = cosωnt cos kxi + sinωnt sin kxi (B.5)
and the exact solution as
nexact = cos k(xi − t) = cosωt cos kxi + sinωt sin kxi. (B.6)
From the expression of the error
E2 = ⟨(nexact − ni)
2⟩
⟨(nexact)2⟩ (B.7)
where ⟨·⟩ denotes the average over xi, one finds that E ≈ k31x2 for
k1x ≪ 1. This is indeed what is obtained for case 3 of Fig. 10, in
bothm (k) and1x.
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