Abstract-Several measures of program clarity have been proposed which attempt to assess the clauity of a program as a function of easily measured properties of the code. Such measures include the number of variables or statements, or the density of GO TOS.
INTRODUCTION S EVERAL program transfornations have been documented
which may be applied to programs containing stylistic flaws. These transformations remove the flaw and enhance the program's clarity. A measure of program clarity, in order to be useful, should indicate that the amount of mental effort required for comprehension has been reduced as a result of such a modification. In this report, six transformations are analytically studied and their effect on a program and the measure of program clarity is presented. In most cases, the improvement in clarity which results is appropriately reflected by a decrease in the amount of effort estimated by the measure.
The software science measures are employed. For an implementation of an algorithm in a programming language the following values are obtained:
??I The number of unique operators.
-12 The number of unique operands. N1 The total number of operators.
N2
The total number of operands.
These four measures are the basic metrics from which the program volume and the implementation level may be calculated.
V=(N1 +N2)1092 (fl1 +7n2) Manuscript Halstead [6] observed that for well-written programs, the product of program volume and level remain relatively constant as they were translated into other languages. This product defimes a language independent measure of an algorithm and is referred to as the potential volume, V* = LV. Any program can be easily modified so that this relationship does not hold. Nevertheless, those which are in agreement with the relationship are considered "pure." Those constructs that prevent an algorithm from conforming to the relationship are regarded as "impurities."
Early research in the area of software science led to the identification of six impurity classes [11 . These classes characterize specific flaws in programming style. This initial research was undertaken because at that time the fundamental relation between V* and the product L V had yet to be substantiated.
While many programs did obey the invariant relationship, some programs, most noticeably those written by novices, exhibited values of V* which were not in agreement with the hypothesis developed. A careful analysis of these anomalous cases clearly identified six classes of impurities which contributed to the observed discrepancies. Subsequently, other researchers also verified the relationships governing the potential volume of programs not containing such impurities [4] .
At that time it was observed that the impurities which were identified were found only in poorly written programs. Wellwritten, highly polished programs contained none of them. Yet no consistent pattern was observed which would explain which aspect of the program was improved as the impurities were removed. At times, the removal of an impurity would increase V* while in other situations V* would decrease.
Alone, the invariance of the potential volume does not lead to the conclusion that impurities are manifestations of "bad" programming, nor does it explain why professionally prepared code contains none of them. Consider, however, a measure of program clarity, E1 = V/L. This measure, attempts to assess the amount of mental effort required to understand a program as it is studied by a person fluent in the programming language. )-R  lp  P+Q-T, TxT-R  2i  P+Q-RxR-R  2p  P+Q-TxT-R  3i  P+Q-T1, P+Q-T2, TI xT2-R  3p  P+Q-T1, T1xT1-R  4i  P+Q-T, TxT+T-T-R  4p P+Q 
Ambiguous Operands
In some situations it is possible to use the same variable to represent different types of values in different portions of a program. When the use of the variable is suitably disjoint, such a scheme may be carried out without affecting the operation of the program adversely, and with some rudimentary compilers, the technique might even save a few words of storage. Nonetheless, such ambiguous usage makes a program more difficult to comprehend because the meaning of the variable depends upon the exact context in which it is used.
For example, the following program segment contains an occurrence ofjust such an impurity:
. .. P +Q -R ;R * R R ; .. .
To purify a program which contains an ambiguous operand, a unique operand must be introduced. This will increase 2 by 1, while leaving the other parameters unchanged. In the example above, the variable R is used to store the sum of two quantities, while later in the code, R represents the square of this sum. In a low level language such a construction may be required, and the explicit use of a temporary will improve the program's clarity: The value E, pure which results is strictly less than the value obtained for the original, unpurified version. This must be so since for fli > 2 the first derivative of the function 1og2(n1 + 772)/172 with respect to 2 is negative. The conclusion which is reached on the basis of the proposed measure is that the amount of effort required for comprehension has been decreased by avoiding the use of ambiguous operands.
This conclusion is in agreement with the observed improvement in clarity which occurs in actual practice. Hill et al. [7] have recognized the degradation in clarity which results as programmers attempt to reuse program variables. They point out that "programs are easier to understand if each variable has a constant meaning." The proposed measure mirrors this observation.
Interestingly, measures of clarity, which use the number of unique variable names as a factor simply contributing to the difficulty of comprehension, do not properly assess this situation.
Synonymous Operands
Rather than use one name for two different quantities, we may use two names for the same quantity. This represents an instance of synonymous operand usage, the third impurity class.
In order to remove this impurity, the assignment of a value to the second operand is eliminated. This will reduce N1 by 2 since an occurrence of the assignment and end of statement operators have been eliminated. In addition, N2 is reduced by 2. Because both occurrences of the operand are then eliminated, 2 is decreased by 1. As an example of this impurity, consider the following simple program segment:
. .P-+Tl;T +Q-*T2;T2*T2-*R; ... After purification, the following code results:
... P+Q-+T2;T2 * T2-+R; ...
Since both P and Ti contain the same value at all times, the presence of both variables in the original program text serves no useful role, and only confuses the presentation of the algorithm. The programmer was forced to study one more variable and enter its semantic meaning into the vocabulary being developed. The removal of the impurity improves the program's clarity, and this is reflected by a decrease in the estimate provided by the proposed measure.
In general, the presence of this type of impurity takes the form of an extraneous assignment statement:
. Common Subexpressions It is a common practice, whenever a specific combination of terms must be used more than once, to assign a new name to that combination and to utilize that new name in the subsequent occurrence(s) of that term. The primary justification for this procedure in the past had been to save space and speed execution, but with the advent of modern optimizing compilers, the programmer is no longer forced to do this optimization. Nonetheless, the practice is still useful because the resulting code may be more easily understood by the reader. In effect, the programmer modularizes the unwieldly expression much as one might modularize a large program.
Consider a program containing n instances of a subexpression. This program will have the measured properties h1, 712 , N1, N2. The subexpression itself will contain N' operators and N2 operands. Purification will introduce a unique operand. This new operand will be used in n -1 of the n occurrences of the common subexpression. The purified program will contain the same number of unique operators, and the new operand will increase 712 by 1. In assigning a value to this new operand, an additional assignment statement will have been introduced. This will increase N1 by 2: one for the assignment operator, and one for the end-of-statement operator. Since the expression need occur only once, the number of operators is decreased by (n -1) N' and the number of operands by (n -1) N2 . Finally, note that the n + 1 occurrences of the new operand increases the total number of operands in the purified version of the program. These results are summarized in Table IV .
The values listed in Table IV for the purified program version may be used in order to obtain an estimate of the effort which is required for the comprehension of the revised program. For the case when the common subexpression occurs twice in the program (n = 2) the expression for the effort expended understanding the purified program is E, pure = (N1 + N2+ 5 -N' -N2) r1(N2 + 3 -N2)log2 (711 +t72 + 1)
This expression indicates that the purified program will be . P*Q-+T;P*P+T+T+Q*Q-+R;.
The resulting code appears, at best, only slightly easier to understand than the original. The Here, the parameter list must appear with both procedure calls because the language contains no mechanism which may be used to effectively factor out this redundant term. A simpler representation would accrue if a new item could be defined as a parameter list, and used for these two calls. Languages which allow symbolic equivalence definitions, for example PL/I, C, and many assemblers, allow for this type of purification. The In Algol 68, for example, the statement I := I + 1 may be more simply expressed as I :+ 1. Dijkstra [3] used the construction I plus 1 to simply express the reflexive use of the variable I. Hoare's notes indicate a similar scheme for the selective updating of sets. For example to exclude from the set x all members which are also members of y, the notation x :-y is used [12] . Knuth [10] recognizes the need for such a notation and suggests that a reflexive operator be employed. Denoting the required operator by *=, the statement X := X + Y is coded X *= + Y. When the specification of X is complex, the simplification which results when one uses such schemes noticeably improves the clarity of the program for those fluent with the adopted conventions.
Unwarranted Assignments
When an expression is evaluated, given a unique name, and then used only once, we have an occurrence of the fifth type of impurity, unwarranted assignment. This impurity is removed by first deleting the assignment statement from the program. This decreases N1 by 2 since the assignment operator and the end-of-statement operator are eliminated. The expression itself is subsequently used in place of the operand where it occurs. This will decrease N2 by 2, and 7q2 will be reduced by 1 since we have removed the only two occurrences of the operand. After the purification, the value which is obtained as a measure of the program's clarity is given by: E pure = (N1 + N2 -4) 71 (N2 -2)lg2 (771 + ?2 -1) This is precisely the same result which is obtained for the removal of synonymous operands when N' = N2 = 2. Clearly this is to be expected since the simplest examples of these two impurity classes are indistinguishable. Consider, for example, the program fragment As an example of their proverb "Avoid temporary variables," they state: "The fewer temporary variables there are in a program, the less chance there is that one will not be properly initialized, or that one will be altered unexpectedly before it is used, and the easier the program will be to understand." Their suggestion leads to the following version:
FX =Xi -x2 ** 2 + 1.0 -X2
The proposed measure of program clarity reflects the improved comprehensibility of the later version. A value of 120 elementary mental discriminations is obtained for the improved version, down from a value of 288 for the original.
We may investigate the effect of removing an unwarranted assignment from a program by examining the ratio E, pure/ E, impure as program vocabulary increases. In order to express the ratio as a function of q, the approximations utilized previously are again employed. This expression yields a value for the amount of effort required for comprehension after the impurity above has been removed. It indicates that the resulting code will be easier to understand since Ec pure is less than Ec impure. This must be so since the factor (N -7) 1og2 (t7 + 2) is less than N log2 7i whenever N < 2i log2 (Xi + 2). Because N rt log2 (q/2), the previous inequality is expected to hold. Similar results are obtained when more complex expressions are factored, and corresponding decreases in Ec are observed. This is in agreement with the improvement in clarity which is observed whenever this type of impurity is removed from a program.
PROGRAMMING GUIDELINES FOR PROGRAM CLARITY Several authors have presented guidelines which, when followed, assist in the preparation of programs that are more easily understood. Not all of these guidelines may be applied in a general fashion, and the modifications which are necessary in order to bring the code into compliance with the rules, may not be simply specified. Instead, ad hoc alterations are required, and the programmer's ingenuity is put to the test in applying many of the rules. In some instances, exceptions to such guidelines may be demonstrated, and the resulting code proves to be more difficult to comprehend.
In spite of these serious drawbacks, such guidelines have been drawn up as the best means available for guiding the production of software. Consider, for example, the typical admonishment against the use of the GO TO statement: Avoid the use of GO TO when a conditional statement, conditional expression, or FOR statement can fulfill the same purpose [7] . The authors present several examples to demonstrate the application of this rule. A still better version is presented using C:
The examples presented demonstrate the intended application of such a rule, which bans the use of the GO TO statement. A careful programmer may learn a great deal, generalizing from such examples. Analyzing the code and obtaining the estimate for the amount of effort required for comprehension, using the measure Ec, verifies that the proposed measure properly reflects the improvements in clarity which have been observed. More properly, we note that the guideline presented demonstrates a special case of the general theory of program clarity being developed. Other guidelines reported in the literature [7] -[91 are also implied by the proposed measure, although in some instances they are not as precise as the results obtained here. com- plaints about software systems are so common. 1) "We were behind schedule and wanted to deliver an early release with only a <proper subset of intended capabilities>, but found that that subset would not work until everything worked."
2) "We wanted to add <simple capability>, but to do so would have meant rewriting all or most of the current code."
3) "We wanted to simplify and speed up the system by removing the <unneeded capability>, but to take advantage of this simplification we would have had to rewrite major sections of the code." 4) "Our SYSGEN was intended to allow us to tailor a system to our customers' needs but it was not flexible enough to suit us."
After studying a number of such systems, I have identified some simple concepts that can help programmers to design software so that subsets and extensions are more easily obtained. These concepts are simple if you think about software in the way suggested by this paper. Programmers do not commonly do so.
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