We give sufficient conditions for subsets to be precompact sets in variable Morrey spaces. Then we obtain the boundedness of the commutator generated by a singular integral operator and a BMO function on the variable Morrey spaces. Finally, we discuss the compactness of the commutator generated by a singular integral operator and a BMO function on the variable Morrey spaces.
Introduction
Let the Calderón-Zygmund singular integral operator be defined by
where Ω is a measurable function on R and satisfies the following conditions:
(i) Ω is a homogeneous function of degree zero on R \ {0}; that is, Ω ( ) = Ω ( ) for any > 0, ∈ R \ {0} . (2) (ii) Ω has mean zero on −1 ; that is,
Here −1 fl { ∈ R : | | = 1} is the unit sphere in R and d is the area measure on it.
For a function ∈ loc (R ) (the set of all locally integrable functions on R ), let be the corresponding multiplication operator defined by = for a measurable function . Then the commutator between and is denoted by
for suitable functions . Denote the bounded mean oscillation function space by
fl { ∈ loc (R ) : ‖ ‖ * fl sup cube: ⊂R , < ∞} ,
here and in the sequel
It is well known that commutators play a very important role in harmonic analysis and PDEs. Indeed, Coifman et al. [1] characterized the -boundedness of [ , ] , where the list is not exhaust. The boundedness in variable function spaces of many classical operators from harmonic analysis has been obtained; see [18, 19, [41] [42] [43] [44] . Motivated by these works, we will consider analogous results in [8] to variable exponent situation. The structure of this paper is as follows. In Section 2, we give sufficient conditions for a set to be a precompact set in a variable Morrey space. In Section 3, we obtain the boundedness of singular integrals and their commutator in variable Morrey spaces. In Section 4, we discuss compactness of commutators in variable Morrey spaces. The remainder of this section is some notions.
Let be a measurable subset in R with | | > 0, where as usual | | is the Lebesgue measure of . Let (⋅) be a measurable function on with range in [1, ∞). The variable exponent modulus is defined for measurable functions on by
(⋅) ( ) denotes the set of measurable functions on such that (⋅) ( ) < ∞ for some > 0. The set becomes a Banach function space when equipped with the norm
These spaces are the so-called variable Lebesgue spaces. Denote by P 1 ( ) the set of measurable functions (⋅) on with range in [1, ∞) such that
For (⋅) ∈ P 1 (R ) and 0 < ( ) < for ∈ R , the variable Morrey space (⋅), (⋅) (R ) is defined as the set of integrable functions on R with the finite norm
where ( , ) denotes a ball centered at with radius and V 1 is the volume of the unit ball in R .
Precompact Sets in Variable Morrey Spaces
In this section, we give a compactness criterion in variable Morrey spaces. We remark here that a compactness criterion for variable exponent Lebesgue spaces was given in [45] .
Suppose W is a subset in (⋅), (⋅) (R ) satisfying the following conditions:
(ii) Translation continuity uniformly is
Then W is a precompact set in (⋅), (⋅) (R ).
To prove Theorem 1, we need the following two lemmas, which are well known; for example, see [46] .
Lemma 2. A set is precompact in a Banach space if and only if it is totally bounded which means for every positive number there is a finite subset
of points of such that
where ( ) denotes a ball centered at with radius . The set is called an -net of . (ii) For every > 0, there exists > 0 such that | ( ) − ( )| < for ∈ , , ∈ , and | − | < .
Journal of Function Spaces 3
Now there is a position to prove Theorem 1.
Proof of Theorem 1. Let ℎ > 0, we denote the mean of on ( , ℎ) by
Then by Hölder's inequality and Fubini's Theorem, for any ∈ R and > 0,
Thus,
Therefore, to prove that W is a precompact set, we need only to prove that ℎ W is precompact for small ℎ. By Lemma 2, it suffices to show that ℎ W has finite -net for any > 0. To do so, firstly, by Lemma 3, we show that ℎ W is precompact in ( ) for each > 0, where = { ∈ R : | | ⩽ }. For any ∈ R , by Hölder's inequality,
Thus, by Condition (ii) and Lemma 3, ℎ W is precompact in ( ). Finally, we verify that ℎ W has finite 2 -net for each small positive . For 0 < < 1, there exist > 0 and > 0 such that 1 < − /4 <
By Lemma 3, there exist { 1 , 2 , . . . , } ⊂ W such that { ℎ 1 , ℎ 2 , . . . , ℎ } is a finite +1 -net in ℎ W in the norm of ( ). Below we verify that { ℎ 1 , ℎ 2 , . . . , ℎ } is a finite -net in ℎ W in the norm of (⋅), (⋅) . To finish the proof, we only need to show that, for ∈ W, there is a ( ∈ {1, 2, . . . , }) such that for > 0, ∈ R
Now, we choose , ∈ {1, 2, . . . , } such that
To show (22), we consider ( , ) into three cases.
If > 1, 
Case 3. ( , ) ∩ ̸ = 0, and ( , ) ∩ ̸ = 0. Hence,
Here, 1 , 2 can be estimated that 1 , 2 < by Cases 1 and 2, respectively. Therefore, ℎ W has a finite 2 -net in (⋅), (⋅) (R ). This completes the proof.
Boundedness of Singular Integrals and Their Commutators
To consider the boundedness of singular integrals, a fundamental operator is the Hardy-Littlewood maximal operator. Given a function , the maximal function is defined by
where the supremum is taken over all cubes containing . It is well known that is bounded on , 1 < < ∞. However, for any (⋅) ∈ P 1 (R ), need not be bounded in (⋅) (R ). Let B(R ) be the set of (⋅) ∈ P 1 (R ) such that is bounded on (⋅) (R ). For the set B(R ), we refer the reader to [19, 41] for details. If (⋅) ∈ B(R ), we will use the following results.
Lemma 4 (see [22] ). Let (⋅) ∈ B(R ). Then there exist 0 < < 1 depending only on (⋅) and such that for balls in R and all measurable subsets ⊂ (⋅) (R )
Lemma 5 (see [22] ). Let (⋅) ∈ B(R ). Then there exists a positive constant > 0 such that for balls in R ,
where and what follows (⋅) is the conjugate exponent of (⋅), which means ( ) = ( )/( ( ) − 1).
Lemma 6 (see [23, 24] ). Suppose (⋅) ∈ B(R ), and then there exists a positive constant such that for each
Theorem 7. Let 0 < ( ) < for ∈ R . Suppose is a linear or sublinear operator satisfying
where is as in Lemma 4 and the operator is bounded on
where the constant is independent of .
Proof. Let ∈ (⋅), (⋅) , pick any ∈ R , and write ( ) =
. Firstly, we estimate 0 on ( , ). By the boundedness of on (⋅) (R ), we have
Hence, we obtain
It remains to estimate (∑ ∞ =1 )( ) on ( , ). By the size estimate of , we have
Thus, by Lemmas 4 and 5 and Hölder's inequality, we have
This finishes the proof of Theorem 7.
Next we turn to the boundedness of commutators in variable Morrey spaces. Many authors have studied it; see [44] , but they considered that it restricts the underlying space with finite measure.
Theorem 8. Suppose is a linear operator satisfying
where Ω is a bounded measurable function. Let 0 < ( ) < , and ∈ (R ) and (⋅) ∈ B(R ).
If the commutator [ , ] is bounded on (⋅) (R ), then [ , ] is also bounded on (⋅), (⋅) (R ).
Proof. For any ∈ R and > 0, let = ( , ) and write as in the proof of Theorem 7. By the (⋅) -boundedness of [ , ], we obtain
For > 0 and ∈ , we write
where and in what follows, for ⩾ 0, 2 +1 is defined by
By the well-known fact that, for any > 0 and ∈ N,
Hence, for > 0, using Lemmas 4 and 5 we have
For 3 ( ), by Hölder's inequality and Lemma 6, we have
Therefore, as the argument as for 2 , we have
Finally, for 1 ( ) by Hölder's inequality, we have
Thus, as the argument as before, we obtain that
From (45), (47), and (49), we get Journal of Function Spaces Hence,
This finishes the proof of Theorem 8.
Corollary 9.
Let 0 < ( ) < . Suppose that Ω is a bounded homogeneous function of degree 0 and satisfies conditions (2) and
where
If (⋅) ∈ B(R ), then the Calderón-Zygmund singular integral operator defined by (1) and its commutator [ , ] with ∈ (R ) are both bounded on (⋅), (⋅) (R ).
Proof. Corollary 9 is the result of the following lemmas. Indeed, the boundedness of on (⋅), (⋅) (R ) is the direct result of Theorem 7, Lemmas 12 and 13. For the commutator, if ∈ , ∈ (1, ∞), then by Corollary 9.2.6 in [47] there exists > 0 such that ∈ − and − > 1. Then we choose = /( − ) < in Lemma 11; for ∈ by Lemma 10 we obtain
for bounded functions and compactly supported functions . Finally, using the similar argument for Theorem 7.5.6 in [47] , we obtain that the last inequality holds for any ∈ BMO(R ). Thus, by Lemma 13, we obtain that [ , ] is bounded on (⋅)(R ). Consequently, by Theorem 8, [ , ] is bounded on (⋅), (⋅) (R ).
We remark here that the boundedness in variable Lebesgue spaces (⋅) (R ) of commutator [ , ] has been proved in [44] by another method when Ω is an infinitely differentiable function on −1 .
Lemma 10 (see Lemma 2.1 in [48]). Let 1 < < ∞ and ∈ (Muckenhoupt weight); then there exists a positive constant such that
for functions such that the left-hand side is finite.
Here we say ∈ , 1 < < ∞ if for every cube
For properties of , we refer the reader to [47] .
Lemma 11 (see Lemma 2.4.1 in [49] ). Let ∈ (R ) and ∈ (1, ∞). Then for any ∈ (1, ), there exists a constant , independent of and , such that
Lemma 12 (see Theorem 2.1.6 in [49] ). Suppose that Ω is a bounded homogeneous function of degree 0 and satisfies conditions (1) and (52). If ∈ (1, ∞) and ∈ , then there exists a constant , independent of , such that
Lemma 13 (see Corollary 1.11 in [18] ). Given that F denotes a family of ordered pairs of nonnegative, measurable functions ( , ) on R , assume that
holds for some 1 < 0 < ∞, for every ∈ 0 and for all
Compactness of Commutators
Now we obtain sufficient conditions for the commutator [ , ] to be a compact operator on (⋅), (⋅) (R ).
Theorem 14.
Let 0 < ( ) < for ∈ R and (⋅) ∈ B(R ) such that (⋅)/ (⋅) is a constant function. Suppose that Ω is a bounded homogeneous function of degree of 0 and satisfies (2) and for some ∈ (1, − )
where ( ) denotes the integral modulus of continuity of order of Ω defined by
and is a rotation in R and ‖ ‖ = sup ∈ −1 | − |. If ∈ (R ) (the closure of the set of compactly supported infinite differential functions in (R )), then the commutator [ , ] is a compact operator on (⋅), (⋅) (R ).
Lemma 15. Let 0 < (⋅) < . Suppose that Ω is a bounded homogeneous function of degree of 0 and satisfies (2) and (52).
For > 0, let
, where is independent of and .
Proof. Lemma 15 is a direct consequence of Theorem 7. In fact, by Theorem 2.1.8 in [49] , given that 1 < < ∞, if ∈ , then
holds uniformly in . Using Lemma 13, we can get that is bounded on (⋅) (R ) uniformly in . Now all conditions in Theorem 7 are fulfilled. 
Proof of Theorem 14. We will use the method in [8] . Let F be the unit ball in (⋅), (⋅) (R ). By density, we only need to prove that when ∈ ∞ (R ), the set G = {[ , ] : ∈ F} is a precompact in (⋅), (⋅) (R ). By Theorem 1, it is sufficient to show that (11)-(13) hold uniformly in G.
Notice that ∈ ∞ (R ). Applying Corollary 9, we have
This shows that (11) holds. Next we show that (13) holds. To do so, we suppose that > 1 taken so large that supp ⊂ { : | | ≤ }. For any 0 < < 1, we take > such that ( − )
(1− ) < . Below we show that for every ∈ R and > 0, > 1
In fact, for any ∈ = { ∈ R : | | > } and every ∈ F, by Hölder's inequality we have
Then for every ∈ R and > 0, by the Minkowski inequality and the choice of , we get
Thus, we get (67), which shows that (13) holds for [ , ] in G uniformly. Finally, we show that the translation continuity condition (12) holds for the commutator [ , ] in G uniformly. We need to prove that, for any 0 < < 1/2, if | | is sufficiently small depending only on , then for every ∈ F
Now for ∈ R , we write
Since ∈ ∞ (R ), we have
Since Ω ∈ ( −1 ) and applying Lemma 15, we get 
Thus, we have 
Thus, Using the same argument for 3 , it is easy to check that (80) Therefore, we show that the translation continuity (12) holds for the commuator [ , ] in G uniformly and this completes the proof of Theorem 14.
We remark that in Theorem 14 the condition ∈ VMO(R ) is necessary by Theorem 1.2 in [8] .
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