• A model is constructed to assess the productivity in chipping of wood biomass at roadside.
Introduction
The use of forest and agricultural biomass for energy is an increasingly important topic, in light of the recent debate on climate change and climate change mitigation (IPCC 2007; EU 2009 ). In Europe, forest biomass has the largest potential for providing large amounts of renewable fuel on a sustainable basis (Alakangas 2007; Röser et al. 2008 ). At the current state of the forest biomass development, the ambitious targets set by the EU are a great challenge for the sector, which should sustain a three-fold increase of the volume of biomass obtained when harvesting the European forests (Verkerk et al. 2011) .
One of the biggest challenges to increase the use of forest biomass is the availability and proper use of suitable harvesting technology to meet the growing demand for raw material. Existing and proven solutions to harvest forest biomass have to be adapted to new working environments across Europe (Röser 2012) . In this context, chipping is a crucial cost factor in the entire supply chain, and economic success is largely dependent on an economic chipping operation (e.g. Angus-Hankin 1995; Laitila 2008; Röser 2012) . The most common forest biomass supply chain in Europe is based on comminuting forest biomass at roadside (Diaz-Yáñez et al. 2013 ) where forest biomass is chipped with either a truck mounted or a tractor-based chipper directly into the chip truck. Alternatively chips can be blown onto a pile on the ground when interaction with the transportation fleet is likely to cause considerable delay (Kanzian et al. 2009 ). Chipping at a plant or terminal usually results in lower chipping cost, but also in increased transportation, storage and handling costs that outweigh the eventual savings. Furthermore, chipping near settled areas is often undesirable due to the high dust and noise emissions (Kanzian et al. 2009 ).
In Italy, fuel chip consumption exceeds 3 million green tons per year (Itabia 2008) , which motivates many local companies to produce substantial amounts of wood chips. In most cases, chips are a side-product obtained from less valuable trees and tree sections. Chipping is an important way to attach some market value to low-quality trees, branches and tree-tops.
As in any forest operation, the performance of the operators have an important effect on the overall productivity, in addition to the type and conditions of the raw materials and specifications of the machines involved (e.g. Püfurst 2010). Italian chipper operators have a long experience: many companies started chipping already in the early 1980s, when particleboard factories were the main customer. The biomass boom of recent years has determined a further development of the sector, which now counts a large number of operators and a vast, international machine fleet (Spinelli et al. 2013) .
In the context of optimizing the efficiency of biomass supply chains for bioenergy, this study investigates the overall productivity of wood chipping operations in Italy, by comparing and analyzing a large number of commercial chipping operations distributed across the country. We suspect that operator performance plays a significant role in the overall efficiency of the chipping operations. Therefore, the ultimate goal of the study is to identify and quantify key variables related to chipping productivity, with special emphasis on addressing the effects due to the operators in the final productivity of the chipping operations.
Material and methods

Description of the trials
Data were collected from 172 trials of chipping operations conducted in Italy, distributed in 114 locations (mostly distributed in the Arno River Valley, Po River valley, Alps and Apennines). The database included sources from previous compilations (including : Spinelli and Hartsough 2001; Spinelli and Magagnotti 2010; Costa et al, 2012) . Most of the trials were measured in 1996-1999, and the latest were performed in February, 2011. Data collection consisted of a classic time study, where time consumption was determined with conventional stop watches or hand-held field computers (Magagnotti and Spinelli 2012) . The effective chipping time (E0) was recorded with an accuracy of 1 s. The chipping time was allocated to different activities as follows:
Chipping: time when the engine is operating, the orifice is full, comminuting wood or waiting for the next piece to be fed Reposition: moving the chipper from different stations Maneuvering: time used in other operations, such maneuvering the chip container or bunching material to be chipped
The raw material represented a wide array of tree species grown in Italy and included different assortments of tops and branches, un-merchantable trees and whole trees from thinning operations. An estimated total of 13 840 tonnes (t) were chipped; on average 72 green t were chipped at each trial, with a standard deviation of 71 green t (minimum 1.3 green t, maximum 318.3 green t). The total number of wood pieces chipped was also estimated for each load. The average piece size was estimated as described in Spinelli and Hartsough (2001) and it was included as one of the variables considered in the study. Other variables possibly affecting performance were also recorded including the type of assortment, location, operations involved, type and specifications of the machine, wood conditions and moisture, lay out of the wood piles, etc ( Table 1 ). The histograms for the continuous variables (average piece size and machine power) are showed in Fig. 1 (see Appendix for a complete list of chipper models used in the trials). The trials involved 67 operators with different skills and experience. In general, each operator was using a specific chipper model, (N = 56), and only in a few cases the operator was using two different chipper models (N = 11). Therefore, the potential operator effect would refer to the interaction operator-machine, since most of the operators were familiar with their own machines. A subjective evaluation of the operators involved was established based on their stated experience (years on the job) and the work intensity (days of work per year). Operators were then divided into the following categories: beginner (8 operators and 14 trials), part time professional (8 operators and 10 trials), full time professional (34 operators and 70 trials) and top professional (18 operators and 78 trials) ( Table 1) .
Statistical methods
In a first step, the different independent variables considered were tested (ANOVA test) in order to find valid predictors for chipper productivity. After the first selection, meaningful variables were used to construct a productivity model (Table 1 ). The predicted variable was chipper productivity, expressed as green tonnes per hour (green t h -1 ). The independent variables (predictors) were chosen to reflect the type of chipper and the conditions of the raw material. All predictors had to be significant at the 0.05 level, and the residuals had to indicate a non-biased model. Alternative combinations of predictors and their transformations were evaluated.
In order to assess the effect of the operator, the chipper measurements were grouped by individual operator. The hierarchical structure of the data was addressed using a mixed model with fixed and random factors. The residual variation was therefore divided into between-operators and between-trials. Alternative combinations of the model structure were tested, with the random effect in the intercept as well as in the predictors. The Akaike and Bayesian Information Criteria (AIC and BIC) were calculated for each model combination, and were also used in the model assessment. The linear models were estimated using the restricted maximum likelihood (RSME) procedure of the statistical software SPSS v13.0.
The predicted variable was the productivity of the machine and operator expressed in green t h -1 . The models made use of logarithms for both the predicted and predictor. The logarithm predictions were then converted to the arithmetic scale by using an empirical ratio estimator for bias correction in logarithmic regression proposed by Snowdon (1991) , based on the mean observed value (P, productivity) and the mean of the back-transformed predicted values resulting from the logarithmic regression.
The equations tested were evaluated quantitatively by examining the magnitude and distribution of the residuals for all possible combinations of variables, aiming at detecting obvious dependencies or patterns that indicate systematic discrepancies. The residues were grouped in tiles to facilitate the visual analysis. In order to determine the accuracy of the predictions, absolute and relative biases and root mean square errors (RMSEs) were calculated.
The error terms (the random factor based on the operator μ o , and the remaining variability e oj ) were tested against the variables considered in the first step, also using ANOVA. 
Results
The average productivity of the chippers ranged from 1 to 91.04 green t h -1 (Table 2) . Although most of the variables evaluated showed significance levels to explain the productivity at various degrees, there were evident confounding factors (Table 3) . After the preliminary analysis, the performance of the chippers was modeled according to: where P was the productivity of the machine used by operator o in trial t, (green t h -1 ), β 0-β 2 are parameters, Power is the net power of the machine used by operator o in trial t (kW), Size is the average size of raw material fed to the chipper (green t). Subscripts o, and t refer to operator and trial, respectively. μ o, is the between-operator random factor, independent and identically distributed with mean = 0 and constant variance (σ 2 operator ). Finally, e ot is the between-trial random factor for the machine managed by operator o in trial t, with mean equal to 0 and variance equal to σ 2 trial. After the models were fitted using the variables selected in each case, no other additional variable was significant or improved significantly the prediction power of the models. An interaction between both variables was tested, having no significant effects. Finally, alternative model structures with additional random effects in the predictors were tested. When the random factor was included in the slope, it proved significant and presented a lower AIC (125 vs 130) and BIC (131 vs 136). However, it did not improve the predictive power of the model (R 2 0.85 to 0.88). The rest of the combinations resulted in all cases in higher AIC and BIC and lower predictive power.
The variables selected were highly significant (Table 4 ) and did not show strong collinearity (R = 0.684, VIF = 1.880). The model explained most of the variability as the coefficients of determination (R 2 ) of the back transformed data were 0.76 for the fixed part of the model, and 0.88 when the effects due to the operators were included (Table 5 ). The estimated bias for the back-transformed estimates was 1.0056.
A significant part of the variability was explained by the operator effect included in the random term. This random effect was partially explained by the operator skills, the species, the chip discharge (Table 3 ). The estimated standard deviations were 0.293 and 0.265 for betweenoperator and between-trial error terms.
The bias of the fixed part of the model was examined by plotting the residuals as a function of the predicted variable and predictors of the model (Fig. 2) . Small deviations or lack of fit were observed for the lowest and highest productivity ranges, which are made of fewer observations. Concerning the variables, no obvious dependencies or patterns that indicate systematic trends among the residuals and the independent variables were found in the intermediate productivity ranges. It should be taken into account, however, that part of the residual variation of the fixed part of the model is explained by the variability due to the operators included in the random factor. Fig. 3 shows the measured and predicted values from the model. Including the operator effect in the simulations (Fig. 4) can result in great differences in the performance of the operators. The estimated between-operators random factor μ o was compared to the classification of the operators according to their previous experience. The ANOVA test was significant (p-value 0.001) and the subsequent Duncan test found differences between the group "beginner" and the rest of the groups half-time, full-time, and top professionals (Fig. 5) . 
Discussion
The paper deals with a comprehensive productivity analysis of energy wood chipping operations conducted at several sites in Italy. In general, the productivity figures in this study are comparable with those reported in other studies in Italy, ) and in other parts of Europe (Asikainen and Pulkkinen 1998; Lechner et al. 2007; Cremer 2009; Röser et al. 2012) . Chipping operations are affected by many factors that often interact, making analysis difficult. These factors include the raw material type, the machine characteristics and the operator proficiency. The purpose of this study was to generate a valid model that would focus mainly on the most relevant variables to explain productivity in order to simplify the analysis and to isolate the effect of the operators' efficiency as much as possible. There were, however, some limitations in the data used, as not all the possible variables that could affect productivity were properly recorded, and there were differences in the set-up of the trials that required standardization. For instance, the moisture content was only calculated with precision in some cases, whereas in other it was provided in a qualitative value. This, on the other hand, was used in the same way in previous research (e.g. Spinelli and Hartsough 2001; Costa et al, 2012) and the large dataset of operations and time studies used in the analysis can to a certain extent compensate those limitations and provide a solid basis for modelling.
Our analysis indicated that tree species may have only a minor effect on chipping productivity, as was also noted by and Röser et al. (2012) . In contrast, it highlighted the crucial role of piece size, which was already addressed by Asikainen et al. (2001) , Spinelli and Hartsough (2001) and Röser et al, (2012) as one of the key elements of chipping productivity. The piece size characterizes the different tree parts (i.e. stems vs. branches or whole trees), which is a relevant variable that explains differences in the productivity as observed in and . On a similar note, Van Belle (2006) concluded that raw material characteristics have a significant effect on chipping productivity. In Finland Röser et al, (2012) explained the large differences of chipping productivity among different chippers as partly due to the differences in raw material. Finally, the predictions based on the model proposed in this study offer similar results to Asikainen et al. (2001) . Concerning the particle size of the chips produced was not recorded in the different trials, and could not therefore be included in the analysis. Röser et al. 2012 observed important effects in the chipper productivities concerning the use of different sieves between Finland and Austria. In the Finnish case, the sieves were 80 × 80 mm, resulting in larger chips and in higher producitivies. In the case of Austria and southern Germany, the demand of fine sized chips by the district heating plants resulted in lower productivities. In this case, however, the data comes from a single country and it is expected the use of similar sieves and similar chip size standards. Spinelli at al. (2005) made an analysis of chip size distribution for district plants in Italy, testing machines from 80 to 331 kw. The results showed that 95-99% of the chips were in the 3-45 mm range. Although the addition of variables related to the chip distribution could help explain the productivity, the performance of the models suggests that their contribution can be limited in this case.
In general, it is assumed that productivity has a non-linear relationship with piece size (e.g. Spinelli et al. 2002; Jirousek et al, 2007) . This relationship has been modeled using the logarithm transformation, which has improved the predictive power of the model, and reduced the effect of outliers. However, there was noticed a small lack of fit in the predictions concerning the lowest and highest productivity ranges, which could be attributed to outliers, as there are fewer observations in those ranges. At the same time, logarithm transformations can produce a bias in the estimates and in the random effect used to model operator proficiency, due to the back-transformation of the predictions. Nevertheless, it can be assumed that both the magnitudes and the relative positions between-operators would be preserved.
In fact, the estimation of a between-operator random factor in the overall efficiency is of great interest. Previous studies have assumed that "operator effect" has a strong impact on operational performance, due to individual differences in technique, motor skills, work-planning capacity, decision-making abilities and general experience (Ovaskainen et al. 2004) . Research conducted in Finland on forest harvesters showed that the standard deviation between different operators accounted for 11.8% of the mean, and that productivity could vary by as much as 18.7% when processing 100 dm 3 trees (processed data from Ovaskainen et al. 2004) . A similar study on Finnish harvester operations observed maximum productivity differences between individual operators in the range of 20-40%, depending of the complexity of the methods used (Kärhä et al. 2004) . These figures are to a certain extent compatible with those obtained in our study for chipping operations. At the same time, while previous studies identified and quantified the operator effect on the productivity, the present study adds the advantage of explicitly including this effect in the modeling approach.
The modeling approach includes the general variability due to operators expressed as an error term, which can only be estimated given a large sample of trials and operators. In this study, we combine data from previous studies (e.g. Spinelli and Hartsough 2001; Spinelli and Magagnotti 2010; Costa et al, 2012) as well as new records, making it an interesting database for study. Since only trials from the same country are considered, it reduces the potential effect of the operational environment attributed in other studies (Röser et al 2010; Röser, 2012) as deals with similar procedures, quality standards and overall conditions along the trials. This facilitates the estimation of the operator random effects, which in fact explains many variables traditionally included in performance studies (e.g. Spinelli and Hartsough 2001; Spinelli and Magagnotti 2010) as none of them contributed to explain the residual variation of the model. The resulting estimate of the operator effect as an error term can have important applications in stochastic simulation and in realistic estimates of productivity ranges in specific conditions. It must be considered, however, that most of the operators were using only one or two machines, and therefore, the operator effect includes some between-machine variability. This is a limitation of the study, although it is a reasonable assumption to investigate the operator effect with operators that are familiar with a limited number of machines, as it reflects conventional practices in reality. At the same time, many machines were used by different operators, which would demand further analysis. Although the dataset used was large, the inclusion of an additional between-machine random factor would result in more complex modelling approach that would require a larger dataset (i.e. same operator using different machines, and same machine used by different operators). The operator effect modelled has to be considered to a certain extent as an operator-machine interface, as it includes potential differences in the performance of the machines, in addition to the skills and experience of the operators. Arguably, the absolute differences between machine performance (i.e. differences in performance between machines with the same power) would be smaller. In addition, since the operators take care of the maintenance of their machines, this effect would be included in the between-operator variability and should not essentially affect the main findings of the study.
The modeling approach can realize the specific productivity ranking for a given operator with its usual machine, and can estimate individual performance (whereas above or below the average) for a given machine power and tree size while using very few observations. The following analysis of the specific operator values revealed that there were no significant differences between operator groups concerning their overall experience, as long as they had been professionally trained. The main differences were found between non-professional operators (beginners) and the rest, underlining the difficulty of judging performance a priori.
A direct outcome of this study could be the development of guidelines for successful chipper operations, especially what concerns operation layout, rate setting and operator training. A model that integrates operator effect could be used to make a first distinction between above-average and below-average operators, and then use this distinction to conduct detailed observation of aboveaverage operators in order to define what makes a proficient chipper operator. This information could then be transferred to the other operators through courses and publications. Further studies conducted under controlled conditions may help gauging with more accuracy the magnitude of the operator effect in chipping operations, and to develop better explanatory models concerning their productivity.
Conclusions
The study presents a large dataset of chipping trials, to model the productivity of the chipping operations. The main variables used to model the productivity are the power of the machines, the average size of the raw materials and the operator skills, which encapsulate most of the variability. Alternative variables considered (included other raw material and site conditions, or machine parameters) did not significantly add to the explicability nor the predictability power of the model.
The operator effect accounts for a significant part of the variability, and therefore is a crucial factor to be included in the analysis. Mixed models show that are fundamental tools to include the operator effect in the modeling approach, and in their application in this study result in the parametrization of the operator effect that can be used in e.g. simulation studies. The following analysis of the resulting operator values revealed that there were not differences between operator groups concerning their overall experience, as long as they had been professionally trained.
