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013.07.0Abstract The presence of Dirac delta function in differential equation can lead to a discontinuity,
which may degrade the accuracy of related numerical methods. To improve the accuracy, a second-
order numerical method for elliptic equations with singular sources is introduced by employing a
local kernel ﬁlter. In this method, the discontinuous equation is convoluted with the kernel function
to obtain a more regular one. Then the original equation is replaced by this ﬁltered equation around
the singular points, to obtain discrete numerical form. The unchanged equations at the other points
are discretized by using a central difference scheme. 1D and 2D examples are carried out to validate
the correctness and accuracy of the present method. The results show that a second-order of accu-
racy can be obtained in the ﬁltering framework with an appropriate integration rule. Furthermore,
the present method does not need any jump condition, and also has extremely simple form that can
be easily extended to high dimensional cases and complex geometry.
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Computational ﬂuid dynamics (CFD) is an essential tool for
applications in aeronautics such as airframe and turbomachin-
ery designs. Traditionally, prediction of the aerodynamic per-
formance of those components is based on body-ﬁtted grids
for facilitating the enforcement of the boundary condition.1,2
The body-ﬁtted grid can sometimes be transformed to a com-
putational domain which is uniformly distributed with grids,
but it is difﬁcult in general for complex geometries for instance
the numerical simulation of the landing gear. Unstructured
grid method is another technique and is usually employedSAA & BUAA. Open access under CC BY-NC-ND license.
A second-order numerical method for elliptic equations with singular sources using local ﬁlter 1399together with either ﬁnite element or ﬁnite volume schemes.
Such technique usually suffers from the high requirement of
memory. On the other hand, there are relative motions be-
tween different blade rows in turbomachinery. To enable
numerical calculations, techniques such as mixing plane meth-
od3 and deterministic stresses model4 are widely used in turbo-
machinery community. Mixing plane method is based on a
strong unrealistic assumption, while deterministic stresses
model is too complex and also requires many simpliﬁcations.
So some new ideas are needed in those ﬁelds.
Actually, for complex geometries and moving boundary
problems, Peskin5–7 introduced the immersed boundary (IB)
method in cardiac mechanics to simulate the blood ﬂow and
the ﬂuid-structure interaction. In this method, the boundary
effect is treated as a force on the ﬂuid which is determined
by meeting the no-slip boundary condition. This force is repre-
sented in a singular form by the Dirac delta function. In the
computational process of the IB method, the Dirac delta func-
tion is approximated by a well-chosen smooth delta function,
which is one of the numerical regularization methods. Many
researchers8,9 have shown that the main factors affecting the
accuracy are the support and the discrete moment conditions
of the smooth delta function. Although the expected order of
convergence can be obtained away from the singularity with
a well-chosen discrete formula coupled with an appropriate
regularization function, the errors in the neighborhood of
the singularity are in general of ﬁrst-order. This property of
low accuracy restricts the applications of the IB method. Dur-
ing the last ten years, some additional efforts have been made
for obtaining higher order accuracy near discontinuous inter-
faces, problems remain yet. For instance, a formally second-
order IB method was introduced in Ref. 10, but only ﬁrst-order
convergence rate has been observed in practical cases.11,12 As
shown by Grifﬁth and Peskin11, the method converges at a sec-
ond-order rate only for problem with sufﬁcient smoothness.
In order to improve the accuracy of the IB method to sec-
ond-order, the immersed interface method (IIM) was proposed
by LeVeque and Li.13,14 This method incorporates the jump
conditions caused by the Dirac delta function into difference
schemes, instead of using a smooth approximation. A correc-
tion term determined by the generalized Taylor expansion15
at the interface is added into the difference schemes to achieve
a globally second-order approximation. In addition, to obtain
higher accuracy, it requires more jump conditions of the value
and its derivatives and/or lager difference stencils around the
discontinuous points. Note that the jump condition, which
has to be carefully derived in advance of computation, is a
common difﬁcult problem of the method. Therefore, some
methods tried to reduce the number of jump conditions, such
as the methods of Zhou et al.16 and Zhong17, which are de-
scribed below.
The matched interface and boundary (MIB) method was
introduced by Zhou et al.16 for elliptic equations with singular-
ity by considering ﬁctitious grid points. The values of un-
knowns at the ﬁctitious points are determined by an iterative
way coupled with repeatedly using the two jump conditions.
Meantime, Zhong17 proposed another new method to obtain
high-order accurate approximation of the derivatives at the
singular points by employing two jump conditions and using
a wider stencil. The core idea of the method is to use two dif-
ferent polynomials on both sides of the interface, which would
be one degree higher than the Lagrange polynomial support onthe same number of points. The unknown coefﬁcients of the
polynomial are determined by matching the two jump condi-
tions at the interface. These methods provide high-order accu-
racy by reducing the essential number of jump conditions to
two, but the requirement of deriving these jump conditions
remains.
Besides, other researchers also focused on the high-order
method in the spectral framework.18,19 Liang et al.20 intro-
duced a new procedure to construct spectral IIM by a global
description of the discontinuous function, which was repre-
sented by a smoothing function and a correction term. Partic-
ularly, the correction term was written as a polynomial
associated with the jump conditions. If all the jump conditions
are known, this spectral IIM can recover a spectral accuracy.
Although the spectral IIM improves the accuracy obviously,
the need of the high-order jump conditions can still not be
avoided. Recently, Jiang et al.21 have extend this global
description method to a spectral domain decomposition
method.
As we stated above, the IB method is only a ﬁrst-order
method near discontinuity and is not sufﬁcient for many phys-
ical problems, especially for computational aeroacoustics. The
IIM, spectral IIM, MIB and Zhong’s method can obtain high-
order accuracy, nevertheless at least two jump conditions are
required in the construction process. In this paper, we intro-
duce a new procedure to solve the similar singular problems
based on the ﬁnite difference scheme, without requiring any
jump condition to obtain second-order accuracy. A local ﬁlter,
implemented as a numerical integration, is employed to trans-
form discontinuous equation to a continuous one. Then, the
problem is solved by using a method of discretization, chosen
here for convenience. In order to deal with more complex Na-
vier–Stokes equation for aeronautic applications in the future,
the present paper is considered as a ﬁrst step of this attempt.
2. A new method to treat equations with singular sources
2.1. Transforming the discontinuous equation to a continuous
one
The ﬁlter operator is widely used in many research domains
such as the large-eddy simulation of turbulence. The spectral
cutoff ﬁlter used in turbulence studies sharply drops the
small-scale information and cannot be used in this study, while
most other ﬁlter operators do not sharply remove any wave
band and may be employed for solving the present problem.
Since a ﬁlter operator reduces the small-scale ﬂuctuations,
the ﬁltered function is usually smoother than the original
one. Therefore, if the ﬁlter is employed on both sides of a dis-
continuity within a differential equation, a continuous equa-
tion may be obtained that can be easily solved. For instance,
consider a one-dimensional equation with a singular term on
the right hand side
uxx  ux ¼ dðxÞ ð1Þ
where uxx and ux represent the second and ﬁrst derivatives of u,
respectively; d(x) is the Dirac delta function which vanishes
everywhere except at x= 0, where its value is inﬁnitely, and
with an integral of one over the entire real line. We then intro-
duce some kind of ﬁlter operator Ææ, and obtain the ﬁltered
equation
Fig. 1 Shapes of kernel functions and their ﬁrst and second
derivatives.
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In general, the ﬁltering and differentiation commute when the
ﬁlter width is uniform,22 thus we can equally write the ﬁltered
equation as
huixx  huix ¼ hdðxÞi ð3Þ
The right hand side of this equation is a continuous
(smooth) function, while the left hand side is the differential
of Æuæ (a function ‘‘smoother’’ than u). A natural idea is to ﬁrst
solve Æuæ by using any numerical discretization, and then ob-
tain u from the solved Æuæ. Unfortunately this method requires
the ﬁlter operator in the whole domain and leads to difﬁculties
near the boundaries of the solving domain. In order to avoid
this problem, we introduce a procedure that represents the
combinations of ﬁltering and differentiation as local integra-
tions, while the discrete form of the left hand side of Eq. (3)
is a linear integration of u. The details of this procedure will
be addressed in the following parts. As will be shown in Sec-
tion 3.1, this procedure only changes several equations near
the discontinuous points, thus there is no longer difﬁculty near
boundaries of the solving domain.
2.2. Local kernel ﬁlter of a function and its properties
For a given function f(x), we deﬁne an operator of a local ﬁlter
by a convolution operation
hfðxÞi ¼
Z
X
fðx0ÞWðx x0; hÞdx0 ð4Þ
where X represents the local integration domain and h is the
characteristic ﬁlter width. The brackets Æf(x)æ denote a locally
ﬁltered function of f(x), whileW(x  x0,h) is the corresponding
ﬁlter kernel function.
In this paper, we choose a kernel function with the follow-
ing properties:
(a) The kernel function should be sufﬁciently continuous
and derivable.
(b) The compact support should be satisﬁed,
Wðx x0; hÞ ¼ 0 if jx x0j > mh ð5Þ
where m is a scaling factor depending on the kernel type. This
property permits removing the surface ﬂux term of the differ-
ential operator D, which will be addressed in the next
subsection.
(c) When increasing the distance away from x0 = x, the ker-
nel function is assumed to decrease monotonously.
(d) The kernel function is normalized asZ
X
Wðx x0; hÞdx0 ¼ 1 ð6Þ
(e) The kernel function is symmetric along x0 = x, which
means W(x  x0,h) =W(x0  x,h) and
DxWðx x0; hÞ ¼ DxWðx0  x; hÞ ¼ Dx0Wðx x0; hÞ ð7Þ
We can always obtain a kernel function W from a given
auxiliary smooth function with a scaling procedure
Wðx x0; hÞ ¼ ad
hd
K
x x0
h
 
ð8Þwhere d is the dimension. The factor ad is used to normalize the
kernel function. Some of the kernel functions K(n) are listed in
Appendix A for reference. In practice, K(n) is usually
constructed as a pure radial function. The shapes of the cubic
B-Spline (BSpline3) and Wendland kernel functions with their
derivatives are depicted in Fig. 1. The number following the
character ‘‘C’’ of the Wendland functions, e.g., C2, means that
it is a twice-differentiable function. As we can see from
Fig. 1(c), the Wendland functions are smoother than the cubic
B-Spline function; the non-smoothness of the B-Spline func-
tion leads to some problems and will be discussed in the fol-
lowing parts. Note that the Wendland functions23,24 are
constructed as radial basis functions for problems of the scat-
tered data approximation, using integration of a given positive
function against a strictly positive deﬁnite kernel. For given
smoothness and space dimension, the Wendland functions
are of minimal degree among all compactly supported radial
A second-order numerical method for elliptic equations with singular sources using local ﬁlter 1401basis functions. In the present paper we ﬁnd that the Wend-
land functions are more appropriate for solving the problems
than the B-Spline function.
The discrete version of Eq. (4) can be written as
hfðxiÞih 
XNI
j¼1
fðxjÞWðxi  xj; hÞxj ð9Þ
where the subscript is the index of the point and NI is the num-
ber of grid points in the integration domain X; xj is the weight
related to the grid size by the numerical integration.
2.3. Local kernel ﬁlter of the derivatives
The kernel ﬁlter of a differential operator Dx can be easily ob-
tained by substituting Dxf(x) for f(x)
hDxfðxÞi ¼
Z
X
Wðx x0; hÞDx0 fðx0Þdx0
¼ 
Z
X
fðx0ÞDx0Wðx x0; hÞdx0
þ
Z
@X
fðx0ÞWðx x0; hÞ  nds
where n is the unit vector normal to the boundary o X. Assum-
ing that the domain X is large enough and considering the
compact support property of the selected kernel function W,
the last term of Eq. (10) vanishes. Using the symmetry prop-
erty of the kernel function, Eq. (10) becomes
hDxfðxÞi ¼
Z
X
fðxÞDx0Wðx x0; hÞdx0 ð11Þ
Therefore, the differential operator on a function is trans-
formed into a differential operator on a well-selected kernel
function, whose derivatives can be computed analytically. This
process is exact, and the error only exists in the discretization
of Eq. (11), which could be minimized by increasing the num-
ber of points in the integration domain. The corresponding
discrete version of Eq. (11) writes
hDxfðxiÞih 
XNI
j¼1
fðxjÞDx0Wiðxi  xj; hÞxj ð12Þ
Note that the error of the present method is generated from
this discretization, thus the integration scheme should be care-
fully constructed to provide high-order convergence. This will
be analyzed in the following parts.
Similarly, we can write the kernel ﬁlter of the higher order
derivatives as
DðmÞx fðxÞ
  ¼ Z
X
fðx0ÞDðmÞx0 Wðx x0; hÞdx0 ð13Þ
and the corresponding discrete version
DðmÞx fðxiÞ
 h XNI
j¼1
fðxjÞDðmÞx0 Wiðxi  xj; hÞxj ð14Þ3. Application to one-dimensional problem
In this section, the details of the implementation of the local
kernel ﬁlter method are demonstrated in the following 1D
boundary value problemuxx  ux ¼ dðxÞ ð15Þ
at the interval [1,1], with boundary conditions
u(1) = u(1) = 0. This problem has the exact solution
uðxÞ ¼  e
1þ e e
x þ ðex  1ÞHðxÞ þ 1
1þ e ð16Þ
where H is the Heaviside function.20
3.1. Formulation
We ﬁrst review the ﬁnite difference method on a continuous
problem. For a smooth problem deﬁned as
uxx  ux ¼ gðxÞ on ½1; 1 ð17Þ
with boundary condition u(1) = z1 and u(1) = z1, and con-
tinuous g(x), we can discretize the interval [1,1] by uniform
grid points xi = 1 + 2(i  1)/(N  1), i= 1, 2, . . . ,N with
Dx= 2/(N  1). Using 3-point central difference scheme to
approximate the derivatives in Eq. (17), we can obtain the fol-
lowing equations
1 0 0 0    0 0
c1 c0 c1 0    0 0
0 c1 c0 c1    0 0
0 0 c1 c0    0 0
..
. ..
. ..
. ..
. ..
. ..
.
0 0 0 0    c0 c1
0 0 0 0    0 1
2
6666666666664
3
7777777777775
u1
u2
u3
u4
..
.
uN1
uN
2
6666666666664
3
7777777777775
¼
z1
gðx1Þ
gðx2Þ
gðx3Þ
..
.
gðxN1Þ
z1
2
6666666666664
3
7777777777775
ð18Þ
where c1 = 1/Dx
2 + 1/Dx, c0 = 2/D x2, c1 = 1/Dx2  1/Dx,
and ui is the corresponding value of u(x) at the grid point
xi.
We intend to solve the discontinuous Eq. (15) by using the
same ﬁnite difference method, but the presence of the Dirac
delta function invalidates several equations of Eq. (18) near
the singular point x= 0. The following paragraphs are thus
aim at modifying these equations by introducing a local ﬁlter,
while most equations of Eq. (18) are not changed.
Considering the ﬁltered equation of Eq. (15) around the sin-
gular point x= 0Z
X
uðx0Þ Wx0x0 ðx x0; hÞ Wx0 ðx x0; hÞð Þdx0 ¼ Wðx; hÞ ð19Þ
with X= [x  s,x+ s] the support of the kernel function, the
corresponding discrete version can be written as
XiþdNI=2e
j¼idNI=2e
uðxjÞ Wx0x0 ðxi  xj; hÞ Wx0 ðxi  xj; hÞ
 
xj
¼ Wðxi; hÞ ð20Þ
where the weight xj is related to the grid size Dx by the integra-
tion rule (for instance the trapezoidal or Simpson integration
methods, etc.); NI is the number of the grid points located in
the integration region [x  s,x+ s]; ØNI/2ø denotes the small-
est integer greater than or equal to NI/2. In practice, supposing
the three points close to the discontinuous point x= 0 are
xM1, xM, xM+1, the correspond equations of Eq. (18) are
modiﬁed as (Here we assume h= 1.5Dx for simpliﬁcation,
Fig. 3 Error of different kernel functions with Simpson integra-
tion rule (h= 0.4 and modifying the three equations around the
discontinuous point; N is even).
1402 Y. Jiang et al.so that there are only seven points in each integration. In prac-
tice, h should be much larger to guarantee numerical accuracy)
W14 W
1
3 W
1
2 W
1
1 W
1
0 W
1
1 W
1
2 0 0
0 W 03 W
0
2 W
0
1 W
0
0 W
0
1 W
0
2 W
0
3 0
0 0 W 12 W
1
1 W
1
0 W
1
1 W
1
2 W
1
3 W
1
4
2
64
3
75
uM4
uM3
..
.
uMþ4
2
66664
3
77775¼
GðxM1Þ
GðxMÞ
GðxMþ1Þ
2
64
3
75
ð21Þ
where W ij ¼ Wx0x0 ðxMþi  xMþj; hÞ Wx0 ðxMþi  xMþj; hÞ
 
xj
and G(xi) =W(xi,h).
Now, using Eq. (21) to replace the rows corresponding to
the points xM1, xM, xM+1 in Eq. (18), we obtain the complete
system for solving the problem Eq. (15), in conjunction with
the boundary conditions.
3.2. Results
In the computation, we ﬁx the ﬁlter width h= 0.4 and the half
integration interval s= 2 h. The trapezoidal and Simpson
integration rules are used in the numerical integration for the
ﬁltered equations, respectively. The corresponding errors in
maximum norm as functions of the number of grid points N
for different kernel functions are shown in Figs. 2 and 3.
The results of the direct smooth delta function approach using
the 4-point cosine function9,14 are also shown for comparison.
As displayed in Fig. 2, the trapezoidal rule could not always
guarantee satisfying results: the B-Spline and Wendland C2
functions approximately lead to second-order accuracy, but er-
rors remain large; the Wendland C4 and C6 functions reduce
the errors, however, only ﬁrst-order accuracy is observed. It
means that the trapezoidal rule is quite sensitive to different
kernel functions (as will be discussed later, it affects the stiff-
ness of the solved matrix) . In order to improve the results, sev-
eral methods have been tried, including the Shepard kernel
correction,25 and we ﬁnd that the most efﬁcient way is to use
the Simpson integration rule. As shown in Fig. 3, the errors
of all kernel functions obviously decrease, for example when
N= 200 and for the Wendland C4 function, the Simpson rule
leads to an error that is only 1/5 of the trapezoidal rule does.
Moreover, second-order accuracy is observed for all kernel
functions, and the curves in Fig. 3 are close together except
the B-Spline function (the variation of the results may stem
from the segmentation property of the B-Spline function). ItFig. 2 Error of different kernel functions with trapezoidal
integration rule (h= 0.4 and modifying the three equations
around the discontinuous point; N is even).means that the operations under the Simpson rule are less sen-
sitive to different kernel functions.
Fig. 4 depicts the numerical solutions u of the local kernel
ﬁlter method compared with the exact solution by using the
Simpson rule. When N= 80, the present methods capture
the solution very well if compared with that of using the
smooth delta function.
In order to explain the sensitivity of the trapezoidal rule
and the improvement of using the Simpson rule, a stiffness
analysis of the numerical method is required. In the numer-
ical computation of Eq. (15), we have to solve a linear
system
MU ¼ B ð22Þ
where U ¼ u1 u2 . . . uN½ T;M is the coefﬁcient matrix and
B is related to the right hand side of Eq. (15) and boundary
condition terms. The stifﬁness and stability of the computation
method can be estimated by using the condition number of the
coefﬁcient matrixM. We use the condition number based on 1-
norm as
kðMÞ ¼ kMk1kM1k1 ð23Þ
To measure the stiffness of computation method, we deﬁne
the ratio of the condition number as,17Fig. 4 Computation results compared with the exact solution
around the singular point (h= 0.4 and modifying the three
equations around the discontinuous point, N= 80 and the
Simpson integration rule is used).
Fig. 6 Ratio of condition numbers as functions of the number of
grid points with Simpson integration rule (with h= 0.4 and
modifying the three equations around the discontinuous point).
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kðMregÞ ð24Þ
whereMka is the condition number of matrix resulted from our
kernel ﬁlter method andMreg is that of the pure central differ-
ential method. Figs. 5 and 6 show the ratios of condition num-
bers as functions of the number of grid points with different
kernel functions for the trapezoidal and Simpson integration
rule, respectively. As far as the trapezoidal integration rule is
considered, the modiﬁed linear systems by using the Wendland
C4 and C6 functions are stiffer than that of the original 3-point
central scheme and the ratio of condition numbers increasing
rapidly. This can correspond to the results of Fig. 2, where
low-order accuracy is observed when N is large. The condition
numbers increase little when the cubic B-Spline and Wendland
C2 functions are used. With regard to the Simpson integration
rule, the ratios increase slowly with the grid points for both the
B-Spline and Wendland C2 functions, but the values are still
acceptable if compared with Fig. 5. When the Wendland C4
or C6 functions are used as the kernel ﬁlter, the condition
numbers are almost equal to that of the original central differ-
ence scheme. These observations permit the second-order
accuracy for all kernel ﬁlters, and explain why Simpson inte-
gration rule is more appropriate in the present case.
4. Application to two-dimensional problem
4.1. Formulation
In this section, we focus on a 2D discontinuous problem which
has been studied by LeVeque and Li14 and Zhong.17 The dif-
ferential equation reads
uxx þ uyy ¼
Z
C
2dðx XðsÞÞdðy YðsÞÞds
on X ¼ ½1; 1  ½1; 1 ð25Þ
where the interface is deﬁned by C:x2 + y2 = 1/4; X(s) and
Y(s) are the arc-length parameterization of C, to represent
the coordinate of the interface. The Dirichlet boundary condi-
tion is prescribed by using the exact solution
uðx; yÞ ¼ 1 if R 6 1=2
1þ lgð2RÞ if R > 1=2

with R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2
p
ð26ÞFig. 5 Ratio of condition numbers as functions of the number of
grid points with trapezoidal integration rule (h= 0.4 and mod-
ifying the three equations around the discontinuous point).Deﬁning r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx x0Þ2 þ ðy y0Þ2
q
and using the kernel ﬁl-
ter technique on uxx, we can obtain
huxxi ¼
Z Z
X
uWxxðr; hÞdx0dy0 ð27Þ
from the compact support property of the selected kernel func-
tion. Similarly, along the y-axis there is
huyyi ¼
Z Z
X
uWyyðr; hÞdx0dy0 ð28Þ
Therefore, the left hand side of the Eq. (25) writesZ Z
X
u$2Wðr; hÞdx0dy0 ¼
Z Z
X
uðWxxðr; hÞ
þWyyðr; hÞÞdx0dy0 ð29Þ
where $2 is the Laplacian operator. The corresponding Lapla-
cian formulae of the kernel functions are listed in Appendix B.
The right hand side of Eq. (25) can be written as
h
Z
C
2dðx XðsÞÞdðy YðsÞÞdsi
¼
Z Z
X
Z
C
2dðx0  XðsÞÞdðy0  YðsÞÞds
 
Wðr; hÞdx0dy0
¼
Z
C
2Wðr0; hÞds
ð30Þ
where r0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðx XðsÞÞ2 þ ðy YðsÞÞ2
q
.
Similar as the 1D case, if we use the difference method to
discretize the equation, we can employ the discrete version of
the kernel-ﬁltered equationZ Z
X
u$2Wðr; hÞdx0dy0 ¼
Z
C
2Wðr0; hÞds ð31Þ
around the discontinuous points in order to replace the origi-
nal equation and to deal with the singularity introduced by the
Dirac delta function.
As has been discussed in the last section, we would also like
to search for some methods to improve or replace the simple
trapezoidal integration rule. As shown in Fig. 7, the 2D inte-
gration domain is a circle, in which the Simpson rule is difﬁcult
to be employed. We have also tried the Shepard correction, but
it could not lead to obvious effect. Instead, we introduce a
Fig. 7 Sketch of 2D problem. Black line: the curve C. Green
triangles: points whose equations need to be modiﬁed. Magenta
diamonds: points needed in the integration of the black circle
point.
Fig. 8 Integration of local ﬁlter basis on the Gaussian points
(Open circles). The square is the ‘‘control region’’ of the cell. The
full diamonds are the grid points.
Fig. 9 Numerical solution computed by the Wendland C4 kernel
function method without Gaussian quadrature(80 · 80 points).
1404 Y. Jiang et al.Gaussian quadrature in each cell of the discrete point in order
to improve the accuracy.
As shown in Fig. 8, the square is the ‘‘control region’’ of the
discrete point x0, while its area is considered as the integrationTable 1 Comparison of numerical errors with other methods (Curr
‘‘G’’ stands for the Gaussian quadrature).
Method 40 · 4
Discrete delta function (cosine) 2.3154
LeVeque and Li (2nd order)14 8.3461
Zhong’s method A (2nd order)17 1.6339
Zhong’s method B (2nd order)17 4.4405
Zhong’s method C (2nd order)17 1.5715
Finite diﬀerence (2nd order jump condition)20 7.8715
Collocation (2nd order jump condition) 20 4.1955
Tau (2nd order jump condition) 20 7.1999
Present method (Wendland C4) 6.3811
Present method (Wendland C6) 1.8042
Present method (Wendland C4 (G)) 2.2119
Present method (Wendland C6 (G)) 1.0388weightx. The trapezoidal rule simply integrates as u(x0)Q(x0)x,
where Q(x) = $2W(x) in the present problem. We then try to
improve this rule by introducing nine Gaussian points xi,
i= 0,1, . . . ,8. The weights of the points are x(xi) = 4/9, 1/9
and 1/36 respectively, as shown in Fig. 8. The corrected integra-
tion rule then writes uðx0Þx
P8
i¼0QðxiÞxðxiÞ. It should be ex-
plained that here the Gaussian quadrature is only applied to
the kernel function to obtain better results near the discontinuity
(aswill be shown in the next subsection), while the unknownvar-
iable u(x) is regarded as constant in each cell. More investiga-
tions will be performed in the future to obtain better results.
4.2. Results
The three-point central difference scheme is employed in this
2D problem on a uniform mesh. Let r0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ y2p , if
r0 2 [0.5  h, 0.5 + h], then we use Eq. (31) to replace the ori-
ginal differential equations to obtain the discrete approxima-
tion. The ﬁlter width h is ﬁxed as 0.15 and the local ﬁlter
integration is on a circle with radius 2h. The corresponding
geometry of the numerical computation can be found in
Fig. 7. The black line deﬁnes the curve of discontinuity C.
The green triangles represent the grid points whose governing
equations need to be replaced by the kernel-ﬁltered equation.
The magenta diamonds denote the points needed by the equa-
tion of the black circle point.ent kernel ﬁlter method with different kernel functions, h= 0.15,
L1
0 80 · 80 Order
· 102 1.2088 · 102 0.94
· 104 2.4451 · 104 1.77
· 103 2.8581 · 104 2.52
· 104 9.5040E05 2.22
· 103 2.5039 · 104 2.65
· 103 2.2626 · 103 1.80
· 104 3.6900E05 3.51
E05 8.5957E06 3.07
· 102 3.5623 · 103 4.16
· 102 5.0424 · 103 1.84
· 102 3.2745 · 103 2.76
· 102 2.8685 · 103 1.86
(b) Wendland C4 without Gaussian quadrature 
(a) Smooth delta function 
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nel function method using 80 · 80 points is shown in Fig. 9.
Table 1 shows the comparison of numerical errors with other
methods. The maximum norm of the error over all grid points
is deﬁned as
L1 ¼ max
i;j
kue i;j  ui;jk ð32Þ
where ue i,j and ui,j are the exact solution and the numerical
solution at the uniform grid points (xi,yj), respectively. For
the grid reﬁnement study, the numerical errors and the order
of the convergence using different kernel functions with
40 · 40 and 80 · 80 grid points are shown in Table 1. Errors
computed by other IIM and the smooth delta function method
are also listed in Table 1 for comparison. The order of the con-
vergence for a method is approximated as
order ¼ log2
LN1
L2N1
ð33Þ
The Wendland C4 leads to an order of 4.16, while the C6
kernel has only an order of 1.84. These results are much better
than the discrete delta function, and are close to the perfor-
mance of LeVeque and Li. Note that this number order is quite
rough since only two cases are employed. We then show more
detailed results of the error convergence in Figs. 10 and 11. AsFig. 10 Convergence of errors using the Wendland C4 function
with and without Gaussian quadrature (h= 0.15).
Fig. 11 Convergence of errors using the Wendland C6 functions
with and without Gaussian quadrature (h= 0.15).
(c) Wendland C4 with Gaussian quadrature 
(d) Wendland C6 without Gaussian quadrature 
(e) Wendland C6 with Gaussian quadrature 
Fig. 12 Error distribution of the 2D problem (80 · 80 grid
points and h= 0.15).we noted in the 1D case, when a simple integration rule is
employed in the local ﬁlter operation, the accuracy of the
method is merely of ﬁrst-order. As we can see from Figs. 10
and 11, in which the corresponding errors in maximum norm
as functions of the number of grid points N for different kernel
functions are shown, the convergence rates are also only ﬁrst-
order of accuracy when N is larger than 85 and 55 for the
Wendland C4 and C6 functions, respectively. This is the
Table 2 Comparison of the ratio of condition number
(k(MWC6) and k(MWC6(G)) are the condition number of
Wendland C6 function method with and without Gaussian
quadrature, respectively).
N k(MWC6)/k(Mreg) k(MWC6(G))/k(Mreg) k(MWC6(G))/k(MWC6)
50 10.56 22.74 2.15
60 33.19 69.74 2.1
70 79.64 186.12 2.34
80 178.28 391.74 2.2
90 399.78 863.24 2.16
100 823.15 1554.55 1.89
1406 Y. Jiang et al.reason why we introduced the Gaussian quadrature in the last
subsection. The corrected results using the Gaussian quadra-
ture can also be found in Figs. 10 and 11. The improvement
is obvious: the error is reduced, and the second-order accuracy
is obtained for all the tested for both kernel ﬁlters.
The distributions of the local errors computed with the
smooth delta method and the present kernel ﬁlter method with
and without Gaussian quadrature are shown in Fig. 12. These
pictures show that the main error stems from the interface and
the present method reduces this error dramatically compared
with that of the smooth delta function method. Moreover,
when the Gaussian quadrature is used, the distribution of
the error around the interface is smoother than that of the ori-
ginal method (see Fig. 12(d)and (e)). Comparing Fig. 12(c)
with Fig. 12(b), the Gaussian quadrature can also limit the re-
gion of error to a narrower band around the discontinuous
interface.
Similar as the 1D case, the condition number of the numer-
ical method would be interesting. We also compare the present
condition numbers with the pure central difference method in
Table 2. Unfortunately both the trapezoidal rule and the
Gaussian quadrature lead to increasing condition numbers
which are not expected. This calls for more investigations on
the properties of the discrete matrix using local ﬁlter in the fu-
ture. Fortunately, at least in the present case we have not
found any severe inﬂuence. In addition, the condition number
using Gaussian quadrature is about twice of the trapezoidal
rule. It means that the Gaussian quadrature could not improve
the matrix stiffness as the Simpson integration does in the 1D
case, and the function of Gaussian quadrature could only to
improve the accuracy of the integration in each cell.
5. Summary and discussion
Using the local ﬁlter technique, we have developed a new sec-
ond-order numerical method for elliptic equations with singu-
lar sources. This method transforms the singular differential
equation to a regular integral equation by an exact local kernel
ﬁlter. Both the 1D and 2D problems are then tested to verify
the accuracy of the method. Compared with other methods,
the present method does not need any jump condition, and
also has very simple form that can be easily extended to high
dimensional cases and complex geometry.
As we can see from the above description, although the
present method is inspired from the smoothed particle hydro-
dynamics (SPH),26–28 it is completely another application of
the kernel function. The local kernel ﬁlter is not regarded asan ‘‘approximation’’ as in SPH, but is treated exactly. The er-
ror then exists only in the process of discretization. This idea is
also a new extension of the usage of local kernel ﬁlter, which
may be helpful for the development of the SPH method.
The main advantages of the present new method can be
its obvious simplicity. Firstly, any jump condition is not
needed in the construction of the method, unlike the IIM,
which needs at least two jump conditions of the variable
and its derivative. Secondly, this new method has a very
simple formula and can be easily extended to higher dimen-
sion problems, whereas a special numerical integration may
be needed to guarantee high-order accuracy. These advanta-
ges present the possibility of further engineering
applications.
Despite of the advantageous aspects, there are still some
unclear features of the present method that need to be inves-
tigated in the future. The ﬁrst question is how to choose the
scheme of integration. In the present paper we propose the
Simpson rule for 1D cases and the Gaussian quadrature for
higher-dimensional cases, but more works are still required
to provide a universal criterion. The second problem is how
to control the matrix stiffness. In this paper we ﬁnd that
the Simpson rule has an obvious effect of controlling the con-
dition number, but for higher-dimensional cases there is still
no efﬁcient method. The last problem is the difﬁculty of
numerically solving the modiﬁed matrix, since the efﬁcient
computation method such as the Thomas algorithm could
not be applied directly. In 1D case we can perform a few
steps of pre-elimination to obtain an easy-solved tridiagonal
matrix, however, in high-order cases there is still no good
suggestion. Future development then calls for two directions:
one is the mathematical and numerical complement, while the
other one is the application to more complex equations for
aeronautic engineering cases. We wish that this method could
lead to a new efﬁcient way for the problems of singular
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Appendix A. Some kernel functions used in this paper
The cubic B-Spline (BSpline3) kernel
KðnÞ ¼
2
3
1 3
2
n2 þ 3
4
jnj3
 
0 6 jnj < 1
1
6
ð2 jnjÞ3 1 6 jnj 6 2
0 jnj > 2
8>><
>>:
ðA:1Þ
with ad = 1,15/7p and 3/2p for d= 1,2 and 3 respectively.
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KðnÞ ¼ 1
n
2










 4
ð2jnj þ 1Þ 0 6 jnj 6 2
0 jnj > 2
8><
>: ðA:2Þ
with ad = 3/4,7/4p and 21/16p for d= 1,2 and 3 respectively.
The Wendland C4 kernel
KðnÞ ¼ 1
n
2










 6
35
4
n2 þ 9jnj þ 3
 
0 6 jnj 6 2
0 jnj > 2
8><
>: ðA:3Þ
with ad = 9/32,3/4p and 165/256p for d= 1,2 and 3
respectively.
The Wendland C6 kernel
KðnÞ ¼ 1
n
2










 8
4jnj3 þ 25
4
n2 þ 4jnj þ 1
 
0 6 jnj 6 2
0 jnj > 2
8><
>:
ðA:4Þ
with ad = 15/16,39/14p and 1365/512p for d= 1,2 and 3
respectively.
Appendix B. Laplacian operator on the kernel functions
For a pure radial function f(r),
$2fðrÞ ¼ dfðrÞ
dr
$  r^þ d
2fðrÞ
dr2
ðB:5Þ
where $  r^ equals to 1/r and 2/r, for 2D and 3D cases, respec-
tively. For the cubic B-Spline kernel, we have its ﬁrst-order
derivative
K0ðnÞ ¼
n 2 3
2
n
 
0 6 n < 1
 1
2
ð2 nÞ2 1 6 n 6 2
8><
>: ðB:6Þ
and second order derivative
K00ðnÞ ¼ 2þ 3n 0 6 n < 1
2 n 1 6 n 6 2

ðB:7Þ
Therefore, we ﬁnally obtain
$2Wðr;hÞ¼ ad
h2
1
r

dK
r
h
 
dr
þ
d2K
r
h
 
dr2
0
@
1
A
¼ ad
h2
1
r
dKðnÞ
dn
dn
dr
þd
2KðnÞ
dn2
 dn
dr
 2" #
where n¼ r
h
 
¼ ad
h2
1
h2
4þ9
2
n
 
06 n< 1
1
h2
 1
2n
ð2nÞ2þð2nÞ
 
16 n6 2
8>><
>>:
ðB:8Þ
Similarly, we have
$2Wðr; hÞ ¼ ad
h2
1
h2
1 1
2
n
 2
25
2
n 10
 " #
0 6 n 6 2
ðB:9Þfor the Wendland C2 kernel
$2Wðr; hÞ ¼ ad
h2
28
h2
1 1
2
n
 4
ð5n2  2n 1Þ
" #
0 6 n 6 2
ðB:10Þ
for the Wendland C4 kernel
$2Wðr;hÞ¼ ad
h2
1
h2
11
2
n
 6
121n3þ33
4
n233n11
 " #
06 n6 2
ðB:11Þ
for the Wendland C6 kernel.References
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