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Abstract
The focus of this thesis is on the development of a fluid–solid interaction (FSI)
model, based on the idea of the immersed boundary method. The novelty of this
approach is the combination of a two–fluid approach to represent the solid phase
on a fluid finite–element mesh, with the conservative projection of data between
two unrelated meshes. While this is an important feature for two–way coupled FSI
models, this thesis analyses the outcome of this method based on one–way coupled
FSI problems, in which the solid phase has a prescribed velocity. The presented
FSI method is validated on several test cases with static solids as well as solids with
a prescribed velocity. For complex computational fluid dynamic (CFD) problems,
mesh adaptivity methods are used to reduce the computational effort while obtaining
the same accuracy compared to fixed meshes. In this work mesh adaptivity is also
used to increase the resolution of the fluid mesh near the solid boundary in order to
obtain an accurate representation of the solid’s shape on the fluid mesh. However,
spurious peaks in the pressure occur due to the projection of fields after adapting
the mesh. This causes peaks in the drag force and results in a potential problem
by decreasing the accuracy, especially for two–way coupled FSI problems. Since
the FSI method was developed with two–way coupled FSI problems in mind, the
occurrence of the spurious peaks was analysed and methods are shown to minimise
the peaks in the drag force. Finally, the developed FSI method is applied to rotating
vertical axis turbines and the results are compared to experimental results. This
again shows the difficulties of applying the method and assesses how it can be used
for turbine modelling, and furthermore used for analysing optimised turbine layouts.
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I am what I am because of who we all are.
Meaning of the ancient African word Ubuntu
If you want to make enemies, try to change something.
Woodrow Wilson
Try not to become a man of success; Rather become a man of value.
Albert Einstein
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Chapter
ONE
Introduction
Technological advances have always been a key aspect of the history of mankind
and ensured our species survival and prosperity. Thus it comes to no surprise that
technological advances still play a significant role in all our lives. It controls how we
dress, what we eat, how we travel, how we communicate, how we work, and even
how we learn. And the more technology advances, the more ambitious the problems
we attempt to solve. In the field of fluid dynamics, computational methods were
used in the 1970’s to compute lift forces acting on aerospace vehicles, and more
complex physics such as coolant flows in nuclear reactors were studied with the help
of computational fluid dynamics in the 1980’s. The advances in modern technology
however have led to computers that are so powerful that very complex real-world
applications, such as flow past multiple turbines can now be simulated by numerical
models in greater detail.
One of the challenging, as well as politically and socially pressing subjects for tech-
nological advancement is the generation of energy. Governments across the world are
committing to replace conventional energy sources with renewable and sustainable
energy source. One of the most prominent renewable energy systems in the modern
era is undoubtedly the wind turbine. In recent years however, companies and gov-
ernments are exploring a further previously un-tapped natural energy source: the
tides. In 2013 the EU’s largest tidal turbine program started in northern Scotland,
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see BBC (2013). A lot of work has been done in experimental as well as numer-
ical studies, e.g. the near and far wake of single horizontal and vertical axis tidal
turbines with different tip–speed ratios, as well as turbine farms were studied and
their layout was tried to be optimized, see Myers & Bahaj (2009); Bahaj (2013);
Gebreslassie et al. (2013); Bahaj et al. (2007); Maˆıtre et al. (2013); Gretton (2009);
Bahaj & Myers (2013); Bazilevs et al. (2011); Funke (2012).
Despite the fact that the concept is similar to wind turbines (to convert the energy
of a streaming fluid into electrical power) there are major differences in their appli-
cation. For example the load exerted on a tidal turbine is approximately 830 times
greater than on a wind turbine due to the higher density of water. Thus, although
there has been considerable research into understanding wind turbines, much of it
is not transferable to tidal turbines. This research described in this thesis forms
part of a larger global effort to understand the unique advantages and engineering
constraints governing deployment of tidal turbines.
The flow around tidal turbines is very complex, as such researchers have attempted
a range of modelling methodologies. There are experimental studies conducted in
laboratories, e.g. Bahaj & Myers (2013), then there are prototype devices deployed
at the sea, and more recent studies are conducted virtually on a computer, or high
performance computers (HPC). Since no mathematical solution has been found yet
to solve the Navier-Stokes equations for turbulent flows analytically, the physical
equations are approximated by numerical methods. Thus such studies or models
are often referred to as numerical models.
Numerical models have a number of advantages and dis-advantages over experimen-
tal models. They are usually easier and faster to set-up, easy to repeat and to
modify. Although sometimes their stability and accuracy are difficult to guarantee.
Nowadays engineers and scientist work together in the field of Computational Fluid
Dynamics, which has become an interdisciplinary field.
In terms of modelling the interactions between fluids and solids numerically, there
are a number of different approaches to model the multi-physics.
The Team for Advanced Flow Simulation and Modelling (TAFSM) have devel-
oped the Deforming-Spatial-Domain/Stabilized Space-Time (DSD/SST) formula-
tion which they use for their Stabilized Space-Time Fluid-Structure Interaction
(SSTFSI) technique. In their method the solid body is explicitly meshed. To track
the solid movement, an automatic mesh moving technique is used, thus a new mesh
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is generated at every timestep. Also, it uses a mesh adaptivity algorithm to refine
the parts of the domain in which certain fluid quantities, for example the velocity,
changes rapidly. While their primary interest were in modelling parachutes and
parachute clusters, they were also very active in the further development of their
space-time finite element method, see Stein & Tezduyar (2002), Tezduyar & Sathe
(2007), Takizawa & Tezduyar (2014). Among FSI, this field is a very challeng-
ing one, as parachutes are very elastic and thin, which makes them very sensitive
to changes in the flow field and interactions with other parachutes. In the recent
years, they have also expanded their method to model arterial fluid mechanics, see
Tezduyar et al. (2008), and even full-scale wind turbines, see Bazilevs et al. (2011).
Various FSI methods are based on the Smoothed Particle Hydrodynamics (SPH)
formulation. Originally developed for modelling stellar systems, its potential for
more complicated physical models was already noticed in the late 1970’s (Gingold
& Monaghan, 1977). Unlike the methods described above, it uses a Lagrangian
framework. In the mid 1990’s it was first employed to free surface flows and its
capability of modelling complex cases in 2D such as a bursting dam or a breaking
wave were already shown, see Monaghan (1994). In the recent years SPH has been
coupled with Discrete-Element Modelling (DEM) (Cleary & Prakash, 2004) to deal
with FSI problems. In Cleary & Prakash (2004); Rudman & Cleary (2009); Rudman
et al. (2010) it was shown that several complex applications like ship motion, wave
impacts on floating offshore platforms, dam breaks, e.g. the St Francis Dam, Cali-
fornia, USA, in 1928, the impact of tsunamis on coastal areas as well as volcanic lava
flows were modelled using a SPH and DEM formulation. Furthermore, SPH and
DEM are preferably used for animations of FSI problems, see Sun & Han (2010),
e.g. for movies and video games.
Immersed solids in numerical fluid–solid interaction modelling first appeared in the
Immersed Boundary Method, see Peskin (1972b), which has been further developed
and extended over the past decades (Peskin, 2002). The first preliminary sub-step
of this method uses a first order accurate Euler method on which the location of
the solid and force are estimated on a Lagrangian grid. Following an interpolation
of these quantities to the Cartesian grid, the Navier-Stokes equations are solved.
In the second and final sub-step, the same force is used to solve the Navier-Stokes
equations. This scheme yields to second order accuracy in time, see Peskin (2002).
In the present work, another method that is based on the idea of the Immersed
Boundary Method was developed. The main goal of the developed FSI method
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is its generic approach to solve many different FSI problems, while having two
seperate discrete representations of both phases, fluid and solid. Furthermore, the
conservative Galerkin projection via supermeshing is used to conservatively project
fields between both meshes, see Farrell (2009). The Immersed Body Method is
validated on three simple test cases, the flow past a 2D cylinder, the flow past a
sphere, and the St-Andrews cross, which are all discussed in Chapter 2. The flow
past a 2D cylinder as well as the flow past a sphere are very common test cases for
CFD codes and many numerical codes use those for their validation, which is why
they are used for the validation of the here presented Immersed Body Method. The
St-Andrews cross is a thermally stratified flow problem, which was mainly chosen
to validate the method for moving solid body. Moreover, the St-Andrews cross
validation case shows, that the method could also be used for more complex flows
in stratified fluids, e.g. flow past solid bodies, such as submarines in stratified fluids.
Since this method also applies a mesh optimisation algorithm, occuring pressure
peaks are investigated and approaches are analysed in Chapter 3. Finally, the flow
past a static aerofoil as well as the flow past an operating vertical axis turbine
(approximated in 2D) were modelled in Chapter 4. While other methods, such as
chimera type methods, or actuator disk models as well as fully coupled 2–way FSI
models have been used for turbine modelling (and if applicable for a wide range
of other FSI problems), the method here is a 1–way coupled FSI model that uses
mesh adaptivity to track the movement of the solid as well as the dynamics of the
fluid, and measures the performance of the conservative Galerkin projection via
supermeshing in FSI modelling on arbitrarily unstructured finite element meshes.
As aforementioned, tidal turbine modelling is conducted numerically as well as ex-
perimentally, with companies already deploying prototypes. Ultimately the goal is
to deploy arrays of turbines to maximise the power output, however, restrictions
such as the environmental impact must be considered as well as the gain from the
deployment of such devices, see Neill et al. (2012).
34
Chapter
TWO
The Immersed Body Method and
Its Validation
As part of this work, the Immersed Body Method was developed. As the name
suggests, it is based on the well known Immersed Boundary Method (see Peskin,
1972b,a, 2002) to model fluid–solid interactions (FSI). The novelty of the proposed
method is to combine the idea of using independent meshes representing the fluid
and solid domains, and applying a conservative projection method in order to project
fields from one mesh to another, as well as applying mesh adaptivity on the fluid
mesh in order to efficiently track the dynamics of the fluid and to resolve the bound-
ary layer around the solid body. This way, solution fields, e.g. velocity or force are
conservatively exchanged between unrelated meshes, a feature that is mainly impor-
tant for two-way coupled FSI models, where Newton’s third law should be satisfied
to ensure that the volume integral of the force acting on the solid is equal (and
opposite) to the volume integral of the force acting on the fluid. Although this work
focuses on one–way coupling, where the fluid depends on the solid, but the solid
motion is independent of the fluid phase, this method was implemented and tested
for various applications. To ensure Newton’s third law holds at the discrete level, a
Galerkin projection approach via supermeshing is used, which was first presented in
Farrell et al. (2009), Farrell (2011), Farrell & Maddison (2011) in order to project
fields from a pre- to a post-adapted mesh. In Farrell et al. (2009) both meshes
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occupy the same domain, which differs from the case of modelling fluid–solid inter-
actions, where the fluid mesh contains the solid mesh. The Immersed Body Method
and results of its implementation in Fluidity were first presented for the application
to coastal defence units settling in water in Milthaler et al. (2011).
In this chapter, the reader is introduced to the mathematical model and solution
algorithm of the proposed FSI model and the open–source computational fluid dy-
namics (CFD) code Fluidity in which the developed Immersed Body Method was
implemented.
2.1 Mathematical Model
2.1.1 Governing Equations
In the following, the methodology of the developed fluid–solid interaction (FSI)
model and its governing equations are presented.
The proposed model follows the idea of the immersed boundary method (Peskin,
1972b) to model fluid–solid interactions, by implicitly representing the solid phase
coordinates on a typically Eulerian grid on which the fluid motion is solved. The
solid’s motion, captured on a Lagragian mesh, is included as a source term in the
governing equations of the fluid. Many different approaches have been developed
based on this approach, see Mittal & Iaccarino (2005). However, especially for
two–way coupled FSI problems, the conservativeness of the interpolation of data
between the two meshes representing the two phases fluid and solid is desirable for
reasons of accuracy. An efficient and conservative method to project data between
two unrelated meshes was presented in Farrell & Maddison (2011). It uses a Galerkin
projection implemented via supermeshing1 (also see Farrell et al., 2009). In Farrell
et al. (2009) it was used in combination with a mesh adaptivity method, in order
to interpolate solution fields from an existing mesh to an adapted mesh, which
resulted from the mesh adaptivity algorithm. In that case, both meshes occupy the
exact same domain Ω. In Vire´ et al. (2012) the method was also used for two–way
coupled FSI problems, by projecting fields between the fluid and solid meshes. For
FSI problems, the domains of the two meshes differ. In many applications the flow
past solid objects needs to be modelled, in which ΩS ⊂ ΩF ⊂ Rdi , for di = 2 or 3
1The construction of a supermesh is briefly described in Section 2.2.2.
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and with ΩS and ΩF as the solid and fluid domain respectively. For example this is
the case for common problems such as the flow past a cylinder or over aerofoils.
The proposed method presented here follows the approach presented in Garc´ıa et al.
(2011a), in which the solid is treated as an additional phase in the Navier-Stokes
equations. The novelty of the work presented in this thesis is to combine this ap-
proach with the conservative projection between two unrelated meshes from Farrell
& Maddison (2011), Farrell et al. (2009), Farrell (2011) for FSI problems. To the
author’s knowledge, this approach was first been presented in Milthaler et al. (2011)
and Vire´ et al. (2012) for two–way coupled FSI problems, e.g. coastal structures set-
tling in water as well as a falling sphere in a fluid and two elastic cylinders bending
due to the force from a surrounding flow field.
While the focus of the work in Vire´ et al. (2012) is on two–way coupling problems,
this work uses the same methodology and equations but its focus lies in one–way
coupled problems, in which the fluid phase depends on the solid phase, but the solid
phase is independent of the fluid phase.
Since the solid coordinates are implicitly represented on the fluid mesh, a solid
volume fraction is provided to distinguish the two phases on the fluid mesh. Here
αf denotes the fluid volume fraction and αs the solid volume fraction. Across the
entire fluid mesh the following constraint holds
αf + αs = 1, (2.1)
i.e. αs is obtained from a conservative inter-mesh projection (see Section 2.2) and
it stays constant in time until either the solid moves or the mesh is adapted—at
which point αs is updated from a subsequent projection—while αf is computed by
uf = 1 − αs. Thus, neither of the two volume fractions is affected by advection or
diffusion.
For incompressible fluids (and solids), the continuity equation is
∇ · u = 0, (2.2)
in which u = (u, v, w)T is the monolithic velocity combining uf and us, the fluid
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and solid velocities respectively:
u = uˆf + uˆs, (2.3a)
uˆf = αfuf , (2.3b)
uˆs = αsus, (2.3c)
i.e. u = uf in the fluid and u = us in the solid, with a transition region where
0 < αs < 1.
The momentum equations solve for the monolithic velocity u, and is shown in its
non–conservative form:
ρf
∂u
∂t
+ ρf (u · ∇)u = −∇p+∇ · τ +B + Ff , (2.4)
where ρf , p and B are fluid density, pressure and the body forces, e.g. gravitational
force, respectively. Furthermore ∇ · τ are the viscous terms, which in the general
case for one dimension x takes the form
∇ · τ = ∂
∂x
(
ν
∂u
∂x
)
(2.5a)
=
∂ν
∂x
∂u
∂x
+ ν
∂2u
∂x2
, (2.5b)
and for a constant kinematic viscosity ν in space
∇ · τ = ν ∂
2u
∂x2
. (2.5c)
In Equation (2.4) the force acting on the fluid is computed as
Ff = σf (us − (uˆs + uˆf )) , (2.6a)
= σf (us − u) , (2.6b)
in which σf is a time relaxation factor, which forces the two velocities to relax to
one another:
σf = βαs
( ρf
∆t
)
, (2.7)
where ∆t is the timestep and β is a manually chosen non-dimensional factor to
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amplify the relaxation of the velocities. A sufficient σf ensures an efficient relaxation
of the fluid velocity to the solid velocity, thus uf becomes negligibly small within
the region occupied by a fixed solid for both inertia and viscosity dominated flows.
Higher values of the parameter β could be chosen for low Reynolds number flows
such as viscous flows to avoid a decrease in the timestep ∆t in order to achieve
a relaxation of uf to us within the solid region. However, if the timestep ∆t is
constant and β  1, the relaxation becomes inefficient, e.g. the fluid moves through
the solid region, and if 1/β  1 the model becomes unstable.
In the case of a moving solid, the relaxation of the velocities ensure that uf takes
the velocity of us.
2.1.2 Time discretisation
The discussed model uses an implicit Crank-Nicolson method for the temporal dis-
cretisation. The Crank-Nicolson scheme is an example of a finite difference method,
which are explained briefly in this Section.
The forward Euler method is first–order accurate and as with most finite difference
methods, it is based on a Taylor series expansion. While the Taylor series expansion
gives a mathematically exact expression for a function f at a point (in time) tn+1
via
f
(
tn+1
)
= f(tn) +
∂f
∂t
∆t+
∂2f
∂t2
(∆t)2
2!
+
∂3f
∂t3
(∆t)3
3!
+ · · ·+ ∂
nf
∂tn
(∆t)n
n!
(2.8)
for n → ∞, and with ∆t as the interval between two points (in time). The goal is
to compute the partial derivative
∂f
∂t
in (2.8):
∂f
∂t
=
f (tn+1)− f (tn)
∆t
first-order approximate
+
∂2f
∂t2
∆t
2!
+
∂3f
∂t3
(∆t)2
3!
+ · · ·+ ∂
nf
∂tn
(∆t)n−1
n!
Truncation error
. (2.9)
Often the term O(∆t) is introduce to represent the higher order terms (or the
truncation error) in (2.9).
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Thus, a first–order approximate for the partial derivative
∂f
∂t
is obtained from (2.9):
∂f
∂t
≈ f (t
n+1)− f (tn)
∆t
, (2.10)
which is the first–order forward Euler finite difference method (Anderson, 1995;
Ferziger & Peric´, 2002).
Through a slight modification, the first–order backward Euler method is
∂f
∂t
≈ f (t
n)− f (tn−1)
∆t
. (2.11)
The Crank-Nicolson scheme is a second–order accurate finite difference method
which is used in Fluidity for the temporal discretisation, Anderson (1995), Ferziger
& Peric´ (2002).
In general, for explicit methods, the discrete timestep ∆t should be chosen to be
smaller than the time fluid mass takes to pass through a discrete spatial cell, e.g. fi-
nite volume or element, otherwise the solution could diverge. Fully implicit time
discretisation schemes are more robust and allow for larger timesteps. The Courant
number
C =
u ·∆t
∆x
, (2.12)
with ∆x being the cell size, gives a good indication for the maximum timestep to
keep the solution stable. The condition is expressed by
C ≤ Cmax (2.13)
with Cmax = 1 for explicit schemes and Cmax > 1 for implicit schemes, Anderson
(1995), Ferziger & Peric´ (2002).
2.1.3 Discretised Equations
The above described model was implemented in the open source finite element CFD
tool Fluidity, see Imperial College London AMCG (2014b). The underlying discre-
tised equations were outlined in Ford et al. (2004), Piggott et al. (2008), and a brief
introduction to the equations and the solution method is given below.
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Since the physical system of Equations (2.2) and (2.4) cannot be solved analytically,
it must be approximated. This is done by the discretisation of the physical equa-
tions on a finite computational mesh. This results in a finite number of equations
to be solved, which can be performed on a computer. The discretisation can be
achieved through various numerical methods, e.g. the Finite Difference Method, Fi-
nite Volume Method, or Finite Element Method. Fluidity uses the Finite Element
Method on arbitrarily unstructured meshes for the spatial discretisation. Thus, the
equations are represented by a finite set of basis functions.
Let the velocity u be discretised by a continuous (CG) method as
u ≈
N∑
j=1
φjuj, (2.14)
where N refers to the number of degrees of freedom associated with u on the entire
mesh, and φ represents the associated basis function. For the discretisation of the
pressure p a different function space can be used, thus p is discretised by
p ≈
M∑
k=1
ψkpk (2.15)
with M as the number of degrees of freedom associated with p, and ψ as the corre-
sponding basis function.
For simplicity, continuous piecewise-linear basis functions are assumed for both ve-
locity and pressure from this point onwards. Thus, N denotes the total number of
vertices/nodes in the mesh and M = N . The mutual basis function for velocity and
pressure is denoted from this point on as φ. Then, let
Mij =
∫
Ω
φiρfφj dV, (2.16)
be the mass matrix, for i ≤ 1, j ≤ N , and Ω as the domain volume. Furthermore,
with
Aij(u) =
∫
Ω
φiρfu · ∇φj dV, (2.17)
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as the advection matrix, and
Kij =
∫
Ω
∇φi · µ∇φj dV, (2.18)
as the stress matrix, with µ as the dynamic viscosity, and
Cij = −
∫
Ω
φi∇φj dV, (2.19)
as the gradient matrix, and
bi =
∫
Ω
φiρfg dV, (2.20)
as the buoyancy force vector, and finally
Fij =
∫
Ω
φiFf j dV, (2.21)
as the force matrix, the momentum equation (2.4) can be written in its discretised
matrix form
(
M+
1
2
∆tA(u) +
1
2
∆tK
)
∂u
∂t
= −Aun −Kun +Cpn+ 12 + bn + Fn, (2.22)
see Ford et al. (2004), Vire´ et al. (2012), Jacobs (2013). Here the superscript denotes
the timestep level.
As mentioned in Section 2.1.2, the term
∂u
∂t
is approximated by the forward Euler
method, such that (2.22) becomes(
M+
1
2
∆tA(u) +
1
2
∆tK
)(
un+1 − un
∆t
)
= −Aun −Kun +Cpn+ 12 + bn + Fn,
(2.23)
and finally rearranging to get the unknown un+1 on the LHS, and the known values
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on the RHS yields the non-linear system matrix(
M+
1
2
∆t (A(u) +K)
)
un+1 =
(
M− 1
2
∆t (A(u)−K)
)
un +Cpn+
1
2 + bn + Fn.
(2.24)
The Continuity equation (2.2) is discretised by
CTu = 0, (2.25)
see Ford et al. (2004).
2.1.4 Solution Model
The solution method implemented in Fluidity was described in Ford et al. (2004).
This section gives a brief overview of the model and explains its steps by discussing
the equations involved.
As described in Ford et al. (2004), to reduce the size of the coupled nonlinear matrix
system (for momentum and pressure) described above—and thus the computational
effort of solving it—a pressure correction method or fractional-step method (see Ford
et al. (2004)) is applied, which solves for velocity and pressure independently. In the
here presented model—which uses a pressure correction method—the pressure is held
at midpoint time levels (see Ford et al. (2004)) such that pressure and velocity are
staggered in time which ensures that the corrected velocity satisfies the Continuity
Equation on a discrete level. In addition to that, two Picard iterations are performed
per timestep in order to linearise the non-linear termA(u) and achieve second–order
accuracy for A(u).
First, the momentum equation is solved for a first guess of the velocity at time
t = n + 1. This first guess is denoted by un+1∗ . Also, since the pressure p
n+1/2 is
unknown, the pressure at t = n− 1
2
is used as a first guess: p
n+1/2
∗ = pn−
1/2 in
(
M+
1
2
∆t (A(u) +K)
)(
un+1∗ − un
∆t
)
= −Aun −Kun +Cpn+
1
2∗ + bn + Fn.
(2.26)
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The actual velocity un+1 then depends on its first guess un+1∗ and p
n+1/2:
M
(
un+1 − un
∆t
)
+
1
2
∆t (A+K)
(
un+1∗ − un
∆t
)
= −Aun −Kun
+Cpn+
1
2 + bn + Fn.
(2.27)
Subtracting (2.26) from (2.27) yields
M
(
un+1 − un+1∗
∆t
)
= C
(
−pn− 12 + pn+ 12
)
(2.28)
M
(
un+1 − un+1∗
∆t
)
= C∆p, (2.29)
with
∆p = pn−
1
2 − pn+ 12 . (2.30)
As reported in Ford et al. (2004), by multiplying (2.29) by CTM−1 and imposing
that the continuity equation (2.25) holds, ∆p is computed from
CTM−1C∆p = −CT u
n+1
∗
∆t
. (2.31)
With ∆p being computed, the pressure at t = n + 1
2
can be obtained from (2.30).
Finally, by substitution, un+1 can be obtained from (2.29).
As aforementioned, two Picard iterations are performed per timestep to achieve
the second–order accuracy of the non-linear advection terms. As stated in Ford
et al. (2004), the number of Picard iterations depends on the desired convergence.
Moreover, according to Ford et al. (2004) only two Picard iterations are required
to achieve second order accuracy in time. In practice, Fluidity allows the user to
monitor the convergence by using as many iterations as are required to achieve an
a–priori set tolerance in the size of the change in guesses of un+1 et cetera before
advancing to the next timestep.
Hence, the procedure described above is performed twice per timestep. The guess
for un+1∗ and p
n+1/2
∗ at the first Picard iteration of timestep n are un−1 and pn−
1/2.
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At the end of the first Picard iteration un+1 and pn+1/2 are computed. Those values
are used as more accurate guesses at the next Picard iteration, meaning un+1 and
pn+1/2 are used as un+1∗ and p
n+1/2
∗ at the next Picard iteration.
2.2 Projection between two unstructured meshes
via supermeshing
2.2.1 Conservative Galerkin projection
As outlined above, the proposed FSI model uses a conservative Galerkin projection
via a supermesh between the solid and fluid mesh. This method was developed by
Farrell and presented in Farrell et al. (2009); Farrell (2011); Farrell & Maddison
(2011); Farrell (2009). The algorithm is briefly discussed in this section, and a few
examples of applying this projection and supermeshing method on FSI problems are
given.
As shown in Farrell et al. (2009), the main features of the conservative projection
via supermeshing are: With TD,ND being a donor mesh and the number of basis
functions on the donor mesh respectively, and TT ,NT being the target mesh and the
number of basis functions on the target mesh respectively, the Galerkin projection
of a field ζ from TD to TT is conservative, which means that
∫
Ω
ζD dV =
∫
Ω
ζT dV, (2.32)
with Ω as the domain which is covered by TD and TT . After expansion with the
corresponding basis functions, it is shown in Farrell et al. (2009) that ζT can be
computed by the linear matrix system
MT ζT =MTDζD, (2.33)
in which MT is the mass matrix on the target mesh and MTD is a mixed mass
matrix constructed by the basis functions of both meshes:
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MTij =
∫
Ω
φTiφTj dV, (2.34)
for i, j ∈ [1, . . . ,NT ], and
MTDij =
∫
Ω
φTiφDj dV, (2.35)
for i ∈ [1, . . . ,NT ] and j ∈ [1, . . . ,ND]. It was assumed that both meshes TD and
TT occupy the same geometrical domain Ω in (2.32):
Ω = ∪TT = ∪TD. (2.36)
This method also applies to FSI problems, in which it is assumed that ΩF ⊇ ΩS.
In that case, the solid domain ΩS is a subset of the fluid domain ΩF , which ensures
the above described property of conservativeness holds if a field is projected from
the solid mesh to the fluid mesh, i.e.
∫
ΩS
ζS dV =
∫
ΩF
ζF dV ⇐⇒ ΩS ⊆ ΩF . (2.37)
where ζF 6= 0 on elements of ΩF intersecting with elements of ΩS and 0 elsewhere.
However, if a field is projected from a proper superset to a proper subset, e.g. from
ΩF to ΩS where ΩF ! ΩS, then the projection is not conservative.
According to (2.32) – (2.34) it follows for the FSI case, that the mixed mass matrix
is assembled as
MFSij =
∫
ΩF
φFiφSj dV. (2.38)
Finally, by solving the linear matrix system
MF ζF =MFSζS, (2.39)
for ζF , the projection is finalised.
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Furthermore, as noted in Farrell et al. (2009), due to the use of a Galerkin projection
ζF can oscillate, in the sense that nodal values of ζF can exceed their minimum/-
maximum counterparts on the solid mesh. Due to the force Ff being dependent
on αs, see (2.6), a negative solid volume fraction (which is clearly physically not
meaningful) changes the sign of Ff in the sense that the force acts in the opposing
direction. In order to bound the projection, and thus to repair the deviations, a
bounded, conservative and minimally-diffusive algorithm was presented in Farrell
et al. (2009). It uses the lumped form of the mass matrix MF in (2.39) in order
to achieve a bounded and conservative projection. To keep it minimally-diffusive,
first the deviations of ζF from the corresponding minimum and maximum values,
obtained from ζS on TS, are is computed on each node on TF , following this an
iterative scheme is used in which the deviation is spread to surrounding nodes, until
either no deviation is left on TF or the maximum number of iterations (set a–priori)
is reached (see Farrell et al. (2009), Farrell (2009)) at which point the remaining
deviations are reallocated arbitrarily.
2.2.2 Supermesh
However, as reported in Farrell & Maddison (2011) in order to assemble the mixed
mass matrix in (2.38) a supermesh needs to be constructed.
According to Farrell et al. (2009) Farrell & Maddison (2011) a solution is to construct
a supermesh of TF and TS which is based on a triangulation of the polygons formed
from an intersection of the fluid and solid meshes. This ensures that the basis
functions of TF and TD, which are required for the assembly ofMFS, are polynomials
within the elements of the supermesh, and thus exact quadrature can be used to
evaluate MFS. In this way the projection can be performed via the construction of
a supermesh.
In Farrell et al. (2009) an algorithm to construct a global supermesh of two input
meshes was shown. However, since that proved to be very demanding in terms of
computational memory, a more efficient algorithm that only constructs the super-
mesh locally was presented in Farrell & Maddison (2011). Again, those algorithms
were developed with the assumption that both input meshes occupy the same do-
main Ω.
For FSI modelling, both phases are not constrained to occupy the same domain Ω.
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In fact, for many FSI problems ΩF ) ΩS. Hence, the algorithm was applied here
such that the supermesh is only constructed for those elements that do intersect.
Figure 2.1 shows an example of a supermesh constructed from two meshes that
occupy the same domain Ω. As can be seen in Figure 2.1(c) and (d), the element
edges and nodes of the two input meshes T1 and T2 are part of the supermesh.
(a) Input Mesh T1 (b) Input Mesh T2
(c) Supermesh coloured
based on T1
(d) Supermesh coloured
based on T2
Figure 2.1: An example of a supermesh constructed from the two input meshes T1
and T2 shown in (a) and (b) respectively. The supermesh is shown in (c) and
(d), in which the elements of T1 and T2 are coloured respectively. Here T1 and
T2 occupy the same geometrical domain Ω. This figure is taken from Farrell
(2009).
2.2.3 Intersection finding algorithm
As described above, the supermesh is only constructed for elements of TF and TS
that intersect. Prior to constructing the supermesh, a map of intersecting elements is
required. In Farrell & Maddison (2011) an advancing front algorithm was developed
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and implemented in Fluidity to achieve this. Here, let KD ,KT denote elements in TD
and TT respectively, then the first intersection of an element KD1 with KTi was found
via a brute force algorithm. Once the first intersection was found, the algorithm
proceeds to find all KT intersecting KD1 by checking all neighbouring elements of
KTi . Then the next element KD2 of TD, which shares an edge2/face3 with KD1 is
considered. Since KD1 and KD2 are neighbouring elements, at least one intersecting
element KTi found for KD1 must also intersect KD2 . This accelerates the brute
force aspect of the first element, while the remainder of the procedure outlined is
repeated. This procedure is continued until all elements of TD are processed and a
map of intersections for each KDi is assembled.
Note, that the assumption of TD and TT occupying the same domain Ω was made
in Farrell & Maddison (2011). For FSI problems, the following cases have to be
considered:
Case 1 ΩF = ΩS
Case 2 (ΩF ⊃ ΩS) ∧ (ΩF ∩ ΩS = ΩS)
Case 3 (ΩF ⊂ ΩS) ∧ (ΩF ∩ ΩS = ΩF )
Case 4 (¬ (ΩF ∪ ΩS = ΩF ) ∧ ¬ (ΩF ∪ ΩS = ΩS)) ∧ ¬ (ΩF ∩ ΩS = ∅)
Case 5 ΩF ∩ ΩS = ∅
Case 1 is equivalent to the assumption made in Farrell & Maddison (2011). While
it ensures that on a discrete level any element KD of TD—or in the FSI case KF
of TF —intersects with at least one element KT of TT —or in the FSI case KS of
TS —and is applicable to project fields between a mesh and an adapted mesh. But
for FSI modelling, in which it is assumed that the solid bodies are impermeable, see
Figure 2.2(a).
Case 2 covers all incidents of the fluid domain containing the solid domain. This
case covers the most typical problems in FSI modelling, namely to model the flow
past solid bodies of any shape. All shown applications in this thesis are of this case,
see Figure 2.2(b).
2On 2-D meshes
3On 3-D meshes
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Case 3 the solid domain contains the fluid domain. Again, for impermeable solid
bodies, this case is impractical and hence not further considered in this thesis, see
Figure 2.2(c).
In Case 4 the union of both domains does not equal either domain, nor is the
intersection of both domains an empty set. This means that some parts of both
domains intersect with each other. This covers a wide range of situations in which
the boundaries of the fluid domain are represented by immersed solid structures,
e.g. modelling a swimming pool, or a dam-break (see Mindel, 2008), or a rotating
cup filled with liquid, a series of solid bodies moving through (and outside) of the
fluid domain (for instance an array of pebbles entering the fluid domain and falling
through the fluid), see Figure 2.2(d).
Finally, Case 5 covers all cases in which there is no intersection of the fluid and
solid domain. Considering the case of an array of pebbles moving outside the fluid
domain before entering it, this case is true while a pebble is moving outside of (and
possibly towards) the fluid domain, see Figure 2.2(e).
The proposed intersection finding algorithm in Farrell & Maddison (2011) only func-
tions robustly for Case 1. However, depending on the choice of the donor mesh, it
also functions for Case 24 and Case 35, but it will fail for Case 4 and Case 5.
Thus, for the development of a generic FSI model the intersection finding algo-
rithm is required to be robust enough to successfully find the map of intersections
that covers all cases, regardless of their suitability. The R-TREE algorithm (see
Guttman, 1984) is an indexing algorithm which divides objects/data into several
groups, here their bounding boxes/rectangles. This procedure is repeated on multi-
ple levels that builds a hierachy or tree of rectangles. The rectangular shape allows
an efficient computational operation to check if one rectangle intersects with an-
other one by comparing their minimal and maximal geometrical coordinates. The
rectangle shape offers another advantage compared to a simple Binary search tree,
as the rectangular shape allows for storing an arbitrary number of items within each
rectangle, while the Binary search tree allows each node to hold exactly two items on
each level. With each added dimention, the levels of a Binary search tree increases
quickly, while the R-TREE extends to 3 dimensions easily due to the geometrical
nature cuboids, which are used for 3D geometrical data.
4With ΩS as the domain of the donor mesh TS
5With ΩF as the domain of the donor mesh TF
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Furthermore, in Section 2.3 another crucial reason for the choice of using the R-
TREE intersection finding algorithm is discussed.
The libspatialindex package (see Hadjieleftheriou et al., 2013) which includes a R-
TREE intersection finding algorithm was used for the proposed FSI model to con-
struct the map of intersecting elements. This allows the implementation of the
proposed FSI method to cover all the discussed cases 1–5. The package libspatialin-
dex was already being used in Fluidity as an alternative intersection finder prior
to the start of this project. For the implementation of the FSI model, the package
libspatialindex was called to obtain the map of intersections.
ΩF
ΩS
(a) Case 1
ΩF
ΩS
(b) Case 2
ΩF
ΩS
(c) Case 3
ΩF
ΩS
(d) Case 4
ΩF ΩS
(e) Case 5
Figure 2.2: Visualisation of possible intersections of the domains ΩF and ΩS ac-
cording to described Cases 1–5.
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2.3 Fluid–Solid Algorithm and its Implementa-
tion in Fluidity
The FSI model described in Section 2.1 was implemented in the open–source CFD
tool Fluidity (see Imperial College London AMCG, 2014b,a). The implementation
allows the user to import multiple solid mesh files6. As mentioned above, the FSI
model presented here is a one–way coupled model, in which no equations for the solid
are solved. However, a time-dependent solid velocity can be assigned to each solid
mesh. This allows the user to study a wide range of one–way coupled FSI problems,
e.g. flows past static objects, or flows past moving objects such as rotating wind or
tidal turbines, as it is often the case that the flow past a specific rotational velocity
of the turbine needs to be analysed. The solid velocity can be time–varying and
is set via the Python interface in Fluidity ’s preprocessing tool Diamond. Further-
more, defining a translational velocity to describe a purely rotational movement in
a time–wise discrete framework yields a distortion, as each node would travel along
the tangent of the arc that describes its rotation. In this case it is more convenient
for the user to define the vector along which each node of the solid mesh travels
within ∆t, see Figure 2.3.
A purely rotational velocity of a solid structure/mesh is considered in the follow-
ing example, see Figure 2.3. It is schematically shown how the solid movement is
calculated when the solid structure is supposed to rotate.
In Figure 2.3, the known Cartesian coordinates of the points M , and N are
M =
(
my
mz
)
, N =
(
n1
n2
)
=
(
my + ny
mz + nz
)
, (2.40)
in which M is the centre of rotation and N a node of the solid mesh.
With a given number of rotations per minute (rpm), the angular velocity ω and
displacement ∆Θ are computed by
ω = 2pi · rpm, (2.41)
∆Θ = ω ·∆t. (2.42)
6The formats Triangle mesh files, GMSH and ExodusII are supported.
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O
y
z
M
~my
~mz
N
N ′
s
r
r
~ny
~nz
~n′y
~n′z
Θ
∆Θ
c
Figure 2.3: Schematic to show the prescribed velocity/movement—here rotation—
of a solid structure in a 1–way coupled FSI model. It is assumed that a 3D
structure rotates in the y-z-plane, this could be for instance a horizontal axis
turbine. Given the time interval ∆t, a node at location N moves along an arc
s around the rotational axis at location M to its destination at location N ′.
In order to correctly model this movement at the discrete level, the vector c is
calculated to get the new position N ′ of each node on the solid mesh, rather
than using the tangent to the circle at N for example. The location of M is
defined by the vector components ~my and ~mz which point from the origin O of
the domain to M . The vector components ~ny and ~nz as well as ~n′y and ~n′z point
from M to N and N ′ respectively. With M as the centre of a polar coordinate
system, Θ denotes the angle of N and r the radius of the arc on which a node
rotates. ∆Θ denotes the angle a node travels within ∆t.
This implies, that within a timestep ∆t, the node N moves by ∆Θ about M along
the circular arc s to its new position N ′.
Thus the coordinates of N ′ are computed based on the knowns M , N , ω, and ∆t.
First, the radius r of N in the polar coordinate system centred atM and the current
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angle Θ is computed:
r =
√
ny2 + nz2, (2.43)
Θ = arcsin
(nz
r
)
. (2.44)
Via trigonometrical functions the coordinates of N ′ are then derived:
n′y = r · cos (Θ +∆Θ) , (2.45)
n′z = r · sin (Θ +∆Θ) . (2.46)
Thus the coordinates of N ′ in the Cartesian coordinate system are
N ′ =
(
n′1
n′2
)
=
(
my + n
′
y
mz + n
′
z
)
. (2.47)
Furthermore, an example of a Python function is shown in Program 2.1. As can
be seen, the return value is actually the vector along which each solid node travels
within ∆t. A switch was implemented in the pre-processing tool Diamond to switch
between the two possible return values: solid velocity or the solid movement.
The fact that no PDE matrix systems are solved on the solid mesh TS here, allows
a simplification of the implementation within the parallelised framework Fluidity .
While the fluid mesh TF can be decomposed into n parts, of which each part is
distributed to different processing cores. The solid mesh and its fields are known
in their entirety on each CPU by their definition, and without the need for parallel
communication. This simplifies the intersection finding as well as the projection
from TS to TF .
Consider a serial fluid mesh as well as a serial solid mesh, as shown in Figure 2.4(a).
It becomes obvious that this FSI model is of Case 2 as described in Section 2.2.3.
As explained above, an advancing front algorithm could be applied in order to find
the intersections of both meshes, if the algorithm loops over the solid mesh to find
intersections with the fluid mesh. It is also noted that the refinement of the fluid
mesh is independent of the element edge lengths of the solid mesh, as can be seen
in Figure 2.6 by examining the coarse corner of the rectangular solid mesh.
When running the FSI model in parallel, this will not generally be the case. Consider
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(a) Serial TF and TS region
(b) Decomposed TF and serial TS region
Figure 2.4: Example of the FSI model running in serial and parallel in Fluidity .
Shown are a serial fluid mesh region TF and serial solid mesh region TS (the
cylinder) in (a) and a decomposed fluid mesh region in 3 parts, as well as
the serial solid mesh region in (b) which here intersects with two of the fluid
partitions.
a fluid mesh which is decomposed into three parts and a serial solid mesh, as shown
in Figure 2.4(b). As can be seen, no decomposed part of the fluid mesh completely
contains the solid mesh. Instead, TS now intersects with two parts of TF . This
corresponds to Case 47 as outlined in Section 2.2.3. Moreover, TS does not intersect
with one part of TF , this case is covered by Case 58 in Section 2.2.3. The advancing
front algorithm as outlined in Farrell & Maddison (2011) would fail to compute the
intersecting elements of both meshes. This is due to the algorithm marching from
one element to its neighbouring element. Having found the first intersection of an
element on the solid mesh with elements on the fluid mesh via a brute force search,
it then provides the found intersections to its neighbouring solid element as a first
guess. Considering the solid mesh partly intersecting a decomposed part of a fluid
mesh, as shown in Figure 2.4(b) at some point during the algorithm a solid element
is processed that has no intersections with the underlying part of the fluid mesh on
the subdomain currently considered. In the event of the algorithm processing an
7¬ (TF0 ∪ TS = TF0) ∧ ¬ (TF0 ∩ TS = ∅)
8TF2 ∩ TS = ∅
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element of the solid mesh which does intersect with the underlying part of the fluid
mesh, no seed, or first guesses for intersecting elements are provided. Hence, the
algorithm does not detect any intersecting elements with the fluid mesh. This could
be easily fixed by applying a brute force search once no intersections were found for
a solid element. However, this drastically increases the computational effort. Hence,
here the R-TREE intersection finding algorithm was applied which is robust enough
to successfully find all intersecting elements.
Once the intersecting element are found by the R-TREE algorithm, the supermesh
is generated. An example of a supermesh generated from a fluid mesh and a solid
mesh representing an aerofoil is shown in Figure 2.5. As can be seen, the supermesh
occupies the same geometrical domain as the solid mesh.
Finally, a mesh adaptivity method (see Pain et al., 2001; Piggott et al., 2009) is
used to refine the fluid mesh around the solid boundaries, such that the distortion
of the solid shape represented on the fluid mesh is minimised, assuming that the
solid geometry is well represented through its initial mesh generation. While the
fluid mesh is a dynamically varying spatial mesh, the solid mesh does not change.
Before entering the time loop in Fluidity , the fluid mesh can be adapted in order to
automatically refine the fluid mesh around solid bodies. This is of course also done
at subsequent mesh operations which are then also able to refine the solid boundary
on the fluid mesh. An example of an initial fluid mesh and 3 solid meshes, as well
as the adapted fluid mesh after the initial adapt are shown in Figure 2.6.
A brief description of the main steps of the FSI model implemented in Fluidity is
given in Algorithm 2.1.
56
2.3: Fluid–Solid Algorithm and its Implementation in Fluidity
(a) Fluid (blue) and solid (red) mesh
(b) Resulting supermesh
Figure 2.5: Example of the supermeshing algorithm applied to a FSI problem. Here
the supermesh of a fluid mesh and a (relatively coarse) solid mesh representing
a NACA 4815 aerofoil is shown. The coloured parts represent the element of
the solid mesh.
(a) Initial fluid mesh (blue) and 3 solid meshes (red)
(b) Adapted fluid mesh
Figure 2.6: The effect of mesh adaptivity methods applied to the fluid mesh in FSI
problems is shown. In (a) the initial fluid mesh and in (b) the adapted fluid
mesh is shown. Here the adaptive algorithm refined the fluid mesh around the
solid boundary. The solid meshes are unchanged between (a) and (b).
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Algorithm 2.1 Main steps of the FSI model within the open–source CFD code
Fluidity
Require: Fluid mesh file and at least one solid mesh file
Require: Option file, containing all physical and computational parameters re-
quired to start the simulation
1: procedure Project Solid Fields(project solid velocity)
2: // Projects the solid volume fraction and solid velocity are projected onto TF
3: Construct a map of KFi intersecting with KSi // R-TREE algorithm
4: Assemble and solve the matrix system (2.38) for the solid volume fraction αs
5: if project solid velocity then
6: Assemble and solve the matrix system (2.38) for the solid velocity us
7: end if // Solid volume fraction and solid velocity are projected onto TF
8: end procedure
9: Do some preprocessing steps, e.g reading in the mesh files and options
10: call Project Solid Fields(project solid velocity = False)
11: if adapt at first timestep then // e.g. refining the mesh around solids
12: Adapt fluid mesh
13: call Project Solid Fields(project solid velocity = False)
14: end if
15: Start the time loop:
16: while t < tend do // Starting the time loop
17: while p < pend do // Starting the Picard iterations
18: if p = 1 then
19: for Si = 0 to NS − 1 do// NS as the total number of solid mesh files
20: Get us of Si
21: if us 6= 0 then
22: Apply us to Si
23: call Project Solid Fields(project solid velocity = True)
24: end if
25: end for
26: end if
27: Solve the discretised Navier–Stokes equations including the FSI coupling
term, see Section 2.1.4
28: end while // End of the Picard iterations
29: if Criterion for adapting the mesh is fulfilled then
30: Adapt the mesh
31: call Project Solid Fields(project solid velocity = False)
32: end if
33: end while // End of the time loop
Output: Write solution fields as well as checkpoint files for the fluid and solid to
disk.
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Program 2.1 Python function describing a rotational velocity of a solid mesh in
Fluidity
1 def val(X,dt):
2 from math import sqrt , pi, sin , cos , asin
3 oldx = X[0]; oldy = X[1]; oldz = X[2];
4 # 1. Setting prescribed parameters of rotational velocity
5 rpm = 10.0 # rotations per minute
6 w = -2.0*pi*rpm /60.0 # angular velocity in 1/s
7 dphi = w*dt # delta phi , the angle the node travels on the
circle
8 # 2. Setting the coordinates of the rotational axis ,
9 # to be determined from geometry/mesh file:
10 M = [51.4, 0.0] # only 2D, as the x-axis stays constant ,
rotation is in y-z-plane
11 my = M[0]; mz = M[1];
12 # 3. Compute the radius of the current node with respect
to M,
13 # and the angle phi of the current position of this node
14 y = oldy - my; # length in y
15 z = oldz - mz; # length in z
16 r = sqrt( y*y + z*z ) # length radius
17 # If r = 0, then this node does not move at all , it is at
18 # the centre of the rotational axis:
19 if (r == 0.0):
20 newy = oldy;
21 newz = oldz;
22 else:
23 if (z>=0):
24 phi = asin(z/r)
25 else:
26 phi = pi - asin(z/r)
27 # 4. Compute the destination coordinates of the current
node
28 newy = r * cos( phi+dphi ) + my;
29 newz = r * sin( phi+dphi ) + mz;
30 # New coordinates:
31 newpos = (oldx , newy , newz) # x coordinate is supposed to
stay constant , rotation in y-z-plane
32 # Compute the vector oldpos to newpos , and return that
back
33 xmove = 0.0;
34 ymove = newy - oldy;
35 zmove = newz - oldz;
36 movement = (xmove , ymove , zmove);
37 return movement
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2.4 Validation: Convergence Analyses
The proposed FSI model is validated for flow fields around stationary structures and
solids with a prescribed velocity within a stratified fluid in the following sections.
2.4.1 2D Flow past cylinder at Re 20
Various variations of flow past a cylinder in 2D and 3D are discussed in Scha¨fer &
Turek (1996). A benchmark for each problem is obtained from the solutions of a
large number of numerical models, from which an estimated interval for the exact
results are calculated. This estimated interval was used as reference values, against
which the results of the above described model are compared. Here, the steady flow
past a cylinder in 2D at a Reynolds number of 20 was chosen9.
2.4.1.1 Computational Domain
Figure 2.7 schematically shows the computational domain. As can be observed, the
cylinder is placed near the inlet boundary, and 0.15m above and 0.16m below the
bottom and top surfaces respectively. A no-slip boundary condition is applied to
the top and bottom boundaries of the domain, whereas the inlet velocity at the left
boundary was set to
U(x = 0, y, t) =
4Um y H − yH2
0
 , (2.48a)
with
Um = 0.3, (2.48b)
H = 0.41, (2.48c)
and y being the height along the inlet boundary, y = [0, H].
As can be seen in Figure 2.7 the fluid domain contains the solid domain, ΩF ⊃ ΩS.
9This test case is labelled as 2D-1 (steady) in Scha¨fer & Turek (1996)
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Figure 2.7: Computational domain of the 2D flow past a cylinder validation test
case with D as the diameter of the cylinder.
2.4.1.2 Model Setup
The kinematic viscosity and fluid density are set to ν = 10−3ms−1 and ρ = 1kgm−3
respectively. With the inlet flow defined in Equation 2.48, this yields a Reynolds
number of 20 (see Scha¨fer & Turek, 1996, test case 2D-2):
Re = U
D
ν
, (2.49a)
with U being the mean velocity, which is defined as
U(t) =
2
3
U
(
0,
H
2
, t
)
. (2.49b)
Since the boundary condition of U set in (2.48) is time invariant, the Reynolds
number in (2.49) is time invariant as well. Furthermore, according to (2.48), the inlet
flow acts only in the x direction, with the highest velocity being U = (0.3, 0)ms−1
at a height of H/2m, and U = 0 at y = 0 and y = H.
Projection methods and cylinder representation
One key aspect of any fluid–solid interaction modelling is of course to preserve the
geometry as accurately as possible. This can be achieved in different ways.
The most obvious and common method to study the flow past static objects is to
have a void space in the fluid grid. This has been done for many different flows
and objects, e.g. see Garc´ıa et al. (2011a), Pain et al. (2001). As the mesh is the
discretised representation of a domain, the boundaries of the domain are discretised
within the limits of the underlying element edge lengths. The presented method is
based on finite elements with linear element edges. Thus, a distortion is introduced
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during the discretisation of curved geometries. Due to the properties of spatial
discretisation, as the element edge length h→ 0, this distortion obviously becomes
negligibly small.
Some methods, e.g. Tezduyar et al. (2006), use a mutual mesh for fluid and solid
finite elements, on which the corresponding fluid and solid equations are solved. This
allows for 2–way coupled fluid–structure interaction modelling, in which the solid’s
geometry is always captured on the fluid mesh, due to the mutual mesh. However, a
moving or deforming body requires the fluid mesh to be updated in order to relate to
the new positioning of the solid nodes. Again, there are different ways of achieving
this, some methods are based on reconnecting nodes, moving nodes and remeshing,
for example the Solid–Extension Mesh Moving Technique (SEMMT) (see Stein &
Tezduyar, 2002).
Other approaches are based on sliding mesh methods. The idea is to have a desig-
nated region of the fluid mesh around a solid (moving) body/mesh, which is called
the sliding mesh. This region of the fluid mesh then moves according to the solid
mesh. The part of the fluid mesh that is stationary is often referred to as the back-
ground mesh. The interface between the background and sliding mesh can be a
matching interface with hanging nodes (see McNaughton et al., 2013) or overlap-
ping meshes as shown in Massing et al. (2013). In the latter case, cut cells—often
referred to as ghost cells—are constructed on the interface, which, depending on
the overlapping elements, can result in complex polyhedra (see Massing et al., 2013;
Massing, 2012). In both cases however, the interface between solid and fluid is
modelled explicitly on the sliding region of the fluid mesh. Thus, these methods
preserve the discretised solid geometry on the fluid mesh and also eliminates the
need to reconnect or move nodes on the fluid mesh which leads to a deterioration of
the fluid mesh’s quality or a remeshing operation, as done in Tezduyar et al. (2006);
Stein & Tezduyar (2002).
In the proposed method the solid is implicitly represented on the fluid mesh by com-
puting a solid volume fraction αs. Moreover, fluid and solid mesh can be unrelated.
In fact, it is an important property of the method that neither vertices nor element
edges/surfaces are required to coincide. This allows the solid mesh to be modelled
as a moving Lagrangian mesh, without the need to remesh, reconnect or move ver-
tices on an Eulerian fluid mesh to the new location of solid vertices. Without this
property, a rapidly moving solid, or very small finite elements along the solid’s sur-
face, could quickly yield inverted elements. Methods that use a mutual mesh for
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the fluid and solid can avoid this problem by moving more vertices in the vicinity
of coinciding vertices, as outlined in Tezduyar et al. (2006). The presented method
with unrelated fluid and solid meshes was previously used in other FSI methods,
e.g. Mindel (2008), which is based on the two-phase approach outlined in Brennen
(2005). The novelty here is the combination of the outlined FSI method shown in
Mindel (2008) with the conservative Galerkin projection via supermeshing between
two unrelated meshes developed in Farrell & Maddison (2011), Farrell et al. (2009).
This approach was initially shown in Vire´ et al. (2012) for 2-way coupled fluid–
solid interaction problems, and also in Buchan et al. (2014) for 1-way coupled FSI
model for reactor physics problems. The focus of this chapter lies on the analysis
of the method’s advantages and disadvantages by examining the implicit nature of
the two-phase flow approach for FSI modelling, and the differences due to interpo-
lation/projection methods used with the dual-mesh approach. The second focus of
this work lies on the application of 1-way coupled FSI problems, in which the fluid
dynamics depend on the solid, while the solid motion does not depend on the fluid,
i.e. is prescribed.
In this section, the following different approaches/projection methods were used and
compared to each other to analyse and understand the model’s behaviour:
GrP1-P1: This refers to using a Grandy interpolation between solid and fluid mesh,
and using P1-P1 element pairs.
Glnb,P1-P1: This refers to using a Galerkin projection between solid and fluid mesh,
without bounding the solution, and using P1-P1 element pairs.
Glbr,P1-P1: This refers to using a Galerkin projection between solid and fluid mesh,
and bounding the solution, and repairing the deviations (by arbitrarily real-
locating the remaining deviations) if the solution field is not bounded after 1
iteration, and using P1-P1 element pairs.
Glb,P1-P1: This refers to using a Galerkin projection between solid and fluid mesh,
and bounding the solution within a maximum of 1000 iterations, and using
P1-P1 element pairs.
Glb,P1DG-P2: This refers to using a Galerkin projection between solid and fluid
mesh, and bounding the solution within a maximum of 1000 iterations, and
using P1DG-P2 element pairs.
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VP1-P1: This refers to using a void space within the solid’s volume, thus not using
the immersed representation of the solid, and using P1-P1 element pairs.
VP1DG-P2: This refers to using a void space within the solid’s volume, thus not
using the immersed representation of the solid, and using P1DG-P2 element
pairs.
Fixed Mesh
In the first of the several convergence analyses, an arbitrarily unstructured fixed
mesh with a local refinement around the cylinder, and a fixed timestep of 0.005 s
was considered. Here the element edge length h was refined in the area around the
cylinder on the fluid mesh, as well as on the surface of the solid mesh. In addition to
performing a grid refinement study, various projection methods were used to obtain
the solid volume fraction on the fluid mesh. The permutation of all projection
methods and grid refinement steps used are shown schematically in Figure 2.8.
The above variations aim to provide an in-depth investigation of the model’s perfor-
mance in terms of conservativeness and diffusiveness of the projection between solid
and fluid mesh as well as the method’s implicit nature. Additionally, the following
variations were performed in order to analyse the effect of having unrelated/non-
conforming solid and fluid meshes, thus, not correctly capturing the solid’s geometry
on the fluid mesh:
• Fixed fluid mesh with the cylinder’s discretised geometry captured on the fluid
mesh by perfectly aligned element edges along the solid’s surface.
• Fixed fluid mesh with non-conforming fluid and solid element edges along the
solid’s surface, which yields to not capturing the cylinder’s geometry correctly.
Figure 2.8 schematically shows the large number of combinations of parameters
performed for fixed meshes.
This strategy intentionally does not follow the grid convergence analysis as outlined
in Roache (2002, 1998), which suggests to halve the grid size with every grid re-
finement step. However, the refinement steps were chosen to be of much smaller
intervals here, in order to analyse the impact of the distortion of the discretised
solid geometry on the fluid mesh, which results from the two-phase model with a
non-matching interface chosen for the FSI model.
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∆t = 5 · 10−3
VP1-P1
VP1DG-P2
GrP1-P1
Glb,P1-P1
Glb,P1DG-P2
Glbr,P1-P1
Glnb,P1-P1
h = 1 · 10−4
h = 2 · 10−4
h = 3 · 10−4
h = 4 · 10−4
h = 5 · 10−4
h = 6 · 10−4
h = 7 · 10−4
h = 8 · 10−4
h = 9 · 10−4
h = 1 · 10−3
h = 2 · 10−3
h = 3 · 10−3
h = 4 · 10−3
h = 5 · 10−3
h = 6 · 10−3
h = 7 · 10−3
h = 8 · 10−3
h = 9 · 10−3
h = 10 · 10−3
Projection
method
Timestep
Element
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Figure 2.8: Flow past 2D cylinder: Schematic showing all the combinations of
timestep ∆t, projection method, and element edge length for the following
convergence analyses: Fixed mesh, with a conforming element edges between
the fluid and solid meshes along the cylinder’s surface. The same was applied
to the fixed meshes with non-conforming element edges of fluid and solid mesh.
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In Figure 2.9(a) the fluid and solid mesh—with matching element edges along the
cylinder’s surface—near the front of the cylinder are shown, and Figure 2.9(b) shows
the same with non-conforming element edges.
(a) Conforming element edges. (b) Non-conforming element edges.
Figure 2.9: Flow past 2D cylinder: Comparison of fixed meshes: conforming vs
non-conforming element edges along the solid’s surface.
Adaptive Mesh
Another convergence analysis was performed on adaptive fluid meshes with fixed
solid meshes. This aims to exploit the impact of using a mesh adaptivity algorithm.
Variations of the mesh adaptivity algorithm’s most crucial parameters—here the
interpolation error bound ε which determines which elements of the mesh are to be
refined or coarsened based on an underlying field, as well as the minimum allowed
element edge length h—show the increase in performance. Here the fields to which
the fluid mesh is adapted are the velocity field and the solid volume fraction field.
The following parameters were varied:
• ε = [1× 10−2, 9× 10−3, 8× 10−3, . . . , 1× 10−3, 9× 10−4, . . . , 1× 10−4,
9× 10−5, . . . , 1× 10−5] for the fluid velocity and
• a minimum grid size of h = [7, 5, 3, 1]× 10−4m, and
• at a fixed timesteps of 0.005 s.
The timestep was chosen to be fixed throughout the validation tests. Thus the
Courant number C for h = 1× 10−2m is C = 0.15 and for h = 1× 10−4m C = 15.
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Although the Courant number is considerably large10 for the smallest grid and a
timestep of ∆t = 0.005 s, preliminary tests with timesteps in ∆t = [0.01, 0.0005] s
showed a stable solution for the immersed cases for ∆t ≤ 0.005 s. Thus, ∆t was
chosen to be 0.005 s to keep the runtime at a minimum.
Besides adapting the fluid mesh according to the fluid velocity, another interpolation
error bound was provided for αs: ε = 1× 10−5. This ensures element edges of the
specified minimum element edge length on fluid mesh along the solid’s surface. As
the set minimum element edge length hmin → 0, the distortion of the solid’s geometry
captured on the fluid mesh decreases, while the computational effort increases. Thus,
finding sensible values for the interpolation error bound and minimum element edge
length is a crucial part of using the proposed method.
In Figure 2.9(b) the fluid and solid mesh—with unrelated element edges along the
cylinder’s surface—near the front of the cylinder are shown, which results from using
a mesh adapting algorithm that only considers elements from one mesh (here the
fluid mesh) without taking into account the elements of a second mesh representing
another phase (this would be the solid mesh in this case).
2.4.1.2.1 General comparison of different Projections
Prior to analysing the convergence analyses outlined above, the various different
ways of obtaining αs are briefly compared. Figure 2.10 shows the projected αs field
on the fluid mesh, and the solid element edges.
The Galerkin projection via supermeshing was developed in two configurations in
Farrell et al. (2009), Farrell & Maddison (2011): the unbounded and the bounded,
minimal diffusive Galerkin projection.
Figures 2.10(a), (b) show the effect of an unbounded Galerkin projection via su-
permeshing of a unity field from the solid mesh to the fluid mesh. As can be seen
from both Figures, αs exceeds its bounds [0, 1] in some regions near the boundary of
the donor mesh (solid mesh). Thus the obtained solid volume fraction is not physi-
cal. Hence, for the solid volume fraction αs the unbounded Galerkin projection on
meshes which do not occupy the same domain, e.g. where the fluid domain is the
superset of the solid domain, yields an nonphysical solution.
10Note that the semi-implicit scheme presented in Section 2.1.4 allows larger timesteps with
Courant numbers well above 1 without the solution becoming unstable, see Ford et al. (2004).
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The next Figures 2.10(c)–(f) show the results from using the bounded Galerkin pro-
jection, as outlined in Farrell et al. (2009); Farrell (2009). The first two Figures
show αs obtained from a bounded Galerkin projection with a maximum of 1000
iteration for the iterative algorithm to achieve a bounded solution, which is mini-
mally diffusive. As reported in Farrell et al. (2009), this is achieved by diffusing the
deviation to neighbouring nodes, at which the deviation is absorbed, if the solution
field on those nodes does not exceed the bounds. Else, the deviation is diffused to
the next neighbouring nodes in the next iteration. The second two Figures show
the same procedure but with a maximum of 1 iteration, and if the solution is not
bounded at that point, the deviations are redistributed randomly to any node on the
target mesh, that is within the bounds. This has the potential to move a deviation
across the entire target mesh, which, from a physical aspect, has the potential to
in-/decrease the magnitude of a physical quantity far away from the source of its
deviation. This is of course not desirable. However, tests showed that the differ-
ence between both procedures was negligibly small, e.g. Figures (c), (d) and (e),
(f) show none or only small differences. Due to the fact that the iterative algo-
rithm of diffusing deviations is a relatively cheap operation, O(n), compared to the
Galerkin projection which involves solving a linear matrix system (as reported in
Farrell et al., 2009; Farrell, 2009), the iterative algorithm with 1000 iterations is the
preferred procedure. Examining and comparing αs in 2.10(c) and (d) shows how
the unrelated element edges along the solid boundary introduce a distortion of αs
on the fluid mesh compared to the actual shape of the solid mesh. This distortion is
subject to the discretisation and thus decreases with a decrease in the element edge
length on the fluid mesh.
The Grandy interpolation shown in Figure 2.10(g) and (h) preserves a sharper inter-
face of the solid boundary on the fluid mesh than the minimally-diffusive Galerkin
projection. Furthermore, it is noted that the Grandy interpolation leads to—what
can be described as—an extension of the geometrical solid boundary on the fluid
mesh. This is seen as αs = 1 for the nodes on the fluid mesh that lie within solid
elements, and 0 < αs < 1 outside the solid boundary. In comparison, the minimally
diffusive Galerkin projection yields 0 < αs < 1 on nodes of elements that intersect
the solid mesh’s surface, thus it smooths the solution field on the target mesh.
The bottom two plots of Figure 2.10 show αs on a P1DG mesh. In the case with
aligning nodes on fluid and solid mesh along the solid’s surface, the discretised
geometry of the solid is flawlessly captured on the fluid mesh. In case the element
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edges along the solid’s surface are non-conforming with fluid element edges the solid
volume fraction is 0 < αs < 1 on the elements along the solid’s surface.
2.4.1.3 Results
The effect of the different projections on αs were examined near the solid mesh’s
surface, and the fact that the two–fluid approach (with unrelated fluid and solid
meshes) introduces a distortion of the solid geometry on the fluid mesh were men-
tioned above. This section analyses the convergence analyses quantitatively.
As discussed in Section 2.4.1.2, a number of projections were performed for each
convergence analysis. A selection of the results are shown in Figures 2.12 – 2.21. The
results obtained from the described convergence analyses are compared against an
estimated interval for the exact results which was obtained from gathered solutions
in Scha¨fer & Turek (1996).
The difference between the Grandy and the minimally-diffusive Galerkin projection
was examined qualitatively above. In the following superscripts are introduce to
denote which mesh—fluid or solid—a quantity resides on, e.g. αfs and α
s
s, and if
omitted, it resides on the fluid mesh. Figure 2.11 compares
∫
αfs dΩF
11 obtained by
both projection methods. As the solid object was a 2D circular cylinder, and hence
had a curved surface,
∫
αss dΩS 6= pir2 =
∫
dΩc
12, with r = 0.05m as the radius, and
Ωc as the cylinder’s geometrical domain. Since the element edge length is decreased
in both, fluid and solid mesh, the computed volume on ΩS converges to the analytical
value. Thus,
∫
αfs dΩF obtained from the conservative Galerkin projection does not
match the analytical value, which can be seen especially for greater element edge
lengths, e.g. h = 1× 10−2m, while the same obtained from the Grandy projection
shows a volume which is approximately 20% greater than the analytical value on
the coarsest grids, and then converges towards the analytical value as the fluid and
solid mesh are refined. This effect was also examined during the qualitative analysis
of Figures 2.10(g) and (h). Additionally, it can be observed from Figure 2.11(a) and
(b) that the introduced distortion due to unrelated element edges along the solid
mesh’s surface, can amplify the error, which can be seen especially on coarser grids,
e.g. h = 9× 10−3m and h = 7× 10−3m when using the Grandy interpolation. Since
the Galerkin projection is conservative, it yields the same result in Figure 2.11(a)
11Here
∫
αfs dΩF is the solid volume fraction on the fluid mesh, integrated over the fluid mesh.
12Here
∫
αss dΩS is the solid volume fraction on the solid mesh, integrated over the solid mesh.
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(a) Unbounded Galerkin projection
(Glnb,P1-P1); conforming element edges.
(b) Unbounded Galerkin projection
(Glnb,P1-P1); non-conforming element
edges.
(c) Bounded Galerkin projection
(Glb,P1-P1); conforming element edges.
(d) Bounded Galerkin projection
(Glb,P1-P1); non-conforming element
edges.
(e) Bounded Galerkin projection, repair-
ing deviations (Glbr,P1-P1); conforming
element edges.
(f) Bounded Galerkin projection, re-
pairing deviations (Glbr,P1-P1); non-
conforming element edges.
Figure 2.10: Flow past 2D cylinder: Comparison of the solid volume fraction on
the fluid mesh which was obtained by various projections and comparing the
effect of conforming and non-conforming element edges along the solid’s surface
on fixed fluid meshes: conforming vs non-conforming element edges along the
solid’s surface. The black lines are the element edges of the solid mesh. The
element edge length on the fluid mesh was h = 1× 10−3m. Unless specified, αs
is shown on a P1CG function space.
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(g) Grandy interpolation (GrP1-P1); con-
forming element edges.
(h) Grandy interpolation (GrP1-P1); non-
conforming element edges.
(i) Galerkin projection (Glb,P1DG-P2); con-
forming element edges; P1DG function
space.
(j) Galerkin projection (Glb,P1DG-P2);
non-conforming element edges; P1DG
function space.
Figure 2.10: Flow past 2D cylinder: Comparison of the solid volume fraction on
the fluid mesh which was obtained by various projections and comparing the
effect of conforming and non-conforming element edges along the solid’s surface
on fixed fluid meshes: conforming vs non-conforming element edges along the
solid’s surface. The black lines are the element edges of the solid mesh. The
element edge length on the fluid mesh was h = 1× 10−3m. Unless specified, αs
is shown on a P1CG function space.
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and (b).
Figures 2.11(c), (d) show the absolute difference |∫ αss dΩS − ∫ αfs dΩF |, in which
the conservativeness of the Galerkin projection via supermeshing for meshes of non-
matching domains is shown.
In the Figures 2.12–2.17 the quantities La, ∆P , CD, and CL, which are the re-
circulation length, pressure drop, drag and lift coefficient respectively, are plotted
for fixed meshes with and without matching element edges along the solid mesh’s
surface, as well as for a selection of the adaptive runs. For La, ∆P , and CD the
relative deviation to the estimated interval representing the exact results presented
in Scha¨fer & Turek (1996). Since the estimated interval for CL = [0.0104, 0.0110]
published in Scha¨fer & Turek (1996) is very small, CL itself instead of its relative
error was plotted and compared against the average of the lower and upper bound:
C∗L = 0.0107.
Fixed meshes
Figures 2.12 and 2.13 shows the convergence analysis on fixed meshes. Comparing
the results in both Figures, shows the added disturbance due to non-conforming
element edges on the solid’s surface. Especially for ∆P , CD and CL greater jumps
can be observed on coarser meshes, whereas the counterparts with matching ele-
ment edges along the solid’s surface show a gradual convergence throughout the
mesh refinement process. Also, as the resolution is increased, the results using
GrP1-P1 and Glb,P1-P1 converge towards the same values. The most significant dif-
ference between those two projection methods is seen for CD on coarser grids. This
is due to the combination of the force being computed as a volume integral (see
(2.6) and (2.21)) in the present formulation rather than a surface integral, and
also due to Glb,P1-P1 and GrP1-P1 obtaining different results for αs. The force∫
Ff dΩF =
∫
βαs/∆t (us − u) dΩF is nonzero at every node at which αs 6= 0
and (us − u) 6= 0. Furthermore, assuming a time relaxation term (see (2.7)) which
ensures an efficient relaxation of the fluid velocity to the solid velocity, which in this
case yields to the monolithic velocity u = 0 if αs = 1. Because of the time relaxation
term depending on αs, u 6= 0 if αs 6= 1. This results in
∫
Ff dΩF being nonzero
only at the fluid–solid interface, where αs = ]0, 1[. Taken into account the obser-
vations described in Section 2.4.1.2.1 and seen in Figure 2.10, Glb,P1-P1 obtained a
smoothed fluid–solid interface. This effectively means that αs = ]0, 1[ on several
nodes in the solid surfaces’ vicinity, while GrP1-P1 obtained a solid volume fraction
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which represented a sharper fluid–solid interface on the fluid mesh. Furthermore,
u 6= 0 if αs 6= 1, the smoothed (or extended) fluid–solid interface obtained from
Glb,P1-P1 results in a greater diversion of a fluid particles’ streamline, e.g. the wider
the interface, the less effective is the relaxation of velocities, and thus the less accu-
rate is the path of fluid particles—or velocity vectors—within the interface. Hence,∫
Ff dΩF is less accurate for smoothed fluid–solid interfaces in the presented formu-
lation. This yields to a greater error in CD for Glb,P1-P1 compared to GrP1-P1. By
increasing the resolution of the fluid mesh, the error decreases, as seen in Figures
2.12–2.17. Also, it is noted that the relative error of CD for Glb,P1-P1 within the
range h = [3× 10−3, 1× 10−4] m is lower when the element edges are not conform.
This matches with the observation of a slightly sharper fluid–solid interface obtained
from Glb,P1-P1 for non-matching element edges along the solid’s surface, see Figure
2.10(c) and (d).
However, the sharper interface obtained from GrP1-P1 can have a negative effect on
the flow field around the solid object, compared to the smooth interface obtained
from Glb,P1-P1. This can be seen in the recirculation length LA for meshes with a
lower resolution in Figure 2.13(a), as well as in the pressure drop ∆P , which oscillates
around the results from Glb,P1-P1 on coarser grids before they both converge to the
same value, see Figure 2.13(b).
As can be observed from Figure 2.12 and 2.13, the results for Glb,P1-P1 and Glbr,P1-P1
are identical. Since Glb,P1-P1 is minimally diffusive, while Glbr,P1-P1 has the potential
to move deviations too far away from its source, Glbr,P1-P1 is dropped from the results
for the adaptive runs.
Furthermore, as can be seen in Figure 2.12 (and subsequent Figures) the errors are
oscillating on coarser grids and converging towards a value on the finer grids. This
is notably visible for GrP1-P1 in Figure 2.12(b) or Glnb,P1-P1 and GrP1-P1 in 2.12(d).
The region in which the errors are oscillating is called the stochastic region, whereas
the region in which the errors are converging is called the convergence region. The
transition between the stochastic and convergence region varies for each problem.
However, judging by the results shown in Figures 2.12–2.17 a good estimate for the
transition is at h = 1× 10−3m.
As expected, due to the preservation of the discretised solid geometry on the fluid
mesh, the void case VP1-P1 shows the best agreement with the benchmark results.
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Adaptive meshes
A comparison of the solid volume fraction for the fixed meshes and adaptive meshes
is shown in Figure 2.19. Only the near vicinity of the cylinder is shown, focusing
on the mesh around the solid object and how accurately its discretised geometry
is captured on the fluid mesh. For the fixed cases, from h ≤ 1× 10−3m the mesh
could not be shown as the underlying solid volume fraction would not be visible
due to the elements being too small. However, the difference between the fixed and
adaptive mesh is seen for h = 1× 10−2m and h = 5× 10−3m and ε = 1× 10−3
and ε = 5× 10−4. While the fixed meshes consist of elements with a uniform
element edge length, the adaptive algorithm increases the resolution at the location
of the fluid–solid interface, αs = ]0, 1[ when adapting the mesh to the solid volume
fraction and setting a relatively large value for the interpolation error bound for
the fluid velocity, see Figure 2.19(k) – (o), while gradually decreasing the resolution
as the distance to the interface increases. The smaller the minimum element edge
length hmin is, the finer is the layer of the fluid–solid interface, thus more accurately
is the discretised solid geometry captured on the fluid mesh. By decreasing the
interpolation error bound for the fluid velocity (see Figure 2.19(p) – (t)), the adaptive
algorithm increases the resolution around the cylinder in order to track the flow
field around the object. However, in some instances the algorithm refines the mesh
even within the solid object. This could occur due to the fluid velocity not being
effectively relaxed to the solid velocity, and/or very small interpolation error bounds
that causes the algorithm to refine the mesh within the solid object due to very small
variations of the fluid velocity within the solid. These are non-zero, but could still
be negligibly small for accurately modelling the flow past a solid object. This is
visible in Figure 2.19(s) and (t). As aforementioned, capturing the solid surface as
accurately as possible on the fluid mesh is crucial in the discussed method, which is
why using an adaptive remeshing algorithm is preferred.
The results of the adaptive runs are shown in Figures 2.14 – 2.17. Each Figure
shows the convergence of La, ∆P , CD, and CL, by decreasing the interpolation
error bounds for the fluid velocity, for four different minimum element edge lengths
hmin. Similar to the study on fixed meshes, lower errors are obtained from the void
cases, which were performed on a P1-P1 piecewise linear continuous finite element
pairs (VP1-P1) as well as a P1DG-P2 piecewise linear discontinuous (for velocity)
and piecewise quadratic continuous (for pressure) finite element pairs (VP1DG-P2),
with the exception of the body force related quantities CD and CL. As the mesh
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is refined by decreasing ε, the relative error of CD sees a rapid decrease until it
flattens out at approximately 5% at hmin = 7× 10−5m (see Figure 2.14(c)). The
error decreases as hmin decreases. A notable increase in the error for VP1DG-P2 is
seen at a minimum element edge length of hmin = 3× 10−4m. However, at hmin =
1× 10−4m both, VP1-P1 and VP1DG-P2 show a very large error of approximately
100% for ε = 1× 10−2 and over 1000% for ε = 1× 10−5, see Figure 2.16(c) and
2.17(c). A similar effect can be observed in Figure 2.17(d) for VP1DG-P2. This is due
to jumps in the viscous component of the drag force as can be seen in Figure 2.18,
which shows FD and its pressure and viscous component for the void cases. As these
jumps are notably visible in CD and CL only on grids with smaller minimum edge
lengths—here for hmin = 3×10−3m and hmin = 1×10−4m—the solution is expeted
to have diverged due to the increasing Courant numbers as the minimum element
edge length decreases. However, this effect can only be seen for the void cases, as
the immersed cases in Figures 2.16 and 2.17 do not show any jumps. The relative
error of La converges to 0% for both void cases, the error of ∆P is well below 1%
for hmin ≤ 5× 10−4m and a maximum relative error of 1% for hmin = 7× 10−4m.
The immersed cases—GrP1-P1, Glb,P1-P1, and Glb,P1DG-P2—show good agreement with
the benchmark values in Scha¨fer & Turek (1996). As hmin decreases, the error of ∆P
decreases from 3% to 2% for GrP1-P1 and Glb,P1-P1, while the errors of the converged
values of ∆P decrease only slightly from 2% to 1.75% for Glb,P1DG-P2. Additionally,
the convergence curve of ∆P shows less jumps as hmin is decreased which is asso-
ciated with a more accurate preservation of the solid’s geometry on the fluid mesh.
The recirculation length La converges to a relative error of 2.5% for all immersed
cases. For ε = 1× 10−2 (and hmin = 7× 10−4m), the drag coefficient CD shows a
relatively large error of approximately 17% for Glb,P1-P1 compared to GrP1-P1 with
10%. This matches the results obtained on fixed meshes. As ε decreases, the errors
of both—Glb,P1-P1 and GrP1-P1—converge to the same value of 6%. By decreasing
hmin the converged drag coefficient falls within the lower and upper bounds reported
in Scha¨fer & Turek (1996), except for Glb,P1DG-P2, which converges to an error of
0.4%. Finally, the computed CL based on the three immersed cases converges to
values very close to the bounds in Scha¨fer & Turek (1996). The difference of the
chosen minimum element edge length hmin had the most significant impact on this
quantity, as can be obtained by comparing Figures 2.14(d) – 2.17(d).
Finally, plotting the pressure and velocity profiles along the horizontal through the
centre of the cylinder (see Figure 2.20 and 2.21) shows the following:
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• Only very small deviations are seen between an immersed case and its void
counterpart when using the same finite element pairs, e.g. P1-P1 or P1DG-P2.
• The differences in the pressure on different element pairs is relatively large at
the back of the cylinder, see Figure 2.20.
• Small differences in the velocity profile behind the cylinder can be seen for
different element pairs, see Figure 2.21.
• The zoomed in region in Figure 2.21(a) and (b) show a small deviation be-
tween the results obtained on P1-P1 and P1DG-P2 function spaces. This small
deviation corresponds to a difference of approximately 14% in La between
VP1-P1 and VP1DG-P2 shown in Figure 2.17(a).
• By decreasing the interpolation error bound, the solution obtained from Glb,P1-P1
converges towards the solution from Glb,P1DG-P2 (for both, pressure and veloc-
ity).
A convergence analysis for ∆p, La and CD was performed on adaptive meshes with
hmin = 3× 10−4m, and a varying interpolation error bound ε applied on the fluid
velocity, which was chosen to be ε = [0.008, 0.004, 0.002, 0.001], see Roache (1998).
According to Roache (1998) and Slater (2008), the grid convergence index GCI de-
termines how far a value is away from the asymptotic value, thus a value near zero
indicates near asymptotic convergence between two grid refinement steps. Similarly,
a ratio of 1 shows that the convergence is asymptotic. The convergence O(h) in-
dicates the order of convergence. Those quantities are shown in Tables 2.1 – 2.3.
As can be seen, the convergence of all quantities are well within asymptotic range
as the interpolation error bound ε is decreased. The order of convergence actually
exceeds 2 in some cases, e.g. CD for all shown methods, and is between 1 and 2
otherwise.
Figure 2.22 shows the solution fields for pressure and velocity, as well as velocity
vectors in the cylinders wake. These results are based on Glb,P1-P1, hmin = 1× 10−4m
and ε = 1× 10−5 and are taken after the solution fields have reached steady state.
These results are not further analysed nor compared to published results. The plots
are only included to show how the presented Immersed Body Method treats the
fluid within the solid region on the fluid mesh, e.g. the solid mesh is visualised by a
black mesh representation which overlays a part of the underlying fluid mesh, which
is shown in either a surface representation or velocity vectors.
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Figure 2.11: Flow past cylinder: Comparison of
∫
αfs dΩF based on a bounded
Galerkin projection and a Grandy interpolation, for both, conforming and non-
conforming element edges of fluid and solid mesh on the solid’s surface. The
analytical value shown in (a) and (b) is the analytical value for A = pir2, with
r = 0.05m. In (c) and (d),
∫
αss dΩS is the integral on the discretised solid
domain, rather than the analytical value.
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Figure 2.12: Flow past 2D cylinder: Fixed mesh with conforming element edges
on the solid’s surface, and ∆t = 0.005 s. CL∗ = 1.07× 10−2 in (d) is the mean
of the lower and upper bound of CL reported in Scha¨fer & Turek (1996).
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Figure 2.13: Flow past 2D cylinder: Fixed mesh with non-conforming element
edges on the solid’s surface, and ∆t = 0.005 s. CL∗ = 1.07× 10−2 in (d) is the
mean of the lower and upper bound of CL reported in Scha¨fer & Turek (1996).
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Figure 2.14: Flow past 2D cylinder: Adaptive mesh with hmin = 7× 10−4m.
CL∗ = 1.07× 10−2 in (d) is the mean of the lower and upper bound of CL
reported in Scha¨fer & Turek (1996).
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Figure 2.15: Flow past 2D cylinder: Adaptive mesh with hmin = 5× 10−4m.
CL∗ = 1.07× 10−2 in (d) is the mean of the lower and upper bound of CL
reported in Scha¨fer & Turek (1996).
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Figure 2.16: Flow past 2D cylinder: Adaptive mesh with hmin = 3× 10−4m.
CL∗ = 1.07× 10−2 in (d) is the mean of the lower and upper bound of CL
reported in Scha¨fer & Turek (1996).
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Figure 2.17: Flow past 2D cylinder: Adaptive mesh with hmin = 1× 10−4m.
CL∗ = 1.07× 10−2 in (d) is the mean of the lower and upper bound of CL
reported in Scha¨fer & Turek (1996).
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Figure 2.18: Flow past 2D cylinder: Adaptive mesh with hmin = 1× 10−4m. Error
analysis of FD. Shown is the computed drag Force FD as well as its pressure
and viscous component for the void cases VP1-P1 and VP1DG-P2.
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(a) h = 1e−2m (b) h = 5e−3m (c) h = 1e−3m (d) h = 5e−4m (e) h = 1e−4m
(f) h = 1e−2m (g) h = 5e−3m (h) h = 1e−3m (i) h = 5e−4m (j) h = 1e−4m
(k) h = 1e−2m (l) h = 5e−3m (m) h = 1e−3m (n) h = 5e−4m (o) h = 1e−4m
(p) ε = 1e−3 (q) ε = 5e−4 (r) ε = 1e−4 (s) ε = 5e−5 (t) ε = 1e−5
Figure 2.19: Flow past 2D cylinder: Comparison of fixed and adaptive fluid meshes
around the cylinder: Shown is the solid volume fraction on the fluid mesh which
was obtained via a Galerkin projection via supermeshing. (a)–(e): Fixed mesh
with conforming element edges (along the solid’s surface); (f)–(j): Fixed mesh
with non-conforming element edges; (k)–(o): Adaptive mesh with a constant
ε = 2.5e−3 for the velocity and ε = 1e−5 for the solid volume fraction, and
a varying minimal element edge length hmin; (p)–(t): Adaptive mesh with a
constant minimal element edge length hmin = 1e−4 and a varying interpolation
error bound for the fluid velocity ε (and a constant ε = 1e−5 for the solid
volume fraction). In (c)–(e) and (h)–(j) the mesh is not shown as the fine grid
would overlay the solution field αs.
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(d) Pressure: h = 1e−4m, ε = 1e−5
Figure 2.20: Flow past 2D cylinder: Pressure in x direction through the centre of
the cylinder, with ∆t = 0.005 s. The highlighted area indicates the location of
the cylinder.
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(a) Velocity: h = 7e−4m, ε = 1e−2
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(b) Velocity: h = 1e−4m, ε = 1e−2
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(d) Velocity: h = 1e−4m, ε = 1e−5
Figure 2.21: Flow past 2D cylinder: Velocity in x direction through the centre of
the cylinder, with ∆t = 0.005 s. The highlighted area indicates the location of
the cylinder. The zoomed in area shows the velocity profile in the wake of the
cylinder.
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(a) Pressure around the cylinder. (b) Velocity magnitude around the cylin-
der.
(c) Velocity vectors down-stream of the
cylinder.
Figure 2.22: Flow past 2D cylinder: Pressure and Velocity fields on the finest adap-
tive grid, and a zoom into the recirculation area behind the cylinder, showing
the velocity vectors. The grid of the cylinder is shown in black.
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∆p La CD
hstep GCI Ratio ↑ O(h) GCI Ratio ↑ O(h) GCI Ratio ↑ O(h)
1 2 0.001 1.0 1.372 0.000 1.0 3.071 0.007 1.0 3.007
2 3 0.004 4.2 1.372 0.001 4.3 3.071 0.001 0.1 3.007
3 4 0.002 — 0.467 0.002 — 1.442 0.005 — 3.961
Table 2.1: Flow past a 2D cylinder: Convergence study as outlined in Roache
(1998) and Slater (2008) for Glb,P1-P1. Computed are the grid convergence
index GCI between two grids, the ratio between two grid convergence steps and
the order of convergence O(h) for ∆p, La and CD, hstep = 1, 2 is the refinement
step between the two finest grids.
∆p La CD
hstep GCI Ratio ↑ O(h) GCI Ratio ↑ O(h) GCI Ratio ↑ O(h)
1 2 0.001 1.0 1.89 0.004 1.0 1.242 0.000 1.0 2.667
2 3 0.002 2.9 1.89 0.011 2.1 1.242 0.001 6.1 2.667
3 4 0.003 — 0.962 0.012 — 0.706 0.005 — 0.913
Table 2.2: Flow past a 2D cylinder: Convergence study as outlined in Roache
(1998) and Slater (2008) for GrP1-P1. Computed are the grid convergence index
GCI between two grids, the ratio between two grid convergence steps and the
order of convergence O(h) for ∆p, La and CD, hstep = 1, 2 is the refinement step
between the two finest grids.
∆p La CD
hstep GCI Ratio ↑ O(h) GCI Ratio ↑ O(h) GCI Ratio ↑ O(h)
1 2 0.004 1.0 3.122 0.001 1.0 1.716 −0.081 0.9 2.155
2 3 0.000 0.1 3.122 0.002 3.6 1.716 −0.019 5.4 2.155
3 4 0.000 — 2.927 0.002 — 1.441 −0.001 — 0.223
Table 2.3: Flow past a 2D cylinder: Convergence study as outlined in Roache
(1998) and Slater (2008) for VP1-P1. Computed are the grid convergence index
GCI between two grids, the ratio between two grid convergence steps and the
order of convergence O(h) for ∆p, La and CD, hstep = 1, 2 is the refinement step
between the two finest grids.
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2.4.2 3D Flow past a sphere
Flow past a sphere is a common 3D problem used for the validation of numerical
models, e.g. Garc´ıa et al. (2011a); Tabata & Itakura (1998); Jones & Clarke (2008).
In this section the above described method is validated for the flow past a sphere at
Reynolds numbers of 20 ≤ Re ≤ 5000 by comparison to various experimental and
empirical studies.
Figure 2.23 schematically shows the computational domain. Important flow char-
acteristics were set to ρ = 1kg ·m−3 and u = 1m · s−2 as the density of the fluid
and the velocity of the constant inlet flow in x-direction, respectively. At the walls
a free-slip boundary condition was applied. The initial velocity of the fluid in the
domain was set to zero.
Similarly to Garc´ıa et al. (2011b) two scenarios were carried out. In the first scenario,
a number of simulations modelling the flow at Re = 100 (ν = 0.01) were analysed in
which the mesh around the sphere was refined manually by decreasing the element
sizes. Due to the tremendous size of the domain three regions within the domain were
defined with their element sizes gradually decreasing towards the sphere. Finally
to emphasise the impact of using mesh adaptivity for FSI problems, an additional
simulation was carried out using mesh adaptivity.
In subsequent studies the focus was to validate the method at a range of Reynolds
numbers, 20 ≤ Re ≤ 5000. These simulations were using a mesh adaptivity method
to reduce the computational effort. The same minimum edge lengths hmin = 0.005m
was applied. In order to get the desired Reynolds number, the dynamic viscosity ν
was varied, while ρ, u and D stayed constant.
In both cases the drag coefficient CD was plotted and compared to the minimum and
maximum reference values found in experimental studies and empirical equations.
The drag coefficient CD was computed by
CD =
2FD
ρu2A
, (2.50)
where FD is the resulting drag force acting on the sphere, and A as the cross sec-
tional Area. Reference values for CD were found in Brown & Lawler (2003); Ceylan
et al. (2001); Flemmer & Banks (1986); Almedeij (2008); Mittal (1999); Feng &
Michaelides (2001); Roos & Willmarth (1971); Clift et al. (1978); Turton & Leven-
spiel (1986); Shirayama (1992); Schlichting (1979a).
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Figure 2.23: Computational domain of the flow past a sphere problem. The sphere
is placed at a height of 10m such that both the top and bottom surfaces are at
an equal distance to the spheres centre. Its diameter is D = 1m. The inlet and
outlet surfaces are in the negative/positive x direction of the sphere respectively.
At the remaining surfaces, here called walls, a slip-boundary condition was
applied.
In addition to comparing CD to published results, the Strouhal number
St =
f ·D
u
(2.51)
was obtained by performing a fast Fourier transform (FFT) on the computed drag
coefficient CD and compared against experimental results published in Achenbach
(1974).
2.4.2.1 Results
Fixed (and adaptive) mesh at Re = 100
The results of the simulations using a fixed mesh, which was refined for each simula-
tion are shown in Table 2.4. Starting with a coarse mesh with a ratio of diameter to
minimum element edge length of 10 and approximately 1× 105 degrees of freedom in
the domain yields a drag coefficient which is 31.3% higher than the maximum drag
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coefficient found in the literature (see Schlichting (1979a)). The fixed meshes were
refined up to D/hmin = 32.25, which resulted in nearly 1× 106 degrees of freedom
in the fluid mesh. To emphasise on the benefit of the adaptive remeshing algorithm,
the minimum element edge length was set to 0.01m which corresponds to a ratio
D/hmin = 100.
As stated in Table 2.4 the results of the finer fixed meshes, as well as the adaptive
run, are within the minimum and maximum reference values found in Almedeij
(2008) and Schlichting (1979a).
Simulation D/hmin DOF CD εabs εrel[%]
S1 10 99, 225 1.45689 0.347 31.3
S2 12.5 141, 453 1.31541 0.205 18.5
S3 16.67 249, 617 1.19359 0.084 7.53
S4 20 330, 327 1.16066 0.051 4.56
S5 22.22 414, 425 1.14238 0.032 2.92
S6 23.53 464, 607 1.12669 0.017 1.50
S7 25 558, 150 1.10240 0 0
S8 28.57 736, 196 1.08933 0 0
S9 32.25 964, 549 1.07778 0 0
S10 100 600, 000 1.04216 0 0
Table 2.4: Flow past sphere: Fixed mesh, Re = 100, D = 1m, hmin: minimum ele-
ment edge length, DOF: degrees of freedom, CD: computed drag coefficient, εabs
and εrel as the absolute and relative error measured to the minimum/maximum
reference values found: CDmin = 0.99251 (Almedeij, 2008) and CDmax = 1.11
(Schlichting, 1979a). The drag coefficient of the adaptive simulation S10 was
closest to the midpoint of the reference values.
Adaptive mesh at 20 ≤ Re ≤ 5000
For the adaptive runs at 20 ≤ Re ≤ 5000 the minimum element edge length was
further decreased to hmin = 0.005m.
The results for the various simulations are summarised in Table 2.5 in which the
time-averaged drag coefficient is given. Additionally the computed drag coeffi-
cient is plotted over time in Figures 2.24 – 2.32. As can be obtained from the
results, the drag force, which was computed by using the immersed body approach,
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is within the minimum and maximum reference values for the Reynolds numbers
flows Re = [20, 5000].
A FFT was performed on the results of CD. Normally the dominant frequency of
the FFT is used to compute the Strouhal number. However, frequently occuring
peaks with a small magnitude in CD—which occur at every timestep after adapting
the mesh—are reflected by the dominant frequency being of a higher magnitude
than the frequency associated with the vortex shedding. The bespoken peaks are
visualised in Figure 2.33 and are further analysed in Chapter 3. In addition to
the occuring peaks, smaller oscillations in CD are seen which also contribute to the
intensity of smaller frequencies in the FFT analysis. Thus, a Gaussian filter was
applied to the results of CD prior to computing the fast Fourier Transform. The
difficulty of finding an appropriate standard deviation that smoothes out the peaks
as well as unwanted smaller oscillations in CD while capturing the oscillations in CD
associated with vortex shedding can be seen in Figures 2.28(b) – 2.32(b) in which
the dominant frequency is still lower than the reference values. However, peaks in
the intensity of the FFT analysis are found at the same frequencies as the reference
values found in Achenbach (1974), and if those are taken as the frequencies at which
the vortices detach from the sphere, the error of the corresponding Strouhal number
St is below 5%, see Table 2.6. As can be seen, the computed values are in good
agreement with the reference values.
While this validation’s focus entirely lies on the drag coefficient, Figure 2.34 shows
the pressure and velocity magnitude on the centre cutplane in the sphere’s vicinity
for Re = 100 and Re = 2000. The difference in the solution fields becomes apparent
in the wake of the sphere. As expected, the solution shown in Figures 2.34(a) and
(b) shows laminar flow around the sphere, while at the higher Reynolds number
Re = 2000, the wake is turbulent which can be seen in both, the pressure and
velocity fields in Figures 2.34(c) and (d).
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Re CDmin CDmax C¯D
20 2.5516313 2.8223414 2.56311
50 1.4657113 1.6115 1.53900
100 0.9925114 1.1115 1.07603
200 0.7114814 0.80715 0.75720
500 0.5192014 0.5983013 0.55482
1000 0.4357714 0.5235813 0.47237
1500 0.4129016 0.4955213 0.43327
2000 0.3989917 0.4808013 0.40158
5000 0.3872818 0.4560113 0.43336
Table 2.5: Flow past sphere at various Reynolds numbers (on adaptive meshes):
D = 1m, CDmin : minimum reference value, CDmax : maximum reference value,
C¯D: time averaged drag coefficient.
Re Stref St Stabs,err Strel,err
500 0.18 0.183 0.002 1.288%
1000 0.423 0.409 0.014 3.400%
1500 0.628 0.645 0.017 2.640%
2000 0.805 0.827 0.023 2.829%
5000 1.852 1.777 0.074 4.020%
Table 2.6: Flow past sphere at various Reynolds numbers (on adaptive meshes):
Shown are the reference Strouhal number Stref (see Achenbach (1974)), the
computed Strouhal number St as well as the corresponding absolute and relative
errors Stabs,err and Strel,err respectively.
13see Ceylan et al. (2001): A new model for estimation of drag force in the flow of Newtonian
fluids around rigid or deformable particles
14see Almedeij (2008): Drag coefficient of flow around a sphere: Matching asymptotically the
wide trend
15see Schlichting (1979a): Boundary–layer theory
16see Flemmer & Banks (1986): On the drag coefficient of a sphere
17see Turton & Levenspiel (1986): A short note on the drag correlation for spheres
18see Clift et al. (1978): Bubbles, Drops, and Particles
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Figure 2.24: Flow past 3D sphere, results: Adaptive mesh, Re = 20, Drag coeffi-
cient CD and relevant minimum and maximum reference values found in Ceylan
et al. (2001) and Almedeij (2008) respectively.
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Figure 2.25: Flow past 3D sphere, results: Adaptive mesh, Re = 50, Drag coeffi-
cient CD and relevant minimum and maximum reference values found in Ceylan
et al. (2001) and Schlichting (1979b) respectively.
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Figure 2.26: Flow past 3D sphere, results: Adaptive mesh, Re = 100, Drag
coefficient CD and relevant minimum and maximum reference values found in
Almedeij (2008) and Schlichting (1979b) respectively.
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Figure 2.27: Flow past 3D sphere, results: Adaptive mesh, Re = 200, Drag
coefficient CD and relevant minimum and maximum reference values found in
Almedeij (2008) and Schlichting (1979b) respectively.
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Figure 2.28: Flow past 3D sphere, results: Adaptive mesh, Re = 500, (a): Drag
coefficient CD, its time average C¯D and relevant minimum and maximum refer-
ence values found in Almedeij (2008) and Ceylan et al. (2001) respectively; (b):
FFT of the results shown in (a) with reference value from Achenbach (1974).
96
2.4: Validation: Convergence Analyses
300 320 340 360 380 400 420 440 460
0.42
0.44
0.46
0.48
0.5
0.52
0.54
0.56
t[s]
C
D
C¯D CD min,max
(a) CD
0 0.5 1 1.5 2 2.5 3 3.5 4
0
0.4
0.8
1.2
1.6
2
f [1/s]
In
te
n
si
ty
fref
FFT
(b) FFT
Figure 2.29: Flow past 3D sphere, results: Adaptive mesh, Re = 1000, (a):
Drag coefficient CD, its time average C¯D and relevant minimum and maximum
reference values found in Almedeij (2008) and Ceylan et al. (2001) respectively;
(b): FFT of the results shown in (a) with reference value from Achenbach
(1974).
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Figure 2.30: Flow past 3D sphere, results: Adaptive mesh, Re = 1500, (a):
Drag coefficient CD, its time average C¯D and relevant minimum and maximum
reference values found in Almedeij (2008) and Ceylan et al. (2001) respectively;
(b): FFT of the results shown in (a) with reference value from Achenbach
(1974).
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Figure 2.31: Flow past 3D sphere, results: Adaptive mesh, Re = 2000, (a):
Drag coefficient CD, its time average C¯D and relevant minimum and maximum
reference values found in Almedeij (2008) and Ceylan et al. (2001) respectively;
(b): FFT of the results shown in (a) with reference value from Achenbach
(1974).
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Figure 2.32: Flow past 3D sphere, results: Adaptive mesh, Re = 5000, (a):
Drag coefficient CD, its time average C¯D and relevant minimum and maximum
reference values found in Almedeij (2008) and Ceylan et al. (2001) respectively;
(b): FFT of the results shown in (a) with reference value from Achenbach
(1974).
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Figure 2.33: Flow past 3D sphere, Re = 500, shown are the peaks at each adapt
that were filtered out in the FFT analysis shown in Figures 2.28(b) – 2.32(b).
The occoruing peaks are discussed in greater detail in Chapter 3.
(a) Re = 100, Pressure (b) Re = 100, Velocity magnitude
(c) Re = 2000, Pressure (d) Re = 2000, Velocity magnitude
Figure 2.34: Flow past 3D sphere: Shown are pressure and velocity on the centre
cutplane of the domain for Re = 100 and Re = 2000.
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2.4.3 St Andrews Cross: A Moving Solid within a Fluid
In the two Sections 2.4.1 and 2.4.2 the described model was validated for 2D and 3D
flow past stationary structures. This Section aims to validate the described method
for fluid flow with a prescribed velocity of solid bodies, by modelling an oscillating
circular cylinder in a stratified fluid.
As the Immersed Body Method was developed to be a generic solution for modelling
FSI problems, this validation test case also shows how it can be used in stratified
fluids, and thus is a viable method for modelling flow past objects with stratification,
e.g. the flow past moving submarines.
This problem was studied in Mowbray & Rarity (1966) experimentally for the fre-
quencies
ω/N =

0.318
0.366
0.419
0.615
0.699
0.900
1.110
(2.52)
in which
N =
√
− g
ρ0
dρ
dz
(2.53)
is the local Va¨isa¨la¨-Brunt frequency, ρ0 and g being the reference density and grav-
itational constant respectively, and ω is the frequency of the disturbance in the
stratified fluid. Furthermore, it is shown in Mowbray & Rarity (1966) that in strat-
ified fluids, small amplitude disturbances in the x, z-plane, with a frequency ω < N
cause internal waves to propagate from its source at an angle of
θ = sin−1
( ω
N
)
(2.54)
to the horizontal. If ω ≥ N , no internal waves are expected and seen in the exper-
imental results in Mowbray & Rarity (1966). The agreement of the experimental
results and the analytical relationship of Equation 2.54 was found to be better than
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5%. Thus, Equation 2.54 was used as a prediction for the wave beam angles to the
horizontal in this Section, against which the results of the model are compared.
2.4.3.1 Model Setup
The domain is schematically shown in Figure 2.35. As in the previous cases, the
cylinder is modelled as an immersed solid body, and moves with a sinusoidal oscilla-
tion in the z direction. A schematic of the fluid domain is shown in Figure 2.35. As
can be seen, it is a rectangle with a length of L = 22pim and a height of H = 20pim.
A no-slip boundary condition is applied on each boundary of the domain.
L = 22 · pim
H
=
20
·pi
m
0.
35
H
0.35L
x
z
Figure 2.35: Computational domain of the St-Andrews Cross validation test case.
A sinusoidal prescribed velocity is enforced on the cylinder. This validation test
case is performed with different frequencies of the cylinders oscillation: ω/N
varies from 0.318 s−1 to 1.11 s−1.
The model is chosen, such that the fluid is stratified by a linearly varying Tem-
perature, with an initial condition of T (0) = −0.1 z, while the initial condition of
pressure and velocity was set to zero.
It is known, that for incompressible flows, with only small changes in density, tem-
perature, salinity and pressure, about their reference values, the Equation of State
can be assumed to be linear (see Imperial College London AMCG (2014b)). As
stated above, in the given problem, the stratification is obtained purely by temper-
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ature, as salinity is not modelled. Thus the Equation of State solved in Fluidity is
(see Imperial College London AMCG (2014b))
ρ = ρ0 (1− αT (T − T0)) (2.55a)
where ρ0, T0, and αT are the reference density and temperature, and the thermal
expansion coefficient respectively. With ρ0 = 1kgm
−3, T0 = 0K, and αT = −1K−1
the equation can be simplified to
ρ = 1 + T. (2.55b)
Furthermore, from the initial condition of the temperature we know that the tem-
perature is a linearly varying field in the y direction, thus for the density at t = 0 s
we can write
ρ(z) = 1 + (−0.1 z) (2.55c)
or
dρ
dz
= −0.1 (2.55d)
Substituting (2.55d) into (2.53) yields
N = 1 (2.56)
which simplifies setting the frequency of oscillation ω.
The disturbance is modelled as a cylinder with a radius of r = 0.5m, and at t = 0 s
its centre point is located at
M =
(
0.35L
0.35H
)
and then starts oscillating with a velocity
UC(t) =
(
0
A sin(ω t)
)
in which A = 0.25m and ω is the frequency.
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Grid convergence analysis
A grid convergence analysis was performed on the above described model. Here we
follow the same procedure as applied to the validation test cases discussed above: At
first a fixed mesh was applied for ω = 0.669 s−1, before using an adaptive remeshing
algorithm, which was then used for all frequencies shown in Equation 2.52. All fixed
meshes were arbitrarily unstructured with an uniform element edge length h of
h =

0.8
0.7
...
0.1
0.08
0.06
0.05
m,
whereas the minimum element edge length applied to all cases with adaptive meshing
was
hmin =

0.5
0.1
0.05
0.01
0.005
m.
Here an interpolation error bound ε = 3.5× 10−3 was applied to the fluid velocity.
This metric was used for all adaptive simulations, and in order to show that the
chosen metric was sufficient for the given problem, an additional convergence anal-
ysis was performed in which the minimum element edge length was hmin = 0.005m,
but the interpolation error bound applied for the fluid velocity field varied between
the following values:
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ε =

2.0 · 10−2
1.0 · 10−2
5.0 · 10−3
4.5 · 10−3
4.0 · 10−3
3.5 · 10−3
3.0 · 10−3
2.5 · 10−3
2.0 · 10−3
Furthermore, in order to track the cylinder’s movement, the mesh was adapted every
ten timesteps, which corresponds to approximately 180 adapts per oscillation. This
interval between mesh adapts was found to be efficient to track the moving solid
cylinder on the fluid mesh.
Computing the angle of the propagating beams
The angle of the propagating beams were computed by measuring the velocity along
vertical lines located to the right of the source of disturbance, as demonstrated in
Figure 2.36. For the beam in question, the minimum x and z components of the
velocity vector were determined along vertical lines with a distance of 5m to 15m
in the x direction to the cylinder and a span of 1/12m between the lines. As the
velocity magnitude should be near zero inbetween the outward and inward directed
waves, the minimum velocity magnitude was determined between the coordinates
found in the previous step. This was then used to compute the angle of the beam.
However, as a safety measure, the measurement of α was neglected if the smallest uz
was detected above the minimum ux, z(min(uz)) > z(min(ux)). The results showed
that in the area of interest an outward wave is located below an inward wave, which
yields z(min(uz)) < z(min(ux)).
With this method, the simulation results can be compared against the analytical
value from Equation (2.54) in two different ways:
1. By comparing the best found agreement of the computed angle α, and/or
2. by computing a normal distribution and comparing the mean value and stan-
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dard deviation α against the analytical value.
In the following, both values are considered and discussed in order to validate the
model.
0 10 20 30 40 50 60
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Figure 2.36: Postprocessing St-Andrews-Cross simulation: The angle of the prop-
agating beams were computed by measuring the velocity in x and z-direction
along 121 vertical lines located to the right of the source of disturbance. The
red lines exemplary show the orientation and location of vertical lines, but not
their entire range.
2.4.3.2 Results
Fixed mesh
The grid convergence analysis which was based on uniformly sized arbitrarily un-
structured meshes was performed for ω = 0.699 s−1. According to Equation (2.54)
the expected angle at which the waves propagate away from the source is 44.35°. As
can be seen in Table 2.7, the relative error εrel which denotes the best agreement
found to the analytical value is with one exception constantly below 5%. The mean
values of the normal distribution however show relative errors of more than 5% for
all cases where h ≥ 0.3m. The runs with the largest grid size showed an error of
εµ,rel > 13% and a standard deviation of 2° to 4°, which does not match the relative
error of approximately 1.6% for h = 0.8m. The small amount of computed anglesm
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found during the postprocessing steps, indicate that the results for the two coarsest
runs are not reliable, as the majority of trials of computing an angle were filtered out
during the safety procedure described above. Figure 2.37(j) and (k) show a lot of
dissipation. Due to the dissipation, the requirement z(min(uz)) < z(min(ux)) for a
valid measurement of α was not fulfilled in many locations, which explains the small
amount of m found for the normal distribution. Comparing the small relative error
εrel = 1.596% of the best agreement found for h = 0.8m with Figure 2.37(k) makes
clear, that just computing the angle of the beams at one location is not sufficient to
get a reliable result.
As the grid is refined, less dissipation can be seen in Figure 2.37, and the relative
error of the computed mean εµ,rel drops below 5% at a grid size of h = 0.2m, and
continues to stay below 1% from h = 0.1m onwards, which is a tenth of the diameter
of the oscillating cylinder. The same trend is seen in the standard deviation in Table
2.7. It is noted that no invalid measurements were found during the postprocessing
procedure, thus the normal distribution was based on the maximum of m = 121
computed angles. This can be seen as an indicator of less dissipation in the solution,
which is also seen in Figure 2.37.
The waves shown in Figure 2.37(a) and (b) are shorter than in the plots due to a
shorter runtime.
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h DOF αmin εabs εrel µ εµ,rel σ m
0.05 2,298,494 44.35 0 0.000% 44.25 0.209% 0.156 121
0.06 1,598,880 44.35 0.004 0.008% 44.22 0.292% 0.126 121
0.08 898,531 44.35 −0.001 0.002% 44.38 0.073% 0.077 121
0.1 576,719 44.33 −0.015 0.033% 44.62 0.618% 0.099 121
0.2 144,067 45.09 0.746 1.681% 45.64 2.909% 0.202 69
0.3 64,416 45.79 1.438 3.243% 46.87 5.693% 0.451 69
0.4 36,131 45.1 0.755 1.703% 47.96 8.148% 0.934 67
0.5 23,220 46.48 2.132 4.808% 48.71 9.839% 1.388 69
0.6 16,191 44.85 0.501 1.131% 48.10 8.466% 1.549 69
0.7 11,793 49.16 4.812 10.852% 50.22 13.247% 4.361 20
0.8 9,051 43.64 −0.708 1.596% 38.53 13.121% 2.265 28
Table 2.7: St Andrews Cross Validation: ω = 0.699, N = 1, α = 44.35°, with a
prescribed velocity of the cylinder of A sin(ωt), with A = 0.25m, and t being the
time of the simulation. The columns are: h: element edge length; DOF: degrees
of freedom; αmin computed angle of best agreement with the analytical value;
εabs/rel: absolute and relative error of αmin; µ: mean of the normal distribution;
σ: standard deviation; εµ,rel: relative error of the mean value; m: number of
valid measurements that formed the normal distribution.
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(a) h = 0.05m (b) h = 0.06m
(c) h = 0.08m (d) h = 0.1m
(e) h = 0.2m (f) h = 0.3m
Figure 2.37: St-Andrews-Cross: Grid convergence analysis on arbitrarily unstruc-
tured, uniform fixed meshes. The plots show the mesh of each grid refinement
step and are coloured according to the velocity magnitude.
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(g) h = 0.4m (h) h = 0.5m
(i) h = 0.6m (j) h = 0.7m
(k) h = 0.8m
Figure 2.37: St-Andrews-Cross (continued): Grid convergence analysis on arbi-
trarily unstructured, uniform fixed meshes. The plots show the mesh of each
grid refinement step and are coloured according to the velocity magnitude.
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Adaptive mesh
For some frequencies ω, eight instead of four internal waves were detected in the
experimental results shown in Mowbray & Rarity (1966). This only occurs for
ω = [0.318, 0.366, 0.419] s−1, where for the first frequency the additional waves are
only visible on close observation. It was found that decreasing the amplitude of the
oscillating cylinder could remove the additional internal waves. Figure 2.38 shows
the difference of the Temperature compared to the background Temperature due to
the wave structures emerging from the disturbance. For ω = [0.318, 0.366, 0.419] s−1
eight waves are obtained by the numerical model as can be seen in Figures 2.38(a)
– (c), while the subsequent three cases shown in Figures 2.38(d) – (f) only show
four internal beams, which is equivalent to Mowbray & Rarity (1966). Finally, with
ω = 1.110 s−1 and N = 1 the relation ω/N > 1 was covered, which according to
Mowbray & Rarity (1966) results in no internal waves propagating from the source.
This can be seen in their experimental results as well as in the results obtained
from the numerical model, see Figure 2.38(g). The qualitative comparison of the
discussed results show a good agreement with the experimental results of Mowbray
& Rarity (1966).
For the adaptive runs for all ω in [0.318; 1.110], the same interpolation error bound
of ε = 3.5 · 10−3 was applied to the velocity field, whereas the minimum element
edge length hmin was altered (see Figure 2.40 for qualitative results and Figure 2.41
and Table 2.9 for quantitative results). To ensure that this value for ε is sufficient
enough to accurately model the internal waves whilst also effectively limiting the
computational effort, ε was decreased/increased in several steps. As obtained from
Table 2.8, the relative error of the calculated mean angle εµ,rel is well below 1% for
ε ≤ 4 · 10−3, and moreover the standard deviation σ is around 0.1. Again, the low
errors and standard deviations for ε = [1 · 10−2, 2 · 10−2] are based on the the fact
that the angle could only be computed at a small number of locations, which is shown
in column m. Additionally, Figure 2.39 shows the corresponding refinement of the
mesh. Interpolation error bounds that are very small, e.g. 2 · 10−3 effectively model
the internal waves, but also refine the mesh far away from the beams. This might be
of importance for tracking small perturbations in the velocity/temperature, but is
also drastically increasing the computational effort for this validation test case. On
the other hand, Figure 2.39(d) shows that an interpolation error bound of 2 · 10−2 is
still able to model the propagating waves, but only in the vicinity of the oscillating
cylinder. Thus, the waves are dying out due to dissipation. The combination of
quantitative and qualitative analysis of the discussed results shows the validity of
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ε = 3.5 · 10−3 being a sufficient choice for this problem.
As previously outlined, the mesh adaptivity algorithm is a substantial element of
the developed method, as it is used in order to capture the solid geometry on the
fluid mesh. In the following, the effect of the mesh adaptivity algorithm in combi-
nation with the specified minimal element edge length is discussed. Figure 2.40(a)
– (e) show how an increase in the minimum element edge length h passed to the
mesh adaptivity algorithm increases the level of deformation of the projected solid
geometry on the fluid grid. It is self-explanatory that this inflicts an increase in
error. Additionally, in Figure 2.40(g) the fluid velocity is represented by vectors,
which shows the flow around a well resolved solid object’s surface, the turbulence in
its wake and the source of the internal waves propagating away from the cylinder.
Figure 2.40(h) – (m) show how both, the projected geometry of the solid body on the
fluid mesh (typically called solid volume fraction or solid concentration) and the fluid
dynamics, here the difference of the temperature to the background temperature,
gradually deform and the solutions accuracy is decreased.
It is noted that the Galerkin projection method is of course conservative, and thus
the integrals of any field on the solid mesh equals the integral of the projected field
on the fluid mesh, regardless of the element edge lengths of either mesh. But the
key is to capture the solid surface as accurately as possible, or is needed in order to
gain the wanted confidence in the model’s solution.
For the quantitative comparison to Mowbray & Rarity (1966) it is noted that in the
event of eight emerging waves, the method is validated by comparing the angle of
the waves with the greater velocity magnitude. The results of the grid convergence
analysis for ω = [0.318; 0.900] s−1 are visualised in Figure 2.41. A convergence of
the mean and standard deviation to the analytic value given by Equation (2.54) can
be obtained for all cases. Moreover, the deviation from the analytical value is well
below 5% for grids with a minimum element edge length of 0.1m or less. Thus,
for grids with h ≤ 0.1m or h ≤ 0.1D, with D being the cylinder’s diameter, the
agreement was found to be within a 5% error bound.
Furthermore, as noted above, the experimental results and the analytical relation-
ship of Equation (2.54) was found to be better than 5% in Mowbray & Rarity
(1966). The converged results obtained from the presented numerical model show
an agreement of a maximum of 1.24% in the relative error of the computed mean
angle compared to the analytical angle, which is shown in Table 2.9.
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Finally, as described above, Figure 2.40 emphasises the benefits of using a mesh
adaptivity algorithm such that the surface of the solid geometry and fluid dynamics
are well captured. In order to quantify the benefits, Figure 2.42, shows a compar-
ison of the convergence of the computed angle on fixed and adaptive meshes for
ω = 0.699 s−1. While both, the fixed and adaptive meshes, converge to an error of
under 1%, the finest fixed mesh requires more than an order of magnitude more
degrees of freedom, than the finest adaptive mesh. Moreover, the minimum element
edge length h used for the adaptive run was an order of magnitude smaller than the
corresponding element edge length used in the finest fixed mesh.
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(a) ω = 0.318 s−1 (b) ω = 0.366 s−1
(c) ω = 0.419 s−1 (d) ω = 0.615 s−1
(e) ω = 0.699 s−1 (f) ω = 0.900 s−1
Figure 2.38: St-Andrews-Cross: Differences in the temperature field T − Tt=0 for
ω = [0.318; 1.110]. All results shown here are based on the adaptive mesh
remeshing simulations with the smallest element edge length of h = 0.005m.
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(g) ω = 1.110 s−1
Figure 2.38: St-Andrews-Cross: Differences in the temperature field T − Tt=0 for
ω = [0.318; 1.110]. All results shown here are based on the adaptive mesh
remeshing simulations with the smallest element edge length of h = 0.005m.
ε DOF µ εµ,rel σ m
2.0 · 10−3 775,932 38.05 0.259% 0.109 121
2.5 · 10−3 420,642 38.07 0.303% 0.170 121
3.0 · 10−3 251,298 38.20 0.655% 0.152 121
3.5 · 10−3 180,685 38.14 0.507% 0.110 121
4.0 · 10−3 130,470 38.21 0.681% 0.217 117
4.5 · 10−3 96,041 38.26 0.809% 0.199 106
5.0 · 10−3 75,102 38.35 1.039% 0.165 108
1.0 · 10−2 23,387 38.15 0.509% 0.306 16
2.0 · 10−2 13,894 38.01 0.157% 0.268 2
Table 2.8: St Andrews Cross validation: Alteration of the interpolation error bound
applied to the mesh adaptivity algorithm. It is shown how the computed mean
angle µ (and standard deviation σ) vary, whilst the degrees of freedom rapidly
increase by decreasing the value for ε. This was obtained for ω = 0.615, N = 1,
and thus the resulting analytical angle was α = 37.95°.
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(a) ε = 2 · 10−3 (b) ε = 3.5 · 10−3
(c) ε = 1 · 10−2 (d) ε = 2 · 10−2
Figure 2.39: St Andrews Cross validation: Alteration of the interpolation error
bound applied to the mesh adaptivity algorithm. It is shown how the mesh
varies with different interpolation error bound. The degrees of freedom rapidly
increase by decreasing the value for ε. This was obtained for ω = 0.615, N = 1,
and thus the resulting analytical angle was α = 37.95°.
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(a) h = 0.005m. (b) h = 0.01m. (c) h = 0.02m.
(d) h = 0.05m. (e) h = 0.1m. (f) h = 0.5m.
(g) Fluid velocity vectors, h = 0.005m.
Figure 2.40: St-Andrews-Cross: The impact of the mesh adaptivity algorithm and
the specified minimal element edge length—on the deformation of the projected
solid geometry on the fluid mesh and capturing the dynamics of the fluid due
to the solid movement—for six different element edge lengths shown in (a)–(f),
in which the solid mesh is represented as a black surface. (g) shows the fluid
velocity as vectors around the moving solid body and the formation of the
internal waves emerging from the disturbance.
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(h) h = 0.005m (i) h = 0.01m
(j) h = 0.02m (k) h = 0.05m
(l) h = 0.1m (m) h = 0.5m
Figure 2.40: St-Andrews-Cross: The impact of the mesh adaptivity algorithm
and the specified minimal element edge length on the solution field, e.g. the
difference of the temperature due to the perturbation in the fluid. The finest
grid can resolve small scale turbulence structures in the wake of the cylinder,
whereas coarsening the grid yields to a gradually smoothed solution field, until
the element edge length is too large in order to capture the structure’s geometry
and fluid dynamics accurately, as seen in (m)
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Figure 2.41: St-Andrews-Cross: Convergence analysis for a range of ω values with
adaptive remeshing. The angle of the propagating beams is plotted as the
mean values and standard deviations of the computed normal distribution over
the chosen minimum element edge length applied to the adaptive remeshing
algorithm. An interpolation error bound of 3.5× 10−3 was applied to the fluid
velocity. Cross reference with Table 2.9.
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ω µ εµ,rel σ
0.318 18.54 0.019% 0.180
0.366 21.56 0.422% 0.121
0.419 24.92 0.589% 0.257
0.615 38.14 0.507% 0.110
0.699 44.31 0.086% 0.262
0.900 64.95 1.239% 0.294
Table 2.9: St Andrews Cross validation: Showing converged mean and standard
deviation of computed angles for all ω. St-Andrews-Cross: Convergence analysis
for a range of ω values with adaptive remeshing. An interpolation error bound
of 3.5× 10−3 was applied to the fluid velocity, while the minimum element edge
length was decreased. Cross reference with Figure 2.41.
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Figure 2.42: St-Andrews-Cross: Comparison of convergence for fixed and adaptive
meshes. Compared are the minimum element edge length h and the amount of
degrees of freedom. An interpolation error bound of 3.5× 10−3 was applied to
the fluid velocity.
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2.5 Conclusion
This chapter has shown the successful conservative projection via supermeshing of
fields between two non-coinciding arbitrarily unstructured meshes in the field of FSI
modelling. It was also outlined how the mesh adaptivity method can enhance the
resolution on the fluid mesh around implicitly modelled solid structures. This allows
a reduction of the computational effort whilst keeping the accuracy of a comparable
fixed mesh. This also reduces the potential distortion of the solid’s shape on the
fluid mesh, see Section 2.4.1. The mathematical model, as well as the algorithm of
the proposed FSI model and the choices of its implementation are discussed in the
Sections 2.1, 2.2 and 2.3.
The performance of the FSI model’s projection method was analysed qualitatively
and quantitatively and compared to other cases19 and another projection method20
as well as experimental, empirical and analytic solutions (see Section 2.4.1). Further-
more the model was successfully validated using two problems concerning stationary
solid bodies in a flow field: Flow past a 2D cylinder (see Section 2.4.1), and flow
past a 3D sphere (see Section 2.4.2). The model was also successfully validated for
solid bodies with a prescribed velocity for the induced flow patterns due to a moving
solid body in a stratified fluid (see Section 2.4.3).
Moreover, as shown and discussed throughout Section 2.4 applying a mesh adaptivity
method to the three validation test cases showed a reduction of the computational
effort whilst the resolution was higher than for comparable fixed meshes. This
allowed an increase in the model’s accuracy.
The validation test cases as well as the qualitative analysis of the projection method
applied to FSI problems with immersed solids exposed the model’s weakness. Whilst
the model performed rather well and was able to accurately model induced flow fields
due to moving solids as well as pressure drops and recirculation lengths of flow fields
around stationary structures on coarser grids, it showed comparatively larger errors
for the drag and lift forces acting on the solid body on coarser as well as refined
grids. The relatively high errors in the modelled force were decreased and the forces
eventually converged to small errors, but the significant increase in the degrees of
freedom required to achieve acceptable relative errors in the modelled force caused a
significant increase in the computational effort. This poses a threat for the model’s
19e.g. the void case, in which the solid region is not meshed on the fluid mesh
20The Grandy projection
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application to 2–way coupled FSI problems for two reasons. Whilst the projection
ensures a conservation of the fields exchanged between the fluid and solid mesh, and
hence enforces Newton’s third law, it suffers from its inaccuracy in the modelling
of the force acting on the solid and fluid. Secondly, 2–way coupled FSI models
are, due to their complexity, much more challenging to model accurately, which is
reflected in an increase in the computational effort compared to 1–way coupled FSI
models. Applying the proposed methods for 2–way coupled FSI problems would
further increase the computational effort to accurately computing the forces acting
on the two phases.
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Chapter
THREE
The Reduction of Spurious
Pressure Peaks on Dynamically
Varying Spatial Meshes
The material and results discussed in this Chapter appeared in Milthaler et al.
(2012).
3.1 Introduction
Mesh adaptivity methods have become popular in computational fluid dynamics
(CFD) as they allow, in principle, the reduction of runtimes while keeping the ac-
curacy at the same level by locally refining areas of interest or importance in the
modelled domain. Moreover, as discussed in Chapter 2, a dynamically varying spa-
tial fluid mesh is a crucial component of the presented FSI method as it is required
in order to efficiently increase the resolution of the fluid mesh around (possibly mov-
ing) immersed solid bodies. The biggest problem associated with creating a new, or
altering an existing, mesh during a simulation is the interpolation of solution fields
between the pre- and post-adapted meshes, and often a L2 (or orthogonal) projec-
tion for the velocity field is used. The Galerkin projection used for the FSI method
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Figure 3.1: Visualisation of peaks in CD in the flow past 3D sphere validation
case, compare with Figure 2.32(a) and 2.33.
proposed in Chapter 2 is “optimally accurate in the L2 norm”, see Farrell (2009),
thus it belongs to the group of L2 (or orthogonal) projections, which minimise the
residual of a projected field. In fact, the orthogonality of the projection ensures the
optimal solution minimises its residual. As stated in Braack et al. (2013) the L2
projection—hence the Galerkin projection— does not fulfil the discrete divergence
constraint (∇·u = 0) for incompressible flow on the new mesh, thus a perturbation
in the pressure at the timestep after adapting the mesh is introduced. Depending
on the model, these pressure perturbations, or pressure peaks, can have a significant
impact on the results. As already shown in Besier & Wollner (2012), these pressure
peaks can pose a significant threat to accuracy especially in fluid–structure interac-
tion modelling as they can cause a sudden in-/decrease in the force exerted between
solid and fluid. These peaks in the force following an adapt were seen in the flow
past a 3D sphere validation case in Section 2.4.2, and are visualised in Figure 3.1.
The focus of this Chapter lies in analysing the effects of adapting the mesh on the
pressure, and furthermore, what the implications of this are for fluid–structure inter-
action (FSI) modelling. In this broad field, the impact of the pressure perturbations
on the solid are dependent on its geometrical and physical properties, which in the
case of a two–way coupled model, have the potential to distort the solid’s defor-
mation/movement and hence increase the error in the overall simulation. Here a
3D one–way coupled model is used in order to analyse and attempt to mitigate the
described problem.
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Furthermore the effect of such pressure peaks on the drag force are shown by consid-
ering two different situations. One being what one often finds in one–way coupled
fluid–structure interaction modelling, where only minor changes in the mesh are
present, as could happen after the mesh has already been adapted a few times. And
the other situation involves major mesh changes which can occur for example in ei-
ther a one–way coupled FSI model where a prescribed velocity is applied to the solid
or a two–way coupled model of flow induced vibrations, wind/tidal turbines, and
many others. The latter case is for instance found in any model in which the solid
body moves through the fluid mesh and hence the fluid mesh changes are significant.
Finally, the difference between using an adaptive timestepping scheme in combina-
tion with mesh adaptivity methods and the use of a fixed timestep is emphasised.
All these situations are common in fluid–structure interaction modelling, and in
this work some approaches are shown to cure the pressure perturbations. Several
methods and strategies are analysed, of which some are taken from Besier & Wollner
(2012) and Braack et al. (2013). Successful approaches that reduce such peaks in
the pressure can help to increase the accuracy of one–way coupled FSI models as
well as two–way coupled FSI models.
3.2 Governing Equations
In this model the Navier-Stokes equations in their incompressible form are considered
∂u
∂t
+ u · ∇u = −∇p+∇ · τ +B, (3.1)
∇ · u = 0, (3.2)
with u as the velocity, p the pressure, τ the viscous stress term and B describing
other possible body forces, e.g. gravity or the drag force are solved. For simplicity,
unit density is assumed in this Chapter.
On the surface of the solid, a strong Dirichlet boundary condition
u = uD on ∂Ω, (3.3)
with uD = 0, and ∂Ω as the solid’s surface is applied. The discretised equations as
well as the solution model are as described in Section 2.1.3.
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3.3 Problem description
3.3.1 Simulation parameters
The test case used to analyse the pressure peaks is similar to the flow past a sphere
validation test case of Section 2.4.2. The domain is shown schematically in Figure
2.23 on page 91. To prevent an interference of the outer walls with the flow of interest
around the sphere, the domain was chosen to be of a rather large size. The following
flow characteristics were chosen: ρ = 1kgm−3 and u = 1ms−1 as the density of the
fluid and the velocity of the constant inlet flow in the x-direction, respectively. At
the sphere a no-slip boundary condition is applied, and for simplicity no-normal flow
is specified on lateral walls. The initial velocity of the fluid in the domain was set
to zero. Based on the specified flow properties, the Reynolds number at which the
pressure peaks are investigated is Re = 100.
For the purpose of investigating pressure perturbations after adapting the mesh, the
interval at which the mesh is adapted is set to 20 timesteps. For a one-way coupled
simulation of the flow past a sphere at Re = 100 and a timestep of ∆t = 0.01 s a less
frequent interval of adapting the mesh could be chosen, however, this choice allows
us to analyse the different methods over a greater period of time during which the
mesh can change as the dynamics evolve.
As mentioned above, fixed as well as adaptive timestepping schemes are used. The
fixed timestep is set to ∆t = 0.01 s and in the adaptive case, ∆t is recomputed at
every timestep—as well as after adapting the mesh—in order to satisfy the CFL
condition, here in one-dimensional form,
C =
u ·∆t
∆x
, (3.4)
in which C is the desired Courant number which is set here to be 1.0, and ∆x the
mesh size. A global ∆t is chosen such that across the mesh, with a local definition
of ∆x, (3.4) is less than or equal to the desired Courant number everywhere. Note
that the semi-implicit scheme presented in Section 2.1.4 allows larger timesteps
with Courant numbers well above 1 without the solution becoming unstable, see
Ford et al. (2004).
As stated above, cases containing major changes in the mesh, e.g. significantly in-
creasing the number of nodes/elements in the area of interest, as expected during
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simulation spin-up for example, and minor changes, which are expected in one-way
coupled models once the mesh has already been adapted a certain number of times,
or two-way coupled models with an almost stationary/rigid structure are differen-
tiated between. Thus to consider major changes, the simulation is started with
approximately 25, 000 nodes, which are increased due to the adaptive algorithm to
approximately 150, 000 nodes on the coordinate mesh, while the minimum and max-
imum allowed edge lengths are 0.005m and 5m respectively. The spatial growth1
of element edge lengths is set to 20%.
Furthermore P1-P1 as well as P1DG-P2 finite element pairs for the velocity and pres-
sure respectively are considered. For obtaining the velocity and pressure fields on
the post-adapted mesh the Galerkin projection via a supermesh in its unbounded
or bounded and minimally-diffusive form, which are both conservative, are used, see
Farrell et al. (2009), Farrell & Maddison (2011). In addition to that, a divergence-
free projection2 of the incompressible velocity field is applied to highlight the differ-
ence between the above mentioned choices and a divergence-free projection.
Figure 3.2 presents a cutplane through the initial tetrahedral mesh as well as after
the first adapt and the final mesh at the end of the simulation at t = 100 s. As can be
seen, the mesh changes around the sphere are significant early in the simulation, and
later on in its wake as well. Since this is a one–way coupled model, and the solid is
fixed in space and time, and moreover Re = 100 leads to a steady–state solution, the
flow velocity soon converges and thus the mesh does not undergo major alterations
during later mesh optimisation operations.
All of the presented simulations in this Chapter were carried out in parallel on one
machine with 8 processing cores and 15GB of physical memory installed.
3.3.2 Demonstration of the pressure perturbation
The analysis of the pressure perturbation has recently been shown for inf-sup3 stable
finite element pairs in Besier & Wollner (2012) and for non-inf-sup stable (e.g. equal-
1The spatial growth, set by the gradation parameter in Fluidity ’s mesh adaptivity method,
controls the jump in desired edge length along an edge, e.g. a value of 2.0 allows the edge to double
in its length from one element to the next.
2Also called solenoidal projection in the following. Here the divergence-free projection is
achieved by applying a Lagrangian multiplier to the incompressible velocity field after adapting
the mesh and projecting the fields from the pre- to post-adapt meshes.
3the inf-sup condition is also referred to as Ladyzˇenskaja-Babusˇka-Brezzi (LBB) condition
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(a) Initial mesh
(b) Mesh after first adapt
(c) Final mesh at the end of the simulation
Figure 3.2: Cut through the (x, y) plane of the unstructured tetrahedral mesh in
the flow past a sphere problem; comparison of the initial mesh, after the first
adapt and the final mesh at the end of the simulation at t = 100 s.
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order) element pairs in Braack et al. (2013). A finite element pair is inf-sup stable
if the LBB condition is fulfilled, and P1DG-P2 was found to be an inf-sup stable
finite element pair in Cotter et al. (2009). A non-inf-sup stable element pair is of
equal-order for pressure and velocity, e.g. P1-P1.
It is known (and was shown in Besier & Wollner (2012)) that the perturbation
scales with the timestep as ∆t−1, which indicates the impact of ∆t. Furthermore
it has been shown that this problem is independent of the discretisation and is
due to the fact that in L2 projections the constrained divergence criteria for the
velocity is not fulfilled. Finally, Besier & Wollner (2012) analysed the problem with
a divergence-free projection on structured meshes and a fixed timestep. Also, the
chosen element edge lengths of the initial mesh were twice as long as the element edge
lengths of the refined adapted mesh. At a second adapt, the fields were projected
back from the refined to the initial mesh. In Braack et al. (2013) the problem
was investigated for non-inf-sup stable element pairs and in addition to that the
perturbations were also investigated when the mesh does not change, but the fields
are still projected from the mesh onto itself in order to simulate the performance
of the projections when only a few elements of the mesh are altered. In Besier &
Wollner (2012) as well as in Braack et al. (2013) a structured mesh was used. In
Besier & Wollner (2012) and Braack et al. (2013) the same numerical model was
chosen: 2D flow past a stationary cylinder, which is similar to the validation test
case described in Section 2.4.1, but with a different inlet flow4.
Moreover, it was also shown in Braack et al. (2013) that a divergence-free projection
should be used for the velocity on non-inf-sup stable finite element pairs. In Besier
& Wollner (2012) the removal of the spurious pressure peaks could be achieved by
adding an additional timestep. This added timestep takes place after adapting the
mesh. The time is reverted by the last ∆t such that t equals the time of the last
timestep on the pre-adapted mesh. This additional timestep was then neglected,
hence the peak in the pressure is removed.
In this work the perturbations of the pressure and its effect on other properties by
applying the Galerkin projection via supermeshing in its bounded and unbounded
form to pressure and the individual components of velocity, and in some cases also
a divergence-free projection of the velocity, are analysed on arbitrarily unstructured
meshes using fixed and adaptive timestepping. Moreover, the use of a full 3D mesh
4The test case used by Besier & Wollner (2012) and Braack et al. (2013) is described in detail
and labelled as 2D-3 (unsteady) in Scha¨fer & Turek (1996) and Turek & Scha¨fer (1996)
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adaptivity algorithm to construct the adapted mesh based on an error metric of
the velocity field was applied. Finally the difference between the occurrence of
major and minor mesh changes and its impact on the pressure are analysed and
emphasised on. In the presented case studies non inf-sup stable (P1-P1) and inf-sup
stable (P1DG-P2) element pairs on arbitrarily unstructured meshes are considered.
Figure 3.3a shows the temporal variation of the pressure at the stagnation point
in front of the sphere (∆pfront), the drag Force (∆FD) and of the L
2 norm of the
pressure field (∆‖p‖2). From Figure 3.3a it becomes obvious that the perturbations
are significant and also mesh changes are major as virtually every cell of the mesh
has been altered, in fact the number of nodes increased from approximately 25, 000
to 150, 000, but rapidly decrease in magnitude at the subsequent two adapts.
Figure 3.3b on the other hand illustrates the pressure peaks at adapts once the mesh
alterations only affect a few cells in the area of interest. The distortion of p and FD
are of a smaller magnitude compared to Figure 3.3a but are persistent throughout
the whole simulation.
Finally Figure 3.4 emphasises on the not-yet-described challenge of using mesh adap-
tivity in combination with an adaptive timestepping scheme. In-between adapting
the mesh, ∆t is recomputed based on (3.4), in which only the velocity changes.
After adapting the mesh, there is potentially a step change in ∆x even if only a
few cells are affected by the mesh adaptivity algorithm. If so, a step change in ∆t
is required to fulfil the CFL condition of Equation (3.4). The higher the change in
∆x, the higher is the abrupt change in ∆t.
It is worth noting that in the simulation shown in Figure 3.4b the timestep does
not abruptly in-/decrease at every adapt. However, as stated above, when this
occurs the timestep is determined by the change in ∆x, which again is based on the
algorithm to compute the new mesh.
As can be seen in Figure 3.4a, the peaks in the pressure, caused by a non-divergence-
free velocity field after adapting the mesh plus a sudden in-/decrease in ∆t yield an
impact of higher magnitude than with a fixed ∆t. Furthermore, it can be seen that
the more significant the change in ∆t is, the more significant is the disturbance in
pfront, which yields a more significant disturbance in the drag force.
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Figure 3.3: Temporal variation of the pressure at the frontal stagnation point
pfront, drag force FD, and L
2 norm of the pressure ‖p‖2, the mesh was adapted
every 20 timesteps and the pressure perturbation and its effect on FD are clearly
visible in both Figures. The first Figure focuses on the peaks at the first three
adapts of the simulation (at t = 0.491 s, t = 0.59 s, t = 0.83 s), when a large
subset of the elements of the coordinate mesh are altered. Here the change of
FD, pfront and ‖p‖2 are shown. The second Figure shows the peaks at a later
stage in the same simulation, when only a small number of elements are affected
by the mesh adaptivity algorithm.
131
Chapter 3: The Reduction of Spurious Pressure Peaks on Dynamically Varying
Spatial Meshes
10 20 30 40
0.548
0.55
time [s]
p
[ Nm
−
2
]
pfront, fixed ∆t pfront, adapt ∆t
10 20 30 40
0.548
0.55
time [s]
p
[ Nm
−
2
]
pfront, fixed ∆t pfront, adapt ∆t
10 20 30 40
0.548
0.55
time [s]
p
[ Nm
−
2
]
pfront, fixed ∆t pfront, adapt ∆t
(a) Peaks in pfront
10 20 30 40
0.01
0.011
0.012
0.013
time [s]
∆
t
[s
]
fixed ∆t adapt ∆t
(b) ∆t of fixed and adaptive scheme
10 20 30 40
0.424
0.426
time [s]
F
D
[N
]
FD , fixed ∆t
FD , adapt ∆t
10 20 30 40
0.424
0.426
time [s]
F
D
[N
]
FD , fixed ∆t
FD , adapt ∆t
(c) Peaks in FD
Figure 3.4: Comparison of fixed and adaptive timestepping in combination with
mesh adaptivity, shown are p, ∆t and FD; comparing the peaks in all Figures,
it can be observed that their magnitude is larger at the timesteps when ∆t
suddenly in-/decreases significantly, while the impact on pfront as well as on FD is
of much less/no impact when changes in ∆t are (nearly) constant. Furthermore,
a decrease in ∆t yields an increase in pfront, and an increase in ∆t causes a
sudden decrease in pfront.
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3.3.3 Strategies to reduce spurious peaks at post-adapted
meshes
This case study comprehends the following:
• Galerkin projection via supermeshing for continuous as well as discontinuous
fields in its unbounded and bounded and minimally-diffusive form;
• P1-P1 and P1DG-P2 element pairs;
• repeating a timestep; here after adapting the mesh, the timestep before the
adapt is repeated on the post-adapted mesh by going back in time, which is
only done to repair the divergence-free constraint of the incompressible flow,
thus the results of this timestep are not monitored (see Besier & Wollner
(2012));
• fractional timestep, in which an additional intermediate timestep is used to
cure the pressure perturbations, but which otherwise is neglected (see Besier
& Wollner (2012));
• divergence-free projection of the velocity field Besier & Wollner (2012), Braack
et al. (2013);
• increasing the number of Picard iterations from 2 to 10 at the timestep fol-
lowing an adapt;
• fixed and adaptive timestepping;
• and various combinations of the above, e.g.:
– using adaptive timestepping in combination with a bounded Galerkin
projection, the fractional timestep method on P1DG-P2 finite element
pairs, or
– a fixed timestep, in combination with a divergence-free unbounded Galerkin
projection,
– all relevant combinations are discussed in Section 3.4 and shown in Fig-
ures 3.6 and 3.7 and Tables 3.1 – 3.3.
133
Chapter 3: The Reduction of Spurious Pressure Peaks on Dynamically Varying
Spatial Meshes
3.4 Numerical results
The results of the numerical experiments outlined in Section 3.3.3 are discussed in
this section. Due to the different nature of the problems outlined in Section 3.3.2,
the results are discussed separately for major and minor mesh changes.
3.4.1 Major mesh changes
This section analyses the pressure perturbations when the mesh alters significantly,
e.g. changes many or all elements in the area of interest. This applies to models
in which the solid moves through elements of the fluid mesh before the fluid mesh
is adapted, e.g. two–way coupling of small or lightweight solids5 that are heavily
affected by their surrounding flow, but also to any FSI model in which the initial
mesh is drastically changed during the first mesh adaptivity operation, see Figure
3.2.
According to Besier & Wollner (2012) and Braack et al. (2013) the L2 norm is often
considered as a good measurement of performance when comparing discrete fields,
e.g. ‖p− pref‖2 with p and pref being the pressure field and the reference pressure
field respectively. The reference pref can be obtained from a convergence analysis
of the same set-up, e.g. pref can be obtained from the model with the finest mesh
resolution of the convergence analysis. Thus based on
ε‖p‖ = ‖p− pref‖2 , (3.5)
the performance of a projection method from the pre- to the post-adapted mesh can
be determined, as the L2 norm takes all the values of the mesh into account. Hence,
by comparing ε‖p‖ of different methods, the one with the smallest perturbation can
be determined.
However, for FSI modelling, this measurement ε‖p‖ might not be the ideal way of
determining the best projection method. When modelling multi-physics problems,
the interest lies in the interaction between the phases. In this case, the projection
method must ensure a minimal perturbation in the forces acting on the different
phases. If this is not guaranteed, the physics of the overall problem are distorted
5Such as simulations of blood flow interacting with blood cells, small perturbations in the force
acting on the blood cells could alter their motion.
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Figure 3.5: Galerkin projection of velocity and pressure with and without repeating
a timestep after mesh adaptivity operation and an adaptive timestep; here rpdt
indicates using the method of repeating a timestep after an adapt.
which has the potential to add a significant error to the interaction, and hence to the
overall results. The L2 norm ε‖p‖ still is a crucial measurement when considering
the whole mesh, but the emphasis should be on the interaction in multi-physics
modelling, e.g. the temporal difference of the drag force after adapting the mesh.
To highlight how a peak in p affects FD, Figure 3.5 shows the difference between a
Galerkin projection via supermeshing from the pre- to the post-adapted mesh, and
using the same projection but now repeating the timestep after adapting the mesh.
As can be seen, the peak in pfront
6 is significantly reduced due to this approach.
It can also be observed that due to this reduction of the perturbation in p, the
perturbation of the pressure component of the drag force FD,p is also reduced, which
means, the perturbation of p on ∂Ω is reduced. Thus the distortion in FD is of a
smaller magnitude. In fact, where there is a peak when not repeating the timestep,
there is a step change in both, FD,p and thus in FD as well. Furthermore, Table 3.2
shows this trend also applies to the L2 norm of p for both cases.
To analyse the peaks of various methods when the mesh changes are significant,
as is the case during the simulation spin-up, the focus is put on the absolute and
relative temporal change of the drag force acting on the sphere |∆FD|, and on the
change in the L2 error norm of the pressure ∆ε‖p‖. The results of various methods
6pfront is effectively the inifinity norm L∞ due to the highest peak in the pressure always being
observed at the stagnation point of the sphere, where pfront was measured.
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are shown in Table 3.1 and 3.2, of which the methods with the least measured
perturbations are discussed, and the difference between the error norm ∆ε‖p‖ and
|∆FD| are highlighted. Moreover the outcome of some of the methods are visualised.
Table 3.1 is ordered based on the value |∆FD|
FDn−1
which shows the absolute value of
the relative change of the drag force between pre- and post-adapt timesteps. Table
3.2 on the other hand, shows diagnostics of the L2 norm of the pressure and is
ordered based on the value ∆ε‖p‖. The change in ∆FD was kept under 10% by five
approaches based on a P1-P1 element pair; these were all based on the Galerkin
projection via supermeshing in its unbounded form, with either adaptive or fixed
timestepping, and either repeating a timestep after adapting the mesh, or using the
fractional timestepping scheme, or using neither of these two methods. Also, it is
worth mentioning here that two out of the five did not apply a solenoidal projection,
yet the peaks/step changes in FD could be kept at a minimum.
In Figure 3.6 FD and its pressure FD,p and viscous component FD,vsc, as well as pfront
and ε‖p‖ of the five most effective methods in reducing the peak in the drag force
are shown. As can be observed, out of the shown approaches, using a solenoidal
projection and fixed timestep yields to the smallest peak in ε‖p‖, while the peak
in the other quantities was effectively removed. pfront sees a rapid step change,
which causes a step in FD,p as well, while FD,vsc gradually increases and reaches
a slightly higher plateau in the following few timesteps. Hence, FD sees a step
change, with a minor undershoot. All the other approaches shown here are based on
adaptive timestepping, and as already shown in Figure 3.4, significantly changing
the timestep after adapting the mesh increases the magnitude of the peak. Thus
the four approaches using an adaptive timestep in Figure 3.6 have a larger peak in
ε‖p‖ than with a fixed timestep. Moreover, the pressure at the stagnation point,
pfront, also experiences peaks, while FD,p has step changes with small undershoots.
Finally, step changes with minor undershoots in FD are observed as well. The only
exceptions are the approaches using the fractional timestep scheme and repeating
a timestep after adapting the mesh, both without using a solenoidal projection. In
the case of using the fractional timestep scheme, pfront changes gradually rather than
by a step which yields a smaller step, thus a smaller undershoot, in FD. However,
the undershoot in FD was completely removed by repeating a timestep. Contrary
to using a fractional timestepping scheme, this approach still experiences a peak
in pfront, but it also yields to a step in FD,p and FD,vsc. This effectively removed
the undershoot of the step change in FD and is why this approach has the smallest
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relative change in ∆FD.
It can also be observed that the peak in FD when using a solenoidal projection with
and without repeating a timestep, both using a P1-P1 element pair and an adaptive
timestep, is larger than the peak of the approach using the fractional timestep
method, which contradicts with the results shown in Table 3.1. The reason is simply
that the peak of these two approaches is a result of two timesteps after adapting the
mesh, while the results shown in Table 3.1 focus on only the first timestep after an
adapt.
Finally, not only do these five approaches achieve the best performance measured
in terms of |∆FD|
FDn−1
, but also in the other measurements shown in Table 3.1.
Contrarily to this stands the analysis of the approaches based on ε‖p‖ which is
shown in Table 3.2. Here the pressure perturbations in the whole domain were most
effectively reduced by four approaches all based on a P1DG-P2 element pair. They
achieved the smallest perturbations measured in ∆‖p‖2, as well as in the error norm
ε‖p‖ and the temporal difference of the error norm ∆ε‖p‖. However, given the fact
that both the error norm as well as the difference of the error norm are fairly small,
it becomes obvious that ε‖p‖ before adapting the mesh is much smaller than in the
other methods, and moreover, that the peak in ‖p‖2 is small.
Their performance on reducing the peaks/step changes in FD however were not as
efficient as their P1-P1 counterparts, as can be seen in Table 3.1.
Other approaches, such as the Galerkin projection for velocity and pressure in its
bounded and unbounded form with fixed timestepping does yield smaller peaks in
FD but do not effectively reduce the peaks in ‖p‖2. Simply increasing the number
of Picard iterations in the timestep following an adapt does not reduce the pertur-
bation in either criteria. Also some approaches such as the fractional timestepping
scheme effectively reduce the peaks in FD when using P1-P1 element pairs, but still
experience a significant perturbation when using a P1DG-P2 element pair.
Overall, it can be said, that the greatest impact on reducing the peaks in FD, when
the mesh changes are significant, was obtained by using fixed timestepping, as well
as using a solenoidal projection, or adaptive timestepping combined with repeating a
timestep or the fractional timestepping scheme. It was also shown that in the event
of major mesh changes, using a P1-P1 element pair yields smaller perturbations in
FD than using a P1DG-P2 element pair.
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Figure 3.6: Peaks in FD and its components, pfront and ε‖p‖ at the first adapt on
the initial mesh. Here rpdt stands for using the method of repeating a timestep
after an adapt, ∆tad for using an adaptive timestep, frdt for the fractional
timestepping scheme, and sol for a solenoidal projection.
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3.4.2 Minor mesh changes
As discussed in Section 3.3 and illustrated in Figure 3.4, the pressure perturbations
are of lower magnitude at adapts when the mesh alterations can be considered as
minor. However, changing the timestep after an adapt, causes the perturbation to
increase. This particular problem is analysed in this Section by considering a time
period of 20 s after the mesh has been adapted often enough so that the expected
changes in the mesh are now limited.
Over a period of 20 s an average value of the temporal difference of a quantity,
e.g. the drag force
∑
∆FD
m
, with m being the number of timesteps in the analysed
time period, and the infinity norm ‖∆FD‖∞ are computed and presented in Table
3.3. In addition to that, a selection of approaches are shown in Figure 3.7 in order
to illustrate that the occurrence of the perturbations are persistent throughout the
entire simulation, even after quantities have converged (including the fields being
adapted to as well as the force), and thus the mesh changes are very limited at that
point.
As pointed out above, approaches with a fixed timestep yield lower perturbations
than those that use an adaptive timestep. Moreover, using an P1DG-P2 element pair
reduces the perturbations in ‖p‖2 as well as in the pressure at the stagnation point,
pfront, more efficiently than approaches with a P1-P1 element pair.
The drag force however is again best stabilised through fixed timestepping as can
be observed from Table 3.3 and Figure 3.7. For adaptive timestepping however just
using a bounded Galerkin projection via supermeshing for pressure and velocity,
using P1DG-P2 yields good results in all categories.
While Table 3.3 shows the averaged temporal difference and the infinity norm of a
quantity, only from Figure 3.7 can it be observed if an approach yields a peak or
a step change. As can be seen, the solenoidal projection cannot remove the peak
when ∆t abruptly changes, and combining it with repeating a timestep after an
adapt increases the perturbation, and hence the peak.
When using an adaptive timestep and the fractional timestepping scheme on a P1-P1
element pair, step changes instead of peaks are observed in both, FD and pfront, while
the maximum peak in ‖p‖2 is effectively reduced to approximately 8·10−6. The cases
using a fixed timestep (for P1-P1 and P1DG-P2) on the other hand do not show any
perturbations in FD and pfront.
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Some approaches based on P1DG-P2 tend to start oscillating in FD, which can be
seen in Figure 3.7b, e.g. when using a solenoidal projection or repeating a timestep.
Other approaches, such as using a Galerkin projection via supermeshing with an
adaptive or fixed timestep, did not show these oscillations.
Finally, as can be observed from Table 3.3, when minor mesh changes occur, there
are six different approaches that minimised the infinity norm of ∆FD to be less than
10−5. Out of these six, half of them used a P1-P1 element pair, while the other half
were based on a P1DG-P2 element pair. Moreover, two methods based on P1-P1
and a fixed timestep show a larger perturbation in the time averaged change and
infinity norm of ∆pfront and ‖∆p‖ than the other four, e.g. ‖p‖∞ is approximately
1.5 · 103 times larger than the approach with the smallest perturbation in ‖p‖∞.
Also only two of these use an adaptive timestep, of which both are based on a
P1DG-P2 element pair and effectively removed the peaks in FD. On the contrary,
using a fractional timestepping scheme on a P1-P1 while also having an adaptive
timestep, also removed the peaks in FD, but as before in the analysis of the peaks
while major mesh changes are present, this approach again yields to a step change
in pfront and FD. Having discussed the issue of peaks as well as step changes in FD
before, it is obviously safer to avoid both of these in the force by making use of
P1DG-P2 as long as only minor mesh changes are expected, and extra care is taken
to avoid the oscillations mentioned above.
Overall it becomes obvious that adaptive timestepping should be avoided in order
to remove the peaks in FD, and if it is required, a P1DG-P2 element pair and a
bounded Galerkin projection via supermeshing should be chosen to most effectively
reduce the peaks in FD, pfront and ‖p‖2. Arguably, the peaks in FD are of such
a small magnitude, and obviously act on the solid body only during a very small
amount of time, ∆t, that the dynamics of the structure would not be distorted in
applications when the deformation and displacement of a structure is expected to
be negligibly small. However, in very sensible systems the encountered peaks during
minor mesh changes still have the potential to cause an unwanted distortion and thus
the projection method has to be chosen carefully. In addition to problem of accuracy,
spurious behaviour of the pressure could also result in inputs to the metric which
guides the mesh adaptivity algorithm thus increase the mesh resolution in regions
of the mesh where under normal circumstance no finer resolution would be placed.
Thus, the spurious peaks, regardless of their magnitude, also have the potential to
increase the computational effort.
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Figure 3.7: FD, pfront and ‖p‖2 for P1-P1 and P1DG-P2 element pairs on the left
and right side respectively, observed are peaks of several method while the mesh
changes are minor and thus the perturbations expected to be of less magnitude
than the perturbations when major changes in the mesh occur.
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3.5 Conclusion
It was shown that using mesh adaptivity methods for FSI modelling introduces a
perturbation in pressure which affects the force exerted between fluid and solid.
The L2 error norm ‖p‖2 to measure the perturbation in p of a projection method.
While this approach gives insight into the perturbation on the entire mesh, it does
not show how the pressure along the boundary of a solid, and thus the force acting
on the solid, is perturbed. Since a sudden in-/decrease in FD has the potential to
significantly distort the dynamics of a FSI model, and hence the overall results, the
focus should be on reducing/removing the peaks in FD while keeping the peaks in
‖p‖2 as small as possible. In addition to that, the perturbation in ‖p‖2 is repaired
at the subsequent timestep and moreover the fluid’s velocity is not affected by this,
as is shown in Besier & Wollner (2012). As a result of that, it can be said that
as long as the perturbation does not appear along the solid’s boundary, it does
not have a major impact on the overall dynamics of the fluid-structure coupled
system, whereas a perturbation of p on a solid surface has the potential to distort
the dynamics. Thus to identify the impact of the introduced perturbation due to
mesh adaptivity methods both the perturbation of the force exerted between the
fluid and solid as well as ‖p‖2 should be measured.
Arguably the smallest magnitude of εFD at an adapt, or decreasing the error of
FD—denoted as ∆εFD in the Table 3.1—by for instance 28% due to refining the mesh
in the area of interest, could be seen as a major improvement in the overall results
of a FSI simulation. However, these changes do improve the values of the relevant
quantities, but the jump in the physical properties is what needs to be avoided or
else a distortion on the physical behaviour is introduced in the model, which affects
subsequent timesteps, and thus might affect the outcome of the overall simulation.
Thus in the optimal case, the projection from the pre- to the post-adapted mesh
should ensure no jump in the force acting on the solid body—which means no jump
in the pressure at the solid’s boundary—and a decrease in ‖p‖2 which can be seen
as a measure on the entire fluid’s mesh.
The results of this work also show that starting with a poor mesh that is changed
significantly by mesh adaptivity methods could introduce an unwanted distortion
in the motion of a solid structure, even though the projection method might reduce
the error of ‖p‖2, or FD, the sudden decrease in FD due to a step change causes a
distortion in the coupling of fluid and solid motion.
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As a further result of these investigations, for two-way FSI coupling with mesh adap-
tivity methods it first of all is crucial to provide an initial mesh which does not need
to drastically change once the simulation has started. One way of obtaining such
a mesh is to adapt the mesh before the simulation starts, in either a preprocess-
ing step or better, to let the simulation run for a few timesteps, while the mesh is
adapted based on the actual flow properties. After a period of adapting the mesh,
the simulation could be rerun with the adapted mesh as the initial mesh. While
this is perhaps not the most practical approach, it does ensure a good initial mesh
and thus prevent perturbations or step changes of high magnitude at the first few
adapts.
Moreover, since the changes in the physical properties at the boundaries of fluids
and solids due to mesh adaptivity should be kept to a minimum, the changes in the
mesh, e.g. element shape, node placement, have to be as small as possible. This fact
is observed from the difference of peak magnitudes discussed in Section 3.4.1 and
Section 3.4.2 as well as in Braack et al. (2013). As an outcome, according to the
solid’s movement/deformation, the mesh has to be adapted in frequent intervals such
that the mesh changes around the solid’s surface are as insignificant as possible. This
way the mesh changes can be kept small. On the other hand, in many applications
the solid movement/deformation due to the physical conditions is almost negligible.
In that case the interval between mesh adapts can be increased without introducing
major changes in the mesh, and hence without causing significant distortion in the
physical quantities at the solid boundary.
Of course decreasing the interval of adapting the mesh is associated with an increase
in computational effort. Dependent on the complexity of the model, its underlying
geometry, the dynamics of the flow criteria the mesh is adapted to and the efficiency
of the mesh adaptivity algorithm itself, the simulation can see a drastic increase in its
runtime. This is why attempts are often made to increase the interval between mesh
adapts until it becomes necessary to adapt the mesh again. While this decreases
the runtime without loosing too much accuracy in the simulation results in many
applications, in FSI modelling one has to be careful about increasing the interval
between adapting the mesh for the reasons stated above. Thus, this becomes a
classical judgement call between efficiency and accuracy.
However, when major mesh changes cannot be avoided, in Section 3.4.1 the outcome
of several approaches are discussed. It was shown that the peaks in ‖p‖2 are reduced
and step changes in FD are almost completely removed by using a solenoidal projec-
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tion, a fixed timestep and a P1-P1 element pair. When using an adaptive timestep,
the best results were observed by using the fractional timestepping scheme, repeat-
ing a timestep after adapting the mesh combined with and without a solenoidal
projection, as well as a solenoidal projection without repeating the timestep, see
Table 3.1, 3.2 and Figure 3.6. All of these were based on P1-P1 element pairs.
If precautions are taken to avoid major mesh changes, the peaks are automatically
reduced. Furthermore, as discussed in Section 3.3.2 and 3.4.2, the peaks are in-
creased when the timestep changes at an adapt. Thus it is more challenging to
reduce the perturbations when ∆t suddenly in-/decreases at the timestep after an
adapt. In Section 3.4.2 several approaches are investigated and their perturbations
measured based on the changes in FD, pfront and ‖p‖2. As expected, when only minor
mesh changes occur, using a fixed timestep keeps the peaks at a minimum. However,
when adaptive timestepping is desired, the results shown in Table 3.3 and Figure
3.7 show that the combination of using a Galerkin projection via supermeshing on
a P1DG-P2 element pair yields to an effective reduction of the encountered peaks in
p on the entire mesh, and furthermore could also remove the peaks in FD.
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Chapter
FOUR
The Modelling of 2D Aerofoils and
Vertical Axis Turbines Using
Adaptive Unstructured meshes
The growing interest in employing renewable energy systems, such as wind and
tidal turbines and arrays of such devices (see BBC (2013) and Shukman (2012)),
has increased the appreciation of the engineering challenges associated with such
endeavours. While the idea and usage of wind turbines is not new to mankind,
e.g. wind mills were used centuries ago to convert the wind’s energy into mechan-
ical power used in agriculture, to grind corn etc., modern solutions focus on the
optimisation of such turbines to increase the potential power output of such devices
and to minimise environmental impacts. The optimisation efforts focus not only on
a single device and its basic structure, the shape of the blades, its inner gearbox,
material design, or its location; the optimisation also considers the layout design of
large arrays of such turbines (see Funke (2012)).
The goal of this Chapter is to model an operating vertical axis turbine by applying
the Immersed Body Method. As stated in Maˆıtre et al. (2013), an operating vertical
axis turbine generates a highly unsteady flow field, and furthermore, one of the main
and most important—and also very complex—features of vertical axis turbines is
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the vortex shedding off the blades, and the impact of detached vortices from an
upstream blade on a downstream blade’s load and power. Furthermore, it is stated
in Maˆıtre et al. (2013) that when undertaking numerical studies of vertical axis
turbines, these key features of the highly unsteady flow field have to be captured
accurately by the numerical model.
As stated in chapter 2, the developed Immersed Body Method aims to be a generic
model for FSI problems. Thus, this chapter starts with another validation test
case: flow past a 2D static aerofoil at an attack angle of αa = 60°. At this high
angle of attack the blade is in an extreme stall condition, thus this validation test
case emphasises on correctly modelling the complex and dynamic vortex shedding
of a 2D (immersed) static aerofoil. However, a high angle of attack of αa = 60° is
not typical for turbines, as the stall condition would affect the turbines performance
badly. Typically an angle of attack of αa = 20° is used for vertical axis tidal turbines,
see McNaughton et al. (2014). This case was chosen in this chapter to show that the
Immersed Body Method is capable of modelling the highly dynamic and complex
vortex shedding under these extreme conditions. For the purpose of validation, the
results are compared against experimental and numerical data.
Secondly, the numerical test case set-up used in Maˆıtre et al. (2013)1—which was
also used in McNaughton et al. (2014)2—is modelled here with the Immersed Body
Method, and the results are compared against experimental results shown in Maˆıtre
et al. (2013) as well as the numerical results shown in Maˆıtre et al. (2013) and
McNaughton et al. (2014).
Ultimately, this chapter provides insights into both the developed FSI method itself
and its application to the modelling of turbines, and hence is a crucial milestone
towards modelling an array of, e.g., tidal turbines with the discussed methods.
4.1 Turbulent Flow past static Aerofoils
Flow past aerofoils at different Reynolds numbers and angles of attack has been
widely studied over the past decades, experimentally and numerically. The interest
is primarily in the lift and drag forces acting on the aerofoil, analysing the velocity
profiles around it (see Loftin et al. (1947)) as well as vortex shedding, or the optimi-
1Using ANSYS-Fluent
2Using Code Saturne, see Code Saturne (2014)
150
4.1: Turbulent Flow past static Aerofoils
sation of the aerofoil shape for different purposes. In Freymuth (1985) accelerated
flow past stationary NACA 0015 aerofoils at a large range of Reynolds numbers was
performed experimentally. One of the discussed experiments—accelerated flow with
a maximum Reynolds number of 5200—in Freymuth (1985) was also studied nu-
merically in Sengupta et al. (2007). The numerical study in Sengupta et al. (2007)
was performed on a fixed mesh with orthogonal elements, with increased resolu-
tion at the aerofoil boundary. This resulted in the fluid mesh having an accurate
representation of the aerofoil profile. Moreover, the solid boundary was fitted3. Fur-
thermore, the aerofoil was represented by a void region in the mesh, see Figure 6
in Sengupta et al. (2007)4. In Sengupta et al. (2007) a viscous model was used to
model this problem. Due to the accelerating flow, the Reynolds number increases
until the maximum flow velocity is reached. The challenge in correctly modelling
this flow numerically is to compute the dynamically establishing vortices and their
temporal shedding from the aerofoil. Since the emphasis in Freymuth (1985) and
Sengupta et al. (2007) is on the vortex patterns, and the Immersed Body Method
was validated for either laminar flow where no vortices detach from the structure
(see Section 2.4.1) or turbulent flow without an actual analysis of the turbulent wake
(see Section 2.4.2), this experiment was performed as part of the validation of the
Immersed Body Method in which the focus lies entirely on the vortex shedding.
4.1.1 Model setup
As described in Freymuth (1985), the laboratory experiments were conducted in a
wind tunnel with a cross section of 0.9m × 0.9m and length of 20m. The chosen
experiment5 was performed at a Reynolds number of 5200. The inlet flow of the
fluid at t = 0 s was zero and was accelerated by a = 2.4ms−2. The chord length of
the NACA 0015 aerofoil was chosen to be c = 15.2 cm. With a kinematic viscosity of
ν = 1.5387× 10−5ms−2, the Reynolds number was computed according to Freymuth
(1985) as
Re = a
1
2 c
3
2
1
ν
. (4.1)
3see Figure 6 in Sengupta et al. (2007)
4No permission to reproduce any Figure from Sengupta et al. (2007) was granted by the Cam-
bridge University Press. Hence, the reader is referred to the Figures of the original publication
Sengupta et al. (2007).
5labelled as Streamwise visualization at R = 5200 (c = 15.2 cm) in Freymuth (1985) and Case
D in Sengupta et al. (2007)
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As can be seen in Figure 4.1, a sequence of pictures visualising the streamlines are
shown for the time period t = [0.375, 1] s. Vortex shedding can be observed. Also
see Figure 4.7 for the corresponding numerical results.
The numerical model was performed on arbitrarily unstructured meshes, a series
of fixed meshes as well as on dynamically adaptive meshes. To reduce the size
of the two-dimensional domain simulated, the distance between the aerofoil and
the inlet/outlet was chosen to be 4.38c, which according to Sengupta et al. (2007)
minimises the effect of a corner vortex generated at the inlet.
In the case of using mesh adaptivity, the mesh was adapted every 0.002 s—which
corresponds to approximately 50 timesteps—due to the rapidly evolving flow pat-
terns. The fixed runs were performed on meshes with a uniform element edge length
of [0.0152, 0.0076, 0.0038, 0.0019]m, which correspond to ratios of chord lengths to
element edge lengths of 10, 20, 40, 80 respectively. This follows the strategy to al-
ways half the grid size in a convergence study, as outlined in Roache (1998), Slater
(2008) which was also used in Gretton (2009). The adaptive runs were performed
on meshes with a minimum element edge length of hmin = 5× 10−4m, which corre-
sponds to a chord length to element edge length ratio of 304, in order to increase
the resolution around the aerofoil, while gradually decreasing the interpolation error
bound for the fluid velocity in four steps, ε = [4× 10−3, 2× 10−3, 1× 10−3, 5× 10−4]
to yield a series of progressively finer adaptive meshes. Thus the adaptive case fol-
lows the principal outlined in Roache (1998) and Slater (2008) as well, but here by
by applying a factor of 0.5 to the relevant interpolation error bound inbetween grid
convergence steps. As in the validation cases of Chapter 2, an interpolation error
bound of ε = 1× 10−5 was applied to the solid volume fraction field αs. A no-slip
boundary condition was applied to the lateral walls. The NACA 0015 aerofoil was
positioned such that the angle of attack was αa = 60°.
RANS turbulence models are sometimes used in complex dynamical flows past aero-
foil structures and even turbines modelling. As stated in Maˆıtre et al. (2013), the
flow field of a vertical axis turbine involves vortex shedding from the blades of a
turbine, which interact with the blade downstream. This complex flow field is re-
quired to be represented accurately by a numerical model, see Maˆıtre et al. (2013).
While the numerical studies in Maˆıtre et al. (2013) and McNaughton et al. (2014)
apply a k-ω-SST or a k-ω-SSTLRE turbulence model. The latter is, as described in
McNaughton et al. (2014) a modified k-ω-SST model which allows for the estimation
of the boundary layer bypass transition, such that this turbulence model was able
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to model the flow separation more accurately than the k-ω-SST turbulence model.
However, in this study no turbulence model was used, instead the method is anal-
ysed by using direct numerical simulation (DNS) in combination with dynamically
varying spatial fluid meshes.
4.1.2 Numerical Results
Figure 4.2 shows the fluid region in the aerofoil’s vicinity. Shown is the solid volume
fraction αs on the fluid mesh for all fixed meshes and one adaptive case with a min-
imum element edge length hmin = 5× 10−4m. As can be seen from Figure 4.2, the
aerofoil’s shape is fairly well represented on the finest fixed mesh, and particularly
well on the adaptive mesh. Figure 4.3 shows the corresponding fluid mesh and in
the adaptive case, how the boundary layer around the aerofoil was refined during
the initial adapt. Based on the analyses of the validation cases discussed in Chapter
2, reasonable results can be expected on both the finest fixed mesh and the adaptive
mesh.
The experiments conducted in Freymuth (1985) are accompanied by stream-wise
visualisation plots every 1/64 s in the time interval t = [0.375, 1.0] s. The same
model was studied numerically in Sengupta et al. (2007) on a fixed, structured mesh
as aforementioned. Since the results of the numerical model in Sengupta et al. (2007)
were compared to the experimental results of Freymuth (1985) only at eight different
times—but all within the time period t = [0.375, 1.0] s—the results obtained from
this work are compared to the results of both, Freymuth (1985) (see Figure 4.1) and
Sengupta et al. (2007)6 at the times chosen in Sengupta et al. (2007).
As discussed above, various fixed meshes with an increasing resolution as well as
adaptive meshes with a decreasing interpolation error bound applied to the fluid
velocity field were considered to perform a convergence analysis. However, since
the results can only be analysed qualitatively, the results of the finest fixed mesh
are briefly compared to the adaptive mesh with the smallest chosen interpolation
error bound in Figure 4.4 and Figure 4.5 respectively. The pressure contours in
Figure 4.4 resemble the contours in Figure 4.5 at all times. The only significant
visible difference are small pressure contours detaching from the trailing edge at
t = 0.55 s and t = 0.62 s in Figure 4.5(c) and (d) which are not captured on the
coarser fixed mesh, see Figure 4.4(c) and (d). Based on this observation, the results
6see Figures 12–14 in Sengupta et al. (2007)
153
Chapter 4: The Modelling of 2D Aerofoils and Vertical Axis Turbines Using
Adaptive Unstructured meshes
Figure 4.1: Reprinted from Publication Freymuth (1985), with permission from
Elsevier. Streamwise visualisation sequence at Re = 5200, αa = 60°. The
sequence starts at t = 24/64 s from which point on-wards a picture was taken
every 1/64 s.
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(a) h = 1.52× 10−2m, fixed (b) h = 7.6× 10−3m, fixed (c) h = 3.8× 10−3m, fixed
(d) h = 1.9× 10−3m, fixed (e) h = 5× 10−4m, adap-
tive
Figure 4.2: Flow past a static NACA 0015 aerofoil, at an angle of attack of
αa = 60°. Shown is the solid volume fraction on the fluid mesh for a series of
fixed meshes in (a) – (d), and one adaptive mesh in (e). Cross reference with
the corresponding fluid mesh images in Figure 4.3.
seem to have nearly converged. This of course is a vague analysis of convergence.
A more accurate way is to compute the node-wise difference of a field, e.g. pressure
or velocity, between two meshes. Once the difference approaches zero globally, the
model has converged. However, the fact that DNS is applied in this study makes
the determination of grid convergence more challenging as with smaller element
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(a) h = 1.52× 10−2m, fixed (b) h = 7.6× 10−3m, fixed (c) h = 3.8× 10−3m, fixed
(d) h = 1.9× 10−3m, fixed (e) h = 5× 10−4m, adap-
tive
Figure 4.3: Flow past a static NACA 0015 aerofoil, αa = 60°. Shown is the fluid
mesh and the aerofoil represented by a red region for a series of fixed fluid
meshes in (a) – (d), and one adaptive mesh after the initial adapt in (e). Cross
reference with Figure 4.2 which shows the corresponding solid volume fraction
fields αs on the fluid mesh.
sizes, smaller vortices are refined, until the small eddies dissipate into heat, see
McNaughton (2013). Hence, the resemblance of the main pressure contours on the
finest fixed mesh and adaptive mesh shown in Figure 4.4 and 4.5 respectively was
used as a convergence criteria. In the following the results of the adaptive mesh with
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an interpolation error bound of ε = 5× 10−4 are compared to the experimental and
numerical results of Freymuth (1985) and Sengupta et al. (2007).
A good agreement is seen between the pressure contours of Figure 4.5 and the
pressure contours in Figure 14 in Sengupta et al. (2007). At most times the far field
low pressure regions as well as smaller pressure contours along the upper surface of
the aerofoil, and evolving from either the leading or trailing edge are captured by
the presented model.
Streamlines of the flow field are shown in Figure 4.6 and Figure 13 in Sengupta
et al. (2007). The results obtained from the Immersed Body Method show a good
agreement with the streamlines presented in Sengupta et al. (2007). In both results a
larger vortex building up near the leading edge as well as a minor vortex downstream
of the trailing edge are visible. Besides the larger vortex at the leading edge, there
are also smaller vortices visible closer to the leading edge in both results at t = 0.39 s.
As the smaller eddies near the leading edge begin to grow in size, the larger vortex
starts to detach from the leading edge while still being attached to the upper surface
of the aerofoil. This can be seen in Figure 4.6(b) and (c). At t = 0.62 s some smaller
eddies have detached from the trailing edge and are moving downstream as the
eddies near the leading edge are still growing in size, see Figure 4.6(d). At t = 0.71 s
two larger vortices are seen above each each other downstream of the upper surface
of the aerofoil. The bottom one grows in size until t = 0.86 s until it has detached
from the aerofoils trailing edge in Figure 4.6(h). The streamlines shown in Figure 4.6
match the ones shown in Figure 13 in Sengupta et al. (2007) at all times available.
The vorticity contours in Figure 12 in Sengupta et al. (2007) were compared to the
experimental data obtained from Freymuth (1985), see Figure 4.1. The correspond-
ing vorticity contours obtained by the Immersed Body Method are shown in Figure
4.7. Again, the obtained vorticity contours show a good agreement with both the
experimental data in Freymuth (1985) and the numerical results obtained in Sen-
gupta et al. (2007). The vortex shedding off the aerofoil is best seen by the vorticity
contours, e.g. in Figure 4.7(g) small eddies detaching from the leading edge are seen,
as well as detached vortices moving downstream (see Figure 4.7(d) and (e)).
While Figures 4.5 to 4.7 are based on simulation using mesh adaptive with a min-
imum element edge length hmin = 5× 10−4m and an interpolation error bound
for the fluid velocity of ε = 5× 10−4, the Figures 4.8 and 4.9 show only the fluid
mesh at the same series of timesteps as shown in the previous Figures, but for the
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adaptive runs with an interpolation error bound of ε = 4× 10−3 and ε = 5× 10−4
respectively. The difference at t = 0.71 s between the adaptive runs with the largest
and smallest interpolation error bound for the fluid velocity is shown in Figure 4.10.
The key flow features are visible in both cases, whereas minor difference can be seen,
e.g. in the flow detaching from the leading edge of the aerofoil.
By observing Figure 4.8 and comparison with Figures 4.5 to 4.7, it becomes clear
that the refined areas of the fluid mesh correspond to the main key features of the
turbulent fluid flow field downstream of the aerofoil. A decrease of the interpolation
error bound for the fluid velocity to ε = 5× 10−4 allows to resolve smaller dynamical
changes in the flow field, e.g. smaller vortices. As a consequence, the resolution is
significantly increased in the aerofoils wake as can be seen in Figure 4.9. The number
of nodes of the fluid mesh is plotted as a function of time t in Figure 4.11 for all
fixed and adaptive cases. Since the initial mesh of all adaptive cases was the same
mesh as the fixed mesh with h = 3.8× 10−3m, the corresponding lines in Figure
4.11 start with the same number of nodes in the fluid mesh.
158
4.1: Turbulent Flow past static Aerofoils
(a) t = 0.39 s (b) t = 0.42 s
(c) t = 0.55 s (d) t = 0.62 s
(e) t = 0.71 s (f) t = 0.82 s
(g) t = 0.86 s (h) t = 0.91 s
Figure 4.4: Results of flow past a static NACA 0015 aerofoil with an attack angle
αa = 60°: Pressure contours on a fixed mesh with a uniform element edge
length of h = 0.0019m. The pressure contours are shown for the same times
as in Figure 14 in Sengupta et al. (2007). The pressure contours represent
11 evenly distributed pressure values in the interval [−4.3, 5.2] and another 19
evenly distributed values in the interval [−1.8, 1.8].
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(a) t = 0.39 s (b) t = 0.42 s
(c) t = 0.55 s (d) t = 0.62 s
(e) t = 0.71 s (f) t = 0.82 s
(g) t = 0.86 s (h) t = 0.91 s
Figure 4.5: Results of flow past a static NACA 0015 aerofoil with an attack angle
αa = 60°: Pressure contours on a adaptive mesh with a minimum element
edge length of hmin = 5× 10−4m. The pressure contours are shown for the
same times as in Figure 14 in Sengupta et al. (2007). The pressure contours
represent 11 evenly distributed pressure values in the interval [−4.3, 5.2] and
another 19 evenly distributed values in the interval [−1.8, 1.8].
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(a) t = 0.39 s (b) t = 0.42 s
(c) t = 0.55 s (d) t = 0.62 s
(e) t = 0.71 s (f) t = 0.82 s
(g) t = 0.86 s (h) t = 0.91 s
Figure 4.6: Results of flow past a static NACA 0015 aerofoil with an attack angle
αa = 60°: Vorticity on a adaptive mesh with a minimum element edge length
of hmin = 5× 10−4m. The vorticity is shown for the same times as in Figure
13 in Sengupta et al. (2007).
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(a) t = 0.39 s (b) t = 0.42 s
(c) t = 0.55 s (d) t = 0.62 s
(e) t = 0.71 s (f) t = 0.82 s
(g) t = 0.86 s (h) t = 0.91 s
Figure 4.7: Results of flow past a static NACA 0015 aerofoil with an attack angle
αa = 60°: Vorticity magnitude on a adaptive mesh with a minimum element
edge length of hmin = 5× 10−4m. The vorticity is shown for the same times
as in Figure 12 in Sengupta et al. (2007). The vorticity contours represent 51
evenly distributed vorticity values in the interval [0, 1200].
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(a) t = 0.39 s (b) t = 0.42 s
(c) t = 0.55 s (d) t = 0.62 s
(e) t = 0.71 s (f) t = 0.82 s
(g) t = 0.86 s (h) t = 0.91 s
Figure 4.8: Results of flow past a static NACA 0015 aerofoil with an attack
angle αa = 60°: The fluid mesh with a minimum element edge length of
hmin = 5× 10−4m and an interpolation error bound of ε = 4× 10−3 applied
to the fluid velocity. The dynamically changing mesh resolves the evolving
vortices downstream of the aerofoil.
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(a) t = 0.39 s (b) t = 0.42 s
(c) t = 0.55 s (d) t = 0.62 s
(e) t = 0.71 s (f) t = 0.82 s
(g) t = 0.86 s (h) t = 0.91 s
Figure 4.9: Results of flow past a static NACA 0015 aerofoil with an attack angle
αa = 60°: Fluid velocity on a adaptive mesh with a minimum element edge
length of hmin = 5× 10−4m and an interpolation error bound of ε = 5× 10−4
applied to the fluid velocity. The small interpolation error bound yields a
significant increase in the resolution of the fluid mesh compared to Figure 4.8.
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(a) ε = 4× 10−3 (b) ε = 5× 10−4
(c) ε = 4× 10−3 (d) ε = 5× 10−4
Figure 4.10: Comparison between the adaptive cases with ε = 4× 10−3 and
ε = 5× 10−4 for the fluid velocity. Shown is the vorticity magnitude at
t = 0.71 s. While only minor difference in the vorticity field shown in (a) and
(b) is obtained, (c) and (d) show the significant difference in the fluid mesh.
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Figure 4.11: Flow past a static aerofoil. Shown are the number of nodes of the
fluid mesh as a function of time t for all adaptive and fixed cases. As can be
seen, the finest fixed mesh is the only fixed mesh that contains more nodes than
all adaptive meshes, although the element edge length of the finest fixed mesh
is 3.8 times larger than the minimum element edge lengths used in all adaptive
cases.
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4.1.3 Parallel Scalability
All of the above descripted simulations were run on the Imperial clusters CX1:
Fixed mesh :
• h = 1.52× 10−2m: 1× 1 cores on CX1
• h = 7.6× 10−3m: 1× 4 cores on CX1
• h = 3.8× 10−3m: 1× 8 cores on CX1
• h = 1.9× 10−3m: 2× 12 cores on CX1
Adaptive mesh :
• ε = 4× 10−3: 1× 4 cores on CX1
• ε = 2× 10−3: 1× 4 cores on CX1
• ε = 1× 10−3: 1× 8 cores on CX1
• ε = 5× 10−4: 1× 12 cores on CX1
With each of the used machines on CX1 having 15GB of physical memory installed.
All the above runs were run on a small number of cores, while the number of mesh
nodes in the adaptive runs is time varying and quickly increases in time, some of
the adaptive runs could have been run on more cores. However, since the adaptive
runs started with a coarse mesh of only 85, 053 nodes, the number of cores the
simulation was distributed to was determined on the initial spin–up phase as well
as their interpolation error bound.
The parallel efficiency was computed on the adaptive mesh with ε = 5× 10−4 after
its final timestep. The parallel speed-up Sp as well as the parallel efficiency Ep
are shown in Table 4.1 and Figure 4.12. All tests in the range of 8 to 256 cores
were run on 8 core machines with a total of 23GB physical memory installed on
each machine, while the final run on 1, 024 cores was performed on 64 × 16 cores
with 62GB of physical memory installed on each machine. As can be seen in the
results, the total number of mesh nodes was approximately 1, 200, 000. The parallel
efficiency analysis shows an efficiency of over 80% for mesh partition with more than
10, 000 nodes, but still achieves an efficiency of over 70% for partitions with more
than 4, 700 nodes. In the steps from 16 to 32 and 128 to 256 cores, super-linear
scaling is observed, as Ep increases while the number of mesh nodes per partition is
166
4.1: Turbulent Flow past static Aerofoils
reduced. The reason for this behaviour is shown in Table 4.2 and Figure 4.12. Table
4.2 shows the total solve time tsolve, as well as the solve and assembly times for both,
velocity and pressure. Since the velocity assembly time (tu,assembly) is significantly
larger than the velocity solve time (tu,solve), and the pressure solve time (tp,solve)
is significantly larger than the corresponding assembly time (tp,assembly), the parallel
efficiencies for tu,assembly and tp,solve were computed and shown in Figure 4.12. As can
be observed, tu,assembly scales nearly linearly, while tp,solve sees super-linear scaling in
some places. The effectiveness of the geometric multi-grid preconditioner and hence
the performance of the pressure solve depends on the partitioning itself, which is
why super-linear behaviour is observed in some steps.
Moreover, the strong scaling limit was reached at 1, 024 cores—when one mesh
partition consisted of 1, 185 mesh nodes—and the parallel efficiency rapidly declined
to approximately 20%.
Finally, as the parallel scalability analysis of this simulation shows, the simulation
could have been run on 256 cores while still achieving a parallel efficiency of approx-
imately 80%. However, as discussed above, the initial mesh had significantly less
nodes, and thus the number of cores was chosen to achieve a good parallel efficiency
in the spin–up phase of the simulation.
167
Chapter 4: The Modelling of 2D Aerofoils and Vertical Axis Turbines Using
Adaptive Unstructured meshes
cores tsolve nodes/cores Sp Ep
8 362.3 s 151,700 1 100.0%
16 211.1 s 75,850 1.717 85.8%
32 99.3 s 37,925 3.649 91.2%
64 50.3 s 18,963 7.206 90.1%
128 29.5 s 9,481 12.274 76.7%
256 14.4 s 4,741 25.197 78.7%
1024 14.2 s 1,185 25.444 19.9%
Table 4.1: Parallel scalability of the flow past static aerofoil simulations, with
tsolve as the total solve time, Sp as the parallel speed-up and Ep as the parallel
efficiency.
cores tsolve tu,solve tp,solve tu,assembly tp,assembly
8 362.3 s 4.188 s 226.301 s 94.046 s 7.054 s
16 211.1 s 2.106 s 142.372 s 47.726 s 3.569 s
32 99.3 s 0.956 s 61.896 s 24.878 s 1.686 s
64 50.3 s 0.434 s 32.125 s 11.908 s 0.822 s
128 29.5 s 0.187 s 18.509 s 6.015 s 0.389 s
256 14.4 s 0.082 s 6.764 s 3.068 s 0.191 s
1,024 14.2 s 0.021 s 2.987 s 0.728 s 0.049 s
Table 4.2: Parallel scalability of the flow past static aerofoil simulations, overall
solve time, as well as the total times for the velocity and pressure solve and
assembly times with tsolve as the total solve time, tu,solve and tp,solve as the velocity
and pressure solve times respectively, and tu,assembly and tp,assembly as the velocity
and pressure assembly times. of the flow past static aerofoil simulations, Sp as
the parallel speed-up and Ep as the parallel efficiency.
168
4.1: Turbulent Flow past static Aerofoils
23 24 25 26 27 28 29 210
0
20
40
60
80
100
Number of cores
P
a
ra
ll
el
E
ffi
ci
en
cy
E
p
[%
]
Ep of tsolve
Ep of tu,assembly
Ep of tp,solve
Figure 4.12: Parallel scalability Ep of the flow past static aerofoil simulations.
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4.2 Modelling of an Operating Vertical Axis Tur-
bine
As discussed above, the main goal of this Chapter is the modelling of a vertical
axis turbine—also called a Darrieus turbine—in order to validate the Immersed
Body Method for 2D vertical axis turbine modelling on arbitrarily unstructured,
adaptive meshes. The model described in Maˆıtre et al. (2013) and McNaughton
et al. (2014) was chosen as the reference model, as both provide results from recently
conducted numerical models, as well as reference data from an experimental set–up
for a tip–speed ratio λ = 2.0, see (4.5). Additionally, since RANS turbulence models
were used in both numerical studies, they serve as a good comparison between RANS
models applied to complex flows such as the flow past an operating Darrieus turbine
and the chosen approach of using an under-resolved DNS model combined with
mesh adaptivity methods to increase the resolution of the mesh in order to resolve
the flow fields dynamics to a certain degree7. In the physical space, vortices break
up into smaller vortices. This process is repeated until the vortices dissipate into
heat due to viscous effects, see McNaughton (2013). In a DNS simulation, the grid
size and timestep must equal the spatial and temporal rate of dissipation ηs and ηt
respectively,
ηs =
(
ν3
εd
) 1
4
, (4.2)
ηt =
(
ν
εd
) 1
2
, (4.3)
where ν is the kinematic viscosity and εd is the dissipation rate of the vortices that
dissipate into heat (see McNaughton (2013)). Thus, DNS simulations are computa-
tionally very expensive, and hence an under-resolved DNS approach was chosen in
the following problem.
7To what degree the dynamics are resolved solely depends on the input parameters such as
the interpolation error bound, minimum element edge length, maximum number of nodes, or the
spatial element edge graduation.
170
4.2: Modelling of an Operating Vertical Axis Turbine
4.2.1 Model setup
Furthermore, as stated in Maˆıtre et al. (2013) and discussed above, the flow past
an operating Darrieus turbine—here a H-type Darrieus turbine—leads to a very
complex and unsteady flow field. Moreover, it is stated that vortex shedding appears
at certain angles, and that detaching vortices cause fluctuations in the forces acting
on the blades, which also leads to fluctuations in the power. Thus, the necessity for
a numerical model to accurately model such a complex and dynamic flow field is
emphasised in Maˆıtre et al. (2013). Additionally a schematic of the unsteady vortex
shedding of an operating Darrieus turbine is shown, which shows the complexity
of the dynamic flow field. It is this complexity that makes modelling such systems
accurately very challenging. However, after having diagnosed the system and having
highlighted the importance of vortex shedding a k-ω-SST RANS model was used in
the numerical set–up of Maˆıtre et al. (2013) and McNaughton et al. (2014).
The approach used in McNaughton et al. (2014) considers two separate numerical
models, one with a k-ω-SST and one with a modification of it, which is called
k-ω-SST LRE. This modified k-ω-SST LRE model allows for a more accurate flow
separation, which according to Maˆıtre et al. (2013) is a dominant feature of the
complex flow field.
The approach used here in the presented study does not make use of a RANS model,
nor a LES turbulence model, due to the Immersed Body Method being untested in
combination with those turbulence models. Thus it takes an under-resolved DNS
approach instead.
The 2D domain of the numerical set–up (which essentially is a horizontal slice
through the vertical axis turbine and its surrounding flow field) is shown in Figure
4.13(a). It is 1m long and 0.7m wide. The turbine’s cylindrical support structure—
represented by the white void space in Figure 4.13(a)—is located 0.35m to the right
of and 0.35m above the left and bottom boundary respectively. The cylinder itself
has a radius rc = 1.1 cm and the turbine diameter is D = 0.175m. Thus, the far
field boundary is 0.2625m away from the rotor. NACA 0018 blade cross sections
were chosen for the blade profiles, which were given a chord length of c = 0.032m.
The fluid viscosity was set to ν = 1× 10−6m2s−1, a constant inlet velocity of U0,x =
2.3ms−1 was specified on the inlet boundary (the left boundary of the domain). The
corresponding Reynolds number is calculated by
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Re =
ωRc
ν
, (4.4)
with R = D/2 and ω as the rotational velocity of the blade, see McNaughton et al.
(2014). With the definition of the tip–speed ratio
λ =
ωRc
U0
, (4.5)
the Reynolds number becomes
Re =
λU0c
ν
= 147200, (4.6)
see McNaughton et al. (2014).
Due to the inlet velocity and the blade’s rotation around the vertical axis in the
cylinder, the on–coming fluid velocity on each blade is the resulting vector which
components are based on U0 and ωR. The incident angle αi describes the angle of
the the resulting velocity to the blade and is a function of the location of a blade on
and the tip–speed ration λ:
αi = tan
−1
(
sin θb
cos θb + λ
)
. (4.7)
The drag and lift forces FD and FL are computed based on the forces in the x and
y, Fx and FY , direction:
FD = Fx cos (γ) + Fy sin (γ) (4.8)
FL = Fx sin (γ)− Fy cos (γ) (4.9)
with γ = θ − αi, see McNaughton et al. (2014).
Finally, the power coefficient is computed by
Cpow =
Tω
ρHRU30
, (4.10)
with H = 0.175m as the vertical blade span, and T = ‖R‖ ·‖F‖ · sin θ as the torque.
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Three cases using a fixed mesh were performed, in which the mesh was locally refined
in the ring-shaped area around the blades with element edge lengths
h = [2× 10−3, 5× 10−4, 5× 10−4] m
as well as element edge lengths in the area from the central cylinder to the ring-
shaped refined region with
hi = [5× 10−3, 2× 10−3, 1× 10−3] m,
see Figure 4.13(b). Here and in the following, the subscript i in hi denotes that the
given element edge length is applied to the the area between the refined ring-shaped
area and the central cylinder. In addition, one adaptive run was performed with
a minimum element edge length hmin = 2× 10−4m and hmax,i = 2× 10−3m. Two
interpolation error bounds were set, one for the solid volume fraction field αs with
ε = 1× 10−5 and another one for the fluid velocity field with ε = 1× 10−2. For the
adaptive case, the ring-shaped refinement around the blades was crucial in order to
avoid the blades to move out of the refined area within a few timesteps. Forcing
the adaptivity algorithm to use a preset element edge length within the ring-shape
around the blade cross sections ensures the accurate representation of the solid shape
on the fluid mesh at all times and thus allows for an increase in the interval between
mesh adapts having a positive impact on overall runtimes. Secondly, as discussed
in Chapter 3, if no methods are applied to prevent spurious pressure peaks, which
occur due to projecting pressure and velocity fields from the pre- to post-adapted
mesh, these cause peaks in the force which yields peaks in the computed power
coefficient as well. Without the preset refinement within the ring-shaped region, the
mesh needed to be adapted regularly to track the movement of the blades. If not,
and the solid moves out of a refined area, the next adapt would then yield what was
labelled as major mesh changes in Chapter 3. As discussed in Chapter 3, it was
found that avoiding significant mesh changes helps to reduce the pressure peaks and
thus the perturbations in the force.
As a comparison, the fluid mesh of Maˆıtre et al. (2013) and McNaughton et al.
(2014) are shown in Figures 4.14 and 4.15 respectively.
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(a) Fluid domain and blade cross sec-
tions.
(b) Fluid mesh, with a refined
ring-shaped area.
Figure 4.13: Vertical Axis Turbine (2D): The fluid domain as well the cross sections
through the three blades are shown in (a). The central cylinder of the turbine
is modelled as a void space, while the three rotating blades are modelled as
immersed bodies. Due to the high velocity of the blades, the mesh is refined
in a ring-shaped area in which the blades rotate around the central cylinder.
This allows for the mesh adaptivity algorithm to adapt the mesh less often, and
ensures an accurate representation of the solid shape on the fluid mesh at all
times. Also, the maximum element edge length hmax,i within the area around
the cylinder is limited to hmax,i = 2× 10−3m, while the maximum element edge
length outside the refined ring-shaped area was set to hmax,i = 2× 10−2m.
(a) Fluid mesh (b) Mesh around a blade
Figure 4.14: Reprinted from Publication Maˆıtre et al. (2013), with permission
from Elsevier. Shown is the sliding mesh and how the mesh is refined around
each blade.
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Figure 4.15: Reprinted from Publication McNaughton et al. (2014), with permis-
sion from Elsevier. Shown is the near blade region of the fluid mesh. Similar
to Maˆıtre et al. (2013), a sliding mesh method was used in McNaughton et al.
(2014) as well.
4.2.2 Numerical Results
The results presented in the following were obtained after the spin–up phase of the
simulation, e.g. the results shown and discussed below were taken after 13 revolutions
of the turbine. At this time, the drag and lift coefficients as well as the power
coefficient have converged in time in this numerical study.
The power coefficient was computed and plotted in Figure 4.19. As obtained from
the Figure, the fixed mesh cases show a phase shift to the experimental data as
well as some edged curves compared to the experimental as well as other numerical
results. Also, the local minima of Cpow are larger than in the experimental result
Cpow,exp. The two finer fixed meshes also show an over-predicted Cpow compared to
the local maxima of Cpow,exp, but is still well below the maxima seen in Cpow,k-ω-SST.
The maxima of Cpow and Cpow,k-ω-SST LRE are almost at the same angular position.
However, their minima do not match up.
The results of the adaptive run are smooth, similar to Cpow,exp, and the magni-
tude of their respective local maxima show a good agreement. However, the phase
shift is still present. Interestingly though, the location of the local maxima of
Cpow,k-ω-SST LRE obtained from McNaughton et al. (2014) show a steep incline and a
more moderate decline, which yields that the location of its maxima nearly matches
up with the maxima of Cpow. The default k-ω-SST model shows a large over-
prediction. Overall, and despite the phase shift of approximately 30°-40° in Cpow,
the results look very promising for an under-resolved DNS approach. However, its
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strength over the approaches using RANS models is in modelling the shedding of
even smaller vortices8, which, as was seen in Section 4.1, is accurate. This is of high
importance for modelling arrays of, e.g. renewable energy devices, such as vertical
axis turbines.
The normalised axial velocity is shown for three different locations downstream of the
turbine in Figure 4.24. It can be observed that the small scale turbulent structures
in the wake of the turbine die out with an increasing distance, e.g. Figure 4.24(a)
and (b). However, it can also be seen, that some vortex structures cause an axial
velocity increase on one side of the wake, see Figure 4.24(c). While the flow field
in the wake of a turbine is supposed to normalise, this is also driven by the mesh
adaptivity algorithm and the size of the interval in which the mesh is adapted. The
mesh regions of detached vortices are refined by the mesh adaptivity algorithm—see
Figures 4.20(d) – 4.23(d)—but as the vortex structures move through the refined
area into the coarser surrounding mesh regions, numerical dispersion appears.
While vorticity plots of the k-ω-SST model shown in Maˆıtre et al. (2013) and
McNaughton et al. (2014) (see Figures 4.17 and 4.18(a)) only show some vor-
tex shedding, mainly within the angle locations 180°-360°, the application of the
k-ω-SST LRE model was able to resolve more vortex structures detaching from the
blade cross sections, see Figure 4.18(b).
The model presented in this work was able to model the vortex shedding throughout
the entire revolution, as can be seen in Figure 4.20–4.23. The smaller vortices
detaching from blades at locations −45°-45° form a vortex street, while the vortex
shedding at locations 45°-270° results in eddies that grow in size as they travel
downstream. The flow field shows a good agreement with the schematic shown in
Figure 4.16, which represents the vortex shedding of a Darrieus turbine operating at
a tip–speed ratio of λ = 2.16, which is slightly higher than the investigated turbine
in this work. The flow field obtained by the k-ω-SST LRE model shown in Figure
4.18 also shows a good agreement with the schematic shown in Figure 4.16.
Finally, the adaptive fluid mesh is also shown in Figures 4.20(d) to 4.23(d). The
interpolation error bound ε = 1× 10−2 applied to the velocity field was chosen such
that the complex flow field is resolve through mesh adaptivity, but large enough to
let the dynamics die out as they travel down-stream. This kept the computational
effort at a reasonable limit.
8The requirement however is that the vortices are larger than the grid size
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Figure 4.16: Reprinted from Publication Maˆıtre et al. (2013), with permission
from Elsevier. Shown is a schematic of vortex shedding in a rotating vertical
axis turbine at a tip–speed ratio of λ = 2.16.
Figure 4.17: Reprinted from Publication Maˆıtre et al. (2013), with permission from
Elsevier. Shown is the vorticity plot of the rotating vertical axis turbine at a
tip–speed ratio of λ = 2.0. Here a k-ω-SST RANS model was applied. Cross
reference with Figures 4.20 – 4.23 for a comparison with the results obtained
by the Immersed Body Method.
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(a) k-ω-SST (b) k-ω-SST LRE
Figure 4.18: Reprinted from Publication McNaughton et al. (2014), with permis-
sion from Elsevier. Shown is the vorticity plot of the rotating vertical axis tur-
bine at a tip–speed ratio of λ = 2.0. In (a) a k-ω-SST and in (b) a k-ω-SSTLRE
RANS model were applied. The results shown in (a) can be compared with the
results obtained in Maˆıtre et al. (2013), see Figure 4.17. In (b) smaller vortices
detaching from the blades is seen due to the usage of the k-ω-SST LRE model.
Cross reference with Figure 4.20 for a comparison with the results obtained by
the Immersed Body Method.
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Figure 4.19: Total power coefficient Cpow of an operating vertical axis tidal turbine
with a tip–speed ratio λ = 2.0. Shown are the total power coefficient Cpow ob-
tained from the discussed model using the Immersed Body Method, the results
Cpow,k-ω-SST, Cpow,k-ω-SST LRE from McNaughton et al. (2014) using a k-ω-SST
and k-ω-SST LRE respectively, as well as experimental Cpow,exp data obtained
from McNaughton et al. (2014). Here hmin is the element edge length within the
ring in which the blades rotate around the cylinder. For the power coefficient
of the adaptive run, see the next page.
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(d) hmin = 2× 10−4m, hmax,i = 2× 10−3m,
adaptive
Figure 4.19: Total power coefficient Cpow of an operating vertical axis tidal turbine
with a tip–speed ratio λ = 2.0. Shown are the total power coefficient Cpow ob-
tained from the discussed model using the Immersed Body Method, the results
Cpow,k-ω-SST, Cpow,k-ω-SST LRE from McNaughton et al. (2014) using a k-ω-SST
and k-ω-SSTLRE turbulence model respectively, as well as Cpow,exp experimen-
tal data obtained from McNaughton et al. (2014). Here hmin is the element
edge length within the ring in which the blades rotate around the cylinder, and
hmax,i is the maximum element edge length in the area between the refined ring
and the cylinder.
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(a) pressure contours (b) vorticity contours
(c) vorticity (d) adaptive mesh
Figure 4.20: Results of the numerical model of a vertical axis turbine operating at
a tip–speed ratio λ = 2.0. One blade is at position θ = 0°, while the other two
blades are at θ = 120° and θ = 240°. Shown are pressure contours, vorticity
contours, the vorticity field and the dynamically varying spatial fluid mesh in
(a), (b), (c), and (d) respectively. Furthermore the three blades are shown as
red regions. The pressure contours represent 11 evenly distributed pressure
values in the interval [−43, 22], and the vorticity contours represent 61 evenly
distributed vorticity values in the interval [0, 24000].
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(a) pressure contours (b) vorticity contours
(c) vorticity field (d) adaptive mesh
Figure 4.21: Results of the numerical model of an operating vertical axis turbine
at a tip–speed ratio λ = 2.0. One blade is at position θ = 90°, while the other
two blades are at θ = 210° and θ = 330°. Shown are pressure contours, vorticity
contours, the vorticity field and the dynamically varying spatial fluid mesh in
(a), (b), (c), and (d) respectively. Furthermore the three blades are shown as
red regions. The pressure contours represent 11 evenly distributed pressure
values in the interval [−43, 22], and the vorticity contours represent 61 evenly
distributed vorticity values in the interval [0, 24000].
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(a) pressure contours (b) vorticity contours
(c) vorticity field (d) adaptive mesh
Figure 4.22: Results of the numerical model of a vertical axis turbine operating
at a tip–speed ratio λ = 2.0. One blade is at position θ = 180°, while the
other two blades are at θ = 300° and θ = 60°. Shown are pressure contours,
vorticity contours, the vorticity field and the dynamically varying spatial fluid
mesh in (a), (b), (c), and (d) respectively. Furthermore the three blades are
shown as red regions. The pressure contours represent 11 evenly distributed
pressure values in the interval [−43, 22], and the vorticity contours represent 61
evenly distributed vorticity values in the interval [0, 24000].
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(a) pressure contours (b) vorticity contours
(c) vorticity field (d) adaptive mesh
Figure 4.23: Results of the numerical model of a vertical axis turbine operating
at a tip–speed ratio λ = 2.0. One blade is at position θ = 270°, while the
other two blades are at θ = 30° and θ = 150°. Shown are pressure contours,
vorticity contours, the vorticity field and the dynamically varying spatial fluid
mesh in (a), (b), (c), and (d) respectively. Furthermore the three blades are
shown as red regions. The pressure contours represent 11 evenly distributed
pressure values in the interval [−43, 22], and the vorticity contours represent 61
evenly distributed vorticity values in the interval [0, 24000].
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Figure 4.24: Normalised velocity profiles downstream of the vertical axis turbine
after 15 revolutions. (a) 1D downstream of the turbine, and (b) and (c) 2D
and 3D downstream of the turbine respectively. The highlighted area shows
the diameter of the vertical axis turbine.
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4.2.3 Parallel Scalability
All of the above descripted simulations were run on the Imperial clusters CX1 and
CX2:
Fixed mesh :
• h = 2× 10−3m, hi = 5× 10−3m: 1× 8 cores on CX1
• h = 5× 10−4m, hi = 2× 10−3m: 2× 8 cores on CX1
• h = 5× 10−4m, hi = 1× 10−3m: 8× 8 cores on CX2
Adaptive mesh :
• h = 2× 10−4m, hmax,i = 2× 10−3m: 8× 8 cores on CX2
With each machine of the 8 core machines on CX1 having 15GB of physical memory
and each of the 8 core machines on CX2 having 23GB of physical memory installed.
The parallel efficiency was computed on the adapted mesh after 15 revolutions of
the turbine. The parallel speed-up Sp as well as the parallel efficiency Ep are shown
in Table 4.3 and Figure 4.25.
As can be seen in Table 4.3 and Figure 4.25, the parallel efficiency is above 80%
when each mesh partition consists of approximately 8, 000 nodes, and decreases to
70% for 4, 000 nodes per mesh partition. At this point, each processor experiences
only little work load, which is why a rapid decrease in the strong scaling scalability
to 44% and below 10% is seen on 256 and 1, 024 cores respectively.
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cores tsolve nodes/cores Sp Ep
8 19.8 s 63,798 1 100.0%
16 10.1 s 31,899 1.949 97.5%
32 5.4 s 15,949 3.68 92.0%
64 3.0 s 7,975 6.635 82.9%
128 1.8 s 3,987 11.062 69.1%
256 1.4 s 1,994 14.04 43.9%
1024 1.7 s 498 11.39 8.9%
Table 4.3: Parallel scalability of the flow past an operating vertical axis turbine
simulations, with tsolve as the total solve time, Sp as the parallel speed-up and
Ep as the parallel efficiency.
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Figure 4.25: Parallel scalability Ep of the flow past an operating vertical axis
turbine simulations.
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4.3 Conclusion
The model described in Chapter 2 was further validated in this Chapter for flow
past a static 2D aerofoil and an rotating 2D vertical axis tidal turbine. Despite the
computed power coefficient showing a phase shift to the corresponding experimental
data, the results showed a good overall agreement. The dynamics of the complex
flow field was particularly well captured with a good agreement to a schematic
that shows the results of experimental studies of a very similar model and other
RANS-based numerical simulations of the problem.
This achievement now opens the door to study various vertical axis turbines with the
proposed method. And in combination with optimisation algorithms, e.g. OpenTi-
dalFarm, see Funke (2012), the layout of entire arrays of turbines could be optimised
and then modelled with the Immersed Body Method to analyse the complex flow
field of such non-optimised and optimised array layouts.
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Conclusion
This thesis presented a new method in the field of fluid–solid interaction (FSI)
modelling, the Immersed Body Method. As the name suggests, it is based on the idea
behind the Immersed Boundary Method, thus it follows many other immersed FSI
methods that seek to improve the original methodology laid out in Peskin (1972b).
To the author’s knowledge, the novelty presented in this thesis, is the combination
of three key aspects. First the usage of two unrelated meshes representing the fluid
and solid domains, as was first outlined in the Immersed Boundary Method. This
allows the the solid mesh to move freely in a Lagrangian manner, without the need
to update/remesh/adapt or apply other methods in order to ensure a matching
interface on the fluid/solid boundary on the fluid mesh (here an Eulerian mesh).
Second, a mesh adaptivity method is used for two main reasons. It automatically
refines the fluid mesh around the solid boundary, such that the shape of even complex
structures are accurately represented on the fluid mesh, and to increase the mesh
resolution in other areas of the flow field in order to accurately capture complex
fluid dynamics, while reducing the computational cost compared to comparable
fixed meshes. And third, the conservative interpolation of data between the two
unrelated meshes by using a Galerkin projection via supermeshing, see Farrell et al.
(2009).
The latter aspect is in particular the key aspect in FSI modelling to ensure New-
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ton’s third law holds at the discrete level. And while Newton’s third law is irrel-
evant for one–way coupled FSI models, testing this feature—alongside the other
two features—and gaining an understanding of its advantages and disadvantages is
certainly a crucial milestone for the successful development of the new FSI method
proposed in this thesis.
The methodology and its implementation in the parallelised open–source CFD code
Fluidity was outlined in detail in Chapter 2, followed by an intensive analysis—which
to this point has not been performed for this method, despite it being used for
different applications in the field of FSI modelling—based on simple validation test
cases with static structures and solid bodies with a prescribed velocity.
One of the disadvantages of the proposed method was identified during the first
set of validation test cases: Flow past a 3D sphere. By dynamically varying the
fluid mesh, spurious peaks were found in the drag force exerted on the sphere at
timesteps after adapting the fluid mesh. These peaks were also analysed in Besier &
Wollner (2012) and Braack et al. (2013) and some solution methods were proposed
and tested on idealised 2D problems. In Chapter 3, some of the proposed methods
found in the literature were tested with different finite element pairs—P1-P1 and
P1DG-P2—and on a three–dimensional problem: Flow past a 3D sphere. Analysing
the different situations and the magnitude of the peaks led to insights into which
method reduces the peaks most efficiently.
Finally, the proposed method was applied to a real–world application: Flow past
a rotating (2D) vertical axis tidal turbine. First, due to the turbulent flow—which
was not analysed in the validation test cases of Chapter 2—and vortex shedding
of the turbine’s blade, the flow past a static aerofoil with an angle of angle of 60°,
an accelerated inlet flow and a maximum Reynolds number of Re = 5200 was car-
ried out. The obtained numerical results showed good agreement with experimental
data as well as other numerical results, which increased confidence in the proposed
Immersed Body Method, such that the flow past a rotating tidal turbine could be
modelled without the result being meaningless due to the lack of confidence/vali-
dation. The method was applied as outlined in Chapter 2, with the conservative
projection of data between the unrelated solid and fluid mesh, as well as using a
dynamically varying fluid mesh. While comparable studies of the same numerical
set–up applied RANS turbulence models, an under-resolved DNS approach was cho-
sen in Chapter 4. Despite the lack of resolution required to capture all eddies in the
highly unsteady and complex flow, the mesh adaptivity method captured enough
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dynamics in the flow field for the results with the complex vortex shedding from
the moving blades to match an estimated flow field of a Darrieus turbine which was
obtained through experimental studies.
Overall, the usability of the proposed Immersed Body Method was shown through-
out this thesis, yet its greatest weakness is still the exerted force acting on the
fluid and solid being an approximation, e.g. it is computed as a volume integral
instead of a surface integral and furthermore, the dominant term in its equation
is the difference of the fluid and solid velocity, and thus it does not consider the
pressure and viscous forces acting on the solid object (actually acting on the solid’s
surface). And without fixing this weakness, the computationally expensive Galerkin
projection via supermeshing—compared to what is often used in the literature, a
linear interpolation—which ensures the conservative interpolation of data between
the solid and fluid mesh, and hence enforcing Newton’s third law, is rendered use-
less for two–way coupled FSI problems, as the key is to compute the force between
both phases accurately. If this is not achieved during the course of a simulation,
the results of the numerical study will always be associated with an error due to the
approximated force.
However, for one–way coupled problems in which the solid is given a prescribed
velocity, and furthermore, the force is not of immediate interest to the modeller, the
method will accurately model the flow field.
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Future Work
As mentioned in the final conclusions, the greatest weaknesses of the proposed Im-
mersed Body Method is the computation of the force. Thus, the method could and
should be modified such that the force is evaluated at the solid’s boundary instead
of the portion of the fluid mesh that is occupied by the solid mesh.
Another weakness stems from the fact that this is an immersed method. While
immersed methods have earned their place in the field of FSI modelling, the im-
mersed case increases the computational effort of the proposed method more than
for other immersed methods. This is due to constructing a supermesh for all inter-
secting elements of the solid and fluid mesh. It is assumed that very fine meshes for
the solid structure and fluid domain are used. Thus, the corresponding supermesh
will contain a very large amount of elements/nodes which yields a very large linear
matrix system to be solved. Depending on the hardware this task is performed on,
and the actual meshes used, in extreme cases this could exceed the memory of the
hardware.
If the memory is not exceeded, the finer the meshes are, the larger the matrix
system that is needed to solve in order to perform the projection from one mesh
to another becomes. When running in parallel, the mesh is decomposed into n
parts, of which each part of the mesh is computed on another processing unit.
Furthermore a load balancing method is applied in order to minimise the cost of
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parallel communication between processing units, which yields an efficient solve of
the discretised Navier-Stokes equations in parallel. However, the decomposition of
the fluid mesh does not take into account the load balancing of the FSI problem. For
example, it is assumed that the solid structure is relatively small in its size, such that
the elements of the solid mesh only intersect elements of one, the m-th, partition
of the fluid mesh. The assembly and solve of the matrix system for performing
the Galerkin projection between both meshes is done on one processing unit, while
the other processing units are waiting for the m-th processing unit to finish its
computation.
Also, the projection of a volume field between both meshes is computationally ex-
pensive, and moreover most of the projected data is neglected or unnecessary.
In the three paragraphs above different problems are described: the memory usage,
the method’s load balancing in parallel, and its computational effort in general.
They all share the same cause, the expensive projection between volume meshes.
Originally the Galerkin projection via supermesh was developed for the conservative
projection from pre- to post-adapted meshes, the projection has to be performed on
the entire domain. In FSI problems however, only the values on the boundary/near
the boundary are crucial, thus a lot of computational effort is lost by performing
a Galerkin projection on the volume meshes. Thus the method should be modified
such that only the values from the nodes/elements in the solid boundary’s vicinity
are projected. Note, this still allows the solid mesh to move freely in a Lagrangian
manner. By achieving that step, the three problems mentioned in the three para-
graphs above should be fixed.
Another good idea would be to combine this method with a sliding mesh method,
e.g. with the sliding mesh method presented in Massing et al. (2013) and Massing
(2012). Combining that method with the Galerkin projection via supermesh on the
interface between the solid and fluid mesh. Note that the interface is here the bound-
ary of the solid which would automatically reduce the cost of the projection since
instead of doing a volume projection, a surface projection is performed. Not only
would this eliminate the problems associated with the computational cost stated
above, having a well defined interface instead of an immersed body would allow the
computation of the force as a surface integral and the need for having an approx-
imated force equation vanishes. While most methods in which the solid boundary
is well defined on the fluid mesh require special treatment in the case of a moving
solid to account for the new position of the solid boundary on the fluid mesh. The
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method outlined in Massing (2012) makes use of two fluid mesh regions. One, which
can be referred to as the background mesh and occupies the entire fluid domain, and
a second smaller fluid mesh region around the solid mesh. Only on this smaller fluid
mesh region is the solid boundary captured. In the case of a moving solid mesh, the
smaller mesh region moves and (in the case of a deforming solid) bends according
to the solid. The matrix system to solve for the fluid motion is assembled based
on both fluid meshes. However, the interface between the background and smaller
fluid mesh region is not well defined, otherwise the problem of having to update the
fluid mesh due to a moving explicit fluid–solid interface would just have been moved
away from the fluid–solid interface. While this seems like a very interesting idea and
theoretically would eliminate many of the problems associated with the Immersed
Body Method, the parallisation of that method appears to be challenging.
With a reliable computation of the force acting on the fluid and solid, it would be
sensible to extend the method to allow for two–way coupled FSI modelling.
However, as a lot of time was spent on the validation and analysis of the Immersed
Body Method during this PhD project, it should be employed to various real–world
applications, such as tidal turbines as shown in Chapter 4. One very interesting
analysis would be the aforementioned study of the complex flow fields of a tidal
turbine array layout—for instance a structured row by row layout—and comparing
the flow fields as well as computed power outcome to the ones from an optimised
array layout. The optimised layout could be predicted using the method presented
in Funke (2012), while the highly unsteady flow field could be assessed the Immersed
Body Method. The two methods combined could give significantly more insight into
tidal turbine array layouts and how to optimise them.
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