Abstract-A method for computing lower bounds on capacities of 2-dimensional constraints having a symmetric presentation in either the horizontal or the vertical direction is presented. The method is a generalization of the method of Calkin and Wilf (SIAM J. Discrete Math., 1998). Previous best lower bounds on capacities of certain constraints are improved using the method. It is also shown how this method, as well as their method for computing upper bounds on the capacity, can be applied to constraints which are not of finite-type. Additionally, capacities of 2 families of multi-dimensional constraints are given exactly.
I. INTRODUCTION.
Fix an alphabet Σ and let G be a directed graph whose edges are labeled with symbols in Σ. Each path in G corresponds to a finite word obtained by reading the labels of the edges of the path in sequence. The path is said to generate the corresponding word, and the set of words generated by all finite paths in the graph is called a 1-dimensional constrained system or a 1-dimensional constraint. Such a graph is called a presentation of the constraint. We say that a word satisfies the constraint if it belongs to the constrained system. Onedimensional constraints have found widespread applications in digital storage systems, such as magnetic and optical recording, where they are used to model the set of sequences that can be written reliably to a medium. A central example is the RLL(d, k) constraint on binary sequences, where runlengths of zeros are bounded between d and k. Another 1-dimensional constraint, used in practice, is the boundedcharge constraint, denoted CHG(b), for some positive integer b; it consists of all words w 1 w 2 . . .w , over the alphabet {+1, −1} such that for all 1≤i≤j≤ , | j k=i w k |≤b. Other examples of 1-dimensional constraints are the EVEN and ODD constraints, which comprise all finite binary sequences in which the number of '0's between consecutive '1's is even and odd, respectively.
A 1-dimensional constraint over an alphabet Σ is said to have memory m if m is the smallest positive integer such that for every word w over Σ with more than m letters in which every subword of m+1 consecutive letters satisfies S, it holds that w satisfies S as well. A 1-dimensional constraint with memory m, for some positive integer m, is said to be of finite-type. Among our examples, RLL(d, k) has memory k, whereas EVEN, ODD and CHG(b) for b≥2 are not of finite-type.
In this work, we consider multidimensional constraints of dimension D for some positive integer D. These are sets of finite-size D-dimensional arrays with entries over some finite alphabet specified by D edge-labeled directed graphs. In Section II we give a precise definition of what we mean by D-dimensional constraints. Here we will just mention that they are closed under taking subarrays, meaning that if an array belongs to the constraint then any of its subarrays consisting of "contiguous" entries also belongs to the constraint. As before we say that an array satisfies the constraint if it belongs to it. Any 1-dimensional constraint S defines a multidimensional constraint by requiring all arrays to satisfy S on every "row" in every direction along an "axis" of the array. We denote such a D-dimensional constraint by S ⊗D . We will almost exclusively be concerned with 2-dimensional constraints (so, D = 2). In this case S ⊗2 is the set of all 2-dimensional arrays where each row and each column satisfy S. A well-known 2-dimensional constraint studied in statistical mechanics is the so called "hard-square" constraint. It consists of all finite-size binary arrays which do not contain 2 adjacent '1's either horizontally or vertically. Two variations of this constraint are the isolated '1's or "non-attacking-kings" constraint, denoted NAK, and the "read-write-isolated-memory" constraint, denoted RWIM. The former consists of all finite-size binary arrays in which there are no two adjacent 1's either horizontally, vertically, or diagonally, and the latter consists of all finite-size binary arrays in which there are no two adjacent 1's either horizontally, or diagonally. Like their 1-dimensional counterparts, 2-dimensional constraints play a role in storage systems; the RWIM constraint is used to model sequences of states of a binary linear memory in which no two adjacent entries may contain a '1', and no two adjacent entries are modified in a single update. See [3] and [6] for more details.
Let S be a D-dimensional constraint over an alphabet Σ. For a D-tuple m = (m 1 , m 2 , . . ., m D ) of positive integer entries we use S m or S m1×...×m D to denote the set of all m 1 ×m 2 ×. . .×m D arrays in S, and m to denote the product of the entries of m. The capacity of S, denoted cap(S), is defined by
is a sequence of D-tuples of positive integers, with each entry diverging to infinity, |·| denotes cardinality, and log = log 2 . It follows from subadditivity arguments that the above limit exists and is independent of the choice of (m i ) ∞ i=1 , for any set S of finite-size D-dimensional arrays over Σ which is closed under taking sub-arrays. While a closed form formula for the capacity of 1-dimensional constraints is known (up to finiding the largest root of a polynomial), no such formula is known for constraints in higher dimensions, and there are only a few multidimensional constraints for which the capacity is known exactly and is nonzero.
Let S be a 2-dimensional constraint over Σ, and m be a positive integer. The horizontal (resp. vertical) strip of height (resp. width) m of S, denoted H m (S) (resp. V m (S)) is the subset of S given by H m (S) = n S m×n (resp. V m (S)= n S n×m ).
In [2] the authors compute very good lower and upper bounds on the capacity of the hard-square constraint. Their method can be shown to work on 2-dimensional constraints for which every horizontal or every vertical strip has memory 1 and is "symmetric"; that is, it is closed under reversing the order of symbols in words. The main contributions of our work are: 1) We generalize the method of [2] to get improved lower bounds on capacities of certain 2-dimensional constraints. 2) We show how this generalization as well as the method of [2] for obtaining upper-bounds can be applied to a class of 2-dimensional constraints in which each vertical and each horizontal strip is not of finite-type. We illustrate this by computing lower and upper bounds on the capacities of the CHG(3)
⊗2 and EVEN ⊗2 constraints. 3) We prove that cap(CHG (2) ⊗D )=2 −D and cap(ODD ⊗D )=1/2. Applications of the Calkin-Wilf method and other generalizations can be found in [1] , [4] , [5] , and [8] .
II. FRAMEWORK.
In this section, we define our framework. Fix a finite alphabet Σ. A directed labeled graph G with labels in Σ is a pair G = (G, L), where G = (V, E) is a directed graph with vertices V and edges E, and L : E → Σ is a labeling of edges with symbols of Σ. For an edge e we denote by σ G (e) and τ G (e) the initial and terminal vertices of e in G respectively. We shall omit the subscript G from σ G and τ G when the graph is clear from context. A path of length in G is a sequence of edges (e i ) i=1 ⊆E, where for i = 1, 2, . . ., −1, τ (e i )=σ(e i+1 ). The path starts at the vertex σ(e 1 ) and ends at the vertex τ (e ). A cycle in G is a path that starts and ends at the same vertex.
For a labeled graph G = ((V, E), L) with L : E → Σ and a path (e i ) i=1 of G, we say the path generates the word L(e 1 )L(e 2 ). . .L(e ) in Σ * . The graph G is called lossless if for any two vertices u and v of G, all paths starting at u and terminating at v generate distinct words. The graph G is called deterministic if the outgoing edges from a given vertex have distinct labels. Every 1-dimensional constraint S has a deterministic, and therefore lossless, presentation.
We introduce two 1-dimensional constraints defined by gen-
is a lossless presentation of S, then cap(X(G)) = cap(S). For a graph G = (V, E) with no parallel edges, the vertex-constraint defined by G, is the set X(G) given by
≥0 and for 1≤i< ∃e∈E σ(e)=v i and τ (e)=v i+1 .
It's not hard to verify that vertex-constraints and edgeconstraints are 1-dimensional constraints with memory 1, and for vertex-constraints, the converse is also true. In other words, over a fixed alphabet Σ, the vertex constraints are precisely the constraints with memory 1.
We deal with multidimensional arrays of dimension D, a positive integer. for some integers k l ∈[m l ]; 1≤l≤D, l =i. In this paper, for D = 2, we use the convention that direction 1 is the vertical direction and direction 2 is the horizontal; thus the columns of a 2-dimensional array are its rows in direction 1, and its "traditional rows" are its rows in direction 2. Let L : A → B for some set B. We extend L to apply to arrays and vectors over A by applying it entrywise. Namely, for Γ∈A m , for some D-tuple, m, with nonnegative integer entries, we define L(Γ) to be the array in
We generalize the definition of constrained systems to
, be a D-tuple of labeled graphs with the same set of edges E and the same labeling L : E → Σ. The edge e has D pairs of initial and terminal vertices (σ Gi (e), τ Gi (e)) -one for each graph G i inḠ. We say that an array Γ∈Σ * D of size m is generated byḠ if there exists an array Γ ∈E * D of size m, such that for i = 1, 2, . . ., D, every row in direction i of Γ is a path in G i , and L(Γ ) = Γ. We call the set of all arrays Γ∈Σ * D generated byḠ, the D-dimensional constrained system or the D-dimensional constraint presented byḠ, and denote it by X(Ḡ). We say thatḠ is a presentation of X(Ḡ). In [7] the authors use vertex-labeled graphs to define 2-dimensional constrained systems. It can be shown that their definition (generalized to higher dimensions) is equivalent to ours; here, we find it more convenient to use our definition as it permits parallel edges. It can be verified that RWIM and NAK described in Section I are indeed 2-dimensional constraints.
The
. .=L D = L we say that the axial-product is isotropic and denote it by L ⊗D . It can be shown that axial products of D one-dimensional constraints are D-dimensional constraints. Moreover, if S 1 . . ., S D are 1-dimensional constraints and
. Note also, that there are D-dimensional constraints which are not axial-products of D one dimensional constraints.
Let G = (V, E) be a directed graph. We denote by A(G) the adjacency matrix of G. Namely, A(G) is the |V | × |V | integer matrix with entries indexed by V 2 , where (A(G)) i,j is the number of edges in G with initial vertex i and terminal vertex j. For a nonnegative matrix A, denote by λ(A) its Perron eigenvalue, that is, its largest real eigenvalue. It is well-known that for a 1-dimensional constraint S presented by a lossless labeled graph G = (G, L), the capacity of S is log λ (A(G) ). In particular, the capacity of an edge-constraint or vertex-constraint defined by a directed graph G is equal to log λ (A(G)). We say that a directed graph G is symmetric if A(G) is symmetric. We call a vertex of a directed graph isolated if no edges have it as either their initial or terminal vertex. We say that a vertex-constraint (resp. edge-constraint) is symmetric if it is defined by a symmetric graph. For a vertexconstraint, this definition is equivalent to requiring that the constraint is closed under reversal of the order of symbols in words. Note that in a symmetric edge-constraint, up to removal of isolated vertices, the (unlabeled) graph defining the constraint is unique.
In this paper, we will mostly deal with 2-dimensional constraints. Let S be a 2-dimensional constraint over an alphabet A, and consider a horizontal (resp. vertical) strip H m (S) (resp. V m (S)) of S for some positive integer m. We regard such a strip as a set of 1-dimensional words over Σ m where each m×n (resp. n×m) array in the strip, is considered a word of length n over A m , whose "letters" are the columns (resp. rows) of the array-each regarded as a word of length m over A. Proposition 1 below asserts that horizontal and vertical strips of S are 1-dimensional constraints over A m with presentations that can be constructed from a presentation of S. For this, we first define the mth tensor-power of a graph G = (V, E), denoted G ×m , as the graph G ×m = (V m , E m ), where for each e=(e 1 , . . ., e m )∈E m , σ G ×m (e)=(σ G (e 1 ), . . ., σ G (e m )) and τ G ×m (e)=(τ G (e 1 ), . . ., τ G (e m )). For a labeled graph G=(G, L) with G = (V, E) and L : E→Σ, the mth tensor-power of G, denoted by G ×m , is the labeled graph
×m (e) = L(e), e∈E m . We can now state the following proposition.
Proposition 1: Let S be a 2-dimensional constraint over Σ
m ) defined as the sub-graph of the labeled graph (G (H) ) ×m (resp. (G (V) ) ×m ) consisting of only those edges whose label (an m-letter word over Σ) satisfies T (V) (resp. T (H) ).
III. CONSTRAINTS WITH SYMMETRIC EDGE-CONSTRAINED STRIPS.
In this section we generalize the method presented in [2] to provide improved lower bounds on capacities of 2-dimensional constraints whose horizontal strips are symmetric edge-constraints.
Fix an alphabet Σ, and let S be a 2-dimensional constraint over Σ. We say that S has horizontal edge-constrained-strips (resp. vertical edge-constrained-strips) if for every positive integer m, the constraint H m (S) (resp. V m (S)) is an edgeconstraint. If S has horizontal (resp. vertical) edge-constrained strips with every horizontal (resp. vertical) strip being symmetric, we say that S has symmetric horizontal (resp. vertical) edge-constrained strips.
Here, we consider constraints of the form S = T ⊗ E, where E is an edge-constraint over Σ defined by the graph G E = (V E , E E ) and T is an arbitrary 1-dimensional constraint over Σ. Then E is presented by G E = (G E , I E ) where I E is the identity map on E. Let m be a positive integer. By Proposition 1, the horizontal strip H m (S) is a 1-dimensional constraint presented by a subgraph G
m is the identify map, the constraint H m (S) is an edge-constraint defined by the graph G (H) m . It follows that S has horizontal edge-constrained strips. We further assume that it has symmetric horizontal edge-constrained strips; that is G 
In [2] , each x m is chosen to be the F m ×1 vector with every entry equal to 1. We obtain improved lower bounds in many cases by choosing other sequences of vectors, (x m ) ∞ m=1 . We proceed to describe how to do this.
Fix integers µ≥0 and α≥1, and let φ : 
n ) be a deterministic presentation of V n (S). We make use of a labeled directed graph I=I (µ,α,n) Gn =(V I , E I , L I ), with nonnegative real weights on its edges given by W φ : E I → [0, ∞), defined as follows. Its vertices are given by
µ }, and the function L I : E I → Σ α×n labels each edge with an α×n array over Σ. We specify the edges of I by describing the outgoing edges of each of its vertices along with their weights. Let v=(f, v, l)∈V I . The set of outgoing edges of v consists of exactly one edge for every path of length
be such a path and let u be its terminating vertex. We regard the word generated by γ in G (V) n as an array Γ∈Σ α×n with entries given by (
n (e i )) j . Let f=(f 0 , . . . , f µ−1 ) and l=(l 0 , . . . , l µ−1 ) and for i=µ, µ+1, . . ., µ+α−1, define f i to be σ(Γ i−µ,0 ) and l i to be τ (Γ i−µ,n−1 ), where Γ i−µ,0 and Γ i−µ,n−1 are regarded as edges in the graph G E . For such a path γ the corresponding outgoing edge e∈E I of v satisfies σ(e)=v, L I (e)=Γ, τ (e)=((f α , . . ., f α+µ−1 ), u, (l α , . . ., l α+µ−1 )). The weight of e is given by W φ (e) = φ(f 0 , . . . , f µ+α−1 )φ(l 0 , . . . , l µ+α−1 ). Finally, we define the weighted adjacency matrix of the labeled directed graph I with weights given by W φ as the |V I | × |V I | nonnegative real matrix A(I, W φ ) with entries indexed by (V I ) 2 and given by (A(I, W φ )) i,j = e W φ (e), i, j∈V I and the sum is taken over all edges e∈E I , such that σ(e) = i and τ (e) = j. The following lemma generalizes ideas in [2] and uses the weighted labeled graph I to compute the asymptotic growth rate of x
and any deterministic presentation G n of V n (S),
We thus obtain the following lower bound on the capacity of a 2-dimensional constraint which follows from the previous lemma and inequality (3) .
Theorem 1: Let S = T ⊗E, where T and E are 1-dimensional constraints defined over the same alphabet and E is an edge constraint. Assume that S has symmetric horizontal edge-constrained strips. For a positive integer n, set
Remark 1.1: In the full-paper version of this work, we give checkable sufficient conditions for the horizontal edgeconstrained strips of S=T ⊗E to be symmetric. Remark 1.2: Theorem 1 can be generalized to apply to 2-dimensional constraints, having symmetric horizontal edgeconstrained strips, that are not necessarily axial-products. Remark 1.3: It can be shown that the method of [2] for computing upper-bounds on the capacity of the hard-square constraint can also be applied to all constraints of the form T ⊗E, with E an edge constraint, having symmertric horizontal edge-constrained strips.
IV. CONSTRAINTS WITH SYMMETRIC VERTEX-CONSTRAINED STRIPS.
In this section we give an analog to Theorem 1 that gives lower bounds on the capacities of constraints for which every horizontal or every vertical strip is a symmetric vertexconstraint. We do this by reducing a 2-dimensional constraint with symmetric vertex-constrained strips to a 2-dimensional constraint with symmetric edge-constrained strips, having the same capacity.
Fix an alphabet Σ, and let S be a 2-dimensional constraint over Σ. We say that S has horizontal vertex-constrained strips (resp. vertical vertex-constrained strips) if for every positive integer m, the constraint H m (S) (resp. V m (S)) is a vertex-constraint. If S has horizontal (resp. vertical) vertexconstrained strips with every horizontal (resp. vertical) strip being symmetric, we say that S has symmetric horizontal (resp. vertical) vertex-constrained strips. It can be shown that RWIM and NAK have both symmetric horizontal vertex-constrained strips and symmetric vertical vertex-constrained strips. Now, let S be a 2-dimensional constraint over Σ. For an m×n array Γ with m≥1 and n≥2 over Σ its [1×2]-higher block recoding or [1×2]-recoding is an m×(n−1) arrayΓ over Σ 1×2 with entries given byΓ i,j =(Γ i,j Γ i,j+1 ), i = 0, . . ., m−1, j = 0, . . ., n−2. We denote by S
[1×2] the set of all [1×2]-recodings of arrays in S and refer to it as the [1×2]-higher block recoding of S. It can be verified that the [1×2]-higher-block recoding of a 2-dimensional constraint is a 2-dimensional constraint. Clearly, recoding is an injective mapping; thus |S m×n |=|S [1×2] m×(n−1) | for all positive integers m≥1, n≥2, and it follows that cap(S)=cap(S [1×2] ). The next proposition shows that the [1 × 2]-higher block recoding of a constraint with symmetric horizontal vertex-constrained strips has symmetric horizontal edge-constrained strips.
Proposition 2: Let Σ be a finite alphabet. Let S be a 2-dimensional constraint with horizontal vertex-constrained strips. Then
horizontal edge-constrained strips. Moreover, S
[1×2] has symmetric horizontal edge-constrained strips iff S has symmetric horizontal vertex-constrained strips.
We can now use the method described in Section III to get lower bounds on 2-dimensional constraints with symmetric horizontal vertex-constrained strips. This is stated in the following theorem.
Theorem 2: Let S be a 2-dimensional constraint over an alphabet Σ with symmetric horizontal vertex-constrained strips. Let µ≥0, and α, p, q>0 be integers, G E = (V E , E E ) be the graph defining the vertex-constraint H 1 (S) (hence V E ⊆Σ), and φ : (V E ) µ+α → [0, ∞) be a nonnegative function.
For an integer n≥2, let G n be a labeled graph obtained from a deterministic presentation of V n (S) by replacing each edge-label with its [1×2]-higher block recoding. Set
, where I, W φ , and A(I, W φ ) are as defined in Section III. Then,
. By Proposition 2, S = V 1 (S )⊗H 1 (S ), and S has symmetric horizontal edgeconstrained strips. Observe that H 1 (S ) is an edge-constraint defined by G E with each edge e∈E E identified with the pair (σ(e), τ (e)). Also, note that G 2q+p+1 and G 2q+1 are deterministic presentations for V 2q+p (S ) and V 2q (S ), respectively. The result follows from Theorem 1 applied to S .
V. CAPACITY BOUNDS FOR AXIAL PRODUCTS OF CONSTRAINTS.
In this section we show how the method of Section III can be applied to axial products of certain 1-dimensional constraints which are not necessarily of finite-type. Let S and T be 1-dimensional constraints over an alphabet Σ. We wish to lower bound the capacity of T ⊗S. To this end, we pick a lossless presentation G = (V G , E G , L G ) for S. Let E G be the 1-dimensional edge-constraint over E G defined by the underlying directed graph of G, namely (V G , E G ). We extend the function L G to map words over E G to words over Σ by defining L G (e 1 . . . e ) = L G (e 1 ) . . . L G (e ), and for A ⊆ Σ * , we denote by L
The following proposition states that we can reduce the problem of calculating cap(T ⊗S) to that of calculating G (T )⊗E G has symmetric horizontal edgeconstrained strips, we can apply the method of Section III to obtain lower bounds on cap(T ⊗S). In this case, it also follows from Remark 1.3, that the method of [2] for obtaining upper bounds on the capacity of the hard-square constraint, can be used to obtain upper bounds on cap(T ⊗S). There are many constraints S and T for which this works, i.e., for which there exists a lossless presentation G for S such that L −1 G (T )⊗E G has symmetric horizontal edge-constrained strips. In particular, this works for S=EVEN and any 1-dimensional constraint T , as well as for S=CHG(b 1 ) and T =CHG(b 2 ), for any positive integers b 1 and b 2 .
VI. NUMERICAL RESULTS FOR SELECTED CONSTRAINTS.
We give some concrete lower bounds on capacities obtained using our method. The constraints considered are NAK, RWIM, EVEN ⊗2 , and CHG(3) ⊗2 . Table I summarizes the best lower bounds obtained using our method. For comparison, we provide the best lower bounds that we could obtain using other methods. We also give upper bounds on the capacity of these constraints obtained using the method of [2] . For most of these results, we used a general optimization algorithm to search for a function φ that gives "good" lower bounds. More details on this optimization, as well as heuristic methods for choosing φ will be given in the full paper version of this work. Calculated using the method of [2] . † Appears in [9] .
VII. EXACT COMPUTATION While it appears difficult to compute the exact value of the capacity for constraints such as CHG (3) ⊗D and EVEN ⊗D , we can compute the capacities of related constraints. Specifically:
Theorem 3: For all positive integers D:
The proof (which is independent of the techniques described above) will be given in the full paper version of this work.
