Abstract-This paper presents an improved neural computation scheme for kinematic control of redundant manipulators based on infinity-norm joint velocity minimization. Compared with a previous neural network approach to minimum infinity-norm kinematic control, the present approach is less complex in terms of cost of architecture. The recurrent neural network explicitly minimizes the maximum component of the joint velocity vector while tracking a desired end-effector trajectory. The end-effector velocity vector for a given task is fed into the neural network from its input and the minimum infinity-norm joint velocity vector is generated at its output instantaneously. Analytical results are given to substantiate the asymptotic stability of the recurrent neural network. The simulation results of a four-degree-of-freedom planar robot arm and a seven-degree-of-freedom industrial robot are presented to show the proposed neural network can effectively compute the minimum infinity-norm solution to redundant manipulators.
I. INTRODUCTION
EDUNDANT manipulators are those having more degrees of freedom than required to perform specified tasks. The extra degrees of freedom are useful for manipulators, in addition to the end-effector task, to execute subtasks such as obstacle avoidance [1] , joint limits avoidance [2] , singularity avoidance [3] , and optimization of various performance criteria [4] - [6] . Redundant manipulator motion planning and control is thus an appealing area in robotics research. The inverse kinematics problem, namely, to find the joint motion for a given end-effector task, is one of the vital and challenging issues in redundant manipulator control because there are an infinite number of joint configurations which accomplish a specific end-effector task.
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where position and orientation of the end-effector in the Cartesian space; joint variable for a redundant manipulator ; continuous nonlinear function with known structure and parameters for a given manipulator. The inverse kinematics problem is to find the joint variable for given position and orientation of the end-effector through the inverse mapping of (1) (2) Unfortunately, (2) is usually difficult to solve due to the nonlinearity of . The inverse kinematics problem of manipulators is usually solved at velocity level where the end-effector velocities and joint velocities have a linear relationship. Differentiating (1) with respect to time yields the linear relation between the joint velocity and the Cartesian velocity (3) where is the Jacobian matrix which is defined as (4) In a kinematically redundant manipulator, (3) is underdetermined since . When the robot is nonredundant, the Jacobian is square. The inverse kinematics solutions can be easily determined by inverting (3) for a given end-effector velocities if is nonsingular. The corresponding joint position vector is obtained by integration of for a given . However, in a redundant manipulator, is not square and we have to find an optimization measure which allows us to determine a generalized inverse for . The two-norm of joint velocity vector is widely used as an optimization criterion candidate by different researchers. The minimization of two-norm of joint velocity vector minimizes the sum of squares of joint velocities, which does not necessarily minimize the magnitudes of individual joint velocity. It is used as the optimization criterion in many robotics applications more because it is mathematically tractable than physically desirable [6] . The minimization of the infinity-norm of joint velocities, however, minimizes the largest component of the joint velocity vector in magnitude and is consistent with the physical limits. Moreover, the minimization of infinity-norm of joint velocity vector enables a better direct monitoring and control of the magnitude of individual joint velocities than that of two-norm of joint velocities [7] . It is therefore more desirable in the situation where low individual joint velocity is of primary concern.
The computation of the inverse kinematics solution is very time-consuming, especially in high degree-of-freedom robotic systems because of its time-varying nature and the calculation of the inversion of the Jacobian matrix. Parallel computation methods such as neural networks are effective and efficient alternatives for inverse kinematics solution computation [8] .
In recent years, many neural networks have been applied to robotics kinematics and dynamics control, e.g., [8] - [17] . In particular, Ding and Tso [16] presented a neural network approach that uses the Tank-Hopfield (TH) network [18] to find the infinity-norm optimization solution of redundant manipulators. The TH network, however, carries finite penalty parameters which must be very large or they would reduce the accuracy of the solution. Ding and Wang [17] proposed a scheme that decomposes the minimum infinity-norm solution into two parts and uses two neural networks presented in [8] and [19] to find the solution for each part, respectively. Although the scheme presented in [17] works well in computing the infinity-norm solution, this paper shows that based on the improved problem formulation in Section II that transforms the infinity-norm minimization problem into a linear program, the minimum infinity-norm solution of redundant manipulators can be computed by using a single neural network presented in [19] and has a lesser cost of implementation. This paper is organized as follows. Section II formulates the minimum infinity-norm problem into a linear program. Section III describes the dynamic equations and architecture of the neural network. The global convergence of the neural network is proven in Section IV. The simulation results for a fourdegree-of-freedom planar manipulator and a seven-degree-offreedom industrial robot are shown and discussed in Section V. Section VI concludes this paper with final remarks.
II. PROBLEM FORMULATION
In this section, we convert the infinity-norm minimization problem into a linear program which can be solved by the neural network proposed in the ensuing section.
For a vector , with denoting the transpose operator, its infinity-norm is defined as
where denotes the absolute value of the component, and is the th column of the identity matrix.
The infinity-norm joint velocity minimization of a redundant manipulator is achieved by solving the following time-varying optimization problem: minimize subject to (7) The constrained time varying optimization problem (7) can be converted into a linear program as follows. Let the objective function in (7) be (8) where as defined earlier is the th column of the identity matrix.
The infinity-norm optimization problem (7) is then equivalent to minimize subject to (9) The minimization of the infinity-norm of a joint velocity vector for redundant manipulators can thus be reformulated as the following linear program subject to inequality and equality constraints: minimize subject to (10) where , is the identity matrix, and are null vectors. Rewrite (10) in a standard matrix form, we have minimize subject to (11) where By the dual theory [20] , the dual linear program corresponding to the linear program defined in (11) is maximize subject to unrestricted (12) where and are the dual decision variables.
III. NETWORK DESCRIPTIONS
In this section, we follow Xia's approach presented in [19] to develop a recurrent neural network to find the infinity-norm minimization solution. First, we define a differentiable convex energy function.
A. Energy Function
In view of the primal and dual programs (11) and (12) , define the following energy function: (13) The first term in (13) is the squared duality gap, i.e., the squared difference between the objective functions of the primal and dual linear programs defined in (11) and (12), respectively. The second and third terms are for the equality constraints of (11) and (12), respectively. The fourth and last terms are for the nonnegativity constraints of (11) and (12), respectively. Clearly, the energy function (13) is convex and continuously differentiable. It can be seen that if and only if is the optimal solution of the primal and dual linear programs defined in (11) and (12), respectively.
B. Dynamic Equations
With the energy function defined in (13), the dynamics for the neural network solving (11) and (12) can be defined by the negative gradient systems as follows: (14) where , is the gradient of the energy function defined in (13) , and is a positive scalar constant which is used to scale the convergence rate of the recurrent neural network and should be selected as large as possible as long as its hardware implementation is allowed.
For any column vector , where and . The dynamical equation (14) can be expressed as (15) (16) (17) C. Network Architecture Fig. 1 shows the block diagram for the architecture of the recurrent neural network. In this context, the desired velocity vector of the end-effector are fed into the neural network, and the neural network generates the command signal vector which contains the minimum infinity-norm joint velocity vector at the same time. Fig. 2 delineates the neural network-based kinematic control process. In order to evaluate the network complexity of the neural network and for complexity comparison, we analyze the network using the analysis presented in [21] in which the neural network complexity is compared in terms of the total number of multiplications/divisions and additions/subtractions performed per iteration, i.e., the cost of implementation.
For an -degree of freedom manipulator to perform in an -dimensional space, the neural network (15)- (17) contains neurons. It needs to perform multiplications and additions/subtractions per iteration. The asymptotic complexity of this model is for both multiplications and additions/subtractions per iteration. The approach using two networks in [17] contains neurons and has to perform multiplications and additions/subtractions per iteration. The asymptotic complexity for this model is also for both multiplications and additions/subtractions per iteration. Therefore, compared with the neural network approach in [17] , the proposed network has a reduction of neurons and requires less multiplications and less additions/subtractions, respectively, per iteration. Specifically, for and , the present neural network has a reduction of 46 multipliers and 333 adders in hardware realization compared with that in [17] . The complexity of the proposed network is thus much less than that of network presented in [17] in terms of cost of implementation.
IV. STABILITY ANALYSIS
In this section, we study the stability property of the proposed neural network. First, we introduce two lemmas.
Lemma 1: Suppose that is differentiable on a convex set . Then is convex on if and only if (18) where is the gradient of . Proof: First suppose is convex. Then for all , , by the definition of a convex function, we have (19) which implies (20) By the mean value theorem, for a function is differentiable on interval , there is a such that . Hence, the left-hand side of the inequality equals (21) As , , we obtain
Conversely, suppose that (18) which implies is convex. Hence, the lemma is proven. 
Lemma 2:
The optimal solutions to the linear programs (11) and (12) (11) and (12) . Also, since , continuously differentiable for all and convex, from Lemma 1 we have the conclusions of Lemma 2.
Theorem: The neural network defined in (14) is globally stable and convergent to the optimal solutions of the linear programs (11) and (12) .
Proof: Without loss of generality, let the positive scalar constant be one. Consider the following Lyapunov function:
(28) where and are the optimal solutions to the linear programs (11) and (12), respectively. From Lemma 2, we have (29) since . Hence, the neural network defined in (14) is Lyapunov stable. By LaSalle's invariance principle [22] , we know all trajectories will converge to the largest invariant set in the set From (29), implies . Thus, the set is equal to the set of equilibrium points of system (14) The neural network defined in (14) is therefore convergent to the its equilibrium points.
From Lemma 2, if and only if . Therefore, makes . The equilibrium points of the system (14) are, thus, the optimal solutions to the linear programs (11) and (12) . Since is continuously differentiable and convex for all , the local minimum is equivalent to the global minimum. The neural network defined in (14) is thus globally stable and convergent to the optimal solutions of the linear programs (11) and (12) . The proof is complete.
V. SIMULATION RESULTS
Computer simulations based on a four-link planar rotary manipulator and a seven-degree-of-freedom industrial redundant robot are conducted to demonstrate the effectiveness of the proposed neural network for minimization of infinity-norm of joint velocities in kinematic control of redundant manipulators.
The following simulation is based on a four-link planar rotary manipulator arm as shown in Fig. 3 with lengths of m and m. The end-effector is to track a planar straight-line trajectory with end-effector velocity profiles as shown in Fig. 4 . The initial configuration of the manipulator is rad. In this simula- tion, the differential equations (15)- (17) are solved by using the fourth-order Runge-Kutta method. The positive scalar constant is set to be 50 000. Fig. 5 shows joint motion trajectories of the redundant manipulator under infinity-norm joint velocity minimization. Fig. 6 delineates the transient behaviors of the joint velocities computed by neural networks. The four subplots illustrate the joint velocity profiles of each joint of the manipulator computed by the two-norm minimization and the infinity-norm minimization of joint velocity vector, respectively. The minimum two-norm solutions are computed by the neural network presented in [8] .
The simulation results show that joint 2 has the maximum joint velocity in magnitude among the four joints all over the whole trajectory for two-norm minimization. It is clear that the joint velocity for joint 2 computed by the infinity-norm minimization is lower than that computed by the two-norm minimization over the entire trajectory. Moreover, Fig. 7 shows the infinity-norms of joint velocity vectors which are computed by the two-norm minimization and the infinity-norm minimization against the motion time respectively. It is noted from Fig. 7 that by the infinity-norm minimization, the largest joint velocity in magnitude has a reduction of 13% on average with reference to that by the two-norm minimization.
The next simulation is based on a seven-degree-of-freedom industrial redundant manipulator PA-10 made by Mitsubishi. The mechanical specifications, the coordinate system, the homogeneous transformation matrices, and the Jacobian matrix of the PA-10 redundant manipulator are shown in [8] . In this simulation, the end-effector of PA-10 is to follow an inclined circular path with radius of 0.2 m and its orientation is kept unchanged throughout the motion with velocity profiles as shown in Fig. 8 . The initial configuration of the manipulator is rad. The differential equations (15)- (17) are solved by using the fourth-order Runge-Kutta method. The positive scalar constant is selected to be 500 000. Fig. 9 shows the joint motion trajectories of PA-10 under infinity-norm joint velocity minimization. Figs. 10 and 11 delineate the transient behavior of the joint velocities of PA-10 computed by two-norm joint velocity minimization and infinity-norm joint velocity minimization, respectively. The simulation results in Fig. 11 show that by the infinity-norm minimization, the maximum joint velocity in magnitude among the seven joints computed by the two-norm minimization at each instant in Fig. 10 is minimized. Furthermore, Fig. 12 shows the infinity-norms of joint velocity vectors which are obtained by the two-norm minimization and the infinity-norm minimization against the motion time, respectively. The result shows that in this simulation the largest joint velocity in magnitude has a reduction of 30% on average with reference to that by the two-norm minimization. Fig. 13 depicts the transient behaviors of the energy function during the manipulator operation. The energy function of the neural network is converged to almost zero in less than 1 s and being almost zero thereafter. Therefore, the proposed neural network is suitable for real-time computation of the minimum infinity-norm solution of redundant manipulators. 
VI. CONCLUDING REMARKS
An improved neural computation scheme for minimum infinity-norm joint velocity control of redundant manipulators is presented in this paper. The infinity-norm joint velocity minimization is an attractive alternative optimization criterion in redundant manipulator control when the worst case of individual joint velocity is of primary concern. Unlike the approach presented in [16] which used the TH network to find the minimum infinity-norm solution, the proposed neural network is guaranteed for converging to exact optimal solution without penalty parameters and proven to be asymptotically stable. Compared to the previous two-neural network approach in [17] , the proposed scheme has a substantial reduction of cost of implementation. Realizing the recurrent neural network with dedicated hardware such as application specified integrated circuits (ASICs), the approach is suitable for real-time kinematic control of redundant manipulators. The minimum infinity-norm redundancy resolution may be nonunique which, in turn, may cause a discontinuous solution [23] . In the future, we would like to study the incorporation of the proposed neural computation scheme and that in [8] to form a switching neural computation scheme to avoid the discontinuities in the redundancy resolution.
