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This paper studies a nondiscrete generalization of T(G), the maximum cardinality of a minimal 
dominating set in a graph G = (K:E). In particular, a real-valued function f : V+ [0, l] is 
dominating if for each vertex DE V, the sum of the values assigned to the vertices in the closed 
neighborhood of u, N[o], is at least one, i.e., f (N[u]) 2 1. The weight of a dominating function 
f is f (V), the sum of all values f (u) for u E V, and T,(G) is the maximum weight over all minimal 
dominating functions. In this paper we show that: (1) Tf(G) is computable and is always a ra- 
tional number; (2) the decision problems corresponding to the problems of computing T(G) and 
Tf(G) are NP-complete; (3) for trees rf=r, which implies that the value of r, can be computed 
in linear time. 
1. Introduction 
Recall that for a graph G = (V E), a subset S of I/ is a dominating set if every 
vertex o E V-S is adjacent to at least one member of S. A dominating set is minimal 
if no proper subset is dominating. Two well-studied parameters of graphs are y(G) 
and T(G), the minimum and maximum cardinalities over all minimal dominating 
sets in G. The purpose of this paper is to study a generalization of T(G). 
Let I/ be the vertices of a graph G and letf : I/+ [0, l] be a function into the real, 
closed, unit interval. To simplify notation we will write f(s) to be CUESf(u) and 
we will define the weight off to mean C,, i,. f(o) =f(V). Given a vertex u its closed 
neighborhood, denoted N[o], is the set containing u together with all vertices adja- 
cent to u. We say f is a dominating function if for each u E I/ we have f (N[u]) 2 1. 
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Given a dominating function f, we say it is minimal dominating if it is minimal 
among dominating functions under the usual partial ordering for real-valued func- 
tions (i.e., fig iff(o)lg(u) for all u). This work is in much the spirit as that of 
several other authors like Aharoni [ 11, Berge [2], Chung, Furedi, Carey and Graham 
[5], Domke, Hedetniemi and Laskar [7], Farber [8], Grinstead and Slater [ 111, and 
Pulleyblank [15], who have studied a variety of fractional generalizations of (0, l} 
graphical parameters like arboricity, covering, domination, independence, 
matching, and packing. 
The following observation is very useful. Its proof is straightforward and is 
omitted. 
Lemma 1.1. Let f be a dominating function for a graph G=(Vj E). Then f is 
minimal dominating if and only if whenever f (v) > 0 there exists some u E N[v] such 
that f (N[u]) = 1. 
Using this characterization we can reformulate minimal domination as a 
nonlinear optimization problem. For a graph with vertices V= {or, . . . , un}, we can 
identify functions from V into IR, the reals, as n-tuples (x,, . . . ,x,) E R”. Such a 
function is dominating if and only if 
OiXill for i= l,...,n, (1.1) 
and 
c Xj21 for i= l,...,n. 
q~Nlu,l 
(1.2) 
Given (1.1) and (1.2), by Lemma 1.1 the notion of minimality is equivalent to 
x’*,s,,,,l 0 -.,s,“Jx4 = O 
(1.3) 
for all i. For any graph G, the points (xi, . . . , x,) E R” satisfying (1 .l)-(1.3), are 
precisely the set of all minimal dominating functions. This set M is closed and 
bounded in R”. Since the function (x1, . . . , x,) -+ 1 Xi is continuous in R”, there must 
exist a minimal dominating function of maximum weight. We denote the weight of 
such a function by Tf(G). Note that r is, in this setting, merely the maximum 
weight obtained when the Xi are additionally constrained to be 0 or 1. Clearly 
f(G)rTf(G). We remark that the corresponding generalization of y(G), denoted 
yj(G), has been studied (see [7,11]). 
2. An example of I’(G) <q(G) 
For an example of a graph G where T(G)<Tf(G), consider the graph in Fig. 1. 
The figure portrays what we mean by a double cone, an outer cone, an inner cone, 
a tail, and a cotail. Each cone is a K6, that is, a complete graph on 6 vertices. Thus 
outer 
me 
inner 
cme 
tail 
cotail 
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for example, the six top-most vertices in the upper left of the figure are all connected 
(by edges some of which are not shown). 
Consider a minimal dominating function on this graph. The neighborhood of any 
cotail is its outer cone. Thus, to dominate all the cotails, the total value of the func- 
tion for each outer cone must be greater than or equal to 1. If the total value of 
an inner cone were greater than 1, then one of its nontail vertices would have a 
positive value. But this is impossible since it would not have a neighbor with 
neighborhood sum of 1. Thus the total value of an inner cone is less than or equal 
to 1. By a similar argument, if an inner cone has a total value of exactly 1, the cor- 
responding outer cone must have value 1. Also, if an inner cone has a total value 
of 0, then the corresponding outer cone must have value 5. 
In the O-l case, to cover all the tails it is necessary for at least two inner cones 
to have value 1. (If exactly two inner cones have value 1, then at least one tail has 
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to have value 1.) Thus the total value of the graph is at most 2.2 + 2.5 = 14. Figure 
1 shows one assignment of values that achieves this weight. For the real-valued case, 
Fig. 2 shows a minimal dominating function with a total value of 44/3 = 14f. 
Thus, rf> 14f> 14=r for this graph. It turns out that for this graph one can 
show r, is exactly 14+. 
3. Computing 4 
The nonlinear optimization problem described earlier gives little insight on how 
to compute rf. We now look at the problem in a different way. If f is a minimal 
dominating function let 
s,= {oEJqf(N[o])= l}. 
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By Lemma 1.1, if f(u)#O, then ueN[Sf], where we let U,,s~[x]=~[~]. Now, 
since f is dominating, for every vertex u there is some u E N[IJ] with f(u) # 0. The 
previous two comments imply we must have N[N[+]] = V. We are therefore 
motivated to let 
8= {S 1 S is a set of vertices and N[N[S]] = V}. 
For each member SE 9, we consider the problem of finding a minimal 
dominating function f of maximum weight with the additional constraint that S, 
contains S. That is, each u E S has the property that f (N[u]) = 1. Interestingly, this 
subproblem can be solved using linear programming: 
maximize ,,~” Xi 
subject to 
OlX;5 1, for all u;EN[S], (3.1) 
X; = 0, for all U;E V-N[S], (3.2) 
c Xj? 1, for all ui E I/- S, (3.3) 
U/EM&l 
c Xj= 1, for all UiES. (3.4) 
U,EN[U!I 
Note that the conditions clearly guarantee that a solution to the problem is 
dominating. Given that a solution is dominating, conditions (3.2) and (3.4) 
guarantee minimal dominating. Hence every solution to this problem is a minimal 
dominating function. Conversely, any minimal dominating function f having weight 
f, is the solution to this linear programming problem for some set Sf E 9. 
We now have: 
Theorem 3.1. For any graph G, (i) TJ(G) is a computable function and is always 
rational, and (ii) there is a polynomial p such that, for any graph G, there exists a 
minimal dominating function of weight Tf (G) having rational values, and such that 
the length of the representation of this function is bounded by p(lGj). 
Proof. Consider the class 8 defined above. Each member SE 9 defines a linear 
programming problem as shown above. Tf(G) is the largest solution obtained 
among those subproblems. This number must be rational since each subproblem in- 
volves only rational numbers. Part (ii) follows since the size of each problem is 
bounded by a polynomial in IGI and linear programming can be solved in 
polynomial time. 0 
It is obvious that any minimal dominating function on a complete graph K, must 
have weight 1 and so Tf(K,J = 1. Consider, however, the above algorithm for com- 
puting rf when applied to the family of complete graphs. Since every nonempty 
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subset of vertices is a member of 8, the algorithm makes 2”- 1 “calls” to perform 
linear programming. 
Note though that if St, S2 ~9, and if St is a proper subset of S,, and N[S,] = 
N[S,], then the linear programming problem for St will lead to a solution at least 
as big as the solution for Sz. This observation shows that among members of 9 
having the same closed neighborhoods, we need only consider minimal repre- 
sentatives. Returning to K,,, all members of 8 (all nonempty subsets of vertices) 
have V as a closed neighborhood. Thus we would only need to consider the n 
singleton sets. This revised algorithm, when applied to the trivial problem of com- 
puting Tf(K,) solves only n linear programming problems, and so it runs in 
polynomial time. 
The above comments might be useful in showing that r, can be computed effi- 
ciently in other more interesting families of graphs. In the next section we show that 
the decision problem corresponding to the general problem of computing r, is NP- 
complete. 
4. Complexity 
Let us consider the following two decision problems: 
Upper Domination (UD). 
Instance. A graph G and an integer k. 
Question. Is T(G) 2 k? 
Upper Fractional Domination (UFD). 
Instance. A graph G and a rational number q. 
Question. Is I- (G) 2 q? f 
The purpose of this section is to show that both problems are NP-complete. 
Wimer has shown that UD, when restricted to the family of partial k-chordal 
graphs, can be solved in linear time [16]. 
It is obvious that UD is a member of NP since we can, in polynomial time, guess 
at a subset of vertices, verify that its cardinality is at least k, and then verify that 
it is a minimal dominating set. On the other hand, while it is not obvious that 
UFD E NP, membership in NP follows from part (ii) of Theorem 3.1. Thus we have: 
Lemma 4.1. UD and UFD are in NP. 
To show UD and UFD are NP-complete we will establish, for each, a polynomial- 
time transformation from the well-known NP-complete problem 3-SAT [9]. Let 
c= {c,, . . . . cj} be a finite set of three-literal clauses in the variables x1, . . . , x,. We 
transform this to the graph G depicted in Fig. 3. Corresponding to each variable 
xi is the complete bipartite graph K3,3 with two special vertices named vx; and ~5;. 
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Corresponding to each clause ci is a “double cone” graph consisting of an outer 
copy of K, and an inner copy of K4, joined as shown. The vertex uq is connected 
to the three special vertices that name the three literals in clause c,. 
Lemma 4.2. Let G be the graph in Fig. 3 and let f be a minimal dominating function 
on G. Let B be the set of vertices in any of the K3,3 subgraphs. Then f (B)I 3. 
Moreover, if equality holds, then all three vertices on one side must be given 1 and 
the other three vertices must be given 0, that is if ai and /3i are the values given to 
the vertices ai and bi as shown in Fig. 4, then ai = 1 and pi = 0 for all i, or (Ti = 0 and 
pi = 1 for all i. 
Proof. First, suppose PI +P2 +ps > 1. This implies at least one of PI or /I2 is 
nonzero since & I 1. There are three subcases to consider. If PI > 0 and pZ = 0, then 
by minimality there is some u~N[b~] = {b,,a], a2,a3} for which N[u] = 1. By the 
assumption that /3r + /J2 + & > 1, this u cannot be an ai so it must be b,. We now get 
C ai + C pi = C ai + (1 - C a;) + 0 + /3s 5 2. A symmetric argument shows that when 
PI = 0 and p2> 0 then we also have C Lyi + 1 pil2. The third subcase occurs when 
both PI and /& are positive. By the minimality of f, we have /3, + C oi= 1 and 
p2+C(Yi=l, SO that Cai+CPi=2+P3_Cai~3_Cai. Note theleft side can be 
three only when ai = 0 for each i and each pi is 1. 
Fig. 4. 
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Next, suppose al + a2 + a3 > 1. A symmetric argument to the one above again 
shows that the lemma’s conclusion must hold. Finally suppose neither a1 + a2 + 
a3 > 1 nor p, + p2 + p3 > 1. Then the sum of the values of f is at most 2. q 
Lemma 4.3. Let G be the graph in Fig. 3 and let f be a minimal dominating function 
on G. Let B be the set of vertices in any of the double cone components. Then 
f(B) I 3. Moreover, if equality holds, then the vertices b,, b2, b3 shown in Fig. 5 
must be given 1 and all the other vertices must be given 0. 
Proof. Consider the double cone with vertices vck, aI, a2, a3, bO, bl , b2, b3, and 
values ai and pi as in Fig. 5. We first assume C pi> 1. Note this implies PO = 0 by 
minimality. Suppose pr ~0. By minimality, one of bl’s neighbors has a neighbor- 
hood sum of exactly one. Since C /3;> 1 this vertex must be aI. This implies 
C ai+Pr = 1. We now have C ai+ C pi = 1 +p2 +p3 5 3. Note that equality can 
occur only if /I2 = p3 = 1. Since /I2 > 0, by symmetry we have C ai + p2 = 1. This in 
turn forces all ai to be zero, and hence p, to be 1. The same conclusion is reached 
by assuming /3,>0 or /3s >O, so the conclusion of the lemma is reached for this 
case. 
Now assume that C pi< 1. Suppose, that C ai> 1. Then at least one of al, a2, a3 
is nonzero. Without loss of generality, assume a1 #O. Then some u EN[~~] = 
{vck,al,a2, a3, b,} has a neighborhood sum of one. Since C ai> 1 this must be bl, 
so we now have a, + C /Ii= 1. But C Pir 1 in order to dominate bO. Hence al = 0 
which yields a contradiction. Therefore C ai< 1, and it follows that C ai+ C pi12. 
0 
Theorem 4.4. UD is NP-complete. 
Proof. Given an instance C of 3-SAT containing n variables andj clauses, we trans- 
Fig. 5. 
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form C to the instance (G, k) of UD in which G is the graph of Fig. 3 and k= 
3(j + n). We claim C has a satisfying truth assignment if and only if T(G) L 3(j + n). 
First, suppose f : {xi} -+ { T,F} is a satisfying truth assignment. We construct a 
minimal dominating set D of cardinality 3(j+ n). This will show T(G)r3(j+n). 
For each i= 1 , . . . , n do the following. If f(xi) = T, place OXi into D along with the 
other two vertices of Xi’s Ks,s on the same side as OXi (i.e., not adjacent to UX~). 
Otherwise iff(x,) = F, place in D the other three vertices of Xi’s K,,,. Next, for each 
double cone, place the three vertices 6i, b2, b3 of Fig. 5 into D. It is straight- 
forward to verify this is a minimal dominating set of size 3(j+ n). The only vertices 
whose domination gives any doubt are the uci. But these are dominated because f 
is a satisfying truth assignment. 
Conversely, assume D is a minimal dominating set of size L 3(j + n). We may 
think of D as a minimal dominating function. Then by Lemmas 4.2 and 4.3, this 
function can be no more than 3 on each Ks,, or double cone subgraph. Therefore 
it must be exactly 3 since there arej+n such subgraphs. By Lemma 4.2 for each 
i, 1 pi I n, exactly one of uxi or uxi is in D. We may define 
f txi) = 
T, if UXiED, 
F, if UlciED. 
By Lemma 4.3, each vertex UC; is not dominated by any vertex within a double cone 
subgraph. Hence it must be dominated by a vertex corresponding to one of its 
variables, and so it follows that f is a satisfying truth assignment. 0 
Theorem 4.5. UFD is NP-complete. 
Proof. Given an instance C of 3-SAT, we map C to (G, q) where G is the graph in 
Fig. 3 and q is the rational number 3(j+ n). We then may argue that C is satisfiable 
if and only if G has a minimal dominating function of weight I 3(j + n). The argu- 
ment is almost identical to the one given for Theorem 4.4. 0 
As a final matter of note, we observe that Lemmas 4.2 and 4.3 do not imply that 
T(G) =Tf(G) for the family of graphs in Fig. 3. Rather, they imply that whenever 
G(G) = 3(j+ n) then we have T(G) =Tf(G). 
5. Computing rf for trees 
For most classes of graphs, it is unknown whether there exists a polynomial-time 
algorithm to compute rf for graphs in the class. As previously noted, for complete 
graphs T(G) = Tf(G) = 1. In this section we prove Tf(T) = T(T). It will be clear 
from our construction that this number can be computed in linear time for trees. 
A set S of vertices is independent if no two vertices of S are adjacent. The vertex 
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independence number of a graph G, @e(G), is the maximum number of vertices in 
an independent set. Since PO = r for trees, we actually obtain the following: 
Theorem 5.1. For any tree T, G(T) =T(T) =&(T). 
Since any tree can easily be rooted, we will assume that we are given an arbitrary 
rooted tree T. As usual, the roots of the subtrees of a vertex u are called the children 
of U, and u is the parent of its children. Vertices with no children are called leaves. 
Given T, we label its vertices with “i” or “z” as follows: 
Step 1. (i) All leaves are labelled with i and their parents with z,. 
(ii) All labelled vertices and their incident edges are removed yielding a 
set of subtrees. 
Step 2. Repeat this process on each nonempty subtree obtained above. 
This labelling of T has two essential properties. 
Lemma 5.2. For any rooted tree T which has been labelled as above, (i) every vertex 
with a z label has an adjacent vertex with an i label (one of its children), and (ii) 
every vertex with an i label is adjacent only to vertices labelled z. 
Proof. The first property follows directly from the construction. To show the 
second property we first show that if S is either the original tree T or one of its sub- 
trees obtained in Step l(ii) at some stage in the process, then S has the following 
property: 
If a vertex u ES has an adjacent vertex u in T that is not in S, then 
u must be labelled z. (*) 
This property is obviously true for T which forms the basis for an inductive argu- 
ment. Now consider a general subtree S obtained after one or more applications of 
Step 1, and assume S’ was the subtree that yielded S. We assume property (*) holds 
for S’ and we will show it holds for S also. To do this let u be an arbitrary vertex 
in S and o a vertex adjacent to u in T but not contained in S. If u is not in S’, then 
o must have label z since (*) holds for S’. If u is in S’, then u and u are adjacent 
in S’. Since a leaf in S’ is only adjacent to its parent, and since u was labelled but 
u was not, u cannot be a leaf in S’. Therefore u must have been labelled z. Thus 
(*) is true for S, and by induction true for all obtained subtrees. 
Now, consider an arbitrary vertex w of T that is given the label i. When w is 
labelled it occurs as a leaf in a subtree S. Within S, w has at most one adjacent 
vertex, its parent, which is labelled z. Outside of S, by (*), all other vertices adjacent 
to w in T are labelled z. 0 
We now define the following O-l function f for T: 
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f(v) = 
0, if v is labelled z, 
1, if v is labelled i. 
By Lemma 5.2, f is a minimal dominating function for T. We will show that 
f(V) = rf. Hence for trees, we must have r= G and the above process computes rf 
for trees. In fact, the exact same process computes PO [lo], so this will establish 
Theorem 5.1. 
To show that f(V) = rf, consider an arbitrary minimal dominating function g for 
T. We will construct two functions h and h’ (neither of which is necessarily 
dominating) such that 
g(V) = h(V) = h’(V)rf(V). 
This will imply that f is a minimal dominating function with largest weight so that 
An ordered pair of vertices (u, v) will be called a ‘%-pair” if u is the parent of 
v in T, u is labelled z and v is labelled i. To construct the function h from g, consider 
the set C of all zi-pairs (u, v) with g(u) + g(v)> 1. Of course C might be empty. 
However if C#0, select a member (u, v) E C. Since g(u) +g(v)> 1 and g(u)< 1, we 
must have g(v)>O. By Lemma 1.1 there is some w~N[v] with g(N[w])= 1. This w 
cannot be u nor v, since g(N[v])> 1 and g(N[u])> 1. Thus, w must be a child of 
v (see Fig. 6). Also, w must have label z and must have a child x with label i by 
Lemma 5.2. 
We first define h on the vertices U, v, w and x by 
h(u) = g(n), h(v) = 0, 
h(w) = g(w), h(x) = g(x) + g(u). 
We perform this transfer once for each member (u, v) E C. 
Once all transfers have occurred we define h(y) = g(u) for all y not yet assigned 
a value. We claim this process yields a well-defined function h. To see this, note that 
the only vertices y for which h(y) is defined differently than g(y) are vertices with 
label i. But each vertex labelled i is contained in at most one zi-pair. Finally, this 
zi-pair participates in at most one transfer since the sum of its g values must either 
label 
Fig. 6. 
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be greater than 1 (and so the pair belongs to C), or less than or equal to 1 (and so 
the pair has at most one parent &pair that might transfer into it). 
It is now clear that h is a function on the vertices of Tsuch that h(l/) = g(V). Next, 
note that if (u, u) belongs to C, then h(u) + h(o) = g(u) I 1. Also if a zi-pair has value 
transferred into it, such as (w,x) in Fig. 6, we must have h(w) + h(x) I g(N[wl) = 1. 
Hence for any zi-pair (u, u), we have h(u) + h(u) I 1. It is also clear that 01 h(Y) I 1 
for all Y. 
Next, for each vertex u having label z, associate with it one of its children labelled 
i. We define the function h’ by 
h’(u) = 0, if u has label z, 
h’(o) = h(u) + h(o), if u has label i and is associated with u, 
h’(Y) = h(Y), if y is not associated with any vertex. 
Then h’(V)=h(V) and 
h’(u) = 0 =f(u), if u has label z, 
h’(u)<1 =f(u), if u has label i. 
We have established that g(V) = h(V) = h’(V)~f(l/), completing the proof of the 
theorem. 0 
We mention that one of the referees of this paper has suggested an alternate ap- 
proach for establishing G(T) = T(T) which we outline. One first argues that G(G) 
occurs as a vertex in the polyhedron defined by A4x? 1 and 05~;~ 1, where M is 
the closed neighborhood matrix of G. Then one observes that when G is a tree, this 
matrix is balanced (see [lo] or [12]). Finally, one uses this to argue that the vertex 
must be integer, and so Tf(T)=T(T). 
To obtain the remainder of the equation in Theorem 5.1, we would note that 
& =r for bipartite graphs (Cockayne et al. [6]) and hence for trees, obtaining 
Tf(T) = T(T) = PO(T) for any tree T. Furthermore, since there exists a linear-time 
algorithm for computing PO on trees (Mitchell et al. [13]), it follows that Tf(T) can 
be computed in linear time when T is a tree. 
6. Future work 
We have just started the study of Upper Fractional Domination. Besides trees, we 
have also shown that r,=r=& for cycles and simplicial graphs [4], and are in- 
vestigating other classes of graphs. The circumstances that lead to r<r, are also 
being studied. As noted, the study of fractional variations for other graph 
parameters has also begun. There is much work to do in this area. Finally we wish 
to thank the referees for valuable suggestions. 
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