ABSTRACT Difference systems of sets (DSS) and frequency-hopping sequences (FHS) are two objects with many applications in wireless communication. Zero-difference balanced function (ZDBF) and near zero-difference balanced functions (NZDBF) are two types of functions which can be used to obtain optimal DSSs and FHSs. In order to obtain more optimal DSSs and FHSs, zero-difference function (ZDF) as a generalization of ZDBF and NZDBF was recently proposed. In this paper, four classes of ZDFs with good applications are given from some known ZDBFs. It is noticed that these ZDFs are neither ZDBFs nor NZDBFs. As a result, more optimal DSSs and FHSs with new flexible parameters are obtained.
most cases a ZDBF is equivalent to a partitioned difference family (PDF) which has been well studied since 1970. To see the differences between a ZDBF and a PDF, please refer to [2] . 
Definition 2: A function f from an Abelian group (A, +) to an Abelian group (B, +) is (n, m, S) zero-difference (ZD), if S = {λ

function is called an (n, m, S) zero-difference function (ZDF) if it is (n, m, S) zerodifference. A ZDF is cyclic if the group (A, +) is cyclic.
To generalize the concept of ZDBF, in [34] the authors recently proposed a concept called zero-difference function (ZDF) instead of a concept called generalized zero-difference balanced function (G-ZDBF). Since the concept of G-ZDBF [18] would lead to the misunderstanding that such G-ZDBF are really ''balanced''. Thus the concept of zero-difference (ZD) is preferred. Some ZDFs are constructed following the directions of ZDBFs (see [17] , [18] , [24] , [32] and the references therein). However the DSSs and FHSs from ZDFs are not always as good as those from ZDBFs. The conditions under which these objects VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ are optimal with respect to some bound, is well studied in [34] . This paper aims to obtain more optimal DSSs and FHSs with new flexible parameters from new ZDFs. The main contribution of this paper is twofold. Firstly, following the direction in [34] , four classes of ZDFs are constructed from the ZDBFs in [35] which also generalize the results in [4] , [32] . Secondly, we show that the DSSs and FHSs from ZDFs in the paper, are optimal with new flexible parameters.
The rest is organized as follows: In Section II, the construction in [35] is recalled, and then four classes of ZDFs are presented. Optimal DSSs and FHS are obtained in Section III. Section IV concludes this paper.
II. CONSTRUCTIONS OF ZERO-DIFFERENCE FUNCTIONS A. NOTATIONS
Let (R, +, ×) be a ring with an identity. R × denotes the set of all invertible elements in monoid (R, ×). char(R) denotes the characteristic of the ring R.
For a set A, define A * = A\{0} if A is a subset of an additive group. Operations on sets are defined as usual. For any two set A, B, A + B = {a + b | a ∈ A, b ∈ B} if a + b is well defined. For any element x and any set A, x + A = {x + a | a ∈ A}, xA = {xa | a ∈ A}. Similarly, A − B, x − A, Ax, A − x and A + x can be defined in this manner. Moreover,
A ⊕ B = (A ∪ B) \ (A ∩ B).
To resolve the ambiguity, several notions are defined. The size of a set S is denoted by |S|. Let f be a function from A to B. The set of all images is denoted by f (A) = {f (x) | x ∈ A}. The preimage of an element b ∈ B is denoted by f −1 (b) = {x ∈ A | f (x) = b}. The set of all preimages is denoted by PI(f ) = {f −1 (b) | b ∈ B}. The multi-set of sizes of all preimage is denoted by SP(f ) = {|S| | S ∈ PI(f )}. Using the language of combinatorics, a multi-set can be represented as {r For any function f over a group (A, +), any subset S of A and a ∈ A, define ZD S (f , a) = {x ∈ S | f (x + a) = f (x)}.
Obviously ZD S (f , 0) = S. If S = A, then ZD A (f , a) is also denoted by ZD(f , a).
Moreover, the set of all nonnegative integers is denoted by N. The set of all integers is denoted by Z. A finite field with q elements is denoted by F q .
B. TWO CLASSES OF KNOWN ZERO-DIFFERENCE BALANCED FUNCTIONS
In this subsection, we will recall some results in [33] , [35] .
Let (R, +, ×) be a ring of order n, and let G be a subgroups of (R, ×). Define S = {αG | α ∈ R} and S * = S \ {{0}}. The set of coset representatives of S and S * are denoted by L G and L * G , respectively. Then for any r ∈ R * , there exists a unique element α ∈ L * G such that r ∈ αG. Furthermore, If (G − 1) \ {0} ⊂ R × , then there exists a unique element g ∈ G such that r = αg. Consequently, the row indicator RI L * G and the column indicator CI L * G can be defined as follows:
For simplicity, the identity 1 is always selected as the representatives of G, i.e., RI L *
Moreover, RI L G can be defined in a similar way as follows.
Now the first class of known ZDBFs is given as follows. Proposition 1 [33, Theorem 1] : Let (R, +, ×) be a ring of order n, and let G be a subgroup of (R, ×). Suppose • [37, Theorem 1] : R = Z n and e 
f is an (n,
For later, let C 2 (n, e) denote these conditions:
, where e i are positive integers;
Note that the column indicator has the following property and due to this property, the second class of known ZDBFs can be constructed.
Lemma 1 [35, Lemma 1] : Let (R, +, ×) be a ring. Let G be an subgroup of (R, ×), such that
Proposition 2 [35, Theorem 1] : Let (R, +, ×) be a ring of order n, and let G, H be two subgroups of (R, ×).
and a function from R to T:
. If the following conditions hold:
e−1 +1, e−2) ZDBF, where e = |G|.
C. SOME CLASSES OF ZERO-DIFFERENCE FUNCTIONS
Inspired by Proposition 2, we construct the first class of ZDFs by releasing the condition |H | = |G| − 1. Remember that for (r 1 , x 1 ) ∈ (R, +) × (G, ×) and (r 2 , x 2 ) ∈ (R, +) × (G, ×), the group operation of (R, +) × (G, ×) treated as an additive group, is defined as 
ZDF, where e = |G| and d = |H |.
Proof: According to (3) of Proposition 1, we have
In the following, we will show that either ZD(f 1 ,
Firstly, we make a partition of R.
Note that f 1 (y + ) = f 1 (y) only if y + and y belong to the same R i where 1 ≤ i ≤ 4. Secondly, we have a discussion over ( r , x ) = (0, 1). Case 1. r = 0 and x = 1:
, if and only if, both x x = 1 and x = 1 hold. So
To sum up, when r = 0 and x = 1, we have
Case 2. r = 0 and x = 1:
In the above, the second identity is followed from Proposition 1.
. Both of them would lead to
Case 3. r = 0 and x = 1:
The second identity is followed from Proposition 1, and the last identity is followed from Lemma 1.
Finally, when = (0, 1), we have 
, +). 
, +). Applying the change point technic [34] to the functions in Theorem 1, more classes of ZDFs with new parameters will be shown in the rest of this section. Although more ZDFs with different parameters can be constructed by selecting different d, only two special cases are given for each class of ZDFs in each subsection.
1) REMAPPING ZERO INTO R 2
The second class of ZDFs is constructed by remapping (0, 1) to f 2 ((0, 1)).
Theorem 2: Using the notations in Theorem 1, define a function
If e ≥ 2 and
Proof: Using the notations in the proof of Theorem 1, we notice that , y and y + belong to the same
Hence (0, 1) and (0, −1 x ) would be the two additional solutions. Having the similar discussion with that of Theorem 1, for = (0, 1), we have
Letting d = e − 1, we have two corollaries for cyclic and noncyclic ZDFs. 
, +).
2) MAPPING ZERO INTO R 3
A lemma is introduced before the third class of ZDFs in the subsection.
Lemma 2 [34, Lemma 10] : Let (R, +, ×) be a ring and H be a subgroup of (R, ×).
Now the third class of ZDFs is constructed by remapping (0, 1) to f 2 (1).
Theorem 3: Using the notations in Theorem 1, define a function
Proof: Since the main difference between f 0 3 and f is over R 3 , the proof is the same as that of Theorem 1 in [34] .
Let 
3) MAPPING ZERO INTO R 4
We need some notations and lemmas to prove the fourth class of ZDFs. Define two notations:
For these two sets Q 1 , Q 2 , we have the following lemmas. Lemma 3: Let (R, +, ×) be a ring and G be a subgroup of (R, ×). Denote e = |G|. Then Proof: It is sufficient to show that
For any g ∈ G \ {1} such that ord(g) = 4, we have
Note that g 4 = (g 2 ) 2 = 1. We have f (r, x) , otherwise.
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Then f 0 4 is an (en, n + 
where
It is straight to check that x = (0, 1) is an additional solution when ∈ Q 1 and x = (− r , −1 x ) is an additional solution when ∈ Q 2 . It completes the proof by Lemma 3 and Lemma 4.
Let d = e. Then new ZDFs can be obtained by the following two corollaries. 
III. APPLICATIONS
Yi et al. [34] have given the conditions when the ZDFs have good applications, namely, constructing optimal DSSs and FHSs. We check which ZDFs have good applications by verifying whether their parameters satisfy those conditions. Hence many optimal DSSs and FHSs are obtained.
A. OPTIMAL DIFFERENCE SYSTEMS OF SETS
Let {D 0 , D 1 , . . . , D q−1 } be a set of disjoint subsets of an Abelian group (G, +). Denote |G| = n and |D i | = w i for every i. Then {D 0 , D 1 , . . . , D q−1 } is said to be an (n, {w 0 , w 1 , . . . , w q−1 }, λ) DSS if the multi-set
contains every nonzero element g ∈ G at least λ times. Moreover, a DSS is perfect if every nonzero element g appears exactly λ times in the multi-set just mentioned above. In applications, it is required that τ q (n, λ) = 
where SQUARE(x) denotes the smallest square number that is no less than x and x denotes the smallest integer that no less that x.
The following theorem shows that ZDFs can be used to obtain optimal DSSs.
Theorem 5 [34, Theorem 6]: If f is an (n, m, S) ZDF from A to B. Denote f (A)
is an (n, 
On the other hand, since 0 < d < n and n > 1, we have Example 3: Let n = 7, e = 6 and d = 3. Then an optimal (42, {3, 4, 5 7 }, 38) DSS D 3 is obtained from an (42, 9, {3, 4}) ZDF. {{12, 24, 6}, {25, 29, 9, 20, 10}, {0, 36, 18 16}, {23, 4}, {2, 19}, {11, 7}, {13, 26},   {38, 10}, {5, 28}, {31, 32}, {25, 17}, {12, 36, 30},   {0, 3, 27, 9}, {1, 35}, {33, 24, 21}, {22, 29} , {37, 8}, {34, 20}, {15, 6, 18}}. To summarize, some known optimal DSSs are listed in Table 1 , where C 1 (n, e) and C 2 (n, e) are defined in Remark 2. 
B. OPTIMAL FREQUENCY-HOPPING SEQUENCES
For any two sequences X , Y of length n over an alphabet B. The Hamming correlation H X ,Y is defined as
where h[a, b] = 1 if a = b, and 0 otherwise. Frequency-hopping sequences (FHS) are the sequences such that the hamming autocorrelation is as small as possible. Lempel and Greenberger gave a lower bound in 1974 [20] , [20] . Let (n, m, λ) denote an FHS X of length n over an alphabet of size m with λ = H (X ). An FHS is optimal if the bound in Lemma 6 is met.
Lemma 6 [20] : For any FHS X of length n over an alphabet of size m, define
where is the least nonnegative residue of n modulo m and x denotes the smallest integer that no less that x. Theorem 11 [34, Theorem 9] : Let f be an (n, m, S) ZDF over a cyclic group (A, +). Then
is an (n, m, λ) FHS, where a is a generator of A and λ = max x∈S x. Moreover, the FHS T is optimal if and only if
where C = and n = km + with 0 ≤ < m. Remark 7: 0 ≤ λ − C always holds according to Lemma 2 in [34] .
Using the above result, all the cyclic ZDFs in the paper are checked and thus many optimal FHSs are obtained.
Theorem 12: Let f be an (en, n + 1 +
Proof: Let N = en and M = n + 1 + n−1 d . Suppose N = qM + r with 0 ≤ r < M . Then it is easy to check that
In this case,
if and only if
. It completes the proof by Theorem 11. However, the conditions in Theorem 12 are difficult to verify. In the following, some special cases, with respect to δ = e − d, are given. Corollary 9, Corollary 10, Corollary 11, Corollary 12 and Corollary 13 are corresponding to the cases where δ = 0, 1, 2, 3, 4, respectively. For δ > 4, it is hard to give a simple expression of the conditions that lead to optimal FHSs. To determinate k, we consider the relation between M 2 and M 1 . Obviously, we have M 2 = e(d + n − 1) > 0 and M 2 ≤ 2M 1 , i.e., e(d + n − 1) ≤ 2(dn + d + n − 1) which is followed from e(n − e) + 2(n − 1) + 3e ≥ 0 where n − 1 > 0, n > e and e > 0.
has only two possible values, namely 1 and 2.
Assume that e 2 −3e+3−n < 0 which implies M 2 −M 1 = e 2 − 3e + (n − 1) > 0. Hence k = 1 and we have
Therefore the FHS T is optimal. Conversely, it follows from Theorem 12 that
As we mentioned above, k = 1 or k = 2. If k = 2, then considering e ≥ 2 and e 2 − 3e + (n − 1) > 0, we have
So we only have k = 1 and consequently, 6, 14, 16, 3, 5, 12, 11, 2, 12, 13, 13, 2, 1, 7, 15, 4, 10, 6, 9, 3, 7, 9, 14, 4, 8, 1, 8, 4, 14, 11, 7, 3, 9, 8, 10, 4, 15, 5, 1, 2, 13, 15, 12, 2, 11, 10, 5, 3, 16, 16, 6 − (n + 7)e + 6n + 10 ≤ 0, e 3 − (n + 9)e 2 + (7n + 24)e − (6n + 22) < 0. 7, 7, 14, 8, 18, 16, 15, 5, 8, 14, 17, 21, 13, 21, 8, 2, 1, 8, 8, 15, 9, 19, 17, 3, 12, 9, 15, 18, 14, 6, 14, 5, 11, 1, 9, 9, 16, 10, 20, 3, 17, 13, 10, 16, 19, 15, 7, 4, 10, 12, 1, 10, 10, 17, 11, 4, 19, 18, 6, 11, 17, 20, 16, 2, 16, 11, 13, 1, 11, 11, 18, 2, 14, 20, 19, 7, 12, 18, 21, 4, 9, 17, 12, 6, 1, 12 , 12, 4, 13, 15, 21, 20, 8, 13, 19, 3, 18, 10, 18, 13, 7, 1, 13, 5, 20, 6, 16, 14, 21, 9, 6, 3, 15, 19, 11, 19, 6, 8, 1, 2, 6, 21, 7, 17, 15, 14, 10, 5, 21, 16, 20, 12, 20, 7, 9 }. Magma program [16] shows that 6665 optimal FHSs and 674 optimal FHSs are obtained by Corollary 9 and Corollary 13 for n ≤ 5000, respectively.
Theorem 13: Let f be an (en, n +
. Then the FHS T in (6) is an optimal (en, n + n−1 d , λ) FHS if and only if one of the following conditions holds:
We have the following optimal FHSs for δ = 1, 2, 3, 4, 5. For δ > 5, the expression of the conditions that lead to optimal FHSs, is very complicated. 1, 6, 14, 16, 2, 5, 12, 11, 3, 12, 13, 13, 2, 0, 7, 15, 1, 10, 6, 9, 3, 7, 9, 14, 3, 8, 0, 8, 4, 14, 11, 7, 4, 9, 8, 10, 2, 15, 5, 0, 1, 13, 15, 12, 4, 11, 10, 5, 1, 16, 16, 6 4, 6, 4, 9, 12, 8, 7, 4, 8, 2, 0, 5, 7, 5, 10, 3, 9, 8, 5, 1, 9, 0, 6, 8, 6, 11, 4, 10, 9, 2, 10, 10, 0, 7, 9, 7, 12, 5, 11, 2, 7, 11, 11, 0, 8, 10, 8, 3, 6, 2, 11, 8, 12, 12, 0, 9, 11, 9, 4, 1, 3, 12, 9, 3, 3, 0, 10, 12, 10, 1, 8, 4, 3, 10, 4, 4, 0, 11, 3, 1, 6, 9, 5, 4, 11, 5, 5, 0, 12, 2, 12, 7, 10, 6, 5, 12, 6, 6, 0, 1, 5, 3, 8, 11, 7, 6, 3, 7, 7 }. Note that in Theorem 13, the parameters of the ZDF implies that d is odd. Magma program [16] shows that 431 optimal FHSs are obtained by Corollary 18 for n ≤ 5000.
Theorem 14: Let f be an (en, n+
We have the following optimal FHSs for δ = 3, 4, 5. For δ > 5, the expression of the conditions that lead to optimal FHSs, is very complicated. 1, 5, 18, 19, 17, 4, 19, 10, 18, 14, 6, 23, 22, 19, 14, 1, 8, 21, 5, 10, 13, 21, 31, 22, 31, 4, 29, 29, 10, 19, 1, 0, 6, 4, 20, 18, 5, 20, 11, 4, 15, 7, 24, 23, 20, 2, 27, 9, 22, 6, 11, 14, 22, 32, 23, 32, 5, 30, 30, 11, 1, 24, 0, 7, 5, 21, 4, 6, 21, 12, 5, 16, 8, 25, 24, 3, 16, 28, 10, 23, 7, 12, 15, 23, 33, 24, 33, 6, 31, 31, 2, 21, 25, 0, 8, 6, 22, 5, 7, 22, 13, 6, 17, 9, 26, 2, 22, 17, 29, 11, 24, 8, 13, 16, 24, 19, 25, 19, 7, 32, 1, 13, 22, 26, 0, 9, 7, 23, 6, 8, 23, 14, 7, 18, 10, 3, 26, 23, 18, 30, 12, 25, 9, 14, 17, 25, 20, 26, 20, 8, 3, 33, 14, 23, 27, 0, 10, 8, 24, 7, 9, 24, 15, 8, 4, 3, 28, 27, 24, 4, 31, 13, 26, 10, 15, 18, 26, 21, 27, 21, 2, 19, 19, 15, 24, 28, 0, 11, 9, 25, 8, 10, 25, 16, 9, 3, 12, 29, 28, 25, 5, 32, 14, 27, 11, 16, 4, 27, 22, 28, 2, 10, 20, 20, 16, 25, 29, 0, 12, 10, 26, 9, 11, 26, 17, 1, 6, 13, 30, 29, 26, 6, 33, 15, 28, 12, 17, 5, 28, 23, 1, 23, 11, 21, 21, 17, 26, 30, 0, 13, 11, 27, 10, 12, 27, 2, 11, 7, 14, 31, 30, 27, 7, 19, 16, 29, 13, 18, 6, 29, 3, 30, 24, 12, 22, 22, 18, 27, 31, 0, 14, 12, 28, 11, 13, 2, 4, 12, 8, 15, 32, 31, 28, 8, 20, 17, 30, 14, 4, 7, 3, 25, 31, 25, 13, 23, 23, 4, 28, 32, 0, 15, 13, 29, 12, 3, 29, 5, 13, 9, 16, 33, 32, 29, 9, 21, 18, 31, 15, 5, 3, 31, 26, 32, 26, 14, 24, 24, 5, 29, 33, 0, 16, 14, 30, 1, 15, 30, 6, 14, 10, 17, 19, 33, 30, 10, 22, 4, 32, 16, 2, 9, 32, 27, 33, 27, 15, 25, 25, 6, 30, 19, 0, 17, 15, 2, 14, 16, 31, 7, 15, 11, 18, 20, 19, 31, 11, 23, 5, 33, 3, 7, 10, 33, 28, 19, 28, 16, 26, 26, 7, 31, 20, 0, 18, 1, 32, 15, 17, 32, 8, 16, 12, 4, 21, 20, 32, 12, 24, 6, 2, 18, 8, 11, 19, 29, 20, 29, 17, 27, 27, 8, 32, 21, 0, 1, 17, 33, 16, 18, 33, 9, 17, 13, 5, 22, 21, 33, 13, 25, 1, 20, 4, 9, 12, 20, 30, 21, 30, 18, 28, 28, 9, 33, 22 }. Note that in Theorem 14, the parameters of the ZDF implies that d is even. Magma program [16] shows that 700 optimal FHSs are obtained by Corollary 21 for n ≤ 5000. Example 12: Let n = 13, e = 3 and d = 2. Then an optimal (39, 19, 2) FHS T 6 is obtained from a (39, 19, {1, 2}) ZDF, namely, T 6 = { 8, 8, 18, 2, 12, 17, 6, 13, 15, 5, 11, 13, 1, 0, 9, 4, 9, 10, 3, 18, 14, 3, 7, 12, 4, 10, 0, 1, 17, 7, 5, 16, 16, 6, 14, 8, 2, 15, 11 }. To end this subsection, we summarize some known optimal FHSs in Table 2 .
IV. CONCLUSION
We generalized a class of ZDFs and obtained many ZDFs with flexible parameters. Applying the change point technic to those ZDFs, more ZDFs were constructed. Then we showed that most of the ZDFs proposed in this paper could lead to optimal DSSs and FHSs if appropriately choose the parameters of ZDFs.
For the application of FHS, other theoretical bounds are introduced in [25] , [28] and FHSs with low-hit-zone or nohit-zone [26] are concerned. In the future, we will investigate those ZDFs leading to FHSs meeting some of the bounds.
