Abstract. This paper presents parameter design methodology and related optomechanical engineering of a 905-nm diode-laser biaxial, eye-safe lidar ceilometer prototype for cloud-height monitoring. Starting with a brief review of the state-of-the-art ceilometer technology, acceptable parameter ranges are identified for the key system parts. Parameter tuning is achieved by imposing goal criteria on the simulated signal-to-noise ratio and laser-telescope overlap factor. The system is based on a low-cost pulsed semiconductor laser, low-cost Fresnel-lens telescope, a low-noise-equivalent power avalanche-photodiode optoelectronic receiver, and collimating/ focusing adjustable parts. Finally, preliminary test measurements are presented.
Introduction
Lidar technology based on ceilometers enable high resolution (distance and time) determination of cloud-base heights and are commonly used in airports to ensure air traffic safety, 1 as well as in weather and scientific stations. Several commercial models are presently available in the market. Their operating principle normally entails the emission of laser pulses at high repetitionfrequency rates and with low energy content, obtaining the signal-to-noise (SNR) ratios required for data inversion and/or real-time data processing through pulse averaging. 2 This configuration has enabled the development of small-sized and eye-safe lidar ceilometers, which cost less than conventional lidar systems. Despite these achievements, major shortcomings are presented in the scientific literature concerning the methodologies applied to the design of these instruments. Most work is based on the final specifications of the ceilometers, while the finer details of the optomechanical solutions that have been implemented are commonly not discussed as they may well involve commercial/industrial interests and/or patented results.
The prototype developed by the authors is conceived as an affordable and eye-safe instrument, capable of determining rain-cloud heights, and operates as a cooperative sensor for storm forecasting. A maximum range of 7.5 km is considered sufficient for these purposes. Similar detection ranges can be found in commercial ceilometers. [3] [4] [5] [6] [7] [8] [9] A biaxial configuration is chosen because of its greater simplicity and since the aim is not the detection of surface fogs.
The paper is largely design and methodologically oriented with special emphasis on the design and prototype engineering of both the optical and mechanical aspects concerning the ceilometer emission and receiving subsystems.
Step-by-step applied-design methodology is presented. Section 2 presents the most relevant design parameters of a lidar ceilometer. Section 3 presents the simulations carried out to assess the prototype design parameters. Section 4 is devoted to the main core of the prototype design and covers both the emission and receiving subsystems. In Sec. 5, the constructed prototype and the first-test measurements are presented. Finally, Sec. 6 gives concluding remarks.
State-of-the-Art: Design Parameters
In what follows we present the main variables that must be taken into account in order to design a lidar ceilometer with the desired performance. To that aim we divide the section into three parts. In the first two parts, the design parameters of the emission and receiver subsystems are respectively discussed. In the third, two possible ceilometer configurations are discussed.
Emission Subsystem
Commercial lidar ceilometers usually use pulsed laser diodes, with wavelengths of around 900 nm and repetition frequencies of a few kHz, as light sources. The main advantages are the low-cost of laser diodes, their ease of operation, and the extensive availability of photodetectors at these wavelengths. The duration of the laser pulses is usually between τ L ¼ 10 and 150 ns 2, 10 and the sampling frequencies (f s ) between 20 and 100 MSps (10 6 samples per second) with an equivalent detection time τ d ¼ 1∕ðf s Þ, all of which enables spatial resolutions
11 between 3 and 30 m. 12, 13 As mentioned above, while the low-cost laser diodes are the predominant solution in commercial systems, it should also be noted the development of some instruments based on solid-state lasers, including the Jenoptik CHM15k model, 7 whose transmission source is a 1064 nm Nd∶YAG laser.
Emission wavelength, λ
As for eye-safe wavelengths (∼1.5 μm in Ref. 14) , some experimental prototypes have been designed 15 and even some commercial models 16 based on Erbium-doped glass laser. While at 1.5 μm it is possible to significantly increase the energy emitted and meet eye-safety requirements, its application is limited because of the scant availability of photodetectors, generally InGaAs-APD with very small diameters (d D ≤ 200 μm) and low detectivities. 17 For these reasons the preferred option is a 905 nm design.
Energy pulse characteristics
Since commercial lidar ceilometers normally use laser diodes of high pulse repetition frequency (PRF) with energies in the interval between 1 and 10 μJ, 2, 18 eye-safety at 900-nm wavelength is ensured by expanding the laser-beam with a consequent reduction of radiant exposure (J m −2 ). The expansion optics also enables minimization of laser-beam divergence, which in laser diodes has an elliptical shape and values of the order of 10 × 30 deg, to a few milliradians.
Receiving Subsystem
A classical ceilometer receiving subsystem consists of four main elements:
• Optics to capture and focus the backscattered lidar signal, where the primary lens (system aperture) usually has a diameter (d 0 ) ranging between 100 and 200 mm.
2,5
• Interference filter (in the nm range) to select the radiation at the wavelength of interest.
• Photodetector module responsible for transducing the light into an electrical signal. At 900 nm this usually consists of the combination of a silicon avalanche-photodiode (Si-APD) and a transimpedance amplifier (TIA). Using Si-APDs, intrinsic responsivities (R io ) between 0.30 and 0.62 A∕W can be obtained, at a much lower cost than photomultiplier tubes (PMT), corresponding to quantum efficiencies (QE) between 40% and 85%, 19 with gains (M) commonly ranging between 30 and 250. The noise-equivalent power of the module (NEP m ) is proportional to the square root of the photosensitive detector area (diameters between 0.25 and 5 mm) and to the bandwidth B N of the photodetector module. 17 The NEP m commonly takes values from 20 to 700 fW Hz −1∕2 in Ref. 20 .
• Diaphragm aperture working as a spatial filter, to achieve both a large field of view and a high background-rejection ratio. 
Field of view
The field of view must be greater than the laser-beam divergence so that the atmospheric cross-section illuminated by the laser is fully seen within the receiver field of view (FOV). The FOV in commercial ceilometers is usually between 0.5 and 5 mrad (half-angle). For final specification of this parameter account should be taken of the fact that narrow fields of view reduce background-radiation and the effects of multiple scattering, while for higher values full overlap is achieved at low elevations and alignment between the emission and reception axes of the system is facilitated.
Ceilometer Configuration
When conceptualizing a lidar ceilometer, one of the key parameters for assessment of its detection capacity is the measurement range or distance interval in which the clouds can be detected. Two ceilometer "families" can be distinguished in terms of their maximum range:
• Systems, such as the All Weather, Inc. model 8339, 3 the Eliasson Engineering CBME80 model, 4 or the Vaisala CL31 ceilometer, 5 which measure up to an approximate altitude of 7.5 km. (The citation of instruments or manufacturers does not constitute an endorsement or preferential treatment by the authors or by the project funding entities.)
• Specially designed systems for high-altitude cirrus detection with a maximum range between 12 and 15 km. Such systems include the All Weather, Inc. model 8340, 6 the Jenoptik CHM15k model, 7 or the Vaisala CL51. 8 The minimum sounding range of the instrument depends fundamentally on whether it has a coaxial or biaxial configuration. Coaxial ceilometers have a single emission-reception axis with the laser-beam always within the FOV of the telescope. This enables detection from elevations of virtually zero and is extremely useful for monitoring low altitude phenomena. However, a coaxial configuration has the drawback of internal optical cross talk, which means electronic compensation systems have to be incorporated as in Vaisala's CT25k model, 9 or the development of ad-hoc optical solutions as in the Vaisala CL31, 5 which incorporates a special lens with an outer area responsible for focussing backscattered light onto the photoreceptor and a central area responsible for laser-beam collimation. In contrast, one of the characteristic features of biaxial ceilometers is their different emission and reception optical axes. Biaxial configuration avoids the problem of optical cross talk but is optically not as efficient as the coaxial solution. As it is shown in Fig. 1 , the overlap function depends on the receiving FOV ϕ, diameter of the telescope's objective lens (or mirror) d 0 , divergence of the emitted laser-beam θ, laser-output aperture W 0 , and on the distance d i and tilt angle δ between the two axes.
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The state-of-the-art technological values discussed so far are summarized in Table 1 . Fig. 1 Biaxial configuration scheme for a lidar ceilometer. R io stands for the initial range at which partial overlap between the laser-beam and the telescope's FOV begins. R OVF is the starting range of full overlap.
Performance Assessment
In this section, a link-budget simulation has been developed to tune the ceilometer design parameters within the design intervals of 
where α and β stand, respectively, for extinction and backscatter, and superscripts tot, aer and mol are reminders for total, aerosol, and molecular components. Fig. 2 Simplified optoatmospheric model for the total extinction (aerosol þ molecular components) and total backscatter parameters at a wavelength of 905 nm. The model 11, 23 uses a "standard-clear" homogeneous atmosphere (α aer ¼ 0.087 km −1 , β aer ¼ 3.8 × 10 −3 km −1 sr −1 ) inside the boundary layer (0 to 3 km height) and locates a light-water cloud (α aer ¼ 10 km −1 , β aer ¼ 0.5 km −1 sr −1 ) layer in the 7.5 to 7.75 km range. A constant molecular background (α mol ¼ 1.6 × 10 −3 km −1 , β mol ¼ 1.9 × 10 −4 km −1 sr −1 ) is also used.
Signal-to-Noise Ratio Simulations
The expression of the SNR for a typical APD and TIA combination is given by 24 
SNRðRÞ
in units of ½V∕V, where R io ½AW −1 is the APD current intrinsic responsivity, M is the APD multiplication factor, G T ½Ω is the receiver transimpedance gain, ξ 0 is the total transmission factor of the receiving optics at the design wavelength λ 0 [ξ 0 ¼ ξðλ 0 Þ], PðRÞ½W is the backscattered signal power, ξðRÞ is the overlap factor (OVF), and σ 2 sh;s , σ 2 sh;d and σ 2 th are the photo-induced shot noise, the dark-shot noise and the thermal-noise, respectively ½V 2 Hz −1 , and B N ½Hz is the equivalent noise bandwidth in reception.
These noise spectral densities are computed as follows,
all in units of ½V 2 Hz −1 , where F is the excess-noise-factor, P back ½W is the background-radiance power, I ds ½A is the APD surface dark current, I db ½A is the APD bulk dark current, σ 2 th;i ½A Hz −1∕2 is the amplifier input noise current density and q½C is the electron charge. All other variables have already been presented.
The return power component is computed from the well-known single-scattering form of the elastic lidar equation, 23 PðRÞ ¼ K s UðRÞ;
with
where βðRÞ½m −1 sr −1 is the total atmospheric volume backscattering coefficient, R½m is the range, and αðRÞ½m −1 is the total atmospheric volume extinction coefficient. The system constant K s ½W m 3 is a key parameter for determining the performance of a lidar system and allowing easy comparison with other instruments, is given by
where E 0 ½J is the energy emitted per laser pulse, A r ½m 2 is the effective receiver area, and c½ms −1 the speed of light.
The background-radiance power component accepted by the receiving optics is computed as
where L b ½Wm −2 nm −1 sr −1 is the sky background spectral radiance and K b ½m 2 nm sr is defined here as the background-radiance system constant given by
where Ω r ½sr is the receiver-system acceptance solid angle [Ω r ¼ π sin 2 ðϕÞ ∼ πϕ 2 (i.e., ϕ ≪ 0), 25 ] and Δλ½nm is the interference filter bandwidth.
The noise-equivalent power of the photoreceiver module is computed as
in units of ½W Hz −1∕2 , where all other variables have already been presented. Substituting Eqs. (4), (7), (10), and (12) into Eq. (3) and operating, the following expression is obtained for the SNR,
where a full OVF, ξðRÞ ¼ 1 has been assumed. After averaging N signal pulses, the SNR improves by a factor ffiffiffiffi N p provided that the noise realizations are independent and the atmosphere stationary within the integration time. That is,
where
and S p is a scaling parameter computed as
where N is the number of integrated pulses and B N the noise-equivalent bandwidth in reception. In Eq. (14) the SNR is expressed as a function of five parameters, where K 0 s and K 0 b are characteristic constants of the lidar system while NEP m , R io , and F are variables that only depend on the receptor module used. It is worthy to note that in order to increase the SNR one can increase the number of integrated pulses but one can also decrease the noise-equivalent bandwidth.
As stated in Sec. 2, the photodetector module in this prototype is a combination of a Si-APD and a TIA. The photosensitive surface typically has diameters (d D ), ranging from 0.25 to 5 mm ( Table 1 ). The equivalent bandwidth B N of the photodetector module must be greater than 2.5 MHz in correspondence with the specified range resolution ΔR < 30 m (Table 1) , assuming a pulse duration of τ l ≥ 10 ns (Table 1 ) and a sampling frequency of f s ¼ 2B N (Nyquist criterion).
The chosen photodetector module is the Hamamatsu C5331 to 04 model, 27 with photosensitive diameter d D ¼ 3 mm, noise-equivalent power (NEP m ) of 400 fWHz −1∕2 , and intrinsic responsivity (R io ) equal to 0.327 A∕W. The excess-noise-factor (not specified by the manufacturer) is estimated at F ¼ 2.77, where the empirical formula F ¼ M x28 has been applied, with M ¼ 30 being the gain 27 and x ¼ 0.3 the excess noise index. 29 The commercial photodetector module has a bandwidth of 80 MHz. As the SNR is inversely proportional to the square root of the bandwidth [Eqs. (14) and (15)] one can improve the SNR by applying a low-pass digital filter to the receiver output signal. In the simulations presented next a filter cut-off frequency, f c ¼ 3 MHz is used, which yields a noise-equivalent bandwidth, B N ¼ 3 MHz in Eq. (15) . Similar bandwidths are used by other commercial ceilometers. 5 From Eq. (15), a scaling parameter S p ¼ 0.224 is obtained with B N ¼ 3 MHz and N ¼ 150; 000 signal pulses averaged. The latter value corresponds to an observation time equal to 30 s (temporal resolution used by the ceilometer network of the German Meteorological Service) 30 and a typical PRF equal to 5 kHz. A spectral radiance of L b ¼ 10 −2 Wm −2 nm −1 sr −1 at 905-nm wavelength, corresponding to the diffuse component of typical background-radiance, has been assumed. 11 In the SNR simulations presented below the system constant K 0 s and the background-radiance system constant K 0 b have been tuned according to the variants shown in (4) to (6)]. A typical receiving optics transmission factor ξ 0 ¼ 0.4 is assumed in all the variants. Figure 3(a) shows the simulations of the SNR for variants 1 to 6 of Table 2 . Also represented is the value SNR goal ¼ 5. This threshold has been considered sufficient to apply an automatic cloud detection algorithm. For example, the STRAT algorithm 31 uses a SNR threshold equal to 3 to determine where the signal is strong enough to extract information. It can be seen that for all variants the SNR progressively decreases over the 0 to 3 km range, corresponding to the planetary boundary layer (PBL). At the end of the PBL, a sharp fall in SNR can be observed as result of the disappearance of Mie backscattering, with only the component of molecular origin remaining. Likewise, the SNR peaks can be observed at an altitude of 7.5 km, corresponding to the light water cloud simulated at this range. These peaks can be seen in greater detail in Fig. 3(b) .
A clear correlation can be observed in Fig. 3(b) between the SNR peak due to the cloud and the system constant K 
Overlap Factor Simulations
The OVF is defined as the fraction of the illuminated atmospheric cross-section at a distance R that is viewed by the receiving optics, 11 ξðRÞ ¼ Afr T ½R; WðRÞ; dðRÞg πW 2 ðRÞ ;
where A½m 2 is the area overlap function, r T ðRÞ½m is the radius of the receiver-optics FOV in the target plane, WðRÞ½m is the radius of the laser pulse in the target plane, and dðRÞ½m is the separation of the emission and reception axes in the target plane. It is worthy to note that we have calculated the OVF by taking into account only geometrical factors on the illuminated atmospheric target plane. In this reasoning we assume that the entrance pupil of the telescope is the telescope aperture (i.e., the imaging properties of the receiving optics do not affect the OVF or, in other words, the OVF can indistinctly be computed at the atmosphere plane or at the detector plane. See also Sec. 
where all the parameters have been presented in Sec. 2 and Fig. 1 . The geometry of a biaxial lidar is shown in Fig. 4 when the emission and reception axes are divergent (δ < 0) and convergent (δ > 0). It can easily be deduced that to achieve full overlap the following expression must be satisfied
from which it is clear that the half-angle FOV, ϕ, must be greater than the laser-beam divergence, θ, and that they can only take equal values when the two axes are parallel.
In the following simulations a study is carried out on the variation of the OVF, Eq. (17), with the receiving FOV, ϕ, the laser-beam divergence, θ, and the tilt angle, δ, according to the values given in Table 3 . Values ranging from ϕ ¼ 1 to 5 mrad (Table 1) are considered for the FOV. Similarly, laser-beam divergences (θ) between 0.75 and 4.75 mrad are assumed, though in all the variants the condition ϕ > θ is met. For the tilt angle δ, the cases of parallel (δ ¼ 0 mrad) and convergent (δ ¼ 1 mrad) optical axes are considered. The case of divergent optical axes is not considered, as it is clear from Fig. 4 that the range of full overlap R OVF is lower when the axes converge than when they diverge.
For all variants an effective radius of the receiving optics of r 0 ¼ 75 mm (Sec. 3.1) is assumed, as well as a distance between axes of d i ¼ 150 mm and a transmitter output Table 2) .
laser-beam radius of W 0 ¼ 150 μm, which is a standard value in laser diodes. The value of the distance between axes d i is set bearing in mind that, on one hand, minimizing this distance is of interest because the range of full overlap R OVF lowers when d i decreases. 11 On the other hand, d i must be greater than the sum of the radii of the receiving optics, r 0 ¼ 75 mm (Sec. 3.1) and emission optics, r e ¼ 25 mm (Sec. 4). To regulate this distance a translational platform is used in the designed ceilometer prototype. Figure 5 represents the OVF simulations, which correspond to totally parallel emission and reception optical axes (i.e., δ ¼ 0 mrad). In this case, full overlap is achieved provided the FOV is greater than the laser-beam divergence, ϕ > θ, as established for all the variants considered. When the value of the divergence approaches the FOV (variants 1 0 , 4 0 , and 6 0 ), full overlap is achieved at further ranges, between 200 and 300 m. The lowest range of full overlap, R OVF ¼ 20 m, is achieved for the combination of a wide FOV, ϕ ¼ 5 mrad, with a narrow laser-beam divergence, θ ¼ 0.75 mrad (variant 3 0 ). (Table 3) . Tilt angle δ ¼ 0 mrad (parallel axes). Figure 6 shows the OVF simulations when the optical axes have a misalignment, δ ¼ 1 mrad (i.e., convergent axes). For variants 1 0 , 4 0 , and 6 0 the difference between the FOV and laser-beam divergence is δ > ϕ − θ and Eq. (18) is not satisfied. In these cases, full overlap is only achieved for an interval of ranges between approximately 60 and 200 m, while at further ranges the overlap is partial. For the remaining variants (δ < ϕ − θ) full overlap occurs at closer ranges than when the optical axes are totally parallel (δ ¼ 0 mrad), with the most favorable case being
To select the most adequate FOV ϕ, it needs to be borne in mind that low FOV values allow reduction of the background-radiation whereas high values in combination with narrow laser divergences, allow low ranges of full overlap. In addition, for high FOV figures it is possible to use large-area APD's, an option that is preferred in order to avoid high-precision focusing onto the receiving detector. For the above reasons, a relatively high FOV (around 5 mrad) is chosen to permit low-range operation, while background-radiation rejection is achieved by using a narrowband interference filter. The laser divergence has to be minimized (θ < 2.75 mrad) to reduce the height of full overlap, but considering the trade-off that this parameter was on the eye-safety considerations discussed in Sec. 4. As in the previous simulations, it is obtained that the lowest range of full overlap corresponds to a tilt angle of δ ¼ 1 mrad. In the prototype a gimbal device has been implemented to adjust this angle (Table 4 ).
Optomechanical Overview
The optomechanical configuration of the lidar ceilometer prototype developed by the authors is presented below. The final specifications of this configuration correspond to the results of the parametric simulations discussed in Sec. 3. The system specifications of our ceilometer prototype are summarized in Table 4 .
Emission Subsystem
The emission source used is a 3B-class InGaAs 905 nm wavelength, 1.76 μJ-pulse energy, 5 kHz rep. rate laser diode characterized by a high divergence. In order to avoid an overspill in emission power, a convergent lens has been used at the laser-output to reduce the emission divergence down to 2.27 mrad, a lower figure than the receiver FOV (ϕ ¼ 4.92 mrad, Table 4 ). To ensure an eye-safe system this convergent lens has been selected in accordance with IEC-60825 standard. 14 Considering the conservative hypothesis of a point laser source, the output laser-beam must meet the following three requirements in order not to exceed the Maximum Permissible Exposure (MPE) value:
• Human eye exposure to any laser pulse must be no higher than the MPE level for a single pulse,
where the correction factor C 4 ¼ 2.57 for λ ¼ 905 nm is given in Ref. 14. (Table 3) . Tilt angle δ ¼ 1 mrad (convergent axes).
• Mean exposure to laser pulse train of duration T must be no higher than the MPE level for a single pulse of duration T,
where a typical value T ¼ 10 s has been used. 14 So, the exposure for a single pulse is
where N ¼ 5 · 10 4 is the number of pulses for a duration T assuming PRF ¼ 5 · 10 3 Hz (Table 4) .
• Exposure to any single pulse of the pulse train must be no higher than the MPE level for a single pulse multiplied by a correction factor N −0. 25 . Factor N −0.25 is aimed at correcting the threshold for high repetition rates. That is, 
From Eqs. (19) to (22) above, it is obvious that Eq. (22) gives the most restrictive MPE (energy density threshold). Combining this MPE threshold with the 1.76 μJ laser-output energy (Table 4) , it is found that the output laser-beam aperture radius must be greater than 25.5 mm. The ceilometer uses a standard-size convergent lens of 50 mm diameter placed at f e ¼ 75 mm from the diode laser window as the effective emission aperture. Therefore, the laser spot size on the effective emission aperture is
where r se is the laser spot radius on the convergent lens (effective emission aperture), f e ¼ 75 mm (Table 4) is the convergent lens focal distance, and θ ⊥ ¼ 20 deg is the laserbeam maximum divergence. The resultant system is therefore eye-safe although, since a standard-size of lens has been chosen, slight energy losses occur in transmission as the laser-beam section is slightly larger than the selected lens. It should be mentioned that since the transverse distribution of the laser light is Gaussian, losses will be lower than the nominal ones predicted assuming uniform illumination (∼16%). Figure 7 is a sketch of the designed receiving optical system, which is used to focus the backscattered light onto the photodetector surface, a Hamamatsu C5331-04 silicon APD module (Table 4) . A Fresnel-lens (L 1 ) is used as the system objective as it is a low-cost solution characterized by a low f number and reduced absorption. Another recent application of Fresnel lenses in lidar systems can be found in Ref. 32 . L 1 is followed in the receiving system by the divergent collimating lens (L 2 ) so as to ensure that the incoming light rays are incident in the normal direction on the 10 nm interference filter (FILT) surface, otherwise detuning of the spectral response of the filter occurs. Next, a convergent lens (L 3 ) is used to focus filtered light onto the APD. Though practical implementation of the receiving system enables adjustment of distances d 1 and d 2 in Fig. 7 , their nominal setting is the confocal arrangement d 1 ¼ jf 1 j − jf 2 j, d 2 ¼ jf 2 j þ jf 3 j, and d 3 ¼ jf 3 j. Using matrix ray-propagation analysis, 25 it is possible to derive the equivalent focal-length of the receiving optical system as 
Receiving Subsystem
where f eq is the equivalent focal-length, f 1 is the primary convergent lens focal-length (L 1 ∶Fresnel), f 2 is the divergent lens with focal-length (L 2 ), and f 3 is the convergent lens focal-length (L 3 ). If, as is the case, we impose the design condition f 2 ¼ f 3 , the receiving FOV ϕ becomes
where r D ¼ 1.5 mm is the APD radius.
As an introduction to the designed prototype, Fig. 8(a) shows the mechanical structure containing the optical systems presented above. The cross-section of the receiving optomechanical system is depicted in Fig. 8(b) . The blocks (2), (3), and (4) correspond to the block L 2 -FILT-L 3 in Fig. 7 . The optomechanical structure features regulation capacity by means of the knob (11) . Adjustment of the APD-to-focal-plane distance d 3 (i.e., L 3 -to-APD distance) and its operation is as follows: by turning the focal distance regulator knob (11), the focal distance regulator axis (10) screws into the APD support frame (7) and causes vertical movement of the APD receiver module (9) . As a result the photodetector surface (5) varies its distance to convergent lens L 3 (4). This regulator allows precise positioning of the photodetector surface at L 3 focal plane, thus offsetting any focal-length tolerance.
Preliminary Prototype
A first preliminary low-cost prototype has been developed within the framework of a UPC-DENA S.L. business consortium for remote sensing of cloud-base heights as a cooperative sensor for forecasting storm initiation. This initial experimental prototype is aimed at studying and identifying the critical parameters of the system with a view to a more refined prototype. The constructed lidar ceilometer (Fig. 8) has a high number of degrees of freedom (i.e., many adjustable parts), including among others: adjustment of emission and reception optical elements, adjustment of the distance and tilt angle between optical emission and reception axes by means a translational platform and gimbal device, and instrument aim control by means of reducing gear.
The experimental results obtained by our lidar ceilometer are exposed below. Section 5.1 briefly reports the procedure used to detect a topographic target and Sec. 5.2 shows preliminary test measurements for cloud detection, advertising that the system is able to detect atmospheric echoes at heights up to 7 km with acceptable likelihood as claimed in the link-budget simulations.
Measurement of a Topographic Target
To ensure that the lidar ceilometer measures appropriately, it was aimed nearly horizontally and pointed to a mountain located at ∼1.2 km [ Fig. 9(a) ]. This measurement was used to adjust the receiving optics and to align the optical axes. Figure 9 (b) plots the backscattered power PðRÞ versus distance and shows a very clear peak located at the distance of the topographic target. Figure 10 presents initial atmospheric measurements obtained with the constructed prototype. In order to enhance the SNR, raw data provided by the photodetector module has been filtered with a 3 MHz cut-off frequency according to the noise-equivalent bandwidth discussed in Sec. 3.1. A 3 MHz low-pass FIR filter (FIR stands for Finite Impulse Response) based on the Parks-McClellan algorithm 34 has been used as spatial smoothing. These kinds of linear phase filters are optimal to minimize the maximum error between the desired frequency response and the actual frequency response. Figure 10 compares the range-corrected received power before (gray solid line) and after applying the smoothing filter (black solid line). In both representations we can clearly distinguish a light-rain-cloud (i.e., optically thin) located at ∼400 m, which is in accordance with the data provided by the Catalan Meteorological Service (SMC) (∼1 mm∕h). However, only in the filtered output two small peaks (not observed in the non-filtered data) located at 3200 and 6900 m are evidenced. It is worthy to note that after applying the filter the SNR has increased but at the expense of a lower spatial resolution. The estimated SNR at the cloud peak located at ∼400 m is SNR ¼ 25.6, a value that has been estimated by computing the ratio between the intensity at the cloud peak (420 m) and the noise-standard deviation in its vicinity. The noise-standard deviation has been computed by assuming Gaussian statistics and by averaging the 6 − σ noise amplitude (equivalently, AE3 − σ noise amplitude) at the approximate cloud-base (350 m). Details on the piece-wise SNR estimator can be found in Ref. 35 . The estimated SNR for the peak located at 3200 m is 5.8 and has a qualitatively small false-alarm probability 36 while for the peak at 6900 m the estimated SNR is 4.7 and the associated false-alarm probability can comparatively be considered moderate/moderate-to-high.
Cloud Detection

Conclusions
Design methodology of an eye-safe 905 nm wavelength, 1.76 μJ-energy, 5 kHz rep. rate, APDbased ceilometer prototype for cloud-base detection has been achieved using parametric simulation. The method uses a convenient analytical reformulation of the range-dependent SNR in a backscatter lidar, Eqs. (14) and (15), and simulation of the laser/telescope overlap function in terms of Eqs. (17) and (18) . The modified SNR formulation of Eq. (14) expresses the SNR in terms of the equivalent lidar system constant (K 0 s ) and background-radiance constant (K 0 b ), a choice of the optoelectronic receiver parameter subset given by the receiver (NEP m ), intrinsic responsivity (R io ) and excess-noise-factor (F), and specs on the required observation time and spatial resolution (equivalently, the noise-equivalent bandwidth) via Eq. (15). Ceilometer characteristic parameters (including a review of optoelectronic receiver parameters) from the technological state of the art at 905 nm are summarized in Table 1 . Future refinements of the prototype will simplify the mechanical solution presented, hence reducing the degrees of freedom of the adjustable parts presented here (deliberately large for testing purposes). 
