We address the problem of language-based temporal localization 
Introduction
We address natural language-based temporal localization in untrimmed videos. Given an untrimmed video and a natural language query, natural language-based temporal localization aims to determine the start and end times of the activities in the query. Compared to the activity temporal localization task [25, 12, 33, 34, 3] , the natural languagebased temporal localization has two unique characteristics. First, the natural language-based temporal localization is not constrained by a pre-defined activity label list; second, the language query can be more complex and may contain multiple activities. e.g. "person begin opening the refrigerator to find more food".
Recent work [26, 10, 1, 21, 32] tries to solve this problem through learning correlations between the query and Figure 1 . We mine the activity concepts from both the language query and the video. verb-obj pairs are used as the sentence activity concepts (in yellow dashed box). The probability distribution of pre-defined activity labels is used as the visual activity concepts (the histogram in blue dashed boxes). the video. Specifically, they use a pre-trained Convolutional Neural Network (CNN) [30, 13, 31] and Long Short Term Memory (LSTM) network [14] to get the video clip features and query embeddings respectively; then, the video features and query embeddings are mapped to a common space. In this common space, Hendricks et al.
[1] measure the squared distance between two modalities. Others [10, 21, 32 ] use a Multi-Layer Perceptron (MLP) to get the matching score after exploring the possible interactions between language and video.
Previous methods [10, 1, 21, 32] calculate the visualsemantic correlation based on the whole sentence and the video clip, activity information is not modelled explicitly on both the language and video modalities. On the language side, they are verb-obj pairs (e.g. ride bike) embedded in the queries (an example is shown in Figure 1 ). These verb-obj pairs (VO) contain rich activity information, and can be viewed as semantic activity concepts; on the video side, when we extract video features, the last layer outputs of the pre-trained CNN [30, 13, 31] are usually activity labels. These class probability distribution represents the visual activity concepts. Mining such activity concepts from video and query and using them in visual-semantic correlation can be helpful. [10, 21, 32] use sliding windows to scan the video without any selection bias during test. But actually there are many more background video clips in these sliding windows which contain nothing meaningful inside. It's more desirable to have an actionness confidence score for each sliding window, which could reflect how confident the sliding window contains activities.
We propose a novel actionness score enhanced Activity Concepts based Localizer (ACL) to mine the activity concepts from both the video and language modality and to utilize the actionness score for each sliding window. To mine the activity concepts, VO are parsed from the sentence query. e.g. "open refrigerator" in Figure 1 ; its embedding is used as the semantic activity concept. Visual activity concept comes from probability distribution of predefined activity labels from the classifier level. Note that the query activity need not be in the set of pre-defined labels, we use the distribution as yet another feature vector and experiments described later show its utility. We separately process the pair of activity concepts, and the pair of visual features and sentence embeddings. The concatenation of two multi-modal processing outputs are fed into a two-layer MLP which outputs alignment score and regressed temporal boundary. We find that including actionness scores in the final stage helps improve the alignment accuracy.
Our contributions can be summarized as below:
(1) We propose to mine the activity concepts from both videos and language queries to tackle language-based temporal localization task.
(2) We introduce an actionness score enhanced pipeline to enhance the localization.
(3) We validate the effectiveness of our proposed model on two datasets and achieve the state-of-the-art performance on both.
In the following, we first discuss related work in Section 2. More details of ACL are provided in Section 3. Finally, we analyze and compare ACL with other approaches in Section 4.
Related Work
Localization by Language aims to localize mentioned activities / objects in video / image modalities by a natural language query.
For video modality, Gao et al. [10] propose a crossmodal temporal regression localizer (CTRL) to jointly model language query and video clips in long untrimmed videos. The CTRL not only outputs matching score and but also the boundary offsets to refine the input video clip's location. Hendricks et al.
[1] apply moment context network to transform the visual features and sentence embeddings to a common space and measured the distance between two modalitites to find the best matching video segments for each sentence query. Liu et al. [21] apply a memory attention mechanism to emphasize the visual features mentioned by the query and simultaneously incorporate the their context. Wu and Han [32] improve the localizing performance by plugging in the Multi-modal Circulant Fusion module to CTRL [10] . To be specific, they try to explore more possible interactions between vectors of different modalities in cross-modal processing.
For image modality, Hu et al. [15] propose to localize mentioned objects by reconstructing language queries in weakly supervised scenario. Chen et al. [6, 7] adopt a regression mechanism in supervised scenario. Recently, Chen et al. [5] introduce visual consistency to further boost the performance in weakly-supervised localization.
Concept Discovery is a technique to discover the concepts from image-sentence corpora [29, 9] . Sun et al. [28] design a visual concepts discovering and clustering algorithm for general objects and validate it on the task of bidirectional image and sentence retrieval. Gao et al. [9] extend the general objects visual concepts to action concepts and achieve good performance on weakly supervised action classification task in still images. For temporal activity localization, we further leverage concepts from both video and language modalities to find mentioned activities more accurately.
Temporal Activity Proposal Generation aims to generate high quality proposals containing actions with high recall, which can be used for activity detection and localization in later stages [12, 26, 2] . To address the problem, Gao et al. [11] cut videos into units and adopt a regression mechanism (TURN) to generate and refine temporal activity proposals' boundaries. Zhao et al. [35] leverage snippet level actionness score and apply a temporal action grouping (TAG) algorithm to generate activity proposals. Recently, Gao et al. [8] introduce complementary filtering to combine advantages of TURN [11] and TAG [35] to further boost the quality of generated temporal activity proposals. Inspired by previous work, we apply TURN [11] as the temporal proposal generator for later temporal activity localization.
Methods
In this section, we present the details of actioness score enhanced Activity Concepts based Localizer (ACL) from four aspects: video pre-processing, correlation-based alignment, activity concepts mining and actionness score enhanced localization. Then we provide details of model training. The framework is shown in Figure 2 . 
Video Pre-processing
We follow the method of [11] to process the videos to get the unit-level visual features. Video units are used to avoid repeated feature extraction. A video is first decomposed into consecutive video units with frame length l u . The video unit u is used to extract unit-level feature through a feature extractor E v which can be expressed as x i = E v (u). These unit-level features serve as the basic feature unit for cliplevel features.
Correlation-based Alignment
Clip-level Visual Feature. Video clips for a given video are generated by sliding windows. are the contextual clip right before and after the central clip, where n ctx is a hyper parameter denoting the number of units that the contextual clip has. To get the clip-level features for both the central clips and the contextual clips, we apply the pooling operation, P, to every unit feature. The feature for video clip c is
where denotes vector concatenation. We use average pooing as P. After that, we use a fully-connected (fc) layer to project it to vector x t with dimension d t .
Query Embedding. Similar to the visual feature, we use a query encoder E s to get the embedding of a query q, which can be exprssed as x = E s (q). Then we linearly map the query embedding from x to x t with dimension d t .
Multi-modal Processing Unit (MPU). We adopt the multi-modal processing method [10] to compute the interactions between two vectors of the same length. Here it takes vector x t and x t as inputs. Element-wise multiplication (⊗) and element-wise addition (⊕) and vector concatenation ( ) are used to explore interactions between different modalities. Then we concatenate three operation results
where f t is the outputs of multi-modal processing. Since the element-wise operation doesn't change the vector dimension, the dimension of f t is 4d t . Multi-modal processing is not only used in learning correlations between visual features and sentence embeddings but also used in learning correlations between visual activity concepts and semantic activity concepts. We denote the outputs of activity concept multi-modal processing f a in advance. Alignment. The outputs of multi-modal processing f t are fed into the MLP network to get an alignment score for clip c and query q (as also in [10, 32] ).
Activity Concepts
We leverage activity concepts from both videos and queries to facilitate activity localization.
Semantic Activity Concept. We use the verb-obj pairs (VO) as the semantic activity concept. We first parse the sentence and get a two-word VO of each sentence. Then we lemmatize every word in VO to get the normal form of VO. e.g. "person opens the refrigerator near the shelf." is first parsed to get "opens refrigerator" and then do the lemmatization to get "open refrigerator" as VO. A word encoder E d is used to get the word embedding for each word. Two words' embeddings are concatenated as the VO embedding y and linearly projected to d a -dimension y a through a fc layer for the activity multi-modal processing.
Visual Activity Concept. For feature, we use the outputs of the fc6 layer as the features in C3D [30] . These features contain holistic information of the video but are without any semantic meaning. The outputs of the fc8 layer could be expressed as the unnormalized distribution of predefned activity labels. In activity classification [30] , these outputs are used as the prediction of the video activity. We do not use them to classify activities directly but, instead, use the distribution as a semantic feature that is helpful in classifying the query activity.
Specifically, the outputs y i of fc8 can be treated as unitlevel visual activity concepts which have the same size as the pre-defined number of activity labels. Following Section 3.1, the clip-level visual activity concept are pooled from unit-level concept as
To avoid the activity noise from the contextual clips, we only use the central clip to get the clip-level visual activity concept. The y c is linearly projected to y a for activity concept multi-modal processing. y a is of dimension d a . Activity Concept Mutli-modal Processing. The semantic and visual activity concepts are mined from videos and sentence queries separately. Although they both contain the activity concepts, they are in different domains. To explore the interactions between two activity concepts, we conduct the multi-modal procssing to the two linearly projected concepts, which is similar to Section 3.2.
So the outputs f a is with dimension 4d a .
Actionness Score Enhanced Localization
To give each sliding window a score of how confident the sliding window contains activities in the process of generating test samples, we design an actionness score enhanced localization pipeline. During test, it generates the actionness score for every sliding window candidate.
Actionness Scores. The actionness score generator is a two-layer MLP. The generator is trained separately to have the capability to give sliding window candidate c i a confidence score η i . The confidence score η i indicates "the likelihood of the sliding window candidate containing meaningful activities".
Temporal Localization. Previous localization methods [10, 32] only take the correlation of complete sentence embedding and visual feature f t as inputs. Our localization network is similar to [10] but takes the concatenation of outputs of multi-modal processing outputs, f t f a , as input.
It generates pre-alignment score δ i,j and regression offsets (o s , o e ), where o s is the start video unit offset, o e is the end video unit offset. We multiply pre-alignment score δ i,j with the actionness score η i to get the final alignment score ξ i,j . The alignment score ξ i,j is used as the final score to predict the alignment confidence between clip c i and query q j . The regression offsets (o s , o e ) are used to refine the clip temporal location.
Model Training
The actionness score generator and ACL are trained separately.
Actionness Score Generator Training. To train the score generator, we assign a binary class label (nonbackground/background) to each clip candidate following [11] . We use a binomial cross-entropy loss to train the generator.
ACL Training. The temporal localization network has two outputs, the pre-alignment score δ i,j and the regression offsets (o s , o e ). A multi-task loss L loc is used to train for the pre-alignment and the localization regression.
where L aln is the pre-alignment loss and L rgr is the location regression loss. β is a hyper parameter. Specifically, the L aln is
where γ is the a hyper parameter to control the weights between positive and negative samples, δ i,j is hte prelaignment score between clip c i and query q j , N the batch size.
where S is the smooth L 1 loss function, * denotes the ground truth. The rectified linear unit (ReLU) is selected as the nonlinear activation function and Adam [19] algorithm is used for optimization.
Evaluation
We evaluate our model on Charades-STA [10] and TACoS [23] . In this section, we describe evaluation settings and discuss the experiment results.
Datasets
Charades-STA [10] was built on Charades [27] . Charades contains 9,848 videos and was first collected from everyday activities for activity understanding. Gao et al. [ enhanced it to make it suitable for language-based temporal localization task. TACoS is from MPII Composites dataset [24] which contains different activities in the cooking domain. Regneri et al. [23] extended the natural language descriptions by crowd-sourcing. They also aligned each descriptions to its corresponding video clips. More details of Charades-STA and TACoS are shown in Table 1 .
Experiment Setup
Visual Features. The videos are first decomposed into units with 16 consecutive frames which serve as basic processing blocks. We use the C3D [30] pre-trianed on Sports-1M [17] dataset to process the frames in the unit. The outputs of C3D fc6 layer (∈ R 4,096 ) are used as the unitlevel visual features. The contextual clip length is set to 128 frames and the number of contextual clip is set to 1 in Visual Activity Concept. We use the outputs of fc8 layer (∈ R 487 ) of C3D [30] as the visual activity concept from the video. The C3D [30] was pre-trained on Sports-1M [17] which has 487 sports activity classes. Since Sports-1M only contains the sports actions, we also explore Kinetics [18] dataset which has more common human actions and which has a larger activity label overlap with the Charades-STA [10] and TACoS [23] . We use the outputs of the last fc layer (∈ R 400 ) as the visual activity concept. To get the explicit clip-level activity concept, we use only the central clip activity concept.
Query Embedding. Same as [10] , we use bidirectional skip-thought [20] to encode our sentence in both normal and reverse orders. The dimension of the sentence embedding is 4,800.
Semantic Activity Concept. To get the VO embedding, we first use an off-the-shelf dependency parser [4] . After such parsing, there are approximately 50 grammatical relations. Then we select direct object (dobj) relational type as the predicate/object tuple. We only keep the twoword tuple as our VO. i.e. open door, wash hands. After lemmatizing every word, we use the GloVe [22] word encoder which is pre-trained on the Common Crawl data to get each word a 300-dimensional word embedding. Finally, we concatenate two 300-dimensional word embedding to get a 600-dimensional embedding as the activity concept for this sentence. Not every sentence in TACoS [23] or Charades-STA [10] has a relational type of dobj. Based on our results, the proportion of sentences that have dobj for TACoS and Charades-STA are about 93% and 68%, respectively. If the sentence has more than one dobj, we randomly select one. If the sentence doesn't have any dobj, we will use a 600-dimensional zero vector instead.
We use the scale set {64, 128, 256, 512} to collect our training samples with overlap 0.75 rather than 0.8 in [10] . So we have less training samples than [10] Table 5 . Evaluation of variants of activity concepts on TACoS.
each batch, the video clips and language quires can either come from the same video or different videos. The actionness score η is used only in test. We use the pre-alignment score δ as the alignment score during training.
Evaluation Metrics
Following [10] , we use "R@n, IoU = m" metric to evaluate our method in temporal activity localization.
"R@n, IoU = m" can be calculated as
where N q is the total number of queries, r(n, m, q i ) is the alignment result for the query q i where 1 indicates correct alignment and 0 indicates wrong alignment within the n highest scored video clips having IoU equal or larger than m. So "R@n, IoU = m" is the averaged performance on all given queries.
Experiments on Charades-STA
We evaluate our method on Charades-STA [10] dataset. In test, we set sliding windows length set of {128, 256} with IoU = 0.75. The batch size and β is set to 28 and 0.01, respectively. We use the Adam [19] optimizer with learning rate 0.005 to optimize our network.
Actionness Score. We compare our actionness score enhanced methods with the pure sliding window based method in [10] . To fairly compare our actionness score enhanced methods with CTRL [10] , we modify the original CTRL and made it compatible with our actionness scores.
We explore two methods to use the actionness score. The first one is to use the same sliding window as we stated above but we multiply the corresponding actionness score η i to each alignment score δ i,j generated by CTRL (abbr. Swin+Score). The other is to use the proposals and the corresponding actionness score η i (abbr. Prop+Score). Proposals can be treated as refined sliding windows with better temporal locations for actions. From Table 2 , we can see that Prop+Score improves performance by about 2% under "R@1, IoU = 0.5". Swin+Score method also improves the localization performance.
We compare our Swin+Score method with pure sliding window method under the metric of Average RecallFrequency (AR-F) [11] in Figure 3 . We can see that Swin+Score method has a higher average recall in all frequencies. The actionness score is able to help the model to find the more related sliding windows. In our experiments, we will use Swin+Score as default for consistency to our previous statement.
Activity Concept. To verify the effectiveness of activity mining, we design four system variants in this part. They are "Activity only", "w/o SAC", "w/o VAC", "concat". "Activity only" means we use the activity concepts only; SAC stands for Semantic Activity Concepts and VAC stands Visual Activity Concepts; "concat" is short for concatenation. The detailed implementations of four system variants is in Figure 4 . All these variants are trained separately.
From Table 3 , we can see that ACL exceeds all four system variants by a margin. Even "Activity only" method exceed the previous method [10] . Although our "Activity only" method only capture the activity concepts from the sentence queries and videos, it shows us better performance than indiscriminately modling the holistic sentence and video visual information on Charades-STA [10] .
Compare to State-of-the-art Methods. For Charades-STA [10] , we compare our method with DVSA [16] and CTRL [10] . For DVSA, we use a modified version from [10] to fairly compare with our methods which is short as VSA-STV in our paper. From Table 4 , we can see ACL with the Sports-1M [17] activity labels exceeds state-of-the-artmethod over 3% under the "R@1, IoU = 0.5" metric. By substituting the activity label list from Sports-1M to Kinet- Table 6 . Comparison with the-state-of-the-art methods on TACoS.
ics [18] , we achieve a performance gain of over 5%, which is short as "ACL-K".
Experiments on TACoS
In this part, we evaluate our work on the TACoS [23] . We set sliding windows length set of {128, 256} with IoU = 0.75 in test. All other settings are same to experiments we did in Charades-STA [10] .
Activity Concept. We use four system variants as in Charades-STA. The performance of all variants are listed in Table 5 . We can see that our ACL achieves the best performance to other variants. It verifies the effectiveness of our ACL on TACoS.
Unlike the "Activity only" on Charades-STA [10] , the "Activity only" on TACoS [23] is not better than the Swin+Score method. This can be explained by the differences between two datasets. From Table 1 , we can see two important differences between Charades-STA and TACoS datasets. First, the average length of queries in Charades-STA is shorter. Second, the variance of number of words in each query in Charades-STA is much smaller. These two indicate that the language queries in Charades-STA are shorter and much length-consistent than TACoS. So the "Activity only" method showing better performance on Charades-STA proves that our "Activity only" method is superior to deal with short and simple quires compared to the existing method [10] .
Video Activity Probability Late Fusion. To compare with the proposed ACL, we conduct experiments on directly using the activity class probabilities with score fusion. We first compare the cosine similarity between the VO embedding of query q j with all pre-defined activity labels' embeddings. Then we retrieve the activity label k that has the highest similarity score s sim . Through the activity label k, we can get the probability P × ξ i,j is used as the fused alignment score, where ξ i,j is the alignment score before late fusion. To filter out the VO that is not related to any activity labels, we set threshold θ to ensure that the multiplication only happens when s sim is larger than θ, i.e. if we cannot find an activity label that is similar to VO, we don't use any video activity labels for query q j . The three best results are listed as "Fusion(θ)" in Table 5 . We build this on Swin+Score method, but the improvements to Swin+Score are small. Using activity labels instead of activity concepts does not bring improvements.
Compare to State-of-the-art Methods. We compare our method with previous methods in Table 6 . They are DVSA [16] , CTRL [10] , MCF [32] and ACRN [21] . Our method shows advantage upon all of them. Our ACL with Kinetics [18] activity labels (abbr. ACL-K) exceeds the best previous method [21] by 5%. Our Swin+Score method alone will improve the performance about 2%.
Conclusion
In this paper, we addressed the problem of languagebased temporal localization. We presented a novel actionness score enhanced Activity Concepts based Localizer (ACL) to localize the activities of natural language queries. We are the first to mine the activity concepts from both the videos and the sentence queries to facilitate the localization. All experimental results proved the effectiveness of our proposed method.
