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Kapitel 1
Einleitung und Überblick
1.1 Die Ausblendung von Handlungs— und 
Prozeßzusammenhängen aus der varia­
blenanalytischen Modellierung
Individuelles menschliches Handeln und seine Einbettung in situative Kon­
texte ist sowohl in seiner erklärenden, interpretativen und sinnkonstituieren­
den Funktion als auch in seiner Struktur das zentrale Thema nicht nur na­
hezu aller psychologischen Teildisziplinen (vgl. z.B. Brenner, 1980; Cranach 
h  Harre, 1982; Cranach, Kalbermatten, Indermühle & Gugler, 1980; Grau­
mann, 1979; Groeben, 1986; Harre, 1979; Harre h  Secord, 1972; Kuhl & 
Beckmann, 1985; Kuhl &; Waldmann, 1985; Werbik, 1978), sondern als so­
ziales Handeln auch aller interpretativen mikrosoziologischen Ansätze (vgl. 
z.B. Blumer, 1969; Cicourel, 1973; Skvoretz &; Fararo, 1989; Giddens, 1976; 
Mead, 1934; Wilson, 1970). Besonders zu erwähnen ist auch die zentrale 
Rolle individuellen Handelns in den verschiedenen theoretischen Ansätzen 
individualistischer Positionen in den Sozialwissenschaften, bei denen der Ver­
such unternommen wird, kollektive Phänomene mit individuellem Handeln 
im Rahmen verschiedener Erklärungsschemata zu verknüpfen (vgl. Collins, 
1981; Knorr-Cetina, 1988; Lindenberg, 1977, 1981; Raub, 1984; Raub &; 
Voss, 1981; Wippler $£ Lindenberg, 1987; vgl. ferner die Beiträge in Alex­
ander, Giesen, Münch Ät Smelser, 1987; Fielding, 1988; Knorr-Cetina &: 
Cicourel, 1981). Darüber hinaus wird die Fähigkeit zum reflexiven Handeln 
gelegentlich als unterscheidendes Merkmal verschiedener Subjektmodelle ein­
geführt (vgl. Groeben, 1986; Groeben & Scheele, 1977).
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Angesichts der zentralen Stellung, welche dem menschlichen Handeln nicht 
nur in den Verhaltens- und Sozialwissenschaften, sondern in allen human­
wissenschaftlichen Disziplinen eingeräumt wird, muß die Tatsache erstau­
nen, daß es in den vorherrschenden Verfahren der formalen Darstellung, 
Überprüfung und Exploration empirischer Hypothesen überhaupt keine Rolle 
spielt. Dies erscheint um so bemerkenswerter, als die statistischen Hypothe­
sen in den meisten empirischen Untersuchungen Beziehungen zwischen (nu­
merisch kodierten) Handlungsfolgen bzw. zwischen situativen Bedingungen 
und als Handluugsfolgen deutbaren Ereignissen zum Gegenstand haben und 
das Handeln der in standardisierten oder unstandardisierten Erhebungssitua­
tionen beteiligten Partner durchaus zum Verständnis der dort stattfindenen 
Vorgänge der sozialen Interaktion thematisiert wird (vgl. z.B. die Beiträge 
in Brenner, 1985).
Die Ausblendung individueller Handlungs- und Prozeßhypothesen betrifft 
vor allem das situative Handeln der Individuen in aktuellen Beobachtungs­
situationen und dort vor allem jene subjektiven Handlungs- und Prozeß­
komponenten wie Absichten, Motive, Wünsche etc., die unbeobachtbar und 
latent in den untersuchten Individuen situiert sind. Zu den ausgeblendeten 
Entitäten gehören aber auch die nicht bewußt und durch die Subjekte nicht 
kontrollierten, automatisch ablaufenden subjektiven Prozesse wie Prozesse 
der Bedeutungszuordnung, der Situationsinterpretation, etc.
Die erwähnte Ausblendung ist aber nicht auf das Handeln der individu­
ellen Akteure begrenzt, welche die Subjekte der aktuellen empirischen Un­
tersuchung darstellen. Sie betrifft vielmehr ebenso das Handeln derjenigen 
individuellen oder kollektiven Akteure, die in der biographischen Vergan­
genheit der Untersuchungssubjekte zur Schaffung der äußeren und inneren 
situativen Bedingungen beigetragen haben, die den eigentlichen Gegenstand 
der Untersuchung bilden und auf die sich die Hypothesen des Forschers be­
ziehen; d.h. sie betrifft insgesamt die umfassenden, vom Forscher zu einem 
großen Teil nicht beobachteten, intervenierenden Handlungs- und Prozeßzu- 
sammenhänge, in die individuelles Handeln eingebettet ist.
Der Grund für die Ausblendung von Handlungs- und Prozeßzusammen­
hängen unterschiedlicher Komplexität bei der Konstruktion, Evaluation und 
Modifikation von Modellen in den empirischen Verhaltens- und Sozialwis­
senschaften ist vor allem darin zu suchen, daß weite Bereiche der empiri­
schen Verhaltens- und Sozialforschung nach wie vor durch Aktivitäten ge­
kennzeichnet sind, die primär auf die Entdeckung quantitativer Wirkungs­
und Zusammenhangsstrukturen abzielen, ohne die Handlungen und Prozesse
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zu berücksichtigen, welche die Wirkungen hervorbringen und zwischen den 
statistisch zusammenhängenden Variablen vermitteln bzw. diese implemen­
tieren.
Im Rahmen der empirischen Überprüfung von Hypothesen über Wirkungs­
strukturen kommen vor allem quantitative Modellparadigmen zur Anwen­
dung, die wir später als funktionale Modellparadigmen bezeichnen werden. 
Hand in Hand mit der statistischen Methodologie zur Evaluation solcher 
Modellparadigmen geht eine weitgehend standardisierte Erhebungsmethodo­
logie, welche die Einflüsse von Faktoren, die nicht im Fokus der Analysefra- 
gestellung stehen, zu minimieren trachtet.
Die Ausblendung von unbeobachteten Handlungs- und Prozeß Zusammen­
hängen wird besonders deutlich in Versuchen, Variablenzusammenhänge kau­
sal zu interpretieren und den damit verbundenen Manipulierbarkeitsauffas­
sungen funktionaler Beziehungen. Insbesondere in Auseinandersetzungen 
mit dem in den empirischen Verhaltens- und Sozialwissenschaften verwende­
ten Kausalitätsbegriff (vgl. Heise, 1975; Kenny, 1979; Klein, 1987; Marini 
Singer, 1988), der Regularitätsauffassung von Hume (1758/1981) sowie dem 
Subsumptionsansatz der kausalen Erklärung von Hempel und Oppenheim 
(1948) werden zunehmend zumeist realistisch orientierte, generative Kausa­
litätsauffassungen vertreten, in denen für eine Suche nach zugrundeliegenden 
latenten Mechanismen plädiert wird, welche die beobachteten Phänomene er­
zeugen (vgl. Baumrind, 1983; Bhaskar, 1978; Cummins, 1983; Manicas & 
Secord, 1983, Secord, 1986). Einige dieser Ansätze zur Kausalität treten 
vor allem für eine stärkere Berücksichtigung der latenten Strukturen ein, die 
bestimmte Verhaltensformen erst ermöglichen (“ enabling powers“ ). Boudon 
(1979, S. 62) schlägt die Entwicklung generativer Modelle zur Versöhnung 
von soziologischer Theorie, statistischer Analyse, quantitativer Analyse und 
Verstehen im Weberschen Sinn vor (vgl. Weber, 1985, S. 3 ff.).
Die erwähnten Vorschläge legen nahe, sich nicht auf die statistische Ana­
lyse funktionaler Beziehungen zu beschränken, sondern zu einem Verständ­
nis der unbeobachteten Handlungen und Mechanismen zu kommen, die die 
entdeckten Beziehungen in ihrer Qualität und in ihrem Zustandekommen 
erklären können. Entscheidend ist dabei, zu einem Verständnis darüber zu 
gelangen, wie bestimmte Ereignisse, Phänomene und ihre, möglicherweise 
statistisch beschreibbaren, Zusammenhänge hervorgebracht werden.
Eine Methodologie der Modellkonstruktion und Modellevaluation, welche 
diesen Anspruch als Ziel übernimmt und zu deren Entwicklung die vorlie­
gende Arbeit einen Beitrag leisten möchte, wird vor allem versuchen müssen,
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Modelle für Handlungs- und Prozeßzusammenhänge in die sozial- und ver­
haltenswissenschaftliche Modellanalyse zu integrieren oder letztere sogar zu 
ersetzen. Dies bedeutet konkret, daß die Analyse von Modellen für funktio­
nale Zusammenhänge zwischen Variablen durch die Analyse von Modellen 
für Handlungs- und Prozeßzusammenhänge zwischen Variablen zumindest 
ergänzt werden sollte.
1.2 Von der Analyse funktionaler Modell­
paradigmen zur Analyse operativer Mo­
dellparadigmen
Die formale Elaboration von Modellen für Handlungs- und Prozeßzusam­
menhänge erfordert zunächst eine Abkehr von den in der Variablenanalyse 
vornehmlich betrachteten funktionalen Strukturen und ihren numerischen In­
terpretationen und eine Hinwendung zu alternativen Modellstrukturen, die 
nicht nur quantitative Interpretationen besitzen, sondern bei denen auch 
qualitative Interpretationen zugelassen sind. Bei der Entwicklung solcher, 
die funktionalen numerischen Modellparadigmen ablösenden Modellparadig­
men, die wir als operative Modellparadigmen bezeichnen und die den einfa­
chen funktionalen Zusammenhang zwischen beobachteten oder unbeobachte­
ten Variablen durch einen Prozeß- oder Handlungszusammenhang ersetzen, 
müssen vor allem die strukturellen Besonderheiten von Prozessen und Hand­
lungen berücksichtigt werden. Hinzukommt, daß die wesentlichen Definiti­
onsmerkmale von Handlungen repräsentierbar sein sollten.
Die Entwicklung von Modellparadigmen für Handlungs- und Prozeßzu­
sammenhänge sollte ferner von einer emanzipatorischen Orientierung geprägt 
sein, welche die kreativen Möglichkeiten des Menschen zur Wahl zwischen 
Handlungsalternativen berücksichtigt und sich nicht in einer ausschließlichen 
Beschreibung von Handlungsroutinen, Schemata und Episoden erschöpft. 
Wir können die Beobachtung, daß jemand in einem Restaurant ißt, nicht 
mit dem Hinweis darauf erklären, daß er ein Restaurantschema benutzt hat. 
Insofern ist jeder Versuch, Verhaltenserklärungen auf reine Musterinstan- 
tiierungen zurückzuführen mit einem starken Vorbehalt zu versehen (vgl. 
Schank, 1986).
Stattdessen sehen wir die Aufgabe von Verhaltenserklärungen in erster 
Linie darin, Verknüpfungen zwischen dem beobachteten Verhalten und vor­
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angehenden Entschlüssen, Zielen, Wünschen sowie anderen situativen Be­
dingungen entweder des betrachteten Individuums selbst oder anderer im 
Rahmen von Handlungs- und Prozeßparadigmen herzustellen- Diese Sicht­
weise läßt sich eher mit jener vergleichen, die Thagards Begriff der explana- 
torischen Kohärenz (vgl. Thagard, 1989) zugrundeliegt. In der Tat besteht 
die Aufgabe darin, zwischen vorangegangenen, gegenwärtigen und zukünf­
tigen Ereignissen im Rahmen von Handlungs- und Prozeßparadigmen eine 
explanatorische Kohärenz in dem Sinne herzustellen, daß beobachtete und 
nicht-beobachtete Entitäten im Rahmen von Realisierungen zugrundeliegen­
der Handlungs- und Prozeßzusammenhänge miteinander verknüpfbar sind.
Die konstitutiven Bestandteile operativer Paradigmen sind im Gegensatz 
zu den funktionalen Paradigmen der Variablenanalyse nicht Funktionen, son­
dern Operationen. Aus ihnen lassen sich operative Paradigmen nach genau 
spezifzierbaren Regeln zusammensetzen (vgl. auch Faulbaum, 1986, 1991, in 
Druck).
Auf den ersten Blick könnte es scheinen, als würde man in operativen Mo­
dellparadigmen alte Bekannte wiederentdecken. So finden wir ähnliche Kom­
ponenten in der Theorie zielgerichteter Handlungen ebenso wie in frühen Ver­
suchen, Handlungspläne zu spezifizieren (vgl. Miller, Galanter & Pribram, 
1960). Man mag auch an die Bestandteile von Programmen der theoretischen 
Informatik erinnert werden, wie sie etwa in der Theorie der Programmsche­
mata (vgl. z.B. Greibach, 1985; Manna, 1974) definiert werden. Wir fassen 
operative Paradigmen jedoch nicht als Programme und die dargestellten Ope­
rationen nicht als Anweisungen eines Programms auf. Die Intention besteht 
also nicht in der Entwicklung eines „Berechnungsansatzes“ („computational 
approach“ ) ähnlich jenen, die in der kognitiven Wissenschaft betrachtet wer­
den (vgl. z.B. Pylyshyn 1978, 1984, 1989).
Stattdessen stellen operative Modellparadigen bruchstückhafte und in der 
Regel unvollständige Rekonstruktionen von möglichen Abfolgen unbeobach­
teter Handlungen und/oder Prozesse dar, in bezug auf deren Komponenten 
wir nur über unvollständiges Wissen verfügen.
Ein wesentliches Kennzeichnen des hier vorgestellten Begriffs eines ope­
rativen Paradigmas ist die Trennung zwischen der schematischen Struktur 
eines solchen Paradigmas (dem operativen Schema) und der Interpretation 
dieser Struktur in bestimmten inhaltlichen Bereichen, wobei diese inhaltli­
chen Bereiche materieller, psychischer, sozialer oder gemischter Natur sein 
können. Operative Modellparadigmen ergeben sich so als inhaltliche Inter­
pretationen operativer Schemata. Durch diese Art der Definition gelingt es
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uns, im Unterschied zu den Modellparadigmen der Variablenanalyse den in­
haltlichen Bezug in das formale Modell und damit in die Modellevaluation 
einzubeziehen. Die Evaluation eines operativen Modellparadigmas muß stets 
die auf seine Bestandteile bezogenen Annahmen des inhaltlichen Bereichs 
mitberücksichtigen. Die Klasse der im Inhaltsbereich eingeführten und als 
gültig unterstellten Annahmen, werden wir als Hintergrundtheorie bezeich­
nen.
Die Analyse operativer Modellparadigmen ist stets an bestimmte Verwen­
dungsmodi bzw. bestimmte Rollen im Forschungsprozeß gekoppelt. Neben 
der Rolle bei der Herstellung von Sinnzusammenhängen zwischen Variablen 
und ihren Werten sind vor allem zwei weitere Rollen von Interesse. Diese 
betreffen die Funktion operativer Modellparadigmen bei der Vorhersage und 
Erklärung von Ereignissen. In beiden Fällen werden zeitlich antecedente Er­
eignisse mit nachfolgend erwarteten oder tatsächlich aufgetretenen Ereignis­
sen im Rahmen von Handlungs- und Prozeßzusammenhängen miteinander 
verknüpft. Wir werden den letzteren beiden Aspekte in Kap.4 unsere beson­
dere Aufmerkamkeit schenken.
Die in dieser Arbeit vorgeschlagenen Verfahren der Evaluation operativer 
Modellparadigmen lassen sich daher als formale Verfahren zum Nachweis der 
Verknüpfbarkeit von Ereignissen im Rahmen von Handlungs- und Prozeßzu­
sammenhängen auffassen, wobei diese Verfahren sowohl bei der Evaluation 
von Ereigniserklärungen, als auch bei der Evaluation von Ereignisvorhersa­
gen anwendbar sind.
1.3 Gliederungsgesichtspunkte
Da der Ausgangspunkt der Entwicklung des hier vorzustellenden methodi­
schen Ansatzes in bestimmten Defiziten variablenanalytischer Modellierung, 
speziell in der ausschließlichen Verwendung funktionaler Modellparadigmen, 
gesehen wird, werden wir im zweiten Kapitel zunächst einen kurzen Überblick 
über die Form heutiger Darstellungs- - und Analysemöglichkeiten funktiona­
ler Modellparadigmen geben. Dabei vermeiden wir bewußt eine Darstellung 
der statistischen Theorie. Letztere ist in einschlägigen Statistiktexten (vgl. 
z.B. Bollen, 1989; Hanushek Sz Jackson, 1976) vorbildlich dargestellt. Es 
kommt uns in diesem Kapitel vor allem auf die Darstellung der Modellpa­
radigmen an, welche den Anlaß für die Entwicklung der von uns vorgeschla­
genen alternativen operativen Modellparadigmen abgeben.
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Kapitel 3 ist einer genaueren Erörterung des Aspekts der Ausblendung 
bzw. Vernachlässigung von Handlungs- und Prozeßzusammenhängen in der 
variablenanalytischen Modellierung funktionaler Strukturen und den mit ihr 
verbundenen Kausalitätskonzeptionen gewidmet. Den Abschluß dieses Ka­
pitels bilden ein Exkurs über die Gründe dafür, daß variablenanalytische 
Methoden zur empirischen Evaluation von Handlungs- und Prozeßzusam­
menhängen ungeeignet sind sowie ein Ausblick auf die Merkmale der in bezug 
auf die Analyse operativer Modellparadigmen vorzuschlagenen Evaluations­
methoden, wobei der Begriff der Hypothese eines Handlungs- und Prozeß­
zusammenhangs zwischen Variablenwerten genauer erläutert wird. Dabei 
wird versucht herauszuarbeiten, in welchen Merkmalen sich die variablen­
analytischen Verfahren zur Überprüfung von Hypothesen über funktionale 
Zusammenhänge von denen zur Überprüfung von Handlungs- und Prozeß- 
zusammenhängen unterscheiden und in welchen Merkmalen eine Ähnlichkeit 
besteht.
In Kapitel 4 führen wir informell den Begriff des operativen Modellpara­
digmas ein und stellen seine Rolle bei der Evaluation von Erklärungen und 
Vorhersagen dar.
In Kapitel 5 schließlich führen wir die notwendigen formalen Definitio­
nen ein und stellen die Struktur von Evaluationen von Vorhersagen und 
Erklärungen dar, die auf operative Modellparadigmen referieren. Die da­
bei verwendeten Methoden sind auschließlich formallogischer Natur, wobei 
wir uns zunächst auf Kalküle erster Ordnung beschränken.
Die Verwendung logischer Verfahren findet ihre Begründung darin, daß 
eine Methodik zur Überprüfung von Hypothesen über Handlungs- und Pro­
zeßverbindungen zwischen Variablen unabhängig davon sein sollte, wie der 
inhaltliche Bereich beschaffen ist, auf den sich operative Modellparadigmen 
beziehen. Im Prinzip können solche Paradigmen sowohl qualitative als auch 
quantitative Handlungs- und Prozeßomponenten enthalten. Die in diesen 
Komponenten verwendeten oder erzeugten Entitäten können qualitativ oder 
quantitativ, abstrakt oder konkret, kollektiv oder individuell, beobachtet 
oder unbeobachtet sein.
Da die von uns betrachteten Handlungs- und Prozeßzusammenhänge zum 
größten Teil unbeobachtet verlaufende Handlungen und Prozesse betreffen, 
muß die zu entwickelnde Methodik unabhängig davon sein, wieviele unbe­
obachtete Komponenten eingeführt werden. In Abschnitt 3.5.2 wird gezeigt, 
daß die Methodologie der Variablenanalyse hier spezifische Grenzen aufweist, 
welche nur durch eine verstärkte Einbeziehung deduktiver Methoden über­
10
wunden werden kann. Faulbaum (1986) hat solche Methoden als sehr vor­
aussetzungsarm bezeichnet, weil sie die Grenzen zu überschreiten suchen, 
die der variablenanalytischen Methodik durch die Notwendigkeit der em­
pirisch/statistischen Identifzierbarkeit gesetzt sind und auf diese Weise die 
Maxime „to go beyond the data given“realisieren.
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Kapitel 2
Var iablenanaly t ische 
Modellierung: Die Suche nach 
funktionalen Zusammenhängen
2.1 Einführende Bemerkungen
Weite Bereiche der empirischen Verhaltens- und Sozialforschung sind nach 
wie vor durch Forschungsaktivitäten gekennzeichnet, die primär auf die Ent­
deckung quantitativer Wirkungsstrukturen abzielen und vor allem an der 
quantitativen Vorhersagbarkeit von Ereignissen interessiert sind. Die Verfol­
gung dieser Forschungsinteressen erfolgt unter Anwendung bestimmter, zu­
meist weitgehend standardisierter Erhebungsverfahren sowie eines bestimm­
ten mathematisch/statistischen Analyseinstrumentariums. In dessen Mit­
telpunkt steht die statistische Evaluation oder Exploration von Hypothesen 
über gerichtete oder ungerichtete Zusammenhänge zwischen Variablen.
Die experimentellen oder quasi-experimentellen Untersuchungsdesigns, die 
weitgehend standardisierten Erhebungsverfahren und die statistischen Analy­
severfahren bilden in gewisser Weise einen aufeinander abgestimmten metho­
dologischen Komplex, der durchaus Eigenschaften einer disziplinären Matrix 
im Sinne von Kuhn (1974) aufweist und den wir im folgenden, in Anlehnung 
an Blumer (1956/1978)1, mit der Kurzbezeichnung Variablenanalyse belegen
1Blumer meint damit „jenen Typ soziologischer Analyse, der das Leben in menschlichen 
Gruppen auf Variablen und deren Relationen zueinander zu reduzieren sucht“ (ebd., S. 
386).
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wollen, ohne dabei von Anfang an jene negativen Konnotationen zu verbin­
den, mit denen etwa Begriffe wie „Variablenpsychologie“besonders von Seiten 
der kritischen Psychologie gelegentlich versehen werden (vgl. z.B Markard, 
1984, im Zusammenhang mit der Einstellungsforschung).
Der erwähnte methodologische Komplex stellt im Grunde eine Folge der 
Einführung naturwissenschaftlicher Methoden in die Verhaltens- und Sozial- 
Wissenschaften dar, und zwar im Bereich der Erhebungsverfahren ebenso wie 
im Bereich der Hypothesendarstellung und Hypothesenevaluation.
Hypothesen über Wirkungs- bzw. Beeinflussungsstrukturen werden in der 
variablenanalytischen Modellierung durch mathematische Modelle für funk­
tionale Zusammenhänge zwischen exogenen (unabhängigen) und endogenen 
(abhängigen) Variablen dargestellt, von denen das lineare Modell wohl am 
bekanntesten ist. Wir wollen diese Modelle im folgenden als funktionale 
Modellparadigmen bezeichnen. Ihre Anwendungen reichen von der Darstel­
lung der Wirkungsbeziehungen in experimentellen Untersuchungsplänen, bei 
denen die unabhängigen Variablen der Modelle etwa Versuchsbedingungen 
darstellen, bis zur Darstellung der Wirkungsbeziehungen zwischen in nicht- 
experimentellen Erhebungskontexten wie z.B. der Umfrageforschung erhobe­
nen Variablen.
Gehören die Verfahren der Analyse von einfachen Beziehungen zwischen 
einer abhängigen Kriteriums variablen und einer oder mehreren unabhängi­
gen Variablen, wie z.B. Regressionsverfahren, seit Einführung quantitativer 
Methoden in die Psychologie zum Standardrepertoire des empirisch arbei­
tenden Psychologen, so stoßen inzwischen auch Verfahren zur Uberpüfung 
statistischer Modelle für komplexe Einflußstrukturen - insbesondere solche, 
die latente Strukturen einschließen - seit ihrer Entwicklung in den 70iger Jah­
ren (vgl. Bentler, 1980; Beutler & Weeks, 1979; Jöreskog, 1977, 1978) auf 
immer breiteres Interesse.
Anwendungen findet man inzwischen u.a. in der Einstellungsforschung 
(Baggozzi & Burkrant, 1985; Bentler & Speckart, 1981; Dillon &; Kumar, 
1985; Fredericks & Dossett, 1983; Homer &; Kahle, 1988; Reddy & LaB- 
arbera, 1985; Saris & Van den Putte, 1988; Speckart k, Bentler, 1982), in 
der Werte- und Legitimitätsforschung (Faulbaum Kaase, in Druck), in 
der Attributionstheorie (Russell, McAuley <Sz Tarico, 1987), in Forschungen 
über Kindheitsentwicklung und in der Entwicklungspsychologie (McArdle
Epstein, 1987; Crano Mendoza, 1987), in der Analyse semantischer 
Skalenprobleme und des Frageverständnisses (Faulbaum, 1984; Saris, 1982), 
in der Persönlichkeitsforschung (Buhrmester, Furman, Wittenberg & Reis,
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1988; Marsh & Richards, 1988; Zantra, Guarnaccia h  Reich, 1988) sowie in 
der Selbstkonzeptforschung (Byrne, 1988; Hoelter, 1983; Marsh h  Hocevar, 
1985).
Im Bereich der Psychometrie, der Modellierung zeitabhängiger Daten und 
der Abschätzung von Methodeneffekten haben Struktuxgleichungsmodelle 
mit latenten Variablen unbestritten zu einer Präzisierung von Begrifflich- 
keiten wie Reliabilität und Stabilität sowie zu erweiterten Möglichkeiten der 
Überprüfung von Meßannahmen geführt (vgl. z.B. Alwin & Jackson, 1980; 
Faulbaum, 1983, 1987; Jagodzinski h  Kühnei, 1987; Möbus & Schneider, 
1987; Rudinger, 1985; Steyer, 1989; Sullivan h  Feldman, 1979).
Technologisch unterstützt wird die statistische Analyse von Variablenbe­
ziehungen durch Entwicklungen im Bereich der Statistik-Software, die im 
Rahmen der Methodenausbildung angehender Verhaltens- und Sozialwissen­
schaftler mehr oder weniger standardmäßig vermittelt werden und vermutlich 
die Hypothesenbildung der später methodologisch „mündigen“Forscher weit­
gehend mitbestimmen.
Zur mechanischen Unterstützung der statistischen Datenanalyse stehen 
Statistik-Programmpakete zur Verfügung, die für nahezu jedes Standard­
Auswertungsproblem das passende Computerprogramm anbieten. Für die 
Analyse komplexerer Modelle stehen spezielle Produkte zur gezielten Über­
prüfung und Exploration von Hypothesen über komplexe Einflußstrukturen 
zur Verfügung. Zu letzteren gehören insbesondere verschiedene Computer- 
programme zur Analyse von Strukturgleichungsmodellen mit oder ohne la­
tente Variablen und zur Entdeckung kausaler Strukturen (vgl. Bentler, 1989; 
Glymour, Scheines, Spirtes &; Kelly, 1987; Hartmann, 1989; Jöreskog & 
Sörbom, 1988; Muthén 1988; Schoenberg h  Arminger, 1987; Steiger, 1989).
Der Einfluß dieser Technologie auf die Art der Hypothesenbildung in den 
Verhaltens- und Sozialwissenschaften ist eine wichtige wissenschaftssoziolo­
gische Frage, die bisher in der Forschung über Technologiefolgen noch nicht 
systematisch untersucht worden ist. Es steht aber zu erwarten, daß bei der 
Auswahl von Untersuchungszielen auch Überlegungen über die praktische 
Auswertbarkeit angestellt werden und Hypothesen nicht zuletzt auch nach 
der zu ihrer Überprüfung verfügbaren Software gebildet werden.
Selbst dann, wenn man die radikalen Konsequenzen konstruktivistischer 
Ansätze in der Soziologie wissenschaftlichen Wissens mit ihrer Betonung 
der Prozesse der Wissenskonstruktion und der Verhandelbarkeit der Gültig­
keit wissenschaftlicher Aussagen (vgl. Knorr-Cetina, 1981; Knorr, Krohn &
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Whitley, 1981; Latour & Woolgar, 1979) nicht zu tragen bereit ist, so wird 
man doch die grundsätzliche Bedeutung sozialer Einflüsse auf den Prozeß 
der wissenschaftlichen Erkenntnisbildung nicht leugnen können, wozu auch 
die soziale Verfügbarkeit von Software mit ihrer für den Forscher modell­
orientierenden und sein methodisches Bewußtsein mitbestimmenden Funk­
tion gehört. So steht durchaus zu erwarten, daß die Auswahl methodolo­
gischer Vorgehensweisen sich nicht allein an inhaltlichen Gesichtspunkten 
orientiert, sondern insbesondere auch daran, welche Computersoftware zur 
Unterstützung der Datenanalyse angeboten wird. Möglicherweise ist sogar 
zu befürchten, daß hierdurch gewisse Methodologien als Selbstverständlich­
keiten festgeschrieben und die Entwicklung von aus inhaltlichen Notwen­
digkeiten heraus erforderlichen alternativen Methoden gehemmt, wenn nicht 
sogar verhindert wird. Es ist auch nicht auszuschließen, daß die Gratifi­
kationsstruktur im Bereich der Methodologie der empirischen Verhalt ens- 
und Sozial Wissenschaften bestimmte methodologische Sichtweisen wie jene, 
die der Analyse von Variablenbeziehungen zugrundeliegen, stärker fördert. 
Hierzu gehören etwa bestimmte Konzeptualisierungen des Kausalitätsbegriffs 
(vgl. etwa den Überblick von Marini &; Singer, 1988), bestimmte Formen 
des Umgangs mit Problemen der Subjektivität, die Verfolgung probabilisti­
scher Erklärungsansätze, die Tendenz zur Black Box -  Modellierung, die Ver­
nachlässigung des Individuums zugunsten der Beschreibung von Aggregaten, 
die Neigung, Beziehungen zwischen veränderlichen Größen auf statistische 
Effekt- bzw. Beeinflussungszusammenhänge zu reduzieren, etc.
Wie bereits in der Einleitung erwähnt, wollen wir uns in dieser Arbeit 
gezielt mit einem Aspekt befassen, der in erster Linie die Ausblendung oder 
zumindest die Vernachlässigung bestimmter inhaltlicher Bereiche in der sta­
tistischen Analyse funktionaler Modellparadigmen als dominierender Metho­
dologie variablenanalytischer Hypothesenevaluation betrifft. Es handelt sich 
dabei um die Ausblendung unbeobachteter, latenter Handlungs- und Pro­
zeßzusammenhänge zwischen Variablen und ihren Werten.
Ehe wir dieses Thema in Kapitel 3 aufgreifen, wollen wir im vorhegenden 
Kapitel zuvor einen Einblick in die gegenwärtigen Methoden der Darstellung 
und Evaluation funktionaler Modellparadigmen geben, um damit zugleich 
das Verständnis einiger Grundbegriffe zu vermitteln, auf die wir uns später 
beziehen können. Da das zentrale Thema dieser Arbeit nicht die Darstel­
lung der statistischen Analyse funktionaler Beziehungen ist, soll dieser Ein­
blick nur relativ kurz sein und sich auf einige wesentliche Gesichtspunkte 
beschränken.
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2.2 Funktionale Modellparadigmen
Die Klasse der in der Variablenanalyse verwendeten funktionalen Modell­
paradigmen umfaßt einfache Regressions- und Korrelationsmodelle ebenso 
wie komplexe multivariate Modelle (Strukturgleichungsmodelle) unter Ein­
schluß unbeobachteter (latenter, theoretischer) Variablen. Ein Beispiel für 
die Analyse komplexer funktionaler Strukturen stellt das Gebiet der Kau­
salanalyse dar (vgl. Bentler, 1980; Bentler h  Faulbaum, in Druck; Bollen, 
1989; Heise, 1975; James, Mulaik &, Brett, 1982; Kenny, 1979; Koolwijk h  
Wieken-Mayser, 1986; Opp &; Schmidt, 1976; Saris Stronkhurst, 1984).
Wir wollen im folgenden (vgl. die Abbildungen 1, 2, 3 und 4) einige Bei­
spiele für die Struktur funktionaler Modellparadigmen geben, wobei wir die 
Diskussion der statistischen Struktur der Modelle zugunsten der rein funk­
tionalen Struktur ausklammern. Die Spezifikation der statistischen Struktur 
würde in einer Darstellung des mathematischen Zusammenhangs zwischen 
den Parametern einer bestimmten statistischen Verteilung der empirischen 
Variablen (z.B. Mittelwerten, Varianzen oder Kovarianzen einer multivaria- 
ten Normal Verteilung) und den, auch als Strukturparameter bzw. Struktur­
koeffizienten bezeichneten, Einflußgrößen eines Modells bestehen.
Die Abbildungen 1 , 2, 3 und 4 zeigen einige, durch sog. Pfaddiagramme 
visualisierte funktionale Modellparadigmen, die Hypothesen über einfache 
und komplexere funktionale Zusammenhänge darstellen. Solche Hypothesen 
bestehen auf der logischen Ebene in Mengen von Aussagen darüber, zwi­
schen welchen Variablen direkte Einflüsse vermutet werden. Dabei besteht 
in modernen Analyseverfahren die Möglichkeit, über Fixierungen der Ein­
flußgrößen auf bestimmte Werte (z.B. auf den Wert 1.0 ) Vermutungen über 
deren konkrete Höhe in die Modelle einzuführen. Darüber hinaus erlauben 
Fortschritte in der statistischen Theorie heute die Überprüfung von Hypothe­
sen über nahezu beliebige lineare und sogar nicht-lineare Einschränkungen 
zwischen Einflußgrößen. Die erwähnten Möglichkeiten machen insgesamt den 
konfirmatorischen Charakter moderner Verfahren der Variablenanalyse aus.
Den einfachsten Fall eines funktionalen Modellparadigmas stellt der Zu­
sammenhang zwischen einer abhängigen und einer oder mehreren unabhängi­
gen empirischen (d.h. gemessenen bzw. extern beobachteten) Variablen dar. 
Ein solcher Fall liegt etwa bei regressionsanalytischen Ansätzen vor, zu de­
nen auch varianz- und kovarianzanalytische Ansätze zu rechnen sind. (vgl. 
Abbildung 1).
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Xi,X2,...,Xk
y
e
ß u ß l y  -,ßk
beobachtete exogene Variablen; 
beobachtete endogene Variable; 
Residualvariable;
Strukturkoeffizienten (Einflußgrößen);
Modellgleichung:
y =  ß ix i  +  ß2Xi +  - -. +  ßk^k + «•
A bbildu n g 1 ; Einflüsse mehrerer beobachteter exogener Variablen auf 
eine beobachtete endogene Variable.
In komplexeren Modellstrukturen können empirische Variablejn in belie­
biger Weise über lineare oder auch nicht-lineare funktionale Beziehungen 
miteinander verbunden sein (vgl. Abbildung 2). In diesem Falle besteht die 
mathematische Form eines funktionalen Modellparadigmas nicht mehr in ei­
ner einfachen Modellgleichung wie in Abbildung 1 zu sehan ist, sondern in 
einem aus mehreren Gleichungen bestehenden Gleichungssystem.
17
X i , X 2
y l.y2.y3 
f it£21 £3 
711.721,732
\
021,031 
Modellgleichungen:
beobachtete exogene Variablen; 
beobachtete endogene Variablen;
Residualvariablen;
Strukturkoeffizienten der Beziehungen zwischen exogenen 
und endogenen Variablen;
Strukturkoeffizienten der Beziehungen zwischen den endoge­
nen Variablen.
Vi =  7n xi +  eii 
V2 = 721^ 1 + #21 + £2; 
J/3 =  7 3 2 ^ 2  +  031  +  ¿3-
A bbildu n g 2 : Struktur eines komplexeren funktionalen Paradigmas 
für beobachtete Variablen.
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Die in den Abbildungen 1 und 2 dargestellten Modellparadigmen bezo­
gen sich nur auf beobachtete Variablen. Führen wir in die Modelle neben 
empirischen Variablen auch unbeobachtete, latente Variablen ein, so erhal­
ten wir eine weitere Klasse von Modellstrukturen, in denen nunmehr neben 
Beziehungen zwischen empirischen Variablen auch solche zwischen latenten, 
unbeobachteten Variablen zugelassen sind. Obgleich die mathematische Rolle 
latenter Variablen innerhalb statistischer Modelle durch den formalen Kalkül 
eindeutig festgelegt ist, können ihre theoretische Bedeutung, ihr epistemolo- 
gischer und ontologischer Status, je nach Untersuchungsfragestellung und 
wissenschaftstheoretischer Grundposition variieren, wobei sich diese unter­
schiedlichen Auffassungen im mathematischen Modell nicht immer unter­
scheiden lassen.2
Beispiele für Interpretationen latenter Variablen sind:
• Deskriptive Konstrukte mit explikativer Funktion im Sinne von Herrmann 
(1976, S. 64);
• Begriffe, welche lediglich Klassen empirischer Variablen zusammenfassen;
• Dispositionskonzepte;
• als real betrachtete Verhaltensdispositionen wie z.B. Dispositionen mit kau­
salen Kräften („causal powers“ ), Dispositionen als reale Merkmale, ohne 
daß diese Merkmale als dispositioneile spezifisch ausgezeichnet wären (vgl. 
hierzu besonders: Harre, 1970; Mackie, 1973; Rosenberg, 1984; Shoemaker, 
1980);
• verborgene gemeinsame Verhaltensursachen („common hidden causes“ );
• unbeobachtete Antwort- bzw. Reaktionsvariablen;
• „True Score “-Variablen, d.h. Variablen, deren Wertebereich durch die Menge 
der wahren Werte von Beobachtungen oder Messungen definiert ist und de­
ren Einführung entsprechend den Annahmen der klassischen Meßtheorie auf 
der Zerlegung eines gemessenen Wertes in einen wahren Wert und einen 
Meßfehler beruht (vgl. Lord & Novick, 1968, sowie Abbildung 3).
2Die Ununterscheidbarkeit der verschiedenen Auffassungen des Begriffs der latenten 
Variablen in statistischen Modellen kommt vor allem in der formalen Überfiihrbarkeit von 
„True Score“-Modellen in Modelle mit gemeinsamen Faktoren zum Ausdruck (vgl. hierzu 
Alwin & Jackson, 1980).
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T  )  ( Wb hl e V b i Ib O I» !
S a e D a c h l « ! «  V t n t b n
R e a i ü u i l v a r l a b l e
Modellgleichung:
y =  t +  e.
A bbildun g 3: Zerlegung einer beobachteten Variablen in eine latente
wahre Variable (True Score-Variable) und eine Meßfeh­
lervariable.
Modelle mit unbeobachteten Variablen eignen sich u.a. zur statistischen 
Überprüfung von Annahmen über Operationalierungen theoretischer Varia­
blen und über Zusammenhänge zwischen wahren Werten, beobachteten Wer­
ten und Meßfehlern. Sie gestatten ferner die Analyse funktionaler Beziehun­
gen zwischen meßfehlerkorrigierten wahren Variablen.
In Abbildung 4 ist die abstrakte Struktur eines einfachen Modells mit zwei 
unbeobachteten Variablen rji und 772 sowie fünf beobachteten Variablen yi, y?, 
ya, y4 und y$ zu sehen, yi und 3/2 stellen empirische Indikatoren für die latente 
Variable 71 dar, während es sich bei den Variablen y3) y4 und y5 um empirische 
Indikatoren für die latente Variable t}2 handeln soll.
Die Variablen ei, £2? £3i und C5 stellen Residualvariablen dar, deren Werte 
in der Regel als Meßfehler interpretiert werden.
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Modellgleichungen:
V\ —  A u T J i + € i ;
V2 =  ^ 2 iV l + <-2\
3/3 =  -^32^2 + «3!
V4 — A4 2 7j2 + U ]
Vs =  A 52772 + e s ;
V2 =  ß 2 lV l + C.2-
A bbildu n g 4: Funktionales Modellparadigma mit latenten Variablen
ßzi bezeichnet den Effekt der latenten Variablen rji auf die latente Variable 
r]2 - (2 ist eine latente Residualvariable, welche die Abweichung der Modell­
vorhersage von J]2 durch f?i repräsentiert. Die Wirkungen der latenten Varia­
blen auf die empirischen Variablen (die Ladungen) tragen die Bezeichnungen 
An, A2i, A32, A42 und A52.
Die Beziehungen zwischen den latenten Variablen werden häufig als Struk- 
turmodell bezeichnet, während die Beziehungen zwischen den latenten und 
den empirischen Indikatoren als Meßmodell bezeichnet werden (vgl. Jöreskog 
& Sörbom, 1988).
Ein praktisches Anwendungsbeispiel ist in Abbildung 5 dargestellt. Es 
handelt sich dabei um das Submodell eines sehr viel komplexeren Modells, 
das in einer Untersuchung von Faulbaum und Kaase (1991, in Druck) ana­
lysiert wurde. Die latenten Variablen waren in diesem Fall „Akzeptanz mit 
der gegenwärtigen Bundesregierung“ (L-REG) und „Akzeptanz des demokra­
tischen Systems“ (L-DEMO). Die Bedeutungen der empirischen Indikatoren 
sind Abbildung 6 zu entnehmen. ß2\ stellt in diesem Fall den Einfluß der 
latenten Variablen „Akzeptanz der gegenwärtigen Bundesregierung“ auf die 
latente Variable „Akzeptanz des politischen Systems“dar.
A bbildun g 5: Beispielmodell mit latenten Variablen: Der Einfluß der
Regierungsakzeptanz auf die Akzeptanz des politischen 
Systems.
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Diffus-spezifische Wie zufrieden oder unzufrieden sind
Unterstützung Sie alles in allem - mit der Demokratie,
(Akzeptanz der so wie sie in der Bundesrepublik besteht?
Demokratie in (ZUFDEMO)
der BRD (1: sehr zufrieden - 6: sehr unzufrieden)
(L-DEHO)
Inwieweit entspricht die Demokratie, so wie 
sie in der Bundesrepublik besteht, Ihrer 
eigenen Vorstellung von einer idealen Demo­
kratie? (VGLDEHO)
(1: sehr gut - 6: sehr schlecht)
Spezifische Für wie gut oder schlecht halten Sie die
Unterstützung Leistungen der gegenwärtigen Bundesregierung
(Akzeptanz der - insgesamt betrachtet? (REGLEIST)
gegenwärtigen (1: sehr gut - 6: sehr schlecht)
(Bundesregierung)
(L-REG) Wie sympathisch oder unsympathisch ist 
Ihnen die gegenwärtige Bundesregierung? 
(REGSYHP)
(1: sehr sympathisch - 6: sehr unsympathisch)
Wie gut oder schlecht entspricht die gegen­
wärtige Bundesregierung Ihrer Heinung nach 
demokratischen Anforderungen? (REGDEMO)
(1: sehr gut - 6: sehr schlecht)
Abbildung 6; Übersicht über die empirischen Indikatoren der politi­
schen Akzeptanz.
Unabhängig davon, ob wir in funktionale Modellparadigmen unbeobach­
tete Variablen einführen oder nicht und auch unabhängig vom Skalenniveau 
der betrachteten Variablen, stets weist ein solches Modellparadigma die in 
Abbildung 7 dargestellte grundlegende Struktur auf.
Exogene Variablen
Unbeobachtete Variablen 
Empirische Variablen
Endoaene Variablen
Unbeobachtete Variablen 
Empirische Variablen
W irk u n g s r ic h tu n g
A bbildun g 7: Allgemeine Struktur funktionaler Modellparadigmen.
Funktionale Modellparadigmen beziehen sich ausschließlich auf Beziehun­
gen zwischen quantitativen Variablen. Dies gilt auch für den Fall diskre­
ter Daten, ln diesem Fall geht man aus statistischen und nicht notwendig 
aus inhaltlich ableitbaren Gründen von der Betrachtung der qualitativen Ur­
sprungsvariablen zur Betrachtung von Variablen über, die als Werte die Ag- 
gegatwahrscheinlichkeiten oder Funktionen davon besitzen. Beispiele sind 
Wahrscheinlichkeitsmodelle, log-lineare Modelle, Probit- und Logitmodelle 
sowie alle Modelle mit limitierten abhängigen Variablen („limited dependent 
variables“ ) (vgl. Amemiya, 1981; Maddala, 1983). Der Wunsch nach einer 
Quantifizierung der Variablen erzwingt hier also notwendig die Annahme ei­
nes Aggregatprobabilismus, wobei von der Beobachtung eines Individuums ein 
Übergang vollzogen wird zur Wahrscheinlichkeit bzw. zur relativen Häufig­
keit, daß das Individuum in diese Beobachtungsklasse fällt. So erweist sich
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auch die Analyse qualitativer Daten, zumindest soweit es die Anwendung 
funktionaler Modellparadigmen betrifft, letzlich als eine verdeckte quantita­
tive Analyse.
2.3 Statistische Modellevaluation und Inter­
pretation der Strukturkoeffizienten
Ziel der statistischen Analyse eines funktionalen Modellparadigmas ist in der 
Regel
• die Schätzung der freien, d.h. der uneingeschränkten Einflußgrößen 
unter den Nebenbedingungen der in das Modell eingeführten und hof­
fentlich theoretisch begründbaren Einschränkungen;
• die Signifikanzbeurteilung der Parameterschätzungen;
• die Beurteilung der statistischen Anpassung des Modells an die empi­
rischen Daten.
Die Schätzung der Effekt- bzw. Einflußparameter erfolgt so, daß unter be­
stimmten statistischen Verteilungsbedingungen die Anpassung des Modells 
an die Beobachtungsdaten optimiert wird. Dies geschieht in der Regel da­
durch, daß eine mathematisch präzisierte Diskrepanz zwischen bestimmten 
modellimplizierten (durch das Modell vorhergesagten) Kennwerten einer sta­
tistischen Verteilung (z.B. Mittelwerte, Varianzen, Kovarianzen) der empiri­
schen Variablen des Modells mit den Verteilungskennwerten der Stichprobe 
minimiert wird.
Da jede statistische Modellevaluation zur gleichen Zeit einerseits die präzise 
Form einer funktionalen Beziehung, d.h. den Wert einer Einflußgröße, frei zu 
bestimmen sucht, andererseits aber bestimmte Einschränkungen bzw. be­
stimmte Festlegungen der Einflußparameter überprüft, besteht sie in der 
Regel sowohl aus exploratorischen als auch aus konfirmatorischen Kompo­
nenten.
Dieses Zusammenspiel von Exploration und Konfirmation ist eines der 
Kennzeichen moderner variablenanalytischer Modellanalyse. Dabei besteht 
die Intention einer Analyse jedoch häufig nicht in der Überprüfung eines 
bestimmten einzelnen Modells, sondern in der Suche nach einem in Bezug auf
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die vorgegebenen Daten optimal spezifizierten Modells (specification search; 
vgl. Leamer, 1978; MacCallum, 1986; Silvia Sz MacCallum, 1988). Dabei 
geht man zunächst von von bestimmten plausiblen Ausgangsmodellen aus 
(vgl. Bentler h  Bonett, 1980; Sobel h  Bohrnstedt, 1985), die dann unter 
Anwendung bestimmter univariater und multivariater Tests wie Lagrange- 
Multiplikator-Tests und Wald- Tests so lange modifiziert werden, bis eine 
weitere Verbesserung in der Anpassung nicht mehr erreicht werden kann (zu 
den erwähnten Tests vgl. Bentler, 1989; Satorra, 1989; Sörbom, 1989).
In letzter Zeit sind verstärkt Verfahren hinzugekommen, die die Suche 
nach möglichen Modellstrukturen, einschließlich der Elaboration von Alter­
nativen zu einem gegebenen Modell, betonen (vgl. Glymour et al., 1987; 
Spirtes &¿ Glymour, 1988; Spirtes, Glymour & Scheines, in Druck).
Die statistischen Verfahren der Evaluation und Exploration funktionaler 
Modellparadigmen liefern im Grunde lediglich funktionale numerische Cha­
rakterisierungen einer Menge (Stichprobe, hypothetische Population) indivi­
dueller, als Argumente oder Ergebnisse funktionaler Beziehungen betrachte­
ter Meß- bzw. Beobachtungswerte, wobei zwischen letzteren nicht notwen­
dig ein Sinnzusammenhang bestehen muß. Insbesondere in exploratorischen 
Anwendungen, wo es um die Entdeckung neuer Beziehungen geht, muß ein 
solcher Zusammenhang oft erst hergestellt werden.
Die statistischen Anpassungskriterien sind vor allem Kriterien der funk­
tionalen Beschreibbarkeit bzw. Subsumierbarkeit von Beobachtungs- und 
Meßdaten unter funktionale mathematische Beschreibungen, wobei diese Be­
schreibungen auch auf in der aktuellen Untersuchung nicht beobachtete 
Größen referieren können Wir wir später sehen werden, sind der funktiona­
len Charakterisierbarkeit dabei gewisse Grenzen gesetzt, mit entsprechenden 
Folgen vor allem für die Anzahl der unbeobachteten Größen, die in funktio­
nale Modellparadigmen aufgenommen werden können.
Die als Ergebnisse statistischer Analysen gelieferten funktionalen Charak­
terisierungen beruhen einerseits auf der vorausgesetzten allgemeinen Form 
des mathematischen Modells (z.B. ob linear oder nicht-linear), andererseits 
auf die unter optimaler statistischer Anpassung an die empirischen Daten 
geschätzten unbekannten numerischen Strukturparameter (z.B. Regressions­
koeffizienten).
In ihrer Efftktinterprttation werden diese Koeffizienten üblicherweise als 
quantitative Abschätzungen dafür interpretiert, wie stark sich Werte in der 
abhängigen Variablen ändern, wenn man Werte der unabhängigen Variablen
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ändert (vgl. Abbildung 8 ). Im Falle diskreter unabhängiger Variablen (z.B. 
Geschlecht) sind diese Effekte als Gruppenunterschiede deutbar.
Veränderung der Veränderung der
unabhängigen Variablen x abhängigen Variablen v
y • c
E f fe k t
= = o
y • d
A bbildun g 8 : Effektinterpretation von Strukturkoeffizienten.
Aussagen, die im Zusammenhang mit der statistischen Feststellung von Ef­
fekten gemacht werden, haben in Abhängigkeit von den Vorzeichen der Pa­
rameterschätzungen oft eine der folgenden Formen:
• „x beeinflußt y “ ;
• „x hat einen Effekt auf y “ ;
• „Je größer (kleiner) x, desto größer (kleiner) y “ .
Aus diesen Aussagen lassen sich natürlich weitere Aussagen wie etwa „y ist 
größer (kleiner) als x uableiten.
Die Anwendung obiger Aussagen auf das einzelne Individuum ist nicht 
unproblematisch und läuft notwendig auf die Einführung kontrafaktischer 
Bedingungsaussagen der Form „ Hätte i einen Wert auf der Variablen x er­
halten, der größer (kleiner) als der tatsächlich gemessene Wert ist, so wäre 
auch der Wert auf der abhängigen Variablen y größer (kleiner) gewesen als 
der tatsächlich erhaltene Wert“ (zum Begriff der kontrafaktischen Bedingung 
vgl. Kutschera, 1976; Lewis, 1973).
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Darüber hinaus ist die Übertragung eines im Rahmen einer statistischen 
Aggregatanalyse ermittelten Effekts auf den singulären Fall nur dann sinn­
voll, wenn wir eine bestimmte Voraussetzung akzeptieren, die jeder statisti­
schen Analyse zugrundeliegt. Diese Voraussetzung besteht in der Annahme 
einer Invarianz der mathematischen Individualmodelle und besagt, daß für 
jedes Individuum ein Modell der gleichen Struktur, d.h. mit gleichen Varia­
blen, gleicher mathematischen Verknüpfung, gleichen Strukturparametern 
und gleichen Verteilungsvoraussetzungen, gilt.
Eine gute statistische Anpassung kann zwar als Indikator für eine solche 
Annahme gelten, stellt aber keine hinreichende Bedingung dar. Vielmehr 
muß im allgemeinen Fall davon ausgegangen werden, daß unterschiedliche 
Individuen nur durch unterschiedliche Modelle beschreibbar sind. Ist dies 
aber der Fall, so bedeutet dies, daß die individuelle Einflußgröße dadurch 
verzerrt wird, daß in der statistischen Analyse bei der Ermittlung der indivi­
duellen Einflußgrößen stets auch die aller übrigen Individuen berücksichtigt 
werden.
2.4 Abschließende Bemerkungen zum gegen­
wärtigen Stand der Modellierung 
funktionaler Zusammenhänge
Aufgrund von Weiterentwicklungen im Bereich statistischer Schätz verfahren 
und der zur praktischen Implementation auf Rechnersystemen notwendigen 
numerischen Algorithmen wurden die Anwendungsbedingungen von Modellen 
für Strukturen funktionaler Zusammenhänge weiter liberalisiert und damit 
die Anwendungsmöglichkeiten stark erweitert. Diese Liberalisierung betrifft 
zum einen die statistischen Verteilungsvoraussetzungen, zum anderen aber 
auch die vorausgesetzten Meß- bzw. Skalenniveaus der Variablen.
Was die statistischen Verteilungsbedingungen betrifft, so erlaubt insbe­
sondere die Entwicklung sog. asymptotisch verteilungsfreier Schätzer (sog. 
ADF-Schätzer) nunmehr die Schätzung von Einflußparametern unter belie­
bigen Verteilungsbedingungen (vgl. Bentler, 1983; Browne, 1982, 1984).
Im Fall der Meß- und Skalenniveaus wurde eine Liberalisierung vor vor 
allem durch Fortschritte im Bereich der Analyse von Systemen mit kontinu­
ierlichen latenten Konstruktvariablen und ordinalen Indikatoren und in der 
Analyse latenter Klassen ermöglicht (vgl. Langeheine, 1988; Langeheine &
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Van de Pol, 1990; Muthen, 1982, 1983, 1984), so daß sich die Modellkom­
plexität für intervallskalierte Daten nunmehr nahezu vollständig auf den Fall 
ordinaler oder kategorialer Daten übertragen läßt.
Vergleicht man die heutigen statistischen Verfahren der Analyse funktio­
naler Variablenbeziehungen mit denen, die zu Beginn der Einführung sta­
tistischer Verfahren in die empirischen Verhaltens- und Sozialwissenschaf­
ten bestimmend waren, so ergeben sich eine Reihe gravierender Veränderun­
gen. Dazu zählen die oben erwähnten erweiterten Möglichkeiten zur Analyse 
komplexer Zusammenhänge innerhalb einer größeren Menge von Variablen 
bei gleichzeitiger Liberalisierung der statistischen und meßtheoretischen Vor­
aussetzungen ebenso wie die Möglichkeiten zur Analyse komplexer latenter 
Strukturen. Letztere gestatten, insbesondere auf Grund der verfügbaren kon- 
firmatorischen Methoden, die gezielte Überprüfung von Annahmen über Zu­
sammenhänge zwischen beobachteten und unbeobachteten Variablen, und 
damit von Annahmen über Eigenschaften von Operationalisierungen (vgl. 
Faulbaum, 1983, 1990; Jöreskog, 1971; Steyer, 1990). Vor allem aber wird 
der Forscher nunmehr in den Stand gesetzt, seine komplexen Konzeptuali- 
sierungen mit ihren empirischen Konsequenzen voll in das mathematische 
Modell integrieren.
Der Übergang von der Analyse von Zusammenhängen zwischen empiri­
schen Variablen zur Analyse von Zusammenhängen zwischen latenten Varia­
blen sowie zwischen letzteren und empirischen Variablen ist in gewisser Weise 
vergleichbar mit dem Übergang von Frühformen des logischen Empirismus 
zu späteren Versionen, in denen auch Dispositionskonzepte und theoretische 
Begriffe zugelassen sind (vgl. hierzu die zusammenfassende Darstellung von 
Suppe, 1974).
Die angesichts der vor allem von Vertretern nicht-positivistischer Posi­
tionen wie Manicas und Secord (1983) erhobenen Kritik an der strikt em- 
piristischen Orientierung der quantitativen Methodologie wohl bedeutenste 
Entwicklung liegt jedoch nicht allein in der Einführung unbeobachteter Varia­
blen, sondern vor allem in den erweiterten konfirmatorischen Möglichkeiten, 
welche die Ergebnisse statistischer Analysen in verstärktem Maße nicht al­
lein von den empirischen Daten, sondern zunehmend von den theoretischen 
Einschränkungen des Forschers abhängig machen.
Trotz aller Fortschritte in der statistischen Analyse funktionaler Bezie­
hungen mit unbeobachteten latenten Variablen bleiben einige Eigenschaf­
ten dieser Methodologie bestehen, welche deren Anwendbarkeit auf die Eva­
luation unbeobachteter Strukturen stärker einschränken. Hiervon betroffen
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ist vor allem die Evaluation von Hypothesen über komplexe unbeobachtete 
Handlungs- und Prozeßzusammenhänge, die zwischen den Variablen eines 
Modells intervenierend vermitteln.
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Kapitel 3
Unbeobachtete Handlungs— 
und Prozeßzusammenhänge als 
fehlende Verbindungen 
zwischen Variablen
3.1 Handlungs— und Prozeßzusammenhänge 
zwischen beobachteten oder unbeobach­
teten Variablen
Es dürfte wohl keinem Zweifel unterliegen und es soll auch hier nicht in Zwei­
fel gezogen werden, daß die Überprüfung von Hypothesen über quantitative 
Effekte exogener Variablen auf endogene Variablen im Rahmen funktiona­
ler Modellparadigmen von großem praktischen Nutzen sein kann. Beispiele 
hierfür finden sich etwa in der Gesundheitsforschung ebenso wie in der Eva­
luationsforschung. Das Wissen darüber, ob die Applikation eines bestimm­
ten Medikaments bestimmte Aspekte des organischen Zustands von Perso­
nen verändert, kann u.U. von überragender Bedeutung für die praktische 
Bekämpfung bestimmter Krankheiten sein. Ähnlich kann z.B. die statistische 
Schätzung der Effekte von Kampagnen zur Aids- oder Drogenaufklärung auf 
das praktische Sexualverhalten wertvolle Anhaltspunkte dafür liefern, ob sol­
che Kampagnen ihren Zweck erfüllt haben. Darüber hinaus kann die statisti­
sche Identifikation von Effekten Anlaß dafür sein, nach möglichen Erklärun-
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gen. für diese Effekte zu suchen und im Rahmen weiterer gezielter Studien 
ein vertieftes Verständnis solcher Effekte zu anzustreben.
Auf der anderen Seite birgt die ausschließliche Suche nach Effekten im 
Rahmen bestimmter Annahmen über die Form funktionaler Zusammenhänge 
die Gefahr einer Anhäufung reinen Effektwissens, ohne daß diese Anhäufung 
unser Verständnis der intervenierenden Handlungen, Prozesse und Verände­
rungen, welche diese Effekte vermitteln, wesentlich befördern würde. Dies 
ist in der Tat das, was wir in vielen Bereichen der empirischen Sozialfor­
schung erleben. Nicht zuletzt durch diesen Sachverhalt motiviert fordern 
einige Forscher, sich mehr um die Identifikation zugrundeliegender generati­
ver Mechanismen zu bemühen.
In ihrer Fokussierung auf die rein funktionale Charakterisierung von Varia­
blenzusammenhängen mit dem Ziel einer Suche nach statistischen Effekten 
und vorhersagetauglichen funktionalen Modellparadigmen blendet die Varia­
blenanalyse aus ihren formalen Verfahren der Hypothesendarstellung und Hy­
pothesenevaluation vor allem mögliche Vermutungen darüber aus, wie es un­
ter den exogenen Bedingungen zur Erzeugung der endogenen Folgen kommen 
konnte bzw. hätte kommen können. Vermutungen dieser Art beziehen sich 
auf die Handlungen und Prozesse, welche Bedingung-Folge-Zusammenhänge 
implementieren und können gewissermaßen als Elaborationen der Qualität 
solcher Zusammenhänge in Termini intervenierender unbeobachteter Hand­
lungen oder Prozesse verstanden werden.
In der Tat stellen die Werte unabhängiger Variablen in den verschiede­
nen Verhaltens- und sozialwissenschaftlichen Anwendungen der statistischen 
Analyse funktionaler Modellparadigmen meistens situative Bedingungen im 
allgemeinsten Sinne dar, während die Werte abhängiger Variablen meistens 
als Handlungs- oder Prozeßfolgen bzw.als Handlungs- oder Prozeßfolgen 
deutbare Ereignisrealisierungen aufgefaßt werden können.
Bekannte Beispiele für Variablen, deren Werte gleichermaßen sowohl als si­
tuative Bedingungen als auch als Handlungsfolgen aufgefaßt werden können, 
sind lebenssituative Variablen wie Nettoeinkommen, Familienstand, berufli­
che Tätigkeit, psychische Zustandsvariablen wie berufliche Zufriedenheit oder 
mentale Variablen wie berufliche Ziele. In experimentellen Settings stellen 
die Versuchsbedingungen einerseits situative Bedingungen für die sich inner­
halb der Subjekte vollziehenden Handlungen und Prozesse dar, andererseits 
aber sind sie selbst Folgen von Handlungen des Forschers oder seiner Helfer.
Situative Bedingungen und Handlungs- bzw. Prozeßfolgen können entwe­
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der beobachtet bzw. gemessen, oder sie können unbeobachtet bzw. latent sein, 
womit sich im Prinzip die in Tabelle 1 aufgeführten Kombinationsmöglich' 
keiten ergeben.
Tabelle 1: Beobachtungsstatus situativer Bedingungen und Hand­
lungsfolgen
Situative Bedingungen H andlungs- bzw. Prozeßfolgen
beobachtet beobachtet
beobachtet latent
latent beobachtet
latent latent
Entsprechend der in Tabelle 1 aufgeführten Kategorisierung lassen wir 
die Möglichkeit zu, daß intervenierende Prozesse oder Handlungen nicht nur 
von beobachteten Bereichen in beobachtete Bereiche führen können, sondern 
auch von beobachteten Bereichen in unbeobachtete Bereiche und umgekehrt. 
Auch Handlungen und Prozesse, die von unbeobachteten Bereichen in unbe­
obachtete Bereiche führen, wollen wir akzeptieren. Beispiele für letztere sind 
etwa rein innerpsychische Prozesse wie Erinnerungsprozesse, emotionale Pro­
zesse, rein mentale Handlungen, deren Konsequenzen ebenfalls im mentalen 
Bereich liegen, etc.
Annahmen über intervenierende Prozesse und Handlungen müssen aber 
nicht unbedingt nur die Prozesse und Handlungen der beobachteten indi­
viduellen Akteure betreffen. Vielmehr können Annahmen über der inter­
venierende Handlungs- und Prozeßzusammenhänge als Komponenten auch 
Annahmen über Prozesse und Handlungen enthalten, für die kollektive Ak­
teure verantwortlich gemacht werden, die aber den beobachteten individu­
ellen Akteur in den von uns beobachteten Aspekten beeinflußt haben. Ein 
Beispiel hierfür wäre etwa eine von der Regierung als kollektivem Akteur 
durchgeführte oder geplante Rentennerhöhung, über die der beobachtete in­
dividuelle Akteur berichtet.
Obwohl es in empirischen Untersuchungen üblich ist, die Bedeutung der
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Begriffe „beobachtet“bzw. „unbeobachtet“nicht gesondert zu diskutieren, 
erscheint es uns an dieser Stelle notwendig zu sein, eine kurze Erläuterung 
ihrer Verwendung zu geben.
Wenn wir hier den Begriff „beobachtet“auf den Wert einer Variablen an­
wenden, etwa im Sinne: Der Wert i,- wurde an Individuum i beobachtet, so 
meinen wir damit zugleich, daß i,- im Zeitintervall einer aktuellen Untersu­
chung beobachtet bzw. gemessen wurde. Alle Größen und Entitäten, die wir 
als Werte von Variablen in Modelle einführen und für die diese Bedingung 
nicht gilt, behandeln wir als unbeobachtet bzw. latent.
Der geschilderte Gebrauch des Wortes „beobachtet“fällt also nicht mit dem 
Gebrauch des Wortes „empirisch“zusammen, wie dies normalerweise bei der 
Analyse funktionaler Modellparadigmen mit latenten Variablen geschieht.
Eine unbeobachtete Größe kann so entweder eine empirische Größe im 
Sinne einer extern beobachtbaren Größe sein, oder es kann sich um eine ex­
tern nicht beobachtbare Große handeln. Ein solcher Sprachgebrauch erlaubt 
es uns, von intervenierenden unbeobachteten Prozessen zu sprechen, die un­
beobachtete empirische Konsequenzen haben.
Auf weitere Schwierigkeiten, die mit dem Begriff der Beobachtbarkeit so­
wie mit dem Problem der Abgrenzung der Begriffe theoretisch vs. empirisch 
bzw. vs. beobachtet verbunden sind, soll an dieser Stelle nicht naher eingegan­
gen werden (vgl. hierzu z.B. Achinstein, 1968; Churchland, 1985; Stegmüller, 
1986; Tuomela, 1973).
Unter der Voraussetzung, daß Handlungs- oder Prozeßfolgen ihrerseits 
wieder situative Bedingungen für die Erzeugung weiterer Handlungs- und 
Prozeßfolgen darstellen können, wird aus der in Abbildung 7 abgebildeten 
allgemeinen Struktur eines funktionalen Paradigmas, die in Abbildung 9 dar­
gestellte Struktur. Letztere enthalt nunmehr zusätzlich die aus funktionalen 
Modellparadigmen ausgeblendeten möglichen intervenierenden Handlungen 
und Prozesse.
Aus funktionalen Modellparadigmen erhalten wir auf diese Weise neue Mo­
dellparadigmen, die wir in Kap. 4als operative Modellparadigmen bezeichnen 
werden und welche die vermuteten intervenierenden Prozesse in die hypothe­
tischen Modellstrukturen einbezieht, die in den funktionalen Modellparadig­
men unspezifiziert bleiben.
Die empirische Überprüfung solcher Paradigmen dient nicht mehr der Be­
antwortung von Fragen wie
34
• „Welchen Einfluß hat das Einkommen auf die berufliche Zufrieden­
heit
sondern stattdessen der Beantwortung von Fragen wie
• „Wie, d.h. durch den Vollzug bzw. durch die Realisation welcher Hand­
lungen und Prozesse konnte es unter den Bedingungen bestimmter Ein­
kommenssituationen zur Herstellung der aufgrund der Beobachtungen 
eines oder mehrerer empirischer Zufriedenheitsindikatoren als gültig 
unterstellten subjektiven Zufriedenheitszustände kommen?“.
Hanäiungs- untf Pt 02*Ojuammmmnf>inga
Exoaene Variablen Hantji ungt- vnttProa Cjuaainmmn - hing*
Endogene Variablen
Unbeobachtete Variablen Unbeobachtete Variablen
Empirische Variablen Empirische Variablen
Abbildung 9: Allgemeine Struktur eines operativen Paradigmas.
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Überprüft werden somit nicht mehr Hypothesen über quantitative Effekte, 
sondern über mögliche Handlungs- und Prozeßverbindungen zwischen Varia­
blen und ihren Werten.
Es mag oben bereits deutlich geworden sein, daß die aus funktionalen 
Modellparadigmen ausgeblendeten intervenierenden Handlungen und Prozes­
sen nicht nur einzelne Handlungen und Prozesse, sondern u.U. eine Vielzahl 
von Handlungen und Prozessen, die im Rahmen einer komplizierten zeitli­
chen Ablaufstruktur und innerhalb komplexer Verwendungs-Erzeugungszu- 
sammenhänge miteinander verbunden sein können und die nicht nur einen 
einzigen Akteur, sondern mehrere (individuellen oder kollektiven) Akteure 
betreffen können.
Den Begriff des Prozesses reservieren wir dabei für automatisch und nicht 
bewußt kontrolliert ablaufende Veränderungen, die materieller, psychischer 
oder sozialer Natur sein können.
Ehe wir das Verhältnis zwischen funktionalen Modellparadigmen und aus­
geblendeten Handlungs- und Prozeßzusammenhängen näher erläutern, wol­
len wir zuvor einen Aspekt dieser Ausblendung in den Mittelpunkt rücken, 
der mit der Art und Weise zu tun hat, wie menschliche Subjekte in varia­
blenanalytischen Modellen dargestellt werden (vgl. hierzu auch Faulbaum, 
1991, in Druck).
3.2 Die Ausblendung des handelnden Sub­
jekts aus der variablenanalytischen Mo­
dellierung
Die naturwissenschaftlichen Forschungsmethoden der Variablenanalyse ein­
schließlich der mathematisch/statistischen Verfahren waren in der Vergan­
genheit -  vor allem von Seiten sog. nicht-positivistischer Forschungsansätze
-  immer wieder Gegenstand der Kritik (vgl. hierzu z.B. die Beiträge in She- 
wder & Fiske, 1986). Viele der kritischen Stellungnahmen beziehen sich mit 
unterschiedlichen Schwerpunktsetzungen auf die Vernachlässigung des han­
delnden bzw. sich intentional verhaltenden Subjekts in seinen inneren und 
äußeren Aspekten einschließlich seiner interpretativen Fähigkeiten.
Die Kritik richtet sich dabei z.T. generell gegen die Art und Weise, wie 
der Mensch in der Verhaltens- und sozialwissenschaftlichen Forschung the­
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matisiert wird sowie gelegentlich darüber hinausgehend gegen die dahinter 
vermuteten grundlegenden Menschenbilder bzw. Subjektmodelle (vgl. z.B. 
Graumann & Metraux, 1977; Groeben, 1986; Groeben Scheele, 1977; Shot- 
ter, 1975).
Mit der vorgetragenen Kritik ist oft eine generelle Skepsis gegenüber der 
Übertragbarkeit naturwissenschaftlicher Methoden auf humanwissenschaftli­
che Untersuchungen verbunden, die bis zur Ablehnung jeglicher Anwendung 
formaler Verfahren reichen kann (vgl. z.B. Wilson, 1984).1
Für andere Forscher wie Luckmann (1980, S.246), der für eine Rückführung 
der Daten in die Lebenswelt plädiert, sind die mathematischen Methoden 
der Variablenanalyse methodologisch harmlos, solange sie sich auf inhaltlich 
uninterpretierte numerische Variablen beziehen. Sie verlieren ihre Harmlo­
sigkeit aber in dem Augenblick, wo die numerischen Verfahren auf konkrete 
Einheiten des untersuchten Feldes bezogen werden. Ähnlich warnt Danziger 
(1985) vor den Gefahren, welche entstehen, wenn man numerische Verfah­
ren als psychologische Theorien auffaßt. Auch diese Kritik muß zumindest 
teilweise als Kritik an der Art und Weise gewertet werden, wie Einheiten 
der Verhaltens- und sozialwissenschaftlichen Forschung wie z.B. Personen in 
mathematisch/statistischen Verfahren repräsentiert werden.
Ansätze zur Integration des Individuums in die mathematischen Verfah­
ren der Verhaltens-und Sozialwissenschaften sind durchaus zu erkennen (vgl. 
z.B. Gigerenzer, 1981, S. 85), diese Ansätze sind aber immer noch sehr global 
und ohne Referenz auf eine differenziertere Modellierung menschlicher Sub­
jekte in ihren inneren und äußeren dynamischen Handlungseigenschaften.
Kritik an der Vernachlässigung des handelnden Subjekts in den Metho­
den der Variablenanalyse läßt sich auch ableiten aus Verhaltens- und sozial­
wissenschaftlichen Grundpositionen wie dem symbolischen Interaktionismus 
(Blumer, 1956/1978, 1969; Meitzer, Petras Reynolds, 1975; Stryker, 1980;
1Wilson begründet diese Ablehnung, ohne auf die Möglichkeiten der formalen Metho­
den der intensionalen Logik einzugehen (vgl. z.B. Barwise k. Etchmendy, 1989; Barwise L 
Perry, 1983; Cresswell, 1974; die Arbeiten von Montaguein Thomason, 1980), mit der Ex- 
tensionalität formaler Verfahren. Nicht nur dieses Beispiel zeigt, daß es bei der Bewertung 
von Stellungnahmen, die von Vertretern qualitativer Forschungsansätze zu quantitativen 
Verfahren abgegeben werden, einer gewissen Vorsicht bedarf (vgl. hierzu auch Rudinger, 
Chaselon, Zimmermann lc Henning (1985, S. 13). Wie Meehl (1986) zurecht feststellt, sind 
dabei gelegentlich Begriffekontaminationen und begriffliche Ungenauigkeiten zu beobach­
ten. Da findet man etwa begriffliche Gleichsetzungen von „quantitativ“mit „numerisch“ , 
„quantitativ“mit „statistisch“ , „numerisch mit mathematisch“ , „mathematisch“mit „na­
turwissenschaftlich“ , „statisti6ch“mit „experimentell“ , etc.
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Stryker ¿z Statham, 1985), der Ethnomethodologie (vgl. e.g. Garfinkel, 1967; 
Wilson, 1970; Wilson fc Zimmerman, 1980; Zimmerman Sz Pollner, 1971; 
Weingarten, Sack & Schenklein, 1976) oder der phänomenologischen Soziolo­
gie nnd Psychologie (vgl. e.g. Antaki, 1981; Luckmann, 1980; Psathas, 1973; 
Schütz, 1932; Eickelpasch & Lehmann, 1983; Graumann, 1988), die sich mit 
der Untersuchung von Prozessen beschäftigen, durch die menschliche Akteure 
ihre Umgebung, eigene Aktivitäten und Aktivitäten ihrer Mitmenschen im 
Alltagsleben und in Situationen der sozialen Interaktion interpretieren oder 
erklären, auch wenn die Kritik nicht immer so explizit vorgetragen wird wie 
bei Blumer (1956/1978) oder in Wilsons Argumentation für die Einführung 
des interpretativen Paradigmas (vgl. Wilson, 1970). In seiner oben zitierten 
bekannten Auseinandersetzung aus der Perspektive des symbolischen Inter­
aktionismus macht Blumer (1956/1978) die Vernachlässigung der interpre­
tativen Prozesse wie etwa Prozesse der Situationsdefinition zu einem seiner 
Hauptargumente gegen die Analyse von Variablenbeziehungen.
Im einzelnen äußert sich die beanstandete Vernachlässigung des situativ 
handelnden Subjekts und seiner interpretativen Fähigkeiten vor allem in fol­
genden Eigenschaften variablenanalytischer Modellierung:
• in der Ausblendung extern unbeobachtbarer subjektiver Prozesse und 
Handlungen aus den Verfahren der empirischen Hypothesenevaluation 
und Hypothesenexploration. Dies bedingt vor allem eine unzureichende 
Berücksichtigung des Sachverhalts, daß, sofern Werte von Variablen 
nicht bereits abgeleitete Messungen bzw. numerisch vorverarbeitete 
Daten darstellen, sie in Verhaltens- und sozialwissenschaftlichen Un­
tersuchungskontexten sehr häufig von den Untersuchungseinheiten, z.B. 
menschlichen Subjekten, im Rahmen von Handlungen oder Prozessen 
selber realisiert werden; d.h. sie stellen Folgen bzw. Zwischenfolgen 
von Handlungsvollzügen oder Stufen bzw. Zwischenstufen von Prozes­
sen dar, an denen die Subjekte zumindest beteiligt sind.
Insbesondere individualistische Positionen in den Sozialwissenschaften, 
die sich mit den Beziehungen zwischen individuellem Handeln und kol­
lektiven Phänomenen beschäftigen (vgl. z.B. Lindenberg, 1977, 1981; 
Raub & Voss, 1981; Wippler ¿z Lindenberg, 1987), haben die Aufmerk­
samkeit darauf gelenkt, daß auch die Beobachtungen und Messungen, 
welche die empirische Ausgangsbasis der statistischen Datenanalyse 
ausmachen, als Konsequenzen oder -  das sei an dieser Stelle ergänzt
-  als Zwischenstufen oder auch Bedingungen individueller Handlungen 
und Prozesse aufgefaßt werden können. Auf diesem Hintergrund lassen
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sich Ergebnisse statistischer Analysen vielfach als aggregierte Folgen 
individueller Handlungen auffassen (vgl. Raub & Voss, 1981, S.90).
• in der Zusammenfassung unkontrollierter (z.B. bestimmter situativer) 
Einflüsse und in statistischen Modellen nicht-berücksichtigter (ausge­
lassener) Variablen in Fehler- bzw. Residualtermen, wobei eine Zer­
legung der Fehler in weitere vermutete Einflußkomponenten aus rein 
statistischen Gründen unterbleiben muß. Diese Gründe ergeben sich 
aus der Forderung nach unabhängiger Schätzbarkeit der unbekannten 
Modellparameter bzw. der Effekte (Identifzierbarkeitsforderung). Wir 
werden die Auswirkungen dieser Eigenschaft später (Abschnitt 3.5.2) 
im Zusammenhang mit der Frage diskutieren, inwieweit variablenana­
lytische Methoden überhaupt geeignet sind, um Hypothesen über in­
tervenierende unbeobachtete Handlungs- und Prozeßzusammenhänge 
zu überprüfen.
• in den sich sowohl aus der Identifizierbarkeitsforderung als auch aus der 
frequentistischen Wahrscheinlichkeitsinterpretation ergebenden Annah­
men der stochastischen Austauschbarkeit der Individuen und der Invari­
anz der Individualmodelle (z.B. gleiche lineare Modelle mit den gleichen 
Einflußgrößen für alle Individuen). Diese Eigenschaft setzt der indivi­
duenspezifischen Darstellung von Personen in statistischen Modellen 
deutliche Grenzen, insofern sie unterstellt, daß für jedes Individuum 
i z.B. das gleiche quantitative Modell y, =  a +  ß%i +  ¿i gilt. Diese 
Grenzen können durch noch so ausgeklügelte experimentelle Untersu­
chungspläne, durch Subgruppenanalysen oder durch die Betrachtung 
von Längsschnittstudien (vgl. Faulbaum, 1988; Hsiao, 1986; Plewis, 
1985), bei denen Individuen wiederholt gemessen werden, nicht über­
schritten werden.
3.3 Die Ausblendung umfassenderer 
Handlungs— und Prozeßzusammenhänge 
aus funktionalen Modellparadigmen
Der Vorwurf der Vernachlässigung unbeobachteter Handlungen und Pro­
zesse betrifft nicht nur die situativen Prozesse und Handlungen wie die kon­
struktiven Prozesse der Bedeutungserzeugung, die inneren Entscheidungs­
prozesse, die Evaluation subjektiver Ziele, situative Veränderungen subjek­
39
tiver Zustände und Befindlichkeiten, sondern auch die möglicherweise aus 
vielen Einzelhandlungen und Teilprozessen bestehenden umfassenderen ge­
nerierenden Handlungs- und Prozeßzusammenhänge, die neben den subjek­
tiven Handlungen und Prozessen z.B. auch soziale Veränderungsprozesse, 
die Veränderungen persönlicher Lebenssituationen und ihrer verschiedenen 
Aspekte generieren, einschließen.
Erst dadurch, daß in aktuellen Beobachtungs- und Meßsituationen si­
tuative Prozesse Teil umfassenderer Handlungs- und Prozeßzusammenhänge 
sein können, besteht die prinzipielle Möglichkeit, durch Interaktion mit si­
tuativ handelnden Subjekten Kenntnisse über Wirkungen zu erlangen, die 
auf Ereignisse, Handlungen und Prozesse zurückgehen, die von der aktu­
ellen Untersuchungssituation zeitlich und räumlich weit entfernt sind. Ein 
Beispiel wäre etwa eine individuelle verbale Äußerung über einen subjekti­
ven Zustand, der selber Wirkung eines Prozesses in der Vergangenheit ist. 
Der Prozeßzusammenhang besteht dann einerseits aus der situativen Pro­
zeßkomponente, andererseits aus den Handlungen und Prozessen, die in der 
Vergangenheit zu. der berichteten Wirkung geführt haben.
In vielen Verhaltens- und sozialwissenschaftlichen Untersuchungen, so etwa 
in der Umfrageforschung, geht es um die Suche nach Zusammenhängen zwi­
schen im Rahmen von Selbstäußerungen verbal vermittelten Inhalten, die 
im Verlauf der Applikation mehr oder weniger standardisierter Fragebögen 
und in weitgehend unstandardisierten Erhebungssituationen erhoben wur­
den. Selbst im Fall einfacher Fragen muß davon ausgegangen werden, daß 
stets mindestens drei Prozeß- und Handlungsstränge miteinander verknüpft 
sind. Der erste Strang betrifft die Prozesse und Handlungen, die zu den 
Inhalten geführt haben, über die sich das Subjekt -  durch einen externen 
Beobachter feststellbar -  äußert. Der zweite betrifft die Handlungen und 
Prozesse, welche zur subjektinternen Lösung der gestellten Aufgabe bzw. 
zur Erzeugung einer inneren Antwort auf die gestellte Frage führen. Der 
dritte Strang schließlich führt von der inneren Feststellung von Inhalten zur 
extern beobachtbaren Äußerung dieser Inhalte.
In multivariat angelegten Untersuchungen, bei denen mehrere Messungen 
oder Beobachtungen an der gleichen Person durchgeführt werden, wieder­
holt sich diese Struktur wenigstens ein weiteres Mal, nämlich bei der zwei­
ten Beobachtung, wobei nunmehr weitere mögliche Handlungs- und Pro­
zeßverknüpfungen in Spiel kommen, die sowohl die zu verschiedenen Zeit­
punkten erhobenen Inhalte als auch die zu diesen Zeitpunkten beobachteten 
verbalen Äußerung miteinander verbinden.
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Die erwähnten Handlungs- und Prozeßverknüpfungen tauchen in Model­
len für funktionale Zusammenhänge nicht auf, obgleich die Erüllung gewisser 
Annahmen über ihre Gestalt u. U. entscheidend dafür sein kann, ob eine 
registrierte Beobachtung einen mit der intendierten Variableninterpretation 
verträglichen, d.h. einen zulässigen Wert darstellt. Ein Beispiel hierfür ist 
etwa die korrekte Durchführung von Bedeutungszuordnungen.
Nehmen wir als Beispiel die in Kap. 2, Abbildung 6 dargestellte Frage 
zur Sympathie mit der gegenwärtigen Bundesregierung. Um die Äußerungen 
der Subjekte und damit die Variablenwerte etwa als Sympathieäußerungen 
über die gegenwärtige Bundesregierung zu interpretieren, müssen wir z.B. 
voraussetzen, daß die Regierung von den Subjekten nicht mit der Person des 
Bundeskanzlers identifiziert wird, so daß sich die Sympathieäußerungen im 
Grunde nicht wie zunächst vom Forscher intendiert auf eine Institution, son­
dern auf eine Person beziehen.Annahmen über Bedeutungszuordnungen sind 
Beispiele für Annahmen über bestimmte Stufen latenter, unbeobachteter Pro­
zesse, oder, falls wir Bedeutungszuordnungen als bewußte Handlungen be­
greifen, für Annahmen über bestimmte Ergebnisse von Handlungsvollzügen.
Handlungs- und Prozeßannahmen dieser Art sind von entscheidender Be­
deutung für die Beurteilung von Reliabilität und Gültigkeit der Beobachtun­
gen, wobei der Begriff der Gültigkeit hier nicht im statistischen Sinne der 
klassischen Meßtheorie verstanden wird (vgl. Lord h  Novick, 1969), sondern 
als die Erfüllung handlungs- und prozeßtheoretischer Voraussetzungen zur 
Sicherstellung der Übereinstimmung zwischen der vom Forscher intendier­
ten mit der von der beobachteten Person übermittelten semantischen oder 
pragmatischen Bedeutung. Wollte man diesen Sachverhalt mit den Begriffen 
der strukturalistischen Wissenschaftstheorie (vgl. z.B. Balzer, 1982, 1985; 
Stegmüller 1980, 1986) ausdrücken, so wären Beobachtungsinterpretationen 
als T-theoretisch in Bezug auf zugrundeliegende theoretische Handlungs­
und Prozeßannahmen einzustufen. Es entspricht der hier vertretenen Auf­
fassung, daß in den Verhaltens- und Sozialwissenschaften die Gültigkeit von 
Beobachtungsdaten stets handlungs- und prozeßdynamisch begründet wer­
den müßte.
Obwohl totale oder teilweise Standardisierung und experimentelle Kon­
trolle der situativen Aspekte dazu führen soll, deren Wirkungen auszuschließen, 
zeigen die Ergebnisse der Artefaktforschung, daß dies zumeist nicht gelingt, 
und daß selbst dort, wo der Mensch als passiv reagierender Mechanismus 
Gegenstand der Untersuchung wird, das erwartete Ergebnis durch unvorher­
sehbare Auswirkungen menschlicher Subjektivität verzerrt wird. In nicht-
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experimentellen Studien, wo sich wie in der Umfrageforschung die Standar­
disierungsversuche im wesentlichen nur auf den Ablauf der eigentlichen Befra­
gung bezieht, lassen sich die spezifischen Wechselwirkungen der handelnden 
Individuen mit situativen Komponenten ohnehin kaum kontrollieren. Ein 
häufig beschrittener Weg besteht darin, für relevant gehaltene, extern be­
obachtete situative Zusatz variablen wie äußere Interviewermerkmale, Anwe­
senheit dritter Personen etc. zu erheben, um im Rahmen funktionaler Mo­
dellparadigmen die Wirkungen dieser Merkmale „herauszupartialisieren“oder 
hinsichtlich ihrer quantitativen Wirkungen zu beschreiben.
Intervenierende Handlungs- und Prozeßzusammenhänge können nicht nur 
rein quantitativer oder qualitativer Natur sein, sie können vielmehr sowohl 
qualitative als auch quantitative Komponenten enthalten und auch unter­
schiedliche inhaltliche Bereiche betreffen. Einige der Teilprozesse etwa könn­
ten vor allem Thema der soziologischen Forschung sein, andere wiederum 
primär Thema bestimmter Disziplinen psychologischer Forschung, etc.
Beispiele
Was wir meinen, wenn wir von Handlungs- und Prozeßzusammenhängen als 
ausgeblendeten Variablenverbindungen sprechen, ist in Abbildung 10 veran­
schaulicht.
In der Abbildung bezeichnen x,- und y,- mögliche Werte einer Person i auf 
Variablen x und y. ind(xi) und ind(yi) seien beobachtete Indikatoren für 
diese Werte. Bei x könnte es sich z.B. um das tatsächliche Nettoeinkom­
men handeln, bei y um allgemeine Lebenszufriedenheit handeln. Als ind(x) 
käme z.B. das als Antwort auf eine entsprechende Einkommensfrage direkt 
genannte Nettoeinkommen in Betracht, die Werte von ind(y) könnten die 
als Lösung einer entsprechenden, vom Forscher gestellten Aufgabe, vorge­
nommenen Zufriedenheitseinstufungen auf einer mehrstufigen Likert-Skala 
sein.
Eine statistische Analyse interessiert sich normalerweise für die Anpassung 
eines funktionalen Paradigmas der Form y,- =  / ( x t); d.h. das die intendierte 
funktionale Deskription liefernde funktionale Paradigma bezieht sich auf die 
wahren Einkommenswerte. Tatsächlich beobachtet werden aber lediglich die 
empirischen Indikatoren für diese Werte. Nur unter der stillschweigenden 
Voraussetzung, daß das wahre Einkommen mit dem genannten Einkommen 
übereinstimmt, sind wir berechtigt das Ergebnis des tatsächlich analysier­
ten funktionalen Paradigmas ind(y) =  g(ind(x)) als intendierte funktionale
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Deskription zwischen den wahren Werten zu nehmen. Dieses Problem ist 
wohlbekannt und heißt nichts anderes, als daß wir annehmen müssen, daß 
der Meßfehler 0 ist. Die Schätzung der Meßfehler in einem Modell mit zwei 
latenten „True Score“-Variablen und jeweils einem Indikator scheidet aus, 
weil solche Modelle nicht schätzbar sind (Anzahl der empirischen Indikato­
ren zu gering).
P|,P|,P3i : Individuum i a ttr ibu ierte  Handlungs­
und Prozeßzusammenhänge
Abbildung 10: Funktionales Paradigma mit ausgeblendeten intervenie­
renden Handlungs- und Prozeßzusammenhängen.
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Aus den funktionalen Zusammenhängen zwischen den unbeobachteten 
wahren Einkommenswerten als Aspekten der wahren, d.h. tatsächlichen 
Lebenssituationen der Individuen, sowie zwischen diesen und ihren beob­
achteten Indikatoren werden insgesamt drei Handlungs- und Prozeßzusam­
menhänge ausgeblendet, die in Abbildung 10 auf das Individuum i bezogen 
als Pu, Pa und P3l bezeichnet sind. P2i und P3| werden durch die situati­
ven Handlungen und Prozesse bestimmt, die zwischen der Aufgabenstellung 
und der Antworterzeugung verlaufen und von denen wir annehmen müssen, 
daß sich das Individuum in ihnen auf seine tatsächliche Lebenssituation be­
zieht. Diese Prozesse können Entscheidungsprozesse umfassen, in denen auf 
nicht kontrollierbare Bedingungen der Befragungssituation Bezug genommen 
wird, Prozesse der Zielevaluation, etc. Von der Annahme, daß derartige Pro­
zesse eine Rolle spielen könnten, haben wir auszugehen, wenn wir das Indi­
viduum als bewußt und intentional handelnde Person ansehen. Annahmen 
über Handlungs- und Prozeßzusammenhänge zwischen unbeobachteten wah­
ren Variablen und beobachteten Indikatoren bestimmen, ob wir überhaupt 
berechtigt sind, den Meßfehler 0 zu setzen.
Der als Pu bezeichnete Handlungs- und Prozeßzusammenhang bezieht 
sich auf die Prozesse und Handlungen, die unter der angenommenen tatsächli­
chen Einkommenssituation zu der angenommenen Zufriedenheit hätten führen 
können. So wie wir bei den situativen Handlungs- und Prozeßzusammen­
hängen davon ausgehen müssen, daß die Personen in ihren Handlungen auf 
Aspekte der Situation Bezug nehmen, die in den Variablen des systemati­
schen Modellteils nicht repräsentiert sind, so können auch die innerhalb von 
Pu auftretenden Handlungen und Prozesse auf Entitäten Bezug nehmen, auf 
die das funktionale Paradigma nicht referiert.
Von besonderem Interesse ist die Betrachtung von Handlungs- und Pro­
zeßzusammenhängen, die zwischen Wiederholungsmessungen intervenieren 
und die zur Erklärung und Vorhersage von Konstanz und Veränderung her­
angezogen werden können (vgl. Abbildung 11).
Nehmen wir etwa an, das Einkommen sei zu zwei Zeitpunkten (Gelegen­
heiten) 1 und 2 gemessen worden. rtj sei das tatsächliche (wahre) Nettoein­
kommen der Person i zum Zeitpunkt j ( j  =  1,2). Beide Werte beschreiben in 
diesem Fall einen tatsächlich vorhandenen Aspekt der allgemeinen Lebenssi­
tuation von i, nämlich die Einkommenssituation, ya und yi2 seien konkrete 
Antwortäußerungen auf zwei unterschiedliche, zum Zeitpunkt 1 an die Person 
gerichtete Fragen bzw. Aufforderungen, ihr Nettoeinkommen anzugeben.
44
A bbildu n g  11: Fehlende Handlungs- und Prozeßzusammenhänge in ei­
nem Test-Retest-Modell mit wahren Variablen.
t/,'3 und y,4 seien die konkreten Antwortäußerungen der Person auf die 
Wiederholungsfragen zum Zeitpunkt 2. Die eine der Fragen könnte etwa 
die in eine Frage gekleidete Aufforderung sein, das Nettoeinkommen direkt 
zu nennen, die andere die in eine Frage gekleidete Aufforderung, das Net­
toeinkommen im Rahmen einer ordinalen Selbsteinstufung in vorgegebene 
Einkommensklassen einzuordnen. A,i, A,-2, A,3 und At4 stellen die Einflüsse
der unbeo achteten Variablen auf die beobachteten Variablen dar.
2^, €3, €4 und (2 seien erklärt wie in Abbildung 3. #21 wird üblicherweise 
als Stabilität bezeichnet und beschreibt den Effekt des tatsächlichen Einkom­
mens zum ersten Zeitpunkt auf das tatsächliche Einkommen zum zweiten 
Zeitpunkt.
Auch in diesem Fall haben wir zunächst eine Ausblendung von Handlungs­
und Prozeßzusammenhängen auf der erhebungssituativen Ebene. Auf dieser 
Ebene sind alle Handlungs- und Prozeßzusammenhänge ausgeblendet, im 
Rahmen derer die Person Informationen über das eigene Einkommen, sowie 
die im Fehlerterm unterschiedslos zusammengefaßten Aspekte der Situation 
einschließlich des Fragetextes, der vorgegebenen Antwortkategorien sowie vie­
ler anderer Aspekte verwendet, um die beobachtete Äußerung zu erzeugen 
(-Pt2, Piz, PiA, Pa, PiG, P*7, Pi8, Pi9 und Piio).
Auf der Ebene der Veränderung des tatsächlichen Einkommens, die in die­
sem Fall den thematischen Fokus der Analyse bildet, werden jene Handlungs­
und Prozeßzusammenhänge (Pn) ausgeschlossen, welche die zum Zeitpunkt 1 
als gültig angesehene Einkommenssituation so verändert haben, daß die zum 
Zeitpunkt 2 erhobene Einkommenssituation entstehen konnte. Die Invarianz 
der Einkommenssituation kann dabei als Grenzfall der Veränderung angese­
hen werden. Die auf dieser Ebene auftretenden Handlungs- und Prozeßzu­
sammenhänge umfassen Prozesse und Handlungen, die innerhalb oder außer­
halb des beobachteten Individuums i aufgetreten sind und die in irgendeiner 
Weise mit dazu beigetragen haben, daß die zum Zeitpunkt 2 beobachtete 
Einkommenssituation entstehen konnte, und zwar so entstehen konnte, daß 
eine empirisch festgestellte Beziehung zum Einkommen des ersten Zeitpunk­
tes (z.B. Einkommen zum Zeitpunkt 2 größer als Einkommen zum Zeitpunkt 
2 ) erfüllt ist.
Pin bezeichnet die Handlungs- und Prozeßzusammenhänge, welche die 
unkontrollierten subjektexternen oder subjektinternen mit den wahren Wer­
ten verbinden.
Der die Einkommenssituation zum Zeitpunkt 1 und die Einkommenssitua­
tion zum Zeitpunkt 2 verbindende Handlungs- und Prozeßzusammenhang 
kann je  nach theoretisch/inhaltlichem Bezug viele verschiedene Handlungs- 
und Prozeßkomponenten enthalten, darunter mentale Handlungen der be­
ruflichen Entscheidung, zielgerichtete Suche nach einem anderen Beruf, Ent­
scheidungen über die Art der beruflichen Fortbildung, Prozesse der Erhaltung 
der eigenen Identität, Einflußprozesse des Lebenspartners, darunter kom­
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munikative Prozesse, Prozesse der Bewertung der eigenen allgemeinen und 
beruflichen Lebenssituation, Prozesse des Vergleichs zwischen der eigenen 
Lebenssituation und der Anderer, z.B. der von Freunden, etc.
Sowohl die Handlungs- und Prozeßzusammenhänge auf der erhebungssi­
tuativen Ebene, als auch jene auf der Ebene des thematischen Fokus können, 
wie bereits deutlich geworden ist, von großer Komplexität sein. Sie können 
qualitative wie quantitative, mentale wie emotionale, subjektive wie objek­
tive, empirische wie theoretische Komponenten enthalten und außer der Per­
son i auch noch anderen Akteuren, darunter möglicherweise auch kollektiven 
(z.B. institutionellen) Akteuren zugeordnet sein. Im trivialen Fall könnte 
etwa eine Einkommenserhöhung auch auf eine tarifliche Vereinbarung als 
Ergebnis einer Interaktion zwischen mehreren kollektiven Akteuren zurück­
zuführen sein.
Normalerweise wird man die Struktur derart komplexer Zusammenhänge 
nicht in standardisierten Studien untersuchen können. Es dürfte sich viel­
mehr eher um ein mögliches Thema qualitativer Intensivbefragungen, der 
Biographieforschung , etc. handeln bzw. darüber hinaus um ein Thema, 
welches die Integration von Wissen aus vielen verschiedenen Studien erfor­
derlich macht.
Obgleich wir die obigen Beispiele aus dem speziellen Bereich der Um­
frageforschung genommen haben, so sind diese doch auf beliebige andere 
Erhebungskontexte einschließlich experimenteller Untersuchungen übertrag­
bar. Die grundsätzliche Argumentation hängt auch nicht von den inhaltli­
chen Bereichen und Fragestellungen ab} auf welche funktionale Paradigmen 
angewendet werden.
3.4 Kausale Interpretationen funktionaler 
Beziehungen und generative Ansätze
3.4.1 Der Begriff der kausalen Verbindung und seine 
Interpretationen
Angesichts der Ausblendung unbeboachteter Handlungs- und Prozeßzusam­
menhänge aus der variablenanalytischen Modellierung erscheint es durch­
aus natürlich, daß die statistische Modellierung von Strukturen funktionaler 
Abhängigkeiten in den Dienst der Überprüfung von Kausalitätskonzepten ge-
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stellt wird, bei denen Referenzen auf intervenierende unbeobachtete Prozesse 
sowie handelnde Individuen fehlen und die z.T. dadurch gekennzeichnet sind, 
daß sie Vorstellungen über mechanische Verbindungen zwischen Teilen einer 
Maschine auf den Zusammenhang zwischen Variablen, deren Werte durch 
intentional handelnde Individuen realisiert werden, übertragen.
So besteht das Ziel vieler Anwendungen komplexerer Verfahren der Ana­
lyse von Variablenbeziehungen in der statistischen Identifikation sog. kausa­
ler Verbindungen zwischen Variablen. Der Begriff einer kausalen Verbindung 
( causal link) wird dabei üblicherweise über den Begriff des direkten Einflusses 
einer Variablen x auf eine Variable y, in Symbolen: x —» y, definiert, wobei 
die Gültigkeit der folgenden Annahmen unterstellt wird:
1. x muß y zeitlich vorangehen (Bedingung der zeitlichen Asymmetrie).
2. x muß mit y durch eine funktionale Beziehung verbunden sein; d.h. es muß 
gelten: y = f ( x)  für irgendeine Funktion f.
3. Es darf keine Drittvariable z geben, die sowohl x als auch y kausal bein- 
flußt, dergestalt, daß die Beziehung verschwindet, wenn z kontrolliert wird 
(Ausschluß von Scheinkorrelationen bzw. „non- spuriousness“ ).
Neben diesen drei Kernannahmen werden gelegentlich noch eine Reihe wei­
terer Annahmen aufgestellt (vgl. z.B. Klein, 1987). Dazu gehören die An­
nahme, daß Beeinflussungsbeziehungen nicht zwischen Werten, sondern nur 
zwischen Veränderungen von Werten angenommen werden dürfen, daß die 
Beziehung zwischen Variablen eine konstante Konjunktion ist Stabilität der 
Kovariation und daß die Zeitverzögerung der kausalen Wirkung hinreichend 
klein ist.
Der in dieser Weise eingeführte Begriff der kausalen Verbindung läßt sich 
auf den Fall multipler Verursachung (multiple causation) übertragen und 
ist nicht auf Verbindungen zwischen empirischen Variablen beschränkt. So 
kann man beispielweise in einem Modell den hypothetischen Einfluß einer 
gemeinsamen latenten Ursache (common latent cause) auf mehrere mögliche 
empirische Wirkungsvariablen postulieren.
Mit funktionalen Verbindungen zwischen verursachenden Variablen und 
Effekt variablen lassen sich, je nach Interpretation dieser Verbindungen, ver­
schiedene alternative Kausalitätskonzeptionen verbinden, von denen die fol­
genden indikativ für die Ausblendung von Handlungs- und Prozeßzusam­
menhängen sind.
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Eine dieser, mit funktionalen Verbindungen assoziierten, Kausalitätsauf­
fassungen beruht auf der Interpretation einer funktionalen Beziehung im 
Sinne der Manipulierbarkeit einer oder mehrerer abhängiger Variablen durch 
eine oder mehrere unabhängige Variablen. So garantiert eine eventuell be­
stehende feste, d.h. gesetzmäßige, funktionale Verbindung die Kontrollier- 
barkeit abhängiger Variablen durch Manipulierbarkeit der unabhängigen Va­
riablen im Sinne einer kontrafaktischen Bedingung (vgl. Lewis, 1973): Wenn 
der Forscher die Werte der verursachenden Variablen ändern würde, würden 
sich auch die Werte der verursachten Variablen ändern. Die Interpretation 
kausaler Verbindungen im Sinne der Manipulierbarkeit wird etwa von Simon 
(1953) vertreten.
Eine der Manipulierbarkeitsinterpretation sehr ähnliche Interpretation ist 
jene, die den Begriff der kausalen Verbindung auf dem Begriff der experimen­
tellen Intervention aufbaut (vgl. z.B. Holland, 1986, 1988; Holland & Rubin, 
1987).
Die Manipulierbarkeitsinterpretation bezieht sich zumeist auf Änderun­
gen von Variablenwerten unter Abstraktion vom einzelnen Individuum. Eine 
solche Auffassung scheint jedoch nur vertretbar, wenn angenommen wird, 
daß die funktionale Beschreibung der Manipulierbarkeitsrelation für alle In­
dividuen gleich ist und eventuelle Abweichungen einfach einem Residualwert 
zugeschrieben werden.
Eine individuenbezogene experimentelle Begründung des Ursache-Wir- 
kungs-Zusammenhangs versucht Holland (1986, 1988), was, ähnlich wie im 
Fall der Manipuherbarkeitsauffassung, auf die Einführung individuenbezoge­
ner kontrafaktischer Bedingungen hinausläuft.
Kausale Beziehungen zwischen Variablen lassen sich auch über Usache- 
Wirkungsbeziehungen zwischen Ereignisseneinführen (vgl. Spirtes, Glymour 
& Scheines, in Druck). Auch hier wird die Verwendung kontrafaktischer Be­
dingungen als grundlegend angesehen, wobei diese Bedingungen als Mittel 
eingeführt werden, um kausale Gesetzmäßigkeiten von wahren universellen 
Generalisierungen zu unterscheiden. Variablen werden in diesem Fall als 
Ereignisklassen aufgefaßt. Sind etwa x und y Variablen, so sagt man, x ver­
ursache y genau dann, wenn mindestens ein Ereignis aus x mindestens ein 
Ereignis aus y verursacht. Der Begriff der direkten oder indirekten Verursa­
chung von Ereignissen wird dabei als primitiv vorausgesetzt.
In jüngster Zeit wurden, anknüpfend an wissenschaftstheoretische Arbei­
ten über Kausalität von Glymour (vgl. z.B. Glymour, 1980), statistische Ar­
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beiten von Wermuth und Lauritzen (1984) über graphische Modelle sowie un­
ter Zugrundelegung des eben beschriebenen Konzepts einer auf Verknüpfun­
gen zwischen Ereignissen beruhenden kausalen Relation zwischen Variablen, 
Verfahren zur reliablen Entdeckung kausaler Strukturen entwickelt, die von 
einer strikten Trennung zwischen kausaler Struktur, funktionaler Struktur 
und statistischer Struktur ausgehen (vgl. Glymour et al., 1987; Spirtes et 
al., 1991, in Druck).
3.4.2 Zweifel an der statistischen Identifizierbarkeit 
kausaler Verbindungen
Die Möglichkeiten der empirischen Identifikation kausaler Verbindungen über 
die statistische Analyse funktionaler Strukturen müssen inzwischen mit einer 
gewissen Skepsis betrachtet werden.
Zunächst verdient im Zusammenhang mit funktionalen Verbindungen fest­
gehalten zu werden, was im Zusammenhang mit kausalen Inferenzen gene­
rell gilt (vgl. z.B. Marini &; Singer, 1988, S. 381): Sie lassen sich empirisch 
niemals mit absoluter Sicherheit bestätigen. Die Argumentationslinie von 
Popper (1976) in bezug auf die Konfirmierbarkeit von Gesetzesaussagen auf­
greifend muß vielmehr davon ausgegangen werden, daß sich ein universeller, 
d.h. zeitinvariant gültiger, funktionaler Zusammenhang zwischen Variablen 
auch durch beliebig viele Kreuzvalidierungen sowohl von Querschnitts- als 
auch von Längsschnitt Studien nicht bestätigen läßt. Ähnlich werden wir in 
bezug auf die obige Bedingung (3) nicht ausschließen können, daß nicht doch 
noch weitere Drittvariablen gefunden werden können, deren Kontrolle eine 
früher postulierte Beziehung der Kovariation zum Verschwinden bringt.
Analysen statistischer Modelle haben im Zusammenhang mit der Überprü­
fung von Hypothesen über kausale Verknüpfungen vor allem die Funktion des 
Ausschlusses von Zusammenhangsstrukturen und der relativen Evaluation 
verschiedener Modelle gegeneinander. Letztere wird insbesondere durch die 
Entwicklung inkrementeller Anpassungsindizes sowie durch neuere statisti­
sche Verfahren der Modellmodifikation gefördert (vgl. Bentler, 1989; Bentler
& Bonett, 1980; Satorra, 1989; Sörbom, 1989).
Unabhängig von ihrer möglichen kausalen Interpretation sind der stati­
stischen Evaluation funktionaler Strukturen dadurch Grenzen gesetzt, daß 
ganz unterschiedliche Strukturen an einen Datensatz gleich gut angepaßt sein 
können (vgl. Stelzl, 1986). Dies kann bedeuten, daß zwischen alternativen
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Annahmen über kausale Verbindungen auf der Basis vorliegender empirischer 
Daten nicht entschieden werden kann.
Angesichts dieser Situation ist verständlich, daß nach rein statistisch ori­
entierten Versuchen der Identifikation kausaler Zusammenhänge, gegenwärtig 
die Beziehung zwischen statistischen Modellannahmen und inhaltlichen Über­
legungen bei Kausalitätsbetrachtungen in der Verhaltens- und sozialwissen­
schaftlichen Forschung wieder verstärkt betont wird.
Vor der Ableitung kausaler Schlußfolgerungen auf der Basis statistischer 
Zusammenhänge allein ohne inhaltliche Vorannahmen über Verursachungs­
zusammenhänge hatte bereits Fisher (1946, S. 191) gewarnt. Hatteinsbeson­
dere die in der Vergangenheit geführte Diskussion über die Bedeutung stati­
stischer Signifikanzaussagen (vgl. z.B. Atkinson h  Jarret, 1979; Morrison h  
Henkel, 1970) schon zu Zweifeln darüber geführt, ob aus statistisch signifi­
kanten Zusammenhängen überhaupt theoretische Schlußfolgerungen gezogen 
werden können (vgl. auch Meehl, 1986), so mehren sich inzwischen auch in 
bezug auf die komplexe Modellierung funktionaler Strukturen mit und ohne 
latente Variablen die kritischen Bemerkungen über die Leichtfertigkeit, mit 
der statistisch scheinbar gut angepaßte Modelle akzeptiert werden und aus 
statistisch signifikanten funktionalen Beziehungen kausale Schlußfolgerungen 
gezogen bzw. funktionale Zusammenhänge als kausal interpretiert werden 
(vgl. Baumrind, 1983). Selbst Proponenten der komplexen statistischen 
Modellierung werden nicht müde, auf die ungeachtet aller in Abschnitt 2.3 
geschilderten Verfeinerungen statistischer Verfahren weiterhin bestehenden 
Inferenz- und Interpretationsprobleme hinzuweisen (vgl. z.B. Cliff, 1983; 
Mulaik, 1987; Horan, 1989).
Inzwischen ist aus verschiedenen Gründen klar, daß eine signifikant gute 
statistische Modellanpassung noch nicht bedeutet, daß man nicht nur in der 
Stichprobe, sondern auch in der theoretischen Population, aus der die Stich­
probe gezogen wurde, ein „wahres Modell“ („true model“ ) gefunden hat. Ver­
antwortlich hierfür sind nicht nur die anhaltenden Schwierigkeiten mit der 
Interpretation statistischer Anpassungsindizes (vgl. hierzu etwa Anderson 
Gerbing, 1984; Marsh, Balla &; McDonald, 1988), sondern vor allem, daß es 
zu jedem angepaßten Modell eine nicht weiter eingrenzbare Klasse strukturell 
vollkommen unterschiedlicher Modelle geben kann, die gleich gut angepaßt 
sind.
Die erwähnten Probleme haben inzwischen verstärkt zu Forderungen nach 
theoretischen, inhaltlichen Begründungen für die Spezifikation von Modellen 
geführt (vgl. Bentler, 1989; Jöreskog & Sörbom, 1988), welche im Grunde
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die die oben erwähnten Bedenken von Fisher aufgreifen. In der Tat: Wenn 
eine Klasse völlig unterschiedlicher Modelle anhand statistischer Kriterien als 
gleichermaßen adäquat angesehen muß, kann die Bevorzugung eines Modells 
aus dieser Klasse nur noch anhand nicht-statistischer Kriterien erfolgen.
Die Bedeutung theoretischer Begründungen läßt sich auch aus Resulta­
ten im Zusammenhang mit Verfahren zur Suche nach optimal spezifizierten 
Modellen (specification searches) ableiten (vgl. MacCallum, 1986; Silvia & 
MacCallum, 1988). Diese Resultate zeigen, daß sich ein in einer Population 
postuliertes „wahres Modell “mittels statistischer Verfahren der Modellmodi­
fikation um so eher identifizieren läßt, je besser es theoretisch begründet 
werden kann (vgl. Kaplan, 1988).
3.4.3 Generative Ansätze
Die im letzten Abschnitt dargestellten Probleme der statistischen Über prü- 
fung kausaler Modelle, die Leichtfertigkeit, mit der in empirischen Studien 
Kovariation mit Kausalität gleichgesetzt wird sowie kritische Auseinander­
setzungen mit der Humeschen Kausalitätsauffassung und dem Subsumpti- 
onsansatz der kausalen Erklärung von Hempel und Oppenheim (vgl. Hem- 
pel & Oppenheim, 1948; vgl. auch Stegmüller, 1983), haben zu der Forde­
rung geführt, die Suche nach statistischen Zusammenhängen durch die Suche 
nach generativen bzw. produktiven Mechanismen zu ersetzen (vgl. Baumrind, 
1983).
Dieser generative Ansatz geht von der Vorstellung aus, daß eine Ursa­
che ihren Effekt erzeugt und führt bei Anwendung auf Verhaltens- und so­
zialwissenschaftliche Daten zu Fragen wie „Wer bzw. Was hat den Effekt 
erzeugt"und „Wie wurde er erzeugt“ . Baumrind dachte dabei eher an mate­
rielle, physikalische, chemische oder biologische Agenten und Mechanismen. 
Eine Übertragung auf menschliche Akteure muß notwendig zu philosophi­
schen Fragen und Problemen führen, die wir hier nicht näher behandeln 
wollen und die etwa das Verhältnis von Verhaltensgründen und Verhaltens­
ursachen sowie das Verhältnis von psychischen und materiellen Prozessen 
betreffen (vgl. hierzu z.B. die Diskussion in Groeben, 1986). Inzwischen gibt 
es für die zuletzt genannten Probleme eine Reihe von Lösungsvorschlägen 
wie etwa jene, die auf der Anwendung von Intervenienzprinzipien beruhen 
(vgl. z.B. Kim, 1984).
Die Ausdehnung des generativen Prinzips auf menschliche Akteure und die
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Zulassung von Handlungszitaten in kausalen Erklärungen führt uns zu den 
Vorschlägen von Boudon (1979). Boudon empfiehlt aus individualistischer 
Sicht im Rahmen einer Diskussion der Art und Weise, wie Lazarsfeld die Er­
gebnisse seiner American Soldier-Untersuchung interpretiert, zur Erklärung 
statistischer Zusammenhänge die Entwicklung generierender Modelle (gene- 
rating models), in denen er die Möglichkeit einer Versöhnung von soziologi­
scher Theorie, statistischer Analyse, quantitativer Analyse und Verstehen im 
Weberschen Sinn erblickt (vgl. Boudon, 1979, S.62). Im Gegensatz zu ei­
nem Soziologismus, der Individuen nur als Produkt sozialer Strukturen sieht, 
implizieren generierende Modelle eine Logik der Handlung, der individuellen 
Entscheidung oder des individuellen Verhaltens. Auf einem sehr allgemeinen 
Niveau beschreibt er ein generierendes Modell durch zwei Kernelemente:
1. die Beschreibung einer Logik, gemäß der die Handlungen der Individuen 
in einer Umfrage oder einer anderen Beobachtungssituation reguliert 
werden, aus der die quantitativen Daten abgeleitet werden können;
2. eine Beschreibung der sozialen Einschränkungen, innerhalb der sich die 
Logik der individuellen Handlung entwickelt.
Für eine Suche nach zugrundeliegenden generativen latenten Mechanismen 
im Sinne einer Suche nach den latenten Fähigkeiten, die Verhalten ermögli­
chen, wird vor allem unter dem Aspekt plädiert, daß die Subsumierbarkeit 
von Einzelereignissen für das Bestehen einer kausalen Beziehung zwischen Va­
riablen weder eine hinreichende noch eine notwendige Bedingung sein muß. 
Dies zeigen die verschiedenen Argumente gegen das Subsumptions- bzw. 
Covering law- Modell der kausalen Erklärung von Hempel und Oppenheim 
(1948), das kausale Erklärung mit der Subsumption von Ereignisfolgen unter 
eine allgemeingültige implikative Beziehung (Gesetzesaussage) gleichsetzt.
Zu den Kritikern dieser Auffassung gehören u.a. jene nicht-positivistischen 
Richtungen der Sozial- und Verhaltenswissenschaften, die gelegentlich unter 
dem Namen Neues Paradigma zusammengefaßt werden und die in der Neuen 
Wissenschaftsphilosophie des transzendentalen Realismus Bhaskars philoso­
phisch begründet werden (vgl. Bhaskar, 1978, 1979; Manicas & Secord, 
1983).
Im Rahmen dieser wissenschaftsphilosophischen Konzeption finden wir 
eine Sichtweise der Kausalität, welche die empiristisch orientierte Kausa- 
litätskonzeption Humes (kausale Beziehungen als Zusammenfassung von Fol­
gen empirischer Ereignisse) sowie das Subsumptionsprinzip des Schemas der
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kausalen Erklärung von Hempel und Oppenheim (1948) strikt ablehnt. Die 
Entwicklung dieser Kausalitätsauffassung war nicht zuletzt durch das Ziel 
bestimmt, einen Kausalitätsbegriff zu entwickeln, der auch für nicht- experi­
mentelle, offene Beobachtungssituationen angemessen ist.
An die Stelle der Behauptung einer einfachen funktionalen Beziehung Ri =  
f(S {) mit R  als abhängiger Variablen tritt nun eine Aussage der Form:
Wenn 5, dann handelt i ceteris paribus notwendig kraft seiner 
Struktur N  (vgl. Manicas & Secord, 1983, S.402).
Die Terminologie, in der Probleme der Kausalität beschrieben werden, 
stellt die Begriffe Vermögen (power) und ermöglichende Bedingungen (enab- 
ling conditions) in den Mittelpunkt. Während sich der Begriff des Vermögens 
dabei vor allem auf allgemeine latente Fähigkeiten oder latente Verhaltens­
und Handlungsbereitschaften bezieht, beziehen sich die ermöglichenden Be­
dingungen auf die strukturellen Bedingungen von Verhalten (Harre & Secord, 
1972, S.17ff).
Nach Harre und Secord kann die Zuschreibung von Vermögen durch die 
folgende Aussage charakterisiert werden:
Wenn (71, (72,... C n , dann B  vermöge JV,
wobei Ci(i =  1 , . . . ,  n): disjunktiv verknüpfte Bedingungen, B: Verhalten, 
N : Zustand, dank dessen das Individuum fähig ist, B  zu tun, wenn irgend­
eine der Bedingungen erfüllt ist. C und B  werden zu einer D-Komponente 
zus ammengef aß t.
Die 7V-Komponente bezieht sich auf ermöglichende Bedingungen, die im 
Individuum eine Verhaltensbereitschaft produzieren. Die C -  Komponente 
bezieht sich auf die verhaltensermoglichenden Umstände der Umgebung.
Psychologische Terme können der C -  oder iV-Komponente angehören, der 
B -  Komponente nur, wenn es dem gewöhnlichen Sprachgebrauch entspricht. 
N  kann physiologische und psychologische Elemente enthalten.
Cummins (1975, 1977, 1978, 1983) analysiert -  ebenfalls in Auseinander­
setzung mit dem kausalen Erklärungsschema von Hempel und Oppenheim 
und der Humeschen Kausalitätsauffassung -  komplexe Fähigkeiten und deren
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Zusammensetzung aus elementareren Fähigkeiten im Rahmen eines algorith­
mischen Ansatzes, wobei er durch Anwendung einer als funktionale Analyse 
bezeichneten Methode zu zeigen versucht, wie ein Programm durch ein Sy­
stem ausgeführt wird, dessen Fähigkeiten erklärt werden sollen. Ziel dieses 
Ansatzes, den Cummins zu den Eigenschaftstheorien der Erklärung rechnet, 
ist die Erklärung von Fähigkeiten durch die Eigenschaften ihrer Komponen­
ten und die Art ihrer Organisation, eine Auffassung, die Secord (1986) in 
einen direkten Zusammenhang mit Konzepten des tranzendentalen Realis­
mus stellt.
Auf die Notwendigkeit eines Verstehens zugrundeliegender Mechanismen 
zielen auch andere wissenschaftstheoretische Arbeiten über das Kausalitäts­
problem. So bezeichnet Railton (1978) im Zusammenhang mit physikalischen 
Prozessen deduktiv-nomologische Erklärungen als unbefriedigend, solange 
man sie nicht mit einer Beschreibung der zugrundeliegenden Mechanismen 
(„mechanisms at work“ ; Railton, 1978, S.208) verbindet.
Das Verstehen von Mechanismen als Aufgabe wissenschaftlicher Erklärun­
gen stellt auch Salmon (1984) heraus. Verstehen resultiert nach Salmon aus 
der Kenntnis, „ wie Dinge arbeiten“ („how things work“ ). Auch er, der im 
übrigen für die Entwicklung einer mechanistischen Philosophie plädiert, kri­
tisiert den Subsumptionsansatz von Hempel und Oppenheim als ungenügend 
und setzt sich für die Entwicklung eines Modells der mechanistischen Er­
klärung ein. Dabei nennt er vor allem zwei wichtige Aspekte eines sol­
chen Erklärungstyps, die er als ätiologische Erklärungen und konstitutive 
Erklärungen bezeichnet. Während im Falle von ätiologischen Erklärungen, 
die wohl als gleichbedeutend mit verschiedenen Formen genetischer Erklärun­
gen angesehen werden können (zum Begriff der genetischen Erklärung vgl. 
Stegmüller, 1983, S.155), zu zeigen versucht wird, wie Ereignisse als Resultat 
vorangegangener Ereignisse, Prozesse und Bedingungen Zustandekommen, 
versucht man in konstitutiven Erklärungen zu zeigen, daß die zu erklärende 
Tatsache durch einen zugrundeliegenden kausalen Mechanismus konstituiert 
wird.
Generative Auffassungen der Kausalität implizieren, daß in kausalen Hy­
pothesen auf generative Prozesse, Mechanismen oder Handlungen referiert 
wird. Die empirische Überprüfung solcher Hypothesen ist also in erster Linie 
eine Frage der Überprüfung von Hypothesen über generative Prozesse und 
Handlungen und nicht eine Frage der Überprüfung funktionaler Beziehungen, 
so daß auch diese Ansätze die Einführung von Methoden zur Evaluation von 
Handlungs- und Prozeßzusammenhängen nahelegen.
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3.5 Zur empirischen Überprüfbarkeit von Hy­
pothesen über unbeobachtete Handlungs­
und Prozeßzusammenhänge zwischen Va­
riablen
3.5.1 Hypothesen über intervenierende Handlungs­
und Prozeßzusammenhänge
Die im Rahmen der Analyse funktionaler Modellparadigmen überprüften Hy­
pothesen über funktionale Zusammenhänge zwischen Variablen behaupten 
die Verknüpfbarkeit von Werten quantitativer Variablen durch eine mathe­
matische funktionale Beziehung. Ganz analog hierzu entwickeln wir den 
Begriff der Hypothese über einen Handlungs- und Prozeßzusammenhang 
zwischen Variablenwerten, indem wir diese als eine Behauptung über die 
Verknüpfbarkeit von Variablenwerten innerhalb eines postulierten Handlungs­
und Prozeßzusammenhangs einführen.
Wir wollen unter einer singulären Hypothese über einen bivariaten Hand­
lungs- und Prozeßzusammenhang P, eine Behauptung verstehen, daß für 
ein konkretes Individuum i die Verwendung eines konkreten Wertes at der 
unabhängigen Variablen x  an einer bestimmten Stelle von P{ zur Erzeugung 
eines bestimmten Wertes &,• der abhängigen Variablen y an einer späteren 
Stelle von P{ führen würde (vgl. Abbildung 12).
Mit dem Attribut „singulär“kennzeichnen wir, daß der postulierte Handlungs­
und Prozeßzusammenhang konkrete Realisierungen von Variablenwerten durch 
ein Individuum i betrifft. Beispiele für Werte sind konkrete, auf i bezogene 
Lebensereignisse, situative Bedingungen etc.
Das Attribut „bivariat“dagegen soll kennzeichnen, daß der postulierte 
Handlungs- und Prozeßzusammenhang nur Werte von zwei Variablen 
verknüpft.
Obgleich wir uns hier auf den Fall eines bivariaten Zusammenhangs be­
schränken, besteht prinzipiell die Möglichkeit, auch Handlungs- und Prozeß­
zusammenhänge zwischen Werten von mehr als zwei Variablen zu betrach­
ten und so die volle Struktur der in Abschnitt 2.2 dargestellten komplexeren 
funktionalen Modellparadigmen auf den Fall von Handlungs- und Prozeßzu­
sammenhängen zu übertragen.
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Singuläre Hypothese  
über Handlungs— und Prozeßzusammenhang
antecedent  V  konsequent
P  H a n d l u n g  ,  H a n d l u n g  _ . . H a n d l u n g
I b i w .  ProzaO bzw.  ProjeO  to/wr, P r p * * ß  |
a ( : Wert von Individuum I auf der unabhängigen Variablen x 
b : Wert von Individuum i auf der abhängigen Variablen y
Abbildung 12: Singuläre Hypothese über bivariaten Handlungs- und 
Prozeßzusammenhang.
Eine singuläre Hypothese behauptet also eine Handlungs- und Prozeßver­
knüpfung zwischen zwei zeitlich nacheinander aufretenden, individuellen Rea­
lisierungen von Variablenwerten. Dabei ist die Möglichkeit zugelassen, daß 
für die gleichen Werte an einem anderen Individuum j ein anderer Handlungs­
und Prozeßzusammenhang angenommen werden kann. Singuläre Hypothe­
sen über Handlungs- und Prozeßzusammenhänge sind also stets individuell 
attribuiert.
Haben wir nicht einzelnes Individuum, sondern allgemein eine Menge 
von N  Individuen 1 , 2 , . . . ,  N  vorliegen, so haben wir entsprechend N  sin­
guläre Hypothesen über bivariate, möglicherweise voneinander unterschiede­
ner Handlungs- und Prozeßzusammenhänge vorliegen (vgl. Abbildung 13).
In Abbildung 13 bezeichnen axt- und byi(i =  1 , . . . ,N )  die Werte der N  
Individuen auf der unabhängigen Variablen x bzw. der abhängigen Variablen
y*
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Natürlich schließen wir den Fall nicht aus, daß für jedes Wertepaar der 
gleiche Handlungs- und Prozeßzusammenhang angenommen wird.
0  H  a n d i u n g  h  a n  Ö l u n g  _ H a n d l u n g  u
b z w .  Pr azaO b z w .  P r o z e ß  b z w .  P r o z o ß
- j  H a n d l u n g  ,  H a n d t o n g  . _ . H a n d l u n g  K
Ä 2 b z w  P / o z a D  b z w .  P r o z e ß  * b z w .  P r o z e ß  y z
U  H a n d l u n g  H a n d l u n g  .  H a n d l u n g  l-j
xN  b z w  P r o z e ß  b z w  Pr oZB ß  b z w .  P r o z e ß  yN
Abbildung 13: Verknüpfung mehrerer Realisierungen von Wertepaaren 
durch Handlungs- und Prozeßzusammenhänge.
Von Hypothesen über Handlungs- und Prozeßzusammenhänge zwischen 
Werten gelangen wir in folgender Weise zu Hypothesen über Handlungs- und 
Prozeßzusammenhänge zwischen Varia bien.
Dazu betrachten wir wieder eine unabhängige Variable x, die nx unter­
schiedliche Werte annehmen kann und eine abhängige Variable y mit ny 
unterschiedlichen Werten. Dann besteht die Behauptung eines Handlungs­
und Prozeßzusammenhangs zwischen den Variablen x und y aus zwei Teilen:
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• einer eindeutigen Zuordnung einer Menge von Handlungs- und Prozeß­
zusammenhängen zu den Wertepaaren (a, b) 6  x x  y;
• einer Konjunktion von nx x ny, den Wertepaaren (a, b) zugeordneten 
Aussagen. Jede dieser Behauptungen sagt aus, daß, wenn a an einer be­
stimmten Stelle des Handlungs- und Prozeßzusammenhangs verwendet 
wird, an einer späteren Stelle b erzeugt wird.
Diese Definition ist auf kontinuierliche Variablen ebenso anwendbar wie auf 
diskrete (ordinale oder kategoriale) Variablen, und somit auf quantitative 
Handlungs- und Prozeßzusammenhänge ebenso wie auf qualitative Zusam­
menhänge.
Im Gegensatz zu singulären Hypothesen über Handlungs- und Prozeß­
zusammenhänge zwischen konkreten Realisierungen von Variablenwerten, 
nimmt die Spezifikation des Begriffs „Handlungs- und Prozeßzusammen- 
hang“für Variablen keinen Bezug mehr auf die Individuen, für die das Auf­
treten der Variablen werte behauptet wird, was die Voraussetzung impliziert, 
daß dieser Gesichtpunkt keine Rolle spielt, weil für an unterschiedlichen Indi­
viduen festgestellte gleiche Variablenwerte der gleiche Handlungs- und Pro­
zeßzusammenhang gilt.
Für zwei unterschiedliche Wertepaare können die zugeordneten Handlungs­
und Prozeßzusammenhänge gleich oder unterschiedlich sein.
Ein besonderer Fall liegt vor, wenn für alle Wertepaare der gleiche Handlungs­
und Prozeßzusammenhang angenommen wird. Er tritt z.B. in algorithmisch 
aufgebauten Zusammenhängen auf. Ein Beispiel wäre ein mentaler Hand­
lungszusammenhang der Addition, wo für alle Wertepaare ((a, 6), c) mit (a, b) 
als aus den beide Summanden a und b bestehenden Zahlenpaar und c als Re­
sultat, der gleiche Handlungszusammenhang der Addition behauptet wird. 
Die Annahme eines gemeinsamer Handlungs- und Prozeßzusammenhang ist 
immer dann gerechtfertigt, wenn die Annahme eines solchen Zusammenhangs 
auf der Attribution allgemeinerer Fähigkeiten an die Individuen beruht, die 
auf verschiedene Situationen gleichermaßen anwendbar sind.
Die Behauptung eines über alle Wertepaare invarianten, gemeinsamen 
Handlungs- und Prozeßzusammenhangs stellt das Analogon zur Annahme 
gleicher funktionaler Zusammenhänge zwischen Variablen für alle Individuen 
dar.
Als Beispiel nehmen wir den Regressionsansatz. Im Rahmen dieses An­
satzes kann ein Regressionsmodell mit einer unabhängigen Variablen für ein
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Individuum i in der folgenden Weise formuliert werden: 
yi =  a +  ßx i +  Cf,
wobei a eine Lokationsparameter darstellt, ß  ein Populationsparameter dar­
stellt, der für alle Individuen als identisch unterstellt wird und e, das indivi­
duelle Residuum repräsentiert.
Der wesentliche Unterschied zwischen der Behauptung eines Regressions­
zusammenhangs zwischen den Variablen und der Behauptung eines Handlungs­
und Prozeßzusammenhangs besteht darin, daß wir im ersten Fall einen einfa­
chen, eine numerische Verbindung zwischen Variablen beschreibenden Para­
meter vorliegen haben. Im zweiten Fall dagegen ist unser Parameter durch 
eine Handlungs- und Prozeßverbindung definiert.
Das Regressionsmodell kann durch die Relation
Vi=a+/3x,+Ei 
Xi ----f 2/i
beschrieben werden. Diese Relation kann gelesen werden als: Die Anwendung 
der Formel yi =  a +  ßy; +  e, führt zu y,\
Im Unterschied hierzu hat die Hypothese eines gemeinsamen Handlungs­
und Prozeßzusammenhangs die Form:
PXi — * yi.
Sie kann gelesen werden als: Es gibt eine Realisation des Handlungs- und 
Prozeßzusammenhangs P, die von X{ zu y,- führt.
Im Gegensatz zu den numerischen Verfahren, muß die Bestimmung des 
Parameters, sprich der tatsächlichen Realisation des Zusammenhangs, nicht 
eindeutig sein, eine Eigenschaft, die die Identifizierbarkeitsannahme der klas­
sischen Statistik verletzt.
Wie oben bereits erwähnt, ist die Annahme eines gemeinsamen Handlungs-
nnd Prozeßzusammenhangs für alle Individuen nicht zwingend notwendig. 
Stattdessen wäre denkbar, daß wir für jedes Individuum verschiedene, auf 
die Komponenten eines Handlungs- und Prozeßzusammenhangs bezogene, 
Hintergrundannahmen einführen. In diesem Fall ergibt sich:
z. V i { i  =  1
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3.5.2 Grenzen der empirischen Überprüfbarkeit im 
Rahmen variablenanalytischer Modellierung
Die Betrachtung hypothetischer, intervenierender, unbeobachteter Handlungs­
und Prozeßverbindungen zwischen Variablen wirft die Frage auf, wie die Ver­
fahren beschaffen sein müssen, mit denen wir Vermutungen über solche Ver­
bindungen überprüfen können.
Sofern man den empirischen Standpunkt vertritt, daß sich solche Ver­
mutungen vor allem an empirischen und nicht allein an rationalen Krite­
rien bewähren müssen, wird man zunächst an den Einsatz variablenana­
lytischer Verfahren denken und versuchen, Hypothesen über unbeobachtete 
Handlungs- und Prozeßzusammenhänge durch die statistische Anpassung ge­
eigneter funktionaler Modellparadigmen an empirische Daten vorzunehmen.
Wir wollen im folgenden zeigen, daß die variablenanalytische Methodik 
einem solchen Vorgehen enge Grenzen auch dann setzt, wenn wir anneh­
men, daß der intervenierende Handlungs- und Prozeßzusammenhang nur 
aus Handlungen und Prozessen besteht, die zu quantitativen Konsequenzen 
führen. Die nachfolgenden Erörterungen werden zugleich die Richtung ver­
deutlichen, in welche die Entwicklung von Verfahren zur Überprüfung von 
Hypothesen über Handlungs- und Prozeßzusammenhängen zu gehen hat.
Nehmen wir einmal an, wir wollten die Hypothese überprüfen, daß eine 
antecedente, beobachtete, quantitative situative Bedingung x und eine später 
beobachtete Konsequenz y in einem Handlungs- und Prozeßzusammenhang 
stehen, der aus einer Folge subjektiver, sich innerhalb eines Individuums voll­
ziehender, unbeobachteter Handlungen und/oder Prozesse i\, P2 , • • • 5 Pk be­
steht, die zu einer Folge intervenierender unbeobachteter quantitativer Kon­
sequenzen führen, die in einem linear beschreibbaren Zusammenhang stehen.
Wir gehen in diesem Fall also davon aus, daß wir für eine Menge von Indivi­
duen 1, 2 , . . . ,  i , . . . ,  N  empirische Werte £i, Z2 xjv sowie 
vorliegen haben, und daß wir auf der Basis dieser em­
pirischen Beobachtungen mittels statistischer Analyse eines entsprechenden 
funktionalen Paradigmas (vgl. Abbildung 14) evaluieren wollen, in wel­
chen quantitativen Beziehungen die unbeobachteten Konsequenzen zueinan­
der stehen. Die unbeobachteten Konsequenzvariablen seien im funktionalen 
Paradigma durch latente Variablen rjj, t?2, . . . ,  rjk-1  repräsentiert. P* habe die 
Konsequenz y.
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b e o b a c h t e t  beobachtet
A /
ß , ß  2 ^ .-i
X — I ¡  , T V  2 ----- * ‘ ' ‘ “ *  ^  k -1 ' y
unbeo bach te t
Abbildung 14: Modell eines funktionalen Zusammenhangs zwischen 
den Konsequenzen einer Abfolge unbeobachteter Hand­
lungen oder Prozesse.
Wenn w í t  eine quantitative Charakterisierung im Rahmen eines linea­
ren Modellparadigmas anstreben, so wäre dieses Paradigma durch ein Glei­
chungssystem
Vi =  ßix
T) 2 =  ßjTfl
y  =  ß k - i V k - 1 - 
darstellbar.
Man sieht sofort, daß eine unabhängige Schätzung der unbekannten Struk­
turparameter ßi, /?2i ■ • -, ßk-i nicht möglich ist, da das Modell zu viele unbe­
obachtete Variablen enthält. Dieser Sachverhalt bedeutet, daß wir auf Grund
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der empirischen Daten x und y keine spezifischen Aussagen darüber macheD 
können, wie die von uns erwarteten subjektiven Prozesse oder Handlungen 
subjektintern realisiert wurden; d.h. wir können keine Aussagen darüber 
machen, in welcher Form dieser Zusammenhang realisiert wurde.
Der geschilderte Fall läßt sich analog auch auf qualitative Relationen über­
tragen. Verallgemeinern wir das obige Beispiel auf den qualitativen Fall, 
so bedeutet dies z.B., daß wir keine Hypothese überprüfen können, welche 
aussagt, daß die Wahrnehmung einer Situation (unbeobachtete qualitative 
Konsequenz eines Prozesses, der einer extern beobachteten Situation die 
Wahrnehmung der Situation zuordnet) eine bestimmte, von uns vermutete 
Wahrnehmung ist bzw. zur Klasse der von uns vermuteten Wahrnehmungen 
gehört.
Exploration und Evaluation von Annahmen über unbeobachtete Handlungs­
und Prozeßzusammenhänge mit Hilfe variablen analytischer Methoden schei­
tern aufgrund eines methodologischen Prinzips, das Faulbaum (1986) als 
Ideal der vollständigen Jdentifizierbarkeit bezeichnet hat und das mit der 
Charakterisierung einer Analyse als „data driven“nur unzureichend beschrie­
ben wird. Es handelt sich dabei um das Prinzip, daß die unbekannten Ein­
flußgrößen eines funktionalen numerischen Modellparadigmas aus den empi­
rischen Variablen eindeutig bestimmbar (bzw. schätzbar)sein müssen. Will 
man dieses Prinzip allgemeiner kennzeichnen, so könnte man sagen, daß noch 
unbekannte Zusammenhänge -  auch solcher zwischen eventuellen unbeobach­
teten latenten Variablen eines Modells -  nur aus dem in der aktuellen Unter­
suchung erhobenen empirischem Wissen ableitbar sein müssen.
Wir wollen dieses Argument an einem bekannten Beispiel aus der Panel­
forschung, also einem Anwendungsfall variablenanalytischer Modellierung, 
näher erläutern (vgl. Heise, 1969).
Abbildung 15 zeigt ein einfaches Modell mit einer sich über vier Meßzeit­
punkte t =  1,2, 3,4 möglicherweise verändernden latenten unbeobachteten 
Variablen r, welche zu den verschiedenen Meßzeitpunkten die unbeobachte­
ten Werte T1, 72,T3 und r4 annimmt. 71,73 und r4 seien in der vorliegenden 
empirischen Erhebung über die beobachtete Variable x mit ihren Realisie­
rungen Xi,x3 und X4 bis auf Fehler £1,63 und 64 indirekt gemessen worden. 
A li ßd2 -, ßi3 stellen die sogenannten Stabilitäten dar, deren Bestimmung Aus­
kunft über das Maß an Veränderung zwischen den Zeitpunkten geben soll. 
Ai, A3 und A4 seien die Einflußgrößen, mit denen die latente Variable r zu 
den Zeitpunkten 1,3 und 4 auf die empirische Variable x wirkt. In bezug 
auf die latente Variable r2 nehmen wir an, daß sie in der Untersuchung nicht
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gemessen wurde, weswegen wir x2, und die entsprechenden Pfeile in der 
Darstellung weggelassen haben.
Wir können uns etwa vorstellen, r sei eine Einstellungsvariable wie z.B. die 
Einstellung zu Gastarbeitern, gemessen durch die eine auf einer 7-stufigen 
Zustimmungsskala gemessene Zustimmung zum Inhalt des Items „Gastarbei­
ter sollten unter sich bleiben“-  ein Item aus dem Fragebogen der Zusatzstudie 
zur Allgemeinen Bevölkerungsumfrage der Sozialwissenschaften 1984 (ALL­
BUS 1984; vgl. etwa die Analysen in Bohrnstedt, Möhler &; Müller, 1987).
Black Box
t .
Abbildung 15: Funktionales Paradigma mit latenten Variablen und 
mehreren Meßzeitpunkten.
64
Es ist eine bekannte Tatsache aus der strukturellen Modellierung (vgl. 
Heise, 1969), daß sich die Stabilitäten des ohne r2 analysierten Modells, sowie 
die Einflußgrößen A unter der theoretischen Annahme Aj =  Ax =  A3 =  A4 
aus den empirischen Daten bestimmen lassen. Das vollständige Modell mit 
eingefügtem r2 jedoch ist nicht identifiziert, die Stabilitäten /?2i und ß& sind 
nicht unabhängig voneinander bestimmbar. Die statistische Analyse liefert 
uns keine vollständige Deskription des Prozesses. Eine Aussage über die 
Wirkung von Tj auf r2 und von t2 auf r3 scheint daher unmöglich zu sein.
In diesem Fall versagt also die Variablenanalyse in der Charakterisierung 
der unbekannten Prozeßkomponenten auf der Basis der in einer vorliegenden 
Untersuchung erhobenen empirischen Daten. Dies ist aber im Grunde die 
Standardsituation überall dort, wo wir Vermutungen darüber haben, wie 
Beobachtungen im Rahmen von unbeobachteten Prozessen und Handlungen 
Zusammenhängen und wo die empirische Untersuchung selbst nicht genügend 
empirische Indikatoren bereitstellt, um diese Zusammenhänge eindeutig zu 
identifizieren.
Ein Mangel an empirischen Indikatoren zur eindeutigen Identifikation zu­
grundeliegender Handlungs- und Prozeßzusammenhänge kann etwa darin 
begründet sein, daß mehr Indikatoren zur Identifikation benötigt werden als 
in der Untersuchung praktisch erhoben wurden bzw. erhoben werden konnten, 
oder daß praktische oder theoretische Schwierigkeiten bestanden, empirische 
Indikatoren überhaupt zu finden (vgl. z.B. Faulbaum, 1986, S. 11). Letz­
teres ist vor allem bei komplexeren subjektiven (z.B. mentalen) Prozessen 
bzw. Handlungen oder auch bei bestimmten Prozeß- und Handlungszusam­
menhängen der Fall, die im Prinzip eine sehr komplexen Struktur aufweisen 
können und zu deren Komponenten möglicherweise Handlungen und Prozesse 
gehören, die unterschiedliche Akteure betreffen.
In jedem Fall bedeutet die Aufstellung einer Hypothese über mögliche 
Handlungs- und Prozeß Zusammenhänge eine Zunahme an hypothetischen 
unbeobachteten Variablen (darunter eventuell, je nach Art und Inhalt des 
Zusammenhangs, etwa Variablen für Ziele und Absichten, subjektive Ent­
scheidungen, Wünsche, Motive, vorangegeangene objektive situative Bedin­
gungen, etc.).
Das obige Beispiel wirft ein bezeichnendes Licht auf die Art und Weise, 
wie statistische Algorithmen mit Beziehungen zwischen Variablen umgehen. 
Dieser Umgang ist durch die Eigenschaft charakterisierbar, nur Black Box- 
Beziehungen zwischen Variablen zuzulassen. Über Beziehungen innerhalb 
einer Black Box werden keine Informationen geliefert.
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Die beschriebene Eigenschaft variablenanalytischer Algorithmen ist eine 
Eigenschaft genereller Natur und gilt unabhängig vom dem Anwendungs­
bereich, auf den sich das variablenanalytische Modell bezieht. In unserem 
Beispiel handelte es sich um eine zwischen Wiederholungsmessungen an­
genommene Black Box. Ähnliche Probleme können bei Zusammenhängen 
zwischen beliebigen Typen von Variablen auftreten. Bekannte Beispiele sind 
Black Box-Zusammenhänge zwischen Reiz- und Reaktionsvariablen. Andere 
Beispiele sind Black Box-Zusammenhängen zwischen Variablen unterschied­
licher Aggregatstufe unter Vernachlässigung der intervenierenden emergenten 
Prozesse.
Zurückkommend auf die in Kap.2, Abschnitt 1 angeschnittene Problema­
tik des Einflußes der Analyse von Variablenbeziehungen auf die verhaltens- 
und sozialwissenschaftliche Hypothesen- und Theorienbildung kann ange­
nommen werden, daß die statistische Analyse von Variablenbeziehungen die 
Entwicklung von Black Box-Konzeptionen des menschlichen Verhaltens eher 
fördert
Der angesprochene Aspekt berührt die Frage, ob die empirische Überprüf­
barkeit dann aufhört, wenn ein Modell empirisch mehr oder weniger unteri­
dentifiziert ist und damit vor allem die qualitative Forschung.
Da die unterscheidenden Merkmale interpretativer qualitativer soziologi­
scher und psychologischer Forschung nicht nur die Art der Daten betreffen, 
sondern vor allem auch das Ausmaß an empirischer Unteridentifikation, muß 
am Anfang der Einführung präziser Methoden der Modellüberprüfung in die 
qualitative Forschung die Lösung des Identifikationsproblems stehen. Hier 
scheint auch das Kernproblem der Vereinbarkeit zwischen sog. quantita­
tiven und qualitativen Forschungsansätzen zu bestehen, soweit die formale 
Modellierung betroffen ist. Das Ideal der vollständigen Identifizierbarkeit be­
grenzt die Zahl der in ein Modell aufnehmbaren unbeobachteten Variablen, 
für die in der aktuellen Studie keine empirischen Indikatoren erhoben wurden. 
Die praktische Konsequenz besteht darin, daß die quantitative Charakteri- 
sierbarkeit von Beziehungen zwischen unbeobachteten Folgen unbeobachte­
ter Handlungen und Prozesse wie z.B. solcher, die innerhalb von Individuen 
verlaufen, begrenzt ist. Nun erfordert aber jedes vollständigere Modell für 
menschliches Handeln mehr Variablen als in einer empirischen Untersuchung 
tatsächlich erhoben werden können, woraus die Unteridentifzierbarkeit jedes 
realistischen Modells eines Handlungs- und Prozeßzusammenhangs folgt.
Insbesondere experimentell orientierte Forscher sind häufig der Meinung, 
man könnte Annahmen über latente, z.B. mentale Prozesse empirisch da-
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durch identifizierbar machen, daß man mehr empirische Indikatoren wie z.B. 
Reaktionszeiten einführt, daß man eine geeigente Zerlegung komplexer Hand- 
lungs- und Prozeßzusammenhänge in elementarere vornimmt oder daß man 
„trickreichere“experimentelle Versuchsanordnungen erfindet.
Es bedarf keiner besonderen Begründung, daß all diese Unternehmungen 
vollkommen hoffnungslos sind, sobald die Prozeßmodelle einen bestimmten 
Grad der Unbeobachtbarkeit erreicht haben. Darüber hinaus betreffen viele 
Prozeßannahmen, vor allem in qualitativen Ansätzen, die Erklärung indivi­
duellen Verhaltens in natürlichen Umgebungen und Alltagssituationen, die in 
artifiziellen experimentellen Situationen nicht vollständig arrangierbar sind.
3.5.3 Eigenschaften einer allgemeinen Methodik zur 
Überprüfung unbeobachteter Handlungs— 
und Prozeßzusammenhänge
Die Beispiele im letzten Abschnitt haben vor allem gezeigt, daß einer induktiv­
statistischen Charakterisierung unbeobachteter Handlungs- und Prozeßzu­
sammenhänge durch Anpassung funktionaler Modelle für unbeobachtete 
Bedingung-Folge-Zusammenhänge an eine empirische Datenbasis enge Gren­
zen gesetzt sind. Wenn wir individuelle Modelle für Handlungs- und Pro­
zeßzusammenhänge vorliegen haben, die empirisch nicht identifizierbar sind, 
weil nicht genügend empirische Indikatoren erhoben wurden, versagt norma­
lerweise das Standardrepertoire statistischer Techniken.
Der geschilderte Tatbestand bedeutet vor allem, daß auch der statistischen 
Identifizierbarkeit von Merkmalen unbeobachteter Handlungs- und Prozeß­
zusammenhänge Grenzen gesetzt sind und daß die Überprüfung von Hypo­
thesen über unbeobachtete Handlungs- und Prozeßzusammenhängen mittels 
statistischer Schätzverfahren in sehr vielen Fällen unmöglich ist.
Das Standardverfahren, um mit dem in Abschnitt 3.5.1 angesprochenen 
Problem der empirischen Unteridentifikation umzugehen, besteht darin, 
zusätzliches Wissen bzw. zusätzlicheVermutungen über die Form von Zu­
sammenhängen in Modelle einzuführen. Dies geschieht in der Tat bereits bei 
der statistischen Analyse komplexer funktionaler Modellparadigmen durch 
konfirmatorische Verfahren (vgl. Kap. 2), da diese gestatten, Modelle unter 
theoretischen Einschränkungen der Parameter zu analysieren.
Wie wir bereits in Kap. 2, Abschnitt 3 erwähnt haben, entscheiden über 
die Akzeptanz oder Rejektion von Modellen in diesem Fall nicht mehr allein
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empirische Kriterien. Vielmehr sind an solchen Entscheidungen das theoreti­
sche Vorwissen des Forschers genauso beteiligt, wie die empirische Beobach­
tungsbasis.
Die Einschränkung von Parametern in funktionalen ModeHparadigmen 
läßt sich auffassen als der Versuch, diese Paradigmen weiter zu konkretisieren, 
um schließlich eine empirische Entscheidung zu ermöglichen.
Die verstärkte Anwendung dieses Prinzips auch dann, wenn überhaupt 
keine empirischen Daten vorhegen, bietet sich an, wenn man Hypothesen 
über Handlungs- und Prozeßzusammenhänge zwischen beobachteten oder 
unbeobachteten Variablen oder ihren Werten überprüft.
Auch hier bestehen die von uns vorgschlagenen Verfahren darin, den Hand- 
lungs-und Prozeßzusammenhang durch Vermutungen über seine Komponen­
ten möglichst weit zu konkretisieren, um so eine Entscheidung über diesen 
Zusammenhang anhand der beobachteten oder unbeobachteten Werte der 
unabhängigen und abhängigen Variablen herbeizuführen.
Dabei werden wir eine Hypothese über einen Handlungs- und Prozeß- 
zusammenhang zwischen Variablenwerten bzw. die durch sie spezifizierten 
Modellannahmen dann zurückweisen, wenn es keinen Verlauf bzw. keine 
Realisation des Zusammenhangs geben kann, der bzw. die vom anteceden- 
ten Wert zur späteren Konsequenz führen kann, wobei eine Realisation eine 
Aufeinanderfolge konkreter Handlungen und Prozesse darstellt.
Je stärker wir den Handlungs- und Prozeßzusammenhang durch Vorwissen 
und weitere Vermutungen über seine Komponenten, etwa die in ihm auftre­
tenden möglichen Ziele, Entscheidungen, situativen Bedingungen, Verände­
rungen, Zwischenstufen, etc. konkretisieren, desto eher ist eine Zurückwei­
sung möglich, da die Anzahl der möglichen Realisationen dadurch weiter 
eingeschränkt wird. Haben wir nur einen sehr allgemeinen Zusammenhang 
vorliegen, wird man ihn möglicherweise gar nicht zurück weisen können.
Hypothesen über einen Handlungs- und Prozeßzusammenhänge lassen 
sich im Grunde als Beschreibungen von Wissenssituationen des Forschers 
in bezug auf mögliche intervenierende Handlungs- und Prozeßverläufe auf­
fassen. Diese Wissenssituationen umfassen das Wissen bzw. Vermutungen 
über zeitabhängige dynamische Strukturen, über die Art der innerhalb der 
Handlungen und Prozesse veränderten Entitäten (z.B. subjektive und ob­
jektive Zustände der Subjekte selbst oder ihrer Umgebung) und über den 
Zusammenhang nacheinander realisierter unbeobachter Konsequenzen. Zu 
diesen Wissenssituationen gehören als Teil von Handlungs- und Prozeßzu-
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sammenhängen auch die (beobachteten oder unbeobachteten) antecedenten 
und konsequenten Bedingungen, zwischen denen diese Zusammenhänge po­
stuliert werden.
Das Problem der Evaluation solcher Hypothesen erweist sich damit vor al­
lem als Problem der Prüfung, ob die beschriebenen Wissens Situationen in sich 
konsistent sind, wobei diese Konsistenzprüfung im Detail die in Abbildung 
16 dargestellte Struktur aufweist. An Stelle des Begriffs der Konsistenz einer 
solchen Wissenssituation verwenden wir allerdings den Begriff der Adäquat­
heit (vgl. Kap. 5).
Eine solche Evaluation bezieht sich zunächst immer auf Werte von Varia­
blen. Werden diese Werte auf konkrete Individuen bezogen, handelt es sich 
also um Hypothesen über singuläre Handlungs- und Prozeßzusammenhänge, 
so schließt die Spezifikation dieser Zusammenhänge und damit auch deren 
Evaluation möglicherweise auch individuenspezifische Vermutungen bzw. in­
dividuenspezifisches Wissen ein.
Zusa m menhangabezogene 
M ode l lannahm en
E m p ir is c h e  oder n ic h t -e m p ir i s c h e  
Vermutungen übe r  S t ru k tu r  
und  Kom ponenten e in s c h l ie ß l ic h  
de r  Werte a und ö
K onk re te  H a n d lu n g * -  
und ProzeBzusemmenhänDe
(Z u lä ss ig e  R ea lisa t ionen  
d e r  M ode l lannahm en)
M ode l lannahm en
in k o n s is le n t  bzw. inadéquat
A bbildung 16: Allgemeine Struktur der Evaluation eines Handlungs­
und Prozeßzusammenhangs.
69
Die Überprüfung von Hypothesen über Handlungs- und Prozeßzusammen­
hänge für Gruppen von Individuen oder von Hypothesen über Zusammenhänge 
zwischen Variablen erfordert die wiederholte Evaluation für verschiedene 
Werte. Berücksichtigt man, daß oft mehrere mögliche Handlungs- und Pro­
zeßzusammenhänge als Kandidaten für die Verknüpfung antecedenter und 
konsequenter Bedingungen in Frage kommen, so ist u.U. mit einer beachtli­
chen Komplexität solcher Evaluationsverfahren zu rechnen.
Ehe wir in Kap. 5 zur formalen Präzisierung des Begriffs der Evaluation 
von Handlungs- und Prozeßzusammenhängen kommen, wollen wiT zunächst 
in Kap. 4 den Begriff des operativen Modellparadigmas vorstellen, der als for­
male Rekonstruktion des Begriffs „Handlungs- und Prozeßzusammenhang“an- 
gesehen werden kann.
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Kapitel 4
Die Darstellung von 
Hypothesen über Handlungs— 
und Prozeßzusammenhänge 
durch operative 
Modellparadigmen
4.1 Operative Modellparadigmen als bruch­
stückhafte Rekonstruktionen von 
Handlungs— und Prozeßzusammenhängen
Der Übergang von der variablenanalytischen Modellierung funktionaler Zu­
sammenhänge zur Modellierung von Handlungs- und Prozeßzusammenhängen 
erfordert zunächst einen Wechsel der betrachteten Modellparadigmen. An 
Stelle numerischer funktionaler Modellparadigmen betrachten wir nunmehr 
operative Modellparadigmen.
Operative Modellparadigmen, lassen sich charakterisieren als bruchstück­
hafte, formale Rekonstruktionen von hypothetischen, unbeobachteten Hand­
lungs- - und Prozeßzusammenhängen, welche in funktionalen Modellparadig­
men auftretende beobachtete oder unbeobachtete Variablen und ihre Werte 
miteinander verbinden.
Allgemeine Voraussetzung für eine Verknüpfbarkeit von Variablen werten
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durch operative Modellparadigmen ist, daß diese Werte an verschiedenen 
Stellen eines bestimmten gemeinsamen Paradigmas auftreten. Dies ist gleich­
bedeutend mit der Annahme, daß sie innerhalb des durch das Paradigma 
formal dargestellten Handlungs- und Prozeßzusammenhangs verwendet oder 
erzeugt werden.
Als formale Rekonstruktionen von Handlungs- und Prozeßzusammenhän­
gen stellen operative Modellparadigmen zugleich mögliche formale Beschrei­
bungen unterschiedlichen Konkretisierungsgrades von vermuteten, möglichen 
unbeobachteten und z.T. sogar unbeobachtbaren Abfolgen von Handlungen 
und/oder automatisch und nicht bewußt kontrollierbar ablaufenden, quali­
tativen oder quantitativen Prozessen dar. Welche Abfolgen von Handlungs­
und Prozeßabläufen konkret realisiert werden, kann im Falle von Handlungen 
von den Absichten, Zielen und Entscheidungen der beteiligten Akteure, im 
Falle von Prozessen von bestimmten Verzweigungsbedingungen abhängen.
Die Beschreibungen beziehen sich auf die Struktur der Handlungs- und 
Prozeßabläufe ebenso wie auf die Handlungs- und Prozeßkomponenten und 
die in ihnen verwendeten oder erzeugten Informationen und spiegeln zugleich 
die Wissenssituation des Forschers in Bezug auf den vermuteten Handlungs­
und Prozeßzusammenhang wider.
Mit der Verwendung des Prädikats bruchstückhaft wollen wir den folgenden 
Eigenschaften Rechnung tragen:
• Handlungs- und Prozeßzusammenhänge lassen sich sowohl auf einer 
mehr molekularen als auch auf einer molaren Ebene niemals vollständig 
rekonstruieren, ganz abgesehen davon, daß der Versuch einer vollständi­
gen Rekonstruktion wenig sinnvoll ist, da sie zu viele, in bezug auf ihre 
Verwendung bei der Erklärung und Vorhersage von Ereignissen irrele­
vante Details enthalten würde.1
• Die formale Rekonstruierbarkeit von Handlungs- und Prozeßzusam­
menhängen durch operative Modellparadigmen ist abhängig von dem 
von uns weiter unten vorgestellten System der formalen Darstellung.
• Die Rekonstruierbarkeit hängt vom Wissensstand, den Erfahrungen, 
den Konzeptualisierungen, den ontologischen Positionen und der Krea­
tivität des Forschers ab.
1vgl. hierzu auch das Argument von Dennett (1986, Kap. 6) gegen den Versuch von 
Fodor (1975), kognitive Prozesse zum Zweck der Verhaltensvorhersage syntaktisch voll zu 
rekonstruieren.
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• Handlungs- und Prozeßzusammenhänge stellen stets Ausschnitte kom­
plexerer und umfassenderer Zusammenhänge dar; d.h. sie haben stets 
eine in der Rekonstruktion nicht berücksichtigte Vor- und Nachge­
schichte (vgl. Abbildung 17).
VORGFSGHICHTE
Verausgabende 
H a n d l u n g s -  u n d  P r o z e O -  
z u s a m m e n  h ä n g e
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R eko n s t ru ie r te r  
Han d lu n g 9-~  und 
ProzeBzusammenhang  
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N A O H G F S O H I C H T E
N a c h l o l g e n d e  
H a n d l u n g s -  u n d  P r o z e O -
Zusammenhänge
Abbildung 17: Operative Modellparadigmen als Ausschnitte aus um­
fassenderen Handlungs- und Prozeßzusammenhängen.
Operative Modellparadigmen weisen zu den funktionalen Modellparadig­
men der Variablenanalyse eine Reihe von Analogien auf.
Ähnlich wie wir im Falle numerischer funktionaler Modellparadigmen auf 
Grund der angenommenen funktionalen Struktur (z.B. einer linearen Struk­
tur) nur bestimmte Formen quantitativer Verbindungen zwischen individu­
ellen Realisierungen von Variablenwerten erwarten, so läßt die die Klasse
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der möglichen Handlungs- und Prozeßverläufe bestimmende Struktur eines 
operativen Modellparadigmas nur bestimmte Handlungs- und Prozeßverbin­
dungen zwischen Variablenwerten zu.
Man kann die Analogien auch auf das Problem der Modellmodifikation 
ausdehnen: Ähnlich wie wir bei der Analyse von Variablenbeziehungen bei 
Nicht-Anpassung eines Modells an die Daten an eine Modellmodifikation 
durch Einbeziehung weiterer Variablen oder durch Änderung der mathemati­
schen Verknüpfungsstruktur (z.B. durch Übergang von einer additiven zu ei­
ner multiplikativen Verknüpfung der Variablen), d.h. allgemein durch Ände­
rung der Form des Modells denken müssen, so müssen wir im Falle der Ana­
lyse von Handlungs- und Prozeßzusammenhängen bei Nachweis der Nicht- 
Adäquatheit die Änderung des operativen Paradigmas etwa durch Einbezie­
hung weiterer Handlungs- und Prozeßkomponenten oder durch Änderung 
der Struktur des Paradigmas in Betracht ziehen.
4.2 Der strukturelle Aufbau operativer Mo­
dellparadigmen
4.2.1 Konkretisierungsstufen operativer Modellpara­
digmen
Als Hypothesen über intervenierende Handlungs- und Prozeß Zusammenhänge 
können operative Modellparadigmen einen unterschiedlichen Konkretisierungs­
grad aufweisen (vgl. Abbildung 18).
Auf der allgemeinsten, rein strukturellen Ebene mit einem sehr geringen 
Konkretisierungsgrad handelt es sich um reine Schemata, welche* noch los­
gelöst von jeder inhaltlichen Interpretation, lediglich Vermutungen über die 
Form von Handlungs- und Prozeßzusammenhängen darstellen. Wir bezeich­
nen Darstellungen von Vermutungen über die reine Form von Handlungs­
und Prozeßzusammenhängen als operative Schemata.
Den Begriff des operativen Modellparadigmas reservieren wir für Vermu­
tungen über Handlungs- und Prozeßzusammenhänge, die auf bestimmte In­
halte bezogen sind. In diesem Fall wird eine Hypothese über die Form eines 
Zusammenhangs durch eine inhaltliche Interpretation bereits weiter konkre­
tisiert, indem festgelegt wird, welche durch bestimmte Merkmale beschreib­
bare Klassen möglicher Inhalte im Modellparadigma verwendet oder erzeugt
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werden.
Auf dieser Stufe der semantischen. Interpretation werden die Operationen 
des Paradigmas näher definiert und beschrieben.
Auf der nächsten Konkretisierungsstufe schließlich werden konkrete Über­
zeugungen und Vermutungen über die Komponenten des Paradigmas ein­
geführt, welche die möglichen konkreten Operationen und ihre möglichen 
Abfolgen weiter einschränken. Diese Überzeugungen können aus ganz unter­
schiedlichen Wissensquellen abgeleitet sein.
Als Konsequenz der vorangegangenen Ausführungen betrachten wir den 
Begriff des operativen Paradigmas als untrennbar zusammengesetzt aus einer 
zugrundeliegenden Strukturkomponente und einer durch weitere Überzeu­
gungen und Vermutungen des Forscher möglicherweise weiter eingeschränk­
ten inhaltlichen Interpretation.
Ehe wir uns dem Aspekt der inhaltlichen Interpretation zuwenden, wollen 
wir zunächst die strukturellen Komponenten operativer Paradigmen einführen
Erste K onkre tis ierungsstu fs :  StruMufBllB Ebcnfl
(Operative» Schema)
Zweite Konkre tis ierungsstu fe :  Inha l t liche In terare Ittt lQJ
D rit te  Konkret is ierungsstu fe :  Eln ichränkande Annahmen
Im In terpreta tion«bereich
Abbildung 18: Konkretisierungsstufen operativer Paradigmen.
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4.2.2 Die konstitutiven Bestandteile operativer Mo­
dellparadigmen
Wir denken uns operative Modellparadigmen als aus bestimmten Elemen­
ten aufgebaut, die wir als Operationen bezeichnen. Operationen stellen be­
stimmte, in Struktur und Aufbau nicht weiter spezifizierbare und daher als 
primitiv anzusehende Handlungs- und Prozeßzusammenhänge dar, die von 
einem oder mehreren Akteuren bewußt ausgeführt oder im Verlauf von Pro­
zessen automatisch realisiert werden. Ausführung oder Realisation von Ope­
rationen geschehen unter Ausnutzung bestimmter latenter Fähigkeiten der 
Akteure.
Wir unterscheiden zwei Klassen von Operationen: Zuordnungsoperatio­
nen (auch: produktive Operationen) und Prüfoperationen. Mit Hilfe lediglich 
dieser beiden Arten von Operationen hoffen wir bereits, eine große Klasse 
möglicher Handlungs- und Prozeßzusammenhänge spezifizieren zu können.
A. Zuordnungsoperationen
Zuordnungsoperationen oder produktive Operationen sind in ihrem Aufbau 
nicht näher spezifizierbare, unbeobachtete Handlungs- und Prozeßzusam­
menhänge, die unter Verwendung bestimmter exogener, d.h. innerhalb des 
Handlungs- und Prozeßzusammenhangs selbst nicht erzeugter Informationen 
bestimmte Wirkungen bzw. Folgen erzeugen.
Ihre formale Struktur spezifizieren wir wie folgt: 
f ( x )  — ♦ y
Wird diese Operation einem Akteur A zugeschrieben, so lesen wir die­
sen Ausdruck wie folgt: A erzeugt unter Verwendung eines der möglichen 
Werte von x einen der möglichen Werte von y, wobei der Zusammenhang 
zwischen x und y durch eine Funktion /  funktional beschrieben werden kann. 
Der Begriff des Wertes ist dabei nicht auf quantitative Anwendungen be­
schränkt, sondern schließt auch die Möglichkeit qualitativer Abstufungen ein. 
Wir schließen auch nicht aus, daß x und y Vektoren von Variablen darstel­
len, d.h. daß x und y wiederum aus mehreren Variablen bestehen können.
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Wie die in einer Zuordnungsoperation hypothetisch angenommene Funk­
tion definiert ist, ist eine Frage ihrer semantischen Interpretation (vgl. Ab­
schnitte 4.3 und 5.2.2). Die obige abstrakte Darstellung stellt lediglich das 
Schema einer Zuordnungsoperation (kurz: Zuordnungsschema) dar.
Erst die semantische Interpretation legt fest, wie dieses Schema interpre­
tiert wird; d.h. sie legtz.B. fest, ob es sich um eine Zuordnung zwischen physi­
kalischen, psychischen oder sozialen Entitäten handelt, und wie die Funktion 
inhaltlich definiert und beschrieben werden kann.
Das Tatsachen- oder Vermutungswissen des Forschers über solche Inter­
pretationen ist in der Regel unvollständig. Im ungünstigsten Fall können 
wir nur die Annahme treifen, daß es sich um irgendeine Funktion / ,  d.h. 
um irgendeine eindeutige Zuordnung handelt, ohne daß wir diese Zuordnung 
näher beschreiben können, geschweige denn, daß wir angeben könnten, un­
ter Verwendung welcher Informationen im Verlauf einer Operation welche 
Wirkungen erzeugt werden.
Wir werden später die Spezifikation operativer Paradigmen an bestimmte 
Verwendungsmodi knüpfen. Beispiele für Verwendungsmodi sind etwa Erklä­
rungen oder Vorhersagen von Ereignissen als Handlungsfolgen. In diesem Fall 
lassen wiT auch modale Interpretationen von Zuordnungsoperationen zu wie 
z.B. „Unter Verwendung von x würde A y erzeugen“oder „Unter Verwendung 
von x hätte A y erzeugt“ . Auch andere modale Interpretationen wie „Unter 
Verwendung von x könnte A y erzeugen“oder „Unter Verwendung von x hätte 
A y erzeugen fcönnera“sind zugelassen.
Bei der Attribution einer Zuordnungsoperation unterstellen wir den Ak­
teuren implizit, daß er sie Fähigkeit haben, eine der durch die Operation 
beschriebenen Zuordnungen auszuführen.
Zuordnungsoperationen sind generativer bzw. produktiver Natur, insofern 
als das Ergebnis ihrer Ausführung am Ende ein erzeugtes Produkt darstellt. 
Beispiele sind die Erzeugung einer Einkommensäußerung unter Verwendung 
der Information über das tatsächliche Einkommen, die Erzeugung einer se­
mantischen Interpretation für einen Text, die Erzeugung einer Antwort auf 
eine Frage, die Erzeugung einer Erinnerung auf eine Aufforderung, sich an 
etwas zu erinnern, die Erzeugung eines Kreuzes an einer bestimmten Stelle 
des Fragebogens unter Verwendung der internen (mentalen) Vorwegnahme 
dieses Kreuzes, die Erzeugung eines emotionalen Zustands in einem Part­
ner durch eine bestimmte sprachliche Mitteilung etc. Im zuletzt genannten 
Beispiel sind nicht nur ein Akteur, sondern zwei Akteure involviert.
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Wie man erkennt, können Zuordnungsoperationen zwischen unterschiedli­
chen ontologischen Bereichen verlaufen, was wir später durch Einführung von 
Sorten- bzw. Typenbezeichnungen der Variablen berücksichtigen werden.
Funktionale Zuordnungsoperationen können auch kollektiven Akteuren at- 
tribuiert werden. So erzeugen Verwaltungen Vorschriften unter Verwendung 
bestimmter Weisungen, der Staat (erzeugt) beschließt eine Rente bestimm­
ter Höhe unter Verwendung bestimmter Informationen über die Lebenslage 
älterer Menschen, etc.
Mit dem Ausdruck „Verwendung“wollen wir allgemein die Einbeziehung 
von Informationen in einen produktiven Prozeß oder eine produktive Hand­
lung verstehen. Zwar wäre es gewiß eine sprachliche Überstrapazierung, von 
der „Verwendung“eines Wunsches in einem Erzeugungsvorgang zu sprechen, 
tatsächlich wollen wir aber diese Interpretationsbreite zulassen, wobei wir 
in entsprechenden Fällen statt von „Verwendung“besser von „Berücksichti- 
gung“oder „Einbeziehung“sprechen wollen.
Zuordnungsoperationen sind nicht mit den Regeln von Produktionssyste­
men gleichzusetzen, die seit einiger Zeit nicht nur in der Psychologie, son­
dern auch in der Soziologie bei der Beschreibung regelhafter Systeme etwa 
zur formalen Beschreibung von Sprachverstehensprozessen, der Beschreibung 
von HandlungsStrukturen, etc. herangezogen werden und dort inzwischen 
eine gewisse Popularität erreicht haben (vgl. z.B. Anderson, Kline & Lewis, 
1977; Fararo & Skvoretz, 1984; Klahr, Langley & Neches, 1987; Skvoretz Sz 
Fararo, 1989; Waterman Hayes-Roth, 1978), da Zuordnungsoperationen 
in unserer Verwendung des Begriffs nicht notwendig Regelwissen darstellen. 
Auch stellen die Ergebnisse funktionaler Operationen keine Aktionen dar, 
wie in vielen Anwendungen von Produktionsregeln unterstellt wird.
B. Prüfoperationen
Die zweite Klasse der von uns als konstitutive Bestandteile operativer Mo­
dellparadigmen eingeführten Operationen ist die Klasse der Prüfoperatio­
nen. Prüfoperationen stellen in ihrem Aufbau nicht weiter spezifizierbare 
Handlungs- und Prozeßzusammenhänge dar, welche der Uberpüfung be­
stimmter Bedingungen dienen.
Mit der Einführung von Prüfoperationen in operative Modellparadigmen 
lassen wir die formale Darstellung von Vermutungen über Entscheidungsmö#- 
lickkeiten, über die zu überprüfenden Merkmale sowie über die Art der 
Prüfkriterien zu. Prüfoperationen lassen sich in folgender Weise schematisch
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verdeutlichen:
T(x)
In diesem Schema ist T ein zu testendes Prädikat, das im Prinzip auch 
eine mehr oder wenige komplexe logische Formel darstellen kann und eine 
subjektinterne oder subjektexterne Bedingung kennzeichnet.
Beispiele für Prüfungoperationen sind etwa: Die Prüfung, ob das eigene 
Verhalten oder das eines anderen persönlichen oder gesellschaftlichen Nor­
men spricht, ob es den eigenen Absichten entspricht oder ob es der eigenen 
Selbstidentität entspricht. Derartige Prüfoperationen treten z.B. in Modell­
paradigmen auf, im Rahmen derer beobachtete Verhaltensresultate durch 
Rekurrieren auf Modelle der Selbstidentität erklärt oder vorhergesagt wer­
den sollen.
Zusammen mit Zuordnungsoperationen lassen sich Prüfoperationen zur 
Definition von Anpassungsprozessen, von konkreten zielgerichteten Handlun­
gen im Sinne von Cranach et al. (1980) und von Handlungen oder Prozes­
sen des Selbstmonitoring heranziehen wie das in Abbildung 19 dargestellte 
Schema eines operativen Modellparadigmas zeigt.
Aus den aufgeführten Grundelementen lassen sich komplexere operative 
Modellschemata nach präzisen, relativ einfachen Regeln aufbauen (vgl. Ab­
schnitt 5.2.1). Obwohl diese Operationen auf den ersten Blick sehr einfach 
scheinen, können die in ihnen auftretenden Funktions-, Prädikat- und Va­
riablenzeichen in den Interpretationsbereichen sehr komplexe Beschreibungen 
besitzen.
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T ( x )
Abbildung 19; Beispiel für das operative Schema eines Anpassungspro­
zesses.
So mag etwa ein Prädikat eine sehr komplexe Eigenschaft in der externen 
Umgebung eines Individuums designieren oder einer Definition der eigenen 
Person kennzeichnen.
Inwieweit die aus den oben beschriebenen operativen Komponenten zu­
sammengesetzten Modellparadigmen dazu geeignet sind, wichtige Charak­
teristika von Handlungen widerzuspiegeln, hängt natürlich von vorgängigen 
Definitionen des Handlungsbegriffs ab.
Als konstituierende Merkmale eines indviduellen Handlungsbegriffs wur­
den in der Vergangenheit hervorgehoben: die Absichtlichkeit (Wright, 1971, 
1974), die Intentionalität (vgl. z.B. Antaki & Fielding, 1981; Graumann, 
1980; Shotter, 1980), die Zielgerichtetheit (vgl. z.B. Hacker, 1978; Cranach 
et al., 1980), das Aufstellen von Plänen und ihre Verfolgung (vgl. z.B. Mil­
ler, Galanter h  Pribram, 1960), der Mittelbezug, der Situationsbezug, der
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normative Bezug (vgl. z.B. Aijzen, 1985), die Möglichkeit, zwischen ver­
schiedenen Alternativen wählen zu können, die Selbstaufforderung (Werbik, 
1978), das konstante bewußte “selfmonitoring“ (Harre, 1979), die Rationa­
lität (vgl. z.B. Pfeiffer, 1985; Raub &; Voss, 1981). Wie komplex individu­
elle Handlungen inklusive der Phase der Planbildung mit ihren komplexen 
Teilschritten der Situationseinschätzung und Orientierung, der Zielbildung 
etc. sein können, zeigt Rehbein (1977), der in seine Betrachtung komple­
xer Handlungen das gesamte Umfeld einer Handlung einschließlich Vor- und 
Nachgeschichte miteinbezieht.
Rescher (1967) unterscheidet die folgenden Aspekte einer Handlung: den 
Akteur (Anwort auf die Frage: Wer tat es?), den Aktionstyp (Antwort auf 
die Frage: Was wurde getan?), die Aktionsmodalität (Antwort auf die Frage: 
Wie wurde es getan?), den Aktionskontext (Antwort auf die Frage: Unter 
welchen Kontextbedingungen wurde die Handlung ausgeführt?), die Finalität 
(Zielgerichtetheit) (Antwort auf die Frage: Zu welchem Zweck wurde die 
Aktion ausgeführt) und die Intentionalität einer Aktion (Antwort auf die 
Frage: In welchem mentalen Zustand wurde die Handlung ausgeführt ?)
Wir erwarten von unserer Darstellungsform für operative Paradigmen die 
Darstellung dessen, was getan wurde, die Darstellung der Zielgerichtetheit, 
das konstante Selfmonitoring, die Darstellung der Kontextbedingungen, die 
Möglichkeit, zwischen verschiedenen Alternativen wählen zu können und die 
Verfolgung von Plänen. In Bezug auf den zuletzt genannten Aspekt wäre an­
zumerken, daß wir Handlungen primär unter dynamischen Gesichtspunkten 
betrachten. Operative Modellparadigmen sind daher keine Darstellungen von 
Handlungsplänen. Ein Handlungsplan könnte in einem operativen Modell­
paradigma nur als komplexes Prädikat in einer Prüfoperation auftreten. Die 
Verfolgung von Handlungsplänen wäre dann darzustellen durch die Wahl von 
Operationen in Abhängigkeit von den Ergebnissen der Prüfung der Merkmale 
eines Plans. Um in der Terminologie der künstlichen Intelligenz zu sprechen: 
Pläne sind deklarativer Natur, Handlungen sind prozeduraler, dynamischer 
Natur.
Die Darstellung von Reschers Aspekt des Wie einer Handlungsausführung 
wird in einem operativem Modellparadigma durch Spezifikation unterschied­
licher zeitlicher Abläufe ermöglicht. Auch der Aspekt der Rationalität wäre 
durch eine geeignete Beschreibung von Entscheidungsabläufen möglich. Der 
Typ des Akteurs ist in der vorhegenden Darstellung nicht Teil des opera­
tiven Schemas. Er kann aber in den Interpretationsbereich eingeführt und 
dadurch Bestandteil des konkreten Paradigmas werden. In diesem Fall steht
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eine interpretierte Variable in Relation zu geeigneten Akteuren.
Der aktuelle Akteur jedoch, der das Subjekt der konkreten Untersuchung 
darstellt und auf den das operative Modellparadigma bezogen ist, wird nicht 
in dieser Weise eingeführt. Er spielt vielmehr die Rolle der Einheit, der das 
Modellparadigma durch den Forscher zugeschrieben bzw. attribuiert wird.
Die linguistische Semantik und Pragmatik hat neben der Aufdeckung der 
Struktur und der Kontextbedingungen für Sprechhandlungen vor allem zur 
Aufklärung des zum Verstehen von Handlungsverben, Handlungssätzen und 
Texten notwendigen impliziten Wissens sowie zu gewissen semi-formalen 
Darstellungsformen geführt, die dann zur Grundlage der Beschreibung von 
Gedächtnis- bzw. Wissensstrukturen verwendet wurden. Beispiele sind pro- 
positionale Netzwerke (vgl. Anderson, 1983; Norman h  Rummelhart, 1975), 
begriffliche Strukturen wie z.B. in der Theorie der konzeptuellen Dependenz 
von Schank (vgl. Schank, 1976), der darauf aufbauenden Skriptstrukturen 
(Schank, 1982; Schank & Abelson, 1977) sowie Schemata und Rahmen (fra- 
mes)(vgl. hierzu Minsky, 1975; ferner den Überblick von Brewer k. Naka- 
mura, 1984).
Die Spezifikation dieser Strukturen geschah vor allem im Rahmen des Ent­
wurfs von das menschliche Sprachverstehen simulierenden Programmsyste­
men, wobei das zur Identifikation der semantischen und pragmatischen Infor­
mation notwendige Hintergrundwissen sowohl hinsichtlich seiner statischen 
deklarativen Organisation als auch hinsichtlich seiner dynamischen Verände­
rungen programmiert werden mußte. Die konzeptuelle Modellierung2 gehört 
inzwischen zu den grundlegenden Aufgaben des Entwurfs wissensverarbei­
tender Systeme bzw. dessen, was man als knowledge engineering bezeichnet.
Diese Ansätze haben insbesondere auch zu formalen Darstellungsmöglich­
keiten der Struktur bzw. des Aufbaus von Episoden geführt. Mögliche epi­
sodische Kontexte operativer Schemata und ihrer Komponenten können in 
dem von uns gewählten Ansatz über durch geignete Spezifikation von Hinter­
grundstrukturen eingeführt werden; d.h. Bestandteil von Episoden werden 
operative Modellparadigmen durch eine geeignete Einbettung der Paradig­
menstruktur in episodische Hintergrundstrukturen.
Von den genannten Ansätzen unterscheidet sich der vorliegende vor allem 
dadurch, daß keinerlei kognitive Realität der Strukturen unterstellt wird, 
durch die Komplexität und durch den konstruktiven Aufbau. In operativen
2Einen immer noch gültigen Überblick über die wichtigsten Probleme geben die 
Beiträge in Brodie k . Zilles, 1981. Einen aktuellen Überblick gibt Reimer (1991).
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Modellparadigmen können die Operationen selber bereits komplexe Hand­
lungszusammenhänge darstellen.
4.3 Operative Modellparadigmen als inter­
pretierte Strukturen
4.3.1 Operative Modellparadigmen als Interpretatio­
nen in Hintergrundstrukturen
Handelt es sich, bei den funktionalen Modellparadigmen der Variablenanalyse 
um quantitativ interpretierte funktionale Strukturen, die sich vor allem zur 
Abbildung bestimmter Arten quantitativer Zusammenhänge eignen, wobei 
der breitere inhaltliche Kontext, in welchen diese Zusammenhänge eingebet­
tet sind, formal weitgehend unberücksichtigt bleibt, so wird im Falle ope­
rativer Modellparadigmen von vornherein versucht, die Vorstellungen, das 
Wissen etc. in Bezug auf einen breiteren inhaltlichen Kontext zu berücksich­
tigen.
Die vorzuschlagenen Methoden der Definition operativer Paradigmen be­
ruhen auf konzeptuellen Trennung der Struktur eines operativen Modellpara­
digmas (dem operativen Schema) und der Interpretation dieser Struktur in 
bestimmten inhaltlichen Anwendungsbereichen (vgl. Abbildung 20).
Durch die Interpretation erhalten die formalen Bestandteile der Struk­
turdarstellung eines operativen Paradigmas wie die Operationen mit ihren 
Symbolen für Funktionen, Variablen und Konstanten einerseits ihre inhalt­
liche, beschreibende Definition. Da diese Beschreibung aber wiederum ein­
gebettet sein kann in mehr oder weniger komplexe mögliche theoretische 
Bereiche, sichert der Begriff der Interpretation zugleich die Verbindung des 
Handlungs- und Prozeßzusammenhangs zu weiteren theoretischen Hinter­
grundkomponenten.
Die Interpretation bildet somit die Basis für die Einbindung eines Hand­
lungs- und Prozeßzusammenhangs in weitere theoretische Hintergrundan­
nahmen, die diesen Zusammenhang betreifen konnten. Wir bezeichnen den 
Interpretationsbereich daher auch als Hintergrundstruktur und die Menge der 
Aussagen, die in ihm erfüllt sein sollen, als Hintergrundtheorie. Der Ausdruck 
Theorie hat hier nicht die Bedeutung einer wissenschaftlichen Theorie, son­
dern die allgemein formallogische Bedeutung einer Menge von Aussagen, mit
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den dazugehörigen logischen Ableitungsregeln (vgl. z.B. Shoenfield, 1967). 
Eine Hintergrundstruktur ist also stets Modell im prädikatenlogischen Sinne 
(vgl. z.B. Faulbaum, 1982) einer durch verschiedene Axiome ausgezeichneten 
Hintergrundtheorie. Der Individuenbereich einer Hintergrundtheorie wird 
konstituiert durch Entitäten verschiedener Sorten (vgl. Abschnitt 4.3.3), de­
ren Auftreten in einem operativen Paradigma als möglich betrachtet wird.
H in le ro ru n d a n n a h m e n
Vermutungen über 
H a n d l un g * -  und 
Prozeßkomponen ten
Interpretati onZuotünungaachemma
Pt üiachemeia -------------------------------------------------- - A n w e n d u n g s b e re ic h
O p e r a t i v e s  Schema
Abbildung 20: Operative Modellparadigmen als interpretierte opera­
tive Schemata.
Der Begriff der Hintergrundtheorie gestattet uns, die Informationen genauer 
zu beschreiben, die wahrend im Rahmen eines Handlungs- und Prozeßzu­
sammenhangs verwendet werden. Wenn z.B. während einer Handlung Infor­
mationen über Institutionen verwendet werden, so erwarten wir, daß die Hin­
tergrundtheorie etwa beschreibende Aussagen über institutionelle Strukturen 
enthält, wenn im Rahmen eines Prozesses Normen und Einstellungen modi-
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fixiert werden, sollte die Hintergrundtheorie Annahmen über die Beziehung 
von Normen und Einstellungen etc. enthalten; wenn Gedächtnisinformati­
onen verwendet werden, könnte die Hintergrundtheorie Aussagen über die 
Struktur der Gedächtnisrepräsentationen enthalten (vgl. Faulbaum, 1982).
Grundsätzlich erlaubt die Einführung des Begriffs der Hintergrundtheorie 
die Darstellung des auf die Bestandteile von Handlungs- und Prozeßzusam­
menhängen bezogenen Wissens; d.h. die Hintergrundannahmen spiegeln vor 
allem die Vermutungen und das Wissen des Forschers über die Komponen­
ten von Handlungs- und Prozeßzusammenhängen wider. Sie stellen also ge­
wissermaßen interpretativen Einschränkungen dar. Während ein operatives 
Schema lediglich ausdrückt, daß es sich um irgendeinen Handlungs- und Pro­
zeßzusammenhang mit einer bestimmten Struktur handelt, wird die Klasse 
der möglichen Zusammenhänge mit dieser Struktur durch die Interpretation 
weiter eingeschränkt und konkretisiert (vgl. hierzu die Ausführungen in Ab­
schnitt 1.2.1).
Als mögliche Interpretationen operativer Schemata kommen auch Alltags­
interpretationen in Betracht, wobei die Hintergrundannahmen in diesem Fall 
psychologisches oder soziologisches Alltagswissen bzw. Annahmen der naiven 
Psychologie ausdrücken (Heider, 1958; Laucken, 1974).
Auf der Basis einer Laienepistemologie beruhende Hintergrundannahmen 
würden zu Alltagsinterpretationen der Handlungsstrukturen führen und da­
mit Handlungs- und Prozeßzusammenhänge des Alltags beschreiben (zum 
Begriff der Laienepistemologie vgl. Kruglanski, Baldwin &; Towson, 1983).3
Indem wir die Hintergrundtheorien konstant halten und die Struktur der 
Handlungs- und Prozeßzusammenhänge variieren, erhalten wir alle Zusam­
menhänge mit einer Interpretation in der gleichen Hintergrundtheorie (vgl. 
Abbildung 21). Dies entspricht anschaulich dem Fall, wo wir die Abfolge der 
Operationen verändern, ohne daß sich die Bedeutung der einzelnen Opera­
tionen und ohne daß sich das auf die Komponenten bezogene Hintergrund­
wissen ändert. Ein Beispiel wäre dann gegeben, wenn zwei Operationen in 
ihrer zeitlichen Reihenfolge gegenseitig ausgetauscht werden.
Die Änderung der Struktur eines Handlungs- und Prozeßzusammenhangs 
entspricht der Änderung der quantitativen Modellstruktur im Falle der Ana­
lyse von Variablenbeziehungen.
Ändert man die Hintergrundtheorien bei konstant gehaltener Struktur des
3Zu den Schwierigkeiten der Abgrenzung von Alltagswissen und wissenschaftlichem 
Wissen vgl. Moscovici, 1981; Moscovici k  Hewstone, 1983.
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Handlungs- und Prozeßzusammenhangs, so erhält man verschiedene Modelle 
für Handlungs- und Prozeßzusammenhänge mit der gleichen Struktur. In 
diesem Fall ändert sich die Interpretation der Komponenten bzw. das auf 
diese Komponenten bezogene Hintergrundwissen.
Will man auch hier wieder eine Parallele zu den Modellparadigmen der 
Variablenanalyse ziehen, so entspricht dieser Fall der Anwendung des gleichen 
Modelltyps (z.B. eines linearen Modell mit einer spezifischen mathematischen 
Verknüpfungsstruktur) unter verschiedenen einschränkenden Annahmen.
A. Änderung des operat iven Schemas
B. Änderung des Anwendungsbere ichs
H l n t e r g r u n d l h e o r i e  1
A n we nd u n g s be r e i c h  k
Abbildung 21: Änderungen der Schemainterpretation
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Zwischen der Komplexität der Hintergrundtheorien und der Komplexität 
der Prozeß- und Handlungsstrukturen besteht kein einfacher Zusammen­
hang. So kann etwa eine sehr komplexe Prozeßstruktur in eine sehr ein­
fache Hintergrundstruktur eingebettet sein, während eine sehr einfache Pro­
zeßstruktur in einer sehr komplexen Hintergrundstruktur interpretiert sein 
kann.
Da wir operative Modellparadigmen als Hypothesen über Handlungs­
und Prozeßzusammenhänge betrachten, bedeutet die Interpretation in Hin­
tergrundtheorien, daß wir alles, was wir über die in Handlungs- und Pro­
zeßzusammenhängen auftretenden Operationen wissen oder vermuten, Teil 
einer Hypothese ist. Dieser Sachverhalt hat in der Analyse von Variablen­
beziehungen als Korrelat die konfirmatorischen Einschränkungen der quan­
titativen Variablenverbindungen. Uber die Hintergrundtheorien vermittelt, 
gehören die aus deren Grundannahmen ableitbaren Aussagen ebenfalls zur 
Hypothese. Dies ist das allgemeine logische Äquivalent zu den neuerdings in 
Analyseverfahren vorgesehenen numerischen Ableitungen quantitativer Pa­
rametereinschränkungen (vgl. Schoenberg & Arminger, 1989).
4.3.2 Die Vernachlässigung von Hintergrundstruktu­
ren als Schwäche der gegenwärtigen empirischen 
Methodologie
Vor allem durch die Einbeziehung von Hintergrundstrukturen in die Mo­
dellspezifikation unterscheidet sich der vorgestellte Ansatz von der vorherr­
schenden Methodologie der Variablenanalyse, die durch eine allgemeine Ver­
nachlässigung der Hintergrundstrukturen in der Modelldarstellung und Mo­
dellevaluation charakterisiert ist.
Das Problem der Vernachlässigung von Hintergrundstrukturen ist ein Pro­
blem allgemeinerer Natur und betrifft generell das Verhältnis zwischen dem, 
was in den formalen Modellen der Analyse von Variablenbeziehungen ab­
gebildet wird und dem, was aus ihnen ausgeblendet wird bzw. dem, was 
formal unrekonstruiert im Bereich der konzeptuellen Möglichkeiten des For­
schers verbleibt, und entweder nach einer statistischen Analyse post hoc im 
Falle eines interpretatorischen Bedarfs aktiviert wird oder vor der Analyse 
eine Rolle als Argument der Ableitung von Hypothesen spielt (vgl. hierzu 
Faulbaum, 1991, im Druck).
Das hiermit angesprochene Interpretationsproblem(vgl. Cliff, 1983; Horan,
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1989) ergibt sich als natürliche Konsequenz der Unkorrigierbarkeit des Tatbe­
stands, daß Modelle komplexe Konzeptualisierungen des Forscher über mögli­
che reale Zusammenhänge nur unvollständig abbilden können und daher not­
wendigerweise unterspezifiziert sein müssen. Dies ist schon deshalb der Fall, 
weil nahezu alle Ereignisse, die zur Erklärung von Verhaltensbeobachtungen 
herangezogen werden könnten, zu den Meßzeitpunkten bereits vergangene 
Ereignisse darstellen, und somit einen komplexen latenten Bereich konsti­
tuieren, der in die empirische Analyse nur unzureichend eingefügt werden 
kann. Betroffen hiervon ist insbesondere -  trotz der Möglichkeit, Modelle 
mit mehreren Indikatoren zu analysieren -  die unvollständige Abbildung der 
Semantik von Variablen und ihren Werten im Modell. Das, was wir etwa im 
Falle unabhängiger, experimenteller Variablen als Variablenwerte formal mit 
Symbolen, wie „a“ , „b“ , „c“kennzeichnen stellen zumeist komplexe situative 
Bedingungen dar, die in den Modellen selber formal nicht mehr erscheinen.
Auch die Beobachtung des Verhaltensresultats eines einzigen Individu­
ums kann in eine relativ komplexe Konzeptualisierung des Beobachters über 
das eingebunden sein, was in er Vergangenheit innerhalb und außerhalb des 
betrachteten Individuums vorgegangen sein mag. Vom Standpunkt der for­
malen Logik aus betrachtet, bedeutet dies, daß die empirisch interpretierte 
Konstante, welche das Verhaltensresultat benennt, in einer Menge mehr oder 
weniger komplexer theoretischer Ausdrücke auftreten kann, welche etwa die 
Vorstellungen des Forscher über bestimmte Aspekte der menschlichen Person 
beschreiben, ihre personale oder soziale Identität, ihr aufgrund dieser Iden­
tität zu erwartenden Absichten und Entscheidungen, die Handlungen, die 
in der Vergangenheit zu Situationen geführt haben, in der die Person auf­
grund ihrer verschiedenen Identitäten, ihrer normativen Vorstellungen etc. 
so handeln mußte wie sie gehandelt hat. Diese theoretischen Vermutungen 
können z. Teil auf Typisierungen persönlicher, auf der Basis einer natürlichen 
Einstellung (vgl. Schütz, 1932) gewonnenen Alltagserfahrungen, die sowohl 
psychologische (auf das Einzelindividuum bezogene) als auch soziale (auf die 
Interaktionen des Individuums mit anderen individuellen oder kollektiven, 
institutioneilen Akteuren bezogene) Erfahrungen einschließen.
Der Ausschluß theoretischer Hintergrundstrukturen bei der Interpretation 
empirischen Wissens (d.h. in der Datenanalyse) bedeutet nicht, daß Forscher 
nicht versuchen würden, ihre empirischen Annahmen aus einem umfangrei­
cherem Korpus theoretischen Wissens und theoretischer Vermutungen ab­
zuleiten. Vielmehr bedeutet es, daß die Integration empirischen Wissens 
in einen umfassenderen theoretischen Kontext nicht als natürliche Stufe der
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formalen Datenanalyse betrachtet wird.
Dies entspricht einer methodologischen Orientierung, welche den inter- 
petierenden und nach möglichen Erklärungen suchenden Forscher aus den 
Verfahren der Datenanalyse auszuklammern versucht und sich damit auch 
einer Integration von Methoden entzieht (vgl. Faulbaum, 1991, in Druck), 
welche
1. die nicht-numerische, inhaltlich bestimmte Semantik eines Modells for­
mal explizieren;
2. den Bezug des Modells zu den eventuell postulierten theoretischen An­
nahmen formal explizieren, aus denen sie abgeleitet wurden;
3. Vorstellungen über mögliche Einbettungen des beobachteten Akteurs 
in vergangene und zukünftige Handlungs- und Prozeßzusammenhänge 
entwickeln und formal so zu präzisieren, daß eine Evaluation dieser 
Vorstellungen prinzipiell möglich wird.
Die Idee der methodischen Integration des interpretierenden Forschers in die 
Datenanalyse würde vor allem eine Änderung der Analyseziele in dem Sinne 
erfordern, daß Datenanalyse nicht mehr mit einem Bericht über Anpassungs­
indizes oder Signifikanzniveaus und Einflußgrößen endet, sondern mit weite­
ren Aussagen, die die Ergebnisse im Sinne der inhaltlichen Modellsemantik 
und unter Einbeziehung von Erklärungsvorschlägen, die auf das handelnde 
Individuum Bezug nehmen, verstehbar machen.
Sie bedeutet auch, daß die Modifikation eines Modells nie allein nach sta­
tistischen, sondern stets auch nach den interpretativen Gesichtspunkten des 
Forschers, d.h. immer in Rückkoppelung mit den Vorstellungen, dem Wis­
sen und den hypothetischen Annahmen des Forschers über die reale Welt 
erfolgt, in die seine Beobachtungen eingebettet sind. Mit dem oben ein­
geführten Begriff der Hintergrundstruktur soll im Grunde jener Teil der auf 
das beobachtete Individuum bezogenen Vorstellungen, begrifflichen Zusam­
menhänge, Wissensbestände, Erfahrungen, Vermutungen, Erwartungen etc. 
die der Forscher verwendet, um die formale Struktur seiner Modelle zu de­
finieren, zu interpretieren und zu analysieren. Im Falle der Analyse von 
Variablenbeziehungen ist nur die mathematische, numerische Semantik Teil 
des Verfahrens.
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4.3.3 Die Mehrsortigkeit operativer Modellparadig- 
men
Hypothesen über Handlungs- und Prozeßzusammenhänge können ganz un­
terschiedliche Anwendungsbereiche betreffen, wobei für jede Anwendung spe­
zifische Definitionen und Annahmen in der Hintergrundtheorie angenommen 
werden müssen. Unterschiedliche Anwendungen betreffen vor allem die Ty­
pen bzw. Sorten der angenommenen Entitäten und Operationen. Operatio­
nen können von mentalen Entitäten zu mentalen Entitäten führen, von men­
talen Entitäten zu extern beobachtbaren empirischen Entitäten, von emotio­
nalen Entitäten zu kognitiven Entitäten etc.
Rein mentale Handlungs- und Prozeß Zusammenhänge betreffen den Be­
reich mentaler Ereignisse und mentaler Zustände, bestimmte Handlungs- und 
Prozeßzusammenhänge können das Gedächtnis und den Bereich der Gedächt­
nisrepräsentationen, beobachtete Prozesse beziehen sich ausschließlich auf 
Bereiche beobachteter Ereignisse etc.
Dies bedeutet, daß alle diese Prozesse oder Handlungen spezifische Arten 
der Information verwenden, welche bestimmte Hintergrundstrukturen kon­
stituieren, in denen gewisse Annahmen einer Hintergrundtheorie erfüllt sind. 
Natürlich ist es in der Regel so, daß Hintergrundstrukturen Bereiche darstel­
len, die unterschiedliche Sorten von Entitäten enthalten können. Beispiele 
sind z.B. Prozesse, die den Einfluß von Einstellungsänderungen auf beobach­
tetes Wahlverhalten darstellen, oder Handlungen der rationalen Wahl, wo der 
Nutzenvergleich mental ausgeführt wird und das auf den Vergleich folgende 
Verhalten beeinflußt. In diesem Fall gibt es zumindest die beiden Sorten be­
obachtet und unbeobachtet. Welche Sorten konkret eingeführt werden, hängt 
von vorgängigen Konzeptualisierungen des Forscher ab.
Die Einführung einer Sortenstruktur macht es notwendig, Hintergrund­
theorien einzuführen, die sich auf Interpretationsbereiche beziehen, welche 
Entitäten von mehr als einer Sorte enthalten. Diese mehrsortigen Hinter- 
grundtheorien beziehen sich also auf mehrsortige Hintergrundstrukturen, in 
denen mehrsortige Handlungs- und Prozeßstrukturen interpretiert werden.
Einer der wesentlichen Vorteile der Einführung verschiedener Sorten von 
Entitäten besteht darin, daß hierdurch verschiedenen Ontologien und onto­
logischen Strukturen Rechnung getragen werden kann. Quine (1953) faßt 
eine Ontologie als eine Theorie dessen, was ist, auf. Die Auswahl verschie­
dener Sorten von Variablen, über die wir eine Quantifikation durchführen
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führt nach seiner Meinung zu verschiedenen ontologischen Verpflichtungen 
(ontological commitments).
In der Einbeziehung von Sorten ist man a priori vollkommen frei. Bei­
spiele für Sorten könnten z.B. sein: Grad der politischen Partizipation, Be­
rufsprestige, Kultur, Einstellungen gegenüber Gastarbeitern, Arten der So­
zialisation, Nachbarschaftsstrukturen, soziale Rolle, subjektive Normen, men­
tale Repräsentationen, Erfahrungen, Lebenswelten, Institutionen, epistemo- 
logische Zustände, Merkmale, Soziale Ordnung etc. Je nachdem, welche An­
nahmen man über die realen Bezüge machen will, in die Handlungsstrukturen 
eingebettet sind, wird man auf unterschiedliche Sorten rekurrieren.
4.4 Einfache Beispiele operativer Modellpa­
radigmen
Wir wollen den Begriff des operativen Paradigmas in diesem Abschnitt an­
hand von zwei einfachen Beispielen verdeutlichen.
Beide Beispiele repräsentieren Hypothesen über generative Zusammenhänge 
zwischen Variablen und ihren Werten; d.h. bei beiden Beispielen handelt es 
sich um durch operative Modellparadigmen dargestellte Hypothesen darüber, 
wie unter bestimmten antecedenten Bedingungen bestimmte Konsequenzen 
erzeugt werden könnten bzw. um Rekonstruktionen von Handlungs- und 
Prozeßzusammenhänge zwischen Werten antecedenter und konsequenter Va­
riablen. Die so im Rahmen der operativen Paradigmen verbundenen Varia­
blen sind in den graphischen Darstellungen durch das Zeichen „^ ‘gekenn­
zeichnet.
Bei allen Paradigmen setzen wir voraus, daß sie von Forscher einem be­
stimmten Individuum i attribuiert worden sind.
Wenn die vorgestellten Beispiele auch alle auf Befragungssituationen Be­
zug nehmen, so sind sie doch auf Fälle anderer Beobachtungssituationen (z.B. 
teilnehmende Beobachtung etc.) generalisierbar. Sie können auf standardi­
sierte Untersuchungssituationen ebenso angewendet werden wie auf offene 
Untersuchungssituationen.
Wir wollen das erste Beispiel etwas ausführlicher behandeln, um bei dem 
zweiten dann ledglich noch auf die Besonderheiten zu verweisen.
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Beispiel 1:
Das erste Beispiel (siehe Abbildung 22) zeigt im rechten Teil ein operati­
ves Modellparadigma, das eine Hypothese darstellen soll, wie es von einer 
unbeobachteten, aber empirischen Frageäußerung des Forschers zu der beob­
achteten Antwortäußerung des Befragten kommen konnte. Das Paradigma 
verknüpft also eine unbeobachtete Bedingung mit einer beobachteten Folge 
und führt im Sinne unserer Ausführungen in Kap. 3, Abschnitt 1 von einem 
unbeobachteten Bereich in einen beobachteten Bereich. Alle intervenierenden 
Entitäten sind als unbeobachtet unterstellt. Im rechten Teil der Abbildung ist 
das operative Schema dargestellt, aus dessen Interpretation das Paradigma 
hervorgegangen ist.
Das Paradigma sieht insgesamt drei Operationen i\, P2 und P3 vor. In 
der ersten Operation erzeugt das betrachtete Individuum i, dem dieses opera­
tive Paradigma attribuiert wurde, unter Verwendung möglicher unbekannter 
Frageäußerungen des die Daten erhebenden Forschers mögliche mentale Re­
präsentationen. Für die funktionale Beschreibung des Zusammenhangs zwi­
schen den möglichen Frageäußerungen und den möglichen mentalen Repräsen­
tationen wurde die abkürzende Bezeichnung int gewählt, um anzudeuten, 
daß es sich um eine Beziehung der Interpretation handelt und die erzeugte 
mentale Repräsentation eine semantische Interpretation des Textes darstellt. 
Letzteres kann jedoch nicht mit Sicherheit angenommen werden, denn das 
Individuum könnte im Prinzip auch eine mit der Äußerung in keinem Zusam­
menhang stehende mentale Repräsentation erzeugt haben. Dies könnte etwa 
dann auftreten, wenn es die Äußerung akustisch mißverstanden hat -  ein 
Fall, der durch eine geeignete Hintergrundannahme explizit auszuschließen 
wäre.
Die möglichen Äußerungen des Forschers konstituieren den Wertebereich 
einer Variablen v — äussj?OT, die möglichen mentalen Repräsentationen sind 
Werte einer Variablen v — mrep.
Die Operation P\ ergibt sich als Interpretation eines korrespondierenden, 
zunächst in beliebigen Anwendungsbereichen interpretierbaren Zuordnungs­
schemas in einer bestimmten Hintergrundstruktur, zu deren mehrsortigem 
Individuenbereich die Menge möglicher Äußerungen des Forschers sowie die 
Menge möglicher mentaler Repräsentationen gehören. Das Superskript (2,1) 
des Funktionssymbols f i  bedeutet, daß es sich um eine zweisortige Operation 
handelt, in der Entitäten einer Sorte 1 verwendet werden, um Entitäten ei­
ner Sorte 2 zu erzeugen. Der erste Wert des Superskripts eines mehrsortigen
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Funktionssymbols kennzeichnet immer die Sorte des Zielbereichs der Funk­
tion, die darauffolgenden Ziffern kennzeichnen die Sorten der Argumente.
Durch die Interpretation werden die Sorte 1 der Sorte mögliche Äußerun­
gen und die Sorte 2 der Sorte mögliche mentale Repräsentationen zugeordnet.
Wie aus Abbildung 22 zu ersehen ist werden im Zuordnungsschema 
außerdem x -Variablen und y-Variablen unterschieden, um sichtbar zu ma­
chen, welche Variablen unabhängige bzw. exogene Variablen und welche 
Variablen abhängige bzw. endogene Variablen darstellen. Abhängige Varia­
blen sind Variablen, die im Paradigma irgendwo auf der rechten Seite einer 
Zuordnungsoperation auftreten, während unabhängige Variablen nur auf der 
linken Seite einer Zuordnungsoperation auftreten können. So ist in der er­
sten Operation v — äussF„ eine unabhängige, v — mrep aber eine abhängige 
Variable.
Die zweite Operation P2 des Paradigmas ordnet möglichen mentalen Re­
präsentationen andere mentale Repräsentationen zu. Mit der Bezeichnung 
selekt für die funktionale Beziehung deuten wir an, daß die zugeordnete 
Repräsentation eine Teilrepräsentation der Repräsentation des Funktionsar­
guments ist, d.h. daß selekt(v — mrep) Teilrepräsentation von v — mrep 
ist. Die intendierte Interpretation ist die, daß diese Teilrepräsentation die 
Repräsentation der in der Äußerung zum Ausdruck gebrachten Aufgaben­
stellung (z.B. eine erbetene Selbstauskunft) ist.
Mit der Verwendung des Symbols als Funktionsargument im Schema 
wird behauptet, daß die in der zweiten Operation verwendeten mentalen 
Repräsentationen die gleichen sind, wie die in der ersten Operation erzeugten.
Die dritte Operation P3 schließlich verwendet das Ergebnis der zweiten 
Operation (die identifzierte Aufgabenstellung), um eine mögliche beobach­
tete Antwortäußerung des Befragten zu erzeugen. Die dazugehörige funk­
tionale Beziehung ist mit antw bezeichnet. Diese Operation geht durch In­
terpretation des im dazugehörigen Zuordnungsschemas P^ enthaltenen zwei 
sortigen Funktionssymbols durch eine zweisortige Interpretation in der Hin­
tergrundstruktur hervor, von der angenommen wird, daß sie neben möglichen 
mentalen Repräsentationen und möglichen unbeobachteten Frageäußerungen 
des Forschers als weitere Entitäten Entitäten der Sorte „mögliche Befrag- 
tenäußerungen“ enthalt.
Im Zuordnungsschema der Operation taucht eine z-Variable auf. z-Vari- 
ablen stellen die Konsequenzvariablen des Schemas dar. Konsequenzvariablen 
zeichnen sich dadurch aus, daß sie nur auf der rechten Seite eines Zuordnungs­
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schemas auftreten können; d.h. sie werden im Paradigma nur erzeugt, aber 
nicht verwendet, (vgl. hierzu auch Abschnitt 4.5).
Das operative Paradigma auf der rechten Seite von Abbildung 22 ergibt 
sich durch Interpretation der sprachlichen Symbole des operativen Schemas 
in einem Individuenbereich, der aus Entitäten verschiedener Sorten (Äuße­
rungen des Forschers, mentale Repräsentationen, Befragtenäußerungen) zu­
sammengesetzt ist. Der dabei verwendete Interpretationsbegriff ist der Inter­
pretationsbegriff der denotativen Semantik der Pradikatenlogik mit mehreren 
Objektsorten, wobei Funktionssymbolen Funktionen und Prädikatsymbolen 
Teilmengen des Individuenbereichs zugeordnet werden.
OperativesFaradigma:
Pl : int(v — auJ5por) ----<■ u — mrep
P2 : selekt(v — mrep) — * v — mrep
_P3 : anitü(v — mrep) — * v — äui5^efr
Abbildung 22: Beispiel eines Frage-Antwort-Zusammenhangs.
QperativesSchema:
—  Ja
13’2)(4 2)) —  4 3)
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Durch eine solche Interpretation werden die Operationenschemata also in­
haltlich konkret interpretiert. Die Interpretation konkretisiert im Falle von 
Zuordnungschemata, in bezug auf welche Arten möglicher Entitäten wir ver­
muten, daß sie im durch die Operation dargestellten Handlungs- und Prozeß­
zusammenhang verwendet werden könnten und welche Arten von Entitäten 
möglicherweise erzeugt werden. Im Fall von Prüfschemata konkretisiert die 
Interpretation die Art der möglichen Bedingungen, die vom Individuum an 
verschiedenen Stellen des Handlungs- und Prozeßzusammenhangs überprüft 
werden.
Welche konkreten Entitäten verwendet bzw. erzeugt werden, haben wir 
damit allerdings noch nicht festgelegt. Durch die Interpretation haben wir 
lediglich unsere Vermutungen inhaltlich weiter eingeschränkt. Wir haben 
mit der Interpretation nur klar gestellt, auf welchen inhaltlichen Bereich sich 
diese Vermutungen beziehen.
Entsprechend unserer Ausführungen in Abschnitt 1.2 ergeben sich zusätz­
liche Einschränkungen unserer Vermutungen, wenn wir im Interpretations­
bereich weitere Hintergrundannahmen einführen.
Nehmen wir etwa an, der Interpretationsbereich (Hintergrundstruktur) 
würde neben den im Paradigma verwendeten oder erzeugten Entitäten, En­
titäten der Sorte „Text“enthalten. Nehmen wir ferner an, im Interpretati­
onsbereich seien neben den in den Zuordnungsoperationen des Paradigmas 
eingeführten Funktionen die folgenden weiteren Relationen definiert:
• eine 2-stellige Relation sem  zwischen der Menge der möglichen Äuße­
rungen des Forschers und der Menge möglicher mentaler Repräsenta­
tionen, die jeder Äußerung eine Menge möglicher mentaler Repräsenta­
tionen zuordnet, welche die zulässigen semantischen Repräsentationen 
des Textes darstellen.
• eine 2-stellige Relation textreal (Textrealisierung), die jedem Text eine 
Menge möglicher, noch als zulässig betrachteter Äußerungen dieses 
Textes zuordnet.
Dann könnten zwei mögliche Hintergrundannahmen lauten:
1 y x iRuaaF^ 3 x iText)(textreal(x^Text\ x {äua9For)
2 V x (Slii,^ )s e m ( x (äu4,ror),mi(j(ällMf- ))
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Von diesen im Grunde einfachen, aber durch die Typenbezeichnungen kom­
pliziert wirkenden Aussagen besagt die erste, daß sich jede Äußerung des 
Forschers auf einen Text bezieht. Die zweite besagt, daß für jede Äußerung 
gilt, daß die als Interpretation der Äußerung erzeugte mentale Repräsenta­
tion eine semantische Repräsentation der Äußerung darstellt.
Wir rechnen zur Hintergrundtheorie gehörige Annahmen wie die vorste­
henden zum Begriff des operativen Paradigmas. Ihre Wirkung besteht darin, 
durch eine weitere Konkretisierung die Menge der möglichen Abläufe zugrun­
deliegender Handlungs- und Prozeßzusammenhänge weiter einzuschränken. 
Bestimmte Abläufe (Realisationen) werden als unzulässig ausgeschlossen. Im 
vorliegenden Fall sind dies alle Abläufe, die mit einer Äußerung beginnen, 
die sich nicht auf einen Text beziehen, sowie alle Abläufe, die nicht zu se­
mantischen Repräsentationen führen.
Zum Abschluß der Diskussion dieses Beispiels sei noch einmal kurz auf 
die Eigenschaft der Bruchstückhaftigkeit operativer Modellparadigmen ein­
gegangen. Letztere ist in diesem Modellparadigma besonders deutlich. Sie 
äußert sich vor allem darin, daß zwischen der zweiten und der dritten Opera­
tion keine weiteren intervenierenden Operationen angenommen werden, die 
spezifizieren, wie der Handlungs- und Prozeßzusammenhang aussieht, der 
von der semantischen Repräsentation der Aufgabenstellung zur beobachte­
ten Antwortäußerung des Befragten führt. Das Paradigma enthält z.B. keine 
Operationen, in denen das Individuum überprüft, ob es überhaupt antwor­
ten will. Die Operation der Antworterzeugung geht ohne intervenierende 
Operationen direkt von der Information über die Aufgabenstellung zur Ant­
wortäußerung. Motive des Forschers für das Weglassen dieser Operationen 
könnten sein, daß die Betrachtung dieser Zwischenschritte für die Erklärung 
oder Vorhersage der beobachteten Anwortäußerung keine Bedeutung hat (Re­
levanzaspekt) oder daß er diesen Operationen die Existenz abspricht (onto­
logischer Aspekt).
Beispiel 2:
Das zweite, in Abbildung 23 dargestellte operative Modellparadigma stellt ein 
hypothetisches Beispiel aus einer Gastarbeiterbefragung dar und verknüpft 
mehrere unbeobachtete, lebenssituative, unabhängige Variablen wie Einkom­
men (u — einkom) subjektiv empfundene Feindseligkeit der Bevölkerung 
(v — feind) und persönliche Wohnsituation (v — wohn) mit dem Vorhaben, 
in die Heimat zu remigrieren. Das Symbol (*) bei der Variablen v — einkom 
bedeutet, daß die möglichen Werte dieser Variablen als die antecedente Be-
96
dingungen angesehen werden, die durch das Paradigma mit möglichen Re- 
migrationsäußerungen (v — remigäuss) verbunden werden sollen. Das dazu­
gehörige operative Schema ist in Abbildung 24 dargestellt.
O p e rü tivo P a ra d ig m a :
^1 : fl  (*> *  eint", v — ftindt v — wofcn) — * v — h v fr
: f l { v  ~  k u / r » v  — f ln re is ) v — btwrcmig
tj — btwnrcmig
P< * Mv bzwrtmig) — * t? — r tmigauMt" Pt : ft{v  — bcwnrcmig} — > v — nrimigäuss
Abbildung 23: Zusammenhang zwischen lebenssituativen Variablen 
und Remigrationsäußerungen.
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Operatives Schema:
-  yis)
£ 2 : / ^ 4l5)(yi4),^ 6)) -  yiT)
£ 3 : ¿ M,#)(vÍ4).*x6)) -  yis)
Abbildung 24: Operatives Schema für Beispiel 2.
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Die erste Operation erzeugt unter Verwendung der genannten situativen 
Bedingungen mögliche Intensitäten der Lebenszufriedenheit (t; — Izufr), die 
zusammen mit monetären Anreizen der Regierung (v — anreiz) eine be­
stimmte subjektive Bewertung der Remigrationsalternative erzeugen (v — 
bewremig.
Die dritte Operation erzeugt unter Verwendung der gleichen Entitäten 
mögliche subjektive Bewertungen der Alternative, nicht zu remigrieren (v — 
bewnremig)
Als gegenüber dem ersten Paradigma neue Komponente tritt nun eine 
Prüfoperation hinzu, die sich durch Interpretation des Prädikatsymbols im 
operativen Schema ergibt. Dabei wird dem Befragten unterstellt, daß er 
die Remigrationsalternative mit der Alternative, im Gastland zu bleiben, 
vergleicht.
Fällt die Bewertung zugunsten des Verbleibs aus, so verwendet er diese 
Bewertung, um eine entsprechende Äußerung zu erzeugen (in dem er in durch 
die Äußerung diese Bewertung ausdrückt). Im anderen Fall geschieht das 
gleiche in bezug auf die Alternative der Remigration.
Eine mögliche Hintergrundannahme wäre die Behauptung, daß der Be­
fragte die Alternative mit dem größten Nutzen wählt. Die Aufnahme dieser 
Vermutung könnte z.B. aus einer allgemeinen Theorie rationalen Handelns 
abgeleitet sein, die dann in toto Teil der Hintergrundtheorie wäre.
4.5 Klassifikation der in operativen Modell­
paradigmen auftretenden Modellvariablen 
und Umgebungskontext
In operativen Modellparadigmen können drei wichtige Klassen von Entitäten 
(Variablen) unterschieden werden, die ihre Entsprechung in den funktionalen 
Modellparadigmen der Variablenanalyse finden und die wir im Rahmen der 
Diskussion von Beispiel 2 von Abschnitt 4.4 bereits kurz erwähnt haben:
• Entitäten, welche vor ihrer ersten Verwendung innerhalb des betrach­
teten Modellparadigmas noch nicht erzeugt wurden;
• Entitäten, welche in Operationen eines Paradigmas lediglich erzeugt 
werden;
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• Entitäten, welche in Operationen sowohl verwendet als auch erzeugt 
werden.
Variablen, deren Wertebereich aus den zuerst genannten Entitäten beste­
hen, heißen Kontextvariablen. Zusammen mit den Eigenschaften, die in 
der semantischen Interpretation für sie festgelegt worden sind, bilden sie 
den Umgebungskontext bzw. einfach den Kontext des Paradigmas. Beispiele 
für Umgebungskontexte sind Beschreibungen sozialer Situationen (vgl. z.B. 
Argyle, 1980) oder Beschreibungen des Situationstyps.
Exogene. Variablen Kontextvar iab len
Endogene Variab len
Var l a b i a n ,  d e r a n  Wer te  
vor  I h t a r  a r s l e n  Var  w en d u n g  
i n n e r h a l b  d es  P a r a d i g m a s  
n i c h t  a r j e o g t  w o r d e n  s i n d
V a r i a b l e n ,  d e r e n  Wer  r «  
i n n e r h a l b  d e s  P a r a d i g m a s  vor  
I h r e r  a r a t o n  V o r w e n d u n g  
e r z e u g t  w o r d e n  s i n d
Abbildung 25: Klassifikation von Variablen operativer Modellparadig­
men.
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Klassifikationen und Beschreibungskriterien von Situationen sind inner­
halb der Psychologie im Rahmen interaktionistischer Ansätze in der Persönlich­
keitspsychologie entwickelt worden (vgl. z.B. Magnusson, 1981). Solche Be­
schreibungen sind in dem hier vorgestellten Ansatz als Hintergrundannahmen 
einzuführen, die sich auf die Kontextvariablen beziehen. Sie stellen formal- 
logisch Prädikationen dar, die wiT als Kontextprädikate bezeichnen.
Beispiele für Werte von Kontextvariablen sind bei Anwendungen, die psy­
chische Prozesse oder Handlungen einschließen, etwa emotionale Zustände, 
welche die Erzeugung von Entitäten mitbestimmen, ohne daß sie selber im 
Verlauf des Prozesses eine Änderung erfahren, Wissen, das der Akteur ver­
wendet, aber im Verlaufeines Prozesses nicht erzeugt, situative Bedingungen, 
die im Verlauf von Handlungen oder Prozessen nicht verändert werden, die 
aber sehr wohl bestimmend für die Erzeugung von Entitäten sein können.
Weitere Beispiele für Kontextvariablen sind Klassen möglicherweise anwe­
sender Freunde in sozialen Interaktionen, die wiederum einem Netzwerk von 
Freunden angehören können, dessen vermuteter Aufbau in der Hintergrund­
struktur näher beschrieben sein kann. Wiederum andere Beispiele sind Klas­
sen externer Stimuli, Klassen vermuteter situativer Bedingungen, sprachliche 
Äußerungen Anderer in Handlungen verbaler Interaktion, Normen etc.
Eine Teilmenge der Kontextvariablen nennen wir entsprechend den Kon­
ventionen funktionaler Modellparadigmen (vgl. Kap.2) exogene (unabhängige) 
Variablen oder auch x-Variablen. Diese Teilmenge enthalt jene Variablen, 
die Werte annehmen können, die nach ihrer ersten Verwendung im weite­
ren Ablauf des Paradigmas nicht mehr erzeugt werden und damit auch nicht 
mehr modifiziert werden können.
Alle Variablen, die keine exogenen Kontextvariablen sind, nennen wir en­
dogene Variablen oder Folge- bzw. Konsequenzvariablen. Sie treten in ope­
rativen Modellparadigmen stets irgendwo auf der rechten Seite einer Zuord­
nungsoperation auf.
Für das letztmalige Auftreten von Variablen auf der rechten Seite einer 
Zuordnungsoperation wählen wir eine spezifische Bezeichnung. Wir nennen 
sie z - Variablen bzw. Konsequenzvariablen des Paradigmas. Konsequenzva­
riablen treten niemals auf der rechten Seite einer Zuordnungs- bzw. Erzeu­
gungsoperation auf; d.h. sie werden in keiner weiteren, späteren Operation 
mehr erzeugt oder verwendet. Nach der Erzeugung von Paradigmenkonse­
quenzen gibt es keine weitere Folgeoperation mehr, was wir in der formalen 
Darstellung später durch ein „ENDE“-Symbol kennzeichnen werden. Der
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Begriff der Konsequenzvariablen entspricht dem Begriff der Ausgabevaria­
blen in der Theorie der Algorithmen. Die Werte der Konsequenzvariablen 
stellen mögliche Konsequenzen der Realisation eines Paradigmas dar. Wir 
sprechen daher von Paradigmenkonsequenzen.
Die eben getroffenen Unterscheidungen sind in Abbildung 25 noch einmal 
verans chauli cht.
Für jede mögliche Kombination von zulässigen Werten der Kontext va­
riablen liefert ein bestimmter Ablauf (auch: Realisation) eines operativen 
Modellparadigmas genau eine Kombination von Werten der Endvariablen; 
d.h. die Menge der möglichen Realisationen eines Paradigmas stellt eine Zu­
ordnung zwischen den zulässigen Werten des Umgebungskontextes und den 
möglichen Paradigmenkonsequenzen her:
Operatives M odellparadigm a: U m gebungskontext— »Konsequenzen.
4.6 Die Rolle operativer Modellparadigmen 
in Erklärungen und Vorhersagen
Hypothesen über Handlungs- und Prozeßzusammenhänge und damit auch 
die sie formal darstellenden operativen Modellparadigmen finden ihre An­
wendungen vor allem in zwei Aktivitäten des Forschers:
• in der Vorhersage individuenbezogener Ereignisse durch vorangegan­
gene antecedente Ereignisse;
• in der Erklärung individuenbezogener Ereignisse als Folge antecedenter 
Ereignisse.
Vorhersageschemata
Bei der Vorhersage von Ereignissen geht es um die Vorhersage eines empi­
rischen zukünftigen3 zum Zeitpunkt der Vorhersage noch nicht eingetretenen 
Ereignisses durch ein zum Zeitpunkt der Vorhersage bereits eingetretenen 
Ereignisses. Im Rahmen einer solchen Vorhersage begründet der Forscher zu­
gleich seine Erwartung, daß ein bestimmtes Ereignis eintreten wird. Dabei
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gehen wir davon aus, daß es sich um Ereignisse im Leben einer konkreten 
Person i handelt, daß es sich also im allgemeinsten Sinn um personenbezo­
gene Lebens ereigniss e handelt. Dazu gehören das Kreuz in einem Fragebogen 
ebenso wie etwa der Tod eines nahen Angehörigen.
Die Rolle operativer Modellparadigmen in Vorhersagen läßt sich durch 
das in Abbildung 26 dargestellte Vorhersageschema verdeutlichen. Ein sol­
ches Schema besteht, ähnlich wie das Schema einer deduktiv-nomologischen 
Erklärung aus zwei Teilen: den Antecedenzbedingungen und der Behaup­
tung des Eintretens des vorhergesagten Ereignisses. In den Antecedenzbe­
dingungen wird einerseits die Gültigkeit einer Aussage behauptet, daß ein 
bestimmtes Ereignis a eingetreten ist, andererseits wird die Gültigkeit eines 
bestimmten operativen Modellparadigmas P behauptet, zu dessen Umge­
bungskontext a gehört. Die Ereignisvorhersage besteht in einer Behauptung, 
daß ein bestimmtes zukünftiges Ereignis b im Rahmen einer Realisation von 
P erzeugt wurde, d.h. daß b zu den Konsequenzen von P gehört.
In der hier vorgetragenen Explikation der Verwendung operativer Modell- 
paradigmen in Vorhersagen spielen diese Paradigmen vor allem eine Rolle als 
Instrument zur Ableitung erwarteter Ereignisse.
Antecedensbedinaunoen
Behauptung eines  
o p era t iv en  Paradigmas P
Behauptung ,  daß Ereignis a 
aus Umgebungskontext  von P 
e in g e t re te n  ist
B ehauptung,  daB b zu den 
Konsequenzen  von P gehör t
Abbildung 26: Vorhersageschema.
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Die Evaluation eines Vorliersageschemas besteht darin zu zeigen, daß h als 
Konsequenz einer Realisation des Modellparadigmas unter der Kontextbe­
dingung a auftreten könnte. Sie kann auf diese Weise Bestandteil von Argu­
mentationen des Forschers sein, in denen dieser in Termini von Handlungs­
und Prozeßzusammenhängen zu explizieren versucht, wie er zu seiner Erwar­
tung kam.
Erklärungsschemata
Im Unterschied zur Spezifikation von Vorhersageschemata gehen wir bei der 
Spezifikation von Erklärungsschemata davon aus, daß das Folgeereignis be­
reits eingetreten ist (vgl. Abbildung 27). Erklärungsschemata in obigem 
Sinn schließen genetische und historisch- genetische Erklärungen im Sinne 
von Stegmüller (1983) als Spezialfälle ein.
Die Evaluation eines Erklärungsschémas besteht darin, zu zeigen, daß es 
eine Realisation des operativen Modellparadigmas P gibt, die unter der Ver­
wendung der Kontextbedingung a zur behaupteten Konsequenz b führt. Sie 
kann vom Forscher in Argumentationen verwendet werden, in denen er unter 
Referenz auf Handlungen und Prozesse zu explizieren versucht, wie es un­
ter Annahme der antecendenten Kontextbedingung a zur Erzeugung von 6 
kommen konnte.
Antecedensbedinaunaen
Behauptung  eines  
o p era t ive n  Parad ig mas P
Behauptung,  da8 das Ere ign is  b 
zu den Konsequenzen  von P gehör t
Behauptung,  daB a unter  Annahme  
von P zur Kon seq u en z  b fü h r t
Abbildung 27: Erklärungsschema.
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In manchen Anwendungsfällen haben wir zusätzliche Vermutungen über 
bestimmte Relationen zwischen antecendenten und konsequenten Ereignis­
sen. Ein Beispiel wäre, daß wir bei quantitativen Ereignissen auf Grund sta­
tistischer Modellanalysen annehmen, daß der konsequente Ereigniszustand 
größer oder kleiner ist als der antecedente, oder daß wir vermuten, daß 
beide Zustände eine statistische Modellvorhersage b =  f(a )  (z.B. (b =  (ßa)) 
erfüllen. In diesem Fall ergibt sich die in Abbildung 28 dargestellte Erweite­
rung der Vorhersage- und Erklärungsschemata.
Antecedensbedinaunoen
Behauptung eines  
opera t iven  Parad igm as  P
Behauptung,  daB das Ereign is b 
zu den Konsequen zen von P g e h ö r t
Behauptung,  daB a unter  Annahme  
von P zur  Ko n seq u en z  b führt  
unter  der  N e b e n b e d in g u n g  f ( a ) - b
Abbildung 28: Schema mit zusätzlichen Einschränkungen zwischen an- 
tecedenten und konsequenten Bedingungen.
Erklärt bzw. vorhergesagt werden in diesem Fall Ereignisse, die eine be­
stimmte relationale Beschreibung erfüllen, wobei diese Relation nicht not­
wendig quantitativer Natur sein muß. Inwieweit Ergebnisse über relationale 
Zusammenhänge vom Forscher in Erklärungen singulärer Ereignisse berück­
sichtigt werden, wird vor allem davon abhängen, ob er die Anwendung sta­
tistischer Aussagen auf den Einzelfall akzeptieren kann. Eine solche Anwen­
dung setzt in jedem Fall ein hochsignifikantes Ergebnis voraus, da nur ein 
solches Ergebnis der Homogenitätsannahme bzw. der Annahme einer Inva­
rianz der Individualmodelle nicht widerspricht.
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Natürlich können Spezifikationen von Relationen zwischen antecedenten 
und konsequenten Bedingungen auch aus anderen Wissensquellen ableitbar 
sein als aus Ergebnissen statistischer Analysen. Der Zusammenhang zwi­
schen der statistischen Analyse funktionaler Modellparadigmen und operati­
ven Modellparadigmen ist jedoch vor allem dadurch hergestellt, daß Annah­
men über statistische Beziehungen zwischen antecedenten und konsequenten 
Ereignissen in Vorhersage- oder Erklärungsschemata auftreten.
Der Prozeß der Evaluation von Vorhersage- und Erklärungsschemata be­
steht immer in dem Nachweis der Verknüpfbarkeit antecedenter und kon­
sequenter Ereignisse durch Handlungs- und Prozeßzusammenhänge. Dieser 
Nachweis besteht in einem Beweis der logischen Verträglichkeit der Antece- 
densbedingungen mit dem Folgeereignis, wobei den Besonderheiten unserer 
Definition operativer Modellparadigmen Rechnung getragen werden muß.
Da wir die Hintergrundannahmen über das Interpretationskonzept als Be­
standteil des Paradigmenbegriffs eingeführt haben, muß der Nachweis der 
logischen Verträglichkeit diesen Sachverhalt berücksichtigen. Dies bedeu­
tet insbesondere, daß wir zeigen müssen, daß es die Annahmen der Hinter­
grundannahmen erfüllende Realisationen des Paradigmas gibt, die unter den 
Antecedenzbedingungen zu den behaupteten Folgebedingungen führen. Rea­
lisationen, welche die Annahmen der Hintergrundtheorie erfüllen, werden wir 
später als zulässig bezeichnen.
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Kapitel 5
Spezifikation und Evaluation 
operativer Modellparadigmen
5.1 Vorbemerkung
Das vorliegende Kapitel ist der formalsprachlichen Umsetzung der in Kap.4 
informell eingeführten Konzepte gewidmet. Die formale Repräsentation die­
ser Konzepte ist die Voraussetzung für die Entwicklung automatisierter Ver­
fahren, die -  ähnlich wie hei statistischen Analyse funktionaler Modellpara­
digmen -  die Evaluation von Hypothesen über Handlungs- und Prozeßzu­
sammenhänge gestatten.
Die vorgeschlagene Formalisierung verwendet in erster Linie Begriffe der 
formalen Logik. Dies geschieht in Hinblick auf eine mögliche Nutzung von 
Verfahren der Logik-Programmierung (vgl. z.B. Lloyd, 1987) zur Evaluation 
operativer Modellparadigmen. Insbesondere bei der Evaluation von Mo­
delleinschränkungen durch Hintergrundannahmen hat die Logik-Program­
mierung inzwischen bedeutsame Fortschritte erzielt (vgl. hierzu z.B. Heu- 
tenryck, 1989; Stoyan, 1991)
Dieses Kapitel ist also im wesentlichen technisch orientiert. Die wich­
tigsten inhaltlichen Aspekte sind bereits in den vorangegangenen Kapiteln 
behandelt und diskutiert worden. In Abschnitt 1 behandeln wir zunächst 
die formalsprachliche Spezifikation operativer Schemata und die formale Me­
thode des in Kap. 4, Abschnitt 2.2 informell eingeführten kontruktiven 
Aufbaus, woran sich dann die formale Definition des Interpretationsbegriffs 
anschließt.
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Die Darstellung des formalen Apparats setzt bereits Kenntnisse in Lo­
gikkalkülen mit mehreren Objektsorten voraus, wie sie in einigen Standard­
lehrbüchern der formalen Logik dargestellt ist (vgl. z.B. Kreisel h  Krivine, 
1972). Eine genauere Darstellung der angewendeten Konzepte findet sich 
auch in Faulbaum (1986).
In Abschnitt 2 widmen wir uns dann den formalen Grundkonzepten der 
Evaluation operativer Modellparadigmen, wobei auch hier die inhaltlichen 
Aspekte zugrundegelegt werden, die in den vorangegangenen Kapiteln infor­
mell vorgestellt wurden.
5.2 Die formale Definition operativer Para­
digmen
5.2.1 Der formale Aufbau operativer Schemata
Während sich die Analyse von Variablenbeziehungen auf die Analyse nume­
risch interpretierter funktionaler Schemata beschränkt und dabei die indi­
viduenbezogenen Hintergrundannahmen weitgehend vernachlässigt, konzen­
triert sich die Modellierung von Handlungs- und Prozeßzusammenhängen auf 
die Analyse operativer Schemata, die im Prinzip in beliebigen inhaltlichen 
Bereichen interpretiert werden können. Bei einigen Anwendungen wie z.B. 
bei der Handlungsmodellierung ist der Interpretationsbereich in der Regel 
qualitativer Natur. Die Hintergrundannahmen werden soweit wie möglich 
expliziert und in die Analyse einbezogen.
Wie in Kap. 4 ausgeführt wurde, folgt der Aufbau operativer Schemata ei­
ner bestimmten Syntax. Dort hatten wir bereits einige Grundelemente dieser 
Syntax wie funktionale Zuordnungsschemata oder Schemata für Prüfopera- 
tionen kennengelernt. Wir hatten ferner erwähnt, daß die Entitäten, auf 
die sich die Operationen in einem Schema beziehen, unterschiedlichen Sorten 
angehören können. Beispiele für Sorten waren etwa subjektiv, mental, beob­
achtet etc. Diese Sortenspezifikation muß auch in den operativen Schemata 
repräsentiert sein, da sie als eine Eigenschaft der Schemastruktur aufgefaßt 
wird.
Wir wollen im folgenden eine formale Sprache (zum Begriff der formalen 
Sprache vgl. z.B. Hopcroft & Ullman, 1969) zur Ableitung zulässiger opera­
tiver Schemata eine Schemasprache nennen, die wir trotz etwas aufwendiger
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Notation gleich für den allgemeinen Fall mehrerer Sorten einführen.
Eine Schemasprache mit k Sorten von Entitäten £ ^  soll induktiv definiert 
werden.
Dazu spezifizieren wir zunächst das Alphabet von zu dem die folgen­
den Symbolklassen gehören sollen:
1. Variablen Es gibt k disjunkte endliche Mengen V % \ . . . ,  V ^ .  Die Ele­
mente von heißen Variablen der Sorte i. Sie mögen mit x(’ ) , 
etc. (mit oder ohne Subskripte) bezeichnet werden.
2. Prädikatsym bole Für jede natürliche Zahl n (n > 1) gibt es eine Menge
-ßjT^ . Die Elemente dieser Menge heißen n-stellige Prädikatensymbole 
mit Variablen beliebiger Sorte. Diese können sich auf Entitäten be­
liebiger Sorten beziehen. Ein Beispiel ist das Gleichheitssymbol 
welches zur Menge also zur Klasse der zweistelligen Prädikatsym­
bole dieser Symbolklasse gehört. Dies bedeutet, daß wir das Symbol 
der Gleichheit auch für Beziehungen zwischen Entitäten unterschiedli­
cher Sorten verwenden dürfen.
Darüber hinaus soll es Prädikatsymbole geben, die sich nur auf be­
stimmte Entitäten beziehen dürfen. Anwendungsbeispiele sind Prädi­
katsymbole, mit der intendierten Interpretation einer Situation, die nur 
für bestimmte situative Merkmale erfüllt ist.
Formal führen wir diese Symbole ein, indem wir fordern, daß es für 
jede Folge ( i j , . . . ,  in)(ij € 1 , . . . , k ; j  =  1 , . . . ,  n) eine endliche Menge 
i*n) gibt, ¿eren Elemente Prädikatsymbole der Sorte 
heißen.
3. Funktionssym bole Für jede Folge (i, ¿1 , . . in)(i, ij € l , . . . , k ; j  = 1 , . . . ,  n)
gibt es eine endliche Menge deren Elemente n-stellige Funk­
tionssymbole der Sorte (t,»i,. ■ - ,tn) heißen, i ist die Sorte des Bildbe­
reichs der Funktion und ¿1 , . . . ,  i„ sind die Sorten der zulässigen Funk­
tionsargumente.
4. Konstantensymbole (O-stellige Funktionssymbole) Es gibt k disjunkte
Mengen (1 = 1 , . . . ,  k), deren Elemente Konstantensymbole der 
Sorte i heißen. Als Konstantensymbole lassen wir aW, b^\ cW etc. zu 
(in indizierter oder nichtindizierter Form).
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5. Hilfssymbole Hierzu gehören die Symbole (, ), — WAHR (ersatzweise 
auch 1, W), FALSCH (ersatzweise auch 0, F).
Die Menge der unter 1 . - 4 .  eingeführten Symbole bilden den logischen Teil 
des Alphabets.
Nachdem wir das Alphabet unserer Schemasprache festgelegt haben, können 
wir die Menge aller Terme über E einführen. Dazu gehören im einzelnen:
1 . Funktionsterme Zunächst zählen wir jede Variable und jede Kon­
stante cM zu den Funktionstermen. Aus diesen läßt sich dann die 
Klasse aller Funktionsterme in der folgenden Weise induktiv bestim­
men:
Wenn /  6 F^'n ...ein ra-stelliges Funktionssymbolist und xJ,J\ . . . ,  xjj1^
Variablen der Sorten (t i , . . . ,  in) sind, dann ist auch /(x [  , . . . ,  
ein Funktionsterm.
2. Prädikatterme Sei T(.R^  ein n-stelliges Prädikatsymbol für beliebige
Sorten. Seien ferner x i , . . . ,x n Variablen beliebiger Sorte, dann ist 
r ( x i , . .. ,  xn) ein Prädikatterm.
Wenn T’e5 (ll’- ‘1n) und x<1 1 x(‘") Variablen der Sorten ¿ i,. . . ,  in 
dann ist auch T x^ ’^1) , . . . ,  ein Prädikatterm.
3. Terme Ein Term ist ein Funktionsterm oder ein Prädikatterm.
Die Terme sind die notwendige Voraussetzung für die Definition von Zuordnungs­
und Prüfschemata.
1. Zuordnungsschemata Wir erinnern uns daran (vgl. Abschnitt 4.2.2), daß 
Zuordnungsoperationen Entitäten die Konsequenzen der Anwendung 
funktionaler Vermutungen zuordnen. Letztere wiederum lassen sich 
durch Terme ausdrücken. Sei t ein Funktionsterm und u eine Variable, 
dann heißt das in Abbildung 29 dargestellte Schema ein Zuordnungs­
schema genau dann, wenn die folgenden Bedingungen gelten:
• i und u sind Variablen der Sorte t;
• t ist eine Konstante der Sorte t und u ist eine Variable der Sorte 
t;
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• t ist ein Funktionsterm *(*")) mit und u
ist eine Variable der Sorte i.
Diese drei Bedingungen garantieren die Verträglichkeit der Sorten der 
Variablen und der Sorten der berechneten Konsequenzen.
A bbildun g 29: Zuordnungsschema.
2, Prüfschemata Sei t eine Prädikatterm. Dann heißt das in Abbildung 30 
dargestellte Schema ein Prüfschema.
Abbildung 30: Prüfschema.
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3. A N F A N G -und ENDE-Schemata Das ANFANG-Schemakennzeichnet 
den Anfang des operativen Schemas, das ENDE-Schema kennzeichnet 
das Ende. Beide Schemata sind in Abbildung 31 dargestellt.
A bbildun g 31: ANFANG- und ENDE-Schemata.
Zuordnungs-, Prüf-, ANFANG- und ENDE-Schemata wollen wir unter 
der Bezeichnung elementare Schemata über E zusammenfassen.
Mit Hilfe dieser elementaren Schemata läßt sich nun der Begriff des ope­
rativen Schemas einführen (vgl. hierzu die Abbildungen 23-25):
Definition 1 (O peratives Schem a) SeiTi eine Schemaspracht. Dann soll 
eine Folge P  elementarer Schemata über £  ein O peratives Schema genau 
dann heißen, wenn die folgenden Bedingungen erfüllt sind:
1. Jeder Eintrittspunkt eines elementaren Schemas ist Austrittspunkt eines ele­
mentaren Schemas und jeder Austrittspunkt eines Schemas ist Eintritts­
punkt irgendeines elementaren Schemas.
2. P enthält nur wohlgeformte elementare Schemata, genau ein ANFANG- 
Schema und wenigstens ein ENDE-Schema.
3. Jedes elementare Schema ist über irgendeinen Pfad mit dem ENDE-Schema 
verbunden.
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4. Die Menge Vp der Variablen, die in den elementaren Schemata von P  auftre- 
ten, besteht aus drei Teilmengen K , Y  und Z. K  heißt Menge der Kontextva­
riablen. Die Menge Vp_ — X  heißt Menge der endogenen Variablen oder auch 
Menge der Konsequenz-Variablen. Z heißt Menge der Schemakonsequenz- 
Variablen.
In bezug auf diese Variablen gelten die folgenden Vereinbarungen:
• Eine Variable aus K  — Y  erscheint niemals auf der linken Seite eines 
operativen Ausdrucks in einem Zuordnungsschema. Wir nennen sie 
auch exogene Variablen bzw. x-Variablen.
• Eine Variable aus Z erscheint auf der linken Seite in einem Zuordnungs­
schema nur dann, wenn letzteres unmittelbar mit dem ENDE- Schema 
verbunden ist. Sie erscheint ferner niemals auf der rechten Seite eines 
Zuordnungsschemas oder in einem Prüfschema.
• Auf jedem Pfad, der von einem ANFANG-Schema ausgeht, werden 
allen Variablen, die nicht zu K  gehören, bevor sie in einem Zuord­
nungsschema erscheinen, Konsequenzen zugewiesen. Dies bedeutet, 
daß für jede Variable u, welche nicht zu K  gehört, irgendein vom 
ANFANG-Schemazu irgendeinem elementaren Schema mit dieser Va­
riablen führender Pfad ein Zuordnungsschema enthalten muß, wo u auf 
der linken Seite auftaucht.
5.2.2 Die Spezifikation operativer Paradigmen durch 
semantische Interpretation operativer Schemata
Unsere in in Kap.4, Abschnitt 3 naher erläuterten informellen Vorstellungen 
vom Begriff der Schemainterpretation, dem Begriff des Interpretationsbe- 
reichs und dem Begriff der Hintergrundstruktur aufgreifend, wollen wir in 
diesem Abschnitt eine formale Präzisierung dieser Begriffe unter der Voraus­
setzung vornehmen, daß der Interpretationsbereich eine in der Prädikatenlo- 
gik erster Ordnung beschreibbare Struktur erster Ordnung darstellt. Diese 
Strukur wird also aufgefaßt als eine Struktur für eineprädikatenlogische Spra­
che erster Ordnung, in der die Hintergrundannahmen des Forschers in bezug 
auf die Komponenten des Modellparadigmas.
In einer solchen Struktur, welche u.a. die Wissenssituation des Forschers 
in bezug auf die Komponenten des Modellparadigmas beschreibt, sind im we­
sentlichen zwei Klassen von Annahmen allgemeingültig: Erstens Annahmen,
113
welche die den Symbolen des operativen Schema im Interpretationsbereich 
zugeordneten Entitäten beschreiben, zweitens die Hintergrundannahmen, in 
denen Elemente dieser Beschreibungen auftreten sowie den restlichen Hinter­
grundannahmen, die zu diesen wiederum in verschiedenen logischen Bezie­
hungen stehen können. Zur Menge der beschreibenden Ausdrücke gehören 
auch solche, welche die empirischen Interpretationen der Symbole und Terme 
des Schemas betreffen, die diesen auf der Basis von Beobachtungen und/oder 
Messungen in aktuellen Untersuchungen zugeordnet worden sind.
Wir gehen davon aus, daß der Forscher den Interpretationsbereich von Zeit 
zu Zeit modifiziert, wobei diese Modifikationen z.B. darin bestehen können, 
daß zusätzliche empirische Befunde als zusätzliche Annahmen in die Hin­
tergrundtheorie aufgenommen werden oder daß bestimmte Annahmen durch 
andere ersetzt werden. In Abhängigkeit von wissenschaftsphilosophischen 
Grundpositionen können solche Modifikationen aber auch auf der Basis eige­
ner Introspektion oder von Alltagserfahrungen vorgenommen werden. Es ist 
vor allem die normative Zulässigkeit der Revisionsbedingungen im Interpre­
tationsbereich, in denen sich positivistisch und nicht-positivistische Ansätze 
unterscheiden.
Die zu einem Zeitpunkt oder einem Zeitintervall im Interpretationsbe­
reich eines Forschers geltenden Annahmen bilden im formallogischen Sinne 
eine Theorie erster Ordnung. Ohne Beschränkung der Allgemeinheit gehen 
wir davon aus, daß mit den explizit gemachten Annahmen auch alle, die 
aus diesen mittels der Inferenzregeln des Prädikatenkalküls abgeleitet wer­
den können, zum Interpretationsbereich gehören.
Die Beschränkung auf Interpretationsbereiche erster Ordnung stellt keine 
notwendige Voraussetzung dar. Es ist ohne weiteres möglich, diese Ein­
schränkung aufzuheben und erweiterte Kalküle zulassen, sei es, daß wir den 
um Funktionsvariablen erweiterten Prädikatenkalkül zulassen, sei es, daß wir 
alle typentheoretischen Einschänkungen aufheben. Es würde auch zu keinem 
Widerspruch zu der hier vorgetragenen Konzeption stehen, wenn wir auch 
modale Kalküle zulassen und den Interpretationsbereich als mögliche Welt 
auffassen würden.
Sei L eine Sprache erster Ordnung, deren präzise Definition in jedem Stan­
dardtext über mathematische Logik nachgelesen werden kann (vgl. z.B. Krei­
sel Sz Krivine 1972; Schoenfield 1967). Diese besteht im wesentlichen aus ei­
ner Menge logischer Ausdrücke bzw. Formeln, die induktiv aus einer Menge 
von Variablensymbolen, ein-und mehrstelligen Funktionssymbolen, ein- und 
mehrstelligen Prädikatsymbolen, logischen Symbolen sowie technischen Sym-
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bolen bestellt.
Eine Struktur erster Ordnung für L wird durch ein Paar D_=< D, Int > 
symbolisiert, wobei D  eine nicht-leere Menge ist und Int eine Abbildung mit 
dem Definitionsbereich. Al (Al : Alphabet von L) darstellt, so daß gilt:
i. Wenn P  6  Pn (Pn- Menge der n-stelligen Prädikatensymbole), dann 
In t(P ) C Dn.
ii. Wenn /  6 Fn (Fn: Menge der n-stelligen Funktionssymbole), dann 
I n t{f )  :D n -> D .
Ein Typ ist definiert als ein Paar
t  = < <  m{ > i e I , <  n j  > j z j >  (5.1)
Eine Struktur (erster Ordnung) vom Typ r wird gewöhnlich in der folgenden 
Weise notiert:
S_ = <  D; <  f .  > ie /, < Rj > jeJ>  . (5.2)
In diesem Ausdruck ist D eine beliebige nicht-leere Menge, j_.(i 6  I) eine 
mt—stellige Funktion und Rj(j  6  J) eine nj- stellige Relation.
Ist I  =  0, so heißt S. eine Relationalstruktur vom Typ < nj >j£j.  Ist 
J — 0, so heißt S_ eine Algebra bzw. eine algebraische Struktur vom Typ 
< rni > i€j.
Eine Theorie (erster Ordnung) T ist ein formales System, daß wir als Tri­
pel T =  (L , A x , P) schreiben, wobei L eine Sprache erster Ordnung ist, Ax 
eine Menge logischer Formeln darstellt, deren Elemente Axiome heißen und 
P  die Menge der logischen Inferenzregeln ist (bestehend aus Modus ponens 
und Verallgemeinerungsregeln). Die Menge der Axiome enthält alle logischen 
Axiome (Tautologien, Gleichheitsaxiome und Substituierbarkeitsaxiome) so­
wie die echten deskriptiven Axiome. Die Menge der Theoreme von T wird 
induktiv wie folgt definiert: Alle Axiome von T sind Theoreme. Wenn die 
Voraussetzung einer Inferenzregel ein Theorem ist, so ist auch die Konklusion 
ein Theorem.
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Sei T  =  (L , Ax, P) eine Theorie und S_ eine Struktur für L, dann heißt S_ 
genau dann ein Modell für T , wenn die Axiome in Ax  in S_ alle allgemeingültig 
sind.
Bekannte Beispiele für Theorien in der Mathematik sind Axiomensysteme, 
die algebraische Strukturen wie Gruppen, Ringe, Körper etc. definieren. 
Als Beispiel nehmen wir die Ringaxiome. Wir wollen annehmen, daß diese 
Axiome in einer Sprache erster Ordnung spezifiziert sind, die zwei 2 -stellige 
Funktionssymbole /  und g sowie ein spezielles Konstantensymbol c enthält.
So bestehen die Axiome für eine Ringstruktur bestehen aus:
1 . V x yz f ( f ( x , y ) , z )  =  f ( x , f ( y , z ) ) .
2. V x/(x , c) =  /( c ,  x)  =  x.
3. Vx3y f (x , y )  =  f ( y , x )  =  c.
4. Vxyf (x ,y )  =  / (y ,x ) .
5. Vxyg(x,y)  =  g{y,x) .
6 . Vxyzg(g(x,y) ,z)  =  g(x,g(y,z) ) .
7. Vxyzg(xJ{y , z ) )  =  f {g{x ,y ) ,g (x ,z ) ) .
8 . Vxyzg( f (y , z ) ,x ) )  -  f (g(y,  x) ,g(z,  x)).
Die ersten vier Axiome sind die einer kommutative Gruppe, die letzten zwei 
Axiome sind unschwer als Distributivitätsaxiome zu erkennen. Seien Af die 
Menge der natürlichen Zahlen, “ + “die Operation der Addition zweier natürli­
cher Zahlen bezeichnen, u —“ die Operation der Subtraktion und schließlich 
“ 0 die Zahl Null. Dann können wir eine Struktur für die Ringtheorie R als 
Paar 5  = <  Af^Int >  mit Int ( f )  : + , Int(g) : X und Int(c)  : 0 definieren. 
Es handelt sich um eine [algebraische) Struktur vom Typ r = <  2,2 , 0  > , die 
auch als S_=< Af; + , x , 0 > geschrieben werden kann.
In ähnlicher Weise können auch die in den Beispielen 1 und 2 von Kap.4, 
Abschnitt 4 eingeführten Hintergrundannahmen als axiomatische Bestand­
teile einer Theorie aufgefaßt werden, die in bestimmten Hintergrundstruktu­
ren erfüllt sind. So ergibt sich das in Abbildung 23 dargestellte Modellpa­
radigma durch Interpretation eines Schemas in einer Struktur, die durch die 
2 -stelligen, 2 -sortigen Funktionen int, selekt und antw sowie die 2-stellige,
116
1-sortige Relation sem  und die 2-stellige, 2-sortige Relation textreal charak­
terisiert ist. Faulbaum (1986) gibt mehrere komplexe Beispiele für Hinter­
grundtheorien, die, wenn es sich z.B. um mentale Prozesse handelt, auch 
Gedächtnistheorien oder Theorien der Wissensrepräsentation sein können 
(vgl. Faulbaum (1982).
Interpretation einsortiger Schemata
Wir führen den Begriff der Schemainterpretation zunächst für operative Sche­
mata ein, die nur Variablen einer einzigen Sorte enthalten. In diesem Fall 
kann der Begriff der Interpretation wie folgt definiert werden:
Definition 2 (Interpretation einsortiger Schem ata) Sei P_ ein opera­
tives Schema über einer Schemasprache S_ Sei Tp_ die Menge der in P_ vor­
kommenden Prädikatsymbole, Fp^  die Menge der in P_ vorkommenden Funk­
tionssymbole und Kp die Menge der Konstanten in P_. Sei ferner
S = < D ; <  fi > ie/, < Rj > j€J>
eine Struktur vom Typ r = < <  n,- > ,tj, < rrij > cj >  für eine Sprache erster 
Ordnung L.
Dann heißt eine Abbildung I mit dem Definitionsbereich Tj^  U F p U Kp 
eine Interpretation von P_ in S_, genau dann, wenn I
1. jedem Ti -st eiligen Prädikatsymbol T eine totale n-stellige Funktion I (T)  : 
Dn —* {0 ,1 }, d.h. eine n-stellige Relation über D zuordnet;
2. jedem n-stelligen Funktionssymbol f  eine totale n-stellige Funktion 
/ ( / )  : D n —* D zuordnet;
S. jeder Konstanten (O-stelliges Funktionssymbol) ein Element I(c)eD.
Das Paar P =  (P , / )  nennen wir ein operatives Paradigma über demoperati- 
ven Schema P.
Besonders zu bemerken ist bei dieser Definition, daß zwei Strukturen invol­
viert sind: Zum einen die vorgegebene Struktur des Interpretationsbereichs 
und zum zweiten die Struktur, welche durch die Interpretation des logischen 
Teils der Schemasprache definiert wird. Beide Strukturen müssen nicht not­
wendig kompatibel in dem Sinne sein, daß eine Struktur Unterstruktur der 
anderen ist.
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Interpretationen m ehrsortiger Schemata
Operative Paradigmen mit mehreren Sorten von Variablen lassen sich ana­
log als Interpretationen mehrsortiger operativer Schemata in mehxsortigen 
Strukturen auffassen. Beispiele für mehrsortige Strukturen sind Bereiche, 
die Entitäten verschiedener Sorten enthalten wie etwa empirische Entitäten 
wie beobachtetes Verhalten und mentale Entitäten wie mentale Repräsenta­
tionen oder emotionale Entitäten wie Gefühle.
Bei der Definition mehrsortiger Strukturen können wir ähnlich Vorgehen 
wie im einsortigen Fall, indem wir zunächst Sprachen erster Ordnung mit 
Funktions- und Prädikatsymbolen verschiedener Sorten sowie Strukturen für 
diese Sprachen einführen. Auch Theorie- und Modellbegriff lassen sich für 
diesen allgemeineren Fall definieren. Statt von einsortigen Sprachen, Theo­
rien und Modellen redet man dann entsprechend von mehrsortigen Spra­
chen, mehrsortigen Theorien und mehrsortigen Strukturen. Wir wollen diese 
Definitionen hier nicht im einzelnen nachvollziehen. Man findet sie z.B. in 
dem oben zitierten Werk von Kreisel und Krivine (1972) oder bei Faulbaum 
(1986). Lediglich der Begriff der mehrsortigen Struktur sei -  da er für den 
Interpretationsbegriff von besonderer Wichtigkeit ist -  an dieser Stelle kurz 
wiedergegeben:
Eine k-sortige Struktur sei definiert durch eine Familie von k Trägermengen 
zusammen mit einer Menge von innerhalb und zwischen diesen Trägermen­
gen erklärten Funktionen und Relationen. Formal:
Sei { 1 , . . . ,  k) eine Menge von k Sorten. Dann kann eine ksortige Struktur 
des Typs r  = < <  si >iei, , , <  «j >j£ j>  («/, ■Sj*: Sorten der Funktionen und 
Relationen; L, J: endliche Indexmengen) notiert werden als
S = «  Di ><£{!,...,jt} ; < f f  >jej>  ■
Die allgemeine Definition einer Interpretation operativer Schemata mit meh­
reren Sorten von Variablen sieht dann wie folgt aus:
D efinition 3 (M ehrsortige Interpretation) Sei P_ ein k-sortiges opera­
tives Schema über einer mehrsortigen Schemasprache Sigma. Seien Tp_, Fp 
und Kp definiert wie in einsortigen Fall. Sei ferner
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S = «  Di > , € { ! , <  £ '  >/eL, < R2  > j £ j >
eine mehrsortigerInterpretationsbereich des Typsr = < <  s j  > f g L , <  -Sj > j e J > -  
Dann heißt eine Abbildung I  mit dem Definitionsbereich T^\J i^ U  Kp_ eine 
Interpretation von P_ in D_ genau dann, wenn I
1. jedem n-stelligen Prädikatsymbol T  £ eine totale n-stellige Funk­
tion I(T)  : (Di U D 2 U. . .  U Dk )n —* {0 ,1 } und jedem n-stelligen Prädi­
katsymbol T G eine totale n-stellige Funktion Dtl x Z),-2 x . . .  x 
Din —* { 0 , 1 } zuordnet;
2. jedem n-stelligen Funktionssymbol f  € F^’11...eine totale n-stellige
Funktion
Beispiele für mehrsortige Interpretationen stellen die in den Abbildungen 23- 
25 veranschaulichten operativen Modellparadigmen dar.
5.3 Die Evaluation operativer Modellpara­
digmen
5.3.1 Überblick
Wir wollen in den folgenden Abschnitten Möglichkeiten aufzeigen, wie man 
Hypothesen über zwischen unabhängigen und abhängigen Variablen inter­
venierende unbeobachtete Handlungs- und Prozeßzusammenhänge formal 
überprüfen kann. Dabei gehen wir davon aus, daß es sich bei den unabhängi­
gen Variablen um situative Bedingungsvariablen handelt und daß die Werte 
der abhängigen Variablen als Handlungs- oder Prozeßfolgen aufgefaßt werden 
können, wobei wir entsprechend unserer Ausführungen in Kap.3, Abschnitt 
3.2 nicht ausschließen, daß es für jedes Paar von Werten der unabhängigen 
und abhängigen Variablen sowie für jedes Individuum i, eine separate Hypo­
these gibt.
Wir haben in Kap. 4 zwei unterschiedliche Verwendungsmodi solcher Hy­
pothesen unterschieden: die Verwendung in Vorhersageschemata und die Ver­
wendung in Erklärungsschemata.
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Als Teil eines Vorhersageschemas wird die Hypothese über einen inter­
venierenden Handlungs- und Prozeßzusammenhang als Begründung für die 
Erwartung einer oder mehrerer Handlungs- oder Prozeßkonsequenz(en) un­
ter Kenntnis einer bestimmten situativen Bedingung verwendet. In diesem 
Fall sind die Handlungs- oder Prozeßkonsequenzen hypothetischer Natur.
Als Teil eines Erklärungsschemas wird die Hypothese über einen interve­
nierenden Handlungs- und Prozeßzusammenhang verwendet, um zu begrün­
den, wie es unter einer bekannten situativen Bedingung zu einer bestimmten 
bekannten Handlungs- oder Prozeßkonsequenz kommen konnte. In diesem 
Fall sind sowohl die situative Bedingung als auch der Zustand des Folgeer­
eignisses bekannt.
In einem Vorhersageschema wird ein Handlungs- und Prozeßzusammen­
hang zwischen einer bestimmten situativen Bedingung, deren Eintreten ex­
tern beobachtet bzw. gemessen wurde, und einer oder mehreren, später 
auftretenden, extern beobachtbaren Folgeereignissen behauptet. In einem 
Erklärungsschema dagegen wird dieser Zusammenhang für eine bestimmte, 
extern beobachtete, situative Bedingung und ein bestimmtes, extern beob­
achtetes, Folgeereignis behauptet. In beiden Fällen geht es um Verknüpfbar- 
keitshypothesen.
Wenn wir im folgenden von der Evaluation einer Hypothese über einen 
Handlungs- und Prozeß Zusammenhang zwischen zwei Variablenwerten bzw. 
von der Evaluation eines, zwei Variablenwerte miteinander verbindenden ope­
rativen Paradigmas sprechen, so bedeutet dies fast immer, daß es sich ent­
weder um die Evaluation eines Vorhersageschemas oder um die Evaluation 
eines Erklärungsschemas handelt.
Die vollständige Evaluation eines operativen Paradigmas als unbeobach­
tete Handlungs- und Prozeßverbindung zwischen zwei Variablenwerten ßi 
und a2, von denen der erste eine situative Bedingung, der zweite eine Handlungs­
oder Prozeßfolge darstellt, erfordert die Durchführung der folgenden Schritte:
• Prüfung, ob die situative Bedingung ai Element des Umgebungskontex­
tes des im Erklärungs- oder Vorhersageschema erwähnten operativen 
Paradigmas P  ist. Dies erfordert, daß festgestellt werden kann, ob die 
durch das Kontextprädikat definierte Kontextbeschreibung des Para­
digmas auch für aj erfüllt ist.
• Die Identifikation der Klasse zulässig er Realisationen von P  unter den 
als Hintergrundannahmen eingeführten qualitativen oder quantitativen
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Einschränkungen.
• Prüfung, ob die zulässigen Realisationen zu den erwarteten oder ein- 
getretenen Konsequenzen führen können. Ist dies nicht der Fall, so 
besteht ein Widerspruch zwischen den Annahmen über die Konsequen­
zen, den Annahmen über die Struktur und den Hintergrundannahmen 
des Paradigmas.
Sind alle drei Schritte erfolgreich verlaufen, so sprechen wir von der Adäquat­
heit des postulierten operativen Paradigmas in bezug auf das Paar (al 5a2). 
Die erfolgreiche Durchführung des ersten Schritts setzen wir im folgenden 
voraus.
Die Feststellung einer Adäquatheit eines operativen Modellparadigmas 
bedeutet praktisch, daß es mit den Hintergrundannahmen des Paradigmas 
verträgliche Abfolgen unbeobachteter Operationen und darüber hinaus durch 
diese Operationen realisierte Abfolgen unbeobachteter Zustände, Ereignisse 
etc. gibt, welche unter der situativen Bedingung aj zur Handlungs- oder 
Prozeßfolge a2 hätten führen können.
5.3.2 Realisierungen operativer Modellparadigmen
Wir haben eine Zuordnungsoperation y +—  f ( x )  als einen unbekannten 
Handlungs- und Prozeßzusammenhang aufgefaßt, der unter Verwendung mögli­
cher Werte von x eindeutig Werte von y erzeugt. Der Aufbau dieses Handlungs­
und Prozeßzusammenhangs bleibt unspezifiziert. Für einen konkreten Wert 
a der Variablen x liefert dann ein konkreter unbekannter Ablauf der Ope­
rationen dieses unbekannten Handlungs- und Prozeßzusammenhangs genau 
einen Wert b der Variablen y mit (a, b) € f .  Wir nennen einen solchen Ablauf 
die (unbekannte) Realisierung dieses Handlungs- und Prozeßzusammenhangs 
bzw. die Realisierung der Operation. In diesem Sinne kann eine Operation 
als Klasse möglicher Realisierungen verstanden werden.
In ähnlicher Weise lassen sich unbekannte Realisierungen für Prüfopera- 
tionen definieren.
Auf der Basis des Realisierungsbegriffs für die Operationen als elementaren 
Bestandteilen eines operativen Paradigmas lassen sich nun Realisierungen für 
operative Modellparadigmen als konkrete Folgen unbekannter Realisierun­
gen der in den Paradigmen behaupteten Operationen einführen, die unter
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konkreten, durch das Kontextprädikat beschriebenen Kontextbedingungen 
auftreten und zu konkreten Konsequenzen des ModeUparadigmas führen.
Mit der Spezifikation eines operativen Paradigmen wird zugleich eine Hy­
pothese über eine Klasse möglicher Realisierungen von Handlungs- Prozeß­
zusammenhängen aufgestellt. Solange wir die Hintergrundannahmen des 
Paradigmas außer Acht lassen und die in den Zuordnungsoperationen be­
haupteten funktionalen Beziehungen durch konkretere Beschreibungen weiter 
einschränken, solange wir also das Paradigma durch Annahmen im Interpre­
tationsbereich nicht weiter konkretisiert haben, sind alle mit der Struktur 
des operativen Schemas verträglichen Realisationen bestimmten Inhalts als 
grundsätzlich möglich bzw. zulässig zu betrachten.
Für jede mögliche Belegung der Kontextvariablen durch Werte, d.h. für 
jede Kontextbedingung, muß dann eine Realisierung des Paradigmas ange­
nommen werden, die zu einer bestimmten Belegung der Konsequenzvariablen 
des Paradigmas (der z-Variablen) mit Werten führt.
Der Weg von den Werten der Kontextvariablen zu den Werten der Konse­
quenzvariablen läßt sich anhand der Sequenz der unbeobachteten Zustands­
situationen verfolgen, die bei einer Realisation des Paradigmas durchlaufen 
werden. Wir nennen eine solche Folge eine realisationsbedingte Folgt von 
Zustandssituationen.
Eine Zustandssituation ist definiert durch
• die Menge der möglichen unbeobachteten (empirischen oder nicht- 
empirischen Konsequenzen, die die Operationen zu den aufeinander­
folgenden Ausführungszeitpunkten besitzen,
• die Operation, welche als nächste realisiert wird.
Eine realisationsbedingte Folge von Zustandssituationen real =  (P, o) besteht 
dann aus einer Folge von Zustandssituationen, wobei sich eine zu irgendeinem 
Zeitpunkt bestehende Zustandssituation aus der unmittelbar vorangehenden 
durch Realisation der entsprechenden Operationen ergibt. In (P , a) ist a =  
(a i,a 2 . . .  ,.an) ein Vektor von Wertebelegungen der Kontextvariablen, d.h. 
ein Element des Kontext- oder Umgebungsbereichs.
Eine Zustandssituation faßt, wie bereits erwähnt, die Werte (Zustände) al­
ler Variablen einschließlich der Kontextvariablen zu einem bestimmten Zeit­
punkt zusammen und kann in der folgenden Weise als Vektor geschrieben
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werden:
q =  (s(i), wert(ui, i ) , wert(uT, i)), 
wobei:
q : die i-te Zustandssituation;
5 (1) : die zum Zeitpunkt i ausgeführte Operation;
u i , . . . , u r : die im operativen Paradigma auftretenden Variablen;
iuert(uk) : die Konsequenz nach Realisation von s(i).
Im folgenden sei der Begriff der Realisation aus Gründen der Übersicht' 
lichkeit zunächst für den Fall dargestellt, daß wir ein cinsortiges Paradigma 
vorhegen haben, was bedeutet, daß in dem durch das Paradigma formal dar­
gestellten Handlungs- und Prozesse nur auf Entitäten einer Sorte referiert 
wird. Beispiele hierfür wären etwa rein emotionale oder rein mentale inter­
venierende Handlungs- und Prozeßzusammenhänge.
Zu Beginn der Realisation eines operativen Paradigmas haben wir die 
folgende Anfangssituation vorhegen:
5i =  (ANFANG, wert(ui, 1 ) , . . . ,  wert(ur, 1)).
Die Anfangs Situation ist gekennzeichnet durch:
• die Anfangsoperation ANFANG, welche die Wirkungen der unbekann­
ten Operationen der Vorgeschichte des Handlungs- und Prozeßzusam­
menhangs auf die Anfangsvariablen zusammenfaßt;
• die Konsequenzen der Vorgeschichte bzw. der Anfangsoperation auf die 
Kontextvariablen u (E K  des Paradigmas, die durch Operationen inner­
halb des Paradigmas nicht beeinflußt bzw. erzeugt werden, sondern die 
situativen Ausgangsbedingungen des Paradigmas darstellen;
• die noch Undefinierten Konsequenzen späterer, innerhalb des Paradig­
mas auftretender Operationen auf die Variablen, die nicht zur Klasse 
K  der Kontextvariablen gehören.
Füt die Werte der Anfangssituation gilt also:
wert(xj, 1) =  aj(aj € D ) (D  Interpretationsbereich des Paradigmas), falls
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Xj € U, und
wert(xj,  1) =  A (Undefiniert), falls Xj £  U(j =  1 , . . . ,  r).
Die Folgesituationen ergeben sich gemäß der folgenden Regeln:
1. Sei s (l)  =  ANFANG. Dann ist ¿(2) die Operation, zu der der Pfeil führt, 
der die ANFANG-Operation verläßt.
2. Sei s ( i  +  1) die Zuordnungsoperation
y *— /(vi,■■•.«»)
und sei / ( / )  die Funktion, welche /  durch die Interpretation I zugeordnet 
wurde. Dann soll gelten:
wert(y, i +  1) =  I(f)(w ert(v1, t ) , . . . ,  wert(v„, i)): 
wert(u,i+  1) =  wert(u, i) für u ^ y ,
sowie:
+  2) ist die Operation, zu der der Pfeil führt, der s(i +  1) verläßt.
3. Sei s(i + 1) die Zuordnungsoperation
y <—  «(^variable).
Dann soll gelten:
weTt(y,i+ 1) = wert(v,i)-,wert(u, i +  1) = wert(u, t) für u ^ y\
s(i +  2) ist in der gleichen Weise definiert wie unter 2. erläutert.
4. Sei s(i +  1) die Zuordnungsoperation
y -f—  c(c : Konstante)
und sei I(c)  das Element aus D, welches c durch die Interpretation I  zuge­
ordnet wurde. Dann soll gelten:
wert(y, i +  1) =  /(c ) ; wert(u, i +  1) =  weTt(u,  i) für u ^ y .  
s(i +  2) ist definiert wie unter 2. erläutert.
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5. Sei ,s(t + 1) eine Prüfoperation
T(v
und sei I(T)  die Relation, die T durcli die Interpretation 7 zugeordnet wurde. 
Dann soll gelten:
wert(u, i + 1) = wert(Uyi) für alle Variablen it.
Wenn I(T)(wert(viy t ) , . . . ,  wert(vni t)) =  0, dann ist s(i + 2) die Operation, 
zu welcher der mit 0 (bzw. F, FALSCH) markierte Pfeil führt, der 
verläßt.
Wenn I(T)(wert(vx, t) , . . . ,  wert(vn, t)) = 1, dann ist s(i +1) die Operation, 
zu welcher der mit 1 (bzw. W, WAHR) markierte Pfeil führt, der s(i + 1) 
verläßt.
6. Sei 5(1 + 1) = ENDE. Dann soll gelten:
wert(u,i + 1) = wert(u, t) für alle Variablen u.
In diesem Fall ist s(i + 2) nicht definiert. Die Realisation ist damit been­
det und kann durch i intervenierende, unbeobachtete Zustandssituationen 
beschrieben werden, welche einerseits den tatsächlichen Verlauf der Opera­
tionen in Abhängigkeit von den Ergebnissen der intervenierenden Prüf Ope­
rationen, als auch die Geschichte der als Konsequenzen dieser Operationen 
realisierten unbeobachteten Werte widerspiegeln.
Wir gehen davon aus, daß Handlungs- und Prozeßzusammenhänge zwischen 
Variablenwerten stets endlich sind. Wir benötigen daher keine spezielle De­
finition einer Haltebedingung, wie sie bei der Spezifikation allgemeiner Al­
gorithmen und Programme zur Sicherung der partiellen Rekursivität und 
Berechenbarkeit erforderlich ist (vgl. z.B. Greibach, 1985; Manna, 1974). ln 
diesem Zusammenhang sei noch einmal darauf hingewiesen, daß Handlungs­
und Prozeßzusammenhänge trotz gewisser Ähnlichkeiten in der formalen 
Darstellung keine Programme darstellen.
Nach Abschluß der Realisation eines operativen Paradigmas erhalten wir 
einen Vektor der Konsequenzen von P  bezüglich der Kontextbedingung a, 
den wir als iüeri(P, a) bezeichnen wollen. Dieser Vektor besteht in einer 
Belegung der z-Variablen mit den aus der Realisation resultierenden Konse­
quenzen. Unter der Annahme, daß die Anzahl der Konsequenzvariablen des 
Paradigmas m ist, kann wert(P,a)  in der folgenden Weise definiert werden:
wert(P,a)  =  (wert(zi, i ) , ..., wert(zm, t)),
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wobei Zk G Z(k  =  1 , m).
Die obige Definition einer Realisation kann in der folgenden Weise auf 
den mehrsortigen Fall verallgemeinert werden, wenn wir uns die folgenden 
Eigenschaften vergegenwärtigen:
• Die Elemente des Kontextvektors können nunmehr unterschiedlichen 
Sorten angehören. Sei PW =  (P^k\ l )  ein fc-sortiges operatives Para­
digma und Srtx C Sri die Menge der Sorten der Kontextvariablen von 
P(*). Sei etwa Srtx =  {¿1 , . . . ,  i i . . . ,  tgJiti 6 Srt; <  i/+ifürl <  l <  
q-~ 1. Wenn wir die Kontextvariablen zunächst hinsichtlich der Sorten 
ordnen und anschließend eine Ordnung innerhalb jeder Sorte festlegen, 
können wir in der folgenden Weise einen g-sortigen Vektor von Werten 
der Kontextvariablen aufbauen:
„  _  ( a ( i l) a(^) a(*9) ) 
a  \ a l 5 ■ * • 5 a l , * * * 5 Tlq )1
Kontextvariablen Sorten Kontextvariablen der Sortei, 
wobei : a^1*,. . . ,  a ^ ( l  <  j i  <  m ; . . . ;  1 <  j q <  nq)
Werte der Kontextvariablen X* ,..., x ^  sind.
• Da die Konsequenzvariablen ebenfalls verschiedenen Sorten angehören 
können, ändert sich die Darstellung des Konsequenzvektors ebenfalls.
Sei Srtz C Sri die Menge der Sorten der Konsequenzvariablen von 
P mit Srtz =  { j i ,  —  j P}{jr € Srt\jT <  j r+i ; l  <  r < p -
1). Dann sieht ein p-sortiger Vektor der Konsequenzen (Werte der 
Konsequenzvariablen) wie folgt aus:
wert(P(k\ / ,  a) =  (wert(z[jl\ i ) , . . . ,u>er£(zkj\i),. . . ,
wert(z[}p\ i ) , . . . ,  wert(z$»\i)). (5.3)
• Eine mehrsortige Zustandssituation gt ist in der folgenden Weise dar­
stellbar:
?t =  (-»(Oi wert(u[ 1), t ) , . . . ,  wert(u^\ *)>•■■ *
wert(u{k\ i ) , . . . ,  wert(u[k\ ¿)), (5.4)
126
wobei:
: die zum Zeitpunkt i ausgeführte 
Operation.
: in P  auftretende
Variablen der Sorten 1 , . . . ,  k 
: die u^ \ . . . ,  nach der 
nach der Ausführung von s(z) 
zugeordneten Werte.
Unter Berücksichtigung der geschilderten Änderungen ist es möglich den Be­
griff der Realisation auf mehrsortigen operative Paradigmen zu übertragen, 
was wir an dieser Stelle aber nicht tun wollen (zur präzisen Durchführung 
vgl. Faulbaum, 1986). Für jedes Element des Anwendbarkeitsbereichs führt 
eine Realisation des Paradigmas zu einer bestimmten Konsequenz.
5.3.3 Zulässige Realisationen und Adäquatheit
Solange wir keine weiteren Einschränkungen durch Hintergrundannahmen 
einführen, müssen alle Paradigmenrealisationen, die unter allen möglichen 
Kontextbedingungen zu entsprechenden Konsequenzen führen als zulässig 
betrachtet werden.
Eine erste Einschränkung der Zulässigkeit entsteht dann, wenn wie die 
Menge der möglichen Kontextbedingungen durch die Hintergrundannahme 
eines Kontextprädikats weiter konkretisieren.
Der Begriff des Kontextprädikats läßt sich in der folgenden Weise präzi­
sieren:
D efinition 4 (K ontextprädikat) Sei P k =  (P * , / )  ein k-sortiges opera­
tives Paradigma. Seien ferner Srtx_ =  { ¿ i , . . . ,  i ; , . . . ,  ig}(i <  t/+i; 1 <  / <  
q — 1) eine in geeigneter Weise geordnete Menge der Sorten der Kontextva­
riablen von P k und n/(l <  / <  q) die Anzahl der Kontextvariablen der Sorte
l. Dann verstehen wir unter einem Kontextprädikat irgendeine Funktion
x . . .  x D"’ — > {0,1}.
Die Menge der (ni +  . . .+ n q)-Tupel, denen unter $ eine 1 zugeordnet worden 
ist, bildet dann den Umgebungskontext von P k.
s(i)
u(,) uwU 1 5 * ‘  * » U 3k
tuer^u^, i ) , . . . ,  iueri(t4^, i)
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Beispiele für Kontextprädikate sind bereits Aussagen der Art, daß eine 
Kontextvariable einen bestimmten Wert, z.B. den Wert a einer unabhängi­
gen Variablen, besitzt (V i(x =  a)) oder daß für einen bestimmten Wert ein 
bestimmtes Prädikat P erfüllt ist (Vx(x =  a) —► P (x)).
Die Einführung von Kontextprädikaten führt bereits zu ersten Einschrän­
kungen der Menge zulässiger Realisationen. Zulässig sind nunmehr nur sol­
che Realisationen, deren Kontextbedingungen das Kontextprädikat erfüllen. 
Ähnlich führen Annahmen über die Art der realisierten Konsequenzen zu Ein­
schränkungen der Menge zulässiger Realisationen. In diesem Fall sind nur 
solche Realisationen zulässig, die zu Konsequenzen führen, die bestimmte 
Beschreibungsmerkmale erfüllen.
Schon an dieser Stelle läßt sich das Prinzip der Evaluation operativer Mo­
dellparadigmen bzw. von Handlungs- und Prozeßzusammenhängen zwischen 
Variablen verdeutlichen. Nehmen wir an, wir hätten eine unabhängige Va­
riable x und eine abhängige Variable y vorliegen. Angenommen sei ferner, 
daß ein Individuum i einen Wert a; auf x und einen Wert &,• auf y hat.
Unser Ziel sei es, eine singuläre Hypothese über einen Handlungs- und 
Prozeßzusammenhang durch Evaluation eines entsprechenen operativen Mo­
dellparadigmas zu überprüfen.
In diesem Fall würde die Behauptung des Wertes a, für eine der Kontext- 
variablen bereits zu einer Einschränkung der Klasse der zulässigen Realisatio­
nen führen. Die Behauptung von &,■ für eine der Konsequenzvariablen würde 
ebenfalls zu einer Einschränkung der Menge der möglichen Realisationen 
führen. Wir würden die Hypothese bzw. das Modellparadigma zurückwei­
sen, wenn die Schnittmenge beider Realisationsklassen leer ist, was gleich­
bedeutend damit ist, daß es keine realisationsbedingte Zustandsfolge gibt, 
die von a,- zu 6; führt. Die Behauptung einer bestimmten Kontextbedingung 
und einer bestimmten Konsequenz sowie die Behauptung der Operationen 
des Paradigmas und seiner Struktur würden dann einen Widerspruch erge­
ben; das operative Modellparadigma stellt in diesem Fall keinen Handlungs­
und Prozeßzusammenhang zwischen a,- und &,■ dar.
Wir bezeichnen das operative Paradigma in diesem Fall als inadäquat in 
bezug auf at- und
Komplizierter wird es wenn zusätzliche Hintergrundannahmen über wei­
tere Komponenten des Paradigmas hinzukommen, etwa Hintergrundannah­
men über die die in bezug auf die Operationen angenommenen funktionalen 
Beziehungen, die Realisierungen der einzelnen Operationen, den Ausgang
128
Wir wollen uns dem Begriff der zulässigen Realisation über ein einfaches 
konkretes Beispiel nähern. Dazu nehmen wir an, daß wir das in Abbildung 
32 dargestellte einfache operative Paradigma P  vorliegen haben. Wir wollen 
ferner annehmen, daß die Operationen alle unbeobachtet sind, daß aber x 
und z empirische Variablen darstellen.
von Prüfoperationen etc.
OperativesParadigma :
Pi ■ f(x) — * y
P i : g(y) —*■
P3 : h(w) — > z
A bbildung 32: Operatives Beispielparadigma.
Eine Realisation dieses Paradigmas für irgendein konkretes Element a 
aus dem Umgebungskontext $ führt dann zu einer realisationsbedingten 
Zustandsfolge, deren Zustände wir durch die Hintereinanderausführung der 
unbekannten, die Operationen charakterisierenden Funktionen, in folgender 
Weise beschreiben können:
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Variablen
x y w z
Zuordnungsoperationen
V <—  f { x )  a f (a)
™ <—  g{y ) a f (a)  g( f (a) )
z <—  h(w) a f (a)  g( f (a) )  h(g(f(a)))
Für jedes Element des Umgebungskonstextes erhalten wir eine solche Rea­
lisation. Sofern wir über die Definition der intervenierenden Operationen 
nichts Genaueres wissen, sind alle Realisationen gleichermaßen zulässig.
Dies ändert sich aber, sobald wir in unserer Hintergrundtheorie die Gültig­
keit bestimmter, auf die Menge der möglichen Realisationen bezogene Sach­
verhalte behaupten. Beispiele für solche Sachverhalte wären in unserem Bei­
spiel:
• Vx(x >  / ( x ) )  (Für alle x gilt: x ist größer oder gleich / (x ) ) ;
• VxVj/(/(x) > g(y)) (Für alle x und alle y gilt: / ( x )  ist größer oder 
gleich 5 (3/));
• Vu>Vz(z =  tu) (Für alle z und für alle w gilt: z ist gleich u>);
• VxVyVz((x >  y A y > z) —* (x >  z) (Für alle x, für alle y, für alle z 
gilt: Aus x großer oder gleich y und y größer oder gleich z folgt, daß x 
größer oder gleich z ist).
In diesem Fall betrachten wir nur noch solche Realisationen als zulässig, 
die diesen Hintergrundvermutungen logisch nicht widersprechen. Sei R  die 
Menge aller möglichen, uns unbekannten Realisationen eines Paradigmas. 
Sei HT die Menge unserer Hintergrundannahmen. Dann gehören zur Menge 
aller zulässigen Realisationen aus R alle diejenigen, die mit den Hintergrun­
dannahmen logisch konsistent sind. Für eine empirische Beobachtung der
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Variablen z, die diesen Annahmen widerspricht, gibt es keine zulässige Rea­
lisation.
Pi : /(* )  —  V
P i ■ g (y ) —* *i
A bbildung 33: Operatives Beispielparadigma mit Prüfoperation.
In Abbildung 33 haben wir ein anderes operatives Paradigma dar gestellt, 
welches eine Prüfoperation enthält. In diesem Fall besteht die Menge der 
möglichen Realisationen aus zwei Teilmengen, einer Teilmenge, für die der 
in der Prüfoperation enthaltene Prädikatterm wahr ist, und einer Teilmenge, 
für die dieser Prädikatterm falsch ist:
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Fall 1: T(y) ist wahr
x y zi Z2 T
Operationen
y *—  /(* )  a f(a) 
T(y) a f(a)  T(y) 
*1 * g(y) o f{a) g[f (a))  T(y)
Fall 2: T(y) ist falsch
Variablen
x y zi za T
Operationen
y *—  /(* )  fl /(fl) 
T(y) a f(a)  ^  T(y)  
Z2 *—  h(y) a f {a )  M / ( “ )) T(y )
In diesem Fall könnte die Hintergründtheorie z.B. eine Annahme wie 
\/yT(y) (Für alle y gilt: IT(j/)) enthalten, was die Menge der zulässigen Rea­
lisationen auf die Realisationen des Falls 1 einschränken würde.
In den Fällen, wo Prüfoperationen involviert sind, gibt es für jede Kom­
bination von Ausgängen dieser Operationen eine separate Menge von Reali­
sationen, die mit diesen Ausgängen logisch verträglich sind.
Im Prinzip können die Annahmen der Hintergrundtheorie neben anderen 
Ausdrücken beliebige Ausdrücke enthalten, die funktionale Terme und Prädi-
Variablen
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katterme der Realisationen einschließen. Nehmen wir an, wir hätten ein Paar 
£ =  (a,i, bi) vorhegen, mit a, £ x  und. bi £ y (x und y extern beobachtbar) 
vorhegen, wobei x,- in einer Untersuchung tatsächlich beobachtet wurde und 
y,- entweder beobachtet wurde (Erklärungsmodus) oder aber erwartet wird 
(Yorhers agemodus).
Als Beispiel stellen wir die Hypothese auf, daß das in Abbildung 35 dar­
gestellte Paradigma mit den Hintergrundannahmen
VtfT(y).
und:
Vx(x — a,) — * h(f (x)  =  b{.
einen Handlung- und Prozeßzusammenhang für £ darstellt. Dazu müßten wir 
zunächst prüfen, ob a; Wert einer oder mehrerer Umgebungsvariablen und b, 
Wert einer oder mehrerer Konsequenzvariablen des Paradigmas P  sein kann.
Nehmen wir an, diese Prüfung sei positiv verlaufen und es gelte für min­
destens eine Kontextvariable x von P,  daß a,- zu ihrem Wertebereich gehört. 
Ferner stehe fest, daß h,- zum Wertebereich von z-i gehört. Damit müßte die 
entsprechende Realisation zur folgenden realisationsbedingten Zustandsfolge 
führen:
Variablen
x y zi Z2 T
Operationen
V ♦—  f ( x )  <*» /(«.-)
T(y)  ai /(«,■) T(y)
zi <—  g(y) ai f i ai) bi T(y)
Eine Realisation des operativen Paradigmas, die durch diese Zustandsfolge 
charakterisiert ist, gehört aber nicht zur Klasse der bezüglich der Hintergrun­
dannahme zulässigen Realisationen. Eine solche Zustandsfolge hätte nämlich 
die Form:
133
Variablen
x y zi za T
Operationen
y *—  /(*) * i /(a.)
T(y) a{ /(«.-) T(y)
♦—  $(jf) «f /(<*,■) $(/(<*)) T(y)
In dieser Zustandsfolge taucht der Term A(/(a,-) gar nicht auf.
Der Begriff der Adäquatheit eines operativen Paradigmas für ein Paar 
£ =  (a, b) bestehend aus einem antecedenten Wert a und einem zeitlich später 
auftretenden Folgewert b kann zusammenfassend in der folgenden Weise de­
finiert werden:
Definition 5 (Adäquatheit für Variablenwerte) Sei a der Wert einer 
antecedenten Variablen x, b der Wert einer Folgevariablen y und P ein ope­
ratives Paradigma. Dann heißt P adäquat bezüglich a und b genau dann, 
wenn es eine Realisation von P gibt, deren realisationsbedingte Zustands­
folge unter den Hintergrundannahmen einschließlich des Kontextprädikats 
zur Konseqenz b führt. Andernfalls ist P inadäquat bezüglich a und b.
Dieser Adäquatheitsbegriff für Variablenwerte läßt sich in der in Kap. 3, 
Abschnitt 3.2 angedeuteten Weise ohne Schwierigkeiten auf die Adäquatheit 
für Variablen verallgemeinern.
Der Nachweis der Adäquatheit, wie oben an einfachen Beispielen de­
monstriert wurde, ist ein logischen Konsistenzbeweis (vgl. auch Faulbaum, 
1986).
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