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Tato bakalá°ská práce je zam¥°ena na Neuronové sít¥, Genetické algoritmy a evolu£ní návrh.
První £ást popisuje Neuronové sít¥, jejich historii, u£ení, zp·sob pouºití a Genetické algo-
ritmy, jejich £ásti, operátory a pouºití. Dal²í £ást je v¥nována predikcícm £asových °ad, a to
konkrétn¥ pomocí Neuronových sítí. Poté následuje samotná implementace a experimenty
s evolu£n¥ navrhnutými Neuronovými sít¥mi pro predikci, v nichº jsou jako £asové °ady
pouºity kurzy n¥kolika m¥n. V záv¥ru je provedeno shrnutí dosaºených výsledk· a diskuze
nad nimi, stejn¥ tak nad moºnostmi dal²ího rozvoje práce.
Abstract
Focus of this bachelor thesis is on Neural networks, Genetic algorithms and Evolutionary
Design. First part of thesis describes Neural networks, their history, training and ways of use
and Genetic algorithms, their components, operators and practical application. Next part
is devoted to prediction of time series, speciﬁcally prediction with use of Neural networks.
This is followed by practical part of work, implementation of experiments with Evolutionary
design of Neural networks for prediction in which currency exchange rates of several countries
are used as a predicted time series. Results and discussion about further development of
thesis are described in last chapter.
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Informa£ní technologie se vºdy vyzna£ovaly tendencemi inspirovat se v ostatních oborech,
a nejinak tomu je s biologií. V rámci mezioborových prací, které poslední dobou získávají
na popularit¥, je t°eba spojovat znalosti, které se mnohým mohou zdát neslu£itelné. Takto
nap°íklad vznikal model neuronových sítí, které byly inspirované neurony v lidském mozku.
Po úvodní snaze o co nejv¥t²í v¥rnost své biologické p°edloze se od ní postupn¥ opro²´oval,
vyvíjel se a jeho potenciál byl zkoumán velice intenzivn¥. Stejn¥ tak genetické algoritmy,
sou£ást p°ístup· k °e²ení problém· inspirovaných evolucí a genetikou. D·leºité je, ºe takto
vznikly a vznikají velice cenné a mocné nástroje informa£ních technologií, které pomáhají
lépe nebo rychleji °e²it problémy.
Návrh na základ¥ evolu£ních p°ístup· je jiº úsp¥²n¥ vyuºíván na celou °adu problém·.
Hlavn¥ v situacích, kdy existuje velmi mnoho moºností, jsou genetické algoritmy schopné
najít v rozumném £ase pom¥rn¥ slu²né °e²ení nebo navrhnout lep²í °e²ení neº stávající,
navrhnuté £lov¥kem.
Práce se zabývá popisem neuronových sítí a genetických algoritm· a evolu£ním návrhem
neuronové sít¥ tak, aby se u£ila lépe £i rychleji predikci kurz· m¥n.
1.1 len¥ní práce
Práce je £len¥na do kapitol nazvaných podle tématického okruhu, který popisují.
V první £ásti jsou vcelku podrobn¥ prezentovány neuronové sít¥. Od jejich vzniku inspi-
rací biologií, konkrétn¥ lidským mozkem, p°es jednoduché matematické a historické modely,
aº po reálné modely pouºívané k výpo£t·m. Diskutováno je téº u£ení neuronových sítí,
hlavn¥ s u£itelem, nicmén¥ nastín¥no je i u£ení bez u£itele, samoorganizací.
Druhá £ást se zabývá genetickými algoritmy. Zpo£átku jsou popsány jednotlivé £ásti
genetických algoritm·, jejich celková funk£nost a nakonec stru£n¥ popsána r·zná vyuºití.
To jak pro statické tak pro dynamické problémy.
V poslední teoretické £ásti je stru£n¥ popsán problém predikce, £asových °ad a pouºití
neuronových sítích práv¥ pro predikci.
Dále jsou prezentovány samotné experimenty, jejichº cílem bylo zrychlit £i zlep²it u£ení
sítí evolu£ním návrhem. Bylo provedeno n¥kolik experiment·, na jejichº základ¥ vznikla sí´,
která se byla schopna rychleji u£it predikci kurz· m¥n.
Následuje kapitola zabývající se implementací. Je krátce popsána knihovna GALib,
Flood a dále samotné experimenty.




Neuronové sít¥ jsou výpo£etním modelem inspirovaným biologií, konkrétn¥ neurony v lid-
ském mozku. Vykazuje tyto vlastnosti, kv·li kterým je zkoumán [3, str. 9]:
 Biologické zpracování dat je robustní a k chybám odolné.
 Biologické zpracování dat je také ﬂexibilní. P°i p°echodu do jiného prost°edí není
pot°eba nijak do mozku zasahovat, £lov¥k se na toto nové prost°edí adaptuje, jinými
slovy se u£í.
 Tyto systémy jsou schopny p°irozen¥ pracovat s fuzzy logikou, zvládat pravd¥podob-
nosti, nejistotu, nekonzistentní a £áste£ná data, coº je za sou£asného stavu výpo£etní
techniky moºno jen s velkým mnoºstvím programování, a i tak je to jen pro specciální
p°ípady, nikde ne obecn¥.




Na obrázku 2.1 ([5, str. 4]) je zobrazeno zjednodu²ené schéma biologického neuronu. Tento
neuron se skládá z t¥la (soma), krátkých výb¥ºk· (dendrity) a jednoho dlouhého vlákna
(axon) na konci rozv¥tveného do synapsí, které jsou napojeny na dendrity ostatních neu-
ron·. P°i fungování neuronu vºdy po dendritech p°icházejí (nebo nep°icházejí) vzruchy od
ostatních neuron·, a pokud sou£et vzruch· p°ekro£í ur£itou prahovou úrove¬ (threshold),
neuron za£ne po svém axonu vysílat sledy impulz· ostatním neuron·m, na které je napojen.
Dendrit m·ºe mít bu¤ vzru²ivý (excita£ní) nebo tlumivý (inhibi£ní) ú£inek. Lze p°edpo-
kládat, ºe informace se m·ºe ²í°it celou °adou atribut·, jako je rychlost p°enosu, frekcence
signálu, rozloºení signálu v £ase, atd. Nicmén¥ funkce a vlastnosti neuronu jsou v biologii,
psychologii a chemii stále aktivn¥ zkoumány. Kapitola £erpá z informací v [3] a [4].
2.1.2 Jednoduchý model
Jednoduchý formální model neuronu je ukázán na obrázku 2.2. Informace jsou p°ijímány
vstupním vektorem x, vektor w reprezentuje ú£inek (váhu) jednotlivých dendrit·, která
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Obrázek 2.1: Biologický neuron
m·ºe být r·zná, a µ je prahová hodnota neuronu. Pro ur£ení výstupu se pouºívá vzore£ek






Pro jednoduchý model platí, ºe f(x) = x. Za pov²imnutí stojí to, ºe pokud je váha den-
dritu kladná, lze tuto synapsi povaºovat za excita£ní, a pokud záporná, tak za inhibi£ní.
Prahová úrove¬ neuronu bývá £asto pro zjednodu²ení vyjád°ena vstupem x0 = −1, kde
pak w0 vyjad°uje tuto prahovou úrove¬. Jak tedy lze vid¥t, samotný neuron je extrémn¥
jednoduchá výpo£etní jednotka a podobn¥ jako u logických £len· je výpo£t· dosahováno








Obrázek 2.2: Jednoduchý model neuronu
2.2 Jednovrstvý perceptron
Nej£asteji pouºívaným modelem neuronové sít¥ je perceptron. Jednoduchý perceptron se








Obrázek 2.3: Jednovrstvý perceptron
výstup, dle u£ebních vzor·. Na obrázku 2.3 je p°íklad takového jednovrstvého pertceptronu,
který 3-rozm¥rný vstup transformuje na 2-rozm¥rný výstup. Pro perceptron je d·leºitá
aktiva£ní funkce jednotlivých neuron·, hlavn¥ od ní se odvíjí jeho schopnosti.
2.2.1 Aktiva£ní funkce
Kaºdý neuron perceptronu má ur£itou aktiva£ní funkci, která ur£uje, jak bude probíhat
aktivace neuronu v závislosti na vstupech. Tyto funkce se dají rozd¥lit do 3 kategorií, a to
Prahová funkce, lineární a nelineární.
Prahová aktiva£ní funkce je vyjád°ena vzore£kem 2.2, kdy neuron vrací 1 pokud suma
vstup· p°esáhne prahovou hodnotu. Obecn¥ se po£ítá s prahem v 0, protoºe individuální
práh je v¥t²inou formáln¥ vyjád°en vahou nultého vstupu s pevnou vstupní hodnotou -1.
g(x) =
{
1, x ≥ 0











Obrázek 2.4: Lineární separace
Jediný prahový neuron dokáºe n-rozm¥rný prostor ur£ený svými vstupy rozd¥lit nadro-
vinou na dva poloprostory (Toto se d¥je pomocí lineární algebry, kdy se ud¥lá skalární
sou£in ~x.~w a pokud je v¥t²í neº 0, neuron zareaguje). Proto samostatný neuron umí °e²it
jen lineárn¥ separabilní problémy, jak je ukázáno na obrázku 2.4 ([5, str. 8]).
6
Pokud místo jednoho neuronu (£i jednovrstvé sít¥) bude pouºiva sí´ dvouvrstvá, lze
vymezit libovolný konvexní útvar, kdy neurony první vrstvy vymezí poloprostory, neurony
druhé vrstvy jejich pr·niky. T°ívrstvá sí´ uº dokáºe vymezit libovolný po£et konvexních
útvar·. Názorn¥ je to zobrazeno na obrázku 2.5 ([5, str. 9]).
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Obrázek 2.5: Vícevrstvé prahové sít¥
Lineární aktiva£ní funkce (vzore£ek 2.3) provádí lineární zobrazení, a pro neuronové sít¥
se nepouºívá. Pokud uº je pouºita, není t°eba jí u£it, jednotlivé váhy lze p°ímo vypo£ítat
pro pot°ebné lineární zobrazení.
g(x) = x (2.3)
Nej£ast¥ji pouºívaným typem aktiva£ní funkce je nelineární, kdy je pouºita tzv. satura£ní
funkce, která v blízkosti nuly stoupá velmi prudce, ale dále od nuly ob¥ma sm¥ry stagnuje,
nebo má velice pozvolný pr·b¥h. Tato vlastnost byla p°evzata od biologických neuron·
a z principu, ºe pro hladového £lov¥ka je jeden rohlík mnohem víc, neº pro p°ejedeného.
Jako satura£ní funkce se nej£ast¥ji pouºívá tzv. sigmoida (2.4). Ov²em je moºno pouºít i jiné
nelineární funkce, nap°íklad sinus, který dosahuje mnohem lep²ích výsledk· pro aproximaci





Posledním typem pouºívané aktiva£ní funkce, jsou funkce popsané stochasticky - v²echny
p°edchozí byly deterministické. Z biologického hlediska se ale neurony nechovají vºdy deter-
ministicky, byl pozorován ur£itý pravd¥podobnostní prvek v jejich chování. Pro toto chování
není problém vytvo°it model, kdy neuron neposílá signál dále hned po p°ijetí v²ech vstup-
ních signál·, ale jeho pravd¥podobnost poslání signál· v ur£itý £as závisí na aktuálních
vstupech (vzore£ek 2.5), kde β ur£uje sklon pravd¥podobnostní funkce.
P (oPj = ±1) =
1




Ve své nejzákladn¥j²í podob¥ se perceptrony skládají z binárních prahových jednotek. Kdyº
uváºíme perceptron s jedním výstupním a N vstupními neurony, dá se °íct, ºe perceptron
se musí nau£it namapovat T : {−1, 1}N → {−1, 1}. Nap°íklad mapování pro 3 vstupy dané
p°íklady:
T : (−1, 1, 1) −→ 1
T : (1, 1,−1) −→ 1
T : (1,−1,−1) −→ −1
Pokud je sí´ nau£ena tomuto mapování, dává pro nau£ené hodnoty správné výsledky. Vlast-
nost, kv·li které se ale pouºívá je, ºe vrátí výsledky i pro podobné vstupy (s problémem
lineární separability zmín¥ným v kapitole 2.2.1). Sice se nemusí jednat o p°esné výsledky,
d·leºité ov²em je, ºe jsou v¥t²inou dost smysluplné. Základní algoritmus tohoto u£ení, jak
jej prezentoval v roce 1959 Rosenblatt, vypadá takto:
1. V²echny váhy nastav na náhodné £íslo mezi -1 a 1
2. Vezmi vstupní vektor x z trénovací mnoºiny
3. Propaguj postupn¥ podle jednotlivých vah aktivaci dop°edu, aº získá² výstup (o)
4. Pokud oP = tP (výstup je správn¥), pokra£uj bodem 2.
5. Jinak zm¥¬ váhy podle vzore£ku ∆wi = ηxPi (t
P − oP ), kde η je malé kladné £íslo,
kterému se °íká rychlost u£ení. Pokra£uj bodem 2.
Váhy upravujeme tak dlouho, dokud sí´ nedává správné výsledky. Rosenblatt taktéº v roce
1959 dokázal, ºe algoritmus najde °e²ení pro mapování T v kone£ném po£tu krok·.
2.3 Vícevrstvý perceptron
V p°edchozí kapitole byl popsán jednovrstvý perceptron (vstupní vrstva není zapo£ítána -
neprovádí výpo£et, jen p°ivádí vstupy, proto má dle obrázk· jednovrstvý perceptron zdánliv¥
vrstvy dv¥), který dokázal provád¥t výpo£ty. Nicmén¥ jeho schopnosti jsou velice omezené.
Minsky a Papert ukázali v roce 1969, ºe dvouvrstvá (vstupní, skrytá, výstupní) dop°edná
neuronová sí´ dokáºe p°ekonat hodn¥ t¥chto omezení. Nicmén¥ nena²li °e²ení toho, jak upra-
vovat jednotlivé váhy neuron· ve skryté vrstv¥. Do doby neº byla nalezena odpove¤ nebyly
vícevrstvé perceptrony pouºitelné, tj. do roku 1986, kdy byl prezentován algoritmus back
propagation [2].
Na obrázku 2.6 je vid¥t, co je my²leno ozna£ením vícevrstvá dop°edná sí´. Sí´ je uspo-
°ádána do vrstev, kdy jednotlivý neuron kaºdé vrstvy p°ijímá vstupy od v²ech neuron·
p°edchozí vrstvy, a posílá sv·j výstup v²em neuron·m následující vrstvy. Neexistují ºádné
spoje mezi neurony jedné vrstvy, ani spoje ob-vrstvu £i je²t¥ del²í. A£koli sí´ m·ºe mít
více skrytých vrstev neº jednu, v praxi se, krom¥ speciálních p°ípad·, nepouºívají. Bylo













Mechanismus back-propagation vychází z my²lenky, ºe sí´ dostane vstup a transformuje jej
na výstup. Pokud se tento výstup nerovná hodnot¥, které by se m¥l rovnat (dle trénovací
mnoºiny), spo£ítá se chyba a sí´ zp¥tným ²í°ením upraví své váhy. Algoritmus obecn¥ pak
vypadá takto [3, str. 39]:
1. V²echny váhy nastav na náhodná malá £ísla
2. Vezmi vstupní vektor x z trénovací mnoºiny
3. Propaguj postupn¥ podle jednotlivých vah aktivaci dop°edu, aº získá² výstup (o)
4. Vypo£ítej δs pro výstupní vrstvu δPi = (t
P
i − oPi )f ′(ActPi )






6. Zm¥¬ v²echny váhy dle ∆pwij = γδPi o
P
i
7. Opakuj kroky 2 aº 6 pro kaºdý vstupní vektor
Praktická aplikace tohoto algoritmu je pro názornost uvedena v p°íloze A
2.3.2 Vyuºití
Vícevrstvé perceptronové sít¥ lze vyuºít r·znými zp·soby, n¥kdy i dost ne£ekanými. Jak uº
bylo °e£eno, pouºívají se hlavn¥ v p°ípadech, kdy není znám algoritmus, £i je ho pot°eba
vytvo°it ze sad p°íklad·. Následuje pár typických a zajímavých p°ípad· vyuºití z [5, str.
1516].
Rozpoznávání obrazu
Neuronovou sí´ je moºno pouºít na rozpoznávání obrazu. Nap°íklad na po²tách  na rozpo-
znávání PSbyl aplikován systém s takovouto sítí, u které n¥jakou dobu sed¥l pracovník,
a u£il jí tím, ºe sám rozpoznával písmo, a zadával síti cílový výstup. Také se pouºívá na
klasiﬁkaci obrazu z kamery robot·, a nau£ení kam mají jezdit, zatá£et, zpomalovat. Byl i p°í-




Um¥lá neuronová sí´ se velmi £asto pouºívá pro predikci £íselných °ad, kdy je na vstup
p°ivedeno n p°edchozích hodnot (plovoucí okno), a sí´ p°edpoví dal²í hodnotu. Konkrétn¥
toto pouºití je demonstrováno v následujících kapitolách.
Komprese dat
Zajímavé vyuºití neuronových sítí je na kompresi dat. Ta se provádí tak, ºe se vezme sí´
se stejným po£tem vstup· a výstup· a jednou skrytou vrstvou, ve které je niº²í po£et
neuron· neº na vstupu/výstupu (obrázek 2.7) a je u£ena na vracení na výstup identického
se vstupem. Sí´ je poté rozd¥lena tak, aby první polovina transformovala vstup do skryté
vrstvy, a druhá polovina skrytou vrstvu na výstup. Jako komprimovaná data jsou p°enesena
data o skryté vrstv¥, která má mén¥ neuron· neº vrstva vstupní.
Obrázek 2.7: Komprese pomocí neuronové sít¥
2.4 Rekurentní sít¥
Rekurentní sít¥ ([4, str. 47-56]) jsou neuronové sít¥, které vzniknou p°idáním n¥jakého zp¥t-
ného spoje do dop°edné vícevrstvé sít¥. A£koli se schopnosti sít¥ nezvý²í, lze takto redukovat
její komplexitu £i velikost (coº m·ºe být n¥kdy velice významný faktor, ovliv¬ující jak cenu,
tak výkon).
Pro u£ení t¥chto sítí lze jednodu²²e pouºít algoritmus back-propagation pro dop°edné
sít¥, ale je poté pot°eba vy°e²it, co se bude dít p°i zp¥tném ²í°ení chyby  díky zp¥tnému
spoji je moºno pokra£ovat donekone£na, £i skon£it po dosaºení ur£itého ustáleného stavu.
Typický p°ípad pro pouºití rekurentní sít¥ je situace, kdy máme jako vstupy po sob¥ jdoucí
£leny £asové °ady (x(t), x(t− 1), x(t− 2), ..., x(t− n)). To m·ºeme °e²it dv¥ma zp·soby:
1. Vytvo°it vstupy x1, x2, ..., xn na které budou p°ivedeny jednotlivé £leny £asového okna.
2. Vytvo°it vstupy x, x′, x′′..., kdy krom¥ vstupu x(t) se budou zpátky vracet jiº vypo£í-
tané hodnoty z minulých hodnot.
Výhodou druhé metody je velké sníºení velikosti sít¥. Pro velké £asové okno by se sí´ navrºená
první metodou stala obrovskou, coº by sniºovalo výkon. Proto je vhodné pouºít Jordanovu







Obrázek 2.8: Jordanova sí´
2.4.1 Jordanova a Elmanova sí´
Jednou z prvních rekurentních neuronových sítích byla sí´ Jordanova (1986). P°íklad takové
sít¥ je na obrázku 2.8, kde výstup ze v²ech výstupních neuron· je také veden zpátky do
speciálních stavových neuron·. Tyto neurony mají také reﬂexivní spoj samy na sebe. Váhy
t¥chto spojení jsou nastaveny konstantn¥ na 1 a neuplat¬uje se na n¥ u£ení. Proto je moºné
pouºít back-propagation beze zm¥ny (zm¥ny vah se aplikují na spoje, které spojují stavový









Obrázek 2.9: Elmanova sí´
Elmanova sí´ (obrázek 2.9) byla p°edstavena v roce 1990. Tato sí´ je podobná Jordanov¥
síti, nicmén¥ jsou zde podstatné rozdíly.
1. Stavové neurony se jmenují Kontextové
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2. Místo z výstupních neuron· jsou do kontextové vrstvy vedeny výstupy (poslední)
skryté vrstvy
3. Kontextové neurony nemají reﬂexivní spojení samy na sebe
2.5 Sít¥ s u£ením bez u£itele
Prozatím byly popisovány sít¥, které byly trénovány, aby se nau£ily ur£ité mapování pomocí
p°íklad·. Existují ov²em situace, kdy neexistují ke vstup·m správné výstupy na trénování
a ve²keré informace je t°eba vyt¥ºit pouze ze vstup·. P°íkladem takových situací je t°eba
shlukování, kdy je pot°eba zjistit, zda se ve vstupech vyskytují shluky a identiﬁkovat je.
P°íkladem u£ení bez u£itele je konkuren£ní u£ení, jehoº jenoduchý p°íklad je na obrázku
2.10. Kaºdý vstup je spojen s kaºdým výstupem p°es váhy. Konkuren£ní proto, ºe oproti
perceptron·m je aktivován vºdy jen jediný výstupní neuron, který zna£í p°íslu²nost vstupu
do ur£itého shluku. Sí´ je pak trénována k tomu, aby byl vstup za°azen k nejbliº²ímu shluku.
Po£et shluk·, na které umí sí´ vstupy rozd¥lit, je dán po£tem výstupních neuron·, a tak
se tento problém obvykle °e²í dynamickým p°idáváním/odebíráním neuron· za chodu podle
pot°eby (ne vºdy je známý po£et shluk·/kategorií v datech).




Genetické algoritmy jsou stochastické metody ze skupiny evolu£ních algoritm· (mezi které
pat°í mimo jiné nap°íklad genetické programování, evolu£ní strategie, evolu£ní programo-
vání) pouºívané p°eváºn¥ pro optimalizaci. Metoda je inspirována biologií, konkrétn¥ evo-
lucí (Darwin, genetika, p°irozený výb¥r, ...), kdy existuje mnoºina r·zn¥ dobrých °e²ení
(populace), která jsou ur£itým zp·sobem zakódována (genetický kód). Poté jsou v populaci
zvýhod¬ována lep²í (siln¥j²í, ºivotaschopn¥j²í) °e²ení oproti hor²ím a vhodný genetický ma-
teriál je pomocí genetických operátor· mixován a p°ená²en do dal²í generace. Tato metoda je
vhodná pro prohledání velkého stavového prostoru v relativn¥ krátkém £ase s pouºitelnými
výsledky (ve v¥t²ina p°ípad· nezaru£uje optimálnost °e²ení). Kapitola £erpá z informací
z [11] a [9].
3.1 ásti GA
Pokud je pomocí GA °e²en ur£itý problém £i optimalizace, je nutné sestavit tzv ú£elovou
funkci, coº je zakódování problému obecn¥ do N parametr·. Poté se GA snaºíme najít
globální extrém (minimum £i maximum) této N -rozm¥rné funkce. Fitness funkce je funkce
hodnotící úsp¥²nost jedince v populaci, a to tak, ºe nejlep²í jedinec má nejvy²²í1 hodnotu ﬁt-
ness funkce. Ob£as je pouºívána nebo p°ímo vyºadována je²t¥ normalizovaná ﬁtness funkce,
coº je ﬁtness funkce p°e²kálovaná do intervalu x ∈< 0; 1 >. Celkovou normalizaci lze apli-
kovat pouze pokud známe obor hodnot ﬁtness funkce, jinak pouze v rámci jedné generace.
Algoritmus obecného GA by pak vypadal v pseudokódu následovn¥ [11, str. 13]:
1. Nastav t = 0, náhodn¥ generuj po£áte£ní populaci P (0) s mohutností N .
2. Prove¤ ohodnocení jedinc· populace P (t) ﬁtness funkcí.
3. Generuj populaci potomk· O(t) s mohutnosti M ≤ N pouºitím operátor· k°íºení
(3.1.3) a mutace (3.1.4).
4. Vytvo° novou populaci P (t+ 1) nahrazením £ásti populace P (t) jedinci z O(t).
5. Nastav t← t+ 1.
6. Pokud není spln¥na podmínka ukon£ení algoritmu (3.1.5), jdi na 2.
1Záleºí na sm¥ru konvergence. Vy²²í hodnota ﬁtness funkce pro lep²í jedince je stanovena dohodou. Proto
p°i opa£né pot°eb¥ se pouºívá p°epo£ítání ve stylu 1/x.
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3.1.1 Zakódování do chromozomu
Zakódování problému do gen· a následn¥ do chromozomu je klí£ová £ást GA. Je t°eba
jednotlivá °e²ení zakódovat tak, aby mohla vystupovat jako jedinci populace. Obvykle je
°e²ení, £i optimaliza£ní problém charakterizován vektorem parametr·, a jeho zakódování by
m¥lo ideáln¥ vykazovat následující vlastnosti [9, str. 9]:
 kauzalita - jeden konkrétní chromozom p°edstavuje práv¥ jedno °e²ení problému
 legalita - v²echny moºné kombinace zakódování by m¥ly být platná a legální °e²ení
daného problému (nap°íklad nem¥lo by se vyskytnout °e²ení nepat°ící do deﬁni£ního
oboru funkce)
 kompletnost - zakódování by m¥lo pokrývat v²echna moºná °e²ení problému
 neredundance - ne p°ímo nutná, ale ºádoucí vlastnost, neexistují dv¥ r·zná zakódo-
vání stejného °e²ení.
Binární kódování
Binární kódování pat°í mezi nejstar²í a nejpouºívan¥j²í. Hlavní výhodou je p°irozená imple-
mentace v po£íta£i, a tak lze nad nimi implementovat rychlé a efektivní operátory. Kaºdý
gen tvo°í posloupnost binárních £íslic, na£eº chromozom je tvo°en za sebou vyskládanými
binárními posloupnostmi jednotlivých gen·, jak je znázorn¥no na obrázku 3.1. Pro toto
kódování je velice vhodný inverzní muta£ní operátor.
g1 = 00011111b = 31d
g2 = 00100000b = 32d
⇓
ch = 0001111100100000
Obrázek 3.1: Binární zakódování
Jiná kódování
V ur£itých p°ípadech lze úsp¥²n¥ pouºít jiné, lépe vyuºitelné kódování. Nap°íklad reálné kó-
dování, kdy jsou jednotlivé geny zakódovány jako £ísla s plovoucí desetinnou £árkou (datový
typ ﬂoat) £i permuta£ní kódování, kdy se chromozom skládá z ﬁxního po£tu £íslic repre-
zentujících po°adí provád¥ní ur£itých akcí (výrobní linka, problém obchodního cestujícího).
Tato kódování obvykle vyºadují zm¥ny v muta£ních a k°íºících operátorech.
3.1.2 Selekce
Operátor výb¥ru vytvá°í novou populaci P (t+1), kde se mohou, dle nastavení algoritmu bu¤
vyskytovat jedinci z p°edchozí populace (P (t)), nebo nemohou. Existuje n¥kolik pouºívaných
metod výb¥ru, které se pouºívají v r·zných situacích, a významn¥ ovliv¬ují konvergenci
a rychlost GA. Je pot°eba na jednu stranu dostate£n¥ zvýhod¬ovat jedince s vy²²í ﬁtness
funkcí, ale na druhou stranu je pot°eba neztrácet diverzitu populace. V prvním p°ípad¥ by
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algoritmus velice pomalu konvergoval, a v druhém by uvízl v nejbliº²ím lokálním extrému.
Proto byl zavedem pojem selek£ní tlak, který je vyjád°en vztahem 3.1, kde M ozna£uje
pr·m¥rnou hodnotu ﬁtness funkce v populaci p°ed selekcí, M∗ pr·m¥rnou ﬁtness po selekci





Proporcionální selekce (roulette wheel selection)
Tzv. ruletový výb¥r byl prvním algoritmem pouºívaným pro selekci, kdy je pravd¥podobnost
výb¥ru p°ímo úm¥rná ﬁtness funkci. Název je odvozen od podobnosti s kolá£ovými grafy
a ruletou, kde mají jedinci v¥t²í výsek, na kterém je moºno se zastavit, a tudíº i v¥t²í ²anci
aby na nich bylo zastaveno. Toto v²ak m·ºe p·sobit i negativn¥ na celý GA, pokud se
v populaci vyskytne jedinec s výrazn¥ vy²²í ﬁtness funkcí, neº ostatní. V takovém p°ípad¥
dojde £asem k nahrazení celé populace tímto jedním jedincem. Proto se nej£ast¥ji pouºívají
dv¥ metody, aby se zmen²il rozdíl mezi nejlep²ím a nejhor²ím jedincem populace.
1. Komprimace ﬁtness funkce: f ′(i) = f(i) + β′, kde β je nejhor²í ﬁtness v aktuální
generaci
2. Sigma ²kálování: f ′(i) = max(f(i) − (< f > −c ∗ σf ), 0.0), kde c je konstanta,
obvykle 2.0, a < f > je st°ední hodnota ﬁtness funkce
Lineární a exponenciání uspo°ádání (ranking)
Lineární uspo°ádání vyºaduje se°azenou populaci dle ﬁtness funkce sestupn¥. Poté je prav-
d¥podobnost výb¥ru dána vztahem 3.2 kde s ozna£uje selek£ní tlak. Exponenciální se li²í






N(N − 1) (3.2)
Turnajová selekce
Tato metoda má výsledky srovnatelné s p°edchozí metodou, nejv¥t²ím p°ínosem je v²ak
absence poºadavku na se°azení populace. Z tohoto d·vodu je tato metoda pom¥rn¥ £asto
pouºívána. Z populace je vºdy vybráno x jedinc·, kte°í spolu simulovan¥ svedou souboj
(záleºí na implementaci ﬁtness funkce. Tato metoda dokáºe pracovat i s realativn¥ ur£inou
ﬁtness funkcí), a do dal²í generace postoupí vºdy vít¥zný jedinec.
3.1.3 K°íºení
Druhý charakteristický operátor pro GA je operátor k°íºení (crossing-over), který p°esta-
vuje primární operátor pro evoluci populace. Je to proces, p°i kterém z genom· dvou jedinc·
z populace vzniká dal²í jedinec (jedinci) s rozdílným genomem, dle uºité metody namixova-
ným od obou rodi£·. Existují také GA bez tohoto operátoru, £i s ur£itou pravd¥podobností
jeho provedení. Pro binárn¥ zakódované chromozomy se pouºívají metody k°íºení, kdy jsou
genomy rodi£· rozd¥leny obecn¥ na N místech a genom potomka je vºdy v kaºdém míst¥
brán od jiného rodi£e. Podle po£tu rozd¥lení rozli²ujeme k°íºení (znázorn¥ná na obrázku
3.2):
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 Jednobodové - N = 1
 Dvoubodové - N = 2
 Vícebodové - N > 2






Obrázek 3.2: Druhy k°íºení
3.1.4 Mutace
Dal²í charakteristický operátor je operátor mutace. Jedná se o operátor s velmi malou prav-
d¥podobností výskytu (nej£ast¥ji pm ∈< 0.0005− 0.01 >), ale s velkým významem. P°iná²í
do populace nové bloky informací. P°i velké pravd¥podobnosti mutace za£ne být GA ne-
stabilní, p°i malé £i ºádné bude pomalu, a nebo zcela p°estane, konvergovat. Pro binárn¥
zakódované chromozomy se nej£ast¥ji pouºívá:
 b¥ºná mutace - je vybrán náhodný index bitu, a ten je invertován.
 inverzní mutace - Podobn¥ jako u jednobodového k°íºení je vybráno místo, a od
tohoto místa jsou v²echny bity invertovány. Lze pouºít i vícebodovou inverzní mutaci.
B¥ºná mutace {1, 1, 1, 1, 1, 1, 1} =⇒ {0, 0, 0, 1, 0, 0, 0}
Jednobodová inverzní mutace {1, 1, 1, 1, 1, 1, 1} =⇒ {1, 1, 1, 0, 0, 0, 0}
Dvoubodová inverzní mutace {1, 1, 1, 1, 1, 1, 1} =⇒ {1, 0, 0, 0, 1, 1, 1}
Obrázek 3.3: Druhy mutací
3.1.5 Ukon£ující podmínky
Jako ukon£ující podmínku/y GA lze zvolit nap°íklad jednu z t¥chto moºností:
 po£et generací - udáme po£et generací po jehoº dosaºení GA skon£í, a za °e²ení
prohlásíme nejlep²ího jedince poslední generace.
 ú£elová funkce nejlep²ího jedince - pokud ohodnocení nejlep²ího jedince v jakékoli
generaci p°ekro£í danou hranici, algoritmus kon£í a °e²ením je tento jedinec. Za jistých
podmínek ov²em nemusí algoritmus skon£it.
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 minimální zm¥na ú£elové funkce - algoritmus kon£í, kdyº pr·m¥rná zm¥na ú£elové
funkce v populaci dosáhne ur£ité hranice (pouºívají se r·zné statistiky).
 £asové omezení - algoritmus kon£í po uplynutí ur£eného £asu.
3.2 Vyuºití GA
Krom¥ klasických problém· popsaných v p°edchozí kapitole, lze GA úsp¥²n¥ vyuºít je²t¥
v dal²ích typech úloh a pouºít r·zné modiﬁkace.
3.2.1 Multimodální problémy
Mnohdy má problém jedno globální maximum a více r·zných lokálních. U klasické GA mají
jednotlivci tendence uváznout v t¥chto lokálních maximech, a proto se pouºívají modiﬁkace
GA pro zlep²ení chování v t¥chto situacích. Obecným smyslem v²ech pouºívaných metod
je udrºet velkou diverzitu populace, aby se neshlukovala jen kolem jednoho maxima, které
m·ºe, ale také nemusí být globálním.
Jedna z takových metod je Sdílená ﬁtness funkce, která je inspirovaná omezenými zdroji
v ur£itém prost°edí. Pokud se tedy v jednom míst¥ sejde více jedinc·, v²em se sníºí ﬁtness
funkce. To má za následek lep²í rozloºení jedinc· ve stavovém prostoru. Nicmén¥ existují dva
zásadní problémy. Kvadratická náro£nost výpo£tu, a poté nutnost p°ibliºné znalosti po£tu
lokálních extrém· k vhodnému nastavení zdroj· v rámci shluk·.
3.2.2 Dynamické problémy
Existují také optimaliza£ní úlohy, které nejsou statické. M·ºe se m¥nit ú£elová funkce, cílové
parametry, £i omezující podmínky prost°edí. Jedná se nap°íklad o vypadnutí výrobní linky
a dynamické p°eplánování výroby, aby se zminimalizoval efekt její nefungující £ásti. Pro tyto
p°ípady se v¥t²inou pouºívají 3 p°ístupy £i jejich kombinace:
1. GA b¥ºí standardn¥, ale jakmile je zaznamenána zm¥na prost°edí, jsou podniknuty
kroky ke zvý²ení diverzity populace.
2. Násilné oddalování konvergence, aby populace z·stávala pom¥rn¥ hodn¥ divergentní.
3. P°idána pam¥´, kdy si bu¤ jedinec £i celý GA zachovává uºite£né informace o minu-
losti. Velice vhodné, pokud se podmínky m¥ní periodicky.
Restart
Nejjednodu²²í °e²ení je znovu spustit celý GA, s p°ípadným zahrnutím n¥kolika jedinc·
p°edchozí populace (kdyby nové optimum bylo poblíº starého). Pouºívá se hlavn¥ p°i zm¥n¥
kódování problému £i chromozomu.
Adaptace muta£ního operátoru
Vychází z my²lenky, ºe p°i zm¥n¥ prost°edí je t°eba p°inést více nových informací do po-
pulace, tudíº do£asn¥ zvý²it pravd¥podobnost muta£ního operátoru. Sem spadá i metoda
náhodných imigrant·, coº lze povaºovat za velice silnou mutaci na £ásti populace.
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Pam¥´
Pouºití metody s pam¥tí se velice osv¥d£uje v periodicky m¥nících se prost°edích. P°i pouºití
explicitní pam¥ti je zaloºena jedna nebo více pam¥tí pro p°edky kaºdého jedince. Po zm¥n¥
prost°edí jsou ohodnoceni i archivovaní jedinci, a pokud je n¥který lep²í neº aktuální jedinec,
nahradí se jím. Speciální p°ípad pouºití pam¥ti jsou stráºe, coº jsou pravideln¥ rozmíst¥ní
jedinci ve statovém prostoru, jejichº genotyp se nem¥ní. V p°ípad¥ objevení se optima blízko
nich jsou pak schopni populaci rychle p°itáhnout.
Multipopula£ní techniky
Tyto techiky jsou zaloºeny na n¥kolika vícemén¥ odd¥lených populacích. Nap°íklad po obje-
vení lokálního extrému je v n¥m zanechána subpopulace, a zbytek dále prohledává stavový
prostor. P°ípadn¥ opa£ný postup, kdy hlavní populace je soust°ed¥na okolo dosavadního
nejlep²ího °e²ení, a subpopulace jsou rozmíst¥ny v lokálních optimech.
3.2.3 Omezující podmínky
Pokud p°i kódování chromozomu není spln¥na podmínka legality z kapitoly 3.1.1 nebo jí
nelze splnit, i tak lze pouºít GA. Pro tyto p°ípady se pouºívají nej£ast¥ji 3 metody:
 Pokutové funkce - pokud je °e²ení nep°ípustné, je jeho ﬁtness funkce "pokutována",
tj. sníºena, a to tím více, £ím více poru²uje podmínky.
 Opravné procedury - p°i nep°ípustném °e²ení je vyhledán nejbliº²í p°ípustný je-
dinec, a dále je bu¤ p·vodní jedinec nahrazen tímto nejbliº²ím p°ípustným, nebo je
ponechán a od nejbliº²ího je p°evzata pouze hodnota jeho ﬁtness funkce.
 Problémov¥ speciﬁcké zakódování - zám¥rem je vyhnout se v²em nep°ípustným
jedinc·m návrhem zakódování problému a operátor· tak, aby v ºádné jejich kombi-
naci nemohlo dojít k nep°ípustnému °e²ení. Vyºaduje to ov²em znalost problému do




P°edpov¥¤ kurz· m¥n, teplot, £i jiných £asov¥ závislých °ad je d·leºitý a pouºívaný zp·-
sob pro podporu rozhodování. P°edpov¥¤ budoucího £lenu £i £len· °ady nazýváme predikce.
Nejedná se o p°esnou p°edpov¥¤, protoºe nejsou vzaty v potaz v²echny souvislosti, na kte-
rých je °ada závislá. Nicmén¥ je moºnost z minulých hodnot odhadnout budoucí vývoj. ím
del²í budoucnost, tím nep°esn¥j²í odhad. Je tedy moºno °adu brát jako stochastický proces
a vytvo°it model (kvantitativní metoda), nebo vzít v úvahu expertní znalosti (kvalitativní
metoda). U kvantitativních metod v²e záleºí na p°edpokladu, £i spí²e pravd¥podobnosti, ºe
model °ady z·stane stejný i v budoucnosti, nebo aspo¬ výrazn¥ podobný. U kvalitativních
zase záleºí na doty£ných expertech, tj na subjektivních m¥°ítkách. Kapitola je zaloºena na
informacích z [8] a [1].
4.1 asová °ada
asová °ada je chronologicky uspo°ádaná posloupnost hodnot ur£itého statistického uka-
zatele. Tento ukazatel musí být v £ase vymezen v¥cn¥ a prostorov¥ shodn¥. Matematicky
°e£eno, £asová °ada je posloupnost jednotlivých funk£ních hodnot funkce, která závisí na
£ase, v ur£itých bodech. Mezi t¥mito body je zpravidla shodná vzdálenost. Typickým p°ípa-
dem by nap°íklad byl kurz m¥ny, teplota místa £i vý²ka hladiny v ur£itém £asovém období.
asové °ady se dají d¥lit dle n¥kolika hledisek, zejména dle jiº zmín¥né vzdálenosti
hodnot. Pokud jsou vzdálenosti stejné, °ada se nazývá ekvidistantní, jinak neekvidistantní.
Dal²í d¥lení je podle informací, které máme o systému. Pokud známe funkci, dle které je
°ada generována, a m·ºeme kdykoli p°esn¥ rekonstruovat °adu v jakémkoli období, jedná se
o °adu deterministickou. Pokud taková funkce neexistuje nebo jí neznáme, musíme popisovat
stochasticky. Existují dal²í d¥lení a kategorizace °ad, ty jsou v²ak d·leºité aº ve speciálních
p°ípadech.
4.2 Analýza £asových °ad
Klasická analýza £asových °ad spo£ívá v konstrukci modelu £asové °ady, který jí generuje,
a následn¥ p°edpov¥¤ (predikci) dal²ích moºných hodnot této °ady. Základní p°ístup k tako-
véto analýze je dekompozice na £ty°i sloºky, které je pak jednodu²²í analyzovat. Tyto sloºky
jsou a znázorn¥né na obrázku 4.1:
 Trendová sloºka - Dlouhodobá tendence °ady, ve smyslu °ada má tendence mírn¥
stoupat .
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 Sezónní sloºka - Cyklická sloºka s pravidelnou periodou, men²í neº je délka °ady.
 Cyklická sloºka - Dlouhodobá cyklická sloºka s prom¥nlivou délkou periody. N¥kdy
zahrnuta v trendu, kdyº není tak lehce pozorovatelná.
 Reziduální sloºka - Sloºka, která zbyde po dekompozici na t°i p°ede²lé, n¥kdy se
jí téº °íká ²umová sloºka.
Obrázek 4.1: Trendová, sezónní, cyklická a reziduální sloºka £asové °ady [1, str. 5]
Pokud v °ad¥ chybí n¥které hodnoty, je v¥t²inou t°eba tyto doplnit - dal²í metody zpra-
cování £asto dokáºí pracovat jen s úplnými °adami, které mají konstantní krok. Dopo£ítat
dal²í hodnoty je téº v takových p°ípadech nutno u °ad s nekonstatním krokem pro dal²í
zpracování. Pro takové situace se pouºívají metody, které chyb¥jící hodnoty nahradí nu-
lami, pr·m¥rem, interpolací atd.
4.3 Kvalita predikce
Podstatnou roli v predikci hraje ur£ování míry chybovosti, a´ uº pro ur£ení spolehlivosti
p°edpov¥di, £i porovnávání úsp¥²nosti r·zných metod. Nejv¥t²ím zdrojem chyby bývá, p°i
dob°e provedené analýze, reziduální sloºka °ady, i kdyº velká chyba m·ºe být zp·sobena
chybným modelem ostatních, nereziduálních, sloºek. Chyba (ε) obecn¥ je deﬁnována jako
rozdíl p°edpov¥zené (b) a skute£né (a) hodnoty (vzore£ek 4.1), kterou v¥t²inou v danou
chvíli neznáme. Proto je moºné posuzovat kvalitu p°edpov¥di aº zp¥tn¥, £i pouºít známou
mnoºinu dat a p°edpovídat uº známé hodnoty.
ε = |a− b| (4.1)
Existuje více statistických metod ur£ování chyby, a pro £asové °ady se nej£ast¥ji pouºívají
metody popsané níºe. V²echny jsou úsp¥²n¥ pouºitelné p°i porovnávání metod predikce na
stejných datech, a konkrétní volba záleºí na tom, jaké chyby se hledají. Hledat lze men²í
po£et v¥t²ích chyb, nebo naopak velký po£et relativn¥ malých chyb. Pro porovnávání na
r·zných datech je v²ak t°eba pouºít relativní míru.
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4.4 Predikce pomocí neuronových sítí
Dal²í moºný p°ístup ke kvantitativní predikci £asových °ad je pouºití neuronových sítí, které
implicitn¥ provedou analýzu °ady, a naleznou i skryté nelineární závislosti. Toho se vyuºívá
pokud z n¥jakého d·vodu nelze °adu analyzovat vý²e popsaným zp·sobem. Takovouto sí´
je moºno navrhnout dv¥ma zp·soby:
 dedukcí - Na po£átku je vybrána struktura modelu, a poté se chování sít¥ p°izp·so-
buje £asové °ad¥ úpravou koeﬁcient·.
 indukcí - Na po£átku máme základní stavební jednotky, a struktura sít¥ se postupn¥
vytvá°í na základ¥ u£ení tak, aby co nejlépe odpovídala modelované °ad¥.
Jako jednoduchý p°íklad predikce pomocí neuronových sítí pravd¥podobn¥ velice intuitivn¥
vypadá rekurentní sí´, která si pamatuje p°edchozí vstupy. Nicmén¥ vzhledem k problé-
m·m s u£ením rekurentních sítí je je²t¥ jednodu²²í pouºití klasické dop°edné vícevrstvé
sít¥, která ov²em nebude mít jeden vstup, ale tolik vstup·, jak velké bude £asové okno pro
predikci.
4.4.1 asové okno
V p°ípad¥ pouºití dop°edné neuronové sít¥ se data upravují zp·sobem, který jim umoºní
pracovat s predikcí £asových °ad. P°i predikci je pouºito plovoucí £asové okno o velikosti
N , které se posouvá po vzorcích. Na vstup sít¥ je tedy dodán vektor obsahující N za sebou
jdoucích hodnot. Jako výsledek je pak brána hodnota (£i více hodnot) následující. Toto se
d¥je bu¤ za b¥hu, nebo se data p°edem upraví do poºadovaného formátu.
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t1 : x1, x2, x3, x4, x5, x6, x7, x8, x9
t2 : x1, x2, x3, x4, x5, x6, x7, x8, x9
t3 : x1, x2, x3, x4, x5, x6, x7, x8, x9
t4 : x1, x2, x3, x4, x5, x6, x7, x8, x9
t5 : x1, x2, x3, x4, x5, x6, x7, x8, x9
t6 : x1, x2, x3, x4, x5, x6, x7, x8, x9
t7 : x1, x2, x3, x4, x5, x6, x7, x8, x9




Cílem experiment· bylo navrhnout neuronovou sí´, která bude typické ﬁnan£ní £asové °ady
(kurzy m¥n) predikovat s lep²í p°esností, £i se predikci lépe a rychleji u£it. Nejd°íve se
navrhla strukturu sít¥, velikost a £asové okno pro predikci. Poté jsou popsány experimenty
s r·zným nastavením koeﬁcient· inicializované neuronové sít¥, protoºe to, jak se p°i náhodné
inicializaci nastaví jednotlivé váhy, má podstatný vliv na konvergenci u£ení neuonové sít¥.
5.1 Experimentální data
Jako experimentální data byly vybrány r·zné °ady o délce 254, coº byl po£et záznam·
kurzu m¥ny za jeden rok na stránkách NB. V simulacích je pouºito vºdy jen 200 údaj·,
zbylé jsou rezervovány pro vytvá°ení £asového okna1. Data lze rozd¥lit do n¥kolika kategorií.
V první kategorii je n¥kolik °ad reálných kurz· m¥n, pro které je cílem navrhnout optimální
neuronovou sí´ pro predikci. V dal²ích dvou jsou vygenerované hodnoty n¥kolika známých
funkcí a náhodných ²um·, pro které bude následn¥ srovnávána predikce sítí, nau£ených na
kurzech m¥n a opa£n¥. To kv·li srovnání, zda je sí´ opravdu navrhnuta, aby lépe predikovala
kurzy oproti jiným typ·m °ad. Grafy pouºitých °ad jsou v p°íloze B.
5.2 Velikost neuronové sít¥
V tomto experimentu se zkoumalo, jaká velikost neuronové sít¥ (po£et vstupních a skrytých
neuron·) by byla vhodná pro predikci °ad. Prvn¥ bylo t°eba získat alespo¬ p°ibliºnou p°ed-
stavu o chování systému, na£eº mohl být proveden podrobn¥j²í experiment. Provedeny byly
tedy jednotlivé experimenty na £ty°ech r·zných vzorcích dat (kurz britské libry, náhodný
²um, jedna perioda funkce sinus, dv¥ periody funkce sinus) s následujícími parametry:
 Neuronová sí´: t°ívrstvý perceptron
 Data: kurz Velké Británie, náhodný ²um, jedna perioda funkce sinus, dv¥
periody funkce sinus
 Po£et trénovacích/testovacích vzork·: 150/50
1Aby v²echna °e²ení v experimentu s velikostí m¥la stejné podmínky, tj. stejný po£et trénovacích dat,
nejde ud¥lat trénovací data ze v²ech 254 vzork·. P°i r·zné velikosti £asového okna (vstup·) by se po£et
li²il. Proto bylo zvoleno 200 vzork·, za prvé je to p°irozen¥ kulaté £íslo, a za druhé nebude experimentováno
s £asovým oknem v¥t²ím neº 54.
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 Velikost populace: 30
 Po£et generací: 30
 Pravd¥podobnost mutace: 0.1
 Pravd¥podobnost k°íºení: 0.9
 Fenotyp: vstupní neurony 125, skryté neurony 130, rozestupy 01
 Selekce: Ruletový výb¥r
 Mutace: Jednobodové inverzní k°íºení
 Aktiva£ní funkce skryté vrstvy: Hyperbolický tangens
 Aktiva£ní funkce výstupní vrstvy: Lineární
 Po£áte£ní nastavení vah: Normální rozloºení
 Maximální po£et trénovacích epoch: 200





































































Obrázek 5.1: Výpis °e²ení v populaci od nejlep²ího po nejhor²í
Výsledky experimentu jsou zobrazeny na grafech 5.1, kde na ose X je po°adí °e²ení
v populaci, a r·zné barvy £ar znázor¬ují parametry t¥chto °e²ení. Je vid¥t, ºe na p°edních
pozicích u kurzu libry se umístila °e²ení pom¥rn¥ s malým po£tem vstupních neuron· a po-
m¥rn¥ velkým po£tem skrytých. Naopak populace u náhodného ²umu je p°ibliºn¥ stejná na
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v²ech pozicích, coº jen potvrzuje intuitivní záv¥r, ºe pro predikci náhodného ²umu je v pod-
stat¥ jedno, jak velké je £asové okno. U predikce funkce sinus jsou také patrná spí²e °e²ení
s malým po£tem vstupních neuron· na p°edních pozicích populace, nicmén¥ uº s ne tak
velkým po£tem skrytých neuron·. Parametr rozestupy nevykazuje ºádné výrazné chování,
a proto bude z dal²ích experiment· vynechán.
Pro hlavní fázi experimentu byl tedy vypu²t¥n parametr rozestupy a n¥které parametry
zm¥n¥ny.
 Data: kurz Velké Británie, kurz výcarska, kurz Turecka
 Velikost populace: 50














































Obrázek 5.2: Výpis °e²ení v populaci od nejlep²ího po nejhor²í pro experiment s kurzy
Dle výpisu výsledných populací (obrázek 5.2) lze celkem s jistotou soudit, ºe úsp¥ch
m¥ly sít¥ s malým po£tem vstupních neuron· (13). Po£et neuron· ve skryté vrstv¥ uº tak
jednozna£ný není, a z°ejm¥ záleºí na konkrétní podob¥ predikované °ady. Dobrá hodnota
pro obecnou °adu kurzu m¥ny by se mohla pohybovat kolem 1015 skrytých neuron·.
5.3 Vliv omezeného £asu na u£ení
P°i tomto experimentu byl zvý²en £as u£ení na dvojnásobek, a otestováno na kurzu Velké
Británie. Ostatní parametry z·staly stejné, jako u p°edchozího experimentu.
 Data: kurz Velké Británie
 Maximální doba u£ení: 10s
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Na výsledném grafu populace (obrázek 5.3) není uº jasn¥ patrný úsp¥ch °e²ení s malým
po£tem vstupních a velkým po£tem skrytých neuron·, jako na p°edchozích. I kdyº takový
jedinec zaujal první místo v populaci. Nicmén¥ trend zaujímání lep²ích pozic v populaci
°e²eními, se spí²e men²ím po£tem vstupních neuron·, je patrný stále. Proto v dal²ích expe-
rimentech bude uvaºováno místo se 2 vstupními neurony se 3, a po£et skrytých bude také













Velka Britanie (zvyseny cas)
vstupni
skryte
Obrázek 5.3: Výpis °e²ení v populaci od nejlep²ího po nejhor²í pro experiment s omezeným
£asem
5.4 Váhové koeﬁcienty
V tomto experimentu byla pouºita velikost sít¥ navrhnutá v p°edchozích experimentech
(3 vstupní, 10 skrytých, 1 výstupní neuron), u které byly vyvíjeny váhy jednotlivých sy-
napsí, nastavených p°i inicializaci sít¥ p°ed za£átkem u£ení. Kaºdé °e²ení v populaci bylo
otestováno na v²ech t°ech kurzech tak, ºe u kaºdého byla sí´ trénována. Souhrn zm¥n¥ných
parametr· experimentu:
 Data: kurz Velké Británie, kurz výcarska, kurz Turecka
 Velikost populace: 50
 Po£et generací: 100
 Fenotyp: pole hodnot (-1.0; 1.0)
 Mutace: Dvoubodová inverzní mutace
 Po£áte£ní nastavení vah: Uniformní rozloºení
 Struktura sít¥: 3/10/1
 Maximální po£et trénovacích epoch: 5/10/20
Po prob¥hnutí experimentu bylo nejlep²ími jedinci v populaci dosáhnuto chyby aº 0.03.
Jak ukazuje graf 5.4, po£et trénovacích epoch nem¥l podstatný efekt na výsledky. Pro dané
kurzy by se m¥lo jednat o nejlep²í moºná po£áte£ní nastavení koeﬁcient· pro u£ení, a dal²í






















Obrázek 5.4: Chyba jednotlivých °e²ení v populaci pro evoluci vah
Následující grafy (5.5) jsou výsledkem testování dosaºených výsledk· v tomto experi-
mentu. Bylo provedeno padesát u£ení sít¥ s navrhnutými váhami a padesát s náhodnými
koeﬁcienty. Na levém grafu je tedy rozdíl pr·m¥r· t¥chto hodnot. (náhodná - navrhnutá),
na pravém pak absolutní chyba pro jeden p°ípad. Je jasn¥ vid¥t, ºe navrhnutá sí´ dosa-
huje rychlej²í konvergence k její minimální moºné chyb¥ (která je daná velikostí sít¥). Sít¥














































prumerna chyba u kurzu Bulharska v zavislosti na trenovaci epose
Navrhnute vahy
Nahodne vahy




Pro experimenty byl pouºit jazyk C++ v prost°edí Microsoft Visual Studio 2010 Ultimate,
dostupném zdarma pro studenty FIT ke studijním ú£el·m v rámciMSDN Academic Alliance
[7]. Hlavním d·vodem pro tuto volbu byly jiº existující knihovny pro genetické algoritmy
a neuronové sít¥ v tomto jazyce. GAlib [12] pro genetické algoritmy a Flood [6] pro neuronové
sít¥.
Na dokumentaci byl pouºit LATEX (MiKTeX pro Windows s editorem TeXnicCenter)
spolu s programem gnuplot pro tvorbu graf· a Inkscape pro tvorbu diagram· a obrázk·.
Také byla pouºita norma citací z [10].
6.1 Aplikace
Vzhledem k experimentální povaze práce nebylo t°eba vytvá°et sloºitý model aplikace, proto
se experimenty spou²tí pomocí direktivy pro preprocesor, podle jejíº hodnoty se spustí pa-
t°i£ný experiment. Dodate£né parametry experimentu se ur£ují p°ímo v kodu. Pro druhý
experiment uº je dostupná struktura s nastavením parametr·, protoºe bylo t°eba je p°ena-
stavovat a m¥nit.
s t r u c t weightsExperimentParams {
i n t input ;
i n t hidden ;
i n t output ;
Flood : : Vector<double> data ;
Flood : : Vector<double> data1 ;
Flood : : Vector<double> data2 ;
i n t popsize ;
i n t ngen ;
f l o a t pmut ;
f l o a t pcross ;
} ;
6.2 Genetické algoritmy
Pro genetické algoritmy z knihovny GAlib je typický tento p°ístup k °e²ení:
1. Vybrat a nastavit jak bude vypadat genom a zakódvat problém.
2. Speciﬁkovat ﬁtness funkci, která bude ze zadaného genomu vracet jeho ohodnocení.
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3. Vytvo°it objekt genetického algoritmu a nastavit parametry.
4. Spustit evoluci a poté p°ípadn¥ uloºit/vyhodnotit/vypsat výsledky.
GABin2DecPhenotype map ;
GABin2DecGenome genome ( map , SizeExperimentObjective ) ;
GASimpleGA ga ( genome ) ;
ga . populationSize (100) ;
ga . nGenerations (100) ;
ga . pMutation ( 0 . 0 5 ) ;
ga . pCrossover ( 0 . 9 ) ;
ga . evolve ( ) ;
f l o a t SizeExperimentObjective ( GAGenome& g ) {
re turn x ;
}
Fitness funkce pro kaºdý experiment je v základu podobná. Je v ní volána neuronová
sí´ s parametry z genomu, která vrátí chybu. A £ím men²í chyba je vrácena neuronovou
sítí, tím v¥t²í ohodnocení má daný jedinec. Následující p°íklad ilustruje funkci z prvního
experimentu, kde je volána sí´ na základ¥ dvou argument· z genomu (deﬁnice genomu nad
funkcí):
GABin2DecPhenotype map ;
map . add (6 , 1 , 25) ;
map . add (7 , 1 , 30) ;
f l o a t SizeExperimentObjective ( GAGenome& g ) {
GABin2DecGenome & genome = ( GABin2DecGenome &)g ;
double b = simple_neuron ( i n t ( genome . phenotype (0 ) ) ,0 , i n t ( genome . phenotype (1 ) ) ) ;
f l o a t a = stat i c_cas t<f l o a t >(b ) ;
r e turn 1/a ;
}
Pro druhý experiment je pouºit jiný typ gen· (GARealGenome), který obsahuje pole reál-
ných £ísel z intervalu < −1, 1 >. Toto pole je pak ve funkci rozd¥leno na dv¥ matice s váhami
a dva vektory s prahy a posláno neuronové síti (zaji²´uje funkce getWeightsFromVector ze
souboru neuron.cpp).
GAAlleleSet<f l o a t > alleles ( −1 .0 ,1 .0 ) ;
GARealGenome genome (X , alleles , WeightsExperimentObjective ) ;
6.3 Neuronové sít¥
Obecný postup jak v knihovn¥ Flood vytvo°it a natrénovat vícevrstvý perceptron je:
1. Vytvo°it datový objekt a na£íst do n¥j pat°i£ná data (p°ípadn¥ provést nad daty dal²í
úpravy).
2. Vytvo°it objekt perceptronu s poºadovaným po£tem vstup·, výstup· a skrytých neu-
ron· (po£et vstup· musí souhlasit s po£tem vstupních prom¥nných datového objektu).
3. Vytvo°it cílové kritérium (£eho má sí´ dosáhnout).
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4. Vytvo°it trénovací metodu a p°ípadn¥ speciﬁkovat dodate£né parametry pro trénování.
5. Spustit trénink a poté dle pot°eby vyhodnotit výsledky.
InputTargetDataSet itds (200 , X , 1) ;
itds . set_data ( data ) ;
MultilayerPerceptron mlp (X , Y , Z ) ;
NormalizedSquaredError nse(&mlp , &itds ) ;
QuasiNewtonMethod qnm(&nse ) ;
qnm . set_maximum_epochs_number (10) ;
qnm . train ( ) ;
U v²ech experiment· je pro trénování sít¥ pouºito 75% dat a zbylých 25% je pouºit pro
testování. Chyba, kterou funkce poté vrátí, je chyba na této testovací mnoºin¥, na které
nebyla sí´ trénována (je jasné, ºe pro data, na kterých byla trénována, bude dosahovat
dobrých výsledk·). Proto je pot°eba vytvo°it novou datovou mnoºinu, pouze z p·vodních
testovacích dat (itds1), a na ní otestovat chybu (calculate_objective()).
itds . split_random_indices ( 0 . 7 5 , 0 , 0 . 2 5 ) ;
. . .
Matrix<double> test = itds . get_testing_data ( ) ;
itds1 . set_data ( test ) ;
NormalizedSquaredError nse1(&network , &itds1 ) ;
r e turn nse1 . calculate_objective ( ) ;
6.4 Úprava dat
Datové struktury z knihovny Flood pouºívají formát dat takový, kde pro vstup na neurono-
vou sí´ s N vstupními neurony je pot°ebný vektor jednotlivých vstup· o velikosti N , ov²em
£asové °ady jsou uspo°ádány jako jednotlivé °ádky bu¤ v jednom sloupci, £i ve dvou, pokud
je p°ítomen údaj o £ase. V práci byly pouºity °ady s konstatními £asovými rozestupy jeden
pracovní den. Proto je vºdy p°ed na£tením dat do datových struktur pot°eba upravit for-
mát. Dle zvoleného £asového okna (po£tu vstup· neuronové sít¥) je vºdy vytvo°ena matice,
která má po£et sloupc· rovný N + 1, kde N je velikost £asového okna a 1 je následující
hodnota (cílová hodnota predikce). Dále je je²t¥ pouºit parametr rozestupy, který ur£uje
jaká je mezera mezi vstupy. P°i hodnot¥ 0 je bráno N po sob¥ jdoucích vzork· v £asovém
okn¥, p°i hodnot¥ 1 jsou vzorky brány ob jeden. Toto zaji²´uje funkce getSpecificData
v souboru neuron.cpp.
t0 t1 t2 t4
t2 t3 t4 t5
t3 t4 t5 t6
t4 t5 t6 t7
t5 t6 t7 t8
t0 t2 t4 t5
t1 t3 t5 t6
t2 t4 t6 t7
t3 t5 t7 t8
t4 t6 t8 t9
Obrázek 6.1: Ukázka formátu vstupních dat pro N = 3 a rozestup= 0/1
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V datovém objektu je navíc pot°eba p°ed pouºitím v²echny sloupce p°e²kálovat a získat
údaje (minimum, maximum,...), které vyºaduje neuronová sí´. Tyto informace jsou pak také
pouºity pro zp¥tný p°evod dat a výsledk· z p°e²kálovaných na p·vodní.
variables_statistics = itds . scale_variables_mean_standard_deviation ( ) ;
mlp . set_variables_statistics ( variables_statistics ) ;
6.5 Modiﬁkace knihovny Flood
Na n¥kolika místech souboru MultilayerPerceptron.cpp z knihovny Flood bylo t°eba mo-
diﬁkovat zdrojový kód. Tyto zm¥ny se týkaly míst podobných, jak je ukázáno v p°íkladu
dole. Z°ejm¥ do²lo vlivem refaktorování kódu automatickými nástroji k nezám¥rnému p°e-
krytí prom¥nné i, která byla p°edávána jako parametr funkci, a zárove¬ jako prom¥nná
cyklu for. Proto byla prom¥nná cyklu zm¥n¥na na j. Flood sice obsahuje vlastní Unit testy,
nicmén¥ nastavení jejich parametr· tuto, z°ejm¥ chybu, neodhalilo. V dob¥ odevzdání práce
byly na oﬁciálním webu stále chybné zdrojové kódy.
i n t MultilayerPerceptron : : get_hidden_layer_parameters_number ( i n t i ) {
i n t hidden_parameters_number = 0 ;
f o r ( i n t i = 0 ; i < hidden_layers_size [ i ] ; i++) {






Byla provedena studie neuronových sítí a evolu£ních algoritm·, na jejímº základ¥ se realizo-
valy experimenty s predikcí £asových °ad, jako ukázka evolu£ního návrhu um¥lé neuronové
sít¥. T¥mito experimenty byla navrhnuta sí´, která je schopná u£it se predikci obecných
kurz· m¥n rychleji, neº sí´ s náhodným nastavením vah. Jedná se ov²em o pr·m¥r, p°i jed-
notlivém pokusu není jisté, jaké váhy se vygenerují. Proto pro jednotlivý pokus je tém¥° vºdy
výhodné pouºít navrhnuté váhy, které se zdají být pouºitelné pro predikci kurz· obecn¥.
Pokud by bylo pouºito více sítí, m·ºe se stát, ºe náhodné váhy budou vygenerovány vhodn¥
pro daný p°ípad. Zadání bylo spln¥no ve v²ech bodech, jak teoretická, tak praktická £ást.
K experiment·m byl pouºit jazyk C++ s knihovnami GALib (evolu£ní algoritmy) a
Flood (neuronové sít¥) s pomocí Microsoft Visual Studio 2010. Analýza i zpracování
dat a výsledk· probíhala pomocí program· jako GNUPLOT, PYTHON. Pro sazbu dokumentace
poslouºil LATEXa pro kreslení diagram· a obrázk· INKSCAPE.
7.1 Moºnosti dal²ího rozvoje
P°i praktickém pouºití by stálo za zváºení najít pro evolu£ní návrh více r·zných typ· kurz·,
nebo se snaºit vybrat lep²í, obecn¥j²í vzorky. Nap°íklad na v²echny dostupné kurzy pouºít
metodu shlukování pomocí neuronové sít¥ a u£ení bez u£itele (kapitola 2.5), a tím najít
pot°ebné, typické vzorky.
Dal²í zajímavé roz²í°ení by bylo spojit predikci kurz· s dolováním znalostí z expertních
databází, £i hledáním závislostí mezi kurzy jednotlivých stát·. V tu chvíli by se predikovalo
nejen z minulých hodnot daného kurzu, ale z více kurz·. P°ípadn¥ je²t¥ zahrnout r·zné
burzovní ukazatele, indexy, £i jiné hodnoty závislé na £ase.
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P°íklad °e²ení problému XOR dop°ednou vícevrstvou sítí s u£ícím algoritmem back-propagation
[3, str. 3940]. Topologie sít¥ je znázorn¥na na obrázku A.1. ern¥ vybarvené neurony jsou














Obrázek A.1: Topologie sít¥ pro p°íklad
Inicializace
 Nastav váhy (w,v) na náhodná malá £ísla.
 Nastav míru u£ení η nap°íklad na 0.001.
 Vyber aktiva£ní funkci, nap°íklad tanh().
Vybrání vzoru
V této fázi je vybrán vzor na u£ení sít¥, pro XOR jsou zde 4 moºné vzory:
T : (0, 0) −→ 0
T : (0, 1) −→ 1
T : (1, 0) −→ 1
T : (1, 1) −→ 0
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Propagace
V této fázi je aktivace neuron· propagována dop°edu mezi vrstvami. Pro kaºdou vrstvu jsou
nap°ed se£teny vstupy a poté provedena transformace aktiva£ní funkcí.
in1 = w10 + w11x1 + w12x2
in2 = w20 + w21x1 + w22x2
o1 = tanh(in1)
o2 = tanh(in2)
in3 = v10 + v11o1 + v12o2
o3 = tanh(in3)
Ur£ení chyby
Nyní se spo£ítají chyby jednotlivých neuron·, kde t je hodnota, které by se o3 m¥lo rovnat
dle vzoru:
δ3 = (t− o3)f ′(o3) = (t− o3)(1− o23)
δ1 = δ3v11f
′(o1) = δ3v11(1− o21)
δ2 = δ3v12f
′(o2) = δ3v12(1− o22)
Zm¥na vah
V²echny váhy v síti se nakonec zm¥ní dle t¥hto vzore£k·. Jinými slovy, upraví se o trochu
tak, aby lépe odpovídala vzoru, který je v tuto chvíli u£en. Jak moc velký skok se provede
záleºí na hodnot¥ η.
∆v10 = η ∗ δ3 ∗ 1
∆v11 = η ∗ δ3 ∗ o1
∆v12 = η ∗ δ3 ∗ o2
∆w10 = η ∗ δ1 ∗ 1
∆w11 = η ∗ δ1 ∗ x1
∆w12 = η ∗ δ1 ∗ x2
∆w20 = η ∗ δ2 ∗ 1
∆w21 = η ∗ δ2 ∗ x1
∆w22 = η ∗ δ2 ∗ x2
Opakování
Toto se opakuje vícekrát (dle pot°eby) pro kaºdý vzor v trénovací mnoºin¥, dokud sí´ nedává



































































































Obrázek B.1: Grafy °ad
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