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Abstract
Stochastic partial differential equations arise when modelling uncer-
tain phenomena. Here the emphasis is on uncertain systems where the
randomness is spatial. In contrast to traditional slow computational
approaches like Monte Carlo simulation, the methods described here
can be orders of magnitude more efficient. These more recent methods
are based on some kind stochastic Galerkin approximations, approxi-
mating the unknown quantities as functions of independent random
variables, hence the name “white noise analysis”. We outline the steps
leading to the fully discrete equations, commenting on one possible
numerical solution method. Key to many of the developments is ten-
sor product structure of the solution, which must be exploited both
theoretically and numerically. For two examples with polynomial non-
linearities the computations are shown to be quite explicit and can be
performed largely analytically.
Keywords: nonlinear stochastic elliptic partial differential equations,
stochastic Galerkin methods, Wiener’s polynomial chaos, white noise
analysis, stochastic finite elements
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1 Introduction
Oftentimes, numerical simulations of real-world systems are required even
though not all parameters are exactly known. The uncertainties inherent in
the model result in uncertainties in the results of numerical simulations, a fact
which is often ignored in common practise. Clearly, it is desirable to quantify
the uncertainties in the solution depending on the model’s uncertainties.
Stochastic models are one way to quantify uncertainties. Uncertain pa-
rameters are modelled by random variables, uncertain time-dependent func-
tions by stochastic processes, and uncertain spatial properties by random
fields [2, 3, 9, 50]. If the physical system is described by a partial differential
equation (PDE), then the combination with the stochastic model results in a
stochastic PDE (SPDE) [18, 27, 11, 42]. The solution of the SPDE is a ran-
dom field describing both the expected system-response and its quantitative
uncertainty.
These are parametrised equations, and such parametrised equations na-
turally have solutions in tensor product spaces. Solution methods for such a
problem range over a wide set of approaches, see [24, 30, 43, 44, 48, 23, 32,
33, 34] for some developments mainly in the field of stochastic mechanics.
Next to the well-known spatial and temporal discretisation of the partial
differential equation, the stochastic processes and random fields have to be
discretised, and for the purpose of computation be approximated by a finite
number of random variables. For computational purposes it is advantageous
to describe and approximate the problem in independent random variables,
a technique also known as “white noise analysis” [22, 17, 18, 19, 28].
The next step is to compute the response and its stochastic description
in terms of the stochastic input. To start, we need a description of the
mathematical setting which allows one to see that such stochastic models
are well-posed in the sense of Hadamard essentially if the underlying de-
terministic model is so, and if this also holds for every possible realisation
[4, 13, 27, 32, 34, 41]. This will be briefly sketched here in Sections 2 and 3.
Solution methods [34] comprise direct integration, including Monte Carlo
[7, 45] and its relatives, as well as deterministic integration methods such as
Smolyak sparse-grid methods [14, 38, 40], stochastic collocation [6, 36, 37],
and stochastic Galerkin methods [16, 31, 20, 4, 52, 26, 32, 5, 52, 51, 1, 53, 41],
to name a few of the more popular ones. Here a variational framework for
stochastic Galerkin (SG) methods will be given, numerical experiments may
be found in the references just cited. The usual deterministic part will be
summarised in Section 4, and the stochastic discretisation will be given for a
simple but important kind of choice of approximating subspaces in Section 5.
In Section 6 a very brief description of a possible numerical method for
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the solution of the fully discrete set of nonlinear equations is given, one that
gives promising results [32, 33, 34] and observes the highly structured nature
of the operations on tensor product spaces.
Two examples are given in Section 7 where the nonlinearity is polynomial,
in Subsection 7.1 a nonlinear diffusion, and in Subsection 7.2 the stationary
Navier-Stokes equation is considered. With the properties of the Hermite
algebra, given in Appendices C and D, the computation of the nonlinearities
can be quite explicit, with a large part of the computations performed analy-
tically. We close with a conclusion and outlook on further work in Section 8.
2 Deterministic model problem
The model problem is formally one of stationary diffusion, and it is intended
to serve as a motivating example on how SPDEs may arise. It may for
example describe the seepage of groundwater through a porous subsurface
rock / sand formation, or heat conduction in an inhomogeneous medium.
We first introduce the deterministic problem, where G ⊂ Rd is the spatial
domain of interest, u is the diffusing quantity, κ is the diffusion tensor in the
non-linear diffusion law for the flow q = −κ(u)∇u. As the diffusion tensor
may depend on u, the problem may be nonlinear. The quantity f represents
sinks and sources in the domain. For simplicity we assume homogeneous
Dirichlet boundary conditions. The stationary diffusion equation then is
−∇ · (κ(x, u(x))∇u(x)) = f(x), x ∈ G ⊂ Rd. (1)
For the sake of simplicity also the conductivity tensor κ is represented by
just a scalar field κ. None of these simplifications have any influence on what
we want to show later.
For the possible solutions we choose a closed subspace of the Sobolev
space W 1p (G), namely the completion of the compactly supported smooth
functions in the W 1p -norm
U := W˚ 1p (G), (2)
so that the essential Dirichlet boundary conditions are satisfied, and allow
for the right-hand-side f ∈ U∗ ' W−1q (G), where as usual 1/p + 1/q = 1.
To describe the diffusive process, define the generalised Nemytskii-operator
K : U → Q := Lq(G,Rd) by
K : u(x) 7→ (κ(x) + cu(x)2)∇u(x) =: κ(x, u(x))∇u(x). (3)
This is a continuous map from U = W˚ 1p (G) into Q = Lq(G,Rd) for p = 4
because of the type of nonlinearity. Additionally we require c > 0, κ(x) > 0
a.e., κ ∈ L∞(G) and 1/κ ∈ L∞(G).
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This makes the semilinear (linear in v) form
a(v, u) :=
∫
G
∇v(x) · K(u)(x) dx (4)
hemicontinuous in u and continuous in v, and defines a hemicontinuous non-
linear operator A : U → U∗ such that
∀u, v ∈ U : a(v, u) = 〈A(u), v〉U , (5)
where 〈·, ·〉U is the duality pairing between U and its dual U∗. If there is no
danger of confusion, we will omit the index on the duality pairing.
Proposition 1. The operator A is hemicontinuous, strictly monotone and
coercive. Standard arguments on monotone operators e.g. [21, 39] allow us
then to conclude that under the conditions just described, the problem to find
u ∈ U such that
∀v ∈ U : a(v, u) = 〈A(u), v〉 = 〈f, v〉 (6)
has a unique solution. In the linear case this reduces to the Lax-Milgram
lemma.
This result shall serve as a reference of how we would like to formulate the
stochastic problem in the next Section 3, namely have a well-posed problem
in the sense of Hadamard. In the deterministic case it is well-known that this
property of well-posedness will be inherited by the numerical approximation
if it is done right.
3 Stochastic model problem
In the stochastic case, we want to model κ as well as f as random fields
defined over some probability space (Ω,A,P), where Ω is the basic probability
set of elementary events, A a σ-algebra of subsets of Ω, and P a probability
measure. We require additionally
κ(x, ω) > 0 a.e., ‖κ‖L∞(G×Ω) <∞, ‖1/κ‖L∞(G×Ω) <∞. (7)
The solution to Eq. (6) will also be a random field in that case, and we allow
for that by choosing as a solution space
W := U ⊗ S, (8)
3
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where in this case we choose S = Lp(Ω) because of the type of nonlinearity.
The basic tensor product space is isomorphic to the space of finite rank linear
maps Lq(Ω) ' S∗ → U which may be equipped with the Schatten-p-norm
[46]. This is the `p-norm of the sequence of singular values, and we take
W to actually be the completion of the so normed tensor product. This is
a reflexive space, just as U , and U is naturally isometrically embedded via
u 7→ u⊗ 1 as a deterministic subspace.
We define a semilinear form a on W via
a(v, u) := E (a[ω](u(x, ω, v(x, ω))) , (9)
where E (·) is the expectation on Ω. The parameter-dependent semilinear
forms are just as for the deterministic problem Eq. (4):
a[ω](v, u) :=
∫
G
∇v(x, ω) ·K(x, ω, u(x, ω)) dx, (10)
where the generalised Nemytskii-operator on K : W = U ⊗ S → Q ⊗ S∗ is
given by
K : u(x, ω) 7→ (κ(x, ω) + cu(x, ω)2).∇u(x, ω). (11)
Again, this defines a hemicontinuous nonlinear operator A : W → W∗ such
that
∀u, v ∈ W : a(v, u) = 〈〈A(u), v〉〉, (12)
where 〈〈·, ·〉〉 is the duality pairing betweenW∗ andW. HereW∗ is isomorphic
to the completion of U∗ ⊗ S∗ in the Schatten-q-norm.
A linear form f on W is similarly defined through its deterministic but
parameter-dependent counterpart for all v ∈ U
〈f(ω), v〉 :=
∫
G
v(x)f(x, ω) dx, (13)
by 〈〈f, w〉〉 := E (〈f(ω), w(ω)〉) for all w ∈ W.
Proposition 2. The operator A is hemicontinuous, strictly monotone and
coercive, and standard arguments on monotone operators (cf. Proposition 1)
allow us then to conclude that the problem to find u ∈ W such that
∀v ∈ W : a(v, u) = 〈〈A(u), v〉〉 = 〈〈f, v〉〉 (14)
has a unique solution. In the linear case this reduces to the Lax-Milgram
lemma again.
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4 Discretisation in space
Almost any technique may be used for the spatial discretisation, e.g. finite
differences or finite elements, and we use a finite element discretisation of the
region G ⊂ Rd with a vector of ansatz-functions φ(x) = [φ1(x), . . . , φN (x)],
e.g. [47, 10]. We define UN := span{φn | 1 ≤ n ≤ N} ⊂ U . An ansatz for the
solution in terms of φ(x) yields a semi-discretisation of Eq. (14). Similarly
to the method of lines for instationary boundary value problems where the
coefficients would be time-dependent, we obtain an expansion
usemi(x, ω) =
N∑
n=1
un(ω)φn(x) = φ(x)u(ω), (15)
where the coefficients are random variables u(ω) = [u1(ω), . . . , uN (ω)]
T .
By inserting the ansatz into the SPDE Eq. (14) and applying Galerkin
conditions, a system of N nonlinear stochastic equations in RN results,
A[ω](u(ω)) = f(ω) for P-almost all ω ∈ Ω. (16)
Here the n-th equation is given by a[ω](usemi(·, ω)), φn) =: (A[ω](u(ω)))n
and (f(ω))n := 〈f(·, ω), φn〉. It is worth noting that almost surely in ω,
the operator in Eq. (16) inherits the properties of Propositions 1 and 2—in
fact essentially uniformly in ω due to Eq. (7)—as it is a symmetric Bubnov-
Galerkin projection onto the subspace UN ⊗ S [47, 10, 32, 34].
5 Discretisation of the probability space
In the following we will use a stochastic Galerkin (SG) method to fully dis-
cretise Eq. (16) [15, 16, 31, 20, 4, 52, 26, 32, 5, 1, 51, 41]. To effect the full
Galerkin approximation one still has to choose ansatz functions—effectively
functions of known RVs—in which to express the unknown coefficients (RVs)
un(ω). We choose as ansatz functions Wiener’s polynomial chaos expansion
(PCE) [25, 16, 31, 32, 34], i.e. multivariate Hermite polynomials Hα in Gaus-
sian RVs. The multivariate Hermite polynomials are given in Appendix B.
Reassuringly, the Cameron-Martin theorem [22, 17, 18, 19, 28] tells us that
the algebra of Gaussian variables is dense in all Lp(Ω) with 1 ≤ p < ∞,
hence in particular in S = L4(Ω).
For example, if we simply decide to have an approximation in K Gaussian
RVs with a total polynomial degree of P to choose a finite basis, then one
chooses a A as a finite subset of J := N(N)0 , the set of all finite non-negative
5
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integer sequences, i.e. of multi-indices, see Appendix A.
A = {α = (α1, . . . , αK , . . .) ∈ J | αk = 0 for k > K, and |α|1 < P},
where the cardinality of A is
A := |A| = (K + P )!
K!P !
.
Although the set A is finite and J is countable, there is no natural order
on it; we therefore do not impose one at this point. The determination of
A via K and P as above is in many cases too crude, not least because the
cardinality changes very unevenly with changing K and M . More elaborate
ways to define A have to be employed using different functionals than just
the `1-norm.
As ansatz in the probabilistic or stochastic space we take
u(ω) =
∑
α∈A
uαHα(θ(ω)), (17)
with uα := [uα1 , . . . , u
α
N ]
T . Through the discretisation the stochastic space S
has been replaced by a subspace SA := span{Hα|α ∈ A}.
The Bubnov-Galerkin method applied to Eq. (16) with the ansatz Eq. (17)
requires that the weighted residuals vanish:
∀β ∈ A : E
([
f(ω)−A[ω]
(∑
α∈A
uαHα(θ(ω))
)]
Hβ(ω)
)
= 0. (18)
This may be concisely written—with quantities in the fully discrete space
RN ⊗ RA denoted by an upright bold font—as
r(u) := f −A(u) = 0, or A(u) = f , (19)
where (f)βn := E ((f(ω))nHβ(ω)), u := (uαn), and
(A(u))βn = E
((
A[ω](
∑
α∈A
uαHα(ω))
)
n
Hβ(ω)
)
.
A quantity like u may be thought of as an array of numbers (uαn), exploiting
the isomorphy RN⊗RA ' RN×A, or as an abstract tensor∑α uα⊗eα, where
the eα are the canonical unit vectors in RA, or—in a purely linear algebra
fashion—regard the symbol ⊗ consistently as a Kronecker product. It may
be noted that Eq. (19) are A×N equations, and the system Eq. (19) inherits
the properties of Propositions 1 and 2 as it is a symmetric Bubnov-Galerkin
projection onto the finite dimensional subspace WN,A := UN ⊗ SA.
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Proposition 3. Convergence of the full Galerkin approximation [32, 34] with
coefficients the solution from Eq. (19)
uf(x, ω) :=
∑
α
(φ(x)uα)Hα(θ(ω)) =
∑
n,α
uαnφn(x)Hα(θ(ω)), (20)
to the solution of the SPDE u from Eq. (14) with increasing densly filling
subspaces WN,A ⊆ W may be established with Ce´a’s lemma [47, 10] as being
quasi-optimal:
‖u− uf‖W ≤ C inf
v∈WN,A
‖u− v‖W . (21)
For better convergence estimates, one would need results on the regularity
of the solution u to Eq. (14). For norms weaker than the Schatten-p-norm
used in Eq. (21), one may take the results in [8], these show the benefit of
not only increasing the polynomial degree, but also the total number K of
RVs used in the approximation.
6 Solution methods
We may solve the nonlinear system Eq. (19) by the BFGS method with line-
searches, e.g. cf. [29, 12]. In every iteration a correction of the current iterate
uk is computed as
uk+1 − uk = −Hkr(uk), (22)
Hk = H0 +
k∑
j=1
(rjpj ⊗ pj + sjqj ⊗ qj). (23)
The tensors pj ,qj and the scalars rj , sj are results of the previous iterations
of the BFGS method, cf. [29, 12]. A preconditioner or initial H0 is necessary
in order to obtain good convergence. Most preconditioners have the form
H0 = M ⊗Ξ with matrices M ∈ RN×N and Ξ ∈ RA×A [32, 49], and hence
display a typical tensor-product structure. One may note that Eq. (22) is
an iteration on tensors, and that the update to the operator is also in form
of a rank-2-tensor. Needless to say that in actual computations, neither in
Eq. (22) nor anywhere else are the tensor products like in Eq. (23) actually
formed [29]. This would completely destroy the very sparse nature of the
computations, but rather the components are always only used in the form
of an operator and stored separately [54].
7
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7 Polynomial Nonlinearities
While the development of the previous sections gives a general avenue to
approach not only the formulation and discretisation of nonlinear SPDEs, but
also the actual numerical solution process for the discrete solution, in many
cases one can be more specific. Often the nonlinearity is just a polynomial
in the solution (or may be represented by a power series in the solution), e.g.
the Navier-Stokes Equation, where the nonlinearity is just quadratic. For this
it is advantageous to have a direct representation of polynomials of random
variables.
In Appendices C and D it is shown how to treat polynomial nonlinearities
in terms of the Hermite-algebra and Hermite transform, and that will be
employed here.
Computationally we will represent random variables r1, r2, . . . by the se-
quence of their PCE-coefficients (ρ1) = H (r1), (ρ2) = H (r2) etc., see Ap-
pendix D. This then allows us to express products of two—see Eq. (65) and
Eq. (66), or more random variables similarly to Eq. (67)—all with the help
of the Hermite transform.
7.1 Nonlinear Diffusion
Let us take a look at the introductory example of a nonlinear diffusion equa-
tion Eq. (1) with the specific nonlinearity Eq. (11). After semi-discretisation
the Eq. (16) may be written as
A[ω](u(ω) = (K0(ω) +Kc(u(ω)))u(ω) = f(ω), (24)
where u(ω) and f(ω) are as before, and almost as a usual stiffness matrix
(K0(ω))n,m :=
∫
G
∇φn(x) · κ(x, ω)∇φm(x) dx, (25)
and
(Kc(u(ω)))n,m :=
∫
G
∇φn(x) · c (uf(x, ω))2∇φm(x) dx, (26)
with uf(x, ω) :=
∑
α(φ(x)u
α)Hα(θ(ω)). This quantity may also be expressed
with u = [uαn] for later use as u
f(u) := uf(x, ω) =
∑
n,α u
α
nφn(x)Hα(θ(ω)).
By denoting ufα(x) := φ(x)u
α =
∑
n u
α
nφn(x), we recognise these coefficients
to be the Hermite transform H (uf(x, ω)) = (ufα(x))α∈J , see Appendix D.
From this and with the notation (ui) = (. . . , u
α
i , . . . ) one sees that the PCE
8
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of (uf(x, ω))2 is
(uf(u))2 = (uf(x, ω))2 =H −1(C2((ufα(x)), (u
f
α(x)))) =∑
γ
∑
i,j
φi(x)((ui)C
γ
2(uj))φj(x)
Hγ(θ(ω)). (27)
There are different ways of going on from here, the simplest seems to be to
set in Eq. (25) K0(ω) =
∑
γ Hγ(θ(ω))K
γ
0 , with K
γ
0 := E (HγK0) /γ!, as the
Hγ are orthogonal. For Eq. (26) this looks just as simple, settingKc(u(ω)) =∑
γ Hγ(θ(ω))K
γ
c (u
f) with Kγc (u
f) := E (Hγ(θ(ω))Kc(u(ω))) /γ!. The terms
in the last expression may be facilitated with Eq. (27), so that
(Kγc (u
f))n,m =
∫
G
∇φn(x) c
∑
i,j
φi(x)((ui)C
γ
2(uj))φj(x)
∇φm(x) dx.
(28)
Both matrices now have a PCE.
Using these PCEs when computing the terms of Eq. (19) with the help
Eq. (18), we obtain (
K0 +Kc(u
f(u))
)
u = f , (29)
where f and u are as before in Eq. (19). For K0 the Galerkin projections in
Eq. (18) result in
(K0)α,β :=
∑
γ
E (HαHγHβ)Kγ0 =:
∑
γ
∆γα,βK
γ
0 , with (30)
∆γα,β := E (HαHγHβ) = c
γ
α,βγ! (see Appendix C). (31)
This can be written as a tensor product
K0 =
∑
γ
Kγ0 ⊗∆γ . (32)
Similarly, for Kc the Galerkin projections in Eq. (18) result in
(Kc)α,β(u
f(u)) :=
∑
γ
∆γα,βK
γ
c (u
f). (33)
This can again be written as a tensor product
Kc(u
f(u)) =
∑
γ
Kγc (u
f)⊗∆γ . (34)
9
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All the terms of the nonlinear Eq. (29) have now explicitly computed,
most of them purely analytically. This shows the power of the Hermite al-
gebra calculus for such polynomial nonlinearities, giving the explicit form of
Eq. (29) as (∑
γ
Kγ0 ⊗∆γ +
∑
γ
Kγc (u
f(u))⊗∆γ
)
u = f . (35)
One should note that, regarding the discussion following Eq. (19), the ope-
ration ⊗ has to be interpreted according to the context. If H ∈ RN×N ,
Ψ ∈ RA×A, h ∈ RN , and ψ ∈ RA, then the operator H ⊗ Ψ acts on the
tensor h⊗ψ as
(H ⊗ Ψ)h⊗ψ := (Hh)⊗ (Ψψ),
and is extended by continuity to the whole space. If, as already mentioned,
the symbol ⊗ is consistently interpreted as a Kronecker product, one gets
a fully linear algebra like description, whereas interpreting u as a matrix
U = [uαn], the operator acts as HUΨ
T .
7.2 Stationary Navier-Stokes
Let us take as another example the stationary incompressible Navier-Stokes
equation (with appropriate boundary conditions), where the nonlinearity is
quadratic:
v · ∇v − 1
Re
∇2v +∇p = g, and ∇ · v = 0, (36)
where v(x) is the velocity vector at position x, the pressure at x is given by
p(x), the body force per unit mass is g(x), and Re is the Reynolds number.
Assuming that boundary conditions, or initial conditions, or right hand side
g are uncertain, we model the response as random fields v(x, ω) and p(x, ω).
In a discretised version, the Eq. (36) will look like
N(v,v) +Kv +Bp = g, and BTv = 0, (37)
where the type of discretisation is not really important for the formulation
of the stochastic response. The bilinear operator N(·, ·) comes from the
nonlinear convective acceleration term, K is the matrix corresponding to the
diffusive part, and B is a discrete gradient; v and p are the vectors for the
discrete representation of the velocity v and pressure p.
Remark 1. It may be injected here, that if the Reynolds number—or rather
the viscosity as the density is constant for an incompressible flow—were to be
10
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regarded as random field, then the matrix K in Eq. (37) would be a random
matrix like K0 in Eq. (24) with a corresponding PCE.
Expressing the quantities involved in their PCE
v(θ(ω)) =
∑
α∈A
vαHα(θ(ω)), (38)
p(θ(ω)) =
∑
β∈A
pβHβ(θ(ω)), (39)
g(θ(ω)) =
∑
γ∈A
gγHγ(θ(ω)), (40)
one obtains with the help of Appendices C and D∑
β,γ∈A
N(vβ ,vγ)HβHγ +
∑
α∈A
KvαHα +
∑
α∈A
BpαHα =
∑
α∈A
gαHα, (41)
and ∑
α∈A
BTvαHα = 0. (42)
With the help of Eq. (57), the nonlinear term in Eq. (41) can be rewritten
as ∑
β,γ∈A
N(vβ ,vγ)HβHγ =
∑
α
∑
β,γ
cαβγN(v
β ,vγ)
Hα (43)
Inserting this into Eq. (41) and projecting onto each Hα gives
∀α ∈ A :
∑
β,γ
cαβγN(v
β ,vγ) +Kvα +Bpα = gα, (44)
and BTvα = 0. (45)
Using tensor products v and p as before, and defining in the matrix repre-
sentation
N(v,v) = [. . . ,
∑
β,γ
cαβγN(v
β ,vγ), . . .], (46)
this may be succinctly written as
N(v,v) + (K ⊗ I)v + (B ⊗ I)p = g, (47)
and (BT ⊗ I)v = 0. (48)
This is an explicit PCE representation of the nonlinear stationary incom-
pressible Navier-Stokes equation, making the Hermite-algebra calculus quite
explicit. Observe that all high-dimensional integrations were done analyti-
cally.
11
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8 Conclusion
We have tried to provide a short introduction to nonlinear SPDEs and sto-
chastic Galerkin methods based on white noise analysis. But the computatio-
nal effort is often still very high even though there may be tremendous gains
compared to the ubiquitous Monte Carlo method. The references mentioned
in the introduction contain many interesting directions how the computa-
tional burden may be alleviated through adaptivity and model reduction or
reduced order models. Some recent references to this kind of work may be
found for example in [34, 35].
A Multi-Indices
In the above formulation, the need for multi-indices of arbitrary length arises.
Formally they may be defined by
α = (α1, . . . , α, . . .) ∈ J := N(N)0 , (49)
which are sequences of non-negative integers, only finitely many of which are
non-zero. As by definition 0! := 1, the expressions
|α|1 :=
∞∑
=1
α and α! :=
∞∏
=1
α!
are well defined for α ∈ J .
B Hermite Polynomials
As there are different ways to define—and to normalise—the Hermite polyno-
mials, a specific way has to be chosen. In applications with probability theory
it seems most advantageous to use the following definition [22, 17, 18, 19, 28]:
hk(t) := (−1)ket2/2
(
d
dt
)k
e−t
2/2; ∀t ∈ R, k ∈ N0, (50)
where the coefficient of the highest power of t —which is tk for hk —is equal
to unity.
The first five polynomials are:
h0(t) = 1, h1(t) = t, h2(t) = t
2 − 1,
h3(t) = t
3 − 3t, h4(t) = t4 − 6t2 + 3.
12
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The recursion relation for these polynomials is
hk+1(t) = t hk(t)− k hk−1(t); k ∈ N. (51)
These are orthogonal polynomials w.r.t standard Gaussian probability
measure Γ, where Γ(dt) = (2pi)−1/2e−t
2/2 dt —the set {hk(t)/
√
k! | k ∈ N0}
forms a complete orthonormal system (CONS) in L2(R,Γ) —as the Hermite
polynomials satisfy ∫ ∞
−∞
hm(t)hn(t) Γ(dt) = n! δn,m. (52)
Multi-variate Hermite polynomials will be defined right away for an in-
finite number of variables, i.e. for t = (t1, t2, . . . , t, . . .) ∈ RN, the space of
all sequences. For α = (α1, . . . , α, . . .) ∈ J remember that except for a fi-
nite number all other α are zero; hence in the definition of the multi-variate
Hermite polynomial
Hα(t) :=
∞∏
=1
hα(t); ∀t ∈ RN, α ∈ J , (53)
except for finitely many factors all others are h0, which equals unity, and the
infinite product is really a finite one and well defined.
The space RN can be equipped with a Gaussian (product) measure [22,
17, 18, 19, 28], again denoted by Γ. Then the set {Hα(t)/
√
α! | α ∈ J } is a
CONS in L2(RN,Γ) as the multivariate Hermite polynomials satisfy∫
RN
Hα(t)Hβ(t) Γ(dt) = α! δαβ , (54)
where the Kronecker symbol is extended to δαβ = 1 in case α = β and zero
otherwise.
C The Hermite Algebra
Consider first the usual univariate Hermite polynomials {hk} as defined in
Appendix B, Eq. (50). As the univariate Hermite polynomials are a linear
basis for the polynomial algebra, i.e. every polynomial can be written as linear
combination of Hermite polynomials, this is also the case for the product of
two Hermite polynomials hkh`, which is clearly also a polynomial:
hk(t)h`(t) =
k+∑`
n=|k−`|
cnk`hn(t), (55)
13
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where n is an index, not an exponent. The coefficients are only non-zero [28]
for integer g = (k + `+ n)/2 ∈ N and if g ≥ k ∧ g ≥ ` ∧ g ≥ n. They can be
explicitly given
cnk` =
k! `!
(g − k)! (g − `)! (g − n)! , (56)
and are called the structure constants of the univariate Hermite algebra.
For the multivariate Hermite algebra, analogous statements hold [28]:
Hα(t)Hβ(t) =
∑
γ
cγαβHγ(t). (57)
with the multivariate structure constants
cγαβ =
∞∏
=1
c
γ
αβ
, (58)
defined in terms of the univariate structure constants Eq. (56).
From this it is easy to see that
E (HαHβHγ) = E
(
Hγ
∑
ε
cεαβHε
)
= cγαβγ!. (59)
Products of more than two Hermite polynomials may be computed recur-
sively, we here look at triple products as an example, using Eq. (57):
HαHβHδ =
(∑
γ
cγαβHγ
)
Hδ =
∑
ε
(∑
γ
cεγδc
γ
αβ
)
Hε. (60)
D The Hermite Transform
A variant of the Hermite transform maps a random variable onto the set of
expansion coefficients of the PCE [18]. Any random variable which may be
represented with a PCE
r(ω) =
∑
α∈J
%αHα(θ(ω)), (61)
is mapped onto
H (r) := (%α)α∈J = (%) ∈ RJ . (62)
14
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On the other hand, from a sequence indexed by J , as a mapping ρ : J →
R : α 7→ ρα, one may obtain the random variable
H −1((ρ)) =H −1((ρα)α∈J ) :=
∑
α∈J
ραHα, (63)
which defines the inverse Hermite transform.
These sequences may be seen also as the coefficients of power series in
infinitely many complex variables z ∈ CN, namely by∑
α∈J
%αzα,
where zα :=
∏
 z
α
 . This is the original definition of the Hermite transform
[18].
It can be used to easily compute the Hermite transform of the ordinary
product like in Eq. (57), as
H (HαHβ) = (c
γ
αβ)γ∈J . (64)
With the structure constants Eq. (58) one defines the matrices Cγ2 := (c
γ
αβ)
with indices α and β. The Hermite transform of the product of two random
variables r1(ω) =
∑
α∈J %
α
1Hα(θ) and r2(ω) =
∑
β∈J %
β
2Hβ(θ) is hence
H (r1r2) =
(
(%1)C
γ
2(%2)
T )
)
γ∈J (65)
Each coefficient is a bilinear form in the coefficient sequences of the factors,
and the collection of all those bilinear forms C2 = (C
γ
2)γ∈J is a bilinear
mapping that maps the coefficient sequences of r1 and r2 into the coefficient
sequence of the product
H (r1r2) =: C2((%1), (%2)) = C2 (H (r1),H (r2)) . (66)
Products of more than two random variables may now be defined recur-
sively through the use of associativity. e.g. r1r2r3r4 = (((r1r2)r3)r4):
∀k > 2 : H
(
k∏
=1
r
)
:= Ck((%1), (%2), . . . , (%k)) :=
Ck−1(C2((%1), (%2)), (%3) . . . , (%k)). (67)
Each Ck is again composed of a sequence of k-linear forms {Cγk}γ∈J , which
define each coefficient of the Hermite transform of the k-fold product.
15
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