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ON THE GEOMETRY OF RIEMANNIAN MANIFOLDS WITH
DENSITY
WILLIAM WYLIE AND DMYTRO YEROSHKIN
Dedicated to Frank Morgan
Abstract. We introduce a new geometric approach to a manifold equipped with a
smooth density function that takes a torsion-free affine connection, as opposed to a
weighted measure or Laplacian, as the fundamental object of study. The connection
motivates new versions of the volume and Laplacian comparison theorems that are
valid for the 1-Bakry-E´mery Ricci tensor, a weaker assumption than has previously
been considered in the literature. As applications we prove new generalizations
of Myers’ theorem and Cheng’s diameter rigidity result. We also investigate the
holonomy groups of the weighted connection. We show that they are more general
than the Riemannian holonomy, but also exhibit some of the same structure. For
example, we obtain a generalization of the de Rham splitting theorem as well as
new rigidity phenomena for parallel vector fields. A general feature of all of our
rigidity results is that warped or twisted product splittings are characterized, as
opposed to the usual isometric products.
1. Introduction
Ricci curvature for a Riemannian manifold equipped with a smooth positive density
function e−f was first considered by Lichnerowicz [Lic70,Lic71] and was systematically
studied and vastly generalized by Bakry-E´mery [BE´85] and their collaborators. Their
approach is to study a weighted Laplacian and the curvature is defined to provide
a Bochner formula for this operator acting on functions. This is also often viewed
as the study of a manifold with smooth measure where the measure is defined so
that the weighted Laplacian is self-adjoint. This approach has been extraordinarily
fruitful as the Bakry-E´mery Ricci tensors have become a fundamental concept in
probability, analysis, and geometry and are important in Ricci flow, optimal transport,
isoperimetric problems, and general relativity. In fact, Bakry-E´mery’s work is vastly
more general, as they make sense of Bochner formulas for a much larger class of
operators. Given the reach of their work, it is remarkable that their ideas in the very
special case of manifolds with density has had so many applications.
With the many applications of weighted Ricci curvature, it is also desirable to gen-
eralize other aspects of Riemannian geometry to the weighted setting. A standard
introductory course in Riemannian geometry shows how the subject flows naturally
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from the existence of the unique Levi-Civita torsion free and compatible affine con-
nection. In this paper we give a new approach to manifolds with density which also
takes a torsion free affine connection as the fundamental object.
Let ∇ the Levi-Civita connection of a Riemannian manifold (M, g). For a one-
form α define ∇αUV = ∇UV −α(U)V −α(V )U . ∇α is a torsion free affine connection,
moreover it is projectively equivalent to ∇, meaning that ∇α has the same geodesics,
up to re-parametrization, as ∇. In fact, a result of Weyl [Wey21] states that any
torsion-free connection projectively equivalent to ∇ is of the form ∇α for some α.
Any connection ∇˜ has a well defined (1, 3)-curvature tensor and (0, 2)-Ricci tensor
given by the formulae
R∇˜(X, Y )Z = ∇˜X∇˜Y Z − ∇˜Y ∇˜XZ − ∇˜[X,Y ]Z,
and Ric∇˜(Y, Z) = Tr
[
X → R∇˜(X, Y )Z
]
.
To see the link to Bakry-E´mery Ricci curvature, let e−f be a positive density
function on M. The N -Bakry-E´mery Ricci tensor is defined as
RicNf = Ric+Hess f −
df ⊗ df
N − n ,
where N is a constant that is also allowed to be infinite, in which case we write
Ric∞f = Ric+Hess f . For a manifold of dimension larger than 1, if we let α =
df
n−1 ,
then we recover a Bakry-E´mery Ricci tensor, as a simple calculation (see Proposition
3.3) shows that
Ric∇
α
= Ricg +Hess f +
df ⊗ df
n− 1 = Ric
1
f .
In other words, the Ricci tensor of a projectively equivalent connection is exactly the
1-Bakry-E´mery Ricci tensor.
The Bakry-Emery Ricci tensor has traditionally been studied for values of the
parameter n < N ≤ ∞, and this is where bounds on Bakry-Emery Ricci tensors are
equivalent to the curvature dimension condition as defined by Bakry-E´mery. There
are many recent papers on this condition, some that are most relevant to the results of
this paper are [Lot03,Mor05,Mor09b,MW12,WW09]. Also see chapter 18 of [Mor09a]
and the references there-in.
Note that a lower bound on Ric1f is a weaker condition than Ric
N
f for n < N ≤ ∞.
There is an emerging body of research on lower bounds on RicNf when N < n. The
first papers investigating the case N < 0 [Ohta,KM] appeared almost simultaneously.
In [Ohta], Ohta extends results involving optimal transport and lower bounds on
RicNf when N < 0 along with extending the Bochner inequality, eigenvalue estimates,
and the Brunn-Minkowski inequality. In [KM] Kolesnikov-Milman also extend the
Poincare and Brunn-Minkowski inequality for manifolds with boundary when N <
0. Milman also extends the Heintze-Karcher Theorem, isoperimetric inequality, and
functional inequalities for N < 1 in [Mila]. In [Ohtb] it is also established that lower
bounds on RicNf , N ≤ 0 are equivalent to curvature-dimension inequalities as defined
by Lott-Vilanni [LV09] and Sturm [Stu06a,Stu06b]. Also see [Kla,Milb,OT11,OT13].
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For earlier related work for measures on Euclidean space see [Bor74,BL76]. The first
results for Ric1f were proven by first author who showed generalizations of the splitting
theorem [Wyl] and Myers’ theorem [Wyl15], we will discuss these results below. The
definition of Ricci curvature for singular torsion-free affine connections has also been
investigated recently by Lott [Lot].
The connection ∇α also recovers a notion of weighted sectional curvature that was
introduced by the first author. Namely, if we let X be the dual vector field to α
coming from the metric g, then
g(R∇
α
(U, V )V, U) = secg(U, V ) +
1
2
LXg(U, U) + g(X,U)
2.
This curvature was called secX in [Wyl15] and was further studied in [KW]. The
study of weighted sectional curvature from the perspective of the connection ∇α will
be the subject of a different paper.
The fact the curvature quantities Ric1f and secX come from the connection not
only gives motivation for their study, but also introduces a number of new tools. For
example, the connection ∇α gives a preferred re-parametrization of geodesics, which
in turn can be used to define new global “re-parametrized distance” function s(p, q)
which we show plays a similar role to the distance function for comparison geometry
theorems. We also show that, when α is closed and M is orientable, ∇α admits a
parallel volume form. This gives a natural measure which is a slightly different from
the weighted measure usually used in the study of Bakry-E´mery Ricci curvature.
Combining this re-parametrized volume with the re-parametrized distance gives gen-
eralizations of the volume and Laplacian comparison theorems to Ric1f from which we
obtain a new Myers’ theorem along with a new diameter rigidity result. The connec-
tion also gives a weighted concept of parallelism encoded in its holonomy groups. We
show these weighted holonomy groups are more general than the Riemannian ones,
but also admit some similar structural properties, such as a generalization of the de
Rham splitting theorem.
In the next section we define these notions and state our main results in terms of
these objects. Section 3 examines the basic properties of the connection ∇α. Section 4
contains various comparison principles for manifolds with density. Section 5 contains
a study of the holonomy group of ∇α as well as general discussion of parallel tensors.
2. Definitions and statement of results
2.1. Re-parametrized distance. In this section we assume α is a closed form and
write α = df
n−1 . The connection ∇α gives rise to a re-parametrization of the geodesics.
We normalize these reparametrized geodesics in the following way.
Definition 2.1. γ˜ : [0, S]→M is a normalized α-geodesic if
(1) γ˜ is a re-parametrization of a minimizing unit speed Riemannian geodesic γ,
and
(2) γ˜ = γ ◦ s−1 where s(t) = ∫ t
0
exp
(
−2f(γ(r))
n−1
)
dr.
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For points p, q ∈ M define the “re-parametrized distance” between p and q as the
infimum of the time it takes to travel from p to q along a normalized α-geodesic. That
is,
s(p, q) = inf {s : γ˜(0) = p, γ˜(s) = q} ,
where the infimum is taken over all normalized α-geodesics γ˜. Assuming the metric
g is complete, s is clearly finite and well-defined from basic properties of Riemannian
geodesics. Let sp(·) = s(p, ·). If q is not a cut point to p, then there is a unique
minimal geodesic from p to q and sp is smooth in a neighborhood of q as can be
computed by pulling the function back by the exponential map at p. Note that
s(p, q) ≥ 0 and is zero if and only if p = q and s(p, q) = s(q, p). However, s(p, q) does
not define a metric since it does not satisfy the triangle inequality.
There is also a new natural normalization of the curvature coming from the re-
parametrized geodesics. Namely, for a normalized α-geodesic we have dγ˜
ds
= e
2f
n−1 dγ
dr
so,
Ric∇
α
(
dγ˜
ds
,
dγ˜
ds
)
≥ (n− 1)K ⇐⇒ Ric1f
(
dγ
dr
,
dγ
dr
)
≥ (n− 1)Ke−4fn−1 .
Our first result is the following generalization of Myers’ theorem involving renor-
malized distance and the curvature bound.
Theorem 2.2 (Weighted Myers’ Theorem). Let (Mn, g), n > 1, be a complete Rie-
mannian manifold and let α be a closed one-form, α = df
n−1 . Suppose that there is
K > 0 such that Ric1f ≥ (n− 1)Ke
−4f
n−1 g then s(p, q) ≤ pi√
K
for all q ∈M.
A corollary of the classical Myers’ theorem is that the manifold must be compact.
In contrast, it is possible for s to be uniformly bounded on a non-compact complete
Riemannian manifold. Recall that the connection ∇α is called geodesically complete
if all of the ∇α-geodesics can be extended for all time. If we additionally assume
completeness of the connection ∇α we obtain the following natural corollary.
Corollary 2.3. Let (Mn, g), n > 1, be a complete Riemannian manifold and let
α = df
n−1 be a closed one-form such that ∇α is geodesically complete. If Ric1f ≥
(n− 1)Ke−4fn−1 g then M is compact.
Remark 2.4. Since bounded f implies ∇α is complete, Theorem 2.2 also recovers
[Wyl15, Theorem 1.6] which states that if Ric1f ≥ (n − 1)K and f is bounded then
M is compact.
The completeness of ∇α where α = df
n−1 implies f -completeness as defined in [Wyl]
and [WW16] (See Propositon 3.4 below). As such, the generalization of the Cheeger-
Gromoll splitting theorem proven in [Wyl] can also be re-phrased in terms of the
connection ∇α.
Theorem 2.5. [Wyl, Theorem 6.3] Let (M, g), n > 1, be a complete Riemannian
manifold and let α = df
n−1 be a closed one-form such that ∇α is geodesically complete.
If Ric1f ≥ 0 and (M, g) contains a line, then (M, g) splits as a warped product.
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The function s is also naturally related to a conformal change of metric. Let
h = e
−4f
n−1 g then s(p, q) is the smallest length in the h metric of a minimal geodesic
between p and q in the g metric. As such, s(p, q) ≥ dh(p, q). So Theorem 2.2 tells
us that the diameter of the metric h is less than or equal to pi√
K
. For this conformal
diameter estimate we also obtain the following rigidity characterization.
Theorem 2.6. Suppose that (Mn, g, f), n > 1, is complete and satisfies Ric1f ≥
(n − 1)Ke−4fn−1 g, K > 0. If there are points p and q such that dh(p, q) = pi√
K
then
(M, g) is a rotationally symmetric metric on the sphere.
Recall that Cheng [Che75] showed that a complete Riemannian manifold satisfies
Ric ≥ (n−1)Kg and diamM = pi√K if and only if (M, g) is a round sphere. We also give
a complete characterization of the spaces satisfying the hypotheses of Theorem 2.6
and there are examples which are not constant curvature. Theorem 2.6 can thus be
thought of as the analog in positive curvature to Theorem 2.5. It would be interesting
to know whether this result is true under the weaker condition that s(p, q) = pi√
K
.
The main difficulty is that s does not satisfy the triangle inequality.
The re-parametrized distance s also has meaning for a negative lower bound on
Ric1f . In fact, the results above follow from a generalization of the Laplacian com-
parison theorem for the weighted Laplacian ∆f = ∆ − D∇f which is true for any
constant K, see Theorem 4.4 below.
2.2. Volume Comparison. Another insight coming from the connection is a natural
volume comparison theory. In [WW09] volume comparison theory was developed for
the f -volume, Volf(U) =
∫
U
e−fdvolg, for space satisfying Ric
∞
f ≥ Kg and |f | is
bounded. We extend this theory to the weaker condition Ric1f ≥ Kg and |f | bounded.
We state only the special case here of the absolute volume comparison for K = 0.
See Theorem 4.5 and Corollary 4.7 below for the general statements.
Theorem 2.7. Suppose that (M, g, f), n > 1, satisfies Ric1f ≥ 0 and let fmin(r) be
the minimum of f on B(p, r) then
Volf(B(p.r)) ≤ ωnrnef(p)−2fmin(r),
where ωnr
n is the volume of the ball in n-dimensional Euclidean space. In particular,
Vol(B(p, r)) ≤ ωnrne2(fmax(r)−fmin(r)),
where fmax(r) be the maximum of f on B(p, r).
Yang showed that if Ric∞f ≥ 0 and |f | is bounded, then Volf(B(p, r)) has polyno-
mial growth of degree at most n [Yan09]. Theorem 2.7 extends this result to Ric1f ,
and improves it, even in the Ric∞f case, to only require a lower bound on f . We also
obtain the same topological application that, if Ric1f ≥ 0 and f is bounded below,
then b1(M) ≤ n and any finitely generated subgroup of the fundamental group is
polynomial growth of degree at most n.
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The connection ∇α also provides a new approach to volume comparison theory
which yields a sharp relative volume comparison that assumes no a priori bounds on
f . This comes from the following observation.
Proposition 2.8. Let (M, g) be an orientable Riemannian manifold with Levi-Civita
connection ∇ and smooth one-form α. The connection ∇α admits a parallel volume
form if and only if α is closed. Moreover, if n > 1 and α = df
n−1 the form e
−n+1
n−1fdvolg
is parallel with respect to ∇α.
For A ⊂M , define µ(A) = ∫
A
e−
n+1
n−1fdvolg. Proposition 2.8 indicates that we should
consider the measure µ instead of Volf . In fact, we will see below that the same local
estimates can be used to either give bounds on Volf or µ. The measure µ arises if
we change coordinates using the parametrized distance s instead of the Riemannian
distance function. As such, our volume comparison for µ will be in terms of the level
sets of the re-parametrized distance s instead of the metric balls. See Theorem 4.5
for the precise statement of this sharp relative volume comparison.
As an application of the volume comparison theorem, we obtain the following ab-
solute volume comparison in the case K > 0.
Theorem 2.9. Suppose that (Mn, g, f) is a complete Riemannian manifold with n >
1 supporting a function f such that Ric1f ≥ (n − 1)Ke
−4f
n−1 g for some K > 0 then
µ(M) <∞ and pi1(M) is finite.
Remark 2.10. Theorems 2.2 and 2.9 are not true for the curvature bound Ric1f ≥ Kg,
K > 0. In fact, for any Riemannian manifold N , R×N admits a metric with density
such that Ric1f > g (see Example 4.12).
2.3. Weighted Holonomy. The connection ∇α also introduces a new concept of
parallelism for manifolds with measure. Recall that the holonomy group of a man-
ifold equipped with a connection is the group of linear maps of the tangent space
given by parallel translation around loops with a fixed base point. While Levi-Civita
connections are characterized as the torsion free connections which have holonomy
contained in O(n), on an orientable manifold with closed 1-form α, the holonomy
of the connection ∇α is only contained, in general, in SLn(R) (see Proposition 5.2).
This is natural if we consider the connection ∇α as a structure for a measure instead
of a metric. While the holonomy groups of ∇α are more general than the Riemannian
ones, we show they also exhibit some similar rigidity phenomena.
Recall the de Rham decomposition theorem which states that a Levi-Civita con-
nection admits a parallel field if and only if the metric locally splits off a flat factor
and, more generally, that the holonomy is reducible if and only if the metric is locally
a product. We give examples showing these results are not true for the connection
∇α. However, the holonomy of ∇α does exhibit similar rigidity phenomena.
The spaces in our rigidity results will be warped or twisted products instead of
direct products. Here by a twisted product we mean a Riemannian manifold (M, gM)
which is a topological product M = B × F with metric of the form gM = gB + e2ψgF
where gB and gF are fixed metrics on B and F respectively and ψ is an arbitrary
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positive function on B×F . (M, gM) is a warped product if, in addition, ψ is a function
depending on B only. First we state the result for parallel fields.
Theorem 2.11. Let α = dϕ be a closed 1-form. If (M, g) is complete and simply
connected and admits k linearly independent ∇α-parallel vector fields, then M splits
as one of the following:
M = Rk ×N gM = gEucl + e2ϕgN
M = Hk ×N gM = gHyperb + e2ϕgN .
In both cases, ϕ splits as ϕRk + ϕN (or ϕHk +ϕN ), so (M, gM) can also be thought of
as a warped product.
In the more general case of reducible holonomy groups we obtain a twisted product
splitting.
Theorem 2.12 (Weighted de Rham decomposition theorem). A Riemannian metric
(M, gM) admits a closed one-form α = dϕ such that the ∇α holonomy is reducible
if and only if (M, gM) is locally isometric to a twisted product with gM = gB +
e2ϕgF . Moreover, if a compact manifold admits a closed one-form α such that the
∇α holonomy is reducible, then the universal cover is diffeomorphic to B×F and the
covering metric is isometric to gM = gB + e
2ϕgF .
Remark 2.13. We also prove a global version of the twisted product splitting in The-
orem 2.12 for complete simply connected noncompact metrics (M, g) satisfying an
additional technical assumption (see Theorem 5.22). We do not know if the extra
technical assumption is optimal.
Remark 2.14. A consequence of the Riemannian de Rham theorem is that if the
Riemannian holonomy is reducible then the holonomy group decomposes as a product.
This is not true for the holonomy of ∇α as the splitting of the group will only be
block upper triangular in general for a twisted product (see Example 5.7).
Comparison geometry results for the weighted Ricci and sectional curvatures like
the ones above prove that many topological obstructions to Riemannian metrics with
curvature bounds extend to the weighted curvatures. An open question is whether
the topologies that support positive curvature are the same. Namely, given a triple
(M, g, f) with positive weighted Ricci or sectional curvatures it is an open question
whether there is always some other metric on M with positive Ricci or sectional
curvature. See [Wyl,KW] for further discussion.
The holonomy of the connection ∇α is also related to this question by the following
result.
Theorem 2.15. Suppose that (M, g) supports a 1-form α such that the holonomy
group of ∇α is compact. Then,
(1) If g(R∇
α
(X, Y )Y,X) > 0 for all orthonormal pairs X, Y , then there is a
metric g˜ on M with sec > 0.
(2) If Ric∇
α
> 0 then there is a metric g˜ on M with Ricg˜ > 0.
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Both parts also hold for non-negative, negative and non-positive curvature.
While we construct examples below showing that the holonomy group of ∇α need
not be compact, Theorem 2.15 motivates the continued study of the holonomy of ∇α
in relation to the study of weighted curvature bounds. For further discussion of the
condition of compact ∇α holonomy, see subsection 5.4.
3. Connection for Manifolds with measure
Let (M, g) be a Riemannian manifold with smooth one form α. In this section we
collect some basic facts about the weighted connection, ∇αXY = ∇XY − α(Y )X −
α(X)Y . ∇α depends not only on α but on g as well, however, since we will al-
ways think of the background metric g as being fixed, we will not emphasize this
dependency.
It is easy to see that ∇α is a torsion free connection. Any linear connection defines
a notion of geodesics as the curves whose velocity fields are parallel along the curve.
Two connections are called projectively equivalent if they have the same geodesics
up to parametrization. We call a curve an α-geodesic if it is a geodesic for the
connection ∇α. We will refer to the usual geodesics for the Levi-Civita connection
as the g-geodesics. By a theorem of Weyl, ∇α is projectively equivalent to ∇. For
completeness we verify this fact for ∇α when α = dϕ is closed, and also fix the
re-parametrization that we will utilize for comparison results.
Proposition 3.1. If γ : R→M is an α-geodesic then the image of γ is a g-geodesic,
and the parametrization satisfies |γ˙(t)| = Ce2ϕ(γ(t)) for some constant C.
Proof. Let γ be an α-geodesic, then
d
dt
〈γ˙(t), γ˙(t)〉 = 2〈∇γ˙ γ˙(t), γ˙(t)〉
= 2〈∇αγ˙ γ˙(t) + 2dϕ(γ˙(t))γ˙(t), γ˙(t)〉
= 4dϕ(γ˙(t))〈γ˙(t), γ˙(t)〉.
We conclude that 2 d
dt
|γ˙(t)| = 4dϕ(γ˙(t))|γ˙(t)|. Dividing by |γ˙(t)| we get a log deriv-
ative, which we solve to get log |γ˙(t)| = 2ϕ(γ(t)) + C, so |γ˙(t)|e−2ϕ(γ(t)) = eC . The
image of the geodesic is the same, since ∇αγ˙ γ˙(t)−∇γ˙ γ˙(t) is parallel to γ˙. 
Recall that the Levi-Civita connection has the universal property that it is the
unique torsion free connection which is compatible with the metric. The next propo-
sition shows that the weighted connection ∇α has a similar universal property for a
smooth manifolds equipped with a smooth measure µ.
Proposition 3.2. Given a Riemannian metric (M, g) and a smooth measure µ there
is a unique torsion free linear connection which is projectively equivalent to the Levi-
Civita connection with respect to which µ is parallel. Moreover, if µ(A) =
∫
A
eψdvolg,
then the connection is ∇α where α = − 1
n+1
dψ.
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Proof. We use Weyl’s theorem that any projectively equivalent connection is of the
form ∇αXY = ∇XY −α(X)Y −α(Y )X . We can also use the fact that the Riemannian
volume form is parallel with respect to the Levi-Civita connection. Then, for linearly
independent fields Y1, . . . Yn we have
(∇αXeψdvolg)(Y1, Y2, . . . , Yn) = DX
(
eψdvolg(Y1, Y2, . . . , Yn)
)
− eψ
n∑
i=1
(dvolg)(Y1, . . . ,∇αXYi, . . . , Yn)
= eψ(DX(ψ) + nα(X))dvolg(Y1, Y2, . . . , Yn)
+ eψ
n∑
i=1
(dvolg)(Y1, . . . , α(Yi)X, . . . , Yn)
= eψdvolg(Y1, Y2, . . . , Yn) [DX(ψ) + (n+ 1)α(X)] .
Therefore, eψdvolg is parallel if and only if α = − 1n+1dψ. 
Now we turn our attention to the curvature of ∇α.
Proposition 3.3. The curvature tensor of ∇α, α = dϕ is
Rα(X, Y )Z = R(X, Y )Z +Hess(ϕ)(Y, Z)X − Hess(ϕ)(X,Z)Y
+ dϕ(Y )dϕ(Z)X − dϕ(X)dϕ(Z)Y.
In particular,
(1) g(Rα(X, Y )Y,X) = sec(X, Y ) + Hessϕ(Y, Y ) + dϕ(Y )2 whenever X, Y are
orthonormal.
(2) Ricα(Y, Z) = tr [X → Rα(X, Y )Z] = Ric(Y, Z) + (n− 1)Hessϕ(Y, Z) + (n −
1)dϕ(Y )dϕ(Z).
Proof. We compute the curvature tensor:
∇αX∇αY Z = ∇X∇Y Z − dϕ(Z)∇XY − d(dϕ(Z))(X)Y − dϕ(Y )∇XZ
− d(dϕ(Y ))(X)Z − dϕ(∇Y Z)X + 2dϕ(Y )dϕ(Z)X
− dϕ(X)∇YZ + dϕ(X)dϕ(Z)Y + dϕ(X)dϕ(Y )Z,
similarly:
∇αY∇αXZ = ∇Y∇XZ − dϕ(Z)∇YX − d(dϕ(Z))(Y )X − dϕ(X)∇YZ
− d(dϕ(X))(Y )Z − dϕ(∇XZ)Y + 2dϕ(X)dϕ(Z)Y
− dϕ(Y )∇XZ + dϕ(Y )dϕ(Z)X + dϕ(Y )dϕ(X)Z,
and
∇α[X,Y ]Z = ∇[X,Y ]Z − dϕ(Z)[X, Y ]− dϕ([X, Y ])Z.
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Finally, we get:
Rα(X, Y )Z = ∇αX∇αY Z −∇αY∇αXZ −∇α[X,Y ]Z
= R(X, Y )Z +Hess(ϕ)(Y, Z)X − Hess(ϕ)(X,Z)Y
+ dϕ(Y )dϕ(Z)X − dϕ(X)dϕ(Z)Y.
This also yields (1) and (2). 
To make our results in the next section easier to compare to other results for
Bakry-Emery Ricci tensors, we will use the function f = (n−1)ϕ so that α = df
n−1 . As
mentioned in the introduction, this give the formula for the Ricci tensor, Ricα = Ric1f .
It also gives us the measure µ(A) =
∫
A
e−
n+1
n−1 fdvolg.
Recall that a manifold with a connection is called geodesically complete if every
geodesic is defined for all time. We say that (M, g, f), with α = df
n−1 , is α-complete
if ∇α is a geodesically complete connection. The next proposition shows that α-
completeness implies f -completeness as defined in [Wyl,WW16]. Here s denotes the
reparametrized distance function as defined in Section 2.1
Proposition 3.4. Let (M, g) be a complete and α-complete manifold, α closed, then
lim d(p, qi)→∞ implies lim s(p, qi)→∞.
Proof. Suppose that there exists a sequence qi such that d(p, qi) → ∞, but s(p, qi)
does not go to infinity. By passing to a subsequence, we can assume that s(p, qi) ≤ N
for some fixed N . Let γi : [0, Ti] → M be unit speed g-geodesics with γi(0) = p and
γi(Ti) = qi such that s(p, qi) =
∫ Ti
0
e−2ϕ(γ(t))dt. γ˙i(0) subconverges to a unit vector
v ∈ TpM . Let γ be the g-geodesic with γ(0) = p and γ˙(0) = v.
By uniform convergence of geodesics, s(p, γ(t)) ≤ N for all t > 0. Therefore,∫∞
0
e−2ϕ(γ(t))dt ≤ N , so the α-geodesic with image γ is only defined up to some finite
time. 
4. Comparison Principles
4.1. Volume element comparison. Now we consider comparison geometry results
for ∇α on a Riemannian manifold (M, g) of dimension > 1. In this section we will
consider all of our formulas in terms of the function f = (n− 1)ϕ.
Let p ∈ M and let (r, θ), r > 0, θ ∈ Sn(1) be exponential polar coordinates
(for the metric g) around p which are defined on a maximal star shaped domain in
TpM called the segment domain. Write the volume element in these coordinates as
dvolg = A(r, θ)dr ∧ dθ.
Let sp(·)be the reparametrized distance function defined in section 2.1 above. Inside
the segment domain, sp has the simple formula
sp(r, θ) =
∫ r
0
e
−2f(t,θ)
n−1 dt.
Therefore, s is a smooth function in the segment domain with the property that
∂s
∂r
= e
−2f
n−1 . We can then also take (s, θ) to be coordinates which are also valid for the
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entire segment domain. We can not control the derivatives of s in directions tangent
to the geodesic sphere, so the new (s, θ) coordinates are not orthogonal as is the case
for geodesic polar coordinates. However, this is not an issue when computing volumes
as
e
−(n+1)
n−1 fdvolg = e
−(n+1)
n−1 fAdr ∧ dθ
= e−fAds ∧ dθ.(4.1)
Given a minimal unit speed geodesic with γ(0) = p, the connection ∇α gives a natural
re-parametrization of γ in terms of the function s, we denote the derivative in the
radial direction in terms of this parameter by d
ds
. In geodesic polar coordinates d
ds
has
the expression d
ds
= e
2f
n−1 ∂
∂r
. We note it is not the same as ∂
∂s
in (s, θ) coordinates.
Recall that for a Riemannian manifold d
dr
log(A) = ∆r, where ∆r is the Riemannian
Laplacian of the distance function r to the point p. (4.1) indicates we should consider
the quantity
(4.2)
d
ds
log
(
e−fA) = e 2fn−1 (∆r − g(∇f,∇r)) .
We thus recover the usual drift Laplacian ∆fu = ∆u − g(∇f,∇u) considered by
Bakry-E´mery. Letting λ = e
2f
n−1∆fr we find that λ satisfies a familiar differential
inequality in terms of the parameter s.
Lemma 4.1. Let γ(r) be a unit speed minimal geodesic with γ(0) = p. Let s be the
parameter ds = e
−2f(γ(r))
n−1 dr and let λ(r) = (e
2f
n−1∆frp)(γ(r)). Then
dλ
ds
≤ − λ
2
n− 1 − e
4f
n−1Ric1f
(
dγ
dr
,
dγ
dr
)
.
Moreover, if equality is achieved at a point then at that point Hess r has at most one
non-zero eigenvalue which is of multiplicity n− 1
Proof. This is essentially Lemma 3.1 of [Wyl]. We repeat the outline proof here for
completeness. Begin with the usual Bochner formula for functions, which says that
for any C3 function u,
1
2
∆|∇u|2 = |Hessu|2 + Ric(∇u,∇u) + g(∇∆u,∇u).
The Bochner formula for the f -Laplacian and ∞-Bakry-E´mery Ricci curvature is
given by
1
2
∆f |∇u|2 = |Hessu|2 + Ric∞f (∇u,∇u) + g(∇∆fu,∇u).
Consider this equation with u = rp = r at an interior point of a minimizing geodesic
(so that r is smooth in a neighborhood). Then |∇r| = 1, so the left hand side is zero.
As ∇r is a null vector for Hess r, Hess r has at most n− 1 non-zero eigenvalues and
by Cauchy-Schwarz, |Hess r|2 ≥ (∆r)2
n−1 . This gives us the equation along γ,
d
dr
(∆fr) ≤ −(∆r)
2
n− 1 − Ric
∞
f
(
dγ
dr
,
dγ
dr
)
.
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Using this equation and completing a square gives us
d
dr
(
e
2f
n−1∆fr
)
≤ −e 2fn−1Ric1f
(
dγ
∂r
,
dγ
∂r
)
− e 2fn−1 (∆fr)
2
n− 1 .
Since ds = e
−2f
n−1dr, we have the desired equation in terms of s. Moreover, equality
in this inequality is achieved only if equality is achieved in Cauchy-Schwarz, which is
equivalent to Hess r having at most one non-zero eigenvalue which is of multiplicity
n− 1. 
Assuming the curvature bound Ric1f ≥ (n − 1)Ke
−4f
n−1 g we have the usual Riccati
inequality
dλ
ds
≤ − λ
2
n− 1 − (n− 1)K,
with the caveat that it is in terms of the parameter s instead of r. Define snK(s) be
the solution to sn′′K + KsnK = 0, snK(0) = 0 and sn
′
K(0) = 1, where prime denotes
derivative with respect to s. Define mK(s) = (n− 1) sn
′
K(s)
snK(s)
so that
mK(s) =

(n− 1)√K cot
(√
Ks
)
K > 0
n−1
s
K = 0
(n− 1)√−K coth (√−Ks) K < 0.
Then mK solves
dmK
ds
=
−m2K
n−1 − (n − 1)K. This gives us the following comparison
estimate.
Lemma 4.2. Suppose (M, g, f) be a manifold with density such that Ric1f ≥ (n −
1)Ke
−4f
n−1 g. Let γ, s, and λ be defined as in Lemma 4.1. Then
λ(γ(s)) ≤ mK(s),
where, when K > 0, we assume that s < pi√
K
.
Proof. Consider the quantity β = sn2K(s) (λ−mK(s)). Then
d
ds
(β) = 2sn′K(s)snK (λ−mK(s)) + sn2K(s) (λ′ −m′K(s))
≤ sn
2
K(s)
n− 1
(
2λmK(s)−m2K(s)− λ2
)
= −sn
2
K(s)
n− 1 (mK(s)− λ)
2 .
So we have β ′(s) ≤ 0. Since snK(0) = 0 the only thing we need to show to show that
β(s) ≤ 0 is that lim
s→0
(λ−mK(s)) is bounded. To see this note that
mK(s) ≈ n− 1
s
+O(s) s→ 0,
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and
λ = (∆r − g(∇f,∇r)) e 2fn−1
≈ n− 1
re
−2f
n−1
− g(∇f,∇r)e 2fn−1 +O(r)e 2fn−1 r → 0
≈ n− 1
s
+O(1) +O(s) s→ 0.
Where in the last line we have used the fact that lim
r→0
s(r)
e
−2f
n−1 r
= 1. 
This estimate gives us the following estimate for the volume element
Lemma 4.3. Suppose (M, g, f) satisfies Ric1f ≥ (n − 1)Ke
−4f
n−1 g. Let p be a point in
M and let A be the volume element in geodesic polar coordinates then the function
e−fA
snn−1K (sp)
is non-increasing along any minimal geodesic with γ with γ(0) = p.
Proof. Define Af = e−fA. Then from Lemma 4.2 and (4.2) we have that
d
ds
log(Af) = e
2f
n−1∆fr ≤ mK(s) = d
ds
log(snn−1K (s)).
Integrating this equation between any s0 ≤ s1 gives
log
(Af(s1)
Af(s0)
)
≤ log
(
snn−1K (s1)
snn−1K (s0)
)
⇒ Af(s1)
snn−1K (s1)
≤ Af(s0)
snn−1K (s0)
for all s0 ≤ s1. Note that since ds is a orientation preserving change of variables along
the geodesic γ, the quantity is also non-increasing in terms of the parameter r. 
4.2. The n = 1 case. Due to our normalization of the function f , the results of the
previous section are only valid for a manifold of dimension n > 1. The reader might
find it illuminating to consider the one dimensional case with N = 0 where we get
ordinary differential inequalities that are similar to the equations above. To avoid
further technicalities we will just consider the ODE we get when these inequalities
are equalities. Seeing the arguments in this simpler case may be helpful to the reader,
but this section can also be skipped.
Since there is no Ricci curvature in dimension 1, we have Ric0f = f¨ + (f˙)
2 where
˙ denotes the derivative with respect to a parameter r. We consider the equation
f¨ + (f˙)2 = Ke−4f . Letting u = ef , this becomes
u¨
u
= Ku−4 ⇒ u¨ = Ku−3.
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Define λ = −f˙ e2f = −u˙u = −1
2
d
dr
(u2) and the parameter s such that ds = u−2dr.
Then we have
dλ
ds
= −u2 d
dr
(uu˙)
= −u2 (u¨u+ (u˙)2)
= −u2 (Ku−2 + (u˙)2)
= −K − λ2.
This first order Riccati equation can be solved for λ. For simplicity, we assume
K = 1, 0, or −1. Then we obtain
λ(s) =

cot
(
s+ pi
2
− c) K = 1
1
s+c
K = 0
coth
(
s+ pi
2
− c) K = −1.
On the other hand, we have λ = − df
ds
= d
ds
log(e−f) so we obtain
e−f =

a sin
(
s+ pi
2
− c) K = 1
as + c K = 0
a sinh
(
s+ pi
2
− c) K = −1.
where a and c are constants. While we have, integrated the equations to obtain a
formula for the density e−f , we note that this is really an implicit formula as f also
appears in the definition of the parameter s. This is an issue in higher dimensions as
well as our estimates are all in terms of the function s.
4.3. Global comparisons. Now we discuss the global comparison theorems that
come from the local estimates of the previous section. Our first result is the Laplacian
comparison theorem.
Theorem 4.4. Suppose that (M, g) is complete which supports a function f such that
Ric1f ≥ (n− 1)Ke
−4f
n−1 g, then for any points p, x ∈M
(∆frp)(x) ≤ e
−2f(x)
n−1 mK(sp(x)).
Proof. At the points where rp is smooth, the result follows from Lemma 4.2. At the
points where rp is not smooth we interpret the inequality in the weak sense. If rp
is not smooth at x, let γ be the minimal geodesic from p to x such that s(p, x) =∫ rp(x)
0
e
−2(f◦γ)(t)
n−1 dt. For ε > 0, let hε(y) = ε + r(y, γ(ε)). By the standard argument
in the usual Ricci curvature case, hε is support function for rp at x, meaning it
is smooth in an open set containing x, hε(x) = rp(x), and hε(y) ≥ rp(y), see, for
example, Lemma 42 on page 284 of [Pet06]. Moreover, by Lemma 4.2, where hε is
smooth we have
∆fhε(y) ≤ e
−2f(y)
n−1 mK(s(γ(ε), y)).
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As ε → 0, s(γ(ε), y) increases to s(p, y). Since mK is a decreasing function of
s, this shows that as ε → 0, ∆fhε(y) is a decreasing function which converges to
e
2f(y)
n−1 mK(sp(y)). This gives the result. 
Now we consider the volume comparison theorems. Fix a point p ∈M and let sp =
s(p, ·) and rp = r(p, ·). We will give two versions, one for the f -volume, Volf(A) =∫
M
e−fdvolg, of metric annuli A(p, r0, r1) = {x : r0 ≤ rp(x) ≤ r1}. The comparison in
this case will be in terms of the quantity
νp(n,K, r0, r1) =
∫ r1
r0
∫
Sn−1
snn−1K (sp(r, θ))drdθ.
This comparison has the advantage of being for the metric annuli, however since the
model measure νp depends on the function sp, which depends on the function f , the
model measure is not computable without further information about f .
On the other hand, the comparison space for our second volume comparison is in
terms of the traditional volume in the simply connected model space given by the
formula
v(n,K, s0, s1) =
∫ s1
s0
∫
Sn−1
snn−1K (s)dsdθ.
However, this comparison is for the measure µ, µ(A) =
∫
e
−(n+1)
n−1 fdvolg, of the sets
C(p, s0, s1) = {x : s0 ≤ sp(x) ≤ s1}. The Cp sets, of course, also depend on sp
and so can be quite different from annuli. In particular, since s does not satisfy the
triangle inequality, some care needs to be taken in using this version for traditional
applications of the volume comparison theory.
Theorem 4.5. Suppose that (M, g, f), n > 1, satisfies Ric1f ≥ (n− 1)Ke
−4f
n−1 g.
(1) Suppose that 0 ≤ r0 ≤ ra ≤ r1 and 0 ≤ r0 ≤ rb ≤ r1, then
Volf (A(p, r0, ra))
Volf(A(p, rb, r1))
≥ νp(n,K, r0, ra)
νp(n,K, rb, r1)
.
(2) Suppose that 0 ≤ s0 ≤ sa ≤ s1 and 0 ≤ s0 ≤ sb ≤ s1, then
µ(C(p, s0, sa))
µ(C(p, sb, s1))
≥ v(n,K, s0, sa)
v(n,K, sb, s1)
.
Proof. Consider geodesic polar coordinates at p. For each θ ∈ Sn−1(1), let cut(θ)
to be the distance from p to the cut point along the geodesic with γ(0) = p and
γ′(0) = θ, then
Volf (A(p, r0, ra)) =
∫
Sn−1
dθ
∫ min{cut(θ),ra}
min{cut(θ),r0}
Af(r, θ)dr,
and
νp(n,K, r0, ra) =
∫
Sn−1
dθ
∫ min{cut(θ),ra}
min{cut(θ),r0}
snn−1K (s(r, θ))dr.
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Then (1) follows from Lemma 4.3, along with the standard proof of the relative volume
comparison theorem. See Lemma 3.2 and Theorem 3.1 of [Zhu97] or Lemma 36 on
page 269 of [Pet06].
Similarly, in the modified coordinates (s, θ) let cuts(θ) be the value of the integral∫ cut(θ)
0
e
−2f(γ(t))
n−1 dt where γ is the geodesic with γ(0) = p and γ′(0) = θ. Then we have
µ(C(p, s0, sa)) =
∫
Sn−1
dθ
∫ min{cuts(θ),sa}
min{cuts(θ),s0}
Af(s, θ)ds,
and
v(n,K, r0, ra) =
∫
Sn−1
dθ
∫ sa
s0
snn−1K (s)ds,
and (2) follows. 
The relative and absolute volume comparison for balls is the following.
Corollary 4.6. Suppose that (M, g, f) satisfies Ric1f ≥ (n− 1)Ke
−4f
n−1 g.
(1) The function
r → Volf (B(p, r))
νp(n,K, r)
is non-increasing in r and Volf (B(p, r)) ≤ ef(p)νp(n,K, r) for all r.
(2) The function
s→ µ(C(p, s))
v(n,K, s)
is non-increasing in s and µ(C(p, s)) ≤ e−n+1n−1f(p)v(n,K, s) for all s.
As we note above, the first volume comparison has the advantage of being about
metric balls, however the comparison measure νp still depends on the function s and is
thus not computable without more information about the function f such as bounds
or asymptotics. In the next subsection we derive what this volume comparison says
when we assume and upper and lower bound on the function f on the ball of radius r.
On the other hand, the right hand side of the second volume comparison is in terms
of volumes in the usual model space, however it is for the measure of the level sets
of s instead of r. We discuss applications of this volume comparison which are true
with no additional assumptions about the asymptotics of f in subsection 4.5.
4.4. The case where f is bounded. In [WW09] volume comparison theorems for
Ric∞f ≥ (n − 1)K are derived in terms of bounds on f . In this section we describe
how our volume comparison and Laplacian comparison theorem also show that similar
results hold for Ric1f (and thus also for all negative values of N). We consider case
(1) of Theorem 4.5. For a point p and r > 0 let fmax(p, r) and fmin(p, r) be the
maximum and minimum values of f on the closed ball B(p, r), then in geodesic polar
coordinates around p we have
(4.3) e
−2fmax(p,r)
n−1 r ≤ sp(r, θ) ≤ e
−2fmin(p,r)
n−1 r.
This gives us the following corollary of Theorem 4.5.
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Corollary 4.7. Suppose that (M, g, f) satisfies Ric1f ≥ (n − 1)Ke
−4f
n−1 g. Suppose
that 0 ≤ r0 ≤ ra ≤ r1 and 0 ≤ r0 ≤ rb ≤ r1, and when K > 0 assume that
max
{
e
−2fmin(p,ra)
n−1 ra, e
−2fmin(p,r1)
n−1 r1
}
≤ pi
2
√
K
then
Volf (A(p, r0, ra))
Volf(A(p, rb, r1))
≥
v
(
n,K, e
−2fmax(p,ra)
n−1 r0, e
−2fmax(p,ra)
n−1 ra
)
v
(
n,K, e
−2fmin(p,r1)
n−1 rb, e
−2fmin(p,r1)
n−1 r1
) .
Moreover, Volf(B(p, r)) ≤ ef(p)v
(
n,K, e
−2fmin(p,r)
n−1 r
)
where, when K > 0 we assume
e
−2fmin(p,r)
n−1 r ≤ pi
2
√
K
.
Proof. When K ≤ 0 observe that snK is a monotone increasing function. Moreover,
when K > 0, the assumption that sp(r, θ) ≤ e
−2fmin(p,ra)
n−1 ra ≤ pi2√K also implies that
snK(sp(r, θ)) is increasing in r on B(p, ra). Then we have
νp(n,K, r0, ra) =
∫ ra
r0
∫
Sn−1
snn−1K (sp(r, θ)) drdθ
≥ ωn
∫ ra
r0
snn−1K
(
e
−2fmax(p,ra)
n−1 r
)
dr
≥ ωn
∫ e−2fmax(p,ra)n−1 ra
e
−2fmax(p,ra)
n−1 r0
snn−1K (u) du
≥ v(n,K, e−2fmax(p,ra)n−1 r0, e
−2fmax(p,ra)
n−1 ra),
where ωn denotes the volume of the n− 1 dimensional sphere of radius 1 and u is the
linear change of variables u = e
−2fmax(p,ra)
n−1 r. Similarly we obtain
νp(n,K, rb, r1) ≤ v(n,K, e
−2fmin(p,r1)
n−1 rb, e
−2fmin(p,r1)
n−1 r1)
and
νp(n,K, r) ≤ v(n,K, e
−2fmin(p,r)
n−1 r).
Then the result follows from (1) of Theorem 4.5. 
Remark 4.8. This statement has a particularly nice form in the case where K = 0 as
then the comparison volumes are easy to compute, for example we have
v
(
n, 0, e
−2fmin(p,r)
n−1 r
)
= ωne
−2fmin(p,r)rn,
where ωn is the volume of a unit ball in R
n. This gives us Theorem 2.7.
Remark 4.9. Using Corollary 4.7, one can use the same arguments as in, for example,
Theorem 1.3 of [WW09] to show that if Ric1f ≥ 0 and f admits a two sided bound
then Volf(B(p, r)) must grow at least linearly in r. This extends Theorem 1.3 of
[WW09] from Ric∞f ≥ 0 to Ric1f ≥ 0.
18 WILLIAM WYLIE AND DMYTRO YEROSHKIN
Remark 4.10. Our volume comparison also applies to Ric1f ≥ (n−1)λ when a universal
two sided bound on f is assumed, as we always have Ric1f ≥ (n − 1)Ke
−4f
n−1 . When
λ > 0, we let K = λe
4fmin
n−1 and, when λ < 0, we let K = λe
4fmax
n−1 .
We can also specialize the Laplacian comparison to the case where f admits a two
sided bound.
Corollary 4.11. Suppose that (M, g) is complete which supports a function f such
that Ric1f ≥ (n− 1)Ke
−4f
n−1 g, then for any points p, x ∈M .
(∆frp)(x) ≤ e
−2fmin(p,r)
n−1 mK
(
e
−2fmax(p,r)
n−1 r
)
where, when K > 0 we assume e
−2fmax(p,r)
n−1 r ≤ pi
2
√
K
.
Proof. Since functionsmK are monotone decreasing, from (4.3) we havemK(s(p, r)) ≤
e
−2fmax(p,r)
n−1 r. When K ≤ 0, mK is a positive function, while when K < 0 it is non-
negative on the interval (0, pi
2
√
K
) so the result follows from Theorem 4.4 and again
applying (4.3). 
When K = 0 this gives us that
(∆frp)(x) ≤ (n− 1)e
2(fmax−fmin)(p,r)
n−1
r
.
Compare this to the formula in [WW09] that states that, under the stronger bound
Ric∞f ≥ 0,
(∆frp)(x) ≤ n− 1 + 2(fmax − fmin)(p, r)
r
.
The results in this section thus show that there are uniform bounds on the f -volume
and the f -Laplacian of the distance function that depend on bounds of the function
f . One can the use these estimates to generalize all of the results in [WW09] to the
lower bounds on Ric1f with |f | ≤ k.
4.5. Applications without assuming bounded f . We now turn our attention to
applications of the volume and Laplacian comparison theorems where we do not
assume a priori bounds on f . These results will necessarily depend on the re-
parametrized distance function s. Our first result is to prove Theorem 2.2.
Theorem 2.2. Suppose that (M, g) is complete which supports a function f such that
Ric1f ≥ (n− 1)Ke
−4f
n−1 g, K > 0 then s(p, q) ≤ pi√
K
for all p, q ∈M .
Proof. Suppose there are points p and q such that s(p, q) > pi√
K
. Then since the set
of cut points to p is closed and measure zero, by possibly changing q slightly, we can
assume that q is not a cut point to p. From Lemma 4.2, along the minimal geodesic
from p to q, λ ≤ mK(s). However, K > 0, so, as s → pi√K , mK(s) → ∞. Since f
is a smooth function this implies ∆r → −∞, but this contradicts that fact the rp is
smooth in a neighborhood of q. 
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Note that combining this with Proposition 3.4 gives us Corollary 2.3 when the
space is α-complete.
The function s is also naturally related to a conformal change of metric. Let
h = e
−4f
n−1 g then s(p, q) is the smallest length in the h metric of a minimal geodesic
between p and q in the g metric. As such, s(p, q) ≥ dh(p, q). So Theorem 2.2 tells us
that the diameter of the metric h is less than or equal to pi√
K
.
Combining this with the volume comparison, gives us Theorem 2.9.
Theorem 2.9. Suppose that (M, g) is complete and supports a function f such that
Ric1f ≥ (n− 1)Ke
−4f
n−1 g, K > 0 then µ(M) is finite and pi1(M) is finite.
Proof. We have that C
(
p, pi√
K
)
=M so by part (2) of Theorem 4.5,
µ(M) ≤ e−n+1n−1 f(p)v
(
n,K,
pi√
k
)
<∞.
To see that pi1(M) is finite, let M˜ be the universal cover of M with covering metric
g˜ and let f˜ be the pullback of f to the universal cover. Then we clearly also have
Ric1
f˜
≥ (n− 1)Ke−4f˜n−1 g˜ on the universal cover so µ(M˜) <∞. But, since the covering
metric and f˜ are invariant under the deck transformations of M˜ , so is the measure
µ, which implies that pi1(M) <∞. 
Example 4.12. Simple examples show that Theorem 2.2 and 2.9 are not true for the
assumption Ric1f ≥ Kg. In fact, let (N, gN) be any Riemannian metric with bounded
curvature and consider the metric g = dr2 + e2rgN on R×N . Then the Ricci tensor
of g is given by
Ric
(
∂
∂r
,
∂
∂r
)
= −(n− 1)
Ric
(
∂
∂r
, U
)
= 0
Ric (V, U) = −(n− 1) + e2rRicgN (U, V ),
where U, V are fields on N . Consider the function f = Ar for some constant A, then(
Hess f +
df ⊗ df
n− 1
)(
∂
∂r
,
∂
∂r
)
=
A2
n− 1(
Hess f +
df ⊗ df
n− 1
)(
∂
∂r
, U
)
= 0(
Hess f +
df ⊗ df
n− 1
)
(U, V ) = Ae2rgN(U, V ).
Thus we can see that taking A > 0 to be sufficiently large will give (M, g, f) with
Ric1f ≥ Kg on N ×R. Moreover, the geodesic obtained by letting r → −∞ will have
s→∞.
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4.6. Rigidity. Now we discuss rigidity in the comparison estimates in the previous
section. The basic idea is to understand equality in the estimates in section 4.1. In
this section we will let ˙ denote the derivative with respect to r, which is a unit speed
parametrization of a minimal geodesic.
Lemma 4.13. Suppose (M, g, f) is a manifold with density and γ is a g-geodesic
such that Ric1f(γ˙, γ˙) ≥ (n−1)Ke
−4f
n−1 . Moreover, suppose that for some r0, λ(γ(r0)) =
mK(s(r0)), then
(1) Ric1f(γ˙(r), γ˙(r)) = (n− 1)Ke
−4(f◦γ)(r)
n−1 and λ(γ(r)) = mK(s(r)) for all 0 < r ≤
r0,
(2) gγ(r) = dr
2 + e
2(f◦γ(r))
n−1 sn2K(s(r))gSn−1 for all 0 < r ≤ r0.
Remark 4.14. Conversely, for any function f(r, θ) defined on (a, b) × Sn−1, if we
define g = dr2 + e
2f
n−1 sn2K(s)gSn−1 where s(t, θ) =
∫ r
0
e
−2f(t,θ)
n−1 dt, then we will have
Ric1f (
∂
∂r
, ∂
∂r
) = (n− 1)Ke−4(f◦γ)(r)n−1 .
Proof. (1) clearly follows from Lemma 4.1 since equality at r0 implies that the deriva-
tives are equal for all r < r0. Then from Lemma 4.1 we also have Hess r = A(r)gr for
all 0 < r ≤ r0. Then we have
λ = ((n− 1)A(r)− g(∇f,∇r))e 2(f◦γ)(r)n−1 = mK(s(r)).
So we have A(r) = e
−2(f◦γ)(r)
n−1 sn
′
K
snK
(s(r)) + g(∇f,∇r)
n−1 .
Let { ∂
∂r
, ∂
∂θi
}n−1i=1 be a geodesic polar coordinates around p. Then the standard
equation L ∂
∂r
g = 2Hess r, in these coordinates, becomes
∂
∂r
gij = 2(S
k
i )gkj,
where Ski are the components of the matrix representing Hess r. In our case S
k
i =
A(r)δki so we have that gik = 0 for i 6= k and
∂
∂r
gii = 2(A)gii =
(
2
n− 1
∂f
∂r
+ 2e
−2f
n−1
sn′K
snK
(s)
)
gii.
Which implies that
∂
∂r
(
log(gii)− 2f
n− 1
)
= 2e
−2f
n−1
sn′K
snK
(s).
In terms of the parameter d
ds
= e
2f
n−1 ∂
∂r
this gives us
d
ds
(
log(gii)− 2f
n− 1
)
= 2
sn′K
snK
(s).
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Integrating with respect to s gives
e−
2f(s)
n−1 gii(s)
e−
2f(s−1(ε))
n−1 gii(s−1(ε))
=
sn2K(s)
sn2K(ε)
e−
2f(s)
n−1 gii(s)
sn2K(s)
= lim
ε→0
e−
2f(s−1(ε))
n−1 gii(s
−1(ε))
sn2K(ε)
= 1.

There is also more rigidity given when the function s(p, q) is equal to the distance
in the conformal metric h.
Proposition 4.15. Let p and q be points on (M, g, f), such that s(p, q) = dh(p, q)
and let γ(r) be the minimal g-geodesic from p to q such that s(p, q) =
∫ r
0
e
−2(f◦γ)(t)
n−1 dt,
then ∇f is parallel to dγ
dr
.
Proof. If s(p, q) = dh(p, q) = lengthh(γ), then γ is also a minimal geodesic in the h
metric. In particular, ∇hdγ
ds
dγ
ds
= 0. Applying the formula for connection of h in terms
of g gives us
0 = ∇hdγ
ds
dγ
ds
= ∇gdγ
ds
dγ
ds
− 4
n− 1g
(
dγ
ds
,∇f
)
dγ
ds
+
2
n− 1g
(
dγ
ds
,
dγ
ds
)
∇f
=
2e
4f
n−1
n− 1
(
−g
(
dγ
dr
,∇f
)
dγ
dr
+∇f
)
.
Which is true if and only if ∇f is parallel to dγ
dr
. 
Using these lemmas, we can now obtain a rigidity result for Theorem 2.2. Here
we do encounter the problem that s does not satisfy the triangle inequality. To get
around this issue we instead consider rigidity in the the diameter estimate for the
conformal metric h = e
−4f
n−1 g. From s(p, q) ≥ dh(p, q) and the triangle inequality for
the h-metric we have
s(p, x) + s(q, x) ≥ dh(p, x) + dh(q, x) ≥ dh(p, q).
Theorem 4.16. Suppose that (M, g, f) is a complete manifold with density and sat-
isfies Ric1f ≥ (n − 1)Ke
−4f
n−1 g, K > 0. Then there are points p and q such that
dh(p, q) = pi√
K
if and only if g is a rotationally symmetric metric on the sphere of the
form
g = dr2 +
e
2(f(r))
n−1 sin2(
√
Ks(r))
K
gSn−1, 0 ≤ r ≤ D
where f is a function of r such that
∫ D
0
e
−2f(t)
n−1 = pi√
K
.
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Proof. Let rp and rq be the distance functions to p and q respectively, then for any
point x ∈M , by Theorem 4.4, we have
∆f (rp + rq)(x) ≤ (n− 1)
√
Ke
2f(x)
n−1
(
cot(
√
Ksp(x)) + cot(
√
Ksq(x))
)
.
We also have sp(x) + sq(x) ≥ dh(p, q) = pi√K , so that
cot(
√
Ksq(x)) ≤ cot(pi −
√
Ksp(x)) = − cot(
√
Ksp(x)).
Thus, ∆f (rp + rq) ≤ 0.
On the other hand, by the triangle inequality, rp(x)+ rq(x) ≥ d(p, q), with equality
if and only if x is on a minimal geodesic from p to q. Thus rp + rq always attains a
local minimum. By the minimum principle, this shows that rp(x) + rq(x) = d(p, q)
for all x and all geodesics starting at p in M are minimizing and end at q.
We also have ∆f (rp + rq) = 0 everywhere so we have equalities in all of the in-
equalities above. Firstly this tells us that sp(x) + sq(x) = d
h(p, q) = pi√
K
so that
sp(x) = d(p, x) and thus ∇f must be parallel to every minimal geodesic emanat-
ing from p so that f must be a function of r. Secondly we also have equality as in
Lemma 4.13 along all geodesics starting at p which gives us a metric of the form
g = dr2 +
e
2(f(r))
n−1 sin2(
√
Ks(r))
K
gSn−1, 0 ≤ r ≤ D = d(p, q).
Conversely we can see that any such metric will satisfy the hypotheses of the lemma
as long as
∫ D
0
e
−2f(t)
n−1 = pi√
K
. 
For rigidity in Theorem 2.9 when K > 0 we have the following.
Theorem 4.17. Suppose that (M, g) is complete which supports a function f such
that Ric1f ≥ Ke
−4f
n−1 g, K > 0, and there is a point p such that
µ(M) = e−
n+1
n−1 f(p)v
(
n,K,
pi√
K
)
,
then either
(1) M is diffeomorphic to either Sn of diameter D and the metric is of the form
g = dr2 + e
2f
n−1
sin2(
√
Ks)
K
gSn−1 r ∈ [0, D]
(2) or, M is diffeomorphic to Rn with metric of the form
g = dr2 + e
2f
n−1
sin2(
√
Ks)
K
gSn−1 r ∈ [0,∞).
Proof. We have equality in the volume comparison
µ(C(p,
pi√
K
)) = e−
n+1
n−1 f(p)v
(
n,K,
pi√
K
)
,
which implies that for every geodesic with γ(0) = pmust have
∫ cut(γ)
0
e
−2(f◦γ)(t)
n−1 dt = pi√
K
where cut(γ) is defined to be the number such that γ(cut(γ)) is a cut point to p and is
ON THE GEOMETRY OF RIEMANNIAN MANIFOLDS WITH DENSITY 23
∞ if there is no cut point along γ. Then we also have equality in the mean curvature
comparison so we must have g = dr2 + e
2f
n−1 sin(
√
Ks)
K
gSn−1 in the segment domain,
where f and s are functions of r and θ.
We now have to show that the metric must be a metric on the sphere or Euclidean
space. This follows because g is of the form g = dr2 + ϕ2(r, x)gSn−1 in the segment
domain. First note that if the injectivity radius is infinite then the exponential map is
a diffeomorphism and M is diffeomorphic to Rn and we are in case (2). On the other
hand, suppose that the injectivity radius at p is D < ∞ and let γ be a minimizing
geodesic with γ(0) = p such that cut(γ) = D and let q = γ(D). Then from the
discussion above we have s→ pi√
K
at γ(D) and so the function ϕ(r, x)→ 0 as r → D.
On the other hand, the Jacobi fields of the metric g along a radial geodesic are of the
form J = ϕE, where E is a fixed field in the geodesic sphere. This shows that the
index of q as a conjugate point to p along γ is (n− 1).
Now consider the set S of vectors w ∈ TpM such that expp(w) = q. We want to
show that if |w| = D then w ∈ S. To see this, let θ(t) be a curve in the sphere
of radius D with θ(t) ∈ S, then consider the geodesic variation v(r, t) = expp( θ(t)rD )
the derivative with respect to t at 0 is a Jacobi field along γ which vanishes at γ(0),
since the index is (n − 1) it must be a proper Jacobi field, i.e. ∂
∂t
v(t, D) = 0, so
v(t, D) = v(0, D) = q. This shows that the set S is both open and closed in the
sphere of radius D, and thus must be the whole sphere. It follows that every geodesic
γ must have cut(γ) = D and that γ(D) = q. This gives us case (1). 
When K ≤ 0 we have a similar local rigidity result for the volume.
Theorem 4.18. Suppose that (M, g) is complete and satisfies Ric1f ≥ Ke
−4f
n−1g and
there is a p and S such that µ(C(p, S)) = e−
n+1
n−1 f(p)v (n,K, S), then C(p, S) is diffeo-
morphic to an open disk with twisted product metric
g = dr2 + e
2(f(r,θ))
n−1 sn2K(s(r, θ))gSn−1.
Proof. The argument is very similar to the above, we must have that there are no cut
points to p in C(p, S) which gives the topological structure, and then the form of the
metric comes from the equality in the mean curvature comparison. 
5. α-Holonomy
In this section we investigate the possible holonomy groups of ∇α, which we will
call α-holonomy and denote by Holα(M). Recall that for a linear connection on a
connected manifold, the holonomy group at p is the group of invertible linear maps
h : TpM → TpM given by parallel translation around some C1-piecewise loop with
basepoint p. Furthermore, one can show that the holonomy group is in fact a Lie
group, and if M is simply connected, Hol∇(M) is connected. Changing the point
p conjugates the holonomy group, so holonomy groups at different points are all
isomorphic and we can talk about the holonomy of the connection. For this and
other background on holonomy groups of linear connections we refer the reader to
[Bes87,KN63,Pet06] and the reference there-in.
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The structure of the holonomy groups is related to the existence of parallel struc-
tures by the following “fundamental principle” (see [Bes87, 10.19]).
Proposition 5.1. Let ∇ be a linear connection on a connected manifold. Fix non-
negative integers r and s, then the following are equivalent
(1) There exists a tensor field of type (r, s) which is invariant under parallel trans-
port.
(2) There exists a tensor field of type (r, s) which has zero covariant derivative.
(3) There exists a point p ∈ M and, on TpM , a tensor Tp of type (r, s) which is
invariant under the holonomy group of the connection at p.
In particular, since the metric is always parallel with respect to its Levi-Civita con-
nection, the holonomy group of a Levi-Civita connection is isomorphic to a subgroup
of O(n). Berger [Ber55] classified the groups that can arise as the holonomy of a
Levi-Civita connection on a simply connected manifold and the classification is quite
restrictive. On the other hand, Hano and Ozeki [HO56] have shown for a general
connection that, as long as the tangent bundle can be reduced to a given closed linear
subgroup G (a topological condition), then there is a linear connection with holonomy
G. The groups that can arise as the holonomy group of a torsion free connection have
also been classified by Merkulov-Schwachho¨fer [MS99] and Bryant [Bry00]. We are
interested in the possibilities for α-holonomy. Our first consideration is the existence
of a parallel n-form.
Proposition 5.2. Let α be a closed one-form on a Riemannian manifold (M, g), then
Holα(g) is isomorphic to a subgroup of the group {A ∈ GL(n,R) : det(A) = ±1}.
Moreover, (M, g) is orientable if and only if Holα(g) is isomorphic to a subgroup of
SLn(R).
Proof. First we consider the orientable case. By Proposition 3.2 if (M, g) is orientable,
then there is an n-form which is parallel with respect to ∇α. By Proposition 5.1 this
implies that there is a volume form on TpM which is invariant under Hol
α
p , showing
that Holαp is isomorphic to a subgroup of SLn(R). Conversely, if Hol
α
p is isomorphic
to a subgroup of SLn(R), then by Proposition 5.1, (M, g) admits a parallel, non-
degenerate n-form. Thus, (M, g) must be orientable.
In the non-orientable case, consider the orientable double cover, (M˜, g˜) with the
1-form α˜ being the lift of α. Let h ∈ Holαp (g) which is given by parallel translation
around a curve σ. Then the curve which is concatenation of σ with itself lifts to a loop
in M˜ . Since α˜-parallel translation in the cover is the same as α-parallel translation
in M , this shows that det(h2) = 1, which implies that det(h) = ±1. 
Remark 5.3. Conversely, by Propositions 3.2 and 5.1, if α is not a closed 1-form, then
Holα(M) does not lie in {A ∈ GL(n,R) : det(A) = ±1}.
In the next section we construct examples showing that Holα can be all of SLn(R).
5.1. Examples. In this section we try to build intuition about α-Holonomy by col-
lecting examples.
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We consider the ansatz of a twisted product. Let M = B × F with metric of the
form gM = gB + e
2ψgF where ψ : B × F → R. Let ϕ : B × F → R be an arbitrary
function, with α = dϕ. Let X, Y, Z be fields on B and U, V,W be fields on F . The
connection is
∇MX Y = ∇BXY
∇MX U = ∇MU X = dψ(X)U
∇MV U = ∇FV U + dψ(U)V + dψ(V )U − e2ψgF (U, V )∇ψ.
So ∇α is given by
∇αXY = ∇BXY − dϕ(X)Y − dϕ(Y )X
∇αXU = ∇αUX = (dψ(X)− dϕ(X))U − dϕ(U)X
∇αV U = ∇FV U + (dψ(U)− dϕ(U))V
+ (dψ(V )− dϕ(V ))U − e2ψgF (U, V )∇ψ.
(5.1)
Let σ(t) be a curve in M and write σ(t) = (σ1(t), σ2(t)) where σ1 and σ2 are curves
in B and F respectively. We use ˙ to denote derivative in the t direction.
Let P (t) = a(t)X(t) + b(t)U(t) where X is a vector field on B and U is a vector
field on F . Then using the equations above we have
∇ασ˙P = a˙X + a (∇σ˙1X − dϕ(X)σ˙1 − dϕ(σ˙1)X) + a(dψ − dϕ)(X)σ˙2
− adϕ(σ˙2)X + b(dψ − dϕ)(σ˙1)U − bdϕ(U)σ˙1 + b˙U
+ b
(∇Fσ˙2U + (dψ − dϕ)(U)σ˙2 + (dψ − dϕ)(σ˙2)U + e2ψgF (U, σ˙2)∇ψ) .
(5.2)
Recall the de Rham splitting theorem which states that if the holonomy of a Levi-
Civita connection is reducible, then the metric splits as a product. This result is not
true for α-holonomy. To see this, recall the correspondence between holonomy invari-
ant subspaces a tangent space and invariant distributions under parallel translation.
See [Bes87, 10.21].
Proposition 5.4. Let ∇ be a linear connection on a connected manifold Mn. Let k
be an integer between 1 and n− 1, then the following are equivalent
(1) There exists a k-dimensional distribution which is preserved by parallel trans-
port.
(2) The holonomy group leaves invariant a subspace of dimension k.
Moreover, if the connection is torsion free then the distribution is integrable.
Using this and the equations above we can see that there are twisted product
metrics that have reducible α-holonomy.
Proposition 5.5. Suppose (M, gM) is a twisted product as above. Assume further
that ϕ and ψ differ by a function on F . Then the tangent space on B is invariant
under the α-Holonomy.
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Proof. Assuming that ϕ = ψ + ϕ2 where ϕ2 : F → R and taking U = 0 in (5.2) gives
∇ασ˙P = a˙X + a (∇σ˙1X − dϕ(X)σ˙1 − dϕ(σ˙1)X − dϕ(σ˙2)X) .
Let a = eϕ andX be a field that satisfies∇σ˙1X = dϕ(X)σ˙1, then we obtain a solution,
so we have that the vector field P = eϕX will be a parallel field. This shows that if v
is a vector in the B factor, then its parallel translate will also be in the B factor for
all time. In particular, the tangent space of B will be preserved by the holonomy. 
On the other hand, we will prove a generalization of the de Rham splitting theorem
below showing that if the α-holonomy of a manifold is reducible, then the metric splits
as a twisted product. If we assume further that the metric a warped product we get
some more explicit formulae for α-holonomy.
Proposition 5.6. Suppose (M, gM) is a warped product. That is gM is a twisted
product as above with ψ is a function of B only, and that ϕ = ψ + ϕ2 . Let h be the
element of α-holonomy coming from parallel translation around a loop σ. In terms
of the splitting of the tangent space, Tσ(0)M = Tσ1(0)B + Tσ2(0)F the matrix of h is of
the form
h =
(
A C
0 h2
)
,
where h2 is the element of the α2-holonomy on F generated by the loop σ2, where
α2 = dϕ2.
Proof. Consider (5.2) with a = eϕ, b = 1. Then we obtain,
∇ασ˙P = eϕ (∇σ˙1X − dψ(X)σ˙1)− dϕ2(U)σ˙1 + e2ψgF (U, σ˙2)∇ψ
+
(∇Fσ˙2U − dϕ2(U)σ˙2 − dϕ2(σ˙2)U) .
Let U be an α2-parallel field along σ2, let X = XU be the solution to
0 = eϕ (∇σ˙1X − dψ(X)σ˙1)− dϕ2(U)σ˙1 + e2ψgF (U, σ˙2)∇ψ.(5.3)
Which, after U has been fixed, is an in-homogeneous first order system of equations
for X(t). Then we have that the α-parallel fields are all of the form U + eϕXU .
Putting this together in terms of the α-holonomy around a loop σ and the splitting
of the tangent space, Tσ(0)M = Tσ1(0)B + Tσ2(0)F we have that the matrix for the
element h of Holα(M, g) coming from parallel translation around σ is of the form
h =
(
A C
0 h2
)
,
where h2 is the element of the α2-holonomy on F generated by the loop σ2. A is the
matrix given by solving the system ∇σ˙1X = dψ(X)σ˙1 and C is the matrix given by
solving for XU in (5.3). 
Example 5.7. Consider a product metric where ϕ is a function on F . This is the
case where ψ = 0 and ϕ = ϕ2. Then, since dψ = 0, A will just be h1, the holonomy
element generated by parallel translation around σ1. So we have
h =
(
h1 C
0 h2
)
,
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where, by (5.3), C is given by the solutions to ∇σ˙1X = e−ϕ2dϕ2(U)σ˙1.
To make this more concrete, consider the case where gB = dx
2 and gF = dy
2 andM
is 2-dimensional Euclidean space with ϕ = ϕ2(y). Taking U =
∂
∂y
, write X = v(t) ∂
∂x
then from (5.3) we have
dv
dt
= e−ϕ2(σ2(t))
dϕ2
dy
dσ1
dt
v(t) = v(0) +
∫ t
0
(
e−ϕ2(σ2(t))
dϕ2
dy
|σ2(t)
dσ1
dt
)
dt.
Let σ be a square with vertices (0, y0), (a, y0), (a, y1), (0, y1). Then we have v(t) =
v(0) + a
(
e−ϕ2(y0) dϕ2
dy
|y0 − e−ϕ2(y1) dϕ2dy |y1
)
. Which shows that, as long as the quantity
e−ϕ2(y) dϕ2
dy
|y is non-constant in y that we have
Holα(R2) =
{(
1 c
0 1
)
: c ∈ R
}
,
which is, of course isomorphic to R.
On the other hand, note that if e−ϕ2(y) dϕ2
dy
|y is constant, then ϕ2 = − ln(d− cy) for
some constants c and d and is thus not defined for all y.
For a Levi-Civita connection, since the holonomy group is contained in the orthog-
onal group, if a distribution is preserved by the holonomy, then so is its orthogonal
complement. Example 5.7 shows that this is not true generally for α-holonomy. Re-
call that a simply connected Riemannian manifold admits a parallel vector field if
and only if it is isometric to a product metric with one factor a flat Euclidean space.
The following example shows that this result is also not true for the α-connection.
Example 5.8. In the notation of Proposition 5.6, assume that B is one-dimensional,
i.e. g = dr2+e2ψ(r)gF and ϕ = ψ(r)+ϕ2. Then, when U = 0, if we write X = v(t)
∂
∂r
,
we have
dv
dt
= v
dψ
dt
,
so that v(t) = ceψ(t) and thus the field X = keϕeψ ∂
∂r
= ke2ψeϕ2 ∂
∂r
is α-parallel (along
any curve). Thus in this case, we have that the elements of the holonomy group are
of the form (
1 C
0 h2
)
.
In fact, the following example shows that we can have an entire basis of α-parallel
fields which are not parallel.
Example 5.9. Consider the previous example with gF Euclidean, ϕ2 = 0, and ψ(r) =
r. Then (M, g) is hyperbolic space with constant curvature −1. From the previous
example, we know that the field e2r ∂
∂r
is α-parallel around any curve.
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Take U = ∂
∂yi
to be a parallel coordinate field on the Euclidean factor. Then the
field XU is the solution to the equation
dv
dt
− vdr
dt
+ er
dyi
dt
= 0,
where XU = v(t)
∂
∂r
. The general solution to this equation is v(t) = (C+yi(t))e
r(t) We
thus have that the field ∂
∂yi
+yie
2r ∂
∂r
is α-parallel. In particular, we have a global basis
of α-parallel fields. Thus the holonomy group contains only the identity element.
Now we consider an example where Holα(M, g) is SLn(R).
Example 5.10. Consider the round 2-sphere (S2, dr2 + sin2 rdθ2), with ϕ = cos r.
Then, Holα(S2) = SL2(R). We prove this by considering the Lie algebra hol
α(S2), and
finding two families of loops, whose associated Lie algebra elements generate sl2(R).
Both families will consist of loops based at a point on the equator: p0 = (pi/2, 0),
written in the (r, θ) coordinates.
First consider a family of loops σs(t) (s ∈ [pi/2, pi)) based at p0. Each loop will
consist of 3 smooth pieces:
σs(t) =

(t, 0) t ∈ [pi/2, s]
(s, t− s) t ∈ [s, s+ 2pi]
(2pi + 2s− t, 0) t ∈ [2pi + s, 3pi/2 + 2s].
Note that σpi/2 is just the equator. Let hs denote the element of Hol
α(S2) generated
by σs. Then, explicit computation shows that
A =
d
ds
hs
∣∣∣∣
s=pi/2
=
(
1 −1
2/pi + 4pi/3 −1
)
∈ holαp0(S2).
The second family consists of loops
σs(t) =

(t, 0) t ∈ [pi/2, ξ]
(ξ, t− ξ) t ∈ [ξ, ξ + s]
(2ξ + s− t, s) t ∈ [ξ + s, 2ξ + s− pi/2]
(0, 2ξ + 2s− pi/2− t) t ∈ [2ξ + s− pi/2, 2ξ + 2s− pi/2].
where s ≥ 0, and ξ = cos−1
(
1−√5
2
)
(chosen for convenience of computation). As
before, let hs denote the holonomy element generated by σ
s. Then, we get:
B =
d
ds
hs
∣∣∣∣
s=0
=
(
0 1−
√
5
2
e
√
5−1
2
1 0
)
∈ holαp0(S2).
Since [A,B] is linearly independent from A and B, A and B generate a 3 dimen-
sional Lie algebra, so holαp0(S
2) = sl2(R), and Hol
α(S2) = SL2(R).
Example 5.11. We can follow the ideas of Example 5.10 to show that for the round
n-sphere (Sn, dr2 + sin2 rgSn−1) with ϕ = cos r, we get Hol
α(Sn) = SLn(R).
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5.2. Parallel vector fields and 1-forms. The examples of the previous section
show that splitting results for the Levi-Civita connections do not hold for ∇α. In this
section we show that there is still rigidity when we have α-parallel vector fields and
1-forms.
In the case of an α-parallel vector field we have the following classification.
Proposition 5.12. If there is an α-parallel vector field, V , on a simply connected,
complete manifold M , then M is diffeomorphic to R × N , with a warped product
metric gM = dr
2 + e2ψ(r)gN for some ψ : R→ R. Moreover, ϕ = ψ(r) + ϕN(x) where
ϕN : N → R and V = Ce2ψ(r)eϕN (x) ∂∂r for some constant C.
Remark 5.13. Two special cases are:
(1) If ψ is constant, then we have the product metric g = dr2+gN , ϕ is a function
on N , and V = eϕ ∂
∂r
.
(2) If ϕN is constant then ϕ = ψ and V = e
2ϕ ∂
∂r
.
Proof. Suppose there is a non-zero vector field V such that ∇α· V = 0. Then for all X
we have
∇XV = dϕ(X)V + dϕ(V )X.
Our first simple observation is that V does not have a zero. This follows from the
uniqueness of α-parallel translation starting at a given point along with the fact that
the zero vector field is always α-parallel.
Let W = e−ϕV , then we have
(5.4) ∇XW = e−ϕ (−dϕ(X)V +∇XV ) = e−ϕdϕ(V )X = dϕ(W )X.
In particular, this implies that g(∇XW,Y ) = g(∇YW,X), which implies that the
dual 1-form ω = g(W, ·) is a closed one-form. We also have that
LW g(X, Y ) = g(∇XW,Y ) + g(∇YW,X) = 2dϕ(W )g(X, Y ),
so that W is a closed conformal field. Such fields are classified in general.
Since W is a closed field and M is simply connected we have that W = ∇u for
some function u : M → R and Hess u = dϕ(∇u)g. A result of Brinkmann [Bri25]
and Tashiro [Tas65] states that if (M, g) is complete and supports a non-constant
function u such that Hess u = χg for some function χ, then g = dr2 + ρ2(r)gN ,
u = u(r), du
dr
= ρ.
Since V is never zero, u does not have any critical points so we also have that ψ is
never zero and we have a global topological splitting M = R×N . We also have that
(5.5)
d2u
dr2
= Hess u
(
∂
∂r
,
∂
∂r
)
= g(∇ϕ,∇u) = ∂ϕ
∂r
du
dr
.
Since du
dr
is never zero this implies that ∂ϕ
∂r
is a function of r. Then, for any field U on
N , since [U, ∂
∂r
] = 0, we have
0 = DUD ∂
∂r
(ϕ) = D ∂
∂r
(DUϕ) .
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This implies that DUϕ is a function on N . Then we can write ϕ(r, x) = ψ(r)+ϕN(x)
where ψ : R → R and ϕN : N → R. Then (5.5) becomes ρ′(r) = ψ′(r)ρ(r) so that
ρ = Ceψ for some constant C.
Putting this all together, we have that the metric splits as a warped product g =
dr2 + e2ψ(r)gN where ϕ(r, x) = ψ(r) + ϕN(x) and
V = eϕW = eϕ∇u = Ceϕeψ ∂
∂r
= Ce2ψ(r)eϕN (x)
∂
∂r
.

Remark 5.14. Note that in the case whereM is not simply connected, the proposition
can be applied to the universal cover with pullback density.
Now we consider the case of linearly independent α-parallel fields.
Theorem 5.15. Suppose that (M, g, f) is complete, simply connected and admits m
linearly independent α-parallel vector fields. Then M is diffeomorphic to Rm × L for
some n−m dimensional manifold L, g is a warped product metric
g = h+ e2ϕgL
with ϕ = ψ+ϕL, where h is a Euclidean or hyperbolic metric on R
m and ψ : Rm → R.
Proof. We proceed by induction onm. The casem = 1 is handled by Proposition 5.12.
Now suppose that (M, g, f) has m-linearly independent fields. Let P be an α-parallel
field and complete P to a basis for the space parallel fields, {P,Q1, Q2, . . . , Qm−1}.
By Proposition 5.12 we can write the metric g = dr2 + e2ψ(r)gN with ϕ = ψ + ϕN
and P = Ce2ψeϕN ∂
∂r
.
Write Qi = ai(r, x)
∂
∂r
+
∑n−1
j=1 bij(r, x)Ej where Ej form a local basis of vector fields
on N . Then
∇α∂
∂r
Qi =
∂ai
∂r
∂
∂r
+
n−1∑
j=1
(
∂bij
∂r
Ej + bij
∂ψ
∂r
Ej
)
− dϕ
(
∂
∂r
)
Qi − dϕ(Qi) ∂
∂r
=
(
∂ai
∂r
− 2ai∂ψ
∂r
−
n−1∑
j=1
bijDEjϕN
)
∂
∂r
+
n−1∑
j=1
∂bij
∂r
Ej .(5.6)
Setting this equal to zero, since the Ej are linearly independent, shows that all of the
bij are constant in the r direction. Thus we can write Qi = ai(r, x)
∂
∂r
+ Ui where Ui
is a field on N .
Now let V be a field on N , then
∇αVQi = (DV ai)
∂
∂r
+ ai
∂ψ
∂r
V +∇NV Ui − e2ψ
∂ψ
∂r
gN(Ui, V )
∂
∂r
− dϕ(V )Q− dϕ(Q)V
=
(
DV ai − (DVϕ)ai − e2ψ ∂ψ
∂r
gN(Ui, V )
)
∂
∂r
+∇ϕNV Ui.(5.7)
Therefore, for Qi to be parallel we need Ui to be an αN -parallel field on (N, gN), with
αN = dϕN .
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Then the set {Ui}m−1i=1 is a set of m − 1 linearly independent αN -parallel fields on
gN . Applying the induction hypothesis gives us that N is diffeomorphic to R
m−1×L,
gN = h
′+e2ϕNgL, ϕN = ρ+ϕL. Then we haveM = R×N = Rm×L, ϕ = ψ+ρ+ϕL =
ψ + ϕL and
g = dr2 + e2ψ(r)
(
h′ + e2ϕNgL
)
= dr2 + e2ψ(r)h′ + e2ϕgL
= h+ e2ϕgL,
where h = dr2 + e2ψ(r)h′ and ψ = ψ + ρ.
Now we wish to show that h is constant curvature and thus a flat or hyperbolic
metric. We consider the cases m = 2 and m > 2 separately.
First assume that m > 2. Note that the m linearly independent α-parallel fields
are all tangent to the Rm factor. The fields themselves might not be fields on Rm,
however, for any parallel field P on M one has
Rα(X, Y )P = ∇αX (∇αY P )−∇αY (∇αXP )−∇α[X,Y ]P = 0.
Since Rα(X, Y )Z is a tensor, this shows that for any vectors v, w, z that are tangent
to the Rm factor, Rα(v, w)z = 0. The fact that ϕ = ψ+ ϕL, combined with equation
(5.1), shows that Rα(v, w)z = Rh,dψ(v, w)z, where Rh,dψ denotes the curvature of the
connection ∇h,dψ on Rm.
This implies that the connection ∇h,dψ is flat. In particular,
0 = h(Rdψ(v, w)w, v) = sec(v, w) + Hessψ(w,w) + dψ(w)2.
Since sec(v, w) = sec(w, v), for any two vectors v, w at a fixed point p, Hessψ(v, v) +
dψ(v)2 = Hessψ(w,w) + dψ(w)2. But this implies that secp = c(p) for some function
c. By Schur’s Lemma we have that (Rm, h) is constant curvature, and thus must be
a hyperbolic or Euclidean metric. Also see Proposition 1.1 of [Wyl15].
When m = 2 we can show directly that the metric (R2, h) has constant curvature
using equations (5.6) and (5.7). Let (M, g, f) have two linearly independent α-parallel
fields, P and Q. Then we have that the metric is of the form
g = dr2 + e2ψ(r)
(
ds2 + e2ρ(s)gL
)
= (dr2 + e2ψ(r)ds2) + e2ψ(r)e2ρ(s)gL
= h+ e2ψ(r)e2ρ(s)gL,
where ϕ = ψ(r) + ρ(s) + ϕL and P = Ce
2ψ(r)eρ(s)eϕL ∂
∂r
and Q = a ∂
∂r
+ Be2ρ(s)eϕL ∂
∂s
and B and C are constants. By rescaling P and Q, we can assume that B = C = 1.
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Equations (5.6) and (5.7) then imply that we have the equations
∂a
∂r
− 2adψ
dr
= e2ρ(s)eϕL
dρ
ds
(5.8)
∂a
∂s
− adρ
ds
= e2ψ(r)e2ρ(s)eϕL
dψ
dr
(5.9)
DV a− (DVϕL)a = 0,
where V is any field on L.
Differentiating (5.8) with respect to s and (5.9) with respect to r and then sub-
tracting the result gives the equation
−2∂a
∂s
dψ
dr
+
∂a
∂r
dρ
ds
= eϕL
(
d
ds
(
e2ρ(s)
dρ
ds
)
− e2ρ d
dr
(
e2ψ(r)
dψ
dr
))
.
Plugging in (5.8) and (5.9) on the left hand side and expanding the derivatives on
the right gives the equation
d2ψ
dr2
e2ψ =
d2ρ
ds2
+
(
dρ
ds
)2
.
Since the left hand side depends only on r and the right hand side only on s, we get
that these quantities must be constant, call the constant j.
Let u(r) =
∫ r
0
e−2ψ(t)dt and let ′ denote derivative with respect to r. Then, inte-
grating the equation ψ′′e2ψ = j gives us
ψ′ = ju+ k
for a constant k. Moreover, ln (u′) = −2ψ(r) implies that ψ′ = 1
2
u′′
u′ so in terms of u
we have
−1
2
u′′
u′
= ju+ k
u′′ = −2juu′ − 2ku′
u′ = −ju2 − 2ku+ l,(5.10)
where l is another (positive) constant.
Computing the sectional curvature for the metric h, sec
(
d
dr
, d
ds
)
, we obtain
sec
(
d
dr
,
d
ds
)
= −
d2
dr2
eψ
eψ
= −d
2ψ
dr2
−
(
dψ
dr
)2
= −ju′ − (ju+ k)2
= −(k2 + jl).
Hence, sec is constant as claimed. 
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Remark 5.16. The simplest non-flat example in Theorem 5.15 comes from taking
j = 0, ρ = 0 and ψ(r) = kr, then we have an example of the form
g = dr2 + e2kr(ds21 + · · ·+ ds2m−1) + e2krgL,
where h = dr2 + e2kr(ds21 + · · ·+ ds2m−1) is the hyperbolic metric of curvature −k2.
Remark 5.17. Theorem 5.15 together with Proposition 5.12 yield Theorem 2.11.
Since the Riemannian metric g is not parallel with respect to ∇α, the dual 1-form
to a parallel vector field will not be parallel. However, we do obtain the following
relation between them:
Proposition 5.18. A 1-form ω = e−ϕg(X, ·) is α-parallel on (M, g, f) iff X is (−α)-
parallel on (M, e−2ϕg,−f).
Proof. First consider
(∇αUω) (V ) = DUω(V )− ω (∇αUV )
= DU
[
e−ϕg(X, V )
]− e−ϕg (X,∇αUV )
= −dϕ(U)e−ϕg(X, V ) + e−ϕDUg(X, V )− e−ϕg (X,∇UV )
+ dϕ(U)e−ϕg(X, V ) + dϕ(V )e−ϕg(X,U)
= e−ϕg (∇UX, V ) + dϕ(V )e−ϕg(X,U).
Next, let ∇˜ denote the Levi-Civita connection of (M, e−2ϕg), and ∇˜−α the connec-
tion for the manifold with density (M, e−2ϕg,−f). Then,
e−ϕg
(
∇˜−αU X, V
)
= e−ϕg
(
∇˜UX, V
)
+ dϕ(U)e−ϕg(X, V ) + dϕ(X)e−ϕg(U, V )
= e−ϕg (∇UX, V )− dϕ(U)e−ϕg(X, V )− dϕ(X)e−ϕg(U, V )
+ dϕ(V )e−ϕg(X,U) + dϕ(U)e−ϕg(X, V )
+ dϕ(X)e−ϕg(U, V )
= e−ϕg (∇UX, V ) + dϕ(V )e−ϕg(X,U)
= (∇αUω) (V ).

5.3. The de Rham splitting theorem for weighted Riemannian manifolds.
We now consider the more general question of when we have a distribution which is α-
parallel translation invariant. Let ν be an α-parallel translation invariant distribution
of a manifold (M, g), where α = dϕ. Let ν⊥ be the orthogonal complement of ν. Our
first result is the following Lemma.
Lemma 5.19. ν and ν⊥ are both integrable distributions and ν is totally geodesic.
34 WILLIAM WYLIE AND DMYTRO YEROSHKIN
Proof. Since ∇α is a torsion free connection, ν is integrable. For X, Y, Z vector fields
on M we have
e−ϕg(∇αXY, Z) = e−ϕg(∇XY, Z)− dϕ(X)e−ϕg(Y, Z)− dϕ(Y )e−ϕg(X,Z)
= g(∇X(e−ϕY ), Z)− dϕ(Y )e−ϕg(X,Z)(5.11)
= DX(e
−ϕg(Y, Z))− e−ϕg(Y,∇XZ)− dϕ(Y )e−ϕg(X,Z).
First choose X, Y fields in ν and Z ∈ ν⊥, then (5.11) gives that g(Y,∇XZ) = 0,
implying that ν is totally geodesic.
On the other hand if we apply (5.11) to X, Y ∈ ν⊥ and Z ∈ ν we have
g(∇αXY, Z) = −g(Y,∇XZ)
= −dϕ(Z)g(X, Y ).
So, g([X, Y ], Z) = g(∇αXY, Z)− g(∇αYX,Z) = 0, and thus ν⊥ is also integrable. 
Since ν and ν⊥ are both integrable we have local topological product structure in
a coordinate neighborhood U which is diffeomorphic to B × F where B × {x} are
the integral submanifolds of ν and {p} × F are the integral submanifolds of ν⊥. In
these coordinates, any vector can be written uniquely as X = Y + Z where Y ∈ ν
and Z ∈ ν⊥. Define a new perturbation of the metric g by the formula
k(X1, X2) = g(Y1, Y2) + e
−2ϕg(Z1, Z2),
where Xi = Yi + Zi, Yi ∈ νp and Zi ∈ ν⊥p . k is a smooth metric on M . Then we have
the following lemma.
Lemma 5.20. ν is invariant with respect to the Riemannian connection ∇k.
Proof. Let Y be a field in ν and Z ∈ ν⊥. Then, by the Kozul formula, for any vector
field X ,
2k(∇kXY, Z) = DY (k(Z,X))−DZ (k(X, Y ))(5.12)
+ k ([X, Y ], Z)− k ([Y, Z], X) + k ([Z,X ], Y ) .
Letting X ∈ ν, and using that ν is totally geodesic and integrable, gives
2k
(∇kXY, Z) = −DZ (k(X, Y ))− k ([Y, Z], X) + k ([Z,X ], Y )
= −DZ (g(X, Y ))− g ([Y, Z], X) + g ([Z,X ], Y )
= 2g (∇gXY, Z)
= 0.
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On the other hand, if we let X ∈ ν⊥ in (5.12) and use that ν⊥ is integrable we obtain
2k(∇kXY, Z) = DY (k(Z,X)) + k ([X, Y ], Z)− k ([Y, Z], X)
= DY
(
e−2ϕg(Z,X)
)
+ e−2ϕg ([X, Y ], Z)− e−2ϕg ([Y, Z], X)
= e−2ϕ (−2dϕ(Y )g(Z,X) +DY (g(X,Z)) + g ([X, Y ], Z)− g ([Y, Z], X))
= 2e−2ϕ (−g(Z, dϕ(Y )X) + g(∇gXY, Z))
= 2e−2ϕ (g(∇g,αX Y, Z))
= 0.
Therefore, ∇kXY ∈ ν for all X . 
This gives us the following local version of the de Rham decomposition theorem.
Theorem 5.21. Let (M, g) be a Riemannian manifold and α a closed one-form on
M . Let ν be an α-parallel translation invariant distribution, then M is locally a
twisted product. That is all p ∈ M admit an open neighborhood Up such that U is
diffeomorphic to B × F , where ν is the tangent distribution to B × {x}, and g =
gB + e
2ϕgF for fixed metrics gB and gF .
Proof. From the Lemma we have that ν is an invariant distribution for the Riemannian
metric k. Applying the local version of the Riemannian de Rham decomposition
theorem [Bes87, 10.38] then gives that k must locally be a product
k = gB + gF
for fixed metric gB and gF . This then gives that g = gB + e
2ϕgF . 
For the global splitting we also have the following result which follows directly from
the global de Rham decomposition theorem in the Riemannian case [Bes87, 10.43].
Theorem 5.22. Let (M, g) be a simply connected Riemannian manifold and α a
closed one form on M . Let ν be an α-parallel translation invariant distribution. If
the metric k is complete thenM is a twisted product metric, that isM is diffeomorphic
to B × F , where ν is the tangent distribution to B × {x}, and g = gB + e2ϕgF for
fixed metrics gB and gF .
It seems somewhat unclear what is the exact relationship between the completeness
of the metric g, completeness of the connection ∇α, and completeness of the metric
k. However, we do have the following proposition giving sufficient conditions for k
completeness.
Proposition 5.23. Let (M, g) be a complete simply connected Riemannian manifold
and α = dϕ a smooth closed one form supporting an α-parallel translation invariant
distribution. If
(1) ϕ is bounded from above, or
(2) ∇α is geodesically complete, and ∇ϕ(p) ⊂ ν(p), ∀p ∈M
then k is complete.
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Remark 5.24. In several of the comparison results we were able to replace the a
priori assumptions of f being bounded from above by the weaker condition of α-
completeness. As such, it is natural to ask whether the same weakening of hypotheses
can be done in this case as well.
Proof. To prove part (1), if ϕ ≤ A then
k(X1, X2) = g(Y1, Y2) + e
−2ϕg(Z1, Z2)
≥ g(Y1, Y2) + e−2Ag(Z1, Z2)
≥ Bg(X1, X2),
where B = min{1, e−2A}. Therefore, for any curve σ, lengthk(σ) ≥
(√
B
)
lengthg(σ),
so a bounded subset in the k metric must also be bounded in the g metric. Since
g is complete, the closed and bounded subsets with respect to g must be compact.
Therefore, the same is true for k and k is complete by the Hopf-Rinow theorem.
The proof of (2) is a little more subtle. Let σ be a k-geodesic and let p = σ(t)
for some t. In a neighborhood of p, by Theorem 5.21 we can write k as a product
k = gB + gF , so we can write σ(t) = (σ1(t), σ2(t)) where σ1 is a geodesic in gB and
σ2 is a geodesic in gF . The geodesics in gB can always be extended because B is an
integral submanifold of ν which is totally geodesic distribution in the complete metric
g.
To see that the geodesics in gF can always be extended, note that we have the local
splitting g = gB + e
−2ϕgF , given by Theorem 5.21. The fact that ∇ϕ(p) ⊂ ν(p) tells
us that ϕ is a function of B only and thus the metric is locally a warped product.
We thus satisfy all of the hypotheses of Proposition 5.6 with α2 = 0. According to
Proposition 5.6, α-parallel translation in g acts on vectors tangent to F by parallel
translation in gF . This implies that the α-geodesics in g are of the form η(s) =
(η1(s), η2(s)), where η2(s) is a geodesic in gF . Therefore, α-completeness implies that
the geodesics of gF can be extended for all time.
Therefore, the geodesic σ can be extended for all time and thus k is complete. 
Remark 5.25. (1) of Proposition 5.23 shows that if (M, g) is compact and has a
∇α-invariant distribution, then the universal cover admits a global splitting. Thus
Theorems 5.21 and 5.22 along with Proposition 5.23 prove Theorem 2.12.
5.4. Compact α-Holonomy. An important question is what natural parallel ten-
sors (if any) does ∇α have. We consider the special case of when ∇α admits a parallel
two-tensor. From Proposition 5.1 it follows that admitting an invariant positive def-
inite two-tensor is equivalent to Holα(g) being compact. To see this note that if
Holα(g) is compact, then, by averaging over the group, one can find a positive defi-
nite metric at a point p which is invariant under Holα(g). Conversely, if ∇α admits
a parallel metric then Holα(g) must be compact as it is a closed subgroup of O(n).
Note that, in particular, this implies that ∇α is the Levi-Civita connection of some
Riemannian metric if and only if Holα(g) is compact.
A diffeomorphism of manifolds equipped with affine connections is called an affine
transformation if it preserves the connections. More generally, a diffeomorphism is
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called projective transformation or a geodesic mapping if it maps un-paremetrized
geodesics to geodesics. The following propostition follows from Weyl’s theorem.
Proposition 5.26. Let (M, g) be a Riemannian manifold. There exists a non-zero
one-form α such that Holα(M, g) is compact if and only if there is a non-affine geodesic
mapping from (M, g) to another Riemannian manifold (N, g˜).
Remark 5.27. Note that even if g is complete, g˜ need not be complete. However, we
assume (M, g, α) is α-complete, then g˜ is a complete metric.
Remark 5.28. If Holα(M, g) = G is a proper subgroup of O(n), it also follows that g˜
has special holonomy G.
Understanding geodesic mappings between Riemannian manifolds is an old problem
going back to Beltrami and Levi-Civita, see for example the survey article [Mik96].
There are various rigidity theorems about when two Riemannian spaces can be related
by a geodesic mapping. For example, Beltrami showed that if there is a geodesic map-
ping from (M, g) to a Euclidean space, then (M, g) is a space of constant curvature.
Note that this is equivalent to the special case m = n in Theorem 5.15.
Another basic known fact about geodesic mappings is that there are no projective
transformations from (M, g) to itself aside from affine transformations. In terms of
the α-holonomy this is equivalent to saying that g never parallel with respect to ∇α
unless α is trivial. For completeness we include a proof.
Proposition 5.29. Let (M, g) be a manifold. ∇αg = 0 if and only if α ≡ 0.
Proof. Using the fact that ∇g = 0 we have
(∇αZg)(X, Y ) = 2α(Z)g(X, Y ) + α(X)g(Z, Y ) + α(Y )g(X,Z).
So we have 0 = 2α(Z)g(X, Y ) + α(X)g(Z, Y ) + α(Y )g(X,Z). However, if we take
X = Y and Z perpendicular to X, Y we obtain α(Z) = 0. Since we can choose Z
arbitrarily, this shows that α ≡ 0. 
On the other hand, from the equation above we, if we let h = e−ϕg we have that
(∇αZh)(X, Y ) = dϕ(Z)h(X, Y ) + dϕ(X)h(Z, Y ) + dϕ(Y )h(X,Z).
In the literature on geodesic mappings, this equation and the formula for the ∇α
connection are sometimes called the Levi-Civita equations [Mik96].
In particular, (∇αZh)(X, Y ) = (∇αY h)(X,Z). In Riemannian geometry a symmetric
two-tensor b that satisfies (∇Zb)(X, Y ) = (∇Y b)(X,Z) is called a Codazzi tensor. We
have the following relationship between Codazzi tensors for (M, g) and ∇α,
Proposition 5.30. Let (M, g) be a manifold with density, and let T be a symmetric
2-tensor. Then, T is a Codazzi tensor of (M, g) iff e−ϕT is a Codazzi tensor with
respect to the connection ∇α.
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Proof. Consider
eϕ
(∇αXe−ϕT ) (Y, Z) = DXT (Y, Z)− dϕ(X)T (Y, Z)− T (∇αXY, Z)− T (Y,∇αXZ)
= DXT (Y, Z)− dϕ(X)T (Y, Z)− T (∇XY, Z)
+ dϕ(X)T (Y, Z) + dϕ(Y )T (X,Z)− T (Y,∇XZ)
+ dϕ(X)T (Y, Z) + dϕ(Z)T (Y,X)
= (∇XT ) (Y, Z) + dϕ(X)T (Y, Z) + dϕ(Y )T (X,Z)
+ dϕ(Z)T (Y,X).
Therefore, e−ϕT is Codazzi with respect to ∇α iff T is Codazzi. 
One of the most common types of Codazzi tensor is a parallel 2-tensor. Which
leads us to the following Corollary:
Corollary 5.31. Let (M, g) be a manifold with density with an α-parallel symmetric
2-tensor T , then eϕT is a Codazzi tensor on (M, g).
In particular, if Holα(M, g) is compact, then (M, g) admits a positive definite Co-
dazzi tensor. More generally, if Holα(M, g) ⊂ O(p, q), then (M, g) must admit a
Codazzi tensor of signature (p, q).
For more general discussion on Codazzi tensors see [Bes87,BBD+81]. It does not
seem that the connection between Codazzi tensors and geodesic mappings has been
emphasized in the literature. Note that [DS83] provides some useful topological con-
sequences of the existence of Codazzi tensors, especially in dimension 4.
The assumption that Holα is compact has some interesting consequences in the
case of positive curvature.
Theorem 2.15. Let (M, g, f) be a manifold with density, with Holα(M, g) compact.
Let g˜ be a metric compatible with ∇α. Then secϕ > 0 implies that secg˜ > 0.
Furthermore if Ric1f > 0 then Ricg˜ > 0.
Similarly, both parts also hold for non-negative, negative and non-positive curva-
ture.
Remark 5.32. Similarly, this result also works for quasi-positive and almost positive
curvature.
Proof. Fix a point p ∈ M and a vector Y ∈ TpM with g(Y, Y ) = 0. We will show
that secYϕ > 0 implies that secg˜(·, Y ) > 0.
Recall that secYf (X) = g(R
α(X, Y )Y,X). Also, since g˜ is compatible with ∇α, we
know that secg˜(X, Y ) = g˜(R
α(X, Y )Y,X). Therefore, Rα(·, Y )Y : TpM → TpM is a
symmetric operator with respect to g˜.
Consider a basis on TpM consisting of eigenvectors of R
α(·, Y )Y : X1, . . . , Xn. Note
that Rα(Y, Y )Y = 0, so Y is an eigenvector, call it X1, then λ1 = 0. Order the
remaining eigenvalues λ2 ≤ λ3 ≤ · · · ≤ λn.
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Let X˜k = aXk + bY satisfying g(X˜k, X˜k) = 1 and g(X˜k, Y ) = 0. Then,
secYϕ (X˜k) = g(R
α(X˜k, Y )Y, X˜k)
= g(Rα(aXk + bY, Y )Y, X˜k)
= g(Rα(aXk, Y )Y, X˜k) + g(R
α(bY, Y )Y, X˜k)
= g(aλkXk, X˜k)
= λkg(X˜k − bY, X˜k)
= λk,
so, if secYϕ > 0, all λk > 0, similarly for sec
Y
ϕ ≥ 0, secYϕ < 0 and secYϕ ≤ 0.
The Ricci part of the theorem follows immediately from the fact that Ric1f = Ric
α =
Ricg˜. 
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