Non-Gaussian state-space models arise routinely in several applications. Within this framework, the binary time series setting provides a source of constant interest due to its relevance in a variety of studies. However, unlike Gaussian state-space models-where filtering and predictive distributions are available in closed form-binary state-space models require either approximations or sequential Monte Carlo strategies for inference and prediction. This is due to the apparent absence of conjugacy between the Gaussian states and the probit or logistic likelihood induced by the observation equation for the binary data. In this article we prove that the filtering and predictive distributions of dynamic probit models with Gaussian state variables belong to the class of unified skew-normals (SUN) and the associated parameters can be updated recursively via analytical expressions. Also the functionals of these filtering and predictive distributions depend on known functions, but their calculation requires Monte Carlo integration. Leveraging the SUN results, we address this point by proposing methods to draw independent and identically distributed samples from filtering and predictive distributions, thereby improving state-of-the-art approximate or sequential Monte Carlo inference in small-to-moderate dimensional dynamic models. A scalable and optimal particle filter which exploits SUN properties is also developed and additional exact expressions for the smoothing distribution are provided.
Introduction
Despite the availability of several alternative approaches for dynamic inference and prediction of binary time series (MacDonald and Zucchini, 1997) , state-space models provide a source of continuous interest due to their flexibility in accommodating a variety of representations and dependence structures via a tractable formulation (West and Harrison, 2006; Petris et al., 2009; Durbin and Koopman, 2012) . Let y t = (y 1t , . . . , y mt ) ∈ {0; 1} m denote a vector of binary event data observed at time t, for t = 1, . . . , n, and define with θ t = (θ 1t , . . . , θ pt ) ∈ p the corresponding vector of latent state variables. Adapting the notation in Petris et al. (2009) to our specific setting, we aim to provide closed-form expressions for the predictive and filtering distributions in the multivariate dynamic probit model defined as
where Φ m (B t F t θ t ; B t V t B t ) is the cumulative distribution function of the N m (0, B t V t B t ) evaluated at B t F t θ t , with B t = diag(2y 1t − 1, . . . , 2y mt − 1) denoting the binary data matrix which characterizes the multivariate probit likelihood in (1). The quantities F t , V t , G t , W t , a 0 and P 0 define, instead, known matrices controlling the location, scale and dependence behavior of the state-space model (1)-(2). Although estimation and inference for these matrices is, itself, a relevant problem which can be addressed both from a frequentist and a Bayesian perspective, our focus in the present article is on providing exact results for dynamic inference on state variables and prediction of future binary events under model (1)-(2). Hence, consistent with the classical Kalman filter setting (Kalman, 1960) , we rely on known system matrices F t , V t , G t , W t , a 0 and P 0 . Model (1)-(2) defines a general representation encompassing a variety of formulations. For example, setting V t = I m in (1) leads to a standard probit regression, for each t = 1, . . . , n, which includes also θ 0 θ 1 θ 2 · · · θ t · · · θ n−1 θ n ε 1 ε 2 · · · ε t · · · ε n−1 ε n z 1 z 2 · · · z t · · · z n−1 z n y 1 y 2 · · · y t · · · y n−1 y n Fig. 1 . Graphical representation of model (3)-(5). Dashed circles, solid circles, white squares and grey squares denote Gaussian errors, Gaussian states, latent Gaussian data and observed binary data, respectively.
the classical univariate dynamic probit model when m = 1. These representations have appeared in several applications, especially within the econometrics literature due to a direct connection between (1)-(2) and dynamic discrete choice models (Keane and Wolpin, 2009 ). Indeed, representation (1)-(2) can be alternatively obtained via the dichotomization of an underlying state-space model for the time series of m-variate Gaussian variables z t = (z 1t , . . . , z mt ) ∈ m , t = 1, . . . , n, which can be regarded as unobserved time-varying utilities, from an econometric perspective. In particular, adapting classical results from probit regression (Albert and Chib, 1993) , model (1)- (2), is equivalent to y t = (y 1t , . . . , y mt ) = 1(z t > 0) = [1(z 1t > 0), . . . , 1(z mt > 0)] , t = 1, . . . , n,
with z 1 , . . . , z n evolving in time according to the Gaussian state-space model
θ t = G t θ t−1 + ε t , ε t ∼ N p (0, W t ), t = 1 . . . , n, θ 0 ∼ N p (a 0 , P 0 ),
having the usual dependence structure as expressed by the directed acyclic graph in Figure 1 . In (4), φ m (z t − F t θ t ; V t ) denotes the Gaussian density for z t , with mean F t θ t and covariance matrix V t . To clarify the connection between (1)-(2) and (3)-(5), note that the generic element y lt = 1(z lt > 0) of y t is either 1 or 0 depending on whether z lt > 0 or z lt ≤ 0. Hence, with a slight abuse of notation, let us consider a generic vector y t ∈ {0; 1} m for which the probability mass function (1) is computed and denote with B t = diag(2y 1t − 1, . . . , 2y mt − 1) the associated m × m sign matrix. Then, one obtains
As is clear from (4)-(5), if z 1:t = (z 1 , . . . , z t ) were observed, dynamic inference on the states θ t , for t = 1, . . . , n, would be possible via direct application of the Kalman filter (Kalman, 1960) . Indeed, exploiting Gaussian-Gaussian conjugacy and the conditional independence properties of state-space models, the predictive p(θ t | z 1:t−1 ) and filtering p(θ t | z 1:t ) distributions are also Gaussian and have parameters which can be computed recursively via simple expressions relying on the previous updates. However, in (3)-(5), only a dichotomized version y t of z t is available, and hence the predictive and filtering distributions are p(θ t | y 1:t−1 ) and p(θ t | y 1:t ), respectively. Recalling model (1)-(2) and Bayes rule, the calculation of these quantities proceeds by updating the Gaussian distribution for the states in (2) with the probit likelihood in (1), thereby providing conditional distributions which seem not available in closed form (Albert and Chib, 1993) .
A common solution to the above issue is to rely on approximations of model (1)-(2) which allow the implementation of standard Kalman filter updates, thus leading to approximate dynamic inference on the state variables via extended (Uhlmann, 1992) or unscented (Julier and Uhlmann, 1997) Kalman filters, among others. However, as discussed by Andrieu and Doucet (2002) , in many realistic studies these approximate methods could lead to unreliable inference. Markov Chain Monte Carlo strategies (Carlin et al., 1992; Carter and Kohn, 1994; Shephard, 1994; Song, 2000) address this issue, but, unlike the classical Kalman filter updates, these methods are not suitable for online prediction and filtering, thus facing computational bottlenecks. This has motivated an increasing interest in sequential Monte Carlo solutions (Doucet et al., 2001) providing particle-based representations of the conditional states distributions, which are then propagated in time to facilitate online dynamic inference (Gordon et al., 1993; Kitagawa, 1996; Liu and Chen, 1998; Pitt and Shephard, 1999; Doucet et al., 2000; Andrieu and Doucet, 2002) . Although these strategies provide state-of-the-art methods for tractable prediction and filtering in non-Gaussian state-space models, sequential Monte Carlo is still sub-optimal compared to the case in which p(θ t | y 1:t−1 ) and p(θ t | y 1:t ) are available in closed form and belong to a tractable class of distributions whose parameters can be sequentially updated in time via simple expressions.
In Section 3.1, we prove that, for the multivariate dynamic probit model in (1)-(2), the quantities p(θ t | y 1:t−1 ) and p(θ t | y 1:t ) are unified skew-normal (sun) distributions (Arellano-Valle and Azzalini, 2006) having tractable expressions for the recursive updating of the corresponding parameters. To the best of our knowledge, this novel result provides the first closed-form Kalman filter for dichotomous time series and allows for improvements in online dynamic inference within such a framework. Indeed, as highlighted in Section 2, sun variables have several closure properties (Arellano-Valle and Azzalini, 2006; Azzalini and Capitanio, 2013) in addition to explicit formulas-involving cumulative distribution functions of multivariate normals-for the moments (Azzalini and Bacchieri, 2010; Gupta et al., 2013) , and a tractable stochastic representation via a linear combination of Gaussian and truncated Gaussian variables, which facilitates sampling (Arellano-Valle and Azzalini, 2006; Azzalini and Capitanio, 2013) . Also the normalizing constant is available (Arellano-Valle and Azzalini, 2006) , thus providing a closedform expression, derived in Section 3.1, for the predictive distribution p(y t | y 1:t−1 ) of y t .
The above results improve sequential Monte Carlo by allowing online dynamic inference on filtering and predictive distributions via closed-form expressions, numerical evaluations or Monte Carlo integration based on independent samples from a sun. As outlined in an illustrative study in Section 4.1, these strategies improve state-of-the-art methods. However, as discussed in Section 4, the multivariate Gaussian integrals entering the moments' expressions and the multivariate truncated Gaussians involved in sampling have a dimension which increases with t and m. Still, recent advances in dealing with these quantities (Botev, 2017) facilitate computationally efficient inference and sampling in small-to-moderate dimensional time series. In higher-dimensional settings, we propose instead a novel particle filter which exploits the sun properties to obtain an optimal (Doucet et al., 2000) sequential Monte Carlo which effectively scales with t; see Section 4.2. Future directions of research are discussed in Section 5. Finally, Appendix A completes our contribution by proving that also the smoothing distribution p(θ t | y 1:n ) has a sun kernel, under model (1)-(2).
The unified skew-normal distribution
Before deriving the sun filtering and predictive distributions associated with model (1)-(2), let us first briefly review the sun random variable. Arellano-Valle and Azzalini (2006) proposed this class to unify different generalizations (Arnold and Beaver, 2000; Arnold et al., 2002; Gupta et al., 2004; González-Farıas et al., 2004) of the original multivariate skew-normal (Azzalini and Dalla Valle, 1996) , whose density is obtained as the product of a multivariate Gaussian density and the cumulative distribution function of a standard normal evaluated at a value which depends on a skewness-inducing vector of parameters. Motivated by the success of this formulation and of its various generalizations (Azzalini and Capitanio, 1999) , Arellano-Valle and Azzalini (2006) developed a unifying representation, namely the unified skew-normal distribution. Under this class, a random vector θ has a unified skew-normal distribution, θ ∼ SUN p,h (ξ, Ω, ∆, γ, Γ), if its density function can be expressed as
where φ p (θ −ξ; Ω) represents the density of a N p (ξ, Ω) whose covariance matrix Ω = ωΩω is obtained by re-scaling the correlation matrixΩ via the positive diagonal scale matrix ω = (Ω • I p ) 1/2 , with • denoting the element-wise Hadamard product. In (6), the skewness inducing mechanism is driven by the cumulative distribution function of the N h (0, = ∆, to be a full-rank correlation matrix.
To clarify the role of the parameters in equation (6), let us discuss a generative representation of the unified skew-normal which provides also basic intuitions on our results for the filtering and predictive distributions in model (1)-(2). In particular, letting z 0 ∈ h and θ 0 ∈ p characterize two random vectors jointly distributed as a N h+p (0, Ω * ), then (ξ Azzalini, 2006) . Hence, ξ and ω control location and scale, respectively, whereas the matrices Γ,Ω and ∆ characterize the dependence structure within z 0 ∈ h , θ 0 ∈ p and between these two random vectors, respectively. Finally, γ controls the truncation mechanism in the partially observed Gaussian vector z 0 ∈ h . Besides clarifying the meaning of the sun parameters, such a result already provides initial key insights on our exact Kalman filter for the dynamic probit model (1)-(2). Indeed, according to (3)-(5), the filtering and predictive distributions induced by model (1)-(2) can be also defined as p[θ t | 1(z 1 > 0), . . . , 1(z t > 0)] and p[θ t | 1(z 1 > 0), . . . , 1(z t−1 > 0)], respectively, with (z t , θ t ) from the Gaussian state-space model (4)-(5) for t = 1, . . . , n, thus highlighting the direct connection between these distributions of interest and the generative representation of the sun.
Another fundamental stochastic representation of the sun distribution relies on linear combinations of Gaussian and truncated Gaussian random variables, thereby facilitating sampling from the sun. In particular, recalling Azzalini and Capitanio (2013, Chapter 7.1.2) and Arellano-Valle and Azzalini (2006) 
with U 0 ∼ N p (0,Ω − ∆Γ −1 ∆ ) and U 1 from a N h (0, Γ) truncated below −γ. As we will clarify in Section 3, this result facilitates efficient Monte Carlo inference on complex functionals of the filtering and predictive distributions in model (1)-(2), based on sampling from the corresponding sun variable. Indeed, although key moments can be explicitly derived via direct differentiation of the sun moment generating function (Arellano-Valle and Azzalini, 2006; Gupta et al., 2013) , such a strategy requires tedious calculations in the unified skew-normal framework, when the focus is on complex functionals. Moreover, recalling Azzalini and Bacchieri (2010) and Gupta et al. (2013) , the first and second order moments further require the evaluation of h-variate Gaussian cumulative distribution functions Φ h (·), thus affecting computational tractability in large h settings (Botev, 2017) . In these situations, Monte Carlo integration provides an effective solution, especially when independent samples can be generated. Therefore, we mostly focus on improved online Monte Carlo inference in model (1)-(2) exploiting the sun properties, and refer to Azzalini and Bacchieri (2010) and Gupta et al. (2013) for a closed form expression of the expectation, variance and cumulative distribution function of sun variables. Indeed, as clarified in Section 3, h increases linearly with time t in the sun filtering and predictive distributions.
Before concluding our overview on suns, we shall emphasize that unified skew-normal variables are also closed under marginalization, linear combinations and conditioning (Arellano-Valle and Azzalini, 2006; Gupta et al., 2013; Azzalini and Capitanio, 2013) . As clarified in Section 3, these key closure properties facilitate the derivation of the sun filtering and predictive distributions in model (1)-(2).
Exact Kalman filter for binary time series
In this section we prove that exact Kalman filters-meant here as closed-form updating schemes for predictive and filtering distributions based on recursive expressions for the associated parameterscan be also derived for model (1)-(2). Section 3.1 derives in detail this novel filter, whereas Section 4 discusses the associated computational methods. Consistent with classical Kalman filters, we focus on predictive and filtering distributions. Similar results for smoothing can be found in Appendix A.
Exact Kalman filter updates
As a first step toward deriving the exact form of p(θ t | y 1:t−1 ) and p(θ t | y 1:t ) under model (1)-(2), let us focus on p(θ 1 | y 1 ). This first filtering distribution characterizes the initial step of the Kalman filter recursion, and its expression provides key intuitions to obtain the state predictive p(θ t | y 1:t−1 ) and filtering p(θ t | y 1:t ), for every t ≥ 2. Lemma 1 states that p(θ 1 | y 1 ) is a sun distribution. In the following, consistent with the notation of Section 2, whenever Ω is a p-dimensional covariance matrix, the lower-case and the bar are used to denote ω = (Ω • I p ) 1/2 andΩ = ω −1 Ωω −1 , respectively.
Lemma 1. Under the dynamic probit model (1)-(2), the initial filtering distribution is
Hence p(θ 1 | y 1 ) is a sun distribution and its parameters can be obtained via tractable arithmetic expressions applied to the quantities characterizing model (1)-(2). The proof of Lemma 1, along with those of Theorem 1 and Corollary 1 presented below, can be found in Appendix B and expand recent conjugacy results for unified skew-normal priors in Bayesian probit models (Durante, 2019) . Adapting these conjugacy properties and Lemma 1, the general Kalman filter updates for the multivariate probit model can be obtained by induction for t ≥ 2 and are presented in Theorem 1.
Consistent with Theorem 1, online prediction and filtering in the dynamic multivariate probit model (1)-(2) proceeds by iterating between equations (9) and (10) as new observations stream in with time t. Both steps are based on closed-form distributions and rely on analytical expressions for recursive updating of the corresponding parameters as a function of the previous ones, thus providing the analog of the classical Kalman filter for Gaussian linear state-space models. We also provide closed-form results for the predictive distribution of the multivariate binary data. Indeed, the prediction of future events y t ∈ {0; 1} m given the current data y 1:t−1 , is a primary goal in applications of dynamic probit models. Within our setting, this task requires the derivation of the predictive distribution p(y t | y 1:
is the state predictive distribution in (9). Corollary 1, shows that this quantity has an explicit form.
for every time t, with parameters γ t|t , Γ t|t , γ t|t−1 and Γ t|t−1 , defined as in Theorem 1.
Hence, the evaluation of probabilities of future events is possible via explicit calculations after marginalizing out analytically the predictive distribution of the states. As is clear from (11), this approach requires the calculation of Gaussian cumulative distribution functions whose dimension increases with t and m. Efficient evaluation of these integrals is possible for small-to-moderate t and m via recent minimax tilting (Botev, 2017) . However, these methods become impractical in large t and m studies.
In Section 4, we develop novel Monte Carlo and sequential Monte Carlo strategies to overcome this issue and allow scalable inference exploiting results in Theorem 1 to improve current solutions.
Computational methods for dynamic inference
As discussed in Sections 2 and 3, inference without sampling from (9)-(10) is, theoretically, possible. Indeed, since the sun densities of the predictive and filtering distributions are available from Theorem 1, the main functionals of interest can be computed either via closed-form expressions (Arellano-Valle and Azzalini, 2006; Azzalini and Bacchieri, 2010; Gupta et al., 2013; Azzalini and Capitanio, 2013) or by relying on numerical integration methods (e.g., Quarteroni et al., 2010) . However, these strategies require multiple evaluations of multivariate Gaussian cumulative distribution functions and, hence, tend to be impractical as t increases or when the focus is on complex functionals. Monte Carlo integration provides a tractable solution to these issues, if a computationally efficient strategy is available to sample independent and identically distributed values from (9)-(10). Exploiting the sun properties and the results in Botev (2017) , such a strategy is developed in Section 4.1 and is shown to improve state-of-the-art computational methods by avoiding issues of approximate inference and sequential Monte Carlo solutions, especially in small-to-moderate t settings. When t is large, a more scalable sequential Monte Carlo with optimality properties is also proposed in Section 4.2. The performance of these two algorithms is quantitatively evaluated on two real-data illustrative applications in Sections 4. 
t+1|t are samples from p(θ t | y 1:t ) and p(θ t+1 | y 1:t ), respectively. For example, the observation predictive distribution p(y t | y 1:t−1 ) can be alternatively computed as (11) is computationally demanding.
Algorithm 1: Exact scheme to draw independent samples from p(θ t | y 1:t ), for t = 1, . . . , n for t from 1 to n do
1 t|t ) for each r = 1, . . . , R
Although the above samples can be obtained via Markov Chain Monte Carlo or sequential Monte Carlo methods, the optimal solution, if possible, is to rely on independent and identically distributed (i.i.d.) realizations from p(θ t | y 1:t ) and p(θ t+1 | y 1:t ). Leveraging our exact Kalman filter in Section 3 and the additive representation (7) of the unified skew-normal, independent realizations θ (1) t|t , . . . , θ (R) t|t from the filtering distribution in (10) can be obtained via a linear combination between independent samples from p-variate Gaussians and m·t-variate truncated normals. Algorithm 1 provides a pseudocode for this novel routine, whose outputs are i.i.d. samples from the filtering distribution, for every t = 1, . . . , n. The most computationally intensive step is the sampling from the multivariate truncated normals. In fact, although efficient Hamiltonian Monte Carlo solutions are available (Pakman and Paninski, 2014) , these strategies do not provide independent samples. More recently, an accept-reject method based on minimax tilting has been proposed by Botev (2017) to improve the acceptance rate of classical rejection sampling, while avoiding convergence and mixing issues of mcmc. Such a routine is available in the R library TruncatedNormal and allows efficient sampling from multivariate truncated normals having a dimension of few hundreds, thereby providing effective Monte Carlo inference via Algorithm 1 in small-to-moderate dimensional time series. In this setting such a routine can be seen as online, in practice, since i.i.d. samples from the exact filtering are simulated rapidly, for each t.
Based on realizations θ
(1) t|t , . . . , θ
t|t from the filtering distribution in equation (10), i.i.d. samples from the predictive distribution can be simply generated via direct application of equation (2) to obtain θ
t+1 , for each time t = 1, . . . , n, with ε (1) t+1 , . . . , ε (R) t+1 denoting independent samples from N p (0, W t+1 ). Hence, efficient Monte Carlo inference in small-tomoderate dimensional dynamic probit models is possible also for the predictive distribution.
Application to small-to-moderate time series
We evaluate the performance of Algorithm 1 in an illustrative univariate time series measuring the annual outcome of the Oxford-Cambridge boat race from 1946 to 2018 (Durbin and Koopman, 2012) . In this study, each y t is either 1 or 0 if the winner is Cambridge or Oxford, respectively, at time t = 1, . . . , 73, and the main focus is on providing dynamic inference and prediction for such a binary time series. In accomplishing this goal, Durbin and Koopman (2012) consider a random walk formulation for the state equation, which leads to the dynamic probit model
Although more complex state-space models and higher-dimensional time series could be considered, this setting is not uncommon in several studies. Moreover, our main goal in this study is to evaluate the performance of the sampling strategy defined in Algorithm 1, using the exact filtering distribution (10) computed on a finite grid as a benchmark. Hence, consistent with this aim, we consider an application where the exact calculation of the filtering density is possible, in practice, for any t = 1, . . . , n.
To clarify the improvements provided by Algorithm 1, we further compare its performance with the relevant competing strategies mentioned in Section 1. These methods include the extended Kalman filter (Uhlmann, 1992) , the boostrap particle filter (Gordon et al., 1993) and the Rao-Blackwellized sequential Monte Carlo by Andrieu and Doucet (2002) which leverages the hierarchical representation (3)-(5) of model (1)-(2). Although being a popular solution in routine implementations, the extended Kalman filter relies on a quadratic approximation of the probit log-likelihood which leads to a Gaussian filtering distribution, thereby affecting quality of online learning. The boostrap particle filter (Gordon et al., 1993) is, instead, motivated by the apparent absence of a tractable optimal proposal distribution p(θ t | θ (r) t−1|t−1 , y t ) (Doucet et al., 2000) and, therefore, proposes values from p(θ t |θ (r) t−1|t−1 ). Also Rao-Blackwellized sequential Monte Carlo (Andrieu and Doucet, 2002) aims at providing an alternative particle filter, which addresses the apparent unavailability of an analytical expression for the optimal proposal and the corresponding importance weights. The authors overcome this key issue by proposing a sequential Monte Carlo strategy for the Rao-Blackwellized filtering distribution p(z t | y 1:t ) of the partially observed Gaussian data z t in model (3)-(5) and compute, for each particle's trajectory z (4)-(5)-which are then averaged across the particles to obtain a Monte Carlo estimate for the moments of p(θ t | y 1:t ).
Although the above methods provide state-of-the-art solutions, the proposed strategies are motivated by the apparent absence of an exact Kalman filter for model (1)-(2), which is actually available according to our results in Section 3. Table 1 highlights to what extent such a novel finding improves the existing methods for online inference under model (1)-(2). More specifically, Table 1 compares the Wasserstein distances (e.g. Villani, 2008) , averaged both across time and 100 replicated experiments, between the empirical filtering distribution induced by the particles generated from each sampling method under analysis and the one obtained by direct evaluation of the exact density (10) on a grid of 7000 equally spaced values in [−7, 7] . Such a distance is computed via the R function wasserstein1d for an increasing number of particles R, with W t = 0.5, a 0 = 0 and P 0 = 5 to obtain similar settings as in Durbin and Koopman (2012) . Although the extended Kalman filter and the Rao-Blackwellized sequential Monte Carlo focus, mostly, on the first two central moments of p(θ t | y 1:t ), these strategies can be naturally adapted to draw samples from an approximation of the filtering distribution. For the sake of clarity, the term particle is used to denote both the samples of the sequential Monte Carlo methods and those obtained under i.i.d. sampling via Algorithm 1. Table 1 confirms that a higher number of particles R leads to a natural improvement for all the sampling schemes, with the proposed exact sampler in Algorithm 1 over-performing all the competitors for every R, as expected. Such a result is due to the fact that the extended Kalman filter relies on an approximation of the filtering distribution, whereas, unlike the proposed exact sampler, the bootstrap and the Rao-Blackwellized particle filters consider sub-optimal dependent sampling strategies. Not surprisingly, the Rao-Blackwellized particle filter is the second best choice. Nonetheless, as expected, exact i.i.d. sampling from the sun filtering distribution via Algorithm 1 remains the optimal solution and provides a viable strategy which is essentially online in any small-to-moderate time series study.
Optimal particle filter
When the dimension of the dynamic probit model (1)-(2) increases, sampling from multivariate truncated Gaussians in Algorithm 1 can face computational bottlenecks (Botev, 2017) . This is particularly likely to occur in series monitored on a fine time grid. Indeed, in several applications, the number of Algorithm 2: Optimal particle filter to draw approximate samples from p(θ t |y 1:t ), for t=1, . . . , n for t from 1 to n do for r from 1 to R do
[1] Propose a valueθ (r) t|t by sampling from (13) conditioned on θ t−1 = θ (r)
[2] Calculate the associated importance weight w time series m is small-to-moderate, whereas the length of the time window can be particularly large. To address this issue and allow scalable online inference also in large t settings, we propose a particle filter which exploits the sun results to obtain optimality properties.
The proposed algorithm belongs to the class of sequential importance sampling-resampling (sisr) algorithms which provide default strategies in particle filtering (e.g., Doucet et al., 2000 Doucet et al., , 2001 Durbin and Koopman, 2012) . For each time t, these routines sample R trajectories θ (1) 1:t|t , . . . , θ (R) 1:t|t , known as particles, conditioned on those produced at t − 1, by iterating, in time, between the two steps below.
Importance sampling. Let θ
(1) 1:t−1|t−1 , . . . , θ (R) 1:t−1|t−1 be the particles produced at time t − 1 and denote with π(θ t|t | θ 1:t−1 , y 1:t ) the selected proposal. Then, for each r = 1, . . . , R,
1:t−1|1:t−1 , y 1:t ) −1 and normalize them to ensure that their sum is 1.
Resampling. For r = 1, . . . , R, sample the new particles θ 
1:t|t , . . . , θ
1:t|t . As is clear from the above steps, the performance of sisr relies on the proposal π(θ t|t | θ 1:t−1 , y 1:t ). This importance function should allow tractable sampling along with efficient evaluation of the importance weights, and should be also carefully specified to propose effective candidate samples. Recalling Doucet et al. (2000) , the optimal importance density is π(θ t|t | θ 1:t−1 , y 1:t ) = p (θ t | θ t−1 , y t ) with weights w t (θ 1:t ) ∝ p (y t | θ t−1 ). Indeed, this choice minimizes the variance of the importance weights, thereby limiting degeneracy issues and improving mixing. Unfortunately, in several dynamic models, tractable sampling from p(θ t | θ t−1 , y t ) and direct calculation of p(y t | θ t−1 ) is typically not possible (e.g. Doucet et al., 2000) . As outlined in Corollary 2, this is not the case for multivariate dynamic probit models. In particular, as a direct consequence of Theorem 1 and of the closure properties of the sun, sampling from p(θ t | θ t−1 , y t ) is straightforward and p(y t | θ t−1 ) can be efficiently evaluated.
Corollary 2. Under the dynamic model (1)-(2), the following results hold for each t = 1, . . . , n.
with Fig. 2 . Comparison between the optimal particle filter from Algorithm 2 and the Rao-Blackwellized one. Circles and continuous segments represent the median and the 90% credible intervals for the predictive and filtering distributions based on 10 4 samples from the Rao-Blackwellized particle filter. Triangles and dotted segments denote the same quantities computed from 10 4 particles produced by the optimal particle filter.
Algorithm 2 illustrates the pseudo-code of the proposed optimal filter, which exploits the additive representation of the sun and Corollary 2. Comparing Algorithms 1 and 2 it can be noticed that now the computational complexity of the different steps does not depend on t, thereby facilitating scalable sequential inference in large t studies. Samples from the predictive distribution can be obtained from those of the filtering as discussed in Section 4.1.
Application to large time series
In this section the performance of Algorithm 2 is evaluated on the illustrative time series of monthly rainfalls in Bungaree, Australia, from January 1882 to December 2018, having n = 1640 time-indexed observations. Data are available at the Australian Government website and our focus is on the binary series with values y t = 1 if the rainfalls in month t exceed 70 millimeters and 0 otherwise. For the purpose of this study, we assume again model (12) and consider the same settings of Section 4.1.1.
We compare the samples produced by the particle filter in Algorithm 2 with those generated by the Rao-Blackwellized sequential Monte Carlo routine, which has been shown to provide a scalable and accurate strategy in Section 4.1.1. In this application we consider 10 4 samples for both algorithms to evaluate performance under a number of particles that would be considered in practice. Figure 2 outlines the medians and 90% credible intervals of the state filtering and predictive distributions obtained from the particles under each method, for the period t = 1000, . . . , 1050 to improve readability. As it can be noticed, the results are equivalent. The similarity of the two outputs is not a specific feature of the selected time window. In fact, the time-averaged Wasserstein distance between the state filtering and predictive distributions produced by the two particle filters are 0.030 and 0.029, respectively. Also the computational time of the two routines was essentially equal. These results confirm the accuracy of our novel particle filter and provide further support to the Rao-Blackwellized algorithm. We shall, however, emphasize that Algorithm 2 has a formal constructive motivation directly tied to the exact Kalman filter in Section 3 and avoids data augmentations.
Discussion
This article shows that the filtering and predictive distributions in a dynamic probit model for multivariate binary time series have a sun kernel and the associated parameters can be updated online via tractable expressions. As discussed in Section 3, such a novel exact Kalman filter provides advances in online inference for dynamic binary data and facilitates the implementation of tractable methods to draw independent and identically distributed samples from the exact filtering and predictive distributions, thus allowing improved Monte Carlo inference in small-to-moderate time series studies. High-dimensional filtering can be, instead, implemented via a scalable sequential Monte Carlo method which exploits sun properties to provide a particle filter based on optimal proposals. These results motivate additional future research. For instance, a relevant direction is to adapt or generalize the derivations in Section 3 to dynamic tobit and binomial or multinomial probit models, for which exact Kalman filters are unavailable. Joint filtering and prediction of continuous and binary time series is also of key interest (Liu et al., 2009) . A natural state-space model for these multivariate data can be obtained by generalizing (3)-(5) to allow only the subset of Gaussian variables associated with the binary data to be partially observed. However, also in this case, closed form Kalman filters are not available. By combining our results in Section 3 with the classical Kalman filter for Gaussian state-space models, such a gap could be possibly covered. As discussed in Section 1, estimation and inference for possible unknown parameters characterizing the state-space model in (1)-(2) is another interesting problem which can be addressed adapting frequentist (Gupta and Aziz, 2012) and Bayesian methods (Canale and Scarpa, 2016) for sun variables. Finally, additional quantitative studies beyond those in Section 4 can be useful in obtaining a more comprehensive overview on the performance of our proposed computational methods compared to state-of-the-art strategies.
Appendix A: Smoothing distribution
To obtain the smoothing equations we first prove that p(θ 1:n | y 1:n ) is a unified skew-normal density, and then derive the classical smoothing distribution p(θ t | y 1:n ) by exploiting the closure properties of the sun under marginalization (Azzalini and Capitanio, 2013, Chapter 7.1.2) . To accomplish this goal, first notice that p(θ 1:n | y 1:n ) ∝ p(θ 1:n )p(y 1:n | θ 1:n ). Hence, p(θ 1:n | y 1:n ) can be interpreted as the posterior distribution in the Bayesian model having likelihood p(y 1:n | θ 1:n ) and prior p(θ 1:n ) for the (p · n) × 1 vector θ 1:n = (θ 1 , . . . , θ n ) .
Consistent with (2) and letting G t q = G t · · · G q , it can be easily proved that p(θ 1:n ) is a Gaussian distribution having a (p · n) × 1 mean vector ξ with blocks ξ [t] = E(θ t ) = G t 1 a 0 ∈ p for every time t = 1, . . . , n. Also the (p · n) × (p · n) covariance matrix Ω has a block structure with Ω [t,t] 
for t = 1, . . . , n, and Ω [t,q] = Ω [q,t] = cov(θ t , θ q ) = G t q+1 Ω [q,q] , for t > q. The form of p(y 1:n | θ 1:n ) can be instead obtained from (1), by noticing that given θ 1:n the vectors y 1 , . . . , y n are conditionally independent, thus providing the joint likelihood p(y 1:n | θ 1:
. Such a quantity can be also expressed as Φ m·n (Dθ 1:n ; V) where D and V are (m · n) × (p · n) and (m · n) × (m · n) block-diagonal matrices with blocks D [t,t] 
respectively, for every t = 1, . . . , n. Combining these results, the joint smoothing distribution p(θ 1:n | y 1:n ) is proportional to the kernel φ p·n (θ 1:n − ξ; Ω)Φ m·n (Dθ 1:n ; V) of the unified skew-normal variable (θ 1:n | y 1:n ) ∼ SUN p·n,m·n (ξ 1:n|n , Ω 1:n|n , ∆ 1:n|n , γ 1:n|n , Γ 1:n|n )
with ξ 1:n|n = ξ, Ω 1:n|n = Ω, ∆ 1:n|n =ΩωD s −1 , γ 1:n|n = s −1 Dξ, Γ 1:n|n = s −1 (DΩD + V)s −1 and s = [(DΩD + V) • I m·n ] 1/2 . Finally, since the sun is closed under marginalization (Azzalini and Capitanio, 2013, Chapter 7.1.2), the smoothing distribution p(θ t | y 1:n ) can be directly obtained from (15), for every t = 1, . . . , n, and coincides with (θ t | y 1:n ) ∼ SUN p,m·n (ξ t|n , Ω t|n , ∆ t|n , γ t|n , Γ t|n ),
where ξ t|n = ξ [t] , Ω t|n = Ω [t,t] , γ t|n = γ 1:n|n , Γ t|n = Γ 1:n|n and ∆ t|n = ∆ 1:n|n[t] denotes the t-th block of p rows in ∆ 1:n|n .
Appendix B: Proofs of the main results

B.1. Proof of Lemma 1
To prove Lemma 1, it suffices to note that p(θ 1 | y 1 ) is the posterior in a Bayesian probit regression with likelihood p(y 1 | θ 1 ) = Φ m (B 1 F 1 θ 1 ; B 1 V 1 B 1 ) and prior p(θ 1 ) = φ p (θ 1 − G 1 a 0 ; G 1 P 0 G 1 + W 1 ), where the expression for p(θ 1 ) can be easily obtained after noticing that θ 1 = G 1 θ 0 + ε 1 in (2), with θ 0 ∼ N p (a 0 , P 0 ) and ε 1 ∼ N p (0, W 1 ). Hence, Lemma 1 can be obtained from Theorem 1 in Durante (2019) , replacing the identity matrix I m in the classical probit likelihood with B 1 V 1 B 1 . 2
B.2. Proof of Theorem 1
Recalling expression (2), the proof for p(θ t | y 1:t−1 ) in (9) requires studying the variable G t θ t−1 + ε t , given y 1:t−1 , where (θ t−1 | y 1:t−1 ) ∼ SUN p,m·(t−1) (ξ t−1|t−1 , Ω t−1|t−1 , ∆ t−1|t−1 , γ t−1|t−1 , Γ t−1|t−1 ) and ε t ∼ N p (0, W t ), with ε t ⊥ y 1:t−1 . To address this goal, first note that, by the closure properties of the unified skew-normal under linear transformations (Azzalini and Capitanio, 2013, Chapter 7.1.2) , the variable (G t θ t−1 | y 1:t−1 ) is still a unified skew-normal and has parameters G t ξ t−1|t−1 , G t Ω t−1|t−1 G t , [(G t Ω t−1|t−1 G t ) • I p ] −1/2 G t ω t−1|t−1 ∆ t−1|t−1 , γ t−1|t−1 and Γ t−1|t−1 . Hence, to conclude the proof of equation (9), we only need to obtain the distribution of the sum among this variable and the noise ε t ∼ N p (0, W t ). This can be accomplished by considering the moment generating function of such a sum-as done by Azzalini and Capitanio (2013, Chapter 7.1 .2) to prove closure under convolution. Indeed, it is straightforward to notice that the product of the moment generating functions for ε t and (G t θ t−1 | y 1:t−1 ) leads to the moment generating function of the unified skew-normal variable having parameters
To prove equation (10) it is, instead, sufficient to note that p(θ t | y 1:t ) ∝ Φ m (B t F t θ t ; B t V t B t )p(θ t | y 1:t−1 ), thus coinciding with the posterior in a probit regression having likelihood Φ m (B t F t θ t ; B t V t B t ) and sun prior p(θ t | y 1:t−1 ) from (9). Hence, expression (10) can be derived from Corollary 4 in Durante (2019), replacing the matrix I m in the classical probit likelihood with B t V t B t . 2
B.3. Proof of Corollary 1
To prove Corollary 1, first notice that Φ m (B t F t θ t ; B t V t B t )p(θ t | y 1:t−1 )dθ t can be also re-written as Φ m·(t−1) (γ t|t−1 ; Γ t|t−1 ) −1 Φ m (B t F t θ t ; B t V t B t )K(θ t | y 1:t−1 )dθ t where K(θ t | y 1:t−1 ) = p(θ t | y 1:t−1 )Φ m·(t−1) (γ t|t−1 ; Γ t|t−1 ) is the kernel of the predictive distribution in equation (9). Consistent with this expression, Corollary 1 follows after noticing that Φ m (B t F t θ t ; B t V t B t )K(θ t | y 1:t−1 ) is the kernel of the filtering distribution in (10), whose normalizing constant Φ m (B t F t θ t ; B t V t B t )K(θ t | y 1:t−1 )dθ t is equal to Φ m (γ t|t ; Γ t|t ). 2
B.4. Proof of Corollary 2
The proof of Corollary 2 is similar to the one of Lemma 1. Indeed, the proposal p(θ t | θ t−1 , y t ) is the posterior in a Bayesian probit regression with likelihood p(y t | θ t ) = Φ m (B t F t θ t ; B t V t B t ) and prior p(θ t | θ t−1 ) = φ p (θ t − G t θ t−1 ; W t ). To derive the expression for the importance weights defined in equation (14), it is sufficient to notice that the marginal likelihood p(y t | θ t−1 ) coincides with the normalizing constant of the sun in equation (13). 
