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Abstract
We determine properties of the lattice Boltzmann method for semiclassical fluids, which is based on the Boltzmann
equation and the equilibrium distribution function is given either by the Bose-Einstein or the Fermi-Dirac ones. New
D-dimensional polynomials, that generalize the Hermite ones, are introduced and we find that the weight that renders
the polynomials orthonormal has to be approximately equal, or equal, to the equilibrium distribution function itself for
an efficient numerical implementation of the lattice Boltzmann method. In light of the new polynomials we discuss the
convergence of the series expansion of the equilibrium distribution function and the obtainment of the hydrodynamic
equations. A discrete quadrature is proposed and some discrete lattices in one, two and three dimensions associated
to weight functions other than the Hermite weight are obtained. We derive the forcing term for the LBM, given by
the Lorentz force, which dependents on the microscopic velocity, since the bosonic and fermionic particles can be
charged. Motivated by the recent experimental observations of the hydrodynamic regime of electrons in graphene,
we build an isothermal lattice Boltzmann method for electrons in metals in two and three dimensions. This model is
validated by means of the Riemann problem and of the Poiseuille flow. As expected for electron in metals, the Ohm’s
law is recovered for a system analogous to a porous medium.
Keywords: Lattice Boltzmann Method, semi-classical fluids, electron hydrodynamics
1. Introduction
The Boltzmann equation [1] with a Bhatnagar, Gross
and Krook (BGK) collision term together with the
Maxwell-Boltzmann (MB) equilibrium distribution
function (EDF) has found widespread use to describe
the flow of classical particles. This is because it allows
for an efficient numerical implementation, which is well
fitted to perform simulations in complex geometries
such as in porous media [2]. This is the lattice Boltz-
mann method (LBM) [3, 4], based on a discretization of
the phase space. The equilibrium distribution function
is expanded in powers of the macroscopic velocity,
under the assumption of a low Mach number, and yet,
the hydrodynamical equations remain fully satisfied.
This remarkable property follows from an underlying
mathematical structure provided by the D-dimensional
Hermite polynomials. In this paper, we generalize the
present framework to the semiclassical fluids whose
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constituents are either bosons or fermions.
In 1900, Paul Drude explained the transport proper-
ties of electrons in materials by treating them like atoms
in a rarefied gas whose microscopic velocities satisfy
the MB EDF [5, 6]. However, electrons are fermions
whose microscopic velocities are distributed according
to the Fermi-Dirac (FD) distribution instead of the MB
one. Indeed, in 1927, Arnold Sommerfeld showed
that even at room temperature the quantum mechanical
properties of the electron gas are relevant. The gas
is essentially governed by their zero temperature
properties, where they are piled in energy according
to the Pauli exclusion principle. Only the electrons
with the highest energy (Fermi energy) are available for
conduction. Thus, the conduction electrons move with
the Fermi speed instead of the thermal microscopic
velocity. Interestingly the Boltzmann-BGK equation
provides the standard framework to understand the
Drude-Sommerfeld model that describes the electrons
in metals [5]. In the 1930’s E. A. Uheling and G. E.
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Uhlenbeck [7] were the first ones to generalize the
Boltzmann equation to account for particles obeying
either Bose-Einstein (BE) and FD statistics. In the
1950’s Bhatnagar, Gross and Krook proposed to
describe collisions among particles in the Boltzmann
equation through relaxation of the distribution function
to an EDF within a typical time τ. This collision term
became fundamental for the development of compu-
tationally efficient algorithms to solve the Boltzmann
equation. Nevertheless, only in the 1980’s this goal was
fully reached by the development of the LBM, which
solution of the Boltzmann-BGK equation relies on a
discretization of space and time. The ability to simulate
flows in complex geometries had been finally reached
and, since then, it has been extensively used to tackle
many problems of classical fluid dynamics ranging
from biology to material science [3]. It features an
elegant solution for the quadrature problem, by means
of the D-dimensional Hermite polynomials, which is
the exact calculation of an integral in a discrete lattice.
The expanded EDF in terms of the ratio between the
macroscopic velocity and a reference velocity (Mach
velocity) still respects the conservation laws of hydro-
dynamics [8] in the time evolution process. However
the proposal of such a LBM for semiclassical fluids
remained as an open problem, although the existing
interest to solve the Boltzmann equation in arbitrary
geometries and in presence of granular non-conducting
grains (defects or impurities), Recently, Coelho, Ilha
and Doria have proposed a semiclassical LBM to reach
this goal, based on new D-dimensional polynomials [9].
Here, we determine several of its properties such as the
choice of the polynomial weight, the Chapman-Enskog
derivation of the hydrodynamic equations and the
quadrature. We calculate the expansion up to fourth or-
der of a generic distribution function in D-dimensional
polynomials, which is enough to recover up to the
energy conservation equation [10].
The three fundamental EDFs of statistical mechanics
are the Maxwell-Boltzmann (MB) for classical distin-
guishable particles, the Fermi-Dirac (FD) for fermions
and the Bose-Einstein (BE) for bosons, the last two
ones are indistinguishable semiclassical particles. The
quantum statistics takes into account that particles
have an intrinsic wavelength, which if larger than their
average separation, makes them overlap and turn them
indistinguishable from each other. Oppositely in case
of low densities the BE-FD statistics reduce to the MB
statistics where particles are distinguishable since this
overlap is sufficently small to be neglected. However
for a large range of density and temperature quantum
effects are still present and for this reason the BE-FD
statistics are known as semiclassical statistics whereas
MB is a classical statistics.
Recently there has been a renewed interest in the
study of the hydrodynamic regime for charge carriers
in conductors [11, 12, 13, 14]. Experiments have
shown that electrons in graphene exhibit hydrodynamic
behavior for a wide range of temperatures and carrier
densities [15], due to its weak electron-phonon scat-
tering [16] and to the new technologies to produce
ultra-clean samples [17]. One of the clear signals of
its hydrodynamical regime is the onset of whirlpools
(vortices) that has been predicted and subsequently
observed [18, 19, 20, 15]. The Dirac fluid of elec-
tron has been simulated by a relativistic LBM many
times [21, 22, 23, 24, 25, 26] in order to unveil new
properties of graphene. These authors expand the FD
distribution in orthogonal polynomials, similarly as
done here, but using a fully relativistic formalism for
massless particles (see Ref. [21]). In this paper we
seek a general non-relativistic formalism for semi-
classical fluids based on D-dimensional orthonormal
polynomials. The Hermite polynomials are well fitted
to describe classical particles, that is, those obeying
the MB statistics, since they are orthonormal under
the Hermite weight function which is essentially the
MB EDF. Previous attempts [10, 27, 28, 29] to build
a semiclassical LBM were based on the expansion of
the BE-FD distributions in Hermite polynomials, but
they were limited to a nearly classical regime since
the weight function of the Hermite polynomials differs
greatly from the BE-FD distributions on the semiclas-
sical or quantum regimes (low temperatures and/or
high densities). The point of view here is that a new
polynomial set must be used for semiclassical fluids
where the weight function is similar or equal to the
EDF. In this paper, we propose the general formalism
to describe the flow of semiclassical particles based on
a new set of D-dimensional polynomials that generalize
the well-known D-dimensional Hermite polynomials.
We obtain the expansion of the EDF under a general
weight such that the cases of BE-FD EDFs can be
immediately treated by the present formalism.
The description of electrons in metals with Boltz-
mann equation meets the following parameters [6].
The microscopic velocity of electrons is the Fermi
speed, vF ∼ 106 m/s and the typical relaxation time
is τ ∼ 10−14 s. This renders a kinematic viscosity
ν ≈ v2
F
τ/3 ∼ 10−3 m2/s. The macroscopic velocity
u is very low and can be computed by assuming that
2
ume/τ = eE, where me and e are the electron’s mass
and charge respectively. For a typical home appliance
battery, the voltage is V = 1.5 Volts per L = 4 cm,
which gives an electric field of E = V/L ∼ 0.4 × 102
Volts/m and so, u ∼ 0.4 m/s. The typical electronic
density is ρ ∼ 10−2 Kg/m3. and the shear viscosity is
η = ρν ∼ 10−5 Kg/(ms). Thus one can get an estimative
for the Reynolds number associated to a system of size
L, R = uL/ν ∼ 4.0 × 10−4L where L is expressed in
meters. Therefore electrons in metals behave similarly
to Glycerin.
This paper is organized as follows. In Sec. 2 we
review the expansion of a EDF in terms of orthogo-
nal polynomials. We also discuss the special case of
a weight function equal to the EDF itself. In Sec. 3
we show the generalized polynomials. In Sec. 4 the
EDF is expanded up to fourth order in the set of new
generalized polynomials orthonormal under a general
weight. In Sec. 5 the EDF is expanded in polynomi-
als orthonormal for the special case that the weight is
equal to the EDF itself, ω(ξ) = f eq(ξ). In Subsec. 5.1
we directly derive the EDF to order N=2 without using
the orthonormal polynomials just to confirm the right-
ness of our ideas. In Sec. 6, we derive the macroscopic
equations for semiclassical fluids (i.e., mass, momen-
tum and energy conservation equations) in the context
of the generalized polynomials. A discussion is made
about the minimum order that the EDF should be ex-
panded in order to recover each macroscopic equation.
In Sec. 7, we calculate the forcing term for a second or-
der expansion of the semiclassical EDF and verify that
it satisfies the moment constraints up to second order. In
Sec. 8, we obtain the quadratures and calculate the dis-
crete weights of the D1V3, D2V9, and D3V15 lattices
(more quadratures can be found in Appendix A). They
are calculated for a generic weight function similarly to
the polynomials. In Sec. 9, we develop our LBM for
electrons in metals in two (2D) and three (3D) dimen-
sions and perform three numerical tests: the Riemann
problem, the Poiseuille flow and the Ohm’s law. In
Sec. 10, we summarize our main results and conclude.
2. Expansion of the equilibrium distribution func-
tion
The equilibrium distribution function (EDF) f (eq)(ξ)
is a central quantity in the Boltzmann-BGK framework
since the non-equilibrium distribution function f re-
laxes to the EDF, f eq, within time τ, according to,
∂ f
∂t
+ ξ · ∇x f + a · ∇ξ f = − f − f
eq
τ
. (1)
where ξ and a are the microscopic velocity and ac-
celeration, the latter defined by the external applied
force. From this equation one obtains the hydrody-
namical quantities under the Chapman-Enskog assump-
tion, which says that expectation values over the mi-
croscopic velocity, ξ, can be computed either from the
non-equilibrium distribution function, f (ξ), or from the
equilibrium one, f (eq)(ξ). In this case the first three
macroscopic moments are given by,
ρ ≡
∫
dDξ f (eq)(ξ − u), (2)
ρu ≡
∫
dDξ f (eq)(ξ − u)ξ, (3)
ρθ¯δi1i2 ≡
∫
dDξ f (eq)(ξ − u)(ξ − u)i1(ξ − u)i2 . (4)
They correspond to the mass density ρ, the macroscopic
velocity u, and the temperature related quantity θ¯, which
gives a measure of the energy density ε = Dθ¯/2 (for the
classical case, it is the temperature itself: θ¯ = θ). There-
fore the use of f (ξ − u) instead of f (eq)(ξ − u) renders
the same values at any position and time for ρ, u, and θ¯
according to the Chapman-Enskog assumption. We also
define for later purposes the quantity g associate to the
fourth order expectation value,
ρθ¯2g δi1i2i3i4 ≡
∫
dDξ f (eq)(ξ − u)
· (ξ − u)i1(ξ − u)i2(ξ − u)i3(ξ − u)i4 , (5)
which is a function of the same parameters that define
ρ and θ¯. Notice that the definition of the macroscopic
velocity u is just the statement that at the local center of
mass there is no net motion.∫
dDξ f (eq)(ξ − u)(ξ − u) = 0
The D-dimensional Euclidean space is endowed with
the following tensors, defined by Harold Grad [30], that
can be expressed as sums of products of the Kronecker’s
delta function (δi j = 1 for i = j and 0 for i , j),
δi1···iN | j1··· jN ≡ δi1 j1 · · · δiN jN + permutations of i’s,
(6)
δi1···iN j1··· jN ≡ δi1 j1 · · · δiN jN + all permutations.
(7)
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Properties of the above tensors, such as their number of
terms, is discussed in more details Ref. [31].
Using the Chapman-Enskog expansion [32, 1], the
macroscopic equations and the transport coefficients for
a fluid governed by a given EDF f eq can be calculated
from the discrete Boltzmann equation,
f (x + ξ∆t, ξ + a∆t, t + ∆t)
− f (x, ξ, t) = −∆t f − f
eq
τ
, (8)
where ∆t is the step time. The continuous form of
this equation is obtained by expanding in powers of ∆t
and the first order term is the continuous Boltzmann
equation, given Eq.(1).
We are interested in expanding the EDF in a polyno-
mial power series in D-dimensional space, as such,
f (eq)(ξ − u) = ω(ξ)
K∑
N=0
1
N!
Ai1 i2···iN (u)Pi1 i2···iN (ξ).
(9)
Ai1 i2···iN are the projections of the EDF on the polyno-
mials and Pi1···iN (ξ) are the polynomials themselves,
which are orthonormal under a generic weight func-
tion ω(ξ). This weight function is assumed to only
depend on the modulus of the microscopic velocity
ξ ≡ (ξ1, ξ2, · · · , ξD): ω(ξ) = ω(ξ), ξ ≡ |ξ|, and to have
the property that ω(ξ) → 0 for ξ → ∞ faster than any
power of ξ.
Remarkably only a few terms in the above series
expansion must be included to guarantee mass, momen-
tum and energy conservation. The Chapman-Enskog
analysis shows that in order to obtain the hydrodynamic
equations of continuity and the Navier-Stokes equation
the above series expansion can be cutoff at K=3 and to
include the equation of energy conservation one must
include only one more term, namely, go to order K=4.
More details about the obtainment of the macroscopic
equations can be found in Sec. 6. However the above
cutoff procedure does not guarantee convergence of
the cutoff series expansion to the orginal EDF. Hence
it remains another very important requirement to be
fullfilled which is of convergence to the underlying
physics. This is expected under the assumption that
the macroscopic velocity is much smaller than the
microscopic one, u ≪ ξ. The point that we stress here
is that clearly this convergence is intimately connected
to the choice of the weight function ω(ξ), that must
be close enough to f (eq)(ξ) such that the remaining
multiplying series is just a small correction to it and
so, only a few terms would be enough to describe the
corrections in ξ.
The three EDFs explicitly depend on the microscopic
velocity, ξ, and implicitly on the position, x, through the
local macroscopic parameters, such as the density ρ(x),
the chemical potential µ(x), the fugacity z(x) the macro-
scopic velocity u(x), and the temperature θ(x). The FD
(+) and the BE (−) EDFs are given by
f
(eq)
FD/BE
(ξ) =
1
z−1 exp
(
ξ2/2θ
)
± 1
, z = exp (µ/θ)
(10)
and the MB is,
f
(eq)
MB
(ξ) =
ρ0
(2πθ)D/2
exp
(
−ξ2/2θ
)
(11)
where ρ0 is a dimensionless density. All variables are
defined dimensionless (m = kB = c = ~ = e = 1) by
means of appropriate temperature and velocity scales.
We observe the remarkable property of the series expan-
sion in terms of the new polynomials, which is to have
the macroscopic velocity expressed always as a ratio to
a reference velocity of the problem, not necessarily the
thermal velocity. For instance, notice that, in case of
electron’s in metals, Mach’s number diverges at T = 0
and cannot even be considered as a reference velocity.
Indeed in this case the scale is set by the Fermi speed,
vF and, since the microscopic velocity U is very low in
metals, for typical electric fields, u/vF ∼ 0.4 × 10−6,
according to previously given values. Hence the new
polynomials in case of electrons in metals render the se-
ries expansion of the EDF at T = 0 to be automatically
in powers of the ratio u/vF instead, as shown in Ref. [9].
The convergence problem is better understood in the
limit of a vanishing macroscopic velocity at Eq.(9),
which gives that,
f (eq)(ξ) = ω(ξ)
K∑
N=0
1
N!
Ai1 i2···iN (0)Pi1 i2···iN (ξ). (12)
f (eq)(ξ) for the MB EDF is a gaussian and so the choice
of ω(ξ) equal to the Hermite weight function,
ω(ξ) =
1
(2π)D/2
exp
(
−ξ
2
2
)
, (13)
is a good choice which implies the presence of the D-
dimensional Hermite polynomials. However the Her-
mite weight is very different from the FD or MB EDFs
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rendering the need of many terms in the series expan-
sion that multiplies ω(ξ). A striking example of such
difficulty is provided by the FD EDF very near to zero
temperature (θ ≈ 0) which becomes equal to a Heavi-
side step function ( f
(eq)
FD
≈ 1 for ξ2/2 ≤ µ and f (eq)
FD
≈ 0
for ξ2/2 ≥ µ). Expressing the Heaviside function as the
product of a gaussian times a series expansion implies
that the latter must contain many terms. Hence this zero
limit provides evidence of the inadequacy of the Her-
mite weight to describe electrons in metals for instance,
since those behave at room temperature very similarly to
the zero temperature limit [6]. Hence we reach the con-
clusion that for indistinguishable particles, namely BE
or FD particles, the weight function must be chosen ac-
cordingly in order to reach convergence in the expanded
EDF with a few terms. In this paper we study separately
two similar but distinguishable situations, namely, of
the weight similar to the EDF itself, ω(ξ) ≈ f (eq)(ξ) and
of the weight exactly equal to the EDF, ω(ξ) = f (eq)(ξ).
In order to treat these two cases we firstly obtain the D-
dimensional polynomials orthonormal under a general
weight ω(ξ).
3. The generalized polynomials
The orthonormality condition satisfied by the poly-
nomials in this D-dimensional Euclidean space is given
by,
∫
dDξω(ξ)Pi1···iN (ξ)P j1··· jM (ξ) = δNMδi1···iN | j1··· jM .
(14)
The polynomials Pi1···iN (ξ) are expressed in terms the
components ξi and of the Kroneckers delta function, δi j.
The Nth order polynomial is symmetrical in the indices
i1 · · · iN , and its parity is (−1)N .
Pi1···iN (−ξi1 , . . . ,−ξik , . . . ,−ξiN ) =
(−1)NPi1···iN (ξi1 , . . . , ξik , . . . ξiN )
The Nth order polynomial is the sum of all possible sym-
metric tensors built from products of ξi and of δi j times
coefficients which are themselves polynomials in ξ2 to
maximum allowed power. This recipe yields a unique
expression for the Nth order polynomial. As a working
example we take the first five (N=0 to 4) polynomials,
P0(ξ) = c0,
Pi1(ξ) = c1 ξi1 ,
Pi1i2(ξ) = c2 ξi1ξi2 + f2(ξ) δi1i2 ,
where f2(ξ) ≡ c¯2ξ2 + c′2,
Pi1i2i3(ξ) = c3 ξi1ξi2ξi3 + f3(ξ)
(
ξi1δi2i3 + ξi2δi1i3
+ ξi3δi1i2
)
,where f3(ξ) ≡ c¯3ξ2 + c′3,
Pi1i2i3i4(ξ) = c4 ξi1ξi2ξi3ξi4 + f4(ξ)
(
ξi1ξi2δi3i4
+ ξi1ξi3δi2i4 + ξi1ξi4δi2i3 + ξi2ξi3δi1i4 + ξi2ξi4δi1i3
+ ξi3ξi4δi1i2
)
+ g4(ξ) δi1i2i3i4 , where f4(ξ) ≡(
c¯4ξ
2 + c′4
)
, and g4(ξ) ≡
(
d¯4ξ
4 + d′4ξ2 + d4
)
.
These first five polynomials sum to a total of 14 coeffi-
cients (1 for N=0, 1 for N=1, 3 for N=2, 3 for N=3 and
6 for N=4) to be determined from the orthonormality
condition of Eq.(14). The explicit orthonormalization
procedure of the first five polynomials (N=0 to 4)
produces exactly the 14 equations needed to determine
them (cK for K = 0, 1, 2, 3, 4, c
′
K for K = 2, 3, 4,
c¯K for K = 2, 3, 4, d4, d
′
4 and d¯4). This remarkable
matching between the orthonormality condition and the
D-dimensional Euclidean space symmetry group makes
us conjecture that the present method of determining
the coefficients can be extended to the Nth order. There
is a deep tensorial structure behind the orthonormal
condition of Eq.(14). This structure and the number of
terms in tensors defined in Eqs.(6) and (7) are discussed
elsewhere in Ref. [31].
The coefficients of the polynomials are solely func-
tions of the weight ω(ξ) through the integrals IN , which
are central to the present study. They are assumed to
exist and to have well defined properties.
IN δi1···iN ≡
∫
dDξω(ξ) ξi1 · · · ξiN (15)
By symmetry it holds that I2N+1 = 0 since the inte-
gral vanishes. Using the spherical integration volume,∫
dDξω(ξ) = DπD/2/Γ(D/2 + 1)
∫
dξ ξD−1ω(ξ), the I2N
integrals become,
I2N =
π
D
2
2N−1Γ
(
N + D
2
) ∫ ∞
0
dξ ω(ξ) ξ2N+D−1 . (16)
The explicitly derivation of the coefficients by imposing
the orthonormality of the first five polynomials is car-
ried in Ref. [31]. The coefficients can be summarized as
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follows:
cK =
1√
I2K
, for K = 0, 1, 2, 3, 4,
c′K = −cK
I2K−2
I2K−4
∆2K−2, for K = 2, 3, 4,
c¯K = cK
(−1 + ∆2K−2)
D + 2K − 4 , for K = 2, 3, 4,
∆2K =
√
2(
D + 2K
) − J2K(D + 2K − 2)
J2K =
I2
2K
I2K+2I2K−2
d24 =
8δ2
4
I4
δ2
[
δ2δ6 (D + 4) − δ24D
] ,
d′4 = −
d4
D
[
I0
I2
+
I4δ2
I2δ4
]
+
2c4I6∆6
DI4
,
d¯4 =
d4δ2
D (D + 2) δ4
+
c4 [D − 2 (D + 2)∆6]
D (D + 2) (D + 4)
,
where δL ≡ 2IL+2IL−2/∆2L.
The well-known D-dimensional Hermite polynomi-
als are just a particular case of the present polynomials
for the case of a Hermite weight,
ω(ξ) =
1
(2π)D/2
exp
(−ξ2
2
)
. (17)
To obtain the integrals I2N of Eq.(16), we note that for
the above ω(ξ),∫ ∞
0
dξ ω(ξ) ξ2N+D−1 =
2N−1
π
D
2
Γ
(
N +
D
2
)
. (18)
Then it follows from Eq.(18) that,
I2N = 1. (19)
In this limit cK = 1, c¯K = 0 c
′
K
= −1, d4 = 1, d¯4 = 0 and
d′
4
= 0, and the polynomials become,
P0(ξ) = 1, Pi1(ξ) = ξi1 , Pi1i2(ξ) = ξi1ξi2 − δi1i2
Pi1i2i3(ξ) = ξi1ξi2ξi3 −
(
ξi1δi2i3 + ξi2δi1i3 + ξi3δi1i2
)
,
Pi1i2i3i4(ξ) = ξi1ξi2ξi3ξi4 −
(
ξi1ξi2δi3i4 + ξi1ξi3δi2i4
+ ξi1ξi4δi2i3 + ξi2ξi3δi1i4 + ξi2ξi4δi1i3 + ξi3ξi4δi1i2
)
+
δi1i2i3i4
The tensorial basis that spans the new generalized poly-
nomials contains the basis that spans the Hermite poly-
nomials but not vice-versa. The D-dimensional Hermite
polynomials Pi1···iN are symmetric tensors in the indices
i1 · · · iN spanned over the basis formed by the tensors,
Ti1···iN ≡ ξi1 · ξi2 · · · ξiP · δiP+1,iP+2 · δiP+3 ,iP+4 · · · δiN−1,iN .
This basis is not large enough to span the new general-
ized polynomials, Pi1···iN , which demand a larger basis
formed by the tensors
Ti1···iN ≡ F
(
ξ
)
ξi1 · ξi2 · · · ξiP · δiP+1 ,iP+2 · δiP+3,iP+4 · · · δiN−1,iN ,
whose scalar functions F
(
ξ
)
are polynomials in powers
of the vector modulus, 1, ξ2, ξ4, ...,ξ2k.
4. Expansion in polynomials orthonormal under a
general weight
In this section, we consider the series expansion in
polynomials orthonormal under a general weight ω(ξ).
Although we are ultimately interested in the situation
that the weight is similar to the EDF itself, ω(ξ) ≈
f (eq)(ξ), because this makes convergence faster, we do
no take this assumption here. For the special case that
ω(ξ) = f eq(ξ) some extra properties can be derived and
this is done in the next section. The projectionsAi1 i2···iN
are obtained from the general orthonormal relation of
Eq.(14),
Ai1 i2···iN (u) =
∫
dDξ′ f (eq)(ξ′ − u)Pi1 i2···iN (ξ′).
There is a completeness relation for these generalized
tensorial polynomials, which is obtained from the above
expression and Eq.(9):
f (eq)(ξ − u) = ω(ξ) ·
∞∑
N=0
1
N!
∫
dDξ′
f (eq)(ξ′ − u)Pi1 i2···iN (ξ′)Pi1 i2···iN (ξ),
since f (ξ − u) =
∫
dDξ′ δD(ξ′ − ξ) f (ξ′ − u). The com-
pleteness relation is given by,
ω(ξ)
∞∑
N=0
1
N!
Pi1 i2···iN (ξ′)Pi1 i2···iN (ξ) = δD(ξ′ − ξ),
In terms of the relative (or peculiar) velocity η = ξ−u
the quantities ρ, θ¯ and g become,
ρ ≡
∫
dDη f (eq)(η), (20)
ρθ¯δi1i2 ≡
∫
dDη f (eq)(η)ηi1ηi2 , (21)
ρθ¯2g δi1i2i3i4 ≡
∫
dDη f (eq)(η)ηi1ηi2ηi3ηi4 . (22)
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For the case of the FD-BE EDF these quantities can be
expressed in terms of the integrals defined as
gν(z) =
1
Γ(ν)
∫ ∞
0
dx
xν−1
z−1 exp(x) ± 1 , (23)
which are functions of the fugacity z. One obtains that,
ρ(z, θ) = (2πθ)
D
2 g D
2
(z), (24)
θ¯(z, θ) = θ
g D
2
+1(z)
g D
2
(z)
, (25)
g(z) =
g D
2
(z)g D
2
+2(z)(
g D
2
+1(z)
)2 . (26)
Recall that the EDF is solely a function of the modulus
of the relative velocity, namely, f eq(η), η = |η|. Below
the first five projections of the EDF are calculated by
noticing that by taking that dDξ = dDη the limits of
integration do not change since the integrand vanishes
exponentially at infinity.
• Zeroth order – Since P0(ξ) = c0, one obtains that
A0 =
∫
dDη f (eq)(η)P0(ξ) = c0ρ (27)
• First order – Since Pi1(ξ) = Pi1(η) + c1ui1 , there are
two terms to consider for the projection,
Ai1 =
∫
dDη f (eq)(η)Pi1(ξ),
The first term gives no contribution because the integra-
tion of an odd function vanishes. Hence only the second
term contributes and gives that,
Ai1 = c1ui1
∫
dDη f (eq)(η) = ρc1ui1 . (28)
• Second order – In the projection,
Ai1i2 =
∫
dDη f (eq)(η)Pi1i2(ξ),
we introduce the expanded polynomial,
Pi1i2(ξ) = Pi1i2(η) +
c2
c1
[ui1Pi2(η) + ui2Pi1(η)]
+ 2
c¯2
c1
ui3Pi3(η)δi1i2 + c2ui1ui2 + c¯2u2δi1i2 .
The odd terms vanish and so,
Ai1i2 = ρ
[
(c2θ¯ + c
′
2)δi1i2 + c2ui1ui2
+c¯2(Dθ¯ + u
2)δi1i2
]
(29)
• Third order – Similarly, the projection,
Ai1i2i3 =
∫
dDη f (eq)(η)Pi1i2i3(ξ)
is calculated using the expanded polynomial.
Pi1i2i3(ξ) = Pi1i2i3 (η) + c3ui1ηi2ηi3 + c3ui3ηi1ηi2
+ c3ui1ui3ηi2 + c3ui2ηi1ηi3 + c3ui2ui3ηi1
+ c3ui2ui3ui1 + c3ui2ui1ηi3 + (c¯3η
2 + c′3)(ui1δi2i3
+ ui2δi1i3 + ui3δi1i2 ) + c¯3u
2(ηi1δi2i3 + ηi2δi1i3
+ ηi3δi1i2 + ui1δi2i3 + ui2δi1i3 + ui3δi1i2)
+ 2c¯3ui4ηi4(ηi1δi2i3 + ηi2δi1i3 + ηi3δi1i2 + ui1δi2i3
+ ui2δi1i3 + ui3δi1i2 )
Using Eq.(22) we get that,
Ai1i2i3 = ρ
[(
c3θ¯ + c¯3θ¯(D + 2) + c
′
3 + c¯3u
2)
(ui1δi2i3 + ui3δi1i2 + ui2δi1i3 ) + c3ui1ui2ui3
]
. (30)
• Fourth order – The last projection obtained here is,
Ai1i2i3i4 =
∫
dDη f (eq)(η)Pi1i2i3i4 (ξ)
The expansion of the N=4 polynomial in the variable
ξ = η + u renders a complex expression and for this
reason we write below only its even terms, the only ones
to contribute to the projection.
Pi1i2i3i4(ξ) = c4(ηi1ηi2ηi3ηi4 + ηi1ηi2ui3ui4
+ ηi1ηi3ui2ui4 + ηi1ηi4ui2ui3 + ηi2ηi3ui1ui4
+ ηi2ηi4ui1ui3 + ηi3ηi4ui1ui2 + ui1ui2ui3ui4)
+ (c′4 + c¯4η
2 + c¯4u
2)[(ηi1ηi2 + ui1ui2)δi3i4
+ (ηi1ηi3 + ui1ui3)δi2i4 + (ηi1ηi4 + ui1ui4)δi2i3
+ (ηi3ηi4 + ui3ui4)δi1i2 + (ηi2ηi4 + ui2ui4)δi1i3
+ (ηi2ηi3 + ui2ui3)δi1i4 ] + 2c¯4(η · u)[(ηi1ui2
+ ηi2ui1)δi3i4 + (ηi1ui3 + ηi3ui1)δi2i4 + (ηi1ui4
+ ηi4ui1)δi2i3 + (ηi3ui4 + ηi4ui3)δi1i2 + (ηi2ui4
+ ηi4ui2)δi1i3 + (ηi2ui3 + ηi3ui2)δi1i4] + [d4
+ d′4(η
2 + u2) + d¯4(η
4 + 2η2u2 + 4(η · u)2)
+ u4](δi1i2δi3i4 + δi1i3δi2i4 + δi1i4δi2i3)
+ odd terms in η.
7
we have finally the fourth order projection:
Ai1i2i3i4 = ρ
{
δi1i2i3i4
[
c4θ¯
2g + 2(c′4 + c¯4u
2)θ¯
+ 2c¯4θ¯
2g(D + 2) + d4 + d
′
4(Dθ¯ + u
2)
+ d¯4[θ¯
2gD(D + 2) + 2u2θ¯D + 4u2θ¯ + u4]
]
+ (δi1i2ui3ui4 + δi1i3ui2ui4 + δi1i4ui2ui3 + δi2i3ui1ui4
+ δi2i4ui1ui3 + δi3i4ui1ui2)(c4θ¯ + c
′
4 + c¯4u
2
+ c¯4θ¯D + 4c¯4θ¯) + c4ui1ui2ui3ui4
}
. (31)
From this we obtain the series expansion of the EDF
until fourth order.
f (eq)(ξ − u) = ω(ξ){A0P0 +Ai1Pi1 + 12Ai1i2Pi1i2
+
1
6
Ai1i2i3Pi1i2i3 +
1
24
Ai1i2 i3i4Pi1i2i3i4
}
. (32)
where
A0P0 = ρc20,
Ai1Pi1 = ρc21(ξ · u),
Ai1i2Pi1i2 = ρ{c2(c2θ¯ + c′2)ξ2 + c22(ξ · u)2
+ c2c¯2(Dθ¯ + u
2)ξ2 + (c¯2ξ
2 + c′2)[D(c2θ¯
+ c′2) + c2u
2 + c¯2D(Dθ¯ + u
2)],
Ai1i2i3Pi1i2i3 = ρ
{
3(c3θ¯ + c¯3θ¯(D + 2) + c
′
3 + c¯3u
2)
(ξ · u)[c3ξ2 + (c¯3ξ2 + c′3)(D + 2)] + c23(ξ · u)3
+ 3c3u
2(c¯3ξ
2 + c′3)(ξ · u)
}
, and
Ai1i2i3i4Pi1i2i3i4 = ρ
{[
c4θ¯2g + 2(c
′
4 + c¯4u
2)θ¯
+ 2c¯4θ¯2g(D + 2) + d4 + d
′
4(Dθ¯ + u
2)
+ d¯4[θ¯2gD(D + 2) + 2u
2θ¯D + 4u2θ¯ + u4]
]
· [3c4ξ4 + 6(c′4 + c¯4ξ2)ξ2(D + 2) + 3(d4 + d′4ξ2
+ d¯4ξ
4)D(D + 2)
]
+ [c4θ¯ + c
′
4 + c¯4u
2 + c¯4θ¯D
+ 4c¯4θ¯]
[
6c4ξ
2(ξ · u)2 + 6(c′4 + c¯4ξ2)[ξ2u2
+ (ξ · u)2(D + 4)] + 6(d4 + d′4ξ2 + d¯4ξ4)(D
+ 2)u2
]
+ c24(ξ · u)4 + 6c4(c′4 + c¯4ξ2)(ξ · u)2u2
+ 3(d4 + d
′
4ξ
2 + d¯4ξ
4)u4c4.
The question concerning convergence boils down to
know that the u = 0 limit f (eq)(ξ) has a reliable expres-
sion given by ω(ξ) times a polynomial of fourth order
in ξ. Obviously the minimum condition is that ω(ξ) be
sufficiently close to f (eq)(ξ) otherwise it will not be pos-
sible.
The numerical simulations of Sec. 9 are done with
the EDF expanded to second order, and for this reason,
we write it below.
f (eq)(ξ − u) = ρω(ξ)
{
c20 + c
2
1(ξ · u) +
1
2
c2(c2θ¯ + c
′
2)ξ
2
+
c2
2
2
(ξ · u)2 + 1
2
c2c¯2(Dθ¯ + u
2)ξ2 +
1
2
(c¯2ξ
2 + c′2)
· [D(c2θ¯ + c′2) + c2u2 + Dc¯2(Dθ¯ + u2)]
}
. (33)
5. Expansion in polynomials orthonormal for
ω(ξ) = f eq(ξ)
In this section, we consider the series expansion in
polynomials orthonormal under a weight equal to the
EDF itself,
ω(ξ) ≡ f (eq)(ξ). (34)
All the results of the previous section still holds, nev-
ertheless the above choice for the weight brings special
properties to the projections, such as,
∞∑
N=0
1
N!
Ai1 i2···iN (0)Pi1 i2···iN (ξ) = 1, (35)
from where it follows that Ai1i2...iN (0) = 0 for N ≥ 1
since A0(0)P0(ξ) = 1. This has an important conse-
quence for convergence, these projections are guaran-
teed to be small in case of a small macroscopic veloc-
ity u ≪ 1. It holds that Ai1i2...iN (u) ≈ ui1δi2...iN and
Ai1i2...iN (u) ≈ u2δi1i2...iN + a.ui1 i2δi3...iN , where a is a coef-
ficient. This holds for N odd and even, except in case of
A0. Therefore the choice of Eq.(34) has important con-
sequences, specially useful in case of the semiclassical
statistics, given by the FD and BE EDFs [9]. We notice
that the the macroscopic velocity u is a ratio normalized
by a velocity appropriate to the bosons or fermions not
necessarily equal to Mach’s velocity.
The previously defined quantities ρ, θ¯ and g become
integrals defined in Eq.(15),
ρ ≡
∫
dDηω(η) = I0, (36)
ρθ¯δi1i2 ≡
∫
dDηω(η)ηi1ηi2 = I2δi1i2 , (37)
ρθ¯2g δi1i2i3i4 ≡
∫
dDηω(η)ηi1ηi2ηi3ηi4 = I4δi1i2i3i4 .
(38)
New and interesting expressions for the projections
emerge by considering that P0(η)/c0 = 1 and the fact
that the weight function is equal to the EDF.
Ai1 i2···iN (u) =
1
c0
∫
dDηω(η)P0(η)Pi1 i2···iN (η + u),
(39)
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Hence the determination of the projections is reduced to
the expansionPi1 i2···iN (η+u) as a sum over polynomials
Pi1 i2···iM (η) of equal or lower order (M ≤ N).
Pi1i2...iN (η + u) =
U0(u)Pi1i2...iN (η) + . . . +Ui1 i2...iN (u)P0(η).
The coefficients Ui1i2...iN−M (u) that multiplies the poly-
nomial Pi1i2 ...iM (η) are tensors built from products of
components ui and the Kroneckers delta function δi j
times coefficients which are themselves polynomials in
u2 without the constant term with the exception of U0
which is a constant itself. Indeed according to the above
expression in the limit u → 0, it holds that U0(0) = 1
while for the higher order tensors Ui1 i2...iM (0) = 0. In
summary the sought projections obtained from Eq.(39)
become,
Ai1i2...iN (u) =
1
c0
Ui1i2...iN (u).
Then it follows that Ai1 i2...iN (u = 0) = 0 for N ≥ 1, as
previously stated. The obtainment of the projections in
case the weight is the EDF itself is reduced to calculate
the polynomial expansion, and we do it explicitly to or-
der N=4.
• Zeroth order – The expansion in case of N=0 is
P0(η + u) = U0P0(η), henceU0 = 1.
• First order – The expansion in case of N=1 is
Pi1(η+ u) = c1(ηi1 + ui1) = U0(u)Pi1(η)+Ui1(u)P0(η).
ThusU0(u) = 1 and
Ui1(u) =
c1
c0
ui1 .
• Second order – Expanding the N=2 polynomial,
Pi1i2(η+u) = c2(ηi1+ui1)(ηi2+ui2)+[c¯2(η+u)2+c′2]δi1i2 ,
gives that,
Pi1i2(η + u) = Pi1i2(η)+
c2
c1
[ui1Pi2(η) + ui2Pi1(η)] +
2c¯2
c1
ui3Pi3(η)δi1i2
+
1
c0
P0(η)
[
c2ui1ui2 + c¯2u
2δi1i2
]
.
Therefore one obtains that,
Ui1i2(u) =
1
c0
(c2ui1ui2 + c¯2u
2δi1i2).
• Third order –Similarly the expansion of the N=3
polynomial,Pi1i2i3 (η+ u), contains the N=0 polynomial
plus higher order ones that are omitted for simplicity.
Pi1i2i3(η + u) =
P0(η)
c0
{[ c3c¯2Dc′2
c2(c2 + Dc¯2)
− c3c
′
2
c2
−
c¯3Dc
′
2
(c2 + Dc¯2)
+ c′3 + c¯3u
2 +
2c¯3c¯2Dc
′
2
c2(c2 + Dc¯2)
− 2c¯3c
′
2
c2
]
ui4δi1i2i3 i4 + c3ui1ui2ui3
}
+ O(η)
The above equation can be simplified using the expres-
sions of the coefficients.
Pi1i2i3(η + u) = P0(η)Ui1i2i3(u) + O(η),
Ui1 i2i3(u) =
1
c0
{[ I2
I0
[c3 + c¯3(D + 2)] + c¯3u
2 + c′3
]
ui4δi1i2i3 i4 + c3ui1ui2ui3
}
• Fourth order – The N=4 polynomial Pi1i2i3i4(η + u)
can be expanded in powers of η and such powers rear-
ranged as a sum over the polynomials Pi1···iM (η), M=0
to 4, must be . Nevertheless we only seek the N=0 term
and some considerations can be applied to simplify this
task. For instance, the odd terms (ηi1 , ηi1η
2, ηi1ηi2ηi3) do
not contribute to the calculation of Ai1 i2i3i4 and one can
take that η2 = DI2/I0 + O(η). After some algebra, we
have that:
Pi1i2i3i4(η + u) = P0(η)Ui1i2i3i4(u) + O(η),
Ui1 i2i3i4(u) =
1
c0
{
c4ui1ui2ui3ui4 +
[ I2
I0
[c4
+ c¯4(D + 4)] + c
′
4 + c¯4u
2
]
(δi1i2ui3ui4+
δi1i3ui2ui4 + δi1i4ui2ui3 + δi2i3ui1ui4 + δi2i4ui1ui3+
δi3i4ui1ui2) +
[
2c¯4
I2
I0
u2 + d′4u
2 + 2D
I2
I0
d¯4u
2+
4
I2
I0
d¯4u
2 + u4d¯4
]
δi1i2i3i4
}
.
Further simplification gives that,
Ui1 i2i3i4(u) =
1
c0
{
c4ui1ui2ui3ui4 +
[ I2
I0
[c4 + c¯4(D + 4)]
+ c′4 + c¯4u
2
]
(δi1i2ui3ui4 + δi1i3ui2ui4 + δi1i4ui2ui3+
δi2i3ui1ui4 + δi2i4ui1ui3 + δi3i4ui1ui2) +
[
2c¯4
I2
I0
u2
+ d′4u
2 + 2D
I2
I0
d¯4u
2 + 4
I2
I0
d¯4u
2 + u4d¯4
]
δi1i2i3i4
}
We summarize the projections below, obtained after
some additional algebraic manipulation. Notice that
they are functions of the integrals I2N previously de-
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fined.
A0(u) = I0c0,
Ai1(u) = I0c1 ui1 ,
Ai1i2(u) = I0
(
c2ui1ui2 + c¯2u
2 δi1i2
)
,
Ai1i2i3(u) = I0
{
c3 ui1ui2ui3 +
[
c′3
(
1 − J2
)
+ c¯3u
2](ui1δi2i3 + ui2δi1i3 + ui3δi1i2)}, and,
Ai1i2i3i4(u) = I0
{
c4 ui1ui2ui3ui4 +
[(
1 − J2J4
)
c′4
+ c¯4u
2])(ui1ui2δi3i4 + ui1ui3δi2i4 + ui1ui4δi2i3+
ui2ui3δi1i4 + ui2ui4δi2i3 + ui3ui4δi1i2
)
+
[(
2
I2
I0
(
c¯4
+ (D + 2)d¯4
)
+ d′4
)
u2 + d¯4u
4] δi1i2i3i4 }.
Using the definitions of the coefficients, one obtains
that,
A0P0 = 1
Ai1Pi1 =
I0
I2
(ξ · u)
Ai1i2Pi1i2 = I0
[ 1
I4
(ξ · u)2 − (∆
2
2
− 1)
I4D
u2ξ2 − I2
I0I4
∆22u
2
]
Ai1i2i3Pi1i2i3 = I0(ξ · u)
[
3(1 − J2) J4
I2
(D + 2)∆24
− 3 J4
I4
∆24u
2 − 3(1 − J2) J4
I4
∆24ξ
2 + 3
∆2
4
− 1
I6(D + 2)
ξ2u2
+
1
I6
(ξ · u)2
]
Ai1i2i3i4Pi1i2i3i4 = I0
{
c24(ξ · u)4 + 6c4(c′4 + c¯4ξ2)u2(ξ · u)2
+ 3c4u
4(d4 + d
′
4ξ
2 + d¯4ξ
4) + 6
[ I2
I0
(c4 + c¯4(D + 4))
+ c′4 + c¯4u
2][c4ξ2(ξ · u)2 + (c′4 + c¯4ξ2)[ξ2u2
+ (ξ · u)2(D + 4)] + (d4 + d′4ξ2 + d¯4ξ4)u2(D + 2)
]
+ 3
[
u2
I2
I0
2(c¯4 + Dd¯4 + 2d¯4) + d
′
4u
2 + d¯4u
4][c4ξ4
+ 2(c′4 + c¯4ξ
2)ξ2(D + 2) + (d4 + d
′
4ξ
2
+ d¯4ξ
4)D(D + 2)]
}
Notice that the macroscopic velocity controls the
smallness of the coefficientsAi1 i2···iN , which to the low-
est order are linear and quadratic in u for the odd and
even (N > 0) coefficients, respectively.
5.1. Direct derivation of the equilibrium distribution
function to order N=2
The EDF expanded to N=2 in case that ω(ξ) ≡
f (eq)(ξ) is readily obtained from the sum of the first three
above coefficients. Here we derive this N=2 EDF as-
suming that it is a sum over all possible terms until the
second power in the macroscopic velocity, namely, ξ ·u,
(ξ · u)2, u2, ξ2u2.
f (eq) =ω(ξ)
[
f0 + f1 ξ · u +
f2
2
(ξ · u)2
+
f3
2
u2 +
f4
2
ξ2u2
]
We find the coefficients f0, f1, f2, f3 and f4 in the EDF
given below, without invoking the orthonormal polyno-
mials and just derive them from the given physical pa-
rameters, namely, the density, the macroscopic velocity
and the temperature (Eqs.(2), (3) and (4)). Notice that
only integrals up to order ξ4 are used in this derivation.
Therefore the following relations are employed in the
determination of the coefficients.∫
dDξω(ξ) = I0,∫
dDξω(ξ) ξi1 = 0,∫
dDξω(ξ) ξi1 ξi2 = I2 δi1i2 ,∫
dDξω(ξ) ξi1 ξi2 ξi3 = 0,∫
dDξω(ξ) ξi1 ξi2 ξi3 ξi4 = I4 δi1i2i3i4 .
We start by imposing that Eq.(2) holds to find that
ρ = I0 f0 + ( f2I2 + f3I0 + f4DI2)u
2/2. Similarly from
Eq.(3) it follows that ρu = f1I2u. Finally from Eq.(4)
one obtains that ρ(ui1ui2 + θ¯δi1i2 ) = f0I2δi1i2 + f2I4ui1ui2 +
(u2/2)δi1i2 [ f2I4 + f3I2 + (D + 2)I4 f4]. Therefore
ρ = I0 f0, f2I2 + f3I0 + f4DI2 = 0,
ρ = f1I2, ρθ¯ = f0I2, ρ = f2I4,
f2I4 + f3I2 + f4(D + 2)I4 = 0.
Solving these equations one obtains that f0 = ρ/I0, f1 =
ρ/I2, f2 = ρ/I4 and θ¯ = I2/I0. Then one is left with
the a system of equations to solve for the remaining two
coefficients whose solution is f3 = −(ρI2/I4I0)∆22 and
f4 = (ρ/I4)(∆
2
2
− 1)/D where ∆2
2
= 2/[(D + 2) − J2D],
J2 = I
2
2
/I4I0, as previously defined. Finally one obtains
that,
f (eq) =
ρ
I0
ω(ξ)
{
1 +
I0
I2
ξ · u + I0
I4
1
2
(ξ · u)2
+
1
2
u2
[ I0
I4
(∆22 − 1
D
)
ξ2 − I2
I4
∆22
]}
(40)
This is equivalent to Eq.(33) by substitution of the poly-
nomial coefficients for the caseω(ξ) = f eq(ξ) and taking
that ρ = I0, as given by Eq.(36).
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6. Macroscopic equations
In this section, we show the macroscopic equations
followed by the semiclassical fluids, i.e., continuity,
momentum conservation and energy conservation equa-
tions, and generalize their derivation, done in Ref. [10],
for a generic EDF. We also discuss the minimum order
that the EDF should be expanded in order to fully re-
cover each macroscopic equation though the Chapman-
Enskog expansion, developed below.
6.1. General equations
Here we list the general moments of the EDF needed
to calculate the macroscopic equations. To recover the
mass conservation (continuity equation):
∂ρ
∂t
+
∂
∂xi1
(ρui1) = 0 (41)
the zeroth and first order moments of the EDF are
needed:
ρ =
∫
dDξ f eq, ρui1 =
∫
dDξξi1 f
eq (42)
To obtain the momentum equation, one needs to calcu-
late the following second and third order moments:
πi1i2 =
∫
dDξ f eqξi1ξi2 , (43)
πi1i2i3 =
∫
dDξ f eqξi1ξi2ξi3 , (44)
which are subsequently introduced into the generic mo-
mentum equation:
∂
∂t
(ρui1) +
∂
∂xi2
πi1i2 −
(
τ − ∆t
2
)
∂
∂xi2
∂
∂xi3
πi1i2i3
−
(
τ − ∆t
2
)
∂
∂xi2
∂
∂t
πi1i2 = 0 (45)
And for energy conservation equation, the moments
needed are the second, third and fourth order ones:
φ =
1
2
dDξ f eqξ2, (46)
φi1 =
1
2
dDξ f eqξ2ξi1 , (47)
φi1i2 =
1
2
dDξ f eqξ2ξi1ξi2 . (48)
which are introduced into the generic energy equation:
∂
∂t
φ +
∂
∂xi1
φi1 −
(
τ − ∆t
2
)
∂
∂xi1
∂
∂xi2
φi1i2
−
(
τ − ∆t
2
)
∂
∂xi1
∂
∂t
φi1 = 0. (49)
The Eqs. (41), (45) and (49) give the macroscopic equa-
tions after calculating the moments above for a specific
EDF and after some algebraic manipulations [10, 33].
6.2. Macroscopic equations obtained with original
function
In Ref. [10] the moments are calculated using the
FD and BE EDFs expanded in Hermite polynomials up
to fourth order. We generalize here this derivation for
a generic non-expanded EDF. Using the definitions of
ρ, u, θ¯ and g (Eqs. (2), (3), (4) and (5) respectively),
the moments can be straightforwardly calculated giving
that:
πi1i2 = ρ
[
θ¯δi1i2 + ui1ui2
]
,
πi1i2i3 = ρ
[
θ¯(ui1δi2i3 + ui2δi1i3 + ui3δi1i2) + ui1ui2ui3
]
,
φ = ρ
(
θ¯
D
2
+ u2
)
, (50)
φi1 =
ρ
2
ui1
[
θ¯(D + 2) + u2
]
,
φi1i2 =
ρ
2
[
(D + 2)δi1i2 θ¯
2g + θ¯(D + 4)ui1ui2
+ θ¯u2δi1i2 + u
2ui1ui2
]
,
which are the same ones found using the truncated
fourth order expansion of EDF in Hermite polynomi-
als [10]. As we will show in the next section, terms
from expansion orders higher than the monomial order
in the integrand (that is, ξi1 . . . ξiN , where N is the mono-
mial order) do not contribute to the moment because of
the orthogonality of the polynomials. In addition, the
results above would be the same if the EDF were ex-
panded up to fourth order in any set of orthogonal poly-
nomials.
Therefore, when the moments given in Eq.(50) are
substituted into Eqs.(45) and (49), they give the same
macroscopic equations obtained in Ref. [10]. The mo-
mentum conservation equation or semiclassical Navier-
Stokes reads:
∂
∂t
(ρui1) +
∂
∂xi2
[ρ(θ¯δi1i2 + ui1ui2)] −
∂σ¯i1i2
∂xi2
= 0.
(51)
And the energy conservation equation is given by:
∂
∂t
[
ρ
2
(u2 + Dθ¯)
]
+
∂
∂xi1
[
ρ
2
(
u2 + θ¯(D + 2)
)
ui1
+Q˜i1 − ui2σ¯i1 i2
]
= 0, (52)
where
σ¯i1i2 = η¯
(
∂ui1
∂xi2
+
∂ui2
∂xi1
− 2
D
δi1i2
∂ui3
∂xi3
)
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is the viscosity stress tensor and
Q˜i1 = −κ¯
∂θ¯
∂xi1
− ∂
∂xi1
[
κ¯θ¯ (g − 1)
]
(53)
is the heat flux vector (note that the second term disap-
pears for the classical case, since g = 1). Here the shear
viscosity stands for η¯ = ρθ¯
(
τ − ∆t
2
)
and the thermal con-
ductivity for κ¯ = D+2
2
ρθ¯
(
τ − ∆t
2
)
. When the EDF is the
BE or the FD distribution, the Eq.(53) can be written as
a function of the physical temperature and chemical po-
tential gradients. In this case, the quantities θ¯ and g(z)
are given by Eqs.(25) and (26) and Eq.(53) becomes:
Q˜i1 = −κθ
∂θ
∂xi1
− κµ ∂µ
∂xi1
,
giving the following transport coefficient:
κθ = κ

(
D
2
+ 2
) g D
2
+2(z)
g D
2
(z)
−
(
D
2
+ 1
) g D2 +1(z)g D
2
(z)

2

κµ = 0,
as obtained in Ref. [33].
6.3. Macroscopic equations obtained with expanded
EDF
Here we analyze the minimum number of terms in
the series expansion of the EDF that must be kept to
obtain the macroscopic equations. This amounts to de-
termine K in the series expansion defined in Sec. 2. Ac-
cording to Sec. 6.1 the moments of the EDF, expressed
by Eqs.(43), (44), (46), (47) and (48) must be obtained.
They are integrals of the EDF multiplied by monomials
of ξ. For this reason we carry the following general dis-
cussion about a monomial tensor of order N, formed by
the product of N velocity components. It can be written
as a sum over the generalized polynomials that ranges
from order zero to order N, that is,
ξi1ξi2 . . . ξiN = C0Pi1...iN + . . . +Ci1 ...iNP0,
where Ci1 ...iN are tensors constructed from the Kro-
necker’s delta function and polynomials coefficients.
Thus, a moment of order N of the expanded EDF gives:
πi1...iN =
∫
dDξ f eqξi1 . . . ξiN
=
∫
dDξ
[
ρω(ξ)
K∑
M=0
1
M!
Ai1···iM (u)Pi1···iM (ξ)
]
· [C0Pi1...iN + . . . +Ci1...iNP0].
The importance of the orthogonality of the polynomials,
Eq. (14), can be appreciated at this point. The integrals
of the terms in the series expansion which are of order
N + 1 and above simply vanish. This means that, a mo-
ment of order N can be equally obtained either using the
full non expandedEDF or the expanded EDF to order N.
For instance, to recover the continuity equation,
Eq.(41), we need the zero and first order moments
(Eq.(42)). Using that 1 = P0/c0 and ξi1 = Pi1/c1, they
become:∫
dDξ
P0
c0
f eq =
A0
c0
= ρ,∫
dDξ
Pi1
c1
f eq =
Ai1
c1
= ρui1 .
Therefore, the first order (K = 1) expansion of the EDF
is enough to recover the continuity equation and terms
higher than this (K ≥ 2) do not contribute.
For the momentum conservation equation, Eq.(51),
we need the second and third moments (K = 3) given
in Eqs.(43) and (44). The monomials that are being in-
tegrated with the EDF can be written in terms of the
polynomials as following:
ξi1ξi2 =
1
c2
Pi1i2 −
c¯2δi1i2
c2(c2 + Dc¯2)
Pi3i3
+
c′
2
δi1i2
c2c0
(
c¯2D
c2 + Dc¯2
− 1
)
P0,
ξi1ξi2ξi3 =
1
c3
Pi1i2i3 −
c¯3
c3[c3 + c¯3(D + 2)]
· (Pi1i4i4δi2i3 + Pi2i4i4δi1i3 + Pi3i4i4δi1i2) −
c′
3
c3c1
·
[
c¯3(D + 2)
c3 + c¯3(D + 2)
+ 1
]
(Pi1δi2i3 + Pi2δi1i3 + Pi3δi1i2).
Thus, to recover the full momentum conservation equa-
tion we need to expand the EDF until third order (K =
3) in generalized polynomials, because this is the high-
est polynomial order that appear. For the calculation of
πi1i2 only the zeroth and second order expansion terms
are non-zero and for πi1i2i3 only the first and third order
terms are relevant.
Analogously, we find out that to recover the energy
conservation equation, we need the fourth order (K =
4) expansion, since φi1i2 in Eq.(48) has a fourth order
monomial. Hence we have shown that the macroscopic
equations given in Sec. 6.2 stem from general argu-
ments and so, are equations that govern the semiclas-
sical fluids obtained with the original EDF since higher
order terms in the series expansion do not contribute at
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all although they are there. In the LBM one takes advan-
tage of this fact by eliminating the higher order terms.
For this reason it is usual for practical purposes, to re-
tain terms in the series expansion of the EDF only up to
second order. This simplifies the computational models,
applicable to a small Mach numbers in case of classical
particles. We exploit a similar model for the semiclassi-
cal particles.
7. Forcing term
In this section we treat the presence of a forcing field
in the Boltzmann-BGK equation describing a semiclas-
sical fluid. The forcing term in the Boltzmann equation
is given by a · ∇ξ f (see Eq.(1)) and must satisfy the fol-
lowing moment constraints [34]:∫
dDξa · ∇ξ f = 0 (54)∫
dDξξa · ∇ξ f =
∫
dDξa f (55)∫
dDξξi1ξi2 a · ∇ξ f =
∫
dDξ(ξi1ai2 + ξi2ai1) f .
(56)
The moments of the forcing term up to second order
(equations above) are the same for f and f eq according
to the Chapmann-Enskog assumption. If the force does
not depend on ξ, we have the usual moments∫
dDξa f = −ρa and (57)∫
dDξ(ξi1ai2 + ξi2ai1) f = −ρ(ui1ai2 + ui2ai1). (58)
However for semiclassical fluids the particles can be
charged, such as in case of electrons in metals, a fea-
ture not commonly found in classical fluids. Therefore
the Lorentz force must be included in its full account
and so, there are two types of accelerations, one due
to an electrical field aE = E, which does not depend
on the microscopic velocity, and another one, due to a
magnetic field aB = ξ × B, which does depend on the
microscopic velocity. Recall that we have adopted nat-
ural units: e = me = 1.
In practice, the forcing term can be easily imple-
mented in LBM simulations by updating the macro-
scopic velocity in the EDF [35, 36] as follows:
ut+∆t = ut + τa, (59)
where a is the acceleration. This approach is equivalent
to the previous one up to order O(τ2).
Therefore our goal in this section is to verify that
these moment constraints are respected by the forcing
term built with the semiclassical EDF, as similarly done
in Ref. [34] for the classical EDF. For the sake of sim-
plicity, we verify explicitly the moment constraints only
until second order, which means that we are consider-
ing the expanded EDF given by Eq.(33). Nevertheless
we recall that such relations must hold to any expansion
order. Since the EDF is a function of (ξ − u), we have
that a · ∇ξ f eq = −a · ∇u f eq. Therefore,
− a · ∇u f eq = −ρω(ξ)
[
c21ξ + c
2
2(ξ · u)ξ + (2c2c¯2
+ Dc¯22)ξ
2u + (c2c
′
2 + Dc¯2c
′
2)u
]
· a,
or, using the coefficient definitions, we can write it in
terms of the integrals:
− a · ∇u f eq = −ρω(ξ)
[ 1
I2
ξ +
1
I4
(ξ · u)ξ
+
(∆2
2
− 1)
I4D
ξ2u − I2
I0I4
∆22u
]
· a, (60)
We proceed with the demonstration that Eqs. (54), (55)
and (56) hold for the EDF given in Eq.(33).
• Eq.(54) – Considering aE first, the Eq.(60) replaced
in Eq.(54) gives:∫
dDξ(−aE · ∇u f eq) = −
∫
dDξρω(ξ)
[ 1
I2
ξi1Ei1
+
1
I4
ξi3ui3ξi1Ei1 +
(∆2
2
− 1)
I4D
ξi3ξi3ui1Ei1
− I2
I0I4
∆22ui1Ei1
]
= −ρ
[ 1
I4
ui3Ei1 I2δi3i1
+
(∆2
2
− 1)
I4D
ui1Ei1 I2D −
I2
I4I0
∆22ui1Ei1 I0
]
= 0,
where we have used the definitions of the integrals,
Eq.(15), and the fact that odd powers of ξ give null in-
tegrals. Thus, for a force that does not depend on ξ, the
Eq. (54) is demonstrated. Now, for a magnetic acceler-
ation aB = ξ × B ⇒ (aB)i1 = ǫi1i2i3ξi2Bi3 , where ǫi1i2i3 is
the Levi-Civita tensor, we have:∫
dDξ(−aB · ∇u f eq)
= −
∫
dDξω(ξ)ρ
[ 1
I2
ξi1ξi2Bi3ǫi1 i2i3
+
1
I4
ξi4ui4ξi1ξi2Bi3ǫi1i2i3 +
(∆2
2
− 1)
I4D
ξi4ξi4ui1ξi2Bi3ǫi1 i2i3
− I2
I0I4
∆22ui1ξi2Bi3ǫi1 i2i3
]
= − ρ
I2
Bi3 I2δi1i2ǫi1i2i3 = 0
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So, Eq. (54) is demonstrated for the two cases.
• Eq.(55) – For aE:
∫
dDξξi4 (−aE · ∇u f eq) = −
∫
dDξω(ξ)ρ
·
[ 1
I2
ξi1ξi4Ei1 +
1
I4
ξi3ui3ξi1Ei1ξi4
+
(∆2
2
− 1)
I4D
ξi3ξi3ui1Ei1ξi4 −
I2
I4
∆22ui1Ei1ξi4
]
=
ρ
I2
Ei1 I2δi1i4 = −ρ(aE)i4 .
For aB:
∫
dDξξi5 (−aB · ∇u f eq) = −
∫
dDξω(ξ)ρ
·
[ 1
I2
ξi1ξi2ξi5Bi3ǫi1 i2i3 +
1
I4
ξi4ui4ξi1ξi2ξi5Bi3ǫi1 i2i3
− I2
I0I4
∆22ui1ξi2ξi5Bi3ǫi1 i2i3
+
(∆2
2
− 1)
I4D
ξi4ξi4ui1ξi2Bi3ξi5ǫi1 i2i3
]
= −ρ
[ 1
I4
ui4Bi3ǫi1i2i3 I4δi1i2i4i5 −
I2
I4
∆22Bi3ui1ǫi1 i2i3
· I2δi2i5 +
(∆2
2
− 1)
I4D
ui1Bi3 I4δi4i4i2i5ǫi1i2i3
]
but ǫi1 i2i3δi1i2i4i5 = 0 and ǫi1 i2i3δi4i4i2i5 = −(D+ 2)ǫi1i3i5 , so:
∫
dDξξi5 (−aB · ∇u f eq) = ρ
[
− I
2
2
I0I4
∆22Bi3ui1ǫi1i3i5
+
1
D
(∆22 − 1)(D + 2)ui1Bi3ǫi1i3i5
]
= −ρ
[
J2∆
2
2 −
D + 2
D
(∆22 − 1)
]
(u × B)i5
= −ρ(aB)i5 ,
where we used the identity J2∆
2
2
−(D+2)/D(∆2
2
−1) = 1
that can be shown with the expressions for J2 and ∆2 in
terms of the integrals. Thus, the Eq.(55), which was
equivalent to Eq.(57), is also verified.
• Eq.(56) – For aE,∫
dDξξi5ξi6 (−aE · ∇u f ) = −
∫
dDξω(ξ)ρ
·
[ 1
I2
ξi1ξi5ξi6Ei1 +
1
I4
ξi3ui3ξi1Ei1ξi5ξi6
+
(∆2
2
− 1)
I4D
ξi3ξi3ui1Ei1ξi5ξi6 −
I2
I0I4
∆22ui1Ei1ξi5ξi6
]
= −ρ
[ 1
I4
ui3Ei1 I4δi3i1i5i6 +
I4(∆
2
2
− 1)
I4D
ui1Ei1δi3i3i5i6
− I2
I0I4
∆22ui1Ei1 I2δi6i5
]
= −ρ(ui5Ei6 + ui6Ei5)
− ρui1Ei1δi5i6
[
1 +
(∆2
2
− 1)
D
(D + 2) − J2∆22
]
= −ρ(ui5Ei6 + ui6Ei5),
giving the Eq.(58) as expected. For aB:∫
dDξξi5ξi6 (−aB · ∇u f eq) = −
∫
dDξω(ξ)ρ
·
[ 1
I2
ξi1ξi2ξi5ξi6Bi3ǫi1i2i3 +
1
I4
ξi4ui4ξi1ξi2ξi5ξi6Bi3ǫi1 i2i3
− I2
I0I4
∆22ui1ξi2ξi5ξi6Bi3ǫi1 i2i3 −
I2
I0I4
∆22ui1ξi2ξi5ξi6
· Bi3ǫi1i2i3 +
(∆2
2
− 1)
I4D
ξi4ξi4ui1ξi2Bi3ξi5ξi6ǫi1 i2i3
]
= −ρ I4
I2
δi1i2i5 i6Bi3ǫi1i2i3 = 0
which is the expected result since∫
dDξ(ξi5 (aB)i6 + ξi6(aB)i5) f
eq
=
∫
dDξ(ξi5ǫi6 i7i8ξi7Bi8 + ξi6ǫi5i7i8ξi7Bi8) f
eq
= Bi8ǫi6i7i8
1
D
∫
dDξξ2 f eqδi5i7
+ Bi8ǫi5i7i8
1
D
∫
dDξξ2 f eqδi6i7 = 0
Note that, for aB, the equations (56) and (58) are not
equivalent.
In summary, we have shown that the constraints of
Eqs. (54), (55) and (56) are satisfied for a forcing term
calculated explicitly with the EDF given in Eq.(33).
8. Quadrature beyond Gauss-Hermite
In this section, we extend the concept of quadrature
beyond the Gauss-Hermite concept [37], which means
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that the weight functionω(ξ) is not necessarily the gaus-
sian function well suited for the D-dimensional Hermite
polynomials (Eq.(13)). Here we are interested in the
generalized polynomials applicable to the semiclassical
LBM. The basic assumption is that there is a discrete
space of microscopic velocities ξα where integrals can
be replaced by sums where a discrete set of weights wα
play the role of the weight function ω(ξ). The follow-
ing equations should be satisfied where IM are known
before hand from Eq.(15):
∑
α
wαξαi1ξαi2 . . . ξαiM =
∫
dDξω(ξ)ξi1ξi2 . . . ξiM ,
(61)
Hence we demand that the integral of Eq.(61) be equal
to IMδi1i2...iM , according to Eq.(15), to obtain that,
∑
α
wαξαi1ξαi2 . . . ξαiM = IMδi1i2 ...iM . (62)
Notice that for the Gauss-Hermite quadrature IM = 1
and JM = 1 but not for a general weight function. One
of the key and well-known features of the LBM is that it
takes advantage that only a few of such conditions have
to be implemented in order to reach the conservation of
mass, momentum and energy. This gives rise to the dis-
crete lattices where only a finite set of discrete weights
wα is obtained that solve the above relations up to a
maximal M. Next we determine some of these sets to
be used with the semiclassical Boltzmann-BGK equa-
tion. We use the standard nomenclature “DdVv”, where
“d” denotes the dimension and “v” the number of lattice
vectors. We have defined the lattice vectors eα propor-
tional to the discrete velocities ξα, such that ξα = eα/cs,
where cs is the reference speed to be found by solving
the quadrature equations. By introducing the reference
speed one can choose to define one of the lattice vec-
tors, usually the one oriented along the positive x axis,
to be equal to one. Below we see the first six quadrature
equations:∑
α
wα = I0,∑
α
wαeαi1 = 0,∑
α
wαeαi1eαi2 = I2c
2
sδi1i2 ,∑
α
wαeαi1eαi2eαi3 = 0,∑
α
wαeαi1eαi2eαi3eαi4 = I4c
4
sδi1i2i3i4 ,∑
α
wαeαi1eαi2eαi3eαi4eαi5 = 0, (. . .).
The order M (see Eq.(61)) is an important characteristic
of the quadrature, since it gives the maximum moment
of the weight function for which the quadrature provides
equivalence between sums and integrals. Notice that the
quadrature equations with M odd are automatically sat-
isfied due to the symmetry among vectors eα, and so,
give trivial expressions. In table A.1 we see the order
M of some quadratures. It should be noticed that all wα
and cs must be positive quantities in order to have stable
simulations. Next, we explicitly calculate one quadra-
ture for each dimension: D1V3, D2V9 and D3V15.
More quadratures can be found in Appendix A.
8.1. D1V3
The lattice vectors for this lattice are eα = −1, 0, +1
and there are two different weight: w0 for e0 = 0 and
w1 for e± = ±1. So we have three variables to be deter-
mined: the two weights and the reference speed cs. We
need to solve three quadrature equations:∑
α
wα = I0 ⇒ w0 + 2w1 = I0,∑
α
wαe
2
α = I2c
2
s ⇒ 2w1 = I2c2s ,∑
α
wαe
4
α = 3I4c
4
s ⇒ 2w1 = 3I4c4s .
The solution for this system is:
cs =
√
I2
3I4
, w0 = I0
(
1 − J2
3
)
, w1 =
I0J2
6
.
For the Hermite weight function, this solution becomes
the standard D1V3 lattice: w0 = 2/3, w1 = 1/6 and
cs = 1/
√
3. For the D1V3 lattice, M = 5, meaning that
moments up to order five in Eq.(61) are exactly calcu-
lated by the sums.
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8.2. D2V9
The lattice vectors are es = [(±1, 0), (0,±1)], el =
[(±1,±1)] and e0 = (0, 0), with weights ws, wl and w0
respectively. As we have four unknowns (three weights
and cs), we need four equations, which are:
∑
α
wα = I0 ⇒ w0 + 4ws + 4wl = I0∑
α
wαeαi1eαi2 = I2c
2
sδi1i2 ⇒ 2ws + 4wl = I2c2s∑
α
wαeαi1eαi2eαi3eαi4 = I4c
4
sδi1i2i3i4
⇒
2ws + 4wl = 3I4c
4
s
4wl = I4c
4
s
where the last quadrature equation split in two equations
because there are two possible choices for the indexes
that give non-trivial equations: one for i1 = i2 = i3 = i4
and other for (i1 = i2) , (i3 = i4). The solution is:
w0 = I0
(
1 − 5J2
9
)
, ws =
I0J2
9
,
wl =
I0J2
36
, cs =
√
I2
3I4
.
It gives the standardD2V9 for the Hermite weight: w0 =
4/9, ws = 1/9, wl = 1/36 and cs = 1/
√
3.
8.3. D3V15
The lattice vectors are e0 = (0, 0, 0), es =
[(±1, 0, 0), (0,±1, 0), (0, 0,±1)], el = [(±1,±1,±1)]
with respective weights w0, ws and wl. Quadrature
equations:∑
α
wα = I0 ⇒ w0 + 6ws + 8wl = I0∑
α
wαeαi1eαi2 = I2c
2
sδi1i2 ⇒ 2ws + 8wl = I2c2s∑
α
wαeαi1eαi2eαi3eαi4 = I4c
4
sδi1i2i3i4
⇒
2ws + 8wl = 3I4c
4
s
8wl = I4c
4
s
Solutions:
w0 = I0
(
1 − 7J2
9
)
, ws =
I0J2
9
,
wl =
I0J2
72
, cs =
√
I2
3I4
.
It gives the standard D3V15 for the Hermite weight:
w0 = 2/9, ws = 1/9, wl = 1/72 and cs = 1/
√
3
9. The isothermal lattice Boltzmann method for
electrons in metals
9.1. Model description
In this section, we build a simple and efficient model
for electrons in metals in 2D and 3D dimensions and test
it with the Riemann problem, the Poiseuille flow and
the Ohm’s law. The model complies with the condition
ω(ξ) ≈ f eq(ξ), thus the weight is not equal to the EDF
itself. The electrons inside the metal are governed by
the Fermi-Dirac distribution [5],
f
eq
FD
=
{
exp
[
me(χ − v)2
2kBT
− µ
′
kBT
]
+ 1
}−1
,
where χ and v are the microscopic and macroscopic ve-
locities respectively, me is the electron mass, kB is the
Boltzmann constant, T is the temperature and µ′ is the
chemical potential. The Fermi energy can be expressed
as a function of the Fermi temperature TF and the Fermi
speed vF as
EF = kBTF =
1
2
mev
2
F .
Considering the Fermi speed, vF =
√
2kBTF/me, as
the reference speed for our model, we can define non-
dimensional variables:
µ ≡ µ
′
kBTF
, θ ≡ T
TF
, ξ ≡ χ
vF
and u ≡ v
vF
leading to
f
eq
FD
=
{
exp
[
(ξ − u)2
θ
− µ
θ
]
+ 1
}−1
. (63)
We consider in our model the physical parameters of
cooper at room temperature (T = 300 K), which has
Fermi temperature TCu
F
= 8.16 × 104 K, giving θ ≈
1/270, µ = 1 and z = e270 [6]. We expand the Fermi-
Dirac distribution in Eq.(63) up to second order in gen-
eralized polynomials, where the coefficients are calcu-
lated by orthogonalizing the polynomials with respect
to the weight function below:
ω(ξ) =
1
e−270e270ξ2 + 1
, (64)
which, initially, is the Eq.(63) for u = 0 and constant
θ and µ. Hence the condition ω(ξ) = f eq(ξ) discussed
along this paper is not being implemented here other-
wise the weights would have to be updated at each time
step since the chemical potential changes in f eq(ξ) while
here ω(ξ) remains constant. The integrals IN , Eq.(16),
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are different for 2D and 3D, which implies that the poly-
nomial coefficients are also different for the two cases
(see Sec. 3). The discrete version of the second order
expansion in Eq.(33) becomes:
f
eq
α = ρwα
{
c20 + c
2
1(ξα · u) +
1
2
c2(c2θ¯ + c
′
2)ξ
2
α
+
c2
2
2
(ξα · u)2 + 1
2
c2c¯2(Dθ¯ + u
2)ξ2α +
1
2
(c¯2ξ
2
α + c
′
2)
· [D(c2θ¯ + c′2) + c2u2 + Dc¯2(Dθ¯ + u2)]
}
, (65)
where θ¯ have different values for 2D and 3D and ξα =
eα/cs are the discrete velocities given in Sec. 8. Be-
sides having constant temperature θ = 1/270 we use an-
other approximation for the semiclassical model in or-
der to simplify the numerical implementation, which is
θ¯ = I2/I0 = θg D
2
+1(z)/(2g D
2
(z)) = constant. For the clas-
sical LBM, θ¯ is automatically constant for the isother-
mal case, since θ¯cl = θ. Therefore, this extra approx-
imation is not needed. With this approximations and
using the expressions for the coefficients, we verify the
identity c2θ¯ + c
′
2
+ Dc¯2θ¯ = 0, which leads to:
f
eq
α = ρwα
{
c20 + c
2
1(ξα · u) +
c2
2
2
(ξα · u)2
+
1
2
c2c¯2u
2ξ2α +
1
2
(c¯2ξ
2
α + c
′
2)(c2 + Dc¯2)u
2
}
. (66)
The above EDF is the one used in our numerical algo-
rithm together added to the values for the coefficients
and θ¯ given in the next sections for D = 2 or 3 dimen-
sions, respectively. The quadratures are given in the
next sections and the time evolution is governed by the
Boltzmann equation in its discrete form (see Eq.(8)) and
in terms of the lattice vectors eα.
fα(x + eα∆t, t + ∆t) − fα(x, t)
= −∆t
τ
[ fα(x, t) − f eqα (x, t)],
The macroscopic quantities are calculated by:
ρ =
∑
α
wα fα, u =
1
ρ
∑
α
wα fα
eα
cs
. (67)
We can convert the density into the chemical potential
and vice-versa by means of the relation (see Eq.(2))
ρ = (πθ)D/2g D
2
(e
µ
θ ).
For µ/θ ≫ 1, one can use the Sommerfeld expansion to
approximate the FD integral:
gν(e
µ
θ ) =
(µ/θ)ν
Γ(ν + 1)
[
1 + ν(ν − 1)π
2
6
(
θ
µ
)2
+ ν(ν − 1)(ν − 2)(ν − 3) 7π
4
360
(
θ
µ
)4
+ . . .
]
(68)
9.1.1. 2D model
To build our model in 2D, we first calculate the poly-
nomial coefficients using the weight function, Eq.(64),
through their expressions given in Sec. 3.
c0 0.564189583547756286948079
c1 1.128353706923879405456370
c2 2.763766115146273701436833
c¯2 0.572262450908341120084001
c′
2
-0.977116848075011682697851
θ¯ 0.250011282126658766985161
where the pseudo-temperature was calculated by θ¯ =
I2/I0 = θg2(z)/(2g1(z)). The discrete weights are also
calculated using the weight function in Eq.(64) to cal-
culate the expressions in Table A.1. For a D2V9 lattice,
we have:
w0 0.523716900428241365084608
ws 0.523575150632310374675607
wl 0.130893787658077593668902
cs 1.414149748226522446289974
Note that, althoughwe are keeping the standard notation
for the reference speed, cs, it denotes the Fermi speed
and not the sound speed as for the classical models.
To obtain the chemical potential from the density,
we use the Sommerfeld’s expansion, Eq.(68), leading
to ρ = πθg1(z) ≈ πµ. This is an excellent approximation
for the 2D case with accuracy much beyond the double
precision (10−16).
- 1 1
- 1
1
D2V9 D3V19
Figure 1: Quadratures used in the models.
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9.1.2. 3D model
Following the same procedure as for the 2D model,
we calculate the polynomial coefficients and θ¯ =
θg 5
2
(z)/(2g 3
2
(z)):
c0 0.488598377549843819982207
c1 1.092502210196163024710861
c2 2.890326124370599833053459
c¯2 0.559713196101887209686884
c′
2
-0.913955004948841398767998
θ¯ 0.200013538215948856423209
The discrete weights can be seem below:
w0 0.279433800596370971795231
ws 0.325785607726861097214977
wl 0.162892803863430548607489
cs 1.527439075525116330156203
The density can be calculated as ρ = (πθ)3/2g 3
2
(e
µ
θ ),
where θ = 1/270 in our problem or, to extract the chem-
ical potential from the density,
µ = θ log
[
g−13
2
(
ρ
(πθ)3/2
)]
.
Note that these relations between ρ and µ are used just
to set the initial conditions and to calculate the fields in
the output. During the simulations just the density field
is used. The Sommerfeld expansion can also be used
but the accuracy is not as good as for the 2D case. The
approximation with Eq.(68) is reliable just up to 10−8,
which is bellow the double precision. For this reason,
we use numerical methods [38] to calculate the FD in-
tegral and its inverse in order to obtain better accuracy.
9.2. Riemann problem
The Riemann problem (or shock tube test) is a bench-
mark validation for computational fluid dynamic mod-
els and it consists in analyzing the shock waves formed
when a discontinuity in the initial conditions evolves.
This problem has analytical solutions for the inviscid
case [39]. We simulate the Riemann problem using the
two numerical methods (2D and 3D) in a effectively
one-dimensional system: LX × LY = 3000 × 2 for the
2D model and LX × LY × LZ = 3000 × 2 × 2 for the
3D model. Initially, the density and velocity fields are
the same for both models: ρ = 1.0 inside the domain
LX/4 < x < 3LX/4 and ρ = 0.6 outside and u = 0
everywhere. The relaxation time has the constant value
τ = 0.8. The boundary conditions are periodic for all
directions. In Fig. 2 we see the solutions given by
our models and the analytical solutions for the classical
case [39]. There is a good agreement for the densities
field. For a sake of comparison, we correct the veloc-
ities give by the classical case by multiplying then by√
θ¯, since cs ∝
√
T and θ¯ plays a role of an “effective
temperature” for the semiclassical models. After this
correction, the velocities also matches.
1.0
0.9
0.8
0.7
0.6
ρ
ρref
2D
3D
1600 2000 2400 2800
x
0.0
0.1
0.2
0.3
u
uref
uref×√ ̄θ2D
2D̄
uref×√ ̄θ3D
3D
Figure 2: (Color online) Solutions for the density and velocity fields
in the Riemann problem obtained with our two models (2D and 3D)
and with the analytical solution for the classical case. The classical
solution for the velocity is corrected by
√
θ¯ in order to compare with
the semiclassical results.
9.3. Poiseuille flow
We simulate the viscous fluid of electrons in met-
als passing through a channel of constant cross section
(parallel plates) and analyze the velocity profile for the
steady state. Assuming a incompressible fluid submit-
ted to an external force with acceleration a = ai in the x
direction, the Navier-Stokes equation for semiclassical
fluids, Eq.(51), has the following solution for the sta-
tionary state:
ux(y) =
ρa
2η¯
(y2 − yLy). (69)
Thus, we use this equation to calculate the numerical
shear viscosity η¯ of our models, which is needed to con-
vert to physical units. The system size for the 2D model
is LX × LY = 256 × 256 with periodic boundary condi-
tions in the x direction and bounce-back in the y direc-
tion and for the 3Dmodel is LX×LY×LZ = 256×256×1
with periodic boundaries in the x and z directions and
bounce back in the y direction. An external electrical
field of magnitude E = 10−8 in lattice units is is imple-
mented as in Eq.(59) (a = E in natural units). Initially,
we set µ = 1.0 and u = 0 everywhere for the two mod-
els. Note that the initial densities are different because
we set equal µ. In Fig. 3 we see the velocity profiles
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for five different relaxation times after 106 time steps.
A curve fit using Eq.(69) is made in the points given by
the simulation, which provides the shear viscosity. As
we can see in Fig. 3, η¯ the relation below is followed
with good agreement by the two models:
η¯ =
1
3
(
τ − ∆t
2
)
. (70)
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Figure 3: (Color online) Velocity profiles for the Poiseuille flow ob-
tained with the two models for five different relaxation times and the
viscosity measurement for the two models.
9.4. Ohm’s law
When an electrical current passes through an ohmic
material (e.g, metals) they offer a resistance produced
by the collisions between the electrons and a back-
ground of impurities and defects on the crystal lat-
tice [5]. The relation between the current I and the ap-
plied electrical potential difference V is linear: V = R I,
where R is the resistance. Here we model the electri-
cal resistance with randomly placed obstacles through
which the electrons flow. For the 2D sample with sys-
tem size LX × LY = 512 × 256, we sort 64 circles
of radius 3 forming a porous medium with porosity
φ2D = 0.986 while for the 3D sample, with system size
LX × LY × LZ = 128× 128× 128,we sort 450 spheres of
radius 3 forming a medium with porosity φ3D = 0.974
(see Fig. 4). The relaxation time is set τ = 0.9. Ini-
tially, µ = 1.0 and u = 0 in the whole domain for the
two models. We set periodic boundary conditions in the
x direction, slip-free conditions in the y direction (also
in the z direction for the 3D model) and bounce-back
conditions on the obstacle’s surface. To measure the
convergence with time, we calculate the relative error
as the spatial average of ||unew| − |uold ||/|unew| consider-
ing all fluid point with non-zero unew and we stop the
simulations when the error is smaller than 10−7. In Fig.
5 we see that the average speed in the x direction (con-
sidering all fluid points) have a linear relation with ex-
ternal electrical field E. This relation straightforwardly
leads to the Ohm’s law (V = R I ⇒ I = LX
R
E) since
the current can be written as I2D = ρLYφ〈ux〉 for 2D
and I3D = ρLYLZφ〈ux〉 for 3D (the densities are essen-
tially constant in the whole domain for the steady state:
ρ2D = 3.142 and ρ3D = 4.189).
2D
0.0000
0.0012
0.0024
3D
0.0000
0.0008
0.0016
Figure 4: (Color online) Steady state of the velocity field for the elec-
trons passing through randomly placed obstacles to obtain the Ohm’s
law. The black objects are the obstacles, the colors represent the mag-
nitude of the velocity field and the streamlines show its directions.
The entire sample used in the 2D model is shown on the top while
a cross section at z = LZ/2 of the 3D sample can bee seem on the
bottom. The electrical filed used was E = 10−7 in lattice units.
10. Summary and conclusion
The two main goals of the present paper are the con-
struction of the semiclassical LBM and the test of an
isothermal LBM that simulates electrons in metals in
the hydrodynamic regime.
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Figure 5: (Color online) Linear relation between the average velocity
in the x direction and the external electrical field. This linear relation
leads to the Ohm’s law.
We have obtained an expansion of the equilibrium
distribution function up to fourth order in generalized
D-dimensional polynomials, orthonormal under a
generic weight. The Hermite polynomials are just a
particular case of these generalized polynomials where
the weight is given by the gaussian function. The choice
of a weight function close to the equilibrium distribu-
tion function renders convergence attainable within a
few terms in the truncated expansion. We extend here
the concept of quadrature to the generic weight function
of the polynomials thus beyong the Gauss-Hermite
quadrature which is restricted to the Gauss-Hermite
weight. In this way we generale the standard lattices
used in the LBM of classical fluids to the semiclassical
ones. The macroscopic equations for semiclassical
fluids are obtained here through the Chapman-Enskog
expansion. The notorious advantageous feature of
the LBM is that the mass, momentum and energy
conservation equations stem from a Chapman-Enskog
expansion where the distribution function is expanded
only up to first, third and fourth order [10] in the
orthonormal polynomials, respectively. This renders
the same results as obtained using the non-expanded
distribution function. We show here that the forcing
term for the semiclassical distribution satisfies the
moment constraints up to second order even for the
Lorentz force, which depends on the microscopic
velocity in case of the magnetic force.
An isothermal LBM for electrons in metals for
two and three dimensions was developed using a
weight near to the Fermi-Dirac equilibrium distribution
function. It is based on the expansion of the Fermi-
Dirac distribution up to second order in generalized
polynomials and uses the new D2V9 and D3V19
quadratures. We validate our model with the Riemann
problem by comparing the density and velocity profiles
of the shock waves with the analytical solution for the
classical inviscid case. We also perform the Poiseuille
flow, obtaining the expected parabolic profiles for the
velocity. Lastly, we retrieved the Ohm’s law by forcing
the electrons to pass through a medium with randomly
placed impurities (obstacles) analogously as a classical
porous medium. We verified a linear relation between
the applied external electrical field and the average
velocity of the fluid in the steady state flow which leads
to the Ohm’s law.
The present semiclassical LBM opens the way for the
modeling of many other fluids such as made by bosons
close to the Bose-Einstein condensation, as in Ref. [40].
The semiclassical LBM allows for the investigation of
the hydrodynamic limit of the electronic flow of many
2D novel materials, such as graphene [15], topological
insulators [12], Weyl systems [13] and the 2Dmetal Pal-
ladium cobaltate [14].
Appendix A. Quadratures
In Table (A.1) we show more quadratures for the
semiclassical LBM in 1D, 2D and 3D. The expressions
for the D1V7 lattice can be found below.
Appendix A.1. D1V7
The lattice D1V7 can be used in models with higher
orders EDF expansions sin it has order M = 9.
The geometrical velocities are {e0, e1, e2, e3, e4, e5, e6} =
{0,+1,−1,+2,−2,+3,−3}, and the weight are w0 for
α=0, w1 for α = 1 and 2, w2 for α = 3 and 4 and w3
for α = 5 and 6. Quadrature equations satisfied by the
D1V7 lattice:∑
α
wα = I0 ⇒ w0 + 2w1 + 2w2 + 2w3 = I0∑
α
wαe
2
α = I2c
2
s ⇒ 2w1 + 8w2 + 18w3 = I2c2s∑
α
wαe
4
α = 3I4c
4
s
⇒ 2w1 + 32w2 + 162w3 = 3I4c4s∑
α
wαe
6
α = 15I6c
6
s
⇒ 2w1 + 128w2 + 1458w3 = 15I6c6s∑
α
wαe
8
α = 105I8c
8
s
⇒ 2w1 + 512w2 + 13122w3 = 105I8c8s
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Solutions:
w0 =
1
360
(360I0 − 150I6c6s + 420I4c4s − 490I2c2s)
w1 =
1
16
(−13I4c4s + 5I6c6s + 12I2c2s )
w2 =
1
120
(30I4c
4
s − 15I6c6s − 9I2c2s)
w3 =
1
720
(15I6c
6
s − 15I4c4s + 4I2c2s)
There are six solutions for cs, which can be found by
solving the equation
12I2 − 49I4c2s + 70I6c4s − 35I8c6s = 0.
One of them is:
cs =
{2
3
I6
I8
− 49 2
1/3I4
(B +
√
4A3 + B2)1/3
+
140 21/3I2
6
3I8(B +
√
4A3 + B2)1/3
+
(B +
√
4A3 + B2)1/3
105 21/3I8
}1/2
where
A = −4900I26 + 5145I4I8
B = 686000I36 − 1080450I4I6I8 + 396900I2I28
Acknowledgements
R.C.V. Coelho thanks FAPERJ and the European
Research Council (ERC) Advanced Grant 319968-
FlowCCS for the financial support.
References
[1] G. M. Kremer, An Introduction to the Boltzmann Equation and
Transport Processes in Gases.
[2] R. C. V. Coelho, R. F. Neumann, Fluid dynamics in porous me-
dia with sailfish, European Journal of Physics 37 (5) 055102.
[3] T. Kru¨ger, H. Kusumaatmaja, A. Kuzmin, O. Shardt, G. Silva,
E. Viggen, The Lattice Boltzmann Method: Principles and Prac-
tice, Graduate Texts in Physics.
[4] S. Succi, The Lattice Boltzmann Equation for Fluid Dynamics
and Beyond.
[5] H. Ibach, H. Lu¨th, Solid-state physics: an introduction to prin-
ciples of material science, Advanced Texts in Physics, Springer-
Verlag berlin Heidelberg New York.
[6] N. Ashcroft, N. Mermin, Solid State Physics, Science: Physics.
[7] E. A. Uehling, G. E. Uhlenbeck, Transport phenomena in
einstein-bose and fermi-dirac gases. i, Phys. Rev. 43 (1933)
552–561.
[8] L. Landau, E. Lifshitz, Fluid Mechanics, Robert Maxwell, M.C.,
1986.
[9] R. C. V. Coelho, A. S. Ilha, M. M. Doria, A lattice boltzmann
method based on generalized polynomials and its application for
electrons in metals, EPL (Europhysics Letters) 116 (2) 20001.
[10] R. C. V. Coelho, A. Ilha, M. M. Doria, R. M. Pereira, V. Y.
Aibe, Lattice boltzmann method for bosons and fermions and
the fourth-order hermite polynomial expansion, Phys. Rev. E 89
(2014) 043302.
[11] B. N. Narozhny, I. V. Gornyi, A. D. Mirlin, J. Schmalian, Hydro-
dynamic approach to electronic transport in graphene, Annalen
der Physik.
[12] A. P. O. Chan, T. Kvorning, S. Ryu, E. Fradkin, Effective hy-
drodynamic field theory and condensation picture of topological
insulators, Phys. Rev. B 93 (2016) 155122.
[13] A. Lucas, R. A. Davison, S. Sachdev, Hydrodynamic theory of
thermoelectric transport and negative magnetoresistance in weyl
semimetals 113 (34) (2016) 9463–9468.
[14] P. J. W. Moll, P. Kushwaha, N. Nandi, B. Schmidt, A. P.
Mackenzie, Evidence for hydrodynamic electron flow in pdcoo2
351 (6277) (2016) 1061–1064.
[15] D. A. Bandurin, I. Torre, R. K. Kumar, M. Ben Shalom,
A. Tomadin, A. Principi, G. H. Auton, E. Khestanova, K. S.
Novoselov, I. V. Grigorieva, L. A. Ponomarenko, A. K. Geim,
M. Polini, Negative local resistance caused by viscous electron
backflow in graphene 351 (6277) (2016) 1055–1058.
[16] F. V. Tikhonenko, A. A. Kozikov, A. K. Savchenko, R. V. Gor-
bachev, Transition between electron localization and antilocal-
ization in graphene, Phys. Rev. Lett. 103 (2009) 226801.
[17] V. Skakalova, A. Kaiser, Graphene: Properties, Preparation,
Characterisation and Devices, Woodhead Publishing Series in
Electronic and Optical Materials.
[18] I. Torre, A. Tomadin, A. K. Geim, M. Polini, Nonlocal transport
and the hydrodynamic shear viscosity in graphene, Phys. Rev. B
92 (2015) 165433.
[19] F. M. D. Pellegrino, I. Torre, A. K. Geim, M. Polini, Electron
hydrodynamics dilemma: Whirlpools or no whirlpools, Phys.
Rev. B 94 (2016) 155414.
[20] L. Levitov, G. Falkovich, Electron viscosity, current vortices and
negative nonlocal resistance in graphene, Nature Physics.
[21] R. C. Coelho, M. Mendoza, M. M. Doria, H. J. Her-
rmann, Kelvin-helmholtz instability on graphene, arXiv preprint
arXiv:1706.00801.
[22] M. Mendoza, H. J. Herrmann, S. Succi, Preturbulent regimes in
graphene flow, Phys. Rev. Lett. 106 (2011) 156601.
[23] D. Oettinger, M. Mendoza, H. J. Herrmann, Gaussian quadra-
ture and lattice discretization of the fermi-dirac distribution for
graphene, Phys. Rev. E 88 (2013) 013302.
[24] O. Furtmaier, M. Mendoza, I. Karlin, S. Succi, H. J. Herrmann,
Rayleigh-be´nard instability in graphene, Phys. Rev. B 91 (2015)
085401.
[25] M. Mendoza, H. Herrmann, S. Succi, Hydrodynamic
model for conductivity in graphene, Scientific reports 3.
doi:http://doi.org/10.1038/srep01052 .
[26] I. Giordanelli, M. Mendoza, H. Herrmann, Modelling electron-
phonon interactions in graphene with curved space hydrody-
namics, arXiv preprint arXiv:1702.04156.
[27] Y.-H. Shi, J. Yang, A gas-kinetic {BGK} scheme for semiclas-
sical boltzmann hydrodynamic transport, Journal of Computa-
tional Physics 227 (22) (2008) 9389 – 9407.
[28] Y.-T. K. Jaw-Yen Yang, Li-Hsin Hung, Semiclassical axisym-
metric lattice boltzmann method, Adv. Appl. Math. Mech. 2
(2010) 626–639.
[29] J.-Y. Yang, L.-H. Hung, Lattice uehling-uhlenbeck boltzmann-
bhatnagar-gross-krook hydrodynamics of quantum gases, Phys.
Rev. E 79 (2009) 056708.
[30] H. Grad, On the kinetic theory of rarefied gases, Communica-
tions on Pure and Applied Mathematics 2 (4).
[31] M. M. Doria, R. C. Coelho, Chebyshev, legendre, hermite and
other orthonormal polynomials in d-dimensions, arXiv preprint
21
Lattice M eα p wα cs
D1V3 5 0 1 I0(1 − J2/3)
√
I2
3I4
±1 2 I0J2/6
D1V5 7 0 1 I0 − 10I2c2s/9 + I4c4s/3
(a and b) ±1 2 9I2c2s/16 − 3I4c4s/16
√
10I4±
√
100I2
4
−60I6I2
10I6
±3 2 3I4c4s/144 − I2c2s/144
D2V6 3
(
cos 2πn
6
, sin 2πn
6
)
6 I0/6
√
I0
2I2
D2V9 5 (0, 0) 1 I0(1 − 5J2/9)
(1, 0)FS 4 I0J2/9
√
I2
3I4
(1, 1)FS 4 I0J2/36
D3V15 5 (0, 0, 0) 1 I0(1 − 7J2/9)
(1, 0, 0)FS 6 I0J2/9
√
I2
3I4
(1, 1, 1)FS 8 I0J2/72
D3V19 5 (0, 0, 0) 1 I0(1 − 2J2/3)
(1, 0, 0)FS 6 I0J2/18
√
I2
3I4
(1, 1, 0)FS 12 I0J2/36
D3V27 5 (0, 0, 0) 1 I0 − 2I22/(3I4) − I6I32/(27I34)
(1, 0, 0)FS 6 (3I
2
2
I2
4
+ I6I
3
2
)/(54I3
4
)
√
I2
3I4
(1, 1, 0)FS 12 (3I
2
4
I2
2
− I6I32)/(108I34)
(1, 1, 1)FS 8 I
3
2
I6/(216I
3
4
)
Table A.1: Generalized lattices and their weights. M is order of the quadrature (see Sec. 8) and p is the number of velocities with the same weight.
The subscript FS denotes a fully symmetric set of points.
arXiv:1703.08670.
[32] S. Chapman, T. G. Cowling, The mathematical theory of non-
uniform gases: an account of the kinetic theory of viscosity,
thermal conduction and diffusion in gases, Cambridge univer-
sity press, 1970.
[33] R. C. V. Coelho, Lattice boltzmann method for bosons and fermions,
Master’s thesis (2014).
URL www.if.ufrj.br/~mmd/thesis/Rodrigo-mestrado.pdf
[34] L.-S. Luo, Theory of the lattice boltzmann method: Lattice
boltzmann models for nonideal gases, Phys. Rev. E 62 (2000)
4982–4996.
[35] M. Sukop, D. Thorne, Lattice Boltzmann Modeling.
[36] N. S. Martys, H. Chen, Simulation of multicomponent fluids in
complex three-dimensional geometries by the lattice boltzmann
method, Phys. Rev. E 53 (1996) 743–750.
[37] M. Abramowitz, I. A. Stegun, Handbook of mathematical func-
tions: with formulas, graphs, and mathematical tables, Vol. 55,
Courier Corporation, 1964.
[38] W. H. Press, S. A. Teukolsky, W. T. Vetterling, B. P. Flannery,
Numerical recipes in c++, The art of scientific computing.
[39] E. Toro, Riemann Solvers and Numerical Methods for Fluid Dy-
namics: A Practical Introduction.
[40] R. C. V. Coelho, M. Mendoza, M. M. Doria, H. J. Herrmann,
Fully dissipative relativistic lattice boltzmann method in two di-
mensions, arXiv preprint arXiv:1709.09073.
22
