Abstract. In this paper, we introduce a simple undirected graph based on a binary relation by using the notion of right neighborhood and minimal approximation space. Also, we investigate the lower approximation and the upper approximation of a subgraph to compute the rough subgraph. Finally, we will make a reduction of an information system and compute the core of knowledge by using a minimal approximation space and a graph theory.
Introduction and Preliminaries.
In 1736 graph theory has been introduced by Euler [1] , which considered the (general case of the) Konigsberg bridge problem. Graphs are an important discrete structure consisting of vertices and edges that connect these vertices and they describe the relationships among objects [2, 3, 4, 5] . The notion of minimal structure has been introduced by V. Popa and T. Noiri [6] . Rough set theory introduced by Pawlak [7] , the relation between rough set and topological spaces, data-mining and graph theory studied in [8, 9, 10, 11, 12, 13, 14] .
In this paper, we use the notion of the right neighborhood and minimal structure to introduce a simple undirected graph based on a binary relation. Also, we compute the lower approximation, the upper approximation and the rough subgraph. Finally, we use the minimal approximation space and graph theory to reduct the information system and computing the core of knowledge.
Definition 1.1. [3]
A graph G is a pair ( , ) where is the set vertices and is the edges between vertices.
A graph may be directed graphs or undirected graphs [3] if the edges have a direction or no direction.
Definition 1.2. [3]
A graph is called simple if every edge links a unique pair of distinct vertices.
Definition 1.3. [2]
The neighbourhood set of ∈ is ( ) = { ∈ : ∈ } and the degree of is the number of elements of its neighbourhood ( ) = | ( )|.
If ( ) = 0, then is said to be isolated in , and if ( ) = 1, then is a leaf of the graph. The minimum degree and the maximum degree of are denoted as:
Definition 1.4. [3]
A graph is a subgraph of , denoted by ⊆ if ⊆ and ⊆ . A subgraph spans ( is spanning subgraph of ) if = .
Definition 1.5. [14] Let ( , ) be a graph, a subset of called an independent set of for any ∈ , there does not exist ∈ such that ( , ) ∈ . Hence we obtain ( ) ∩ = ∅, ∀ ∈ .
An independent set is a set of pairwise nonadjacent vertices.
Definition 1.6. [14]
A graph is called bipartite if the vertex set can to be partitioned into two sets and such that each edge has one end in and one end in . Definition 1.7.
[11] Let ( , ) be a generalized approximation space where U be non-empty set and be a binary relation on . The set ( ) = { ∈ ∶ } is the right neighborhood of for all ∈ and the class ( ) = { , , ( ) ∈ } is called a minimal structure on ( , ).
Definition 1.8. [7]
A family set = ( , , , ) is called an information system (IS), where is a nonempty finite set of objects, is a nonempty finite set of attributes and is the union of attribute domains and :U× ⟶ is an information function which associates a unique value of each attribute with every object belong to .
Methods of generating graphs of binary relation by minimal approximation space.
In this section, we will introduce undirected graph of binary relations by using right neighborhoods. Also, we introduce the lower approximation and upper approximation of subgraph by using the minimal structure approximation space to the rough graph.
) be minimal structure approximation space. A graph G can be defined by considering the set is the set of all vertices and the edges between the two vertices x and y in U ( Definition 2.2. Let ( , , ) be MSAS and with vertex set V(H) is a subgraph of a simple undirected graph . Then the minimal lower approximation, the minimal upper approximation, and minimal boundary define as follows:
Definition 2.3. The accuracy measure of a subgraph H can be defined as
, where| | denotes cardinality of the set ( ) and ( ) ≠ ∅ and 0 ≤ Table 1 . Table 1 From Table 1 , we notice that the exact subgraph = { , , } or = { } and the other subgraph is rough.
Proposition 2.1. Let be a subgraph of simple undirected graph . Then
Proposition 2.2. The minimal lower approximation and minimal upper approximation of a simple undirected graph (null graph) are equal to the vertices of (itself).
Proof. The proof is direct from the Definition 2.2 and Proposition 2.1.
Example 2.4. If is the null graph then
Proposition 2.3. For any two subgraphs V(Q), V(W) of a simple undirected graph . We have:
Proof. Obvious.
Example 2.5. From Example 2.3. If :-1-V(Q) = { } , V(W) = { } , then (V(Q)) ∪ (V(W)) = {b, c, d} ⊆ U = (V(Q ∪ W)).

2-V(Q) = { } , V(W) = { }, then (V(Q))⋃ (V(W)) = {c} ⊆ {a, c} = (V(Q⋃W)).
3-
Definition 2.4. Let ( , , ) be MSAS, for any subgraph with vertex set V(H) of a simple undirected graph .
is said to be:
1-Outer definable set (resp. Quasi-outer definable set) if ( ) = (resp. ( ( )) = ). The family of outer definable sets (resp. quasi-outer definable sets) is denoted by Ω( , , )(resp. ( , , ); 2-Inner definable set (resp. quasi-Inner definable set) if
The family of all Inner definable sets (resp. Quasi-Inner definable sets) is denoted by γ( , , )(resp. ψ( , , )). 
Proof.
1-For any ∈ ( , , ) we have ( ) = . Then by Definition 2.2, we have
).
2-Let ∈ Ω( , ,
). Then ( ) = . Then by Definition 2.2, we have and
Remark 2.1. J.Chen and J.Li [14] define the outer definable set, inner definable set, quasi-outer definable set and quasi-inner definable set on serial relations. But, we define these sets on general relations as in Definition 2.4. Also, we observe the class of outer definable set equal to the class of quasi-outer definable set and the class of inner definable set is equal to the class of quasi-inner definable set as in Proposition 2.4.
Proposition 2.5. Let( , , ) be a MSAS and , 1 , 2 ∈ ( , , ). Then:
). Proof.
1-Let
On the other hand, let
From 1 and 2 we have 1 ∪ 2 = ( ( 1 ∪ 2 )) and 1 ∪ 2 ∈ ( , , ). 2 ) ) and 1 ∩ 2 ∈ ( , , ).
Proposition 2.6. Let( , , ) be MSAS. For , 1 , 2 ∈ ψ( , , ). Then:
Proof. Similar to the proof of Proposition 2.5.
3-Reduction of Knowledge and core of Knowledge.
In this section, we will do the reduction of knowledge of information system by two methods one of them by using the notion of the quality of approximation of classification and the other method is by using the graph of information system. 
, where
Example 3.1. Considering the information system = ( , , , ) as in Table 2 . Where the set of objects = { 1 , 2 , 3 , 4 , 5 } represent the ID of 5 students and the set of attributes = { , , , } are the degrees scored by students in an examination. Table 2 Consider the relation R on the set objects defined by ⟺ | ( ) − ( )| < 5. Table 4 From 18  13  2  14  0  Table 3 From Table 3 
Figure 4
And by the similar way we can drown the graph of all sets of attribute as in Figure 3 . and Figure 4 . We observing the graph of set { , , } is the same of graph of set of attributes = { , , , }. Then set { , , } is the reduct of attributes.
4-Conclusion.
Pawlak in 1982 defined the concept of approximation space to solve application of computer sciences by using equivalence relation. In [14] the authors introduced the applications of rough sets to graph theory by using neighborhood system. Our work, we used the minimal approximation space to construct a simple undirected graph based on a binary relation. The lower approximation and the upper approximation of subgraph are investigated to compute the rough subgraph. Finally, we used a minimal approximation space and graph theory to reduct the information system and compute the core of knowledge.
