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Abstract
A Semi-Automated Approach to Medical Image Segmentation using
Conditional Random Field Inference
by
Yu-chi Hu
Adviser: Professor Michael Grossberg
Medical image segmentation plays a crucial role in delivering effective patient care in
various diagnostic and treatment modalities. Manual delineation of target volumes and all
critical structures is a very tedious and highly time-consuming process and introduce uncer-
tainties of treatment outcomes of patients. Fully automatic methods holds great promise for
reducing cost and time, while at the same time improving accuracy and eliminating expert
variability, yet there are still great challenges. Legally and ethically, human oversight must
be integrated with ”smart tools” favoring a semi-automatic technique which can leverage
the best aspects of both human and computer.
In this work we show that we can formulate a semi-automatic framework for the segmen-
tation problem by formulating it as an energy minimization problem in Conditional Random
Field (CRF). We show that human input can be used as adaptive training data to condition
a probabilistic boundary term modeled for the heterogeneous boundary characteristics of
anatomical structures. We demonstrated that our method can effortlessly adapt to multiple
structures and image modalities using a single CRF framework and tools to learn proba-
bilistic terms interactively. To tackle a more difficult multi-class segmentation problem, we
developed a new ensemble one-vs-rest graph cut algorithm. Each graph in the ensemble per-
forms a simple and efficient bi-class (a target class vs the rest of the classes) segmentation.
The final segmentation is obtained by majority vote. Our algorithm is both faster and more
v
accurate when compared with the prior multi-class method which iteratively swaps classes.
In this Thesis, we also include novel volumetric segmentation algorithms which employ deep
learning and indicate how to synthesize our CRF framework with convolutional neural net-
works (CNN). This would allow incorporating user guidance into CNN based deep learning
for this task. We think a deep learning based method interactively guided by human expert
is the ideal solution for medical image segmentation.
This dissertation consists of the following seven chapters:
Chapter 1 Introduction
Chapter 2 Medical image segmentation methods
Chapter 3 Conditional random fields and graph cut minimization
Chapter 4 Semi-automatic bi-class medical image segmentation
Chapter 5 Multi-class medical image segmentation with one-vs-rest graph cuts
Chapter 6 Deep learning based medical image segmentation
Chapter 7 Conclusions and discussions
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Chapter 1
Introduction
Medical image segmentation plays a crucial role in delivering effective patient care in various
treatment modalities such as surgery and radiotherapy. In radiotherapy, careful planning
that involves the determination of treatment parameters considered optimal is the key to
successful treatment. These parameters include dose prescription, dose distribution, patient
positioning, treatment machine settings, and beam modulation. A sub-optimal plan is likely
to result in poor outcomes along with long-term toxicities impacting the quality of life of
patients.
The first step for precise radiotherapy is the accurate delineation of patient anatomic
structures from images acquired for treatment planning. A high radiation dose is prescribed
to kill cancerous cells in the target volume that includes the tumor and its extent. The
determination of the volume and location of the target is of paramount importance for
successful treatment. Next in importance is the locations and volumes of the critical organs.
While guaranteeing proper dose coverage to the target volume, beam angles and modulation
are optimally tuned to avoid harmful dose delivered to the surrounding critical organs.
Manually delineating or contouring of target volumes and all critical structures is a very
tedious and highly time-consuming process. Further, variations of contours from differ-
1
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ent oncologists using their anatomy knowledge and human errors introduce uncertainties of
treatment outcomes of patients given that the treatment protocol is the same. Automatic
segmentation methods have been widely studied to speed up the delineation process and
reduce inter-observer variability.
Recently deep learning approaches show impressive results in the semantic segmentation
of natural images, and researchers are actively making efforts to apply these approaches to
medical images. However, there are several reasons that deep learning approaches are still
not widely used for clinical applications. First, to obtain a robust performance of deep neural
network augmented by millions of parameters requires a significant amount of training images
that might not be available for some disease sites. Second, the training needs well-curated
data that, unlike natural image annotations, requires expert annotations that are more
challenging to obtain. Third, models for automatic segmentation lack scalability. They are
trained only for a specific image modality and disease site (a specific group of structures.)
And finally, trained models often cannot adapt well. In the case of segmentation using
multiple image modalities, often for various causes such as insurance coverage, patients do
not have all the image modalities used for training the model.
With all the mentioned constraints for automatic segmentation, we believe a semi-
automatic method is still a worthy alternative to supplement the automatic methods. We
introduce a semi-automatic method based on Conditional Random Field that could learn
how to segment image interactively and adapts to any image modality and disease site. We
organize the dissertation as the following:
• Chapter 2 we review the previous medical image segmentation methods.
• Chapter 3 we describe the mathematical formation of the medical image segmentation
problem in the context of Conditional Random Field (CRF.)
• Chapter 4 we demonstrate the interactive segmentation of liver and kidney with our
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method in Computer Tomography (CT), resulting reduction of interactive segmenta-
tion time and inter-observer variability.
• Chapter 5 we expend our method to multi-modality image segmentation with Magnetic
Resonance Imaging (MRI) images.
• Chapter 6 we propose a new approach for multi-class segmentation within the same CRF
framework.
• Chapter 7 we summarize the important contributions from our works and discuss future
works.
Chapter 2
Medical Image Segmentation Methods
2.1 Introduction to medical images segmentation
The goal of medical image segmentation is to partition a volumetric medical image into sepa-
rate regions, usually the anatomic structures (tissue types) that are meaningful for a specific
task. In many medical applications such as diagnosis, surgery planning, and radiation treat-
ment planning, determination of the volume and position of an anatomic structure is usually
required and plays a critical role in the treatment outcome. The segmentation problem is
fundamentally a classification problem. A label is assigned to each voxel representing the
region to which the voxel belongs. The assignment is, however, subject to some constraints
such as piece-wise continuity and smoothness bound by the nature of human anatomy.
In this chapter, we will survey the classical techniques widely used for image segmentation
in the area of computer vision and applied to medical image segmentation. It also includes
some recent development derived from these techniques in the last ten years. In particular,
the survey focuses on the methods based on the following selection criteria: general methods
that are not limited to specific anatomic organ structures, methods that are easily expandable
to 3D, and techniques that are flexible to use some statistical information.
4
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The segmentation techniques are broadly categorized, according to the use of image fea-
tures, into four groups: region-based, boundary-based, hybrid and atlas-based. Typically
region-based and boundary-based techniques exploit, respectively, within-region similarities
and between-region differences. In contrast, a hybrid technique uses both region and bound-
ary image features, and an atlas-based technique involves image registration between an
atlas and an image to be segmented. We discuss these four groups of techniques in detail in
Sec. 2.4, 2.5, 2.6, 2.7 respectively. Figure summarizes the techniques reviewed in this chap-
ter. Graphical models which our method is based on is high-lighted and will be described
in Chapter 3. Many of these methods use optimization techniques and partial differential
equations (PDE.) The methods of obtaining optimization and the solutions to PDEs, how-
ever, are not in the scope of this chapter. And finally, the advantages and disadvantages of
various types of techniques would be discussed.
2.2 Problem domain
Volumetric medical images are visual representations of interior of a body to reveal the
internal structures to diagnose and treat decease. Images are obtained from medical imaging
acquisition devices using different techniques such as Computer Tomography (CT), Magnetic
Resonance Imaging (MRI), Positron Emission Tomography (PET). . . etc. Commonly, the set
of image voxels in 3D space is organized by a stack of 2D image slices that are transverse
(axial) planes of the human body. The measured value of a voxel is intensity, a scalar value
representing either a physical property or metabolic activity at the location of the voxel.
Medical image segmentation is partitioning an image to a set of non-overlapping regions.
Each region has a semantic homogeneity denoting either an anatomical structure, e.g., bone,
liver, tumor, or a non-anatomical background material or object, e.g. fluid, air, patient-
supporting table. The number of regions of interest (ROIs) to be segmented depending on
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Figure 2.1: Four categories of the segmentation techniques.
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the requirement of clinical applications.
2.2.1 Challenges
Like other imaging devices, there are some limitations as well as acquisition artifacts that
cause the segmentation task to be more difficult in medical images than is usual for photog-
raphy or video. The leading challenges are:
• Poorly defined boundary of anatomical structures
(i) Nature of imaging physics While one image modality may provide good contrast
for specific structures, it can do a poor job for other structures. For example, CT
can give great detail in bony structures and lung but has poor soft-tissue contrast.
On the other hand, MRI provides better soft tissue contrast than CT but less so
in bony structures.
(ii) Partial volume effect. Due to the finite spatial resolution, a single voxel could
contain the mixing of different tissue types. This boundary between organs may
appear blur in the image.
(iii) Motion artifact. Most of the medical image acquisitions are not instantaneous.
MRI, in particular, is very time-consuming. Organ motion, such as breathing,
causes edge blurring or discontinuity.
• Intensity non-uniformity within and between subjects
(i) Shading artifact This artifact is typically present in MRI and produced by a
combination of operation factors such as the sensitivity of the radio frequency
(RF) coil. The artifact varies from machine to machine, from patient to patient,
and even for the same patient, from time to time. Normalization and correction
are necessary when MRI for training an automatic segmentation method.
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(ii) Implants Patient implants will cause artifacts in medical images. For example,
dental implants made with metal causes striping artifacts in CT. The artifact
sometime is significant that corrupts the visibility of region of interests.
(iii) Complexity of human anatomy Human anatomy is complicated. There are struc-
tures within a structure. For example, the vessels and cavity may reside inside
an organ such as a liver. To include or not include these other structures within
the segmentation of an organ is application-specific and should be considered.
2.3 Notation
The following notations are used for the entire chapter unless otherwise stated. An image f
is defined over its discrete image domain Ω as f(x) ∈ R, x ∈ Ω ⊂ R3. A segmentation g of
K different regions is defined over the image domain as g(x) ∈ {l | l = 0, . . ., K − 1}, where
l is a label of a region, and Rl = {x | g(x) = l} is the segmented region.
2.4 Region based methods
Region based techniques segment the image into regions based on some homogeneity prop-







Rj = φ for i 6= j
P (Ri) = TRUE, for i = 0, ..., K − 1,
P (Ri
⋃
Rj) = FALSE for i 6= j.
(2.1)
where P is a logical predicate expressed by sets of rules based on some homogeneity criteria
that must be satisfied by every voxel in a region. The first two equations state that the
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segmented regions must cover the whole image and two regions are disjoint sets. The last
equation states that the predicted outcome is different for any two different regions. Region
based methods can be further categorized into 5 groups based on how the rules of predicate
are carried out: thresh holding, region growing, region splitting and merging, watershed and
classification.
2.4.1 Thresholding
Thresholding is the simplest and fastest region-based method. Region label is assigned to
voxels by comparing their grey-level value to one or more intensity thresholds. Threshold
can be either global, a constant that is applied to whole image, or local and spatially varying.
For simplicity and without lose of generality, assume a single threshold to segment image




if f(x) ≥ θ
otherwise
(2.2)
Similarly, for local thresholding
g(x) =
 R1R0




Thresholds are usually determined from the histogram. For a medical image, a threshold
can be obtained from some a-priori knowledge. In case of CT images, voxel intensities are
given in Hounsfield Units (HU), and the range of HU for certain tissue types is known.
For example, -1000 is air, 0 is water and bone is usually large than 400. Thresholds can
1This 2 class assumption will be applied to other methods discussed in this chapter when applicable.
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also be chosen automatically. The approaches of choosing thresholds automatically can be
further separately into 2 groups. One group selects the threshold based on the shape of
histogram. The other group finds the optimal thresholds by minimizing/maximizing some
merit function.
1. Based on the shape of the histogram
Assuming the distribution is bi-modal histogram, one can find the threshold by finding
its peaks and valleys. Rosenfeld and De La Torre (1983) analyzed concavities by
constructing a convex hull of the histogram and calculate the difference between the
histogram, p, and its convex hull, phull. The threshold is chosen by where the maximum




For finding thresholds for multi-class tasks, Sezan (1990) carried out the peak analysis
by convolving the histogram with a smoothing and differentiable kernel. The operation
in the kernel outputs the peak detection signal. The start of a peak is determined by
the zero crossing of the detection signal to negative values and the end of a peak ei
is the local maximum of the detection signal between the starts of the two adjacent
peaks. The thresholds can be set somewhere between the two adjacent peaks. That is
θsezan = {θt|θt = λei + (1− λ)ei+1, i = 0, ..., K − 1, 0 ≤ λ ≤ 1} (2.5)
2. Optimal thresholding
Optimal thresholding is finding thresholds by minimizing or maximizing a merit func-
tion. Otsu (1979) minimizes within-class variance which is equivalent to max between-
class variance:
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σ2B(θ) = σ
2 − σ2W (θ)
=
∑
k<θ p(k)(µ0 − µ)2 +
∑





where σ2B and σ
2
W are between-class and within-class variations, probability density p
is obtained from histogram and µ0, µ1 and µ, are mean of the two classes and the
global mean respectively.
In image modality like CT and MR, the grey level are discrete and finite and there-
fore the optimal threshold can be found by brute-force evaluating all the bins of the






















Region growing starts with specifying seeds on the images and each seed represents a region.
The region grows by successively adding neighboring voxels that are similar to the voxels
already included in the region based a homogeneity predicate. A generic region growing
algorithm for one region is given below:
In seeded region growing, seed selection is crucial but can be seen as an additional task,
often done manually in medical image processing (a semi-supervised approach) . Apart from
the choice of an appropriate neighborhood system and the seed selection, the only difference
between the numerous region growing methods lies in specifying the homogeneity criteria.
Adams and Bischof (1994a) uses the difference between the voxel value and region’s mean
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Algorithm 1 RegionGrowing
Input: f , s the seed
Output: R the region
1: R = {s}
2: n = 0
3: while |R| 6= n do
4: n = |R|
5: for all x in neighbors of R do
6: if P (x,R, f)=True then





value, thus we can define a predicate:
P (x,R, f) = |f(x)− µR| < T, (2.8)
where T is a threshold can also be chosen manually or even interactively since the mean
can be calculated very fast. Adam’s seeded region growing also examines the situation of
multiple disjoint regions. A set of boundary voxels can be defined as






Ri 6= φ} (2.9)
During the growing steps, a voxel is picked from B and added to the region where the
distance measure as define in (2.8) is the minimum.
Unseeded region growing was also proposed by Lin et al. (2000) which does not need
region seed point initialization. The method starts with an arbitrary voxel and assigns it to
a region. Using the generic region growing algorithm, if a neighboring voxel does not meet
the predicate criteria (2.8), the method then uses Adam’s method to add the voxel to the
region that has minimum distance to the voxel and the predicate is still met for that region.
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If no suitable region available for the voxel, then a new region is created for the voxel and
starts growing the new region as well. The authors mention that the solution found may not
be the optimal one because a voxel may not be added to the most closely related region if
that region is created after the voxel was visited. Re-evaluation of the neighborhood of any
newly created region may be necessary.
2.4.3 Region splitting and merging
A different approach to region growing is region splitting and merging. The method is
presented by Horowitz and Pavlidis (1976). An image is initially split into 4 sub-images (8
in 3D) if it dose not meet some homogeneity criteria, e.g. |max fR(x)−min fR(x)| < T in
their method. The sub-image relationships can be represented as a quadtree (or octree in
3D) When a new region (sub image) is created , it is checked if it can be merged with its
existing siblings if they have identical properties. This is done recursively on each the sub
image until no more splitting and merging is possible. The final step is grouping that allows
the merging of adjacent regions across parent nodes that meet the uniformity criteria.
2.4.4 Clustering
Clustering is dividing a set of data points into groups (clusters) such that data points in the
same group are more similar to each other than data points from a different group. Often
similarity is according to a distance measure such as Euclidean distance or Mahalanobis
distance.
Given K is a known number of clusters and N is the number of data points, the matrix
UK×N = [uki] represents the partitions of the data set, where uki describes the membership
of a data point xi to cluster ck. The clustering is referred to hard if uki is either 1 (is a
member of) or 0 (not a member of,) or to fuzzy which implies partial membership resulting
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, k = 1, ..., K. (2.10)
2.4.4.1 k-mean clustering
k -mean is also called hard c-mean. The membership value uki must satisfy:
uki = {0, 1},∀k, i∑K
k=1 uki = 1,∀i
0 <
∑N
i=1 uki < N,∀k
(2.11)
Using the Euclidean distance, we have
dki = ‖xi − vk‖ (2.12)








A common way to find U is using an iterative method purposed by Lloyd (1982). The
algorithm is described in Algorithm 2.
2.4.4.2 Fuzzy c-mean
Fuzzy c-mean is a generalization of k -mean. It allows the data points to be associated with
more than one cluster but partially, reflecting certain degree of membership to each cluster.
This partial membership may also be interpreted as encoding the uncertainty of membership.
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Algorithm 2 k-mean
Input: X = {xi|i = 1, ..., N}: the set of data points, K: number of clusters
Output: C = {ck|k = 1, ..., K}: the clusters
1: Initialize {vk} randomly
2: t = 0
3: U0 = 0
4: for all xi in X do
5: for k=1 to K do
6: Calculate dki in Eq.(2.12)
7: end for
8: uki = 1 for which dki is mininum
9: end for
10: for k=1 to K do
11: Calculate vk in Eq.(2.10)
12: end for
13: t = t+ 1
14: Ut = {uki|∀k, i}
15: if Ut 6= Ut−1 then
16: Go to 4
17: end if
18: for all xi in X do
19: for k=1 to K do
20: if uki = 1 then
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The membership value uki must satisfy:
0 ≤ uki ≤ 1, ∀k, i∑K
k=1 uki = 1,∀i
0 <
∑N
i=1 uki < N,∀k
(2.14)
One of the most widely used Fuzzy c-mean (FCM) algorithms is proposed by Bezdek (1981)









Where m ∈ [1,∞) is a weighted exponent. The larger the m the fuzzier the membership
assignments are. If m is close to 1 then the cluster centroid closest to the point is given more
weight than the other centroids. Unlike hard membership in k -mean, the membership value















The algorithm is similar to the k -mean algorithm in 2.4.1.1, except that, Eq. 2.15 and
2.16 are used for calculating U and centroids and the algorithm stops at iteration n when
max
{∥∥uki(n) − uki(n−1)∥∥} < ε for a small constant ε.
Cluttering approaches while grouping similar voxels in the feature domain, do not guar-
antee consistency in the original spatial domain. For medical image segmentation, some
spatial constraint may be needed in order to generate regions that have piece-wise continu-
ity. Several approaches address this problem.
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Pham (2002) adds an additional penalty term in Eq. 2.14 for inconsistency assignments
around the local neighborhood of a voxel. If voxel xi is assigned to cluster k, the penalty
















where Qk = {q|q ∈ {1, ..., K}, q 6= k}
Mohamed et al. (1999) modified the distance measure by incorporating cluster assignment
of neighboring voxels weighted by distance between the reference voxel and its neighbor. The
distance measure is defined below:





where pij = |xi − xj|.
Thus the total effect of the neighboring pixels tried to pull their neighbor toward the
same class.
2.4.5 Bayesian
Bayesian approaches treat the class assignment of the voxels as random variables and rely
on probability to derive probabilistic models for segmentation. Here we slightly change the
notation. Let yi be the random variable for class assignment of voxel i, xi be the random
variable for image feature (e.g. intensities) at voxel i, and wk represent the class k, k =
1,. . . ,K.
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2.4.5.1 Maximum likelihood and Expectation Maximization (EM)
Maximum likelihood methods assume that the voxel intensities are independent samples from
a mixture of probability distributions of classes, usually Gaussian. They try to estimate a
set of parameters that maximize the probability of observing the voxel intensity distribution.
For a Gaussian mixture model, the set of class parameters are
θ = {θk|θk = (µk, σk, P (ωk)), k = 1, ..., K} . (2.20)




p(x|wk, θk)P (wk). (2.21)
Assuming independence between voxels, then the joint density is given by∏N
i=1 p(xi|θ). Since x is observing data and is fixed, this function, called a likelihood func-
tion, is viewed as a function of θ. Maximum likelihood methods estimate θ that maximizes
the likelihood function. Using Bayes’ rule:
P (wk|xi, θ) =
p(xi|wk, θ)P (wk)∑K
j=1 p(xi|wj, θj)P (wj)
(2.22)
When estimating the mixture parameters, a good method is EM algorithm from Dempster
et al. (1977). The algorithm is an iterative procedure as listed in Algorithm 3.
2.4.6 Discussion
Threshold based methods are computationally effective and easy to implement. For medical
image segmentation, they are only suited for segmenting regions of interest having well
distinguishable intensity distributions representing fixed physics properties that are constant
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Algorithm 3 EM maximum likelihood estimation of tissue class parameters
Input: θ: the initial parameters from the training data
Output: θ: the EM estimated θ that maximum the likelihood
1: Calculate P (wk|xi, θ) in Eq.(2.22)















3: if θ′ 6= θ then
4: θ = θ′
5: Go to 1
6: end if
7: return θ
patient to patient. For example, bony structures in CT is above 300 Hounsfield Unit (HU),
water is 0 HU, fat is -50 to -200 HU, skin tissue is -200 to -700 HU, and air is -1000 HU.
Beside the limited applications, the main drawback of threshold based methods is that they
are prone to inherent noises and artifacts in medical images thus most often do not guarantee
smoothness and continuity.
Seed region growing provides a way of semi-supervision while unseeded region growing
and region splitting/merging are fully automatic. They are also very inexpensive to execute
since the criteria of whether a voxel belongs to a region is based on threshold. They, however,
suffer from the same drawback of threshold based methods.
Unlike threshold methods and region growing methods, clustering and Bayesian ap-
proaches have the flexibility for utilizing multi-value image features. They are fully au-
tomatic methods not relying on supervised training. K-mean and fuzzy c-mean calculate the
the distance metric of the features to determine a voxel’s membership to a region. Maximum
likelihood methods estimate the parameters of mixture of Gaussian distributions of the re-
gions by using expectation maximization algorithm and assign the voxel’s region label based
on the estimated likelihood. Since the classifications is done in the feature domain, this will
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result in many non-contiguous regions, i.e. inconsistency in the original spatial domain.
2.5 Boundary based methods
In this section, the survey focuses on deformable models that are widely used and studied
in medical image segmentation with its advantage of connectivity of contours. Deformable
models are curves or surfaces defined in image domain that change their shape under the
influence of forces. The forces are usually internal from the curve or surface itself or external
from the image data. These methods can be divided into 2 groups based on how the curve
and surface is defined explicitly or implicitly: parametric deformable model which is also
called active contour, and non-parametric (implicit) deformable model which is called level
set or geometric active contour.
2.5.1 Parametric deformable model (active contour)
Active contours, also known as “snakes” proposed by Kass et al. (1988), are parametric
curves represented by v(s) = (h(s), g(s)) in 2D(for simplicity) image domain. The model





Eint(v(s)) + Eext(v(s))ds (2.23)
Here Eint is the internal energy due to the bending of the contour and Eext is the external
energy from the image data and external constraints. Eint can be written:
Eint =
(
α(s) |vs(s)|2 + β(s) |vss(s)|2
)
/2 (2.24)
The internal energy is meant to enforce smoothness of the curve and is composed of first
order term controlled by α(s) and second order term controlled by β(s). The second order
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term causes the snake act like a thin-plate. Setting β(s) at a point to 0 allows the snake to
develop a corner. In practice, α(s) and β(s) are often chosen to be constants. The external
energy can be the image force that attracts the contour towards some image features such
as edges:
Eext = −λ |∇f | , (2.25)
or edges on a smoothed image convolved with a Gaussian kernel:
Eext = −λ |∇ (Gσ ∗ f)| (2.26)
The problem of find a curve v that minimize Eq. 3.1 is known as calculus of variation
problem and the curve must satisfy the following Euler-Lagrange equation:
αvss(s) + βvssss(s)−∇Eext = 0 (2.27)
One much discussed point about snakes is their inability to find the boundary when the
initial contour placed too far away from the actual boundary location. One solution is using
external forces in Eq.(2.26) and by increasing σ to allow the snake to come to equilibrium
from a longer range at coarse scale and then by slowly reducing σ to allow tracking of the
boundary at finer scale. Another solution is gradient vector fields proposed by Xu and
Prince (1997) which generate a vector field using edge map. The GVF field points toward
the object boundary when very near to the boundary, but varies smoothly over homogeneous
image regions, extending to the image border. This diffused field replaces the −∇Eext in
the Eq.(2.27) to guide the positioning of the snake. The snake is always attracted to strong
edge in the above external image forces. But this may not be a good behavior for medical
image segmentation. An example is contour for the bladder boundary may be attracted to
nearby pelvis bone. To solve this problem, Fenster and Kender (2001) uses a statistical image
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energy function. The statistical term measures the distance between the distribution of the
intensities and gradients along the contour sector’s normal direction and the distribution
from training data.
2.5.2 Non-parametric deformable model (level set, geometric ac-
tive contour)
The parametric deformable model has difficulty handling the change of topology of the
unknown object to be segmented. The idea of evolving a surface (φ) instead of a front (v)
was proposed by Osher and Sethian (1988). The front is then defined implicitly as the zero
level set φ = 0. it casts the problem with the extra dimension of time. That is, a curve
propagating in the plane is replaced by the problem of a two-dimensional surface evolving
in three dimensions. Therefore, the topology changes of the front (zero level set) can be
handled automatically as the surface is evolving.
Given a level set function φ with the moving curve v(t) as its zero level set, we have
φ(v(t), t) = 0. (2.28)






In contour evolution theory, the evolution of the contour along its normal direction can be
characterized by the following equations:
∂v
∂t
· n = F, (2.30)
where n is inward unit normal and F is called speed function that determines the speed of
moving curve. Assume that the φ is negative inside the zero level set curve and positive
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outside, then inward unit normal to the level set curve is given by
n = − ∇φ
|∇φ|
. (2.31)




= F |∇φ| , (2.32)
The two most common and studied curve deformations in curve evolution theory are curva-
ture deformation and constant deformation. Their speed functions are given by the following
two equations respectively:
F = εk, where ε is a positive constant (2.33)
F = V0, where V0 is a constant (2.34)
The curvature k at zero level set is given by:










In the application of image segmentation, Caselles et al. (1993) and Malladi et al. (1995)
proposed independently a geometric active contour model based on the following equation:
∂φ
∂t
= c(x)(k + V0) |∇φ| . (2.36)
Here c(x)is given by:
c(x) =
1
1 + |∇(Gσ(x) ∗ f(x))|
. (2.37)
c(x) can be viewed as a stopping force based on the image gradient. This multiplicative term
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slows down the moving curve when the curve is near the boundary. A problem of this model
is if boundary has gaps or is blurry the curve passes the boundary and will not be pulled
back to the correct boundary. Caselles et al. (1997), Yezzi et al. (1997) add an additional
term in the equation that allows the curve to be pulled back:
∂φ
∂t
= c(x)(k + V0) |∇φ|+∇c · ∇φ. (2.38)
Note that ∇c = − |∇(Gσ(x) ∗ f(x)| behaves in similar way to the external force in Eq.(2.26)
that attracts the curve to the boundary thus can pull back the curve if it passes the boundary.
Suri et al. (2002) surveyed many other various stopping terms and speed functions. Some
methods that include regional terms will be reviewed in the next section.
2.5.2.1 Discussion
Boundary based methods utilizing parametric or non-parametric active deformable models
have several advantages over classical region based techniques: They can be implemented
interactively by using appropriately placed initial curves or surfaces; They are relatively
insensitive to noise and other ambiguities in the images because the integral operator is
an inherent noise filter. On the other hand, they can often get stuck in local minima and
their accuracy is governed by the convergence criteria used in the minimization technique.
Without the regional information, they also often overlook the boundary of the region of
interest when there is nearby structures having stronger boundary with high gradient.
2.6 Hybrid methods
Hybrid methods use both boundary and regional information for image segmentation. Many
of them are the deformable models discussed in previous sections with extensions that include
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regional information. In recent development, methods that view image segmentation as a
graph partition problem that minimizes an energy function and couples with purely statistical
framework will be discussed in the next chapter.
2.6.1 Level set methods with regional forces
These algorithms modify the constant propagation speed V0 (in Eq.(2.34)) in the classic level
set segmentation to include a regional force. An elegant example is Baillard et al. (2000).
In this approach, the probability density function inside and outside the structure is
utilized and responsible for creating a pull/push force on the propagating front.
Let R(x ) ∈ {in, out} be the 2 classes of regions and let pin(g) be probability density
function of gray level f to be estimated inside the curve, pout(f) and be probability density
function outside the curve. The bi-directional propagation force was estimated as:
V0 = sign{αpin(f)− (1− α)pout(f)}. (2.39)
Here sign(x) = 1 if x ≥ 0, otherwise sign(x) = −1. This determines the direction of motion
of a voxel on the propagation front based on the probability that it belongs to the outside
or the inside region. The stopping force c(x ) in Eq.(2.37) is modified to be:






if x < 0.5
otherwise
, and (2.41)
PT (x|f,R) = (1−α)pin(f(x))αpout(f(x))+(1−α)pin(f(x)) , if R(x) = out and
PT (x|f,R) = αpout(f(x))αpout(f(x))+(1−α)pin(f(x)) , if R(x) = in.
(2.42)
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Figure 2.2: Stopping force (2.40) as a decreasing function of the transition probability.
PT is the transitional probability and g is a decreasing function illustrated in Figure 2.2.
This probabilistic stopping term can be understanding in the following way: if x is outside
the curve and the estimated transition probability that it will be inside the region is large
then the curve is crossing the boundary so the evolution speed will slow down at x. Note
that the parameters of probability density functions are estimated adaptively at iteration by
stochastic-EM (SEM) without the need of training data. The method has shown impressive
results on brain MRI image segmentation.
2.7 Atlas based methods
Textbook anatomical knowledge the domain-specific experts recruit is a complete description
of the shapes and locations of the normal organs and structures, as well as the geometrical
relationships between them. A data set that has had the structures of interest already
labelled by the domain experts provide. Model driven methods (e.g. active shape model)
build explicitly geometric models that are parameterized by learning from the atlas data set.
Segmentation is achieved by adjusting the poses and parameters for controlled deformation
of the shape model in the target image. Intensity driven methods, on the other hand, involve
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image registration techniques to compute an anatomically correct coordinate transformation
between a target image and an already segmented image for transferring the structures from
the segmented image to the target image.
We will discuss these two approaches in general in the following two sections.
2.7.1 Atlas as average shape: active shape model/active appear-
ance model
Active shape model proposed by Cootes et al. (1995) constructs a shape prior model to
enhance the performance of deformable models. By aligning training shapes in a reference
model space and using principal component analysis (PCA), any shape Y in the training
set can be approximated by:
Y ≈ Ỹ + PbT , (2.43)
where Ỹ is the mean of training shapes, P is the matrix of the first m eigenvectors, and
b = (b1, b2, ..., bm)is the weighting vector called shape parameters. Initially, the mean shape Ỹ
is used as the initial curve placed the new scan. The deformation is computed using standard
deformable models describe in the previous section. At each iteration, the displacement from
the curve in the previous iteration is used to calculate the corresponding pose (rotation,
translation and scale) as well as the shape parameters to obtain a new curve to be deformed
in next iteration. In this way, only deformations that are similar to the shapes in the training
set are allowed. The iterations stop when the changes of poses and shape parameters are
not significant.
Active appearance model from Cootes et al. (1998) extends this paradigm to incorporate
image intensity prior along with the shape prior by sampling intensities from example images
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in the mean shape to obtain intensity model, i.e,
g ≈ g̃ + PgbgT (2.44)
where g̃ is is the mean normalized intensity vector, Pg is a set of orthogonal modes and bg is
a set of intensity parameters. Further PCA is applied to the combined shape and intensity
parameters, resulting in the following appearance (shape and intensity) representation:
Y ≈ Ỹ + PsW−1s QsT c
g = g̃ + PgQg
T c
(2.45)
where Qs and Qg are the corresponding orthogonal modes for shape and intensity parame-
ters after second PCA, Ws is diagonal matrix that compensates the difference of the units
between shape and intensity parameters, and c is the appearance parameter that regulates
the variances of both shape and intensity parameters.
Instead of using a set of landmark points on the surface of the target object as the
representation of the shape, Pizer et al. (2005) uses a medial axis shape representation. The
shape is represented by a set of “atoms” on the medial axis (sheet) with arms extended
to control the surface formation. Instead of calculating the pose and parameters of the
shape as in active shape model, the pose and parameters of the atoms are calculated. The
major advantage of this shape representation is scalability of surface mesh. Thus multi-scale
deformation is possible.
2.7.2 Atlas as individual image with segmentation
In this approach, an atlas is a spatial map of anatomical structures, which is usually derived
from a reference image by manual segmentation. The automatic segmentation is generated by
registering an image to an atlas, that is, computing a correct coordinate mapping between the
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two. Then the voxels can be labeled according to the transformation mapping. An intensity
similarity measure is chosen such as cross correlation or the more robust measure: mutual
information (MI, Maes et al. (1997)). for the registration. The displacement field is obtained
by minimizing the differences between the two images based on the similarity measure with
some smoothness constraint on the displacement field. The smoothness constraints can be
done via Gaussian or using some elastic model such as thin-plate and viscous-fluid. The
image registration itself is a subject of active research. See Pluim and Fitzpatrick (2003) for
a review of image registration methods.
The most straight forward strategy for selection of an atlas is to use a single segmented
image. It could be random or based on some heuristic criteria such as image quality or
normality of the subject. One can also use multiple individual atlases to register the tar-
get image one by one and choose the best atlas for segmentation. Usually, the accessible
number is the final value of the registration criterion, or image similarity measure. When
using multiple atlas, instead of choosing a best atlas, we can combine segmentations from
different atlases to get a final segmentation. In the pattern recognition community, multi-
ple independent classifiers can be combined, and together consistently achieve classification
accuracy. Rohlfing and Maurer (2005) used the same concept to assign a voxel the final
label by using weighted average (by distance) of labels from the multiple atlases within the
voxel’s volume. Warfield et al. (2004) proposed an expectation-maximization algorithm for
simultaneous truth and performance level estimation (STAPLE.) The probabilistic estimate
of the true segmentation is formed by estimating an optimal combination of the segmenta-
tions from different atlas, weighting each segmentation depending upon the estimated the
segmentation’s performance level represented by sensitivity and specificity parameters. They
reported that the result has shown the improvement over single individual atlas.
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2.7.3 Discussion
Atlas based methods were state-of-the-art automatic methods before the deep learning era.
They are implemented in many commercial software. They utilize local and global image
information for registration and can work with multiple modalities when cross-modality
registration is achievable. For the active shape model based on principle component or
approaches involving atlas ranking and selection, they cannot completely capture the large
variation of organs as reported in Heimann and Meinzer (2009). For techniques using label
fusion from multiple atlas, they are time-consuming due to the many pairs of registration
needed. Like active contour or level set methods, they also tend to get stuck in local minima
in view of iterative optimization.
2.8 Rationale for study
Manual contour delineation of normal organs to design a treatment that limits the dose
delivered to normal critical structures. This task can be very time consuming and labor-
intensive due to the increasing complexity of radiotherapy techniques. These techniques
require more organs to be delineated and increase the number of images to contour due to
an increase in the number of slices and new modalities from modern imaging technology. The
time for contour delineation can range from a half-hour to more than two hours per patient
depending on the number of structures segmented and plan complexity. Another concern
for manual delineation is uncertainties from variability both between and within observers.
This variability is considerable1 and affects treatment plan accuracy.
Computer-assisted semi-automatic or automatic methods reviewed in this chapter intend
to address the issues of manual segmentation mentioned above. Each, however, has its
own limitations. We categorized the following desired attributes for segmentation: human
oversight (HO), utilization of regional and boundary information (RB), utilization of local
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and global features (LG), scalability to N-Dimensional (ND), scalability to multi-modality
image (MM), multi-class (MC), learning capacity to adapt progressively(AD), and statistical
inference (SI). A method either has, partially has, or does not have the attribute. We
summarize the limitations of the surveyed methods based on those attributes in Table 2.1.
For comparison, we also include the deep neural network in Table 2.1. Deep learning base
methods are de facto the most popular medical image segmentation methods introduced in
recent years. We discuss some convolutional neural networks (CNNs) and generative adver-
sarial networks (GANs) we have been working on for segmentation in Chapter 6, although
they are not directly related to the conditional random field method which we purposed in
the dissertation.
Expert supervision of the segmentation process for radiation treatment planning is vital
to guard against inaccuracies or errors that can lead to organ-at-risk over-dosage or tumor
under-dosage. Software from many commercial vendors implements fully automatic methods
that do not need human interactions. In clinical practice, however, the experts usually
take more time to modify the initial results returned from automatic methods (Heimann
et al. (2009)). A more desirable approach is one with an adaptive level of automation,
with higher automation in anatomical regions for which automatic segmentation is reliable
while allowing the expert to focus on those regions where human judgment can resolve
ambiguities. A semi-automatic approach combines the complementary skills of a human
with that of a computer. Without eliminating the human-in-the-loop, the computer can
achieve segmentations matching manual segmentations but in a more efficient way.
We present a statistical semiautomatic contour delineation method that attends to the
above characteristics. Our approach is based on a graphical model called conditional random
fields (CRF, Lafferty et al. (2001)) that defines an energy function to be minimized for
obtaining an optimal segmentation that has statistical inference.
Graph-based approaches were proposed for many applications in the fields of computer
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vision and graphics. Greig et al. (1989), based on Bayesian formulation, proposed modeling
the prior of pixel labels with Markov Random Field (MRF) for binary image de-noising.
They also showed that the posterior probability can be maximized by a minimum cut in
the graph theory. For image segmentation,Shi and Malik (2000) considered the grouping of
image pixels, i.e., the segmentation, as the graph partition problem. By assigning the edge
weights based on the cues of group coherence or affinity between pixels, the segmentation
is obtained by minimum cuts. To avoid favoring cutting small sets of isolated nodes in the
graph due to the bias of cutting fewer edges, they proposed normalized cuts, in which the
cost of a cut is normalized by the total edge connections from nodes in the groups. Boykov
and Jolly (2001a) introduced the interactive segmentation based on binary graph cuts related
to Greig et al.. They defined the energy function similar to the energy function in MRF
but without Bayesian inference. Their approach defined the energy function consisting of
a regional likelihood term and a contrast-based boundary term (see Eq 3.14) using model-
specific visual cues and contextual information. The regional model is learned with the user
brush strokes that identify the region of interests. The user guided approach also has been
used in colorization as proposed in Levin et al. (2004). The brush strokes initialize the color
assignment for some pixels and the colorization of the whole image is optimized by minimizing
the same cost function used in normalized cut for segmentation. Zhang et al. (2017) extended
the user guided colorization to deep learning. In their approach, the user input was used to
train a network to learn the global color distribution providing the prior in training of the
colorization network. Rother et al. (2004) proposed a different interactive approach called
GrabCut. In their approach, instead of brushstroke, users draw a box that includes the
region of interest, and the Gaussian mixture model is then learned for the regional term
in the energy function. To correct the segmentation, however, the broke strokes are still
needed. To address the lacking of proper Bayesian formulation of the contrast boundary
term, Kumar et al. (2005) proposed the Contrast Dependent MRF, where they explicitly
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included the connections between the latent nodes and observations of neighboring nodes
to model the contrast term in MRF. Although the framework of our approach is similar to
the above-mentioned methods that used graphical models and graph cuts, we differ in two
ways. First, instead of explicitly modeling the relationship between observations and latent
variables in MRF, we used CRF where the observations globally condition latent variables;
therefore, information anywhere in the image can be used to model regional and boundary
terms. Second, we do not use ad-hoc contrast-based boundary terms; instead, we learn the
boundary distribution interactively.
We summarize our approach based on the attributes listed in Table 2.1:
• Human oversight (HO)
Our approach can be implemented as a semi-automatic interactive tool. We can learn
from samples from approved segmentation as well as samples available in human guided
interactions.
• Utilization of regional and boundary information (RB)
The regional and boundary information used for segmentation is inherent in the theo-
retical and mathematical formulation of the energy function defined in the CRF frame-
work.
• Utilization of local and global features (LG)
CRF is a graphical model that is globally conditioned on the observation (the image,
in case of segmentation) and the conditional probability can be factorized based on the
cliques of the graph.
• Scalability to N-Dimensional (ND)
The graph can be modeled in 2D, 3D, or even 4D for medical image applications.
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• Scalability to multi-modality image (MM)
The image feature from multiple image modality is the random vector in our CRF
framework.
• Multi-class (MC)
We view the segmentation as a graph partition problem so well-studied generic graph
partition algorithms can be applied for bi-class or multi-class segmentations.
• Learning capacity to adapt progressively(AD)
Our semi-automatic approach allows the modifications on the segmentation as addi-
tional training samples for region and boundary regression analysis so that our method
adapts progressively to improve the segmentation.
• Statistical inference (SI)
CRF models the posterior probability and Maximum-a-posteriori (MAP) inference is
equivalent to minimizing the energy of the CRF.
































































































































































































































































































Conditional Random Fields and
Graph Cut Minimization
3.1 Undirected graphical model
Probabilistic graphical models are an elegant combination of probability theory and graph
theory. They provide a natural and compact representation of real-world circumstances full
of problems of uncertainty and complexity. We can view a large-scale problem as a system
in which many parts(random variables) are linked in complex ways. Probability theory
holds the parts together, ensuring that the system as a whole is consistent. The graph-
theoretic side of graphical models provides well-defined structures defining the interaction
between variables and well developed general-purpose algorithms to compute probabilities
of interest.
A graphical model models the probability distributions defined in forms of a directed or
undirected graph. The nodes in the graph represent random variables, and joint probability
distributions are defined depending on how subsets of nodes are connected with the under-
lying independence between random variables. While directed graphical models dictating
36
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assertion of directional influence of random variables are more popular with the Artificial
Intelligent and statistics communities, undirected graphical models (aka Markov Random
Fields, MRF) are symmetric in terms of interaction between random variables and therefore
more natural for certain domains, such as spatial or relational data. In this chapter, we will
focus on the undirected graphical model that our method is based on.
3.1.1 Notation and definitions
Let G = (V , E) be a undirected graph, where V is the set of nodes and E is the set of edges
of the graph. Let X = {xi | ∀i ∈ V} be the set of random variables indexed by the nodes of
the graph. For a node i, we define Ni = {j | ∀(i, j) ∈ E} as the set of nodes connected to
node i.
Definition 3.1. Conditionally Independent. Random variables X and Y are conditionally
independent given the random variable Z if L(X | Y, Z) = L(X | Z). We then write
X ⊥⊥ Y | Z.
Definition 3.2. Pairwise Markov Property. Any pair of random variables (xi, xj), j /∈ Ni,
are conditionally independent given all other nodes: xi ⊥⊥ xj | xV \(i,j).
Definition 3.3. Local Markov Property. Any random variable xi is conditionally indepen-
dent to the others given Ni: xi ⊥⊥ xV\Ni,i | xNi.
Definition 3.4. Global Markov Property. Any two subsets of random variables xA and
xB, are conditionally independent given a subset xC such that C separates A and B in G:
xA ⊥⊥ zB | xC.
Definition 3.5. Markov Random Field. An undirected graphical model G is called a Markov
Random Field (MRF) if the local Markov property holds, i.e.:
P (xi|xV\i) = P (xi|xNi) (3.1)
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Theorem 3.1. Hammersley-Clifford Theorem. A strictly positive distribution p(x), p(x) > 0
for all x satisfies one of the Markov properties with respect to an undirected graph G(V,E)








Here Z is a normalization constant and CG is the set of maximum cliques of G. Note







for some positive function φ.
3.1.2 Image segmentation with graphical models
We represent a medical image segmentation problem as a graphical model. Given a digital
image in discrete 2D(or 3D) spatial domain, the image pixels (voxels in 3D) form a lattice
(or grid in 3D) structure. Throughout the text, the terms pixel or voxel and node are
exchangeable. With yi denoting the tissue class of voxel i in the image and y = {y1, y2, ..., yn}
is an instance (or a configuration) of the class assignments. With x = {x1, x2, ..., xn} denoting
the observed image features (e.g. voxel intensity), the maximum-a-posterior(MAP) estimate
of segmentation is that a class assignment ŷ which maximizes p(y|x). By Bayes Theorem,
p(y|x) ∝ p(x|y)p(y) (3.4)
Since G is a lattice or grid structure, the maximum cliques is the set of edges E . The
prior distribution p(y) is modelled as MRF and can be factorized with Ising Model or Potts
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0, yi = yj1, yi 6= yj (3.6)
Here λ(> 0) is a model parameter. For small values of λ, the prior allows discontinuity
of a segmentation, on the other hand, the large λ favors segmentation having piece-wise
smoothness.
For medical images, the value of a voxel is derived from its physical property of the
tissue type. For example, in CT, the unit of voxel value is Hunsfield Unit (HU) which is
obtained from a linear transformation of the measured attenuation coefficients for the X-
Ray. The observed voxel value xi is conditioned by its hidden (unknown) tissue class label
yi. Therefore one can model the likelihood p(x|y) as a hidden MRF, that is for any pair of
voxels (i, j), given yi and yj, the observed values xi and xj are conditionally independent.












3.2 Conditional random field formulation
The major drawback of using MRF and hidden MRF as the models for the prior and likeli-
hood distributions of labeling voxels is that the prior MRF is independent of the observed
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image and hidden MRF for likelihood can only utilize local image features.
The solution to his problem is Conditional Random Field (CRF) proposed by Lafferty
et al. (2001), which is a formal formation of an extension of MRF. CRF is a MRF but globally
conditioned by the observation x. This is done by including x in the undirected graphical
model and adding edges to connect all the hidden variables yi in y in the random field
such that they are dependent on x. Without losing generality, Fig.3.1 depicts the 1D MRF,
hidden MRF and CRF. Thus each tuple of C = {(x, yi, yj) | i 6= j, j ∈ Ni} is a maximum
clique in the graph. Since CRF is a MRF, it also obeys the Markov properties and can be











Ec(yc, x)) = exp(−E(y, x)) (3.10)
The energy function E defined over the cliques with respect to C is defined as the




ϕi(yi, x) + λ
∑
(i,j)∈E
ϕij(yi, yj, x) (3.11)
Here ϕi is called unary potential and ϕij is called pair-wise interaction potential. Both are
conditioned by x.
For image segmentation, we can also include the smoothness prior in MRF formation
into the pair-wise potential, that is we define
ϕij(yi, yj, x) = bij(yi, yj, x)δ(yi, yj) (3.12)
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Figure 3.1: Graph representations of MRF, hidden MRF, and CRF
we call b a boundary(edge) potential. With (3.9)(3.10) and (3.11), p(y|x) ∝ −E(y, x). Thus






Commonly methods using MRF/CRF formation of segmentation use a gradient function for
boundary potential bij






However, such heuristics may not be suitable for medical images where edges from color or
depth discontinuity usually do not apply. One of the major contributions of our work is we
purpose a probabilistic boundary potential term,
bij(yi, yj, x) = −log(p(yi 6= yj|x)) (3.15)
And for like Grieg et. al., the undary term is:
ϕi(yi, x) = −log(p(yi|x)) (3.16)
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3.3 s-t cut minimization
The direct calculation for minimization in (3.13), however in general, is computationally
infeasible and can only be approximated. Geman and Geman (1984) and Besag (1986) had
proposed the use of simulation annealing and iterative conditional modes (ICM) respectively.
For a binary segmentation, i.e. yi = 1 for target object and yi = 0 for background, Greig
et al. (1989) showed that the exact MAP estimate can be obtained in polynomial time with
graph s-t cut. The method was later extended by Boykov and Jolly (2001a) to minimize
a generalized energy function similar to the MRF/CRF energy function defined over the
image lattice. The generalized energy function however does not have MAP inference of the
segmentation.







ϕi(0, x) + λ
∑
(i,j)∈E
bij(yi, yj, x)δ(yi, yj) (3.17)
To minimize E via s-t cuts, we construct a graph G′ = (V ′, E ′), where
V ′ = V ∪ {s, t}
E ′ = E ∪ {(i, s) | ∀i} ∪ {(i, t) | ∀i}
(3.18)
To obtain the minimum cut of G′ such that the cost of the cut is equal to the minimum of
E, the edge weight is assigned according Table 3.1. For simplicity, Figure 3.2 illustrated the
graph construction for s-t cut on a 1D image based on Eq (3.18) and Table 3.1 Given an s-t
cut on the weighted graph G′, we assign
yi =

1, if node i remains connected to s
0, if node i remains connected to t
(3.19)
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edge cost
(i, s) ϕi(0, x)
(i, t) ϕi(1, x)
(i, j) ∈ E λbij(yi, yj, x)
Table 3.1: Edge weight assignment for s-t cuts
Figure 3.2: Caption
Theorem 3.2. The segmentation obtained as in (3.19) by the minimum s-t cut of a graph
constructed as in (3.18)3.1 minimizes E in (3.17).
Proof. Given any s-t cut Cut(G′), the cut partitions V into two groups Vs and Vt where
all nodes in Vs remains connected to s and all nodes in Vt remains connected to t. Let
Et = {(i, t) | i ∈ Vs} be the set of edges being cut for Vs being disconnected from t,
Es = {(i, s) | i ∈ Vt} be the set of edges being cut for Vt being disconnected from t, and
Est = {(i, j) | (i, j) ∈ E , i ∈ Vs, j ∈ Vt} be the set edges being cut to separate Vs and Vt. Let
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| · | denotes the cost, then with the assignment rules defined (3.19),

















ϕi(1, x) + λ
∑
(i,j)∈Est







ϕi(1, x) + λ
∑
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ϕi(1, x) + λ
∑
(i,j)∈Est
bij(yi, yj, x)δ(yi, yj) + λ
∑
(i,j)/∈Est







ϕi(1, x) + λ
∑
(i,j)∈E




minimum(|Cut(G′)|) = minimum(E(y, x)) (3.21)
The min-s-t cut is well studied by graph theorists and algorithms such as augmented
path (Bittner (1964)) or push relabel (Goldberg and Tarjan (1988)) can solve the problem




Expert supervision of the segmentation process for radiation treatment planning is vital,
to guard against inaccuracies or errors that can lead to organ-at-risk overdosage or tumor
underdosage. While the fully automatic methods can be done without human oversight, in
clinical practice, the experts usually take more time to modify the initial results returned from
automatic methods. A more desirable approach is one with an adaptive level of automation,
with higher automation in anatomical regions for which automatic segmentation is reliable,
while allowing the expert to focus on those regions where human judgment can resolve
ambiguities. A semi-automatic approach combines the complementary skills of a human
with that of a computer. Without eliminating the human-in-the-loop, the computer can
achieve segmentations matching manual segmentations but in a more efficient way.
In this chapter, we present how we apply our framework to real clinical applications. In
the first section, we report the implementation of an interactive tool with our framework
and results of liver and kidney segmentations on CT images (Hu et al. (2012)). The results
demonstrated the saving in time and reduction in inter- and intra-observer segmentation
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variation. In the second section, we report brain tumor segmentation on multi-modal MRI
images (MRI with multiple radio-frequency sequences.) We combined feature selections and
probabilistic estimation using machine learning models and showed that accurate results can
be achieved with very few interactions from users for training (Hu et al. (2016)).
4.1 Single modality CT liver and kidney segmentation
4.1.1 Introduction
The segmentation methods commonly used for abdominal regions can be categorized into two
groups: image intensity based and deformable model based. Image intensity based methods
use image intensity for classifying voxels by applying thresholds or, more commonly, by de-
tecting the boundary (e.g. active contour and level-set). Reliance on the image threshold or
gradient(edge) for delineation can often result in disconnected regions or segmented bound-
aries leaking into non-target territories due to possible higher contrast of nearby tissues. On
the other hand, deformable model-based methods or atlas methods rely on large training
(or atlas) data sets to provide constraints on the shape of segmented regions this minimize
the leakage issue in intensity based methods. However, a recent study of liver segmentation
by Heimann et al. (2009) reports that reliability of state of the art model-based methods
is generally still inferior to interactive methods due to the large variation of the shapes of
livers.
4.1.2 Interactive segmentation
Although our framework is statistical, our method does not necessarily need large external
training data sets, instead one can obtain training samples online through interactive tools.
The user provides guidance via an intuitive interface (Figure 4.1). Similar to paint-by-
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Figure 4.1: (a) Illustration of semiautomatic segmentation process. (b)The user uses brush
strokes of one color to identify the target structure, liver in this case, and brush strokes
of a different color for background. (c) Segmentation result is shown shaded so the user
can review and modify the result with additional brush strokes. (d) The brush strokes are
automatically carried over to subsequent slices until they are no longer applicable, at which
point the user can redraw the brushes.
numbers, the user roughly draws some paint brush strokes on the image to indicate the
target and background regions (region samples); the method calculates statistics from the
intensities of pixels under the brush strokes to obtain regional information. The brush strokes
are either propagated (Figure 4.1c) or redrawn as needed (Figure 4.1d) on subsequent
images. Organ boundary statistics are estimated from the segmentation on the initial image
(boundary samples) and propagated to subsequent images. By incorporating both local
regional and boundary statistical information, a tissue class assignment (represented by a
random vector variable, described in Section A) for all voxels on the image slice, which is
globally optimal within a probabilistic framework, is therefore estimated from this statistical
information.
Many methods use the image gradient as an a priori assumption on the boundary search
and therefore suffer from two kinds of leakage. One is the leakage caused by a diffuse bound-
ary and similar intensity profiles between organs. The other is leakage due to the presence
of nearby background tissue with a stronger boundary than the target organ. One major
contribution of our work to overcome the latter type of leakage is to introduce a probabilis-
tic boundary term in the CRF framework. The probabilistic boundary term, learned from
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training samples, describes the possibility that there is a boundary between a pair of two
neighboring voxels and therefore has no preference for sharp gradient edges.
4.1.3 Probability estimation
We do not rely on a priori knowledge of what models, e.g. Gaussian or Gaussian Mixture,
are appropriate for describing the target structure’s intensity distribution and boundary’s
pair-wise intensity distribution. Instead we use non-parametric estimators of the probabil-
ity density from samples for both regional [Eq (3.16)] and boundary [Eq (3.15)] terms. In
particular, we use the averaged shifted histogram (ASH) method proposed by Scott (1985),
which approximates a kernel estimator when the bin size for weighted averaging neighboring
bins is sufficiently small. Regional samples are collected from voxels under the paint brush
strokes used by the expert to identify portions of the target organ and background (Figure
4.1). The brush strokes are automatically carried over to subsequent CT slices to save inter-
action time. The user can always redraw the brush strokes if they are no longer suitable to
the current slice. Since when the user starts the segmentation, there is no initial boundary
sample available, the suggested algorithm uses a boundary term given by Eq (3.14). Follow-
ing this initial segmentation the user can use additional brush strokes to correct the result
until a satisfactory result is obtained. Alternatively the user can manually draw an initial
contour for the target organ. Once the user accepts this initial segmentation, the method
collects pair-wise samples around the boundary. These boundary samples are then used for
estimating our boundary term (Eq 3.15) in the energy function for the subsequent slices.
The user can always retrain the method for the boundary term using the current accepted
segmentation.
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4.1.4 Graph-based contour interpolation
It is common practice for physicians to avoid delineating contours on every slice in a 3D image
stack. Instead they may draw contours on every other slice and rely on interpolation of the
drawn contours for the remaining slices. Conventional contour interpolation from surface
tiling has difficulty with solving organ branching as the topology of contours changes on
adjacent slices. Our method solves the branching problem by means of the graph partition.
We propose a graph-based interpolation method that reuses the graphs from the already
segmented adjacent slices (Figure 4.2). Let slice q be the slice where the contour is to be
interpolated and slices p and r be the two adjacent slices directly above and below. A node
is deemed to require re-estimation if its adjacent nodes on slices p and r are assigned to
two different classes by our graph cut segmentation. For a node requiring re-estimation, the
edge costs are estimated from the sample as regular ones in full segmentation. For a node
i on slice q that does not need re-estimation, that is, its adjacent nodes directly above and
below are assigned to the same class, we calculate the interpolated edge costs w for node i








where dxy is the distances from slice x to slice y. The interpolated graph then is used to
calculate the min s-t cut and obtain the contour.
4.1.5 Implementation
The interactive tool is part of contouring module of an in-house treatment planning research
platform called Metropolis, at Memorial Sloan Kettering Cancer Center. The screen shot of
the tool is show in Figure 4.3.
The software is written in Microsoft C++ and .Net C++ and deployed in Microsoft
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Figure 4.2: Graph-based interpolation. The solid line contours are segmented from our graph
cut method on the two slices p and r. On the slice q being interpolated, the nodes in black
do not need re-estimation since their adjacent nodes on slice p and r are assigned to the same
class. Their edge costs are interpolated as Eq. (7) from slices p and r. The node in white
needs re-estimation since its adjacent nodes on slice p and r are assigned to two different
classes. A graph min-cut is then applied to the partially interpolated graph on slice q for
segmentation.
Windows systems. For minimum s-t cut, we used the algorithm proposed by Boykov and
Kolmogorov (2004).
4.1.6 Evaluation
We refer to our method as Semi-Automatic Adaptive Statistical Segmentation, or SAASS in
our comparison studies.
4.1.6.1 Phantom
To illustrate the advantage of our proposed probabilistic pair-wise interaction function u i,j
(3.12) for the boundary energy, we synthesize a phantom image containing vertebral struc-
tures of the human body using the NCAT phantom software(Garrity et al. (2003)). We
compare SAASS with Boykov’s graph cut method (Boykov and Jolly (2001b); Boykov and
Funka-Lea (2006)) which uses a boundary term defined in Eq (3.14) that favors a high con-
trast boundary. Gaussian noise of 4% standard deviation is added to the image for testing
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Figure 4.3: The implemented interaction tool in Metropolis
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the sensitivity to noise. The result is compared visually.
4.1.6.2 Clinical cases
For clinical cases, liver segmentation of 10 previouly treated patients and left kidney segmen-
tation of 8 previously treated patients with contrast-enhanced CT images were examined. In
our study, the clinical contours of liver and kidney, drawn manually the physicians, served
as the ground truth. We set λ in Eq (3.17) to 2 in this study for SAASS.
4.1.7 Accuracy
To evaluate the accuracy of our segmentation method in clinical cases, we used two objective
evaluations for quantified comparison to other methods. The two objective evaluations are
i) overlay analysis to measure agreement between SAASS-predicted and manually drawn
(ground truth) segmentations and ii) surface distance between SAASS-predicted surface and
ground truth.
For the overlay analysis, the terms true positive (TP), true negative (TN), false positive
(FP) and false negative (FN) are used to compare the SAASS classification label assignment
with that from ground truth. In the context of liver segmentation, for example, TP is the
number of predicted liver voxels that are also inside the ground truth segmentation and
FP is the number of predicted liver voxels outside ground truth. By definition, sensitiv-
ity is TP/(TP+FN), specificity is TN/(TN+FP) and Dice Similarity Coefficient (DSC) is
2×TP/(TP+FN+TP+FP). Evaluation of the accuracy of the boundary from contour delin-
eation is particularly important to radiation treatment planning, as it affects the reliability
of the treatment plan in limiting dose to normal tissues. To measure how far the two surfaces
are from each other, we use the concept of the two-sided Hausdorff distance32. For each voxel
on the surface of the predicted segmentation, we calculate the distance to the nearest voxel
on the surface of the ground truth. We then repeat in reverse order from the ground truth
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to the predicted surface. Defining the two average distances per surface voxel as d s→gand
d g→s respectively, the larger of the two average surface distances, i.e. max{d s→g, d g→s}, is
chosen as the surface distance metric.
For comparison to other well-known boundary-based semi-automatic methods, we also
carried out liver and kidney segmentations using region growing (Adams and Bischof (1994b))
(RG) developed in-house and state-of-art level set methods (Sethian and Sethian (1999)) in
ITK (Ibanez et al. (2003)), a well-known medical image processing toolkit supported by
NIH. The ITK level set methods are implemented in the MIPAV package (McAuliffe et al.
(2001)) from NIH (MIPAV-LS) and in Seg3D package (CIBC (2016)) from University of Utah
(Seg3D-LS). The two packages are widely used standards. RG is an implementation of the
classic method. The homogeneity criterion is the mean intensity value inside the region. The
threshold for determining a pixel to be included in the region or not is chosen interactively
so that the best result is achieved. The MIPAV-LS is a real-time interactive tool. The user
moves the mouse around the target organ’s boundary and the level set tool updates the
contour automatically in real-time as the cursor moves. No parameters need to be specified.
Similar to RG, we choose the best segmentation visually when using MIPAV-LS. Seg3D-
LS is an iterative level set method that limits the region where the contour evolves using
thresholds. We use 600 iterations for liver cases and 160 iterations for kidney cases. The
threshold range is mean ±3 standard deviation in image intensity for liver and ±2 standard
deviation for kidney. Curvature, propagation and edge weights are default values at 1, 1 and
0, respectively.
We compare our graph based interpolation method (Section 4.1.4) with the mesh-based
interpolation method (Fuchs et al. (1977)) developed in-house in our treatment planning
system. DSC is used for the comparison with manually drawn contours as the ground truth.
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4.1.8 Acceptability
Physicians subjectively evaluated the accuracy of the semi-automatic contours. Three ra-
diation oncology physicians experienced in organ delineation were recruited to review the
SAASS contours of 10 liver cases. A score is assigned to each contoured slice: 3 = all the
three experts agree that no modification is required; 2 = modification is required by one
expert; 1 = modification is required by two experts; 0 = modification is required by all three
experts. The scores are averaged over the slices for each case.
4.1.9 Inter- and intra-observer variation
One physician and one resident were recruited to delineate left kidney in 5 patient cases. In
each case, the observer manually drew the contour twice using the paintbrush tool in our
in-house treatment planning system and twice using our SAASS tool. The contours from the
first round were not visible to the observers when they delineated the contours at the second
round. For inter-observer variation, only the contours from the first round were used for
evaluation (Hermoye et al. (2005)). The volumes of the left kidneys from the segmentations
as well as the difference of the volumes between the segmentations are calculated for plotting
Bland-Altman plots (Altman and Bland (1983)) to show the agreement.
4.1.10 Time saving
We manually timed the first round of the segmentations in inter- and intra-observer variation
study of 5 kidney cases for comparing the segmentation time of using manual tool and
SAASS. The timer started at the first brush stroke and stopped at the last brush stroke
when the observer finished the whole left kidney. The time includes all the GUI interaction.
For each case, the mean time per slice is calculated and then the mean times and variations
of 5 cases are averaged for each observer.
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4.1.11 Results
4.1.11.1 Phantom
Figure 4.4 is a visual comparison to demonstrate the problem of gradient based boundary
term that favors high contrast in Boykov’s method and the advantage of our probability based
boundary term in SAASS. The target structure is the vertebra indicated by the red brush
strokes while the blue brush strokes indicate the background. Figure 4.4(a) shows that
Boykov’s method (λ = 10, σ = 6) mislabeled the nearby rib structures due to their higher
contrast. This mislabeling necessitated additional manual corrections [Figure 4.4(b)]. The
addition of Gaussian noise to the phantom image shows that, even with heavily weighted
regional terms (λ = 0.1), i.e. likelihood of the pixel intensity to belong to target and non-
target regions, Boykov’s method cannot achieve a clean segmentation (piece-wise continuity)
due to noisy pixels [Figure 4.4(c)]. In contrast, the SAASS requires fewer brush strokes to
obtain correct and clean segmentation results [Figure 4.4(d)].
4.1.11.2 Clinical CT Images
Instead of using a training set, we trained our method individually with locally obtained
samples (Section ??) in each case. For each study, a single slice in the middle of the 3D
stack is first segmented manually for boundary training. The boundary samples from this
training slice are used to estimate the statistical boundary interaction potential for the
remaining slices without retraining. The single slice boundary samples provided sufficient
accuracy in our study while saving the time that would have been needed for rebuilding a
2D ASH histogram on every slice. Regional statistics are obtained adaptively from the seed
voxels under the user specified brush strokes.
Figure 4.5 and Figure 4.6 show the contours from SAASS and the contours drawn by
physician for a liver case and a kidney case, respectively. SAASS contours closely matched
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Figure 4.4: Segmentation results from the phantom image. (a) On noise-free images,
Boykov’s boundary term favoring high contrast is prone to leakage if a high contrast bound-
ary is present in nearby tissue (arrow). (b) Additional brush strokes are needed to exclude
neighboring tissue. (c) On an image with 4% Gaussian noise, using Boykov’s boundary term
and strongly weighted regional term results in an irregular boundary and pixels within the
segmentation are excluded. (d) In contrast, our method requires fewer brush strokes and
preserves piece-wise continuity
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Figure 4.5: Liver segmentation of a patient. Typical image slices from superior to inferior
are shown. Physician-drawn contours in red and SAASS contours are in cyan.
the physician contours. The second image in the top row of the liver case shows some
discrepancy in the upper right region, where the boundary contrast is low. SAASS handled
the intensity inhomogeneity of the kidney well due to the use of regional statistics in our
energy function.
Figure 4.7 shows CT slices where SAASS performs well on the slices where RG, MIPAV-
LS and Seg3D-LS suffer from leakage into surrounding tissue, due to the low-contrast bound-
ary between target organ and surrounding tissue or the relative high contrast of the surround-
ing tissues. Both the probabilistic boundary terms and the user guided approach through
interactive paint brushes contribute to the superior performance of SAASS.
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Figure 4.6: Kidney segmentation of a patient. Typical image slices from superior to inferior
are shown. Physician-drawn contours in red and SAASS contours are in cyan.
Figure 4.7: Comparison of liver segmentations: SAASS (cyan), RG (blue), MIPAV-LS (or-
ange), and Seg3D-LS (red). RG, MIPAV-LS and Seg3D-LS segmentations show leakage
(arrows) since they are sensitive to low-contrast boundary and surrounding high contrast
tissues.
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Liver case (number of slices)
Score 1(63) 2(71) 3(53) 4(62) 5(76) 6(68) 7(66) 8(45) 9(72) 10(63)
3 55 58 43 42 65 54 57 38 62 56
2 2 10 9 9 9 6 6 4 7 7
1 6 2 1 9 1 7 3 1 1 0
0 0 1 0 2 1 1 0 2 2 0
Average 2.78 2.76 2.79 2.47 2.82 2.66 2.82 2.73 2.79 2.89
Table 4.1: Scores of 10 liver cases evaluated by three physicians.
4.1.11.3 Overlay and surface distance analysis
Figure 4.8 shows comparison of the sensitivity, specificity and DSC between the four meth-
ods in liver and kidney segmentations. SAASS has the best DSC in both liver (94±3%) and
kidney (93±2%) among these methods.
Figure 4.9 summarizes the mean Hausdorff surface distances (over boundary voxels)
from SAASS as well as segmentation from RG, MIPAV-LS and Seg3D-LS methods in liver
and kidney. The mean±one-standard-deviation Hausdorff distances for SAASS are 2.13±0.49
mm over the 10 liver cases and 1.40±0.39 mm over the 8 kidney cases, which are smaller
than the other methods.
4.1.11.4 Subjective measure and acceptability score
Table 4.1 shows the expert evaluation scores for 10 liver cases. Among a total of 639
slices, 83% required no modification, 11% required modifications by any single physician, 5%
required modifications mutually agreed by any two physicians and 1% required modification
agreed by all three physicians.
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Figure 4.8: Overlay analysis for liver and kidney segmentation. SAASS has the best DSC
and smallest variation among the four methods compared.
Figure 4.9: Mean Hausdorff distance comparison in 10 liver cases and 8 kidney cases. Error
bars show the minimum and maximum distances over the cases.
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Figure 4.10: Sensitivity, specificity and DSC measures comparison between SAASS graph
based interpolation and mesh-based interpolation. Mean of the measures in 5 liver cases are
shown.
4.1.11.5 Graph-based interpolation
Figure 4.10 compares the sensitivity, specificity and DSC between our graph based inter-
polated method (Section II.E) in SAASS and traditional surface mesh based interpolation
method in 5 liver cases. Only the slices where the liver topology changed from 2 lobes to 3
lobes are used for comparison. Our method has higher DSC (93.3±3.8%) than mesh based
method (92.7±3.9%). Figure 4.11 shows the slices where SAASS shows its advantage over
meshed based methods. The top row of images show a change in liver topology: from one
lobe in the left image to three lobes in the middle and right images. Our graph based
interpolation method avoids the branching problem that is difficult to solve using surface
tiling interpolation (top middle image). Even without a change of topology, our method
still shows improved performance over mesh based methods which do not use image infor-
mation (bottom middle image). Our method uses regional information from the previously
constructed graphs of the adjacent slices as well as local regional information re-estimated
in the transitional area where the nodes of adjacent slices are segmented into different tissue
classes.
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Figure 4.11: Top row: image slices where liver topology changes. The yellow contours in
the middle slice are interpolated from the blue contours in the adjacent slices on the left
and right based on surface tiling method, but suffer from topological change. The orange
contours are result of our graph based interpolation method (Section II.E). Bottom row:
even without topological change, our method still shows improved performance over surface
tiling (middle), due the utilization of image information.
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Figure 4.12: Bland–Altman plot of inter-observer agreement in 5 kidney cases. Absolute
value of the difference is used in Y axis. SAASS shows better repeatability and the difference
is irrelevant to the size of volumes.
Figure 4.13: Bland–Altman plots of intra-observer agreement for observer 1 and observer 2.
In both observers, SAASS has better agreement compared to the manual method.
4.1.11.6 Inter- and Intra-observer analysis
Figure 4.12 shows a Bland–Altman plot of inter-observer agreement in 5 kidney cases. The
X axis is the volume of kidney and Y axis is the absolute difference in volume. SAASS has
smaller variation compared to the manual method. Figure 4.13 shows the Bland–Altman
plots of intra-observer agreement for observer 1 and observer 2. In both observers, SAASS
has better agreement compared to the manual method.
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Figure 4.14: Comparison of performance of the manual method and SAASS. Mean time per
slice for segmentations of 5 kidney cases is calculated from the two observers. The error bars
show one standard deviation.
4.1.11.7 Time saving
Figure 4.14 shows mean time per slice for segmentations of 5 kidney cases from the two
observers. Compared to manual segmentation, on average, SAASS performs faster, 12% and
29% for observer 1 and observer 2 respectively, than the manual delineation. Based on our
recorded video, one observer tended not to review the manual segments once they were done,
but did spend more time reviewing the SAASS segments.
4.1.12 Discussion and Conclusions
Manual delineation of organs and other structures in CT is one of the most time consuming
processes performed in radiation treatment planning. It becomes more problematic with
greater amounts of image data produced by recent, as well as future, advanced imaging
devices. Researchers have investigated various automatic and semi-automatic segmentation
methods for radiation treatment planning. The clinical usability of automatic methods, how-
ever, is commonly limited by speed due to the iterative convergence approach, especially for
a large organ; by robustness due to poor model initialization, weak image features and large
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variation in organs; or restricted due to application-, site- and structure-specific heuristics
techniques that need special parameter tuning. The goal of our work is to develop a method
that avoids these limitations so that the segmentation tool is easy to use with high level of
automation while maintaining human experts’ oversight.
We have proposed a purely statistical semi-automatic 2.5D medical image segmentation
method that obtains a MAP estimation of image segmentation in a CRF framework via a
non-iterative and rapid graph cut optimization. Our method learns statistical boundary and
regional information from a few experts’ brush strokes to achieve accuracy similar to manual
segmentation but with less fatigue and time.
Results with clinical images indicate that the boundary statistics from a single slice can
be reused for the entire image stack without re-training to achieve high accuracy. It should
be noted that the boundary training can also be adaptive, that is, the boundary samples are
accumulated from previously segmented slices. This, however, needs further investigation
on the trade-off between accuracy improvement and the time expense on updating the his-
togram. Results in liver also show that our method is less prone to boundary leakage than
region growing and level set methods. This is due to the use of both probabilistic regional
and boundary terms in our energy function derived from CRF. Consequently, because of this
statistical framework, our method requires less brush strokes than previous graph cut meth-
ods and manual methods thus the time required for manual interaction is reduced. In inter-
and intra-observer analysis, our method shows better agreement than the manual method
thus provides more consistent contour delineation while the delineation time is considerably
reduced. This is extremely important when the target anatomy volume is large and fast and
accurate segmentation is highly desired.
In the evaluation of clinical images, we have used physician-drawn contours of liver and
kidney as a ground truth. Defining a ground truth in a medical context, however, is not
trivial. One of our referenced papers (Hermoye et al. (2005)) in the application of liver
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transplants establishes true ground truth volume by measuring the volume of surgically
removed livers. Human delineations of medical images are not a true gold standard but
are the most objective solution (Heimann et al. (2009)). We refer to Bouix et al. (2007)
for a comprehensive discussion on ground truth in segmentations. Nevertheless, it is also
difficult to recruit physicians for obtaining the manual delineation as well as semi-automatic
delineation using our tool for evaluation of the inter-observer and intra-observer variability.
It is because, besides the clinical duty, physicians still need to participant in activities of
training, teaching, and fundamental research, especially in a busy institution where this
study was conducted. It is not uncommon that 2 or 3 physicians or medical experts were
recruited for variability studies ( Chlebus et al. (2019); Wang et al. (2017)). In the future, we
may consider variability evaluation from non-experienced users. As suggested by Giuffrida
et al. (2018), if sufficient statistical power is present, a collection of non-experienced users
can be included in image-based annotation tasks.
As we mentioned in Section 4.1.1, for some organs the intensity distributions of target
organ and nearby non-target tissue are nearly identical and the boundary between them is of
low contrast, such as the liver left lobe and the apex of the heart shown in Figure 4.15(a).
For such cases, all segmentation algorithms that are based on intensities, including ours, will
have leakage if there is no evidence in the intensity image for a change from one tissue to the
next. The algorithm classified part of the heart as liver, shown in Figure 4.15 (b). In such
cases extra information is needed to correctly separate the tissues. Our algorithm naturally
integrates this information from expert intervention. The boundary is corrected with an
additional brushstroke as shown in Figure 4.15(c). The CRF framework, however, allows
the inclusion of an organ-specific probabilistic atlas (Hyunjin Park et al. (2003); Linguraru
et al. (2010)), which will provide positional probability estimation that works as a shape
prior in addition to our probabilistic regional and boundary terms for better control of the
leakage.
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Figure 4.15: An example to demonstrate leakage. (a) The image shows blurred boundary
between the liver left lobe and the apex of the heart. (b) Leakage of the initial segmentation
due to blurred boundary. (c).An addition blue brush stroke to remove the leakage. The
ground truth contour is shown in green.
Our framework using CRF is extremely flexible. It is not organ-specific or modality-
specific. We report the tumor segmentation with multiple MRI image sequences using exactly
the same framework in the next section.
4.2 Multi-modality MRI brain tumor segmentation
4.2.1 Introduction
Accurate spatial delineation of the tumor and the critical normal organs is an essential fac-
tor of treatment outcome in radiotherapy. The treatment plan is designed to deliver a high
dose of radiation to the tumor, while restricting a tolerable dose to adjacent normal tissues.
For this purpose, multiple image modalities are often used for better visualization of the
tumor and its extent. Computed tomography (CT) provides high resolution of anatomical
structures and remains the clinical standard for volume definition and dose calculation. One
limitation of CT is the lack of contrast resolution for soft-tissue structures. Magnetic reso-
nance imaging (MRI), on the other hand, improves soft tissue contrast in many anatomical
sites.
However, challenges arise in delineation by human experts when multiple image modali-
ties are in use simultaneously. Studies had shown that tumor volumes delineated in a patient
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with different image modalities do not agree well ( Steenbakkers et al. (2006); Stall et al.
(2010); Braendengen et al. (2011)) and are not interchangeable ( Stall et al. (2010)), leading
to variations in dose conformation that is critical in modern high precision radiotherapy
techniques such as intensity modulated radiotherapy and proton beam therapy.
Our CRF framework addresses the need of computational methods to facilitate the human
interpretation of quantitative information from multiple image modalities in the medical im-
age segmentation context, with a goal to obtain a more consistent segmentation across image
modalities. Unlike automatic methods where the training is usually done with inter-patient
data set, our semi-automatic approach uses, but is not limited to, intra-patient training data
in this work evaluated with MRI image modalities. Studies (Nyul et al. (2000)) reported
that, even within the same protocol, body region, scanner and patient, MRI images acquired
at different times have no fixed meanings and may appear different from each other due to
a variety of scanner-dependent variations. Thereby, models implemented with inter-patient
training for segmentation might not be robust. As mentioned in the previous section for
CT segmentation, our method makes use of adaptive machine learning, guided by human
experts, in the Conditional Random Fields (CRF) framework (Lafferty et al. (2001)). We
define purely probabilistic regional and boundary terms in the energy function of a CRF
which can be minimized with a max-flow/min-cut algorithm to obtain a segmentation. The
terms are statistically estimated from logistic regression models of which the parameters
are learned via the on-line training from the expert user. The same training tool, imple-
mented with brush strokes, allows for correction of the segmentation as well to refine the
model parameters. An overview of our purposed segmentation method for multi-modality
segmentation is shown in Figure 5.1.
To our knowledge, among the semi-automatic approaches, using intra-case statistical
boundary model of tumor in multi-modal medical images for the pairwise potentials in
CRF has not been previously reported. In addition, using the contour delineation tool
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familiar to human experts for the training of both regional and boundary models during the
segmentation process is novel and highly desirable in clinical practice. We evaluated our
method with 20 high grade tumor cases with 4 modalities of MRI images provided from
MICCAI brain tumor segmentation competition in 2013.
4.2.2 Image features as additional modalities
The emerging field of radiomics extracts a large number of quantitative image features from
medical images to quantify the tumor phenotype. Features derived from clinical images
exhibit different levels of complexity and express properties of the intensity distribution and
spatial arrangement(texture.)
In general, the image features can be categorized into the following subgroups:
• First-order statistics features describe the intensity distribution of an image or sub-
regions of the image. They are defined by the properties of the histogram such as min-
imum, maximum, mean, skewness(asymmetry), kurtosis(flatness) and entropy (ran-
domness.)
• Second-order statistics features describe the relationships between the neighboring vox-
els by measuring the spatial arrangement of voxel intensities. Such features can be
obtained by convolution of different filter kernels or derived from the gray-level co-
occurrence matrix(GLCM) or from gray-level run-length matrix(GLRLM.)
• Higher-order statistics features describe repetitive or non-repetitive patterns and high-
lighting details by applying mathematical transforms such as fractal analysis and
wavelet transform.
In this work, we focus on features that can be computed efficiently thus suitable for interactive
segmentation. For each MRI sequence, for a voxel i, beside the original intensity, we also
extracted additional first-order and second-order statistics features as described below:
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• minimum - the minimum intensity for the window with size w centered at the voxel i.
• maximum - the maximum intensity for the window with size w centered at the voxel i.
• entropy - the minimum number of bits needed to encode the local gray level distribution
in the window with size w centered at the voxel i.
• gradient - the image gradient at the voxel i.
• Laws texture energy - the value from applying Laws convolution filter. The 1D filter
mask are defined by
L5 = [+1 +4 6 +4 +1] (Level)
E5 = [−1 −2 0 +2 +1] (Edge)
S5 = [−1 0 +2 0 −1] (Spot)
R5 = [+1 −4 6 −4 +1] (Ripple).
The cross products of pairs of 1D filter yield 9 distinguish 2D 5x5 convolution filters.
In this work, we use 3 filters: E5×E5, S5×S5, and R5×R5, for edge, spot and ripple
features, chosen to capture the heterogeneous characteristics presented in the tumors.
Given a voxel i, the observed image features from different MRI sequences is a 32-D feature
vector xi = (x
m×f
i ), where m = 1, ..., 4 denoting the 4 MRI sequences : T1, T2, Fair and
T1-contrast respectively, and f = 1, ..., 8 denoting the original intensity and 7 extracted
features mentioned above.
4.2.3 Feature selection with random forest
Many of the extracted features could be redundant or do not contribute to the appropriate
endpoints for a clinical application. Therefore, efforts should made to select information
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useful for a specific purpose, i.e. segmentation in our case. In real-world learning problems,
feature selection is also important to avoid model over-fitting and speed up both training
and inference time. Random forests are one the most popular and powerful machine learning
algorithms.
The random forest is a model composing many decision trees (a forest.) When building
the trees, training data points are randomly sampled for each tree and subset of features are
randomly selected when splitting nodes. It is straightforward to derive the importance of
each feature on the tree decision. At a split point, feature are selected at each step that best
splits the set of training data points. The metric is a measure of homogeneity in the split
groups. For classification problems, this metric for splitting is often the Gini impurity, that
calculates the purity of the groups of data created by the split point. The Gini Impurity
of a node is the probability that a randomly chosen sample in a node would be incorrectly
labeled if it was labeled by the distribution of samples in the node. A Gini impurity of 0
is perfect purity where class assignments of the data points are perfectly separated into two
groups, in the case of a two-class classification problem. Therefore, when training a tree, it
is possible to compute how much each feature decreases the impurity. The more a feature
decreases the impurity, the more important the feature is. Let Tr be a tree (or a sub tree)
with root r, then the importance of a feature f for the tree is defined as
Importance(Tr, f) = GI(r, f)−GI(rL, f)−GI(rR, f) (4.2)
where GI is the Gini Impurity and rL and rR are left and right sub trees of node r. In random
forests, the impurity decrease from each feature can be averaged across trees to determine
the final importance of the feature.
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4.2.4 Probability estimation
For bi-class segmentation, i.e. yi ∈ {0, 1}, the probabilities can be modeled with logistic
regression models. Let β = (β0, β1, ..., βK) , where K is number of modalities, be the model
parameters for the regional term and x′i = (1, xi). Thus the probability that voxel i is target
class, yi = 1, is :
pi = p(yi = 1|xi) =
1
1 + exp (−β · x′i)
, (4.3)
and the probability for non-target class p(yi = 0|xi) is simply:
p(yi = 0|xi) = 1− pi. (4.4)
As for the boundary term, we define a new feature vector zij = (zij1, zij2, ..., zijK), j ∈ Ni,
where zijk = |xik − xjk|. Let the model parameters be γ = (γ0, γ1, ..., γK) and z′ij = (1, zij)
then the probability that there is a boundary between neighboring voxel i and j is:
pij = p(yi 6=yj|xi, xj) =
1
1 + exp (−γ · z′ij)
, (4.5)
In practice, we fit the regression model parameters using stochastic gradient descent.
4.2.5 Experiments and results
4.2.5.1 Data set
To evaluate our method, we use the data set from MICCAI Brain Multi-Modal Tumor Seg-
mentation Challenge (BRATS 2013). 20 MRI high-grade(HG) cases, each with 4 modalities:
Flair, T1, T1 contrast (T1c) and T2, were evaluated. In this experiment, we are only in-
terested in Gross Tumor Volume (GTV) segmentation. A GTV in the data set consists up
to 4 different tumor tissue types presented. We, however, applied our method to bi-class
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segmentation, i.e. GTV or non-GTV, considering the application in radiation treatment
planning. For each case, the union of ground truths of the 4 possible tumor tissue types
serves as the single GTV ground truth for our evaluation.
4.2.5.2 Image feature selection
In this work, we first use three cases for probing important features in multi-modal MRI
images for GTV segmentation. We generated the features with widow size of 5. For se-
lecting important features, a random forest with 100 decision trees was trained using 32-D
features from the 3 probing cases with ground truth provided in the MICCAI data set. The
feature selection random forest ranked intensity, minimum, maximum and entropy the most
important features across all 4 MRI modalities. Table 4.2 shows the rankings of features in
the 3 probing cases. As a result, feature images were generated with the selected features
for each MRI modalities, resulting in a 16-D feature vector per voxel. Figure 4.17 shows the
example of the resulting feature images from one case.
Case 1 Case 2 Case 3
Rank Modality Feature Score Modality Feature Score Modality Feature Score
1 Flair maximum 0.137 Flair maximum 0.156 Flair maximum 0.177
2 Flair intensity 0.107 Flair minimum 0.104 Flair intensity 0.108
3 T2 intensity 0.105 Flair intensity 0.102 T2 intensity 0.105
4 Flair minimum 0.078 T2 intensity 0.088 Flair minimum 0.096
5 T2 maximum 0.076 T2 minimum 0.059 T2 maximum 0.062
6 T2 entropy 0.063 T1 minimum 0.050 T2 minimum 0.055
7 T1 minimum 0.042 T2 maximum 0.046 Flair entropy 0.050
8 T2 minimum 0.042 T1c minimum 0.045 T2 entropy 0.042
9 T1c maximum 0.038 Flair entropy 0.036 T1 minimum 0.041
10 Flair entropy 0.036 t1 entropy 0.036 T1c entropy 0.033
Table 4.2: Feature ranking reported by a random forest in 3 probing cases
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4.2.5.3 Training
An experienced specialist drew the brush strokes on 3 image slices for each case to obtain
samples for training the case-specific models. One training slice is in the middle section of
the tumor and the other two training slices are 10-20 slices apart superiorly and inferiorly
from the middle slice. Figure 4.18 shows examples of training slices with brush strokes
from one case. Case specific models are trained as follows: sample voxels under the brush
strokes, indicating tumor tissue class and non-tumor tissue class, were used to train the
regional logistic regression model; neighboring voxel pairs straddling the boundaries of the
ground truth, treated as the accepted segmentation in our proposed work flow, and randomly
selected neighboring voxel pairs not on the boundaries on those training slices were collected
to train the boundary logistic regression model in Eq(4.5).
4.2.5.4 Results
Patient specific regional and boundary models obtained from the training slices were used
in the CRF framework to automatically segment all the slices where the tumor presents in
a patient. Number of segmented slices varies (32-98) from case to case. We did not perform
any manual post editing on the results in this evaluation, although such editing using brush
strokes for retaining the models to improve the segmentation can be easily done in our
framework as we have demonstrated in our previous work for single modality segmentation.
We compare the similarity of the segmented GTV and the ground truth using Dice
coefficient(Dice). Results from the models with intensity-only feature (4-D) and texture
feature (16-D) are compared against the results from Meier et. al.Meier et al. (2013), in
which 44-D texture feature vectors were used. Table 5.2 shows the Dice coefficients of the
comparison. Our method with models of 16-D features, although using smaller number of
texture features, performs better than Meier et. al. (0.84 ± 0.09 vs 0.80 ± 0.12.) Even
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Dice Our method(4-D) Our method(16-D) Meier et. al.(44-D)
mean 0.79 0.84 0.80
std. 0.16 0.09 0.12
Table 4.3: Dice coefficients comparison, showing means and standard deviations(std.) of 20
HG cases
with models of intensity-only (4-D) features , Dice coefficient of our method is close to
and comparable to Meier et. al. (0.79 ± 0.16 vs 0.80 ± 0.12.) Figure 5.5 shows examples
of segmented tumors from our method with 4-D feature vectors and 16-D feature vectors.
In general, compared with intensity-only models, models with 16-D feature vectors in our
framework, provide less noisy tumor segmentation.
4.2.6 Conclusions and future works
We have presented a novel semi-automatic approach for multi-modality medical image seg-
mentation using CRF framework. In the energy function, we have introduced purely prob-
abilistic regional and boundary terms that are estimated from logistic regression models.
The case-specific models are directly trained from expert user inputs with brush strokes and
accepted segmentations on the training slices, allowing for the method to adaptively learn
from human guidance.
We showed that tumor segmentations from our method on multi-modality images are
more accurate than a similar automatic method in terms of Dice coefficients when compared
to ground truths. Since our regional term in CRF is common among methods using Bayesian
approach, the results suggest the major advantage from our methods: we directly model
target specific boundary probability distribution that forms the boundary term in CRF
rather than a boundary term constructed from dissimilarity between two tissue classes which
may not represent the true boundary of the target. Further, our semi-automatic approach
with a tool familiar to users is much welcomed in the clinical practice.
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Using the same purposed framework, future works will include addressing multi-class
segmentation and experimenting alternative statistical models for the regional and boundary.
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Figure 4.16: The overview of the proposed segmentation work flow. In the initial training
phase, brush strokes are drawn on few training multi-modal image slices. Parameters of
the regional logistic regression model(P1) are calculated. In CRF, the regional term of the
energy function is estimated from the regional model along with a contrast based boundary
term to obtain MAP estimation of the segmentation of the training slices via graph cut
minimization(S1). Additional brush strokes are optional for correction to re-estimate the
regional model parameters for CRF graph cut until the segmentation on the training slices
is accepted. The parameters of the boundary logistic regression model(P2) then therefore
are estimated from the accepted segmentation. Now both regional and boundary regres-
sion models are trained for our CRF energy function and MAP estimation segmentation of
the other image slices can be obtained automatically via minimization of the CRF energy
function(S2).
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Figure 4.17: Image features. Row (1) shows the original MRI images of 3 modalities: Flair
in column(a), T1 contrast in column(b) and T2 in column(c). Row (2) to (4) are the
corresponding 3 texture feature images: minimum, maximum and entropy respectively.
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Figure 4.18: Example brush strokes on 3 training slices in a case: (a) the superior slice, (b)
the middle slice and (c) the inferior slice. Slice (a) and (c) show brush strokes superimpose
on the Flair images. Note the intensity variation even the two are the same modality. Slice
(b) shows the brush strokes superimpose on the fused Flair and T1 contrast images.
CHAPTER 4. SEMI-AUTOMATIC BI-CLASS MEDICAL IMAGE SEGMENTATION 80
Figure 4.19: Segmentation results from 2 cases: row 1-3 are from one case and 4-6 are from
another case. Segmentations are overlaid on Flair image slices: column (a) ground truth,
(b) our method with 4-D feature, (c) our method with 16-D feature.
Chapter 5
Multi-class Medical Image
Segmentation with one-vs-rest graph
cuts
5.1 Background
Modern radiation therapy (RT) techniques generally yield the desired uniform radiation
dose distributions in target tumor but typically led to whole or partial organ irradiation
of the surrounding normal tissues. The treatment planner needs the segmentations of the
organs at risk for information to predict the risk of a normal tissue injury for competing
3D dose distributions, such that the therapeutic ratio can be optimized. At the same time,
these advanced RT techniques has often increased the burden of planners and physicians to
manually segment many anatomical structures.
Atlas-based approaches, Rohlfing et al. (2004), Heckemann et al. (2006), Langerak et al.
(2013), Sjöberg and Ahnesjö (2013), dominate the commercial solutions for automatic normal
organ segmentation since the shapes and the positions of the normal organs are similar among
81
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populations. Image registration is required to establish spatial correspondence between the
atlas and the target image be segmented so the pre-segmented voxel labels from single or
multiple atlases can be transferred to the target image. However, when anatomy of a new
case is very different from selected atlases , the registration between the target image and the
atlases might not be accurate to obtain good segmentation?. One may include more atlases
to increase the coverage, but as number of atlases increases, registration process becomes
computationally more expensive.
Recently, convolutional neural networks (CNNs, Krizhevsky et al. (2012)) have shown
excellent performance in object recognition and has been extended to medical image segmen-
tation (Ronneberger et al. (2015), Milletari et al. (2016)) with equally impressive capability.
As a network becomes more robust by going deep with increasing layers and convolution
filters, an enormous amount of data is required to fit a massive number of parameters in the
network. For real world images, much effort, such as ImageNet (Russakovsky et al. (2015)),
has been made publicly to provide very large-scale curated and labeled image databases for
training of neural networks. In the field of medical images, however, it is is more challenging
to collect well curated data due to the difficulty for obtaining the real ground truth for tissue
types and the lack of sufficient images for certain disease sites and certain image modalities
when multiple image modalities of the same subject are needed.
Graph based approaches have been widely studied in the area of image segmentation.
Multi-class segmentation can be treated as a minimum K-cut problem in graph theory to
partition the image (graph) into K connected components such that the cost to separate the
components is minimum. For image segmentation, the cost commonly includes a data term
to penalize disagreement between the assigned image label of a pixel and its observation and
a smoothness term to penalize discontinuity if neighboring image pixels have similar features.
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where D and V are unary data and pairwise smoothness terms respectively, P is the set of
image pixels and Nbr is the set of neighboring pixels. The energy function resembles the
energy from Conditional Random Field (CRF, Lafferty et al. (2001)) which models the the
conditional probability of labeling (segmentation) given the observation. The conditional
probability is maximized when the energy is minimized.
It is well known that the K-cut problem of finding the minimum of the energy function is
NP-hard when K >= 3 so it is computationally intractable. Boykov at. el.? demonstrated
that the minimum of the energy function in Eq.5.1 can be approximated via a sequence of
2-class s-t cuts, namely α-β swap and α-expansion algorithms for V being a semi-metric and
metric respectively. Both algorithms use s-t cuts iteratively to change the labels of pixels for
approaching the minimum of energy until convergence. Although these algorithms are more
efficient than traditional approximation method such as simulated annealing, they are still
very time consuming due to the iterative process, thus not suitable for on-line segmentation.
Recently, the graph structure of CRF model has been extended to fully connected graph
(fully connected CRF, Krähenbühl and Koltun (2011); Dou et al. (2016)) to establish pair-
wise potentials on all pairs of pixels in the image. The resulting graph may have billions of
edges, making the conventional inference algorithms impractical. To efficiently solve the min-
imization of CRF energy for inference, mean field approximation was employed, nevertheless,
the edge (boundary) potentials were limited to Gaussian kernels.
Our method, although maintaining traditional CRF graph structure, does not make
assumptions on boundary potentials, and addresses the inference problem using the concept
of ensemble classification (Dietterich (2000)). We perform K One-vs-Rest graph cuts, each
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to minimize CRF energy of a one-vs-rest permutation, to obtain K segmentations. The final
segmentation is decided by label fusion based on majority voting from the K segmentations.
Our method only increases the complexity of s-t graph cut by a factor of O(K). The overview
of our method is shown in Fig 5.1
We propose a novel and efficient one-vs-rest graph based approach for multi-class and
multi-modal medical image segmentation. We do not aim to compete with state-of-art fully
automatic methods that require tremendous effort in training. Instead, we examined the
performance of graph based segmentation methods with limited on-line training and showed
compatible results comparing to state-of-arts.
5.2 Multi-class graph cut minimization
For the reader’s convenience, we recall from Chapter 3 the following equations we defined




ϕi(yi, x) + λ
∑
(i,j)∈E
ϕij(yi, yj, x) (3.11)
ϕij(yi, yj, x) = bij(yi, yj, x)δ(yi, yj) (3.12)
bij(yi, yj, x) = −log(p(yi 6= yj|x)) (3.15)
ϕi(yi, x) = −log(p(yi|x)) (3.16)
Given an image x, the segmentation (or labelling) y is obtained by minimizing the CRF
energy function E. Let L = {1, ..., k} be the set of labels for the segmentation. When
|L| = 2, the exact minimum of E can be obtained by an s-t cut of a graph constructed with
the edge weights (Table 3.1) related to the unary term (Eq 3.16) and boundary (pairwise)
term (Eq 3.15). When |L| >= 3 the minimization with graph cut becomes NP-hard (k-cut)
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and can only be approximated. Kolmogorov and Zabih (2004) proposed two approximation
algorithms α-β swap and α expansion. Since our probabilistic unary and pairwise terms
are not a metric, i.e. does not satisfy the triangular inequality property required for the α
expansion method, we compared our new one-vs-rest approach (explained in Section 5.2.2
and Section 5.2.3) to the α-β swap (next section).
5.2.1 α-β Swap
Let a partition of image voxels be P = {Pl | l ∈ L} where Pl = {p ∈ P | yp = l} is a subset
of voxels assigned label l. Given a pair of labels α, β, a move from a partition P to a new
partition P ′ is called an α-β swap if Pl = P
′
l for any label l 6= α, β. This means that the only
difference between P and P ′ is that some voxels that were labeled α in P are now labeled β
in P ′, and some voxels that were labeled β in P are now labeled α in P ′.
The α-β swap algorithm is an iterative approximation method. At each iteration,
given the current partition P , the algorithm cycles all combinations of pair of distinct
labels(O(|L|2)) to find a labeling, given a pair of label,α, β, that minimize E over all label-
ings within one α-β swap, that is, if voxels assigned to one label in the pair can be swapped
to another label (swap-move.) This is done by computing a labeling corresponding to a
minimum cut on a graph Gαβ = (Vαβ, Eαβ). Based on the current partition P the pair of
labels α, β being examined, the structure of Gαβ will be as follows. The set of vertices Vαβ
includes the two terminals α and β, and image voxels p ∈ Pαβ = Pα ∪ Pβ (voxels labelled
as α or β) Each pixel p ∈ Pαβ is connected to the terminals α and β by edges tαp and tβp ,
respectively. For brevity, we will refer to these edges as t-links (terminal links). Each pair
of pixels {p, q} ⊂ Pαβ which are neighbors is connected by an edge (p, q) which we will call
an n-link (neighbor link). The set of edges Eαβ thus is the union of {tαp, tβp|p ∈ Pαβ} and
{(p, q)|p, q ∈ Pαβ}. The edge weight assignment is show in Table 5.1. And the algorithm is
shown is Algorithm 4.
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edge weight
tαp, p ∈ Pαβ ϕp(α, x) + λ
∑
q /∈Pαβ ,(p,q)∈E bpq(α, yq, x)
tβp, p ∈ Pαβ ϕp(β, x) + λ
∑
q /∈Pαβ ,(p,q)∈E bpq(β, yq, x)
(p, q) ∈ E , p, q ∈ Pαβ λbpq(α, β, x)
Table 5.1: Edge weight assignment for s-t cut of Gαβ
Given a cut C from each s-t cut in Step 7 of the algorithm, the labeling (class assignment)
is defined as following:
yCp =

α, if tαp ∈ C for p ∈ Pαβ
β, if tβp ∈ C for p ∈ Pαβ
yp, for p /∈ Pαβ
(5.2)
Algorithm 4 Algorithm for alpha-beta swap
Input: G = {V,E}, L, MR (regional classifier), MB (boundary classifier)
Output: Y (segmentation)
1: let C be the combinations of pair of distinct labels in L
2: randomly assign a class label for each voxel and let the partition be P
3: Ppre ← P
4: for (α, β) ∈ C do
5: construct Gαβ based on P as described in text
6: assign edge weights based on Table 5.1 with the probabilities (Eq.3.16 and Eq.3.15)
estimated from MR and MB
7: P ← partition result of s-t cut on Gαβ
8: Y ← the class assignment from P
9: end for
10: if P 6= Ppre then
11: go to 3
12: end if
13: return Y
5.2.2 One-vs-Rest s-t cuts
The iterative approximation methods mentioned in previous section are expensive to com-
pute. We propose a One-vs-Rest approach that combines the results of K s-t cuts. Since
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multiple labels can be assigned to a voxel after K s-t cuts, the final class label assignment
is determined in a fashion similar to label fusion strategy commonly seen in atlas-based
segmentation. Let α-Rα cut be an s-t cut that determines the voxels to be assigned to class
α or the rest of classes, Rα = L − {α}. The construction of graphs for s-t cut is similar to
the construction for bi-class segmentation in Section 3.3. For each voxel node, t-link edges
are added to connect the source to the node and the node to the sink and n-link edges are
added to connect the node to its neighbors. For a node i and its neighbor j, let the cost of
the edges being cut be t(source,i) and t(i,sink) for t-link edges and n(i,j) for n-link. They are
assigned as follows for an α-Rα s-t cut that minimizes CRF energy defined in Eq(3.10),
t(source,i) : min{ϕi(β, x) | β ∈ Rα}
t(i,sink) : ϕi(α, x)
n(i,j) : min{bij(α, β, x) | β ∈ Rα}
Once the edge costs are assigned, then a regular minimum s-t cut is performed. After the
cut, any voxel (node) that remains connected to source is assigned to class label α for the
α-Rα cut at this time and otherwise it is assigned to Rα. If a link with n(i,j) is cut, then
there is a boundary (α, β) for an unknown β in Rα.
5.2.3 Majority votes
After K α-Rα cuts, each voxel has K class assignments from the cuts, the final class as-
signment, i.e. segmentation, is determined by the majority votes. Let Ck(i) be the class





CHAPTER 5. MULTI-CLASSMEDICAL IMAGE SEGMENTATIONWITHONE-VS-REST GRAPH CUTS88
and a δ function
δ(Ck(i), α) =

1, if Ck(i) = α or Ck(i) = Rγ, γ 6= α
0, otherwise
(5.4)
Tα(i) is the number of times of that voxel i is assigned to α. We then determine the final
class assignment for voxel i using the following rules:
• Majority rule: If Tα(i) > Tβ(i), for all β 6= α, assign voxel i to class α. If there is no
majority, tie breaker rule is applied.
• Tie breaker rule: If there is a subset L′⊂L such that Tα(i) = Tβ(i), where α, β∈L′, as-
sign voxel i to class α̂, classified from a regional classifier. That is, α̂ = maxα∈L′(p(α|xi))
To summarize the procedure of One-vs-Rest cuts, the algorithm is listed in Algorithm 5.
5.3 Experiments and results
5.3.1 Data set
We evaluated our method with 20 MRI high-grade(HG) cases from MICCAI Brain Multi-
Modal Tumor Segmentation Challenge (BRATS 2013). Four MRI sequences: Flair, T1, T1
contrast (T1c) and T2, as well as ground truth are provided in the data set. The ground
truths are consensual manual segmentations from experts and contain the following five
classes of tissue type: 0- Normal organs, 1- Necrosis, 2- Edema, 3- Non-Enhancing tumor,
and 4- Enhancing Tumor. In this experiment, the evaluation was done for Whole tumor
(1+2+3+4), Active tumor (1+3+4) and Edema (2) , considering applications in clinical
practice.
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Algorithm 5 Algorithm for One-vs-Rest Cuts
Input: G = {V,E}, L, MR (regional classifier), MB (boundary classifier)
Output: S (segmentation)
1: for k = 1 to |L| do
2: initialize class assignment Ck
3: α = L(k)
Construct α-Rα graph:
4: G′ = G
5: for i in V do
6: add edge (source,i) and assign edge cost t(source,i) estimated from MR
7: add edge (i,sink) and assign edge cost t(i,sink) estimated from MR
8: end for
9: for (i, j) in E do
10: assign edge cost n(i,j) estimated from MB
11: end for
12: perform s-t cut on G′
13: for i in V do
14: if i remains connected to source then
15: Ck(i) = α
16: else





21: for i in V do
22: for α in L do
23: Calculate Tα from Ck(i) using Eq (4)
24: end for
25: lmax = the set of labels that have max{Tα}
26: if |lmax| = 1 then
27: S(i) = lmax
28: else
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5.3.2 Training
To demonstrate the performance of our method with limited training samples available
during on-line segmentation, we performed case-specific training. For each case, we used 3
to 5 image slices for training: one slice in the middle of the tumor and one or two slices
at both superior and inferior parts. Depending on the case, tumors appear on 32 to 98
image slices. Image intensities from all four MR sequences were the only image feature used
to train regional and boundary classifiers to estimate the probabilistic terms in the CRF
energy. Intensity values are raw data directly from image files without any pre-processing.
We chose Random Forest (RF, Breiman (2001)) for both regional and boundary classifiers
in this study. Voxel and boundary samples of all 5 labels from the training slices were used
to train the regional and boundary RF classifiers. It was, however, possible that samples
from certain boundary class were lacking, i.e. two types of tissues may not have attached to
each other at all. In this case, a very small epsilon value was assigned to the probability.
5.3.3 Results
We did voxel-wise classification using the regional RF classifiers to generate baseline seg-
mentations for evaluation of our One-vs-Rest method and the classic multi-class graph cut
method, α-β Swap. In addition, we compared our method to the most recent state-of-art
fully connected CRF (FCCRF). Our method and α-β Swap shared the same RF regional and
boundary classifiers for CRF energy whereas, for FCCRF, the RF regional classifier was used
to establish unary potentials and Gaussian kernels based on image intensities and positions
of paired voxels were used to establish boundary potentials for the mean field approximation
as proposed in Krähenbühl and Koltun (2011).
We used Dice similarity coefficient (DSC) as the measure of accuracy for comparison to
the ground truth from the MICAAI data set. The average scores of different methods are
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shown in Table 5.2. Our method One-vs-Rest performed best in all three tissue categories:
whole tumor, active tumor and edema with mean DSC in 0.83, 0.79 and 0.71 respectively.
The Box-Whisker plots of the DSC for the three tissue categories are shown in Fig 5.2,
Fig 5.3 and Fig 5.4. Fig 5.5 shows the segmentation results of five example cases from
the MICCAI 2013 HG cases. The baseline random forest segmentation is the result of
voxel-wise classification and therefore had many isolated mis-segmented voxels. FCCRF
removed most of the mis-segmented voxels, however, did not preserve piece-wise continuity
of the segmentation. α-β swap preserved the continuity well but in meantime, lost some
fine details. In contrast, the segmentation from our one-vs-rest method shows advantages in
both continuity and fine details.
5.3.4 Performance
The implementation of the algorithms in this study is in Python with a runtime library
implemented in c/c++ for a speedy version of s-t cut by Boykov and Jolly (2001b) used in
both α-β swap and our One-vs-Rest method. On average, the segmentation time per slice
is 82 seconds for α-β swap and 18 seconds for One-vs-Rest on a Windows R© 7 workstation
equipped with a Intel R© Xeon R© E2-2620 2GHz processor.
Whole tumor Active tumor Edema
mean std. mean std. mean std.
RF 0.67 0.14 0.65 0.19 0.56 0.15
FCCRF 0.79 0.10 0.74 0.15 0.68 0.14
α-β Swap 0.80 0.18 0.77 0.21 0.69 0.22
One-vs-Rest 0.83* 0.11 0.79 0.14 0.71 0.16
*p < 0.002 in Wilcoxon signed rank test
Table 5.2: Comparison of Dice similarity coefficient (DSC) of segmentations from our One-
vs-Rest method and other methods
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5.4 Conclusion
We present a novel one-vs-rest graph cut algorithm under the CRF framework for multi-class
image segmentation. Our algorithm performs multiple minimum s-t cuts to minimize CRF
energy for obtaining K segmentations of the K one-vs-rest class permutations. The final
segmentation is combined from the K one-vs-rest segmentations via majority votes. The
complexity grows only linearly with the number of classes, in addition to the complexity of
the s-t algorithm chosen. Our CRF unary(regional) and pairwise(boundary) potentials are
purely probabilistic and can be estimated from any chosen and trained classification model.
We demonstrated that our algorithm is suitable for semiautomatic segmentation with very
limited training. In our experiment with MICCAI brain tumor dataset, our method yielded
the highest Dice scores in segmentations of whole tumor, active tumor and edema. Although
recently, convolutional neural network (CNN) combining fully connect CRF (FCCRF) has
showed impressive results[4], our method outperformed FCCRF in our study with limited
training, when CNN training that requires massive data is not possible.
Future studies will investigate other image features can be used to further improve seg-
mentation results.
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Figure 5.1: The overview of the proposed segmentation work flow. K one-vs-rest graphs are
constructed with edge costs assigned from probabilities estimated by trained regional and
boundary classifiers. Individual s-t cut is performed for each graph and the segmentations
from cuts are combined through a majority vote to obtain the final segmentation.
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Figure 5.2: Box-Whisker plot of whole tumor Dice scores
Figure 5.3: Box-Whisker plot of active tumor Dice scores
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Figure 5.4: Box-Whisker plot of edema Dice scores
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Figure 5.5: Segmentation results from five HG cases. Each row is an example slice from
a different case. Column(a) is T2 weighted MRI image; Column(b) is results using only
the regional classifier; Column(c) is results from fully connected CRF (FCCRF); Column(d)
is results from α-β swap; Column(e) is results of our proposed one-vs-rest method and
Column(f) is the ground truth.
Chapter 6
Deep Learning Based Medical Image
Segmentation
With introduction of AlexNet by Krizhevsky et al. (2012) for image recognition (or clas-
sification) and fully convolutional neural network by Shelhamer et al. (2017) for semantic
image segmentation, deep learning neural network is the state-of-the-art method for various
computer vision applications as well as recently for biomedical image segmentation (U-net,
Ronneberger et al. (2015)).
In this chapter, we presented our works (Jiang et al. (2018, 2019)) on medical image
segmentation using deep learning. In section 6.1, we introduced two new network architec-
tures based on Full Resolution Residual Network (FRRN, Pohlen et al. (2017)) In stead of
only maintaining a single full resolution stream in FRRN, inspired by U-net, we maintain a
stream for each resolution level, and add cross-resolution residual blocks that learn features
from multiple resolution. We demonstrated its superior performance to FRRN in lung tumor
segmentation.
In section 6.2, we presented a domain adaptation approach for segmenting lung tumor
in MRI images with very limited training data set. We utilized large amount of CT images
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to train a CT-to-MRI domain adaptation network to generate synthetic MRI images for the
training samples to a U-net based MRI segmentation network. In additional, we introduced
a tumor awareness loss in training the domain adaptation network to ensure the appearance
of the tumor in the synthetic MRI images.
6.1 Multiple Resolution residually connected feature
streams for automatic lung tumor segmentation
from CT images
6.1.1 Introduction
Lung cancer is the most common cause of cancer death worldwide (Jemal et al. (2008)). In
patients with lung cancer treated with systemic therapy, the relative benefits of treatment
are routinely determined by measurement of changes in size of tumor lesions, usually using
uni-dimensional measurement, such as RECIST v1.1 (Eisenhauer et al. (2009)). The applica-
tions of automatic tumor segmentation are broad, including measuring treatment response,
planning of radiation treatment, and to facilitate extraction of robust features for high-
throughput radiomics. Manual delineation of tumor volumes is extremely laborious and prior
studies (Rios Velazquez et al. (2013)) have shown that semi-automatic computer-generated
segmentations are more repeatable than manual delineations especially for radiomics anal-
ysis (Parmar et al. (2014). Representative semi-automated tumor segmentation approaches
applied to lung cancers include single-click ensemble methods (Gu et al. (2013)) and marker
controlled watershed method (Tan et al. (2013)). However, such methods when applied to
lung nodule segmentation (Kalpathy-Cramer et al. (2016)) produce varying results (Balagu-
runathan et al. (2018) . Interactive methods (Grove et al. (2015); Egger et al. (2013)) that
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adapt their segmentation to user inputs suffer from inter-rater variability (Veeraraghavan
and Miller (2011)).
Reproducible segmentation is essential for longitudinal monitoring of tumor response
to therapy. In prior studies, we showed that learning even on a tumor-by-tumor basis
can lead to more reproducible tumor segmentations for multiple cancers (Veeraraghavan
and Miller (2011)). Fully automatic convolutional neural network (CNN) (LeCun et al.
(2015)), based approaches such as AlexNet (Krizhevsky et al. (2012)), VGG (Simonyan and
Zisserman (2014)), GoogleNet (Szegedy et al. (2015)) have shown remarkable success in a
variety of computer vision and medical image analysis tasks including U-Net (Ronneberger
et al. (2015)) and V-net (Milletari et al. (2016)). Residual networks (ResNet) proposed by
He et al. (2016) achieve fast and stable training irrespective of the network depth (He et al.
(2016)) and are robust to layer removal at training and inference time (Veit et al. (2016))
due to learning through iterative feature refinement (Greff et al. (2016)).
However, the residual connections alone used in ResNet do not eliminate the issue of poor
localization and blurring resulting from successive pooling operations which is undesiderable
for segmentation. Therefore, the full resolution residual neural network (FRRN, Pohlen
et al. (2017)) extended ResNet by passing features at full image resolution to each layer.
By concatenating features with lower resolution features, FRRN has demonstrated better
segmentation performance compared with six different CNNs when using street images. Our
work extends the FRRN by residually combining features computed at multiple image res-
olutions, whereby, a dense feature representation is computed by simultaneously combining
feature maps at multiple image resolutions and feature levels. Such a dense feature represen-
tation increases the capacity of the network and ultimately enables the network to recover
the input image spatial resolution better than the existing methods.
Our contribution consists of two different multiple resolution residual network (MRRN)
architectures called the incremental and dense MRRN. Feature map input in each residual
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stream is produced through pooling (for dense MRRN) and followed by convolutions with
residual connections (for the incremental MRRN). Additionally, the feature maps in each
residual stream are refined as they are combined with subsequent layers.
6.1.2 Background and motivation
Fig.6.1 depicts the schematic of the various architectures used this is work namely, the UNet,
the FRRN, and the proposed incremental and dense MRRN methods. UNet (Fig.6.1 a) em-
ploys sequential long skip connections to concatenate features computed at different feature
resolutions in the encoding path with those in the decoding path. Long skip connection
restricts feature map combination to those produced at the same image resolution that ulti-
mately leads to under-utilization of the rich feature representation in the image. ResNet and
highway networks (Greff et al. (2016)) reduce feature under-utilization by connecting output
from the previous layer to the input of a current layer through an element-wise summation
that enables local combination of features with immediate higher resolution. The FRRN
(depicted in Fig.6.1b) extends ResNet by maintaining features maps computed at full image
resolution that are combined with feature maps at subsequent lower resolutions in addition
to residual concatenation with features of immediately higher resolution.
We proposed two multiple resolution residual network (MRRN) architectures for extract-
ing dense feature representations using incremental MRRN (Fig.6.1c) and dense MRRN
(Fig.6.1d) that pass feature maps of different levels at varying image resolutions. Supple-
mentary Table I depicts the comparison between the multiple network architectures.
6.1.3 Method
We first define the various terminologies and components used in our networks. Then, we
describe those components in detail.
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Figure 6.1: Schematic structure of Unet, FRRN and proposed incremental MRRN and dense
MRRN.
• Residual stream carries feature maps computed at a particular image resolution and
are used as residual inputs to residual connection units (RCU). For example, zero
residual stream, shown as horizontal black arrow in Fig.6.1 , carries feature maps at
full image resolution (R) whereas the Nthresidual stream (N > 0) is generated by N
pooling operations and carries feature maps at resolution of R/2N computed.
• CNN Block(Fig. 2) consists of 3x3 convolutions, batch normalization (BN) and ReLU
activation and is used for feature extraction.
• Residual Unit or RU (Fig. 2) is a convolutional layer with residual connection placed
at the beginning and at the end of the network similar to the FRRN architecture [18].
• Residual Connection Unit or RCU (Fig. 2) is the work horse for the network where the
feature maps are computed through a sequence of convolutions using CNN blocks.The
details of RCU are described in Section 6.1.3.1
• Residual Connection Unit Block or RCUB (Fig. 2) consists of sequentially connected
RCUs.The details of RCUB are described in Section 6.1.3.2
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6.1.3.1 Residual connection unit
The residual connection unit (RCU) constitutes the filters used in each layer. The structure
of a RCU is shown in Fig. 2 (a). Each RCU has two inputs consisting of residual feature
maps and regular CNN feature map computed from previous layer and two outputs, namely,
the regular output feature map and residual output feature map. The difference between
the regular and residual feature maps is that whereas the former is passed as input to the
subsequent RCU block or the next CNN layer, the latter is passed back to the corresponding
residual input stream. The residual input comes from one of the preceding higher resolution
residual streams that contains higher resolution feature. The residual feature map input
is down-sampled through pooling and then concatenated with the regular input computed
from the previous layer. A RCU is composed of one or more CNN blocks (Fig. 2). A CNN
block consists of a 3×3 convolution layer followed by a batch normalization (BN) layer and
ReLU activation. The output from the sequence of CNN blocks is the processed regular
feature map that is passed either to the following RCU or the subsequent layer. We denote
the function which computes the above output as G. Additionally, a 1×1 convolution with
up-sampling is performed to adjust the feature resolution and residually connected back
to the previous residual stream and forms the processed residual feature map output. We
denote the function for this output as H. In summary, the RCU residually connects feature
maps from residual streams and the feature maps at particular resolutions and jointly learns
features between different residual streams. As suggested by Szegedy et al. (2015), such
residual connection can form a feature refinement on the lower residual stream.
6.1.3.2 RCU block
The RCU block is composed of sequentially connected RCUs. We distinguish between
two different RCU blocks, namely, the incremental RCU block and the dense RCU block
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(Fig.6.2(a)) based on their inputs and the number of RCUs used in those blocks.
6.1.3.3 Incremental RCU block
In the incremental RCU block, successive RCUs connect to the lower residual stream by
incrementally adding features of increasing feature resolution starting from the nearest lower
stream up to the 0 th stream. One example of incremental RCU block at 2nd residual stream
is shown in Fig. 2(a). The dot-solid arrow is an abstraction that represents a bi-directional
connection between the residual stream and the current layer as shown in the legend (Fig.2).
RCU blocks are only placed in streams that can have input from at least one residual stream.
Therefore, the 0th residual stream does not contain a RCU block. We placed RCU×3 in the
1st residual stream similar to the FRRN architecture. A residual stream produced using N
(N>1) pooling operations contains (N+1) RCUs in its RCU block. The first RCU in a RCU
block is residually connected to the 0th stream to use the full resolution information. The
subsequent RCUs are sequentially connected to the residual streams of increasing spatial
resolution starting from the immediately preceding residual stream.
6.1.3.4 Dense RCU block
Unlike the incremental RCU block, the dense RCU block integrates information residually
only from the immediate higher spatial resolution feature maps. The information from lower
level blocks refine the feature map and are used as inputs into additional RCU blocks placed
on the residual streams. We used only 2 RCUs due to feature integration with only the
immediately preceding residual stream which is also similar to the configuration used in the
FRRN architecture.
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6.1.3.5 Encremental MRRN
Incremental MRRN is composed of multiple incremental RCU blocks and residual feature
streams (Fig. 2(b)). Furthermore, all residual streams except the 0th and the last stream
contain two RCU blocks placed at the ends of the residual stream to encode and decode the
information. The last stream contains only one RCU block while the 0th residual stream does
not contain any RCU block. Due to integration of the features from multiple resolutions,
there is no need for additional unpooling following the RCU blocks as used in the conventional
encoder-decoder structure, including Unet and FRRN. The incremental MRRN at a given


























where, N is the total number of residual feature streams at n; zkn is the n-th residual
connection of k−th feature stream; y
p(n,k)
f(n,k) is the output produced by concatenating z
k
n with
p(n,k)-th residual feature stream after f(n,k) RCU connection (see Supplementary Table I
(c)). Note that (1) is identical to the FRRN formulation following the first pooling operation
when k=0. The number of residual connections to RCU block will increase with each pooling
and conversely decrease with each unpooling.
6.1.3.6 Dense MRRN
The residual stream input to the first RCU block in the dense MRRN is the down-sampled
feature map computed at the image resolution thereby, forming a dense residual connection
for each residual streams (Fig. 6.2(c)). The dense MRRN contains decreasing number of
RCU blocks in each subsequent residual stream. The exception to this rule is the 0th residual
stream that contains no RCU block. There are as many RCU blocks in addition to those
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Figure 6.2: Incremental and dense MRRN architecture showing (a) the configuration of each
component; (b) incremental MRRN; (c) dense MRRN
blocks placed at the two ends of each residual stream as the number of residual streams
following that residual stream.
6.1.4 Implementation details
We trained the networks using the Tensorflow (Abadi et al. (2016)) library on Nvidia GTX
1080Ti with 12 GB memory processor. A kernel size of 3x3 with 32 features was used to
produce features following the 0-residual stream. The number of features was increased at a
rate of 2k+5 with each additional pooling ultimately resulting in 28,620,001 parameters for
incremental MRRN and 25,542,241 parameters for dense MRRN. We used a batch size of
16 due to GPU memory constraints and employed the ADAM algorithm (Kingma and Ba
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(2015)) with the initial learning rate of 1e−4. We employed early stopping with a maximum
epoch number of 100 to prevent overfitting. We tried to reduce the impact of data imbalance









where pi ∈ [0,1] represents the ith output of the last layer and g i ∈ [0,1] is the ground truth
label.
Additionally, we implemented real-time data augmentation during training by using im-
age flipping, shifting, elastic deformation, with Gaussian noise.
Although the detection was performed using 2D slices, the final segmentation was ex-
tracted volumetrically by combining the segmentations from the individual 2D slices using
connected components extraction. No post-processing of the segmentations were performed
to evaluate the actual segmentation accuracy using the various networks themselves.
6.1.5 Experimental setup
6.1.5.1 Datasets
We used three datasets for the analysis, namely, the open-source The Cancer Imaging Archive
(TCIA) dataset of 377 NSCLC scanned at the MAASTRO clinic (Aerts et al. (2019)), internal
institution (MSKCC) dataset of 304 tumors from 50 NSCLC patients treated with PD-1
inhibitor immunotherapy using pembrolizumab, and the Lung Image Database Consortium
(LIDC) dataset consisting of 2669 nodules, which is confirmed to be larger than 3 mm by
at least 1 radioligist from 1018 patients from seven different institutions (Armato III et al.
(2011)).
The tumors in the TCIA and MSKCC were confirmed advanced stage malignant tumors
while those from the LIDC were lung nodules with varying degrees of malignancy. The
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MSKCC dataset also included longitudinal CT scans imaged before and every 9 week during
therapy upto a maximum of 17 weeks after treatment initiation. Only contrast enhanced CT
scans were used in the analysis, although the LIDC dataset included both regular dose and
low-dose CT images. Tumor contours were available for the open-source datasets and were
verified and any missing contours were added by radiologist (L.C.J) for the TCIA dataset.
All ground truth tumor contours in the MSKCC dataset were confirmed by a chest radiologist
(DH) with several years of experience reviewing chest CT images. The LIDC datasets were
manually delineated by four radiologists. All the nodules in LIDC are also evaluated by the
four radiologists who assigned a malignancy score between 1-5 with 1 being low and 5 being
high malignancy. We only analyzed those lung nodules in LIDC dataset that were confirmed
and delineated by all four radiologists and were atleast 3mm in diameter that resulted in 928
nodules. Out of these only 529 nodules were evaluated with an average malignancy score of
> 3 by the four radiologists and were included in the analysis, as in prior works (Shen et al.
(2015); Han et al. (2013)). This resulted in a total of 1210 analyzed tumors from all the
three datasets.
There was a wide variation in the size and distribution of tumors between the datasets.
The tumors in the TCIA dataset ranged in size from 1.88cc to 1033cc, MSKCC from 2.96cc
to 413.8cc, and the LIDC from 0.031cc to 19.18cc (all calculated according to radioligist
delineation). The distribution of tumor sizes discretized by size are depicted in Table 6.1.
Finally, predominant lesions in the TCIA and MSKCC dataset were located in the medi-
astinum or attached to chest wall while the tumors in LIDC were the most frequent in the
lung parenchyma (Table 6.2).
6.1.5.2 Training and testing experiments
We used the TCIA dataset as the training cohort as it had the largest tumors and contained
difficult to detect tumors such as those attached to the mediastinum and the chest wall. The
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Group Tumor size range(cm3) TCIA MSKCC LIDC
Very small (VS) [0,1) 8 38 324
Small (S) [1,5) 57 75 164
Medium (M) [5,10) 41 56 38
Large (L) [10,20) 44 51 3
Very large (VL) >20 227 84 0
Table 6.1: Grouping of tumor size in datasets
Tumor location TCIA MSKCC LIDC
Within lung parenchyma 103 89 387
Abutting to mediastinum 157 104 6
Attached to chest wall 117 111 136
Table 6.2: Grouping of tumor location in datasets
MSKCC dataset was used as validation set for selecting the best model. The LIDC dataset
was used as an independent test set. Additionally, we performed K=5 fold cross-validation
on the TCIA dataset with part of the data withheld for validation. Therefore, the TCIA
segmentation accuracy was reported by evaluating the method on the data not used for
training in the cross-validation folds.
Training was performed using patches of size 160x160 or region of interest (ROI) centered
around the tumor. All ROIs were resized to the size of 160×160 resulting in a total number
of 57793 training image samples. Data augmentation was performed using on-line flipping,
deformation and adding gaussian noise.
Although training used 160x160 fixed sized images, there is no restriction on the size of
images used for testing due to lack of any fully connected layer in our architecture. We tested
the tumor segmentation using 256x256 and 160x160 images respectively, from the MSKCC
and LIDC datasets. Detections from individual slices were then stacked into full volumetric
segmentation.
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6.1.5.3 Compared methods
1. Segmentation using random forest with fully connected conditional random field (RF+fCRF)
We implemented a random forest (RF) segmentation with fully connected conditional
random field approach for the lung tumor segmentation as described in Kamnitsas et al.
(2017). We used the same set of features as used in Hardie et al. (2008) consisting of
maximum CT intensity, minimum CT intensity, mean minimum CT intensity, mean
gradient, std gradient and entropy. Gabor edge features at angles (Θ=0, π/4, π/2,
3π/4) at bandwidth of (Γ = 0.1, 0.2, 0.3, 0.4). The RF classifier was trained with
cross-validation using 50 trees and maximum depth of 30. Voxel-wise RF classifications
were refined by a fully connected conditional random field.
2. U-net
U-net is a commonly used neural network for medical image segmentation and has been
applied on a wide range of medical images. In order to train and test with arbitrary
image resolution, we did not use the fully connected layer as proposed in the original
U-net in Ronneberger et al. (2015) to enable application of the network for segmenting
images of varying sizes.
3. SegNet
SegNet (Badrinarayanan et al. (2017)) combines an encoder and decoder structure.
The encoder network consists of 13 convolutional layers which correspond to the first
13 convolutional layers in the VGG16 network designed for object classification. The
purpose of the decoder network is to map the low resolution encoder feature maps
to full input resolution feature maps through non-linearly upsampling the maxpooling
layer of the corresponding encoder and convolving with trainable filters.
4. FRRN
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FRRN can be considered as a special case in our incremental MRRN structure. In
FRRN, only the 0th residual stream (carrying full resolution feature) is used and the
computed features are residually connected to the 0th residual stream using FRRU.
6.1.6 Evaluation metrics
We quantitatively evaluated the segmentation accuracy using Dice overlap coefficient (DSC),
sensitivity, precision, and Hausdorff distance. The DSC calculates the overlap between the
segmentation results and ground truth, and is defined as:
DSC =
2TP
FP + 2TP + FN
, (6.2)
where, TP is the number of true positives, FP is the number of false positives and FN is the









The Hausdorff distance is defined as:













where, P and T are ground truth and segmented volumes, and p,t are points on P and T,
respectively. S p and S t correspond to the surface of P and T, respectively. To remove the
influence of noise during evaluation, we used Hausdorff Distance (95%) as recommended by
Menze[33].
CHAPTER 6. DEEP LEARNING BASED MEDICAL IMAGE SEGMENTATION 111
6.1.6.1 Tumor detection rate
We evaluated the tumor detection rate of the analyzed methods by using segmentation
overlap threshold τ determined using the DSC measure. Tumors were considered detected






where, TP is the true positives and N is the total number of ground truth tumor pixels.





where, D tumor is the detected tumor number and N tumor is the total tumor numbers.
6.1.6.2 Longitudinal tracking of tumor changes and relation to outcomes
Thirty six patients in the MSKCC dataset were imaged at multiple times (≥ 3) starting from
baseline and during treatment (every 9 weeks) with immunotherapy. We evaluated the best
performing method for tracking tumor size changes and compared those with the expert-








where, v i is the volume at the time t = i. Then we computed the average slope of the relative
volumes from baseline to the last available imaged time (t ranged from 3 to 13) for both the
expert and the algorithm segmentations. The two trends were compared statistically
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using paired Student’s T-test.
6.1.7 Preliminary tests to study the influence of features on seg-
mentation performance
To better understand how the features computed from different layers with residual connec-
tions impacted segmentation performance, we calculated the weight sparsity with respect to
layer depths for FRRN, incremental MRRN and dense MRRN. We only chose these three
methods as these are the only ones that used residual streams. The weight sparsity was
defined as
Si =
Ni (|w| < T )
Ni
, (6.9)
Where N i(|w<T |) is the number of weights whose absolute value is less than a threshold
T and N i is the total number of weight in layer of depth i. In other words, the goal of
this test was to study the influence of residual connections on network performance. Larger
sparsification at a certain layer indicates that fewer features from that layer are used which
in turn means that those features have lower impact on the performance of the network
compared to another layer with smaller sparsification.
6.1.8 Results
A. Impact of training iterations on training and validation error. Fig. 3 shows
the changes in the error for the training (TCIA) and the validation (MSKCC) data for the
various networks. As shown, both incremental and dense MRRN architecuters lead to the
largest decrease in the DSC loss for the validation dataset. On the other hand, the Unet and
the SegNet are among the methods achieveing the worst validation error despite achieving
the lowest training error earliest compared to the other networks. These results indicate that
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the same two methods potentially overfit compared to the proposed MRRN methods. The
star (see Fig. 3) corresponds to the lowest validation error achieved during training. The
models with lowest validation error of different methods were retained for testing on new
datasets.
B. Incremental MRRN detected the largest number of tumors. Fig. 4 shows
the detection rate and sensitivity computed by varying the segmentation overlap thresholds
ranging from τ = 0.1 to 0.9 with increment of 0.1 when using the FRRN method to bench-
mark performance. The average DSC increases and the standard deviation decreases as the
threshold for tumors to be considered detected increases. Correspondingly the number of
detected tumors or the detection rate decreases. We note that the detection threshold does
not influence the false positive but only the detected number of tumors or the true positives.
We chose the threshold of 0.5 as used in prior work (Hariharan et al. (2015)). The detec-
tion rate for the various datasets using a detection threshold of 0.5 and using the analyzed
segmentation methods are shown in Table 6.1.8. As shown, incremental MRRN achieved
the highest detection rate. Furthermore, dense MRRN also outperformed the previously
proposed methods.
Using non-detected tumors for computing segmentation accuracy will only skew the re-
sults for segmentation that is not clinically useful to assess the usability of a method for
segmentation. Therefore, we only computed segmentation accuracy for tumors that were at
least detected by any one of the analyzed methods. This resulted in 354, 299 and 455 tumors
detected for TCIA, MSKCC and LIDC for segmentation analysis.
C. Incremental and dense MRRN produced the most accurate segmentations.
Fig.6.5shows segmentation performance using the various methods for the TCIA, the MSKCC
and the LIDC datasets for tumors attached to mediastinum in Fig.6.5(i,iii), attached to the
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Figure 6.3: Tumor detection rates with varying detection thresholds for FRRN.
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Figure 6.4: Changes in training and validation errors for the analyzed networks with training
time.
chestwall in Fig.6.5 (ii, iv, v) and for tumors enclosed within lung parenchyma in Fig.6.5 (vi).
As shown, the blue contour corresponds to expert delineation, while red contour corresponds
to the algorithm segmentation results. The non-CNN based RF+CRF method yielded the
least accurate segmentation in all three datasets across all analyzed performance measures
(see Fig.6.7.) As shown in Fig.6.5, Unet and SegNet produced worse segmentations includ-
ing under and over-segmentation compared to the proposed methods. FRRN improved over
both Unet and SegNet but still produced over-segmentation as shown in the case in Fig.6.5
(ii, iii). On the other hand, both incremental MRRN and Dense MRRN produced close to
expert segmentation in the presented cases.
Fig. 6.7 shows the overall segmentation performance of all analyzed methods on the three
datasets using multiple metrics. Results of significant tests computed using the performance
metrics between the proposed methods and the RF+CRF, Unet, SegNet, and FRRN are
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also shown. As shown, both incremental and dense MRRNs achieved significantly higher
DSC than the RF+CRF and Unet for all analyzed datasets, and significantly higher DSC
compared to SegNet using internal and external validation datasets. Furthermore, both
incremental and dense MRRNs achieved significantly lower Hasudorff distance (HD95) com-
pared to all of the compared methods in all datasets. The sensitivity and precision metrics
using either incremental or dense MRRN were slightly improved than the compared methods.
We also evaluated the effect of tumor size (Fig. 6.6) and the location of the tumor
(Fig. 6.8) on the performance using the various methods using DSC and HD95 metrics. As
shown, FRRN-based methods including the incremental and dense MRRNs outperform Unet
and SegNet independent of the tumor size using both of these performance measures. The
incremental MRRN produced slightly higher DSC compared with the FRRN in the TCIA
and MSKCC datasets independent of tumor size. On the other hand, the same two FRRN
methods showed a clear improvement in DSC compared to the remaining methods for very
small tumors in the LIDC dataset. A similar trend was observed when using the HD95
metric where the developed methods showed consistently lower HD95 values regardless of
the tumor size in all the datasets. However, it should be noted that very small tumors are
challenging to segment for all methods. The highest DSC accuracy for very small tumors on
average for the incremental MRRN was (TCIA: 0.70 ± 0.06, MSKCC: 0.74 ± 0.11, LIDC:
0.68 ± 0.23) compared with the lowest accuracy achieved by the RF+fCRF (TCIA: 0.29 ±
0.20, MSKCC: 0.40 ± 0.22, LIDC: 0.35 ± 0.27).
As shown in Fig.6.8, the proposed incremental and dense MRRNs and the original FRRN
outperformed RF+CRF, Unet and Segnet on all three datasets using both DSC and HD95
metrics and achieved slightly better accuracies independent of tumor location even for chal-
lenging to detect tumors such as those attached to the mediastinum. The overall DSC
accuracy of those tumors attached to the mediastinum using the incremental MRRN was
(MSKCC: 0.72±0.15, TCIA: 0.72±0.17, LIDC: 0.79 ± 0.10) when compared with the Unet
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Figure 6.5: Example segmentation results of different methods from the three datasets. The
blue contours correspond to expert delineation and red is the algorithm generated segmen-
tation.
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(TCIA: 0.59± 0.15, MSKCC: 0.43±0.20, 0.58 ± 0.17) method.
D. All analyzed methods produced consistent accuracies when evaluated against
multiple radiologists in LIDC. The segmentation results of different methods compared
with the four radiologists in LIDC dataset are shown in Fig.6.9. The results showed that all
the methods are consistent across the 4 radiologists. Fig.6.10 shows example segmentations
produced by incremental MRRN from 8 randomly chosen cases together with the radiologists
segmentations. Fig.6.10(b) and (d) show two cases where no delineation from R2 in current
slice; Fig.6.10 (e) and (f) show that the R4 (yellow) is highly different from other delin-
eation, which shows a lower DSC and higher HD95 in Fig.6.5 across all the methods. The
segmentation concordance using the various performance metrics across the four radioligists
as the reference was: DSC 0.76±0.12 and HD95: 1.75±1.37 mm.
E. Incremental MRRN produced highly similar tumor volumes as radiologist for
longitudinal tracking of tumor volume changes during immunotherapy treat-
ment. As incremental MRRN produced the best overall accuracy, we chose the same
method for longitudinal tracking of tumor volume changes to assess its utility for clinical
tracking of tumor response to treatment.
The incremental MRRN method produced tumor segmentations that were very similar
to the expert delineation (Fig. 10). The trend in tumor volume changes for the incremental
MRRN and expert were 0.13 ± 0.12 and 0.09 ± 0.08 with no significant difference (p =
0.7). The difference in slope between the incremental MRRN and the expert delineation was
mean 0.05 ± 0.05.
Fig. 10(a) shows two example patients, one with acquired resistance to treatment (no
longer responding to immunotherapy) shown in red and the second with durable response
(showing long term benefit from treatment) in blue. Solid lines correspond to the incremen-
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Figure 6.6: Segmentation accuracy of analyzed methods using (a) TCIA, (b) MSKCC, and
(c) LIDC with varying tumor sizes is shown for DSC and HD95 metrics. VS: very small
tumor; S: small tumor; M: middle size tumor; L: large tumor; VL: very large tumor.
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Figure 6.7: Segmentation accuracies of analyzed methods using multiple metrics, Dice score
coefficient (DSC), Hausdorff distance (95%) (HD95), sensitivity and precision, presented as
mean and standard deviation (SD). The significant differences between incremental (incre),
dense MRRN VS Unet, Segnet, and FRRN are shown as NS(p≥0.05), ∆(p<0.05), (p<0.01)
and *(p<0.001). The best performing method is indicated using bold font. LIDC dataset is
evaluated using the reader 1 delineation.
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Figure 6.8: Segmentation accuracy using DSC and HD95 metrics of different methods for
(a) TCIA, (b) MSKCC and (c) LIDC by tumor locations.
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Figure 6.9: Segmentation results of different methods compared to the four radiolo-
gists.a)DSC (b) Hausdorff distance (95%)
tal MRRN segmentations whereas the dashed lines correspond to the expert delineation.
Although the algorithm and the expert segmentation are not in perfect agreement (e.g. the
algorithm results in over-segmentation since the tumor is difficult to differentiate from ad-
jacent mediastinal pleura at the later time points in the patient with acquired resistance),
the trends in volumetric changes are in agreement. The images and the segmentations are
visualized for the same two patients in Fig. 10 (b) for acquired resistance and in Fig. 10
(c) for durable response for segmentations computed from baseline and the first and second
on-treatment scans separated by 9 weeks each.
F. Preliminary tests indicate deeper features from incremental MRRN are pref-
erentially used more than deep features in the FRRN for segmentation. Fig.
11 shows the weight sparsity with respect to the depth of layer with threshold T =0.01. As
shown, both incremental and dense formulations lead to variable sparsification of the features
with depth compared with the FRRN method where all layers result in more or less the same
amount of sparsification. Furthermore, smaller sparsification in the middle of the network
compared to the extreme layers in the FRRN indicates that the features in the middle layers
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Figure 6.10: Segmentation results of incremental MRRN comparison to the four
radiologists(R1-R4.)
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that model the high-level semantics are preferred for segmentation.
6.1.9 Discussion
We developed, implemented and tested two different multiple resolution residual deep neu-
ral network architectures that simultaneously combine features at different resolutions for
segmenting lung tumors. We evaluated our approach on segmenting the largest number of
lung tumors from three different datasets consisting of an internal, and two external datasets
from multiple institutions. Our approach showed significantly better performance compared
with some of the existing deep neural network formulations typically used for medical image
analysis and segmentation. We also benchmarked the performance of the CNN-based meth-
ods with a shallow learning-based RF+CRF method. Our results confirm prior studies that
showed the improved performance of deep CNN methods over shallow learning methods.
Our methods also achieved the best segmentation performance independent of tumor size
and location. Furthermore, our best performing network, namely, the incremental-MRRN
showed good concordance with expert delineation in longitudinally tracking tumor volumes
in patients with advanced stage cancers and treated with immunotherapy. It is notable that
tumors treated with immunotherapy undergo changes both in volume and appearance on CT
images. Our approach shows that detection and tracking of such tumors is feasible. To our
knowledge, this is the first study that has employed deep learning-based auto-segmentation
for analyzing continuously changing tumors treated with immunotherapy.
Our results confirm the previous perspective that combining features from all levels(Hariharan
et al. (2015)) is useful for segmentation. Specifically, our method significantly outperformed
traditional approaches like U-net that incrementally concatenate features of different resolu-
tion as the images and features are passed from layer to layer. Earlier works that employed
multi-resolution features include hypercolumn approach (Hariharan et al. (2015)), RefineNet
(Lin et al. (2017)), and FRRN. Our approach improves on the FRRN method and is some-
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what similar to the RefineNet method where features from multiple resolutions are merged
through a smooth incremental update such as in the incremental MRRN. However, both
incremental and dense MRRNs add connections that enable passing features from all resolu-
tions. Our approach does not add more computational effort as in the hypercolumn method
and can be applied to generate segmentations from reasonably sized images; hypercolumn
method was restricted to 50x50 images. We used 160x160 images throughout the analysis.
However, even larger sized images can be used.
Although our approaches demonstrated improved performance compared to existing
methods, there is still room for improvement. None of the tested approaches were able
to generate consistently accurate segmentations of difficult to detect tumors attached to the
mediastinum and to a lesser extent for tumors attached to the chestwall. This is because
these tumors have very similar contrast as the surrounding soft-tissue unlike tumors located
within the lung parenchyma that are surrounded by lower density tissue. Another limitation
is that we used slice-wise segmentation instead of 3D convolutions and employed a ROI-
based training framework wherein, multiple ROIs containing different extent of tumor were
generated from the same image to increase the training size. Nevertheless, this is one of the
first studies that have developed and tested a deep learning network on large number of lung
cancers using multi-institutional datasets and applied the method for longitudinal segmen-
tation and tracking of tumors that change in size and appearance due to treatment with
immunotherapy. In summary, we presented a multiple resolution residual network-based
deep convolutional neural network approach for generating automatic segmentation of lung
tumors.
6.1.10 Conclusion
In this paper, we proposed two neural networks to segment lung tumors from CT images
by adding multiple residual streams of varying resolutions. Our results clearly demonstrate
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the improvement in segmentation accuracy across multiple datasets. Our approach is ap-
plicable to longitudinal tracking of tumor volumes for cancers subjected to treatment with
immunotherapy, which alters both the size and appearance of tumors on CT. Given the suc-
cess for lung tumors, the method is promising for other sites as well. Both of our proposed
architectures outperform existing methods.
6.2 Tumor-aware, adversarial domain adaptation from
CT to MRI for lung cancer segmentation
6.2.1 Introduction
MRI-guided radiotherapy is an emerging technology for improving treatment accuracy over
conventional CT-based radiotherapy due to better soft-tissue contrast in MR compared to
CT images. Real-time and accurate tumor segmentation on MRI can help to deliver high
dose to tumors while reducing normal tissue dose. However, as MRI-guided radiotherapy is
not used in standard-of-care, only very few MRIs are available for training. Therefore, we
developed an adversarial domain adaptation from large CT datasets for tumor segmentation
on MRI.
Although deep neural networks excel in learning from large amounts of (labeled) data,
their accuracy is reduced when applied to novel datasets or domains (Tzeng et al. (2017)).
Differences between source and target domain distribution is called domain shift. Typically
used fine-tuning methods require prohibitively large labeled data in the target domain. As an
alternative, domain adaptation methods attempt to minimize domain shift either by feature
sharing (Ganin and Lempitsky (2015)) or by learning to reconstruct the target from source
domain (Shrivastava et al. (2017); Yoo et al. (2016)). In essence, domain adaptation methods
learn the marginal distributions (Zhu et al. (2017)) to transform source to target domain.
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Figure 6.11: MRI synthesized from a representative (a) CT image using (c) cycle-GAN (Zhu
et al. (2017)) and (d) proposed method. The corresponding MRI scan for (a) is shown in (b).
As shown, the proposed method (d) using tumor-aware loss helps to fully preserve tumor in
the synthesized MRI compared with (c).
The problems of domain shift are exacerbated in medical images, where imaging modal-
ities capture physical properties of the underlying anatomy differently (eg. CT vs. MRI).
For example, whereas bones appear hyper-dense on CT and dark on MRI, tumors appear
with similar contrast as normal soft-tissue on CT but have a distinct appearance on MRI
(Fig. 6.11 (a) and (b)). Consequently, learning the marginal distributions of the domains
alone may not be sufficient.
Cross-domain adaptation of highly different modalities, has been applied in medical im-
age analysis for image synthesis using paired images (Nie et al. (2017)) and unpaired images
(Wolterink et al. (2017)), as well as for segmentation (Chartsias et al. (2017); Huo et al.
(2018)). However, all aforementioned approaches aim to only synthesize images that match
the marginal but not the structure-specific conditional distribution such as tumors. There-
fore, segmentation/classification using such synthetic images will lead to lower accuracy.
Therefore, we introduced a novel target specific loss, called tumor-aware loss, for unsu-
pervised cross-domain adaptation that helps to preserve tumors on synthesized MRIs pro-
duced from CT images (Fig. 6.11(d)), which cannot be captured with just the cycle-loss
(Fig. 6.11(c)).
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Figure 6.12: Approach overview. XCT and XMRI are the real CT and MRI; XMRICT and X
CT
MRI
are the synthesized MR and CT images; yCT is the CT image label; GCT→MRI and GMRI→CT are
the CT and MRI transfer networks; X̃MRI and ỹMRI are a small sample set from the real MRI,
used to train semi-supervised segmentation.
6.2.2 Method
Our objective is to solve the problem of learning to segment tumors from MR images through
domain adaptation from CT to MRI, where we have access to a reasonably sized labeled data
in the source domain (XCT , yCT ) but are provided with very limited number of target samples
XMRI  XCT and fewer labels yMR. Our solution first employs tumor-aware unsupervised
cross-domain adaptation to synthesize a reasonably large number of MRI from CT through
adversarial training. Second, we combine the synthesized MRI with a fraction of real MRI
with corresponding labels and train a U-net (Ronneberger et al. (2015)) for generating tumor
segmentation as outlined in Fig. 6.12.
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6.2.3 Step 1: MRI synthesis using tumor-aware unsupervised cross
domain adaptation
The first step is to learn a mapping GCT→MRI that synthesizes MRI from the CT images to
fool a discriminator DMRI using adversarial training (Goodfellow et al. (2014)). Additionally,
we compute an adversarial loss LCTadv for synthesizing CT from MRI by simultaneously training
a network that learns a mapping GMRI→CT . The adversarial loss, L
MRI
adv , for synthesizing
MRI from CT, and LCTadv, for synthesizing CT from MRI, are computed as:
LMRIadv (GCT→MRI , DMRI , XMRI , XCT ) =xm∼XMRI [log(DMRI(xm))]
+xc∼XCT [log(1− (DMRI(GCT→MRI(xc))]
LCTadv(GMRI→CT , DCT , XCT , XMRI) =xc∼XCT [log(DCT (xc))]
+xm∼XMRI [log(1− (DCT (GMRI→CT (xm))]
(6.10)
where xc and xm are real images sampled from the CT (XCT ) and MRI (XMRI) domains,
respectively.
LCTadv(GMRI→CT , DCT , XCT , XMRI) =xc∼XCT [log(DCT (xc))]
+xm∼XMRI [log(1− (DCT (GMRI→CT (xm))].
(6.11)
The total adversarial loss (Fig. 6.12 (purple ellipse)) is then computed as the summation




adv. We also compute a cycle consistency loss Zhu
et al. (2017) to regularize the images synthesized through independent training of the two
networks. By letting the synthesized images be x
′
m = GCT→MRI(xc) and x
′
c = GMRI→CT (xm),
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the cycle consistency loss Lcyc is calculated as:










The cycle consistency and adversarial loss only constrain the model to learn a global mapping
that matches the marginal distribution but not the conditional distribution pertaining to
individual structures such as the tumors. Therefore, a model trained using these losses does
not need to preserve tumors, which can lead to either deterioration or total loss of tumors in
the synthesized MRIs (Fig. 6.11(c)). Therefore, we introduced a tumor-aware loss that forces
the network to preserve the tumors. To be specific, the tumor-aware loss is composed of a
tumor loss (Fig. 6.12 (red ellipse)) and a feature loss (Fig. 6.12 (orange ellipse)). We compute
the tumor loss by training two parallel tumor detection networks using simplified models of
the U-net for CT (UCT ) and the synthesized MRI (UMRI). The tumor loss constrains the CT
and synthetic MRI-based U-nets to produce similar tumor segmentations, thereby, preserving
the tumors and is computed as:
Ltumor =xc∼XCT ,yc∼yCT [logP (yc|GCT→MRI(xc))]+
xc∼XCT ,yc∼yCT [logP (yc|XCT )].
(6.13)
On the other hand, the tumor feature loss Lfeat forces the high-level features of XCT and
XMRICT to be shared by using a constraint inspired by Johnson et al. (2016) as:
Lfeat(xc ∼ XCT ) =
1
C ×H ×W
‖φCT (xc)− φMRI(GCT→MRI(xc))‖2 . (6.14)
where φCT and φMRI are the high-level features extracted from the UCT and UMRI , respec-
tively; C, H and W indicate the size of the feature. The total loss is then expressed as:
Ltotal = Ladv + λcycLcyc + λtumorLtumor + λfeatLfeat, (6.15)
where λcyc, λtumor and λfeat are the weighting coefficients for each loss. During training,
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we alternatively update the domain transfer or generator network G, the discriminator D,
and the tumor constraint network U with the following gradients, −∆θG(Ladv + λcycLcyc +
λtumorLtumor + λfeatLfeat), −∆θD(Ladv) and −∆θU (Ltumor + λfeatLfeat).
6.2.4 Step 2: Semi-supervised tumor segmentation from MRI
The synthesized MRI from the first step were combined with a small set of real MRI with
labels (X̃MRI and ỹMRI in Fig. 6.12) to train a U-net using Dice loss (Milletari et al. (2016))
(Fig. 6.12 (blue ellipse)) to generate tumor segmentation. Adversarial network optimization
for MRI synthesis was frozen prior to semi-supervised tumor segmentation training to prevent
leakage of MRI label information.
6.2.5 Network structure and implementation
The generators G and discriminators D for CT and MRI synthesis networks were imple-
mented similar to that in Zhu et al. (2017). We tied the penultimate layer in UMRI and UCT .
The details of all networks are shown in the supplementary documents. Pytorch library
(Paszke et al. (2017)) was used for implementing the proposed networks, which were trained
on Nvidia GTX 1080Ti of 12 GB memory with a batch size of 1 during image transfer and
batch size of 10 during semi-supervised segmentation. The ADAM algorithm (Kingma and
Ba (2015)) with an initial learning rate of 1e-4 was used during training. We set λredcyc=10,
λtumor=5 and λfeat=1.
6.2.6 Experiments and results
6.2.6.1 Ablation tests
We tested the impact of adding tumor-aware loss to the cycle loss (proposed vs. cycle-GAN
vs. masked-cycle-GAN (Chartsias et al. (2017)). Images synthesized using aforementioned
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networks were trained to segment using semi-supervised learning by combining with a limited
number of real MRI. We call adversarial synthesis (Chartsias et al. (2017)) that combined
tumor labels as an additional channel with the original images as masked-cycle-GAN. We
also evaluated the effect of adding a limited number of original MRI to the redsynthesized
MRI on segmentation accuracy (tumor-aware with semi-supervised vs. tumor-aware with
unsupervised training). We benchmarked the lowest achievable segmentation accuracy by
training a network with only the pre-treatment (or week one) MRI.
6.2.6.2 Datasets
The image synthesis networks were trained using contrast-enhanced CT images with expert
delineated tumors from 377 patients with non-small cell lung cancer (NSCLC) available
from The Cancer Imaging Archive (TCIA, Clark et al. (2013)), and an unrelated cohort
of 6 patients scanned with T2w MRI at our clinic before and during treatment every week
(n=7) with radiation therapy. Masked cycle-GANs used both tumor labels and the images
as additional channels even for image synthesis training. Image regions enclosing the tumors
were extracted and rescaled to 256×256 to produce 32000 CT image slices and 9696 T2w MR
image slices. Only 1536 MR images from pre-treatment MRI were used for semi-supervised
segmentation training of all networks. Segmentation redvalidation was performed on the
subsequent on-treatment MRIs (n=36) from the same 6 patients. redTest was performed
using 28 MRIs consisting of longitudinal scans (7,7,6) from 3 patients and pre-treatment
scans from 8 patients not used in training. Tumor segmentation accuracy was evaluated by
comparing to expert delineations using the Dice Score Coefficient (DSC), and the Hausdorff
Distance 95%(HD95).
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Figure 6.13: MRI synthesized from CT using different deep learning methods. The red contour
indicates the manually delineated tumor region in the NSCLC datasets Aerts et al. (2015). (a)
CT image; (b) cycle-GAN Zhu et al. (2017); (c) Masked cycle-GAN Chartsias et al. (2017); (d)
Proposed.
6.2.6.3 MR image synthesis results
Fig. 6.13 shows the representative qualitative results of synthesized MRI produced using
only the cycle-GAN (Fig. 6.13(b)), masked cycle-GAN (Fig. 6.13(c)) and using our method
(Fig. 6.13(d)). As seen, our method best preserves the anatomical details between CT and
MRI. Quantitative evaluation using the Kullback - Leibler (KL) divergence computed from
tumor regions between synthesized and original MRI, used for training, confirmed that our
method resulted in the best match of tumor distribution with the lowest KL divergence of
0.069 compared with those obtained using the cycle-GAN (1.69) and masked cycle-GAN
(0.32).
6.2.6.4 Segmentation results
Fig. 6.14 shows the segmentations generated using the various methods (yellow contours) for
three representative cases from the test and validation sets, together with the expert delin-
eations (red contours). As shown in Table 6.3, networks trained with synthesized MRI using
our method outperformed cycle-GAN and masked cycle-GAN independent of training using
unsupervised or semi-supervised segmentation. Semi-supervised segmentation outperformed
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Table 6.3: Segmentation accuracy
Validation Test
Method DSC HD95 mm DSC HD95 mm
Week one only 0.63±0.27 7.22±7.19 0.55±0.25 13.23±0.75
cycle-GAN 0.57±0.24 11.41±5.57 0.66±0.16 11.91±4.44
masked cycle-GAN 0.67±0.21 7.78±4.40 0.63±0.24 11.65±6.53
Tumor aware unsupervised 0.62±0.26 7.47±4.66 0.74±0.15 8.88±4.83
Tumor aware semi-supervised 0.70±0.19 5.88±2.88 0.80±0.08 7.16±4.52
all methods in both test and validation datasets using both performance metrics.
6.2.7 Discussion
In this work, we introduced a novel target-specific, tumor-aware loss for synthesizing MR
images from unpaired CT datasets using unsupervised cross-domain adaptation. The tumor-
aware loss forces the network to retain tumors that are typically lost when using only the
cycle-loss and leads to accurate tumor segmentation. Although applied to lung tumors,
our method is applicable to other structures and organs. It is interesting to note that our
approach outperformed other methods even when trained with only synthesized MRIs and
that adding even a small number of labeled examples from the target domain for training
a segmentation network boosts performance. The lower DSC in validation is caused by the
tumor volumes in validation (mean 37.7cc) were significantly lower (p=0.0004) compared
with test data (mean 68.2cc). Our results showed that masked-cycle-GAN produced lower
performance compared to basic cycle-GAN, possibly due to poor modeling from highly un-
balanced CT and MR datasets. As a limitation, our approach only forces the synthesized
MRIs to preserve tumors but not the MR intensity distribution within tumors. Addition-
ally, synthesized images irrespective of the chosen method do not produce a one-to-one pixel
mapping from CT to MRI similar to Chartsias et al. (2017). There is also room for im-
proving the segmentation accuracy by exploring more advanced segmentation models, e.g.
boundary-aware fully redconvolutional networks (FCN, Shen et al. (2017)).
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Figure 6.14: Segmentation results on the representative examples from the redvalidation and
redtest set of different methods. The red contour stands for the expert delineations and the yellow
contour stands for the segmentation results. (a) segmentation with only week 1 MRI; (b) seg-
mentation using MRI synthesized by cycle-GAN Zhu et al. (2017); (c) segmentation using MRI
synthesized by masked cycle-GAN Chartsias et al. (2017); (d) tumor-aware unsupervised learning;
(e) tumor-aware semi-supervised learning
6.2.8 Conclusions
In this work, we proposed a tumor-aware, adversarial domain adaptation method using
redunpaired CT and MR images for generating segmentations from MRI. Our approach
preserved tumors on synthesized MRI and generated the best segmentation performance
compared with state-of-the-art adversarial cross-domain adaptation. Our results suggest
feasibility for lung tumor segmentation from MRI trained using MRI synthesized from CT.
Chapter 7
Conclusions and Discussions
In this concluding chapter we summarize the contributions of this thesis and discuss the
feasible directions of future work.
7.1 Summary of thesis contributions
This thesis proposed a semi-automatic medical image segmentation framework applicable in
clinical workflows of treatment planning and delivery that still require human supervision
to assure the quality of patient treatment. Our approach treats the image segmentation
problem as a graph partition problem. The optimal partition (segmentation) of the graph
(the image) is obtained through the inference of a graphical model.
Below are the main conclusions we see emerging from our work.
• Our interactive implementation maintained the human oversights in segmentation pro-
cess while providing efficiency of automatic approach and reducing the inter-operator
viability.
• Our framework is flexible. The same framework can be applied to different anatomical
structures and multiple image modalities.
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• Our framework is adaptive. The same framework is used to obtain initial segmentation
as will as improved segmentation by retraining the framework with user editing.
• Our segmentation is probabilistic inference of a graphical model in our framework. The
training for estimating probabilities can be done online with the user interaction vs
offline for automatic methods that usually significant amount of data for training.
In the remainder of this section, we summarize the specific technical contributions.
7.1.1 Condition random field Framework
The probability distribution of labels of image voxels given an image volume is difficult to
establish due to that the number of image voxels (variables) commonly is in the range of
tens of millions. However, Markov properties in the random fields allow one to factorize the
distribution w.r.t. the cliques (C) of the graph (G = (V , E)). The underling framework of

























With this framework, we define the purely probabilistic unary potential ϕi(yi, x) and pairwise
potential ϕij(yi, yj, x)), representing ,respectively, the likelihood of a voxel being certain
tissue class (regional) and the likelihood of a pair of neighbors being different tissue classes
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(boundary), i.e. we define
ϕi(yi, x) = −log(p(yi|x)), and
ϕij(yi, yj, x) = −log(p(yi 6= yj|x))δ(yi, yj)
We obtained the segmentation by Max− a− posteriori (MAP) inference of CRF, which is
equivalent to minimize the energy (E) in CRF. The main advantage of this framework, and
what distinguishes it from the similar semi-automatic works known to us, is that:
• CRF is globally conditioned on the observation, allowing us to define both factorized
unary and pairwise potential also conditioned on the observed image.
• To the best of our knowledge, this is the first attempt to define probabilistic boundary
potential without assumption on the distribution such as a Gaussian that favors high-
contrast boundary. In our work, the distribution is learned from existing segmentation
either online of offline.
In Chapter 3 we also showed that the energy minimization can be obtained by a grsph
cut. As a result, we are able to leverage efficient graph partition algorithms like s-t cut,
that have exact minimum and can be solved in polynomial time, allowing us to implement
an interactive segmentation tool with this framework. This framework has been successful
in bi-class segmentations, as described in Chapters 4 for liver segmentation with CT images
and tumor segmentation with multi-sequence MRI images respectively. In Chapter 4 , we
also showed that, with the interactive semi-automatic approach, the inter- and intra-operator
variability was reduced significantly.
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7.1.2 Multi-class segmentation via ensemble of one-vs-rest graph
cuts
The main impact of our approach on tacking multi-class segmentation is we proposed a
novel multi-class graph cut approach that outperforms state-of-the-art alternatives. The
main contributions of this study are:
• We introduced an ensemble model by combining multiple one-vs-rest graph cuts to
attain the final segmentation by using majority votes from the cuts.
• Our algorithm’s has a linear time complexity w.r.t. the number of labels, O(K),
whereas α-β swap, has an O(K2)).
In chapter 5, we applied our method to segment a brain tumor into five tissue type: Normal
organs, Necrosis, Edema, Non-Enhancing tumor, and Enhancing Tumor. We showed that
our accuracy of segmentations in the whole tumor (all tumor tissue types and edema), the
active tumor(all tumor tissue types) and edema is superior to α-β swap and fully connected
CRF. And compared to alternative graph cut method α-β swap, our method required only
22% of time.
7.2 Direction for future work
The field of automatic medical image segmentation has constantly emerged over the past
two decades. More recently, deep learning (DL) methods have shown promising improvement
over traditional machine learning methods in object recognition and classification, as a result,
dominated the field of computer vision and since 2015, and researches in medical image
segmentation as reported by Cardenas et al. (2019) (Figure 7.1.) Although DL approaches
have demonstrated impressive performances on public data sets with respect to the metrics
of evaluations, we still find in clinical applications at MSKCC, depending on anatomical
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Figure 7.1: Number of publications in medical image segmentation (Cardenas et al. (2019)).
Deep learning based methods grow rapidly since 2015 and outpaced atlas-based meth-
ods(registration techniques) in 2018.
structures, as many as one fourth of contours still need major modifications. The reasons for
the discrepancy from our observations are firstly monotonic training data that is usually from
a single institution or a single expert and secondly variation among the patients and thirdly
physician preference for how to contour a structure to fit their own treatment protocol.
To recover from such discrepancy, the neural network can leverage user interactions for
more robust segmentation. Here we point out a few directions to extend our CRF framework
by incorporating deep learning neural network and user interactions. The proposed network
architecture is shown in Figure 7.2.
• Currently, DL networks for image segmentation is basically a classifier to classify each
voxel’s category. The activate function for the output layer commonly is a SoftMax
function used to represent the categorical distribution, i.e. the likelihood of a voxel
being a certain tissue type. In our proposed CRF framework, beside the categorical
likelihood in the unary term, which we refer to as regional term, in CRF formation, we
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also introduced a probabilistic pairwise term, which we refer to as boundary term, for
the likelihood that there is a boundary between a pair of voxel. Thus, for segmentation
task, in additional to traditional DL networks, we can add a second network to predict
the boundary to estimate the probability of a voxel being on the boundary of a certain
structure. The outputs of the two networks then can be used for graph cut to minimize
the energy of CRF to obtain the final segmentation
• To leverage the user interactions that further edit the segmentation from the DL net-
works, there are two possible ways:
– - We treat the user interactions, such as the brush strokes commonly used in man-
ual segmentation tools, as the hard constraints in the CRF graph cut minimization
as we mentioned in Chapter 4;
– - We include brush strokes as the additional inputs for the network. To obtain the
training samples of the brush strokes, intuitively we can collect user brush strokes
but that requires physicians’ time not easily available. One possible alternative
is we can simulate the user interactions by analyzing the discrepancy between
the DL segmentation and edited segmentation for where should be expanded or
contracted and generate corresponding brush strokes.
By combining the power of deep learning network and the flexibility CRF framework,
we believe this approach has great potential for deployment in a clinical environment where
the coexistence of efficiency and human oversight is important for the emerging trend of
patient-specific precision medicine. In addition, this user-guided deep learning approach can
benefit other non-medical applications such as self-driving cars, image, video, and graphics
editing.
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Figure 7.2: Proposed CNN architecture to combine CNN and CRF with expert guided in-
teraction. The network includes an additional decoder to learning the boundary probability.
The original regional probability map and the boundary probability are fed to CRF for finial
segmentation. To include expert guidance, we propose adding an input channel for the brush
strokes for the network to learn. The brush strokes can also provide the hard constraints in
CRF inference. Many permutations of brush strokes for the same segmentation can be used
for data augmentation to train the network.
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