In this paper, Bayesian computational method is used to estimate inverse Rayleigh Scale parameter with fuzzy data. Based on imprecision data, the Bayes estimates cannot be obtained in explicit form. Therefore, we provide Tierney and Kadane's approximation to compute the Bayes estimates of the scale parameter under Square error and Precautionary loss function using Non-informative Jefferys Prior. Also, we provide compared numerically through Monte-Carlo simulation study to obtained estimates of the scale parameter in terms of mean squared error values.
Introduction
The Rayleigh distribution (RD) is originated from two parameter Weibull distribution and it is an appropriate model for life-testing. It can be shown by transformation of random variable that if the random variable X has Rayleigh distribution, Then the random variable 1 Y X = has an inverse Rayleigh distribution (IRD) [1] . The Inverse Rayleigh distribution (IRD) has been introduced by Trayer (1964) [2] . The distribution of life times of several types of experimental units can be approximated by the IRD [3] . The IRD plays an important role in many applications, including life test and reliability studies [4] . A random variable Y is said to have a one-parameter (IRD) if it has the following (PDF), ( ) where λ is the scale parameter.
Maximum Likelihood Estimators (MLE)
Given ( ) 1 2 , , , m y y y y =  be an (i.i.d.) random vector of a random sample of size m from (IRD), the complete-data likelihood function is:
( ) 
Now if y is not observed precisely. Then, we can compute its probability by using Zadeh's definition of an imprecision event [5] . The observed-data log-likelihood function can then be obtained as, 
Since, the (MLE) of λ is the solution of Equation (5), so, we used the modified Newton's Method to determine the MLE of the parameter λ .
Where, at iteration ( ) 
Bayes Estimator
In this section, we describe Bayesian method to estimate the parameter λ . In Open Journal of Applied Sciences
Bayesian opinion the parameter itself is considered as a random variable from a given probability distribution whose variability can be described by the prior distribution.
Assume that the prior distribution of the unknown scale parameter λ of IRD defined as using Jeffery's prior information ( ) π λ , which is given by [2] :
Now, the posterior density function of λ given imprecision data is: 
In this study we consider non-informative prior density for λ based on square error and precautionary loss function as the following:
Bayes Estimator Based on Square Error Loss Function
Bayes estimation of any function of the scale parameter λ say ( ) g λ , based on a squared error loss function, may be written as,
Bayes Estimator Based on Precautionary Loss Function
Precautionary loss function was proposed by Norstrom (1996) [6] , as follows:
where θ is an estimate of θ .
Bayes estimation of any function of the scale parameter λ say ( ) g λ , based on a precautionary error loss function, may be written as, Open Journal of Applied Sciences
Note that, Bayes estimator in (9) and (10) cannot be simplified in to a closed form. Therefore, we consider Tierney and Kadane's approximation form to obtain Bayes estimator of λ of IRD. Tierney and Kadane (1986) [7] proposed an alternative method for the evaluation of the ratio of integrals of the form (9) and (10). 
Tierney and Kadane's Approximation Form
It is clear there is no explicit solution to Equation (21). Therefore, modified
Newton method is applied to solve the required equation. 
Bayes Estimate of λ Based on Precautionary Loss Function (TKP)
Set, ( ) g λ λ = , Equation (14) will be, 
Simulation Study
In trying to illustrate and compare the methods as described above, a Monte-Carlo simulation study was perform to generate an (i.i.d) random samples, say y , according to IRD through the adoption of inverse transformation method with size n = 10, 30 and 90 to take care of small, medium and large data sets. The scale parameter λ = 0.3, 0.5, 1, 1.5, 2. Then, each observation of y was made Imprecision based on an appropriate selected membership function among four membership functions in the Imprecision Information System as the following Figure 1 .
The simulation program has been written by using MATLAB (R2010b) program. The results of Monte-Carlo simulation have been summarized in Table 1 .
The initial values required for proceeding modified Newton-Raphson method chosen to be the symmetrical rank regression estimators. The comparisons between the parameter estimates were based on values from MSE where [8] : ˆj λ : is the estimate of λ respectively at the j th run. L: is the number of sample replicated chosen to be (500). 3) For further study, we suggest such type of work can be done by using other informative priors for the parameter of the IRD and also the parameter can be estimated by other methods.
Conclusions and Recommendations

4)
Research can be applied to real data and demonstrate the importance of this distribution in practice.
