The changing trend of CPI to a certain extent reflects the degree of inflation, which has a great significance on macro-control and research on national economic. ARMA model is one of the simple and practical models in financial time series analysis with relatively high forecast accuracy. The paper utilizing Eviews software, through the statistical analysis of CPI from the year of 1995 to 2008 monthly in China, through the ADF unit root test [1], by dint of the autocorrelation function ACF diagram[2] and partial autocorrelation function PACF diagram[3] to identify the model consequently establish the model, through the residual serial correlation test of the residuals of the model to select the correct model [5] . The predications of the model showed that the ARMA model is valid and forecast accuracy is relatively high
Introduction
The time series data is a set of data that a variable is arranged in accordance with the time sequence and the same time interval. Time series analysis is to make full use of these data to explore the law that things change with time going on. At present, there are a lot of theories and methods of time series forecast, such as exponential smoothing method, fitting trend method, seasonal adjustment method and so on, which are relatively accurate for the long-term forecast trend of the series, but for the short -term forecast, the effect is not very satisfactory. The establishment of the ARMA model applies the weighed of past value, the current value and lagging random disturbance model, which has taken not only the dependence on the time series but also the interference of random fluctuations into considerations, which is relatively practical to the short-term trend forecast of the time series, and also the forecasting method is relatively simple. In summary, ARMA model is simple, efficient, and with high accuracy in the short-term forecast which makes it very important in the time series forecast. CPI (Consumer Price Index) means to reflect the trends and the extent of changes of the price level of consumer goods and services of residents in a certain period. The formation of the CPI, is to understand the basic conditions of price changes across the country, to analyze the impact of price changes on the socio-economic and residents living, to meet all the needs of all levels of governments on the formulations of policy and program and regulations of macroeconomic, as well as to offer references and bases to national economic accounts. The paper establishes ARMA model based on CPI data from January 1995 to May 2008 in our country, and then makes a forecast of data from April to September in 2008. The rest of this paper is organized as follows, section 2 gives relevant background knowledge of ARMA model, section 3 stimulates the principle of ARMA model, section 4 takes the ARMA model which established based on CPI data as practical example to make a forecast on CPI, and section 5 concludes the paper.
Background
A. Sequence Stationary Stationary of the random time series typically refers to weak stationary. That is, for a random time series t, if it is expected value, variance, and auto-covariance mean value does not vary with time t changes; y is to be called as weak-stationary random variable. As follows Equation (1):
. Autocorrelation Function is a measure of the degree of correlation between any two elements in measure series { }
C. Partial Autocorrelation Function
Partial autocorrelation function of y t and y k t − is a simple autocorrelation function after remove
Expressed as follows Equation (2):
D. ADF Test
The full name of ADF test is Augmented Dickey-Fuller test. The paper uses it to detect stationary of series. 3 kinds of regression models are as follows Equation (3): Among it, L is the lag order of the dependent variable. ADF test uses T statistic for test,but the T statistic doesn't obey T distribution under the original hypothesis. Mackinnon has done a lot of simulations, which gives three different kinds of test regression test model as well as critical values of t statistic at 1%, 5%, 10% test level under different sample. If test t statistic value is less than the critical value, then reject the original hypothesis; otherwise, accept the original hypothesis.
E. In-sample Forecasts and Out-of Sample Forecasts
Assuming the current time is T3, the known data range is T1-T3. Estimated range is from T1 to T2. The value of the dependent variable in this range is calculated based on the results of the model estimation is historical simulation, it is called In-sample Forecasts. Based on the model, calculated the dependent variable values from T2+1 to T3 is out of sample forecast.
ARMA Model

A. Principle of ARMA Model
For stationary time series, Autoregressive Moving Average Models, namely, ARMA model, with which the trend of change of variables can be well studied. In General, the ARMA (p, q) model includes an auto-regressive process AR (p) and a moving average MA (q). Showing as follows Equation (4):
Among them, the p, q represent the lag order respectively, u t is white noise process.
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Using lag operator to express Equation (5): 
From deformation we get Equation (6): 
ARMA model can also be seen as a regression model, explanatory variables of the regression model is the lag variable of be explained variable, at the same time, the disturbance term of regression model exists q order autocorrelation. The characteristic equation of ARMA model is Equation (7):
Stationary condition is: the root of characteristic equation is out of unit circle, namely, the reciprocal of its root is in the unit circle. Therefore, we can see that the ARMA model is a linear combination of the white noise series, stationary of ARMA model only relate to autoregressive coefficient ) , , , (
to make reversible 
Empirical Analysis
The article chooses the data from January 1995 to September 2008 in our country as the observation samples, a total of165 data, using the front 161 data to establish the AMRA model, the rest to out-of sample forecasts.
A
. Series Stationary Test
The ARMA model is only applicable to stationary sequence, so we have to do stationary test on CPI series before we actually establish the model. This paper uses ADF unit root to test.
(1) From the observation of CPI graphics, we can define the form of the unit root test regression equations, as shown in the CPI line graph in the Fig 1. From Fig 1, it is noted that series CPI showed no change over time trends,Series deviation from the zero value and random fluctuations, So the test equation contains the intercept term, no time trend [6] .
(2)The results of ADF unit root test on the series CP, As shown in the following 
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It is seen from the Fig2, t Statistics of ADF test equals to -6.363639,the absolute value of t Statistics is greater than the absolute value of 1%, 5% level and 10% level, so rejecting the original hypothesis, that is, there is no unit root of CPI series, it is a stationary series.
B. Order Determination of ARMA Model
Inspection from Fig 2 CPI series is stationary, so we can make use of the autocorrelation function and the partial autocorrelation function to determine the order of the model. AC and PAC of CPI series as shown in Fig 3:  From Fig 3, it is seen that autocorrelation function of series CPI begins to small after lag 21 orders, which illustrates the moving average process MA should be low-level, partial autocorrelation function censored after lag 1 order. Therefore, we initially established ARMA(1,1)model. = R F statistic = 5013.929, the corresponding probability value is 0.All the previous data shows that the model is salient on the whole and its fitting effect is pretty good. AR part of ARMA(1,1) modal has a Inverted AR Roots, that is 0.94, and its modal is less than 1; MA part also has a Inverted MA Roots, that is -0.19 and whose modal is less than 1. Thus, it is considered that ARMA(1,1)modal is stable and reversible. The estimated result of ARMA(1,1)model achieved by Lag polynomial: 
E. ARMA Model Forecast
We make out-of sample forecasts of the CPI based on the established ARMA (1, 1) model from June to September in 2008. As shown in table I, from the table, we can see that the relative error is relatively small between the forecast value and the real value of the series CPI, the forecast effect of the model is quite well, but with the increase in the forecast period, the relative error of model forecast is also increasing, the short-term forecast of the ARMA model is still relatively ideal. 
Conclusion
In this paper, for CPI time series we do identification, estimation, residual correlation test and make forecast with the method of Box-Jenkins. Based on the ARMA model of previous 161, and data forecast of the four from 162nd to 165th. Conclude that an appropriate model should meet the following conditions: concise, its coefficient shows to be stable and reversible can be better fitted to the data, there is no residual autocorrelation, relatively good out-of sample forecast and so on. ARMA model, established in this paper, the effects are relatively satisfactory and the relative error of short-term forecasts is relatively small. But we know that the ARMA model is only suitable for stable series, for unstable series, we can use the different approach and other methods to stabilize the series, but we also know that it cannot be over differentiated , otherwise it will lose a lot of important information of the data itself, then there is no point in establishing the ARMA model; sometimes it is also more difficult to determine the order of model, and some model's goodness of fit may be not good, but the effect of out-of sample forecasts is better, so for the selection of the order of the ARMA model we should grope our way in practice. The short-term forecast of ARAM model is still relative ideal, to obtain good results from the long-term forecast still needs further studies.
