We derive a low energy effective model for a two dimensional (2D) system of spinless fermions on a square lattice with repulsive short-range interactions and away from half filling. This model is a natural 2D analogue of the Luttinger model which describes interacting fermions and can be treated exactly by bosonization. It also includes fermion degrees of freedom which cannot be bosonized but, as we argue, can be treated adequately by mean field theory. Our results generalize to 2D a standard approach to 1D lattice fermion systems making them amenable to non-perturbative computation methods by a suitable continuum limit.
Introduction

Aim
The long-standing challenge to understand high temperature superconductors (HTSC) has motivated a large amount of work on two dimensional (2D) Hubbard-like models. However, despite of their apparent simplicity, these model have proved to be very difficult to solve. It is our thesis that this simplicity is deceptive, but it is possible to rewrite these models in a way that makes them appear more complicated and thus disentangle degrees of freedom which are of different nature and therefore require different treatments. One of our guides to find a way to do this are methods which have been used successfully for the 1D analogue of these models, another are experimental results on HTSC, and a third are results from mean field theory.
One powerful approach to 1D lattice fermion systems is to perform a particular limit to obtain a low-energy effective model that can be solved analytically. This limit amounts to linearizing the 1D tight-binding dispersion relation close to the Fermi surface and then taking the continuum limit such that all short-range interactions become strictly local. In the simplest case of spin-less lattice fermions with short-range charge-charge interactions away from half-filling, one thus obtains the Luttinger model [1] which can be solved exactly using bosonization [2] ; see [3, 4, 5] for closely related pioneering papers. It is worth stressing that "exact solution" means very much in this case: not only the partition function but all Green's functions of the model can be computed exactly by analytical methods; see e.g. [6] and references therein. This method can be generalized to 1D Hubbard type systems and is the basis of a paradigm for 1D interacting fermion systems [7, 8, 9] . We emphasize that the construction and solution of the Luttinger model is based on rigorous mathematics [10] . Our aim is to find a similar approach to 2D lattice fermion systems.
Our starting point is a model of spin-less fermions on a 2D square lattice with nearest neighbor and next-nearest neighbor hopping constants t and t and with nearest neighbor density-density interaction of strength V /4 (this is sometimes called t − t − V model; see (6) - (7) for a precise definition). We perform a particular partial continuum limit and thus obtain a 2D continuum fermion model. The latter is a natural 2D analogue of the Luttinger model not only in that it is an effective low energy model for 2D lattice fermions but also in that it is amenable to an analytical, non-perturbative solution in a finite doping regime away from half filling and for intermediate coupling values V /t. However, different from the 1D case, we find that only parts of the fermion degrees of freedom of this 2D Luttinger model can be bosonized and thus treated exactly. We argue that this model is nevertheless useful since the other degrees of freedom are gapped in a finite doping regime away from half-filling, and thus a mean field treatment of them is adequate if one is only interested in low energy properties of the lattice fermion system. To our opinion, this model has also a remarkable mathematical beauty and naturalness; see (2)- (5) below.
In this paper we give a careful derivation of the 2D Luttinger model as a low energy effective model of our lattice fermion system. Our derivation is based on certain hypotheses explained and justified in more details below. These hypotheses make precise which shortdistance details of the lattice fermion model we assume to be irrelevant for its low energy physics, and we use them to justify certain approximations which we make. Otherwise we aim at being mathematically precise.
A concise presentation of the main ideas and some results of the present paper appeared earlier in [11] .
Experimental motivations
The lattice model we study can be regarded as a simplified, spin-less variant of the 2D Hubbard model which is often regarded as prototype model for HTSC [12] . We therefore recall a few well-known facts about the electronic properties of HTSC [13] which partly motivate our approach: An important parameter determining the physical behavior of HTSC materials is the so-called filling factor ν defined as the total fermion number divided by the number of lattice sites. HTSC are insulators at half-filling ν = ν max /2, and they have a conventional and essentially 2D Fermi surface in the so-called overdoped region where ν is significantly different from ν max /2. In the latter region HTSC behave like conventional metals. Our interest is in the so-called underdoped region where ν is close to but different from ν max /2. In this region parts of the Fermi surface of HTSC are not seen due to the opening of a gap [14] , and HTSC have exotic properties which are not fully understood.
In this regime there still exists a well-defined so-called underlying Fermi surface defined by states in the Brillouin zone which are closest to the Fermi energy, and this underlying Fermi surface can be well described by a tight-binding dispersion relation [15] ; see for example Figure 1 . Moreover, the Fermi surface in this region consists typically of four rather straight lines called nodal arcs, as indicated by the dashed lines in Figure 1 . The ν-dependence of the size and location of these arcs has been measured for various HTSC materials; see e.g. [16, 17, 18, 19, 15] . Note that, for our spin-less model, ν max = 1, whereas for the Hubbard model ν max = 2. 
Outline of our approach
We now describe our approach in more detail. The continuum limit which we perform is based on the following three hypotheses which are partly motivated by the above mentioned experimental results on HTSC: (H1) There exists an underlying Fermi surface, and for the low energy physics details of the band structure are only important close to this underlying Fermi surface.
(H2) The underlying Fermi surface contains nodal arcs which are not gapped and can be well approximated by straight lines.
(H3) Certain details of the short-and long distance regularizations of the model are irrelevant for the low energy physics and can be modified at will.
To be more specific about Hypothesis (H2), we assume that the Fermi surface contains four points (Q/a, ±Q/a) and (−Q/a, ∓Q/a) for some parameter Q ≈ π/2, and that close to each of these points the Fermi surface has no gap and can be well approximated by a straight line segment centered at this point and parallel with k 2 = ±k 1 . Their location and size of these nodal arcs is thus defined by two parameters Q and κ. Our formulation of Hypothesis (H3) is vague but is included here to indicate the nature of certain approximations which we make and which will be explained in more detail later on.
To explain the significance of these hypotheses we recall how they are used in the the 1D situation [7] . In this case the Fermi surface consists of two points, and according to Hypothesis (H1) one can linearize the dispersion relation in the vicinity of these points and then take the continuum limit where the lattice constant a is taken to zero. The latter limit amounts to adding and modifying degrees of freedom far away from the Fermi surface. One thus obtains two continuum fermion branches -the left-and the right movers -representing the fermion degrees of freedom in vicinity of the Fermi-surface points. The approximation by a linear dispersion relation and the continuum limit provide crucial simplifications since they lead to a model of interacting fermions which can be mapped exactly to a non-interacting boson model [7] .
The situation in 2D is obviously more involved. One complication is that the Fermi surfaces is not a priori known and depends on filling and interactions. However, it is still useful to consider a typical Fermi surface of the corresponding non-interacting system. The latter is defined by the following tight-binding dispersion relation
with k = (k 1 , k 2 ) the usual momenta in the Brillouin zone |k j | < π/a and the hopping parameters t > 0 and t . As a representative example we have plotted in Figure 1 the Fermi surface (k) = E F for some small negative values of t /t and the Fermi energy E F . The behavior of the dispersion relation (k) is obviously qualitatively very different in different regions of the Brillouin zone: since (π/a, 0) and (0, π/a) are saddle points of (k), no linear approximation of the dispersion relation exists in the so-called anti-nodal regions close to these saddle points. However, in the so-called nodal regions close to the points k = (Q/a, ±Q/a) and (−Q/a, ∓Q/a) on the Fermi surface discussed already above, one can well approximate by a linear dispersion relation; see (23) . (The anti-nodal and nodal regions are indicated by full respectively dashed circles in Figure 1 .) This suggests that the fermion degrees of freedom in these different regions play very different roles in the interacting model. We thus rewrite the model by introducing several field operators ψ ( †) r,s labeled by flavor indices r = ± and s = 0, ± and representing the fermion degrees of freedom in these different regions: r = ± and s = ± correspond to the regions close to the nodal points (rQ/a, srQ/a), and r = ± and s = 0 correspond to the regions close to the saddle points (π/a, 0) and (0, π/a), respectively. According to Hypothesis (H2) we assume that there exist Fermi surface arcs in the nodal region, and due to Hypothesis (H1) we can approximate the dispersion relation close to this Fermi surface arcs by linear dispersion relations and then perform a partial continuum limit where we only take the limit a → 0 for the nodal fermions. We thus obtain a quasi-continuum fermion model with six different fermion flavors ψ r,s , four corresponding to the nodal regions and two corresponding to the anti-nodal regions, and we obtain various interactions between these fermion flavors. Similarly as in 1D, the crucial simplification is that, due to the linear dispersion relation, the interacting nodal fermions can be mapped exactly to bosons [20, 21] . An important technical detail in our computation is that the interaction term under this mapping becomes simple only if we use Hypothesis (H3) to modify the remaining short-distance regularization of the model. We emphasize that we do not make any assumption about the interacting Fermi surface in the anti-nodal region, and whether the anti-nodal regions are gapped or not will come out of a computation and depend on parameters. We also note that, for aesthetic reasons, we also Taylor expand the dispersion relation in the anti-nodal regions and keep only the leading non-trivial terms. However, the latter is not a crucial simplification and could be easily avoided.
Mean field theory
Mean field phase diagrams for our lattice fermion system have been an important motivation and guide for us, as we now shortly describe (a more detailed discussion and further results will appear elsewhere [23] ).
Two dimensional lattice fermion systems with repulsive interactions are often insulators at half filling ν = 1/2, but as one goes away from half filling there are competing tendencies which can lead to complicated physical behavior. A simple method to detect these interesting regions is mean field theory, by which we mean Hartree-Fock theory restricted to variational states which are invariant under translations by two sites; see [24] for details and results for the 2D Hubbard model.
For our lattice fermion model a natural variational mean field parameter is the charge density wave (CDW) gap ∆, and there are two corresponding pure phases: a CDW phase with ∆ > 0 which is insulating, and a normal phase with ∆ = 0 which is metallic. Figure 2 shows the mean field phases of our lattice fermion system as a function of doping = ν − 1/2 and the coupling strength V /t for t = 0 (no next-nearest neighbor hopping). We find three different phases: in addition to the CDW and normal phases there is also a third phase which we call "mixed" and where none of these pure phases is possible (this mixed phase manifests itself as phase separation [24, 23] ). Note that the CDW phase exists only at strictly half filling, and that there is a rather large mixed region increasing with V /t, e.g. for V /t = 6 and t = 0 we have the CDW phase at filling ν = 1/2, the mixed phase at 0 < |ν − 1/2| < 0. − 0.246, and the pure normal phase at −0.246 . . . < |ν − 1/2| ≤ 0.5.
Moreover, the CDW at half filling is quite large, e.g. for V /t = 6 and t = 0 we found ∆/t = 4.27 . . .. It is worth mentioning that, for t = 0, the curve ∆ versus V in the range 2 < V /t < 12 can be well approximated by a straight line ∆ = aV + b with a ≈ 0.78 and b ≈ −0.44 (we expect this to remain true also for larger values of V /t and other values of t ). Figure 2 : Mean field phases of the lattice fermion system in (6)- (7) as a function of doping= ν − 1/2 and interaction strength V /t for t = 0 and zero temperature. Note that the CDW phase exists only at strictly half filling ν − 1/2 = 0. Numerical errors and finite size effects are smaller than the symbols.
This result can be understood as follows. The CDW phase is very stable at half filling corresponding to the chemical potential µ = V (for t = 0), but it cannot be easily doped due to the gap ∆ which is of the same order of magnitude as V : to dope the CDW state one has to increase µ to a value larger than V + ∆, but then the normal state has lower free energy as the CDW state. The reason for this frustration is that, in mean field theory, all fermion degrees of freedom are assumed to have the same gap. However, the free energy gain in the CDW state is mainly due to the logarithmic divergence of the density of states which comes from the degrees of freedom at and close to the saddle points (π/a, 0) and (0, π/a) [25] . This suggests that it should be possible to dope the system and still keep most of the CDW free energy gain by only opening the gap in the nodal regions. Our approach is designed such as to make this possible.
Results
To be more specific we now give a formal definition of the 2D Luttinger model derived in this paper:
1 it can be defined by the Hamiltonian H = H n + H a + H na with the nodal part are the corresponding fermion densities, and the constants v F , c F , c F , µ a , g and g are given by explicit formulas in terms of the parameters of our lattice fermion model and Q and κ; see (24) , (43) and (49). It is important to note that the Hamiltonian above is somewhat formal, and the tildes on the integral-and Dirac delta signs are to indicate that it can be made mathematically precise by using particular short-distance regularizations, as explained in Section 3.4. In particle physics parlance, (2)-(5) define a quantum field theory model with UV divergences which is well-defined with certain UV cutoffs of order 1/a. The precise meaning of these cutoffs will become clear in our derivation of this model.
We now summarize our results. Our main result is a careful derivation of the 2D Luttinger model from the 2D lattice fermion model described above. Our second result is to prove that the 2D Luttinger model is equivalent to a model of 2D bosons coupled to the anti-nodal fermions and with interactions which are at most quadratic in the bosons field operators. We also find that the UV cutoff for the nodal fermions can be removed after bosonization. We stress that these latter results are exact and based on rigorous mathematics, even though we do not emphasize this point in our presentation. We also integrate out the bosons exactly and thus obtain an effective theory for the anti-nodal fermions which includes an effective interaction induced by the bosonized nodal fermions. As we will argue, the latter model can be studied by mean field theory, and this allows to determine by computation whether the anti-nodal fermions are gapped or not. Mean field results for the effective anti-nodal Hamiltonian, the exact computation of the Green's function of the 2D Luttinger model, and a generalization of our results to the 2D Hubbard model will be published elsewhere [23] .
Related previous work
Obviously our work owes much to important ideas about 2D interacting fermion systems which have been discussed extensively in the literature, mainly motivated by the HTSC problem. The idea that 2D interacting fermions can have "Tomonaga-Luttinger-liquid" behavior which can be understood by bosonization in each direction of the Fermi surface [20] was advocated early by P.W. Anderson [22] . One implementation of this idea which is closest to ours appeared already earlier: Mattis [21] proposed an exactly solvable 2D model of interacting fermions with a square Fermi surface which is similar to our nodal fermion model with the anti-nodal fermions ignored; see also Ref. [26, 27] . Various other implementations of this idea have appeared in the literature since then (see e.g. [28] and references therein), but to our knowledge, they all differ in detail from our construction. In particular, Luther [29] proposed a bosonized model taking into account the 2D square Fermi surface in all detail. However, in this approach analytical computations are only possible if one ignores all interactions coupling the different 1D "chains" in Fourier space. Since we use a simplified description of the Fermi surface we do not need any such ad-hoc truncation. Still, our description of the Fermi surface is more detailed than in Mattis' model [21] since we also take into account the anti-nodal fermions which, as is well-known, are important for CDW-and other instabilities [25] . A related important difference to previous work is that our bosonization is only partial: only parts of the fermion degrees of freedom, i.e. the nodal fermions, are bosonized, but no such bosonization is attempted, an indeed possible, for the anti-nodal fermions. As mentioned, the reason why we still obtain a useful model is that the anti-nodal fermions can be treated by conventional methods.
Plan of the paper
The rest of this paper is organized as follows. Section 2 gives a detailed definition of the lattice fermion model studied in this paper, mainly to define our notation. Sections 3 and 4 contain our derivation of the 2D Luttinger model and its partial exact solution by bosonization, respectively. We conclude with a few final remarks in Section 5. Some technical details are deferred to three Appendices.
Definitions and notation
In this section we give a precise definition of the lattice fermion model we study and define our notation.
We consider a square lattice with lattice constant a > 0 and (L/a) 2 1 lattice sites. The lattice sites are x = (x 1 , x 2 ) = (an 1 , an 2 ) with integers n j such that
We use this latter somewhat unconventional large distance cutoff to simplify some technicalities latter on.
The model we consider describes spinless fermions on this lattice and is defined by a Hamiltonian H = H 0 + H int which we write in terms of fermion creation and annihilation operators ψ ( †) (x) defined by the usual anticommutator relations
etc. and a vacuum |0 annihilated by all operators ψ(x). The free part of the Hamiltonian is
with the hopping matrix T (x − y) equal to t/a 2 > 0 for nearest neighbor sites (i.e. if |x − y| = a), t /a 2 for next-nearest neighbor sites (i.e. if |x − y| = √ 2a), and zero otherwise; µ is the chemical potential. The interaction part is
with u(x − y) = V /4 > 0 for nearest neighbor sites x, y and zero otherwise. Note that our scaling with a is such that t, t , V and µ all have the dimensions of an energy.
The average number of fermions per site is called filling and is defined as follows,
where · is the (thermal) ground state expectation value and N the fermion number operator. Thus 0 ≤ ν ≤ 1, and half-filling corresponds to ν = 1/2.
We recall that the model is invariant under the particle-hole transformation ψ(x) ↔ (−1) (x 1 +x 2 )/a ψ † (x) equivalent to the following change of parameters
up to an irrelevant change of H by some additive constant.
Our conventions for Fourier transformation are as follows,
This allows us to write
with the dispersion relation (k) in (1) and the following Brillouin zone
here and in the following we use the notation
The interaction part in Fourier space is
The physical interpretation of (12) is that our interaction contains all possible scattering terms k 4 → k 3 and k 2 → k 1 weighted by a factorû(k 1 − k 2 ) and otherwise restricted only by overall momentum conservation
We will also use fermion density operators like
with the following conventions for Fourier transformation
. . up to umklapp terms indicated by the dots; here and in the following we use the symbol p for Fourier variables such that p ± = 2π L
×(integer).
Note that our normalizations are such that the formal continuum limit a → 0 makes sense, in particular δ x,y /a 2 → δ 2 (x − y) (Dirac delta) and x a 2 → d 2 x (Riemann sum). However, we are interested in the continuum limit where ν > 0 is fixed, and this limit is more delicate. Note also that our formulas have a well-defined formal thermodynamic limit
3 Derivation of the 2D Luttinger model
Eight flavor model
We divide our Brillouin zone in eight non-overlapping regions as indicated in Figure 3 .1.
For that we define eight vectors Q r,s with r = ± and s = 0, ±, 2 as follows
for some Q ≈ π/2. We also introduce eight corresponding rectangular regions BZ r,s so that every vector in BZ can be written uniquely as
and r, s. Mathematically these regions can be defined as follows,
with a parameter κ in the range 0 < κ < 1; see Figure 3 .1; to not burden our presentation we ignore possible ambiguities at the boundaries of these regions which are irrelevant for large systems. Thus our division of the Brillouin zone depends on two parameters Q and κ where the former specifies the locations and the latter the size of the Fermi surface arcs.
We now definê
which allows us to rewrite the free-and interaction parts of our Hamiltonian in (9) and (12) as follows,
and
where "(· · · )" is short for "r 1 , s 1 , . . . , r 4 , s 4 " and
Figure 3: Division of the Brillouin zone BZ in eight regions BZ r,s marked as (r, s) for r = ±, s = 0, ±, 2. The eight dots mark the points Q r,s in (15) for the Fermi surface and the parameters Q = 0.45π and κ = 0.8. Note that k 1,2 are only defined up to integer multiples of 2π/a, and thus the union of the regions BZ r,s cover the BZ exactly once.
The fermion number operator can now be written as
where N r,s is the number operator for the (r, s) fermions. Here and in the following it is sometimes convenient to extend the sums over momenta to the whole Brillouin zone be definingψ r,
We stress that, up to now, we only rewrote our Hamiltonian without any approximation. However, we now can interpret it as model of eight different flavors of fermions distinguished by the labels s and r. The degrees of freedom with the flavor index s = 0, r = ± are what we call anti-nodal fermions, and the ones with s = ±, r = ± are the nodal fermions. We call the degrees of freedom with s = 2 for r = + and r = − the in-and the out fermions, respectively.
We have introduced two parameters Q and κ for generality, and the effective model we derive below depends on them. In principle these parameter can be determined from filling and by minimizing the total energy, but for now we will leave them arbitrary. We note that the choice κ = 1/2 and Q = π/2 is special since then all the "small" Brillouin zones BZ r,s are identical and equal to the Brillouin zone of the "large" lattice with sites X = n 1 (1, 1)a + n 2 (−1, 1)a, n j integers, which contains eight sites of the original lattice per elementary cell. However, it is important to note that our eight flavor model is not local on this larger lattice.
Our fermion flavors can be naturally divided into four different classes which have different physical behavior: (i) (+, 0) and (−, 0) (anti-nodal fermions), (ii) (+, +), (−, +), (+, −) and (−, −) (nodal fermions), (iii) (+, 2) (in-fermions), and (iv) (−, 2) (out-fermions). It is interesting to note that this division of fermions in four classes is also implied by symmetry considerations: Our lattice model is invariant under the (discrete) rotation and parity transformations R :
but these transformations mix our fermion flavors (r, s) as follows,
for r = ±. Thus the four fermion classes above transform under different irreducible representations under the group generated by R and P.
Low energy approximation
We now modify the eight flavor model such that the low energy physics is not significantly affected and that the model becomes amenable to exact and non-perturbative computations.
For that we follow the strategy which has been successfully used in 1D and assume that there is some underlying Fermi surface dominating the low energy physics, and that we can modify, ignore or add degrees of freedom far away from this Fermi surface (in the latter two cases we need to correct the definition of doping, of course); see Hypotheses (H1)-(H3) in Section 1.
We expand the dispersion relations of the different fermion flavors defined in (17) in Taylor series in k ± , and denoting the lowest order non-trivial terms as E r,s ,
with the dots indicating higher order terms. We find
with the constants
We see that the nodal fermions (r, ±) have dispersion relations which are approximately linear and with a constant Fermi velocity, but the dispersion relations of the anti-nodal fermions (r, 0) are quadratic. We also assume that the in-and out fermions (−, 2) and (+, 2) have energies far away from the Fermi energy, and we therefore expect that they can be ignored. We will show later that this is indeed the case.
In our low energy approximation we replace the dispersion relations r,s (k) by the lowest order terms (Q r,s ) + E r,s (k). In fact, this approximation is only essential for the nodal fermions and need not be done for the other fermion flavors. We will therefore discuss the validity of this approximation only for the nodal fermions, and for later reference we also quote the nodal dispersion relations up to the quadratic terms,
In a similar spirit we approximate the interaction vertex in (20) bŷ
We expect that this is a good approximation in the low energy limit since the relevant momenta k j ∈ BZ r j ,s j in (19) are all small in comparison to π/a. We thus only keep the interactions between the fermion flavors where
for some integer vector n. There are several such terms which are listed in Table 3 .2 and which we now compute in more detail.
r, s −r, s −r, s r, s (s, s ) = (±, ∓), (0, 2), (2, 0) 5.
r, s r, s −r, s −r, s (s, s ) = (±, ∓), (0, 2), (2, 0) 6.
r, s −r, s r, s −r, s s = 0, 2, s = ± only for Q = π/2 Table 1 : List of all interactions terms potentially contributing to the low energy model derived in Section 3.2; r, r = ±.
Terms 1 in Table 3 .2 are Hartree-like, i.e. they describe scattering processes Q r,s → Q r,s and Q r ,s → Q r ,s which preserve fermion flavors, and they are given by
where the prime in the sum indicates that the diagonal terms (r, s) = (r , s ) should be excluded (the latter are terms 3 in Table 3 .2 and will be treated separately). It is useful to introduce the operatorsρ
which allow to write the Hartree-like interactions in the following simpler form,
we used (2π) 2û (0) = a 2 V . The operators in (29) can be naturally interpreted as Fourier transformed fermion densities.
Terms 2 are Fock-like, i.e. the corresponding scattering processes Q r,s → Q r ,s and Q r ,s → Q r,s exchange fermion flavors, and they are given by
Renaming k 2 , k 4 to k 4 , k 2 and using the anticommutator relations of the fermion field operators we can also write H 2 in terms of fermion densities, (31) with N r,s =ρ r,s (0) equal to the number operators in (21) and the constants v r,s,r ,s
By simple computations we find 
for all r, r = ±. Note that f r,s equals the ratio of the area of BZ r,s to the area of BZ, and r,s f r,s = 1. We excluded the diagonal Hartree terms where (r, s) = (r , s ) above since, by simple computations similar to the ones described above, they can be simplified to
and thus do not contribute to the interactions; see Appendix A.1 for details.
Terms 4 and 5 in Table 3 .2 are mixed, i.e. they are Hartree-like in one and Fock-like in the other of the components of the momenta. By straightforward computations one finds that they exactly add up to zero; see Appendix A.1 for details.
The remaining terms 6 are back-scattering terms where the condition in (28) holds true for a non-zero integer vector n. In fact, the back scattering terms for the nodal fermions 6 exist only for Q = π/2 since otherwise the condition in (28) is not fulfilled. Anyway, a simple computations shows that these terms are identical to zero; see Appendix A.1.
To summarize, we found that in our low energy approximation
and 
with the dispersion relations in (23) and the constants in (22) , (24), (33) and (34) .
In the following we will denote this approximate Hamiltonian as H = H 0 + H int .
Normal ordering
Up to now we assumed a reference state |0 in our fermion Fock space which is annihilated by all fermion operatorsψ(k). Before taking the partial continuum limit it is important to introduce another reference state |vac ("Dirac sea") in which all momentum states k inside some Fermi surface are filled. This reference state can be defined as follows,
where S is the set of all filled momenta k and which we need to specify. After the partial continuum limit it is only possible to measure physical quantities with respect to this state |vac , i.e., only expectation values of normal ordered operators are finite. We therefore have to determine the effect of normal ordering for various operators of interest to us.
To be more specific, we assume that nodal fermion states (s = ±) are filled up to the Fermi surface arcs described in the introduction and indicated by dashed lines in Figure 1 . This is the only assumption we really need to make about the Fermi surface since the partial continuum which we perform only affects the nodal fermions. However, it is convenient for us to also assume that the the anti-nodal fermions (s = 0) are half filled corresponding to the square Fermi surface |k ± | = π/( √ 2a), and that the in-and out fermions (s = 2 with r = − and r = +, respectively) are totally filled and totally empty, respectively. Thus the sets of filled states for the different fermion flavors r, s are as follows,
This allows us to fully characterize the new reference state as follows,
We compute the filling factors ν r,s (1 − κ)
The total filling factor in this state is therefore r,s ν r,s = 1 2
We now define normal ordering of various operators A quadratic in the fermion fields as usual, : A :
In particular, the normal ordered fermion number operators are : N r,s : = N r,s − ( L a ) 2 ν r,s . Thus the filling is related to the expectation values of these normal ordered particle number operators as follows,
We now compute the relation between the Hamiltonian H and its normal ordered form. It is important that the Hamiltonian is expressed in terms of normal ordered fermion densitiesĴ
Since normal ordering of these densities is irrelevant unless p = 0 andρ r,s (0) = N r,s we get
Inserting this in the effective Hamiltonian derived in the previous section we get
with the dispersion relations in (23), the parameters
and the constants in (22), (24), (33) and (34); E 0 is an irrelevant additive constant which will be ignored in the following. The µ r,s correspond to chemical potentials which are different for the different fermion flavors.
The condition that the points Q r,± are on the Fermi surface is equivalent to µ r,± = 0, and this fixes the chemical potential µ and µ r,s for r = ± and s = 0, 2. By straightforward computation we find (from now on we write µ a short for µ r,0 )
The particle-hole transformation mentioned in Section 2 provides a useful check of our computations as follows: under this transformation,ψ r,s (k) ↔ψ † −r,s (k), and this is equivalent to the following change of parameters,
in addition to (t, t , ν, µ, V ) → (t, −t , 1−ν, 2V −µ, V ) already mentioned. Our approximate model is invariant under this transformation if, in addition, µ r,s → −µ −r,s .
The latter condition provides a useful check of our computations leading to the results in (42)-(44).
Continuum limit
We now assume that the parameters are such that µ −,2 > 2t and µ +,2 < −2t.
This gives some minor restrictions on the allowed parameter values which are important to check. If this condition is fulfilled the in-and out fermions (+, 2) and (−, 2) have energies far below and far above the Fermi energy, respectively. We thus obtain a Hamiltonian for the nodal and anti-nodal fermions only. We write this Hamiltonian as H = H n + H a + H na with
the terms involving only the nodal fermions,
the pure anti-nodal fermion terms, and
the rest; to simplify our notation we introduced the constants
which we obtained by computing 2a
The doping constraint is still given by (40), but from now on the sum is restricted to r = ± and s = 0, ±1.
We now can take the formal continuum limit a → 0 keeping the model parameters v F etc. fixed. This amounts to dropping the restrictions on the momentum variables k, and by inverse Fourier transformation we obtain the Hamiltonian given in (2)- (5) in Section 1. However, this model is well-defined only with certain regularizations which are naturally obtained by only performing a partial continuum limit: in the model above the Fourier transformed fermion operatorsψ
r,s (k) are restricted to momenta k which lie in the sets BZ r,s in (16), and rather than dropping these restrictions altogether we only relax them as follows, |k ± | < κ π √ 2a for s = 0 (50) and − ∞ < k ± < ∞ and |k ∓ | < π a for s = ± (51)
note that we keep our long-distance cutoff as before, i.e. the k ± are half integer multiples of 2π/L.
This gives a precise meaning to the formal Hamiltonian in (2)- (5). For example, writing the nodal Hamiltonian as
with the sum over all x ∓ =ã×(integer) such that |x ∓ | < L/2, and the precise meaning of the anti-commutator relations {ψ r,± (x), ψ † r,± (y)} =δ
The regularized version of the nodal interaction part H n does not have such a simple form. In particular, one would naively expect that the regularized version of H n,±
but the latter differs from the inverse Fourier transform of the corresponding term in (46) by umklapp processes (the interested reader can find the precise statement in Appendix A.2).
In the next section we show that, after bosonization, it is possible to make the nodal fermions fully continuous by taking the limitã → 0, and therefore (by one of our hypotheses) the precise form of the regularization of the nodal fermion interactions should be irrelevant.
We note that for a mathematically rigorous treatment of the model it is convenient for us to use the following regularization of the nodal interaction terms,
where U proportional to a regularized Dirac delta, for example
with θ(L/a − |n|) = 1 if |n| < L/a and 0 otherwise. However, for simplicity, we will use this regularization only in an appendix, and we set U (x − y) = g δ 2 (x − y) in the main text.
Bosonization and partial exact solution
In this section we show that the 2D Luttinger model derived in the last section is amenable to analytical, non-perturbative computations.
Bosonization
The 2D Luttinger model is useful since the interacting nodal fermion can be mapped exactly to non-interacting bosons: the Hamiltonians in (53) can be interpreted as model for 1D fermions with x ± a continuum spatial variable and x ∓ a discrete flavor index, and it is therefore possible bosonize the Hamiltonian by the very same mathematical results which allow to bosonize the 1D Luttinger model [2] . The non-trivial issue is to find the appropriate scaling of the operators with the short distance cutoffã corresponding to the lattice constant in x ∓ direction. It turns out that, after bosonization, the model has a well-defined and nontrivial limitã → 0.
For the convenience of the reader we have collected the pertinent results on 1D bosonization in Appendix B.1. It is straightforward to apply these results to the regularized nodal Hamiltonian. We therefore only state the result and defer the detailed derivation to Appendix B.2.
be in the range −1 < γ < 1. Then the nodal Hamiltonian in (2) and the interaction term in (4) are equivalent to (59) and
with 2D boson operators Φ ± and Π ± satisfying the usual canonical commutator relations
etc. and related to the nodal fermion currents as follows,
We will refer to the quasi-particles corresponding to the fields in (62) as nodal bosons.
To fully define the bosonized model we also need to specify the representation of the boson fields. For that we consider the Fourier transformed nodal fermion densitieŝ
before the limitã → 0. It is convenient to define the operators
for all p such that p s > 0. From the result collected in Appendices B.1 and B.2 it follows that these are standard boson operators. i.e.
Moreover,
Here and in the following the prime on a sum means that zero mode terms with p s = 0 should be excluded, and the symbol "∼" means "equal up to zero mode terms". We ignore the zero mode terms to simplify our discussion and since their effect is irrelevant in the thermodynamic limit L → ∞. We thus see that the representation of the boson fields is the standard one.
Remark: We believe that it is possible to promote the results in the section to a mathematical theorem.
Elimination of the nodal fermions
In the previous section we found that the 2D Luttinger Hamiltonian can be mapped exactly to a Hamiltonian of non-interacting nodal bosons coupled to the anti-nodal fermions. This model is remarkably similar to the standard model of metallic electrons coupled to phonons, and similarly as for that model we can eliminate the nodal bosons and thus obtain an effective model for the anti-nodal fermions with an additional time dependent two-body interaction induced by the nodal bosons.
We derive this effective model using a standard functional integral formalism. We represent the partition function Z of the bosonized 2D Luttinger model as functional integral over the real-valued fields Φ ± = Φ ± (τ, x) and Grassmann number valued fields ψ ±,0 = ψ ±,0 (τ, x) with τ ∈ [0, β) the usual Matsubara time and β > 0 the inverse temperature. Denoting the standard functional integral measures as D[· · · ] we obtain (see e.g. [30] for a textbook presentation)
with J ±,0 = : ψ † ±,0 ψ ±,0 :, and L na = (πã) −1/2 g J 0 (∂ + Φ + + ∂ − Φ − ) with J 0 = J +,0 + J −,0 ; by standard abuse of notation we denote the integration variables in the functional integral by the same symbol as the corresponding operators in the Hamilton formalism, and we suppress the common arguments τ, x.
The boson integral is Gaussian and can be computed exactly, and the result has the following form,
with Z n = D[Φ + , Φ − ] e −Sn the nodal contribution to the partition function and v eff the effective two-body potential for the anti-nodal fermions which we want to determine.
We obtain the following Fourier transformed effective potential,
with the functions
where we use polar coordinates, (p + , p − ) = |p|(cos ϕ, sin ϕ), and the nodal partition function is
(the interested reader can find some details of this computation in Appendix C.1). From the result in (71) we conclude that the dispersion relations of the nodal bosons are given by the functions E ± (p).
The argument of the exponent in the functional integral in (67) defines the effective action for the anti-nodal fermions. As expected from the above-mentioned analogy with phonons, the effective interaction induced by the nodal phonons is attractive and has a non-trivial time dependence. One can study this effective anti-nodal fermion model by a generalized mean field theory allowing for frequency dependent CDW and charge order parameters (this would be similar to the Migdal-Eliashberg theory of electron-phonon systems [31, 32] ), but this is beyond the scope of the present paper). To simplify our analysis we approximate the time dependent effective potential by an interaction local in time as follows,
We have checked that this approximation is reasonably, as discussed in Appendix C.2. We find thatv eff (0, p) is constant and, up to a minus sign, equal to
and we therefore obtain the remarkable result that the time-local effective interaction potential is also spatially local:
The effective anti-nodal fermion model is thus mapped to the following effective Hamiltonian
where we dropped an irrelevant additive constant; see Appendix C.3 for details.
It is important to note that our scaling is such that the doping of the nodal fermions is zero in the thermodynamic limit: see (94) 
To summarize, we found that the effective interaction induced by the nodal bosons in the time-local approximation (68) only renormalizes coupling of the anti-nodal Hamiltonian in (47) as follows,
The phase of the model can be found by determining the groundstate of this effective Hamiltonian with the doping constraint in (75).
Remark: It should be possible to also derive the results in (74) and (70) in the Hamiltonian formalism by using a Bogoliubov transformation to diagonalize the nodal boson Hamiltonian in (2) and then following Bardeen and Pines [33] in their treatment of electron-phonon systems. However, this would make the computations significantly longer.
5 Final remarks 1 . As mentioned in the introduction, the nodal Hamiltonian is essentially Mattis' model [21] , and the relevance of the anti-nodal model as an effective model for 2D lattice fermion systems was pointed out already by Schulz [25] . We show in this paper that these two models capture complimentary aspects of the physics of 2D lattice fermion systems, and our 2D Luttinger model includes them both.
2.
The phase diagram of the 2D Luttinger model can be determined from the effective anti-nodal Hamiltonian derived in Section 4.2 using mean field theory. By reasons shortly discussed in Section 1.4, there should exist a phase away from half-filling with finite Fermi surface arcs and where the anti-nodal fermions have a CDW gap. In this phase the antinodal fermions do not contribute to the low energy physics, and the exactly solvable nodal fermion model in (2) fully accounts for the low energy physics. Since the effective antinodal coupling can become zero and even negative, also other anti-nodal phases should be possible, including metallic and superconducting phases. We plan to present quantitative results on this in the near future [23] .
3. It is worth emphasizing that the 2D Luttinger model has only a single free parameter more than the original lattice fermion model we started from, namely the parameter κ determining the size of the anti-nodal regions (the other parameter Q we introduced replaces the chemical potential µ as a means to fix the filling factor). In principle κ could be determined by a variational computation, but we expect that κ can also be fixed by comparison with the experimental data mentioned in Section 1.2 and/or by the requirement that the resulting underlying Fermi surface is reasonable and/or by the requirement that the mean field phase diagram of our effective anti-nodal fermion Hamiltonian is consistent with the one of the original lattice fermion system.
4.
The computations in this paper were mostly exact except for a few key approximations where we used the hypotheses in Section 1.3. All these approximations amount to adding or ignoring terms in the Hamiltonian which, as we argue, are not relevant for the low energy properties of the system. It would be interesting to check the validity of these approximations in more detail using renormalization group techniques [34, 35, 36] . In particular we feel that the following terms would deserve a more thorough investigations: the higher order terms in the expansion of the nodal dispersion relation in (25)- (26), and the nodal umklapp terms discussed in Appendix A.2.
5.
It is possible to compute all Green's functions of the nodal fermion model in (2) exactly. This will allow to make experimental predictions about the system in the phase where the anti-nodal fermions are gapped and, in particular, answer the question whether the nodal fermions are a Fermi liquid or not (note that the bosonization results in this paper by themselves do not allow any conclusion concerning Fermi liquid behavior [28] ). We plan to come back to this in the near future.
6. As mentioned, we expect that there are interesting parameter regions where the antinodal fermions are not gapped. In these regions the mean field approximation described in Remark 2 above cannot be trusted. It would be interesting to find a reliable computation method to treat the effective anti-nodal Hamiltonian also in that regime.
7.
For simplicity we restricted ourselves in this paper to spinless fermions. Most of our results can be generalized to the 2D Hubbard model [23] , similarly as in 1D [9] .
The diagonal Hartree terms 3 are
Rewriting this by renaming k 2 , k 4 to k 4 , k 2 and adding the result to H 3 above yields
We now use the canonical anticommutator relations of the fermion field operator twice and obtain the result in (35) .
The sum of terms 4 and 5 for every case (s, s ) listed in Table 3 .2 can be written as
sinceû(Q r,s − Q −r,s ) =û(Q r,s − Q r,s ). Renaming in the second term k 2 , k 4 to k 4 , k 2 and using the canonical anticommutator relations of the fermion field operators we find
The backscattering terms 6 are
by a simple computation similar to the one for H 3 above.
A.2 Umklapp processes
The interaction term in (55) written in Fourier space is
with the 2D basis vectors e ∓ = (1, ∓1)/ √ 2, whereas the corresponding term in (46) is
B Bosonization B.1 Bosonization in 1D
In this appendix we collect some well-know results about the 1D Luttinger model which we need to bosonize the nodal fermion Hamiltonian. More details can be found in [2, 10, 37, 8] , for example.
We consider a variant of the 1D Luttinger model defined by the following Hamiltonian,
where χ
r,n are 1D fermion operators with the canonical anti-commutator relations
are the corresponding fermion densities; ∂ = ∂/∂x, n is a flavor index running over 0, ±1, ±2, . . . , ±M for some integer M > 1, v F > 0 is a constant, and the pairing potential U (x − y) is assumed to be a smooth function invariant under the shift x → x + L. We use anti-periodic boundary conditions, and the colons indicate normal ordering.
We note that H above is just a sum of 2M + 1 decoupled Luttinger Hamiltonians. Moreover, one is usually interested in the limiting case
corresponding to the so-called massless Thirring model. From a mathematical point of view the later limiting case is somewhat delicate; see e.g. [38] . However, for our purposes this can be ignored.
We now state the well-known results needed to bosonize and solve this model; see e.g. [10] or [37] . Firstly, the following non-trivial commutator relations of the fermion densities, [j r,n (x), j r ,n (y)] = rδ r,r δ n,n 1 2πi
and secondly, a following identity allowing to express the free part of the Hamiltonian in terms of the fermion densities,
It is also important to note that these identities hold true on a fermion Fock space with a reference state |vac defined by the following conditionŝ χ ±,n (±k)|vac =χ † ±,n (∓k)|vac = 0 ∀k > 0 whereχ r,n (k) = (2π)
. The first result implies that the operators
obey the canonical commutator relations of 1D bosons,
etc., and the second result allows to express the Luttinger Hamiltonian in terms of these bosons,
Thus the 1D Luttinger Hamiltonian is mapped to a free boson model which can be easily solved.
To solve this model it is convenient to introduce
which are boson annihilation operators obeying the usual relations b n (p)|vac = 0 and
δ p,p δ n,n etc. Moreover, they allow to write
where "∼" means "up to zero mode terms"; see e.g. [37] for details on the latter.
We also mention an important formula expressing the fermion-in terms of the boson operators
and allowing to exactly compute all Green's functions of the model; see e.g. [6] . The precise mathematical meaning of this formulas is explained e.g. in [10] or [37] .
B.2 Bosonization in 2D
In this appendix we show how the mathematical results collected in Appendix B.1 can be used to bosonize the 2D Luttinger result and thus obtain the results states in Section 4.1.
By identifying x ± with x, x ∓ with nã, and
the 1D Luttinger Hamiltonian in (76) is identical with the free nodal Hamiltonian in (53). Note that 2M + 1 = L/ã. We thus can identify
and (80) implies
whereδ 2 (x − y) = δ(x ± − y ± )δ x ∓ ,y ∓ /ã is our regularized Dirac delta. Thus the operators Π ± (x) =ã −1/2 π n (x) and Φ ± (x) =ã −1/2 φ n (x), identical to the ones in (62), obey in the continuum limitã → 0 the canonical commutator relations in (61), and (81) implies
with˜ d 2 x = dx ± x ∓ã our regularized 2D integral.
It is important to note that all formulas above have a well-defined continuum limit a → 0. Moreover, in this limit we can write the nodal interaction H n in (56) as follows
with γ = g/(ãπv F ). Inserting (24) , (49) and (52) we obtain (58). The result in (59) follows by taking the limit U (x − y) = g δ 2 (x − y).
It is worth noting that the interaction in (55) is identical to the Luttinger interaction in (77) and (79), and its bosonized form thus can be obtained from (86).
We finally note that our scaling is such that a L N r,± =ã L 
C Effective interaction
In this appendix we give some details on how we obtained the results presented in Section 4.
C.1 Integrating out the nodal bosons
This appendix contains some details on the computation of the effective anti-nodal model discussed in Section 4.2.
Using Fourier transformation and introducing a matrix notation
withΦ ± =Φ ± (ω, p) andΦ † ± (ω, p) =Φ ± (−ω, −p), and similarly forK withK ± (ω, p) = (πã) −1/2 g ip ±Ĵ (ω, p), we can write the actions defined at the beginning of Section 4.2 as
with the inverse nodal boson propagator A straightforward computation yields the result in (68)-(70). Moreover, we find that the eigenvalues of the matrix D(ω, p) are ω 2 + E ± (p) 2 , and thus
which yields (71) up to the zero modes and an irrelevant multiplicative (infinite) constant which we can ignore.
C.2 Locality of the effective interaction
We compute the effective action v eff (τ, x) from (68) by inverse Fourier transformation and find v eff (τ, x) = −g eff 1 v and (x + , x − ) = |x|(cos χ, sin χ). Plotting this function f γ (χ, x) using MATLAB we find that it does not change much with γ, that it is positive for small values of x, and that it diverges as 1/|x| for x → 0. However, for x >≈ 1 this function oszillates strongly with x and χ and is predominantly negative. Thus v eff (τ, x) is sharply peaked and strongly attractive for |τ | |x|/v F , but for |τ | > |x|/v F it is strongly oszillatory. Moreover, the fact that dτ v eff (τ, x) = −g effδ 2 (x) proves that this effective interaction averages in time to zero everywhere except in x = 0. We thus expect that the local approximation in (73) is reasonably accurate.
C.3 Effective anti-nodal Hamiltonian
It is obvious that the effective anti-nodal action in the exponent in (67) and with the local interaction in (73) corresponds to the effective Hamiltonian
which differs from the result in (74) by terms proportional to
±,0 (p)Ĵ ±,0 (−p).
We now show that these terms can be ignored. (29) and (32) we find that
±,0 (k 1 )ψ ±,0 (k 1 ) = 1 a 2 f ±,0ρ±,0 (0) by a computation similar to the one of H 3 in Appendix A.1. This implies ( * ) = 1 a 2 (f ±,r − 2ν ±,r )ρ ±,0 (0) + const = const by (34) and (39). We thus see that the terms ( * ) only contribute additive constants to the effective Hamiltonian which can be ignored.
Remark:
The non-trivial result of this appendix is that the coefficient in front ofρ ±,0 (0) is zero, i.e. that there is no renormalization of the chemical potential µ a by the nodal bosons. This is true because we use a half-filled reference state for the anti-nodal fermions.
