In this article we study the maximum queue length M in a busy cycle in the M/G/1 queue. Assume that the service times have a logconvex density. For such (heavy tailed) service time distributions the Foreground Background service discipline is optimal. This discipline gives service to those customer(s) that have received the least amount of service so far. It will be shown that under this discipline M has an exponentially decreasing tail. From the behaviour of M we obtain asymptotics for the maximum queue length M (t) over the interval (0, t) for t → ∞.
Introduction
The maximum number of customers present in the system is an important characteristic of a queueing system. For a real world system, in which buffers are typically finite, it indicates how large the buffer should be in order not to lose too many customers. Unfortunately, not much is known about the distribution of the maximum queue length M in one busy cycle. For the M/G/1 FIFO queue Cohen (1969) gives an integral representation of the distribution of M . For the M/M/1 queue with workload ρ < 1, relation (2.50) in Cohen (1969) yields a simple expression for the exceedance probabilities: P (M > n) = ρ n (1 − ρ)/(1 − ρ n+1 ).
(1)
The tail of the exponential service time distribution becomes heavier when we multiply it with a positive power of x (gamma distribution), replace it by exp(−x β ) for some β ∈ (0, 1) (Weibull distribution) or replace it by (1 + x) −α for some α > 0 (Pareto distribution). In all these cases the density f is logconvex, i.e. log f is convex. Those distributions may also be characterized by a decreasing likelihood ratio and have been called DLR. For service times with a logconvex density, the Foreground Background (FB) service discipline is optimal, see theorem 2 below. The FB discipline gives service to those customers who have received the least amount of service. If there are n such customers, then they are served simulteneously at rate 1/n. When the age of a customer is the amount of service he has received, the FB discipline gives service to the youngest customer(s) present in the system. See Kleinrock (1976) and Yashkov (1992) for more information on the FB discipline.
In this article we study the maximum M of the M/G/1 queue with the FB service discipline in a busy cycle. We show that for service disciplines with a logconvex density, the maximum queue length M satisfies
where ρ is the load of the system. The upper bound does not depend on the precise form of the distribution and is comparable to the precise value of the exceedance probabilities for exponential service times in (1). We shall also establish a sharper bound which depends on the Laplace transform of the service time distribution. The paper is organized as follows. In section 2 we establish the notation and prove the basic proposition. The inequality (2) is proved in section 3. In section 4 we use (2) to obtain asymptotics for the maximum queue length M (t) in the interval (0, t) for t → ∞. We conclude with an example.
Main proposition
Consider an M/G/1 FB queue with arrival rate λ and i.i.d. service times B 1 , B 2 , . . . with distribution function F . Let B denote a generic service time and let the load ρ = λEB satisfy ρ < 1. Assume the queue is empty at time 0 and let M be the maximum queue length in the (first) busy period. In order to determine an upper bound for the tail probabilities P (M > n), we compare the M/G/1 FB queue with a queue with the same arrivals and service times, but with a different service discipline, say FB * . Under the discipline FB * the customer that starts the busy period has the lowest priority, and is only served when there are no other customers present in the queue. The other customers are served according to the FB discipline. Let M * denote the maximum queue length in a busy period in the M/G/1 FB * queue. The basic idea of this paper is contained in the following proposition.
Proposition 1 For the discipline FB * above
Proof By definition of the discipline FB * , the busy period consists of two (disjoint) types of periods: periods in which only the first customer is served and periods during which only other customers are served. The latter we call subbusy periods. Let the random variable K denote the number of subbusy periods in the busy period. The subbusy periods behave as M/G/1 FB busy periods with one additional customer that is not served. Let the maximum queue lengths in the subbusy periods be M 1 + 1, M 2 + 1, . . . , M K + 1. They are i.i.d. and have the same distribution as M + 1.
A realisation of the busy period in the M/G/1 FB * queue with K = 2.
Conditional on the first service time B 1 = x, the number of subbusy periods K is a Poisson distributed random variable with parameter λx. Indeed, K is the number of times the service of the first customer is interrupted. By the memoryless-property of the arrival process, the inter-interruption times are independent and exp(λ) distributed.
The conditional probability f k,x (m) that M * = m given that K = k and
Hence
The result now follows.
Theorems
For service time distributions with a logconvex density, the FB discipline is optimal in a strong sense.
As is usual, we restrict attention to service disciplines that cannot look into the future. This means that each instant the choice of the customer to be served is measurable with respect to the filtration {F t , t ≥ 0} where F t is the sigmaalgebra generated by the arrival and departure times and ages of the customers up to time t.
The following theorem, due to Righter, is theorem 13.D.8 of Shaked and Shantikumar (1994) in a form adapted to the present setting.
Theorem 2 (Righter) Let π be a service discipline and let N F B (t) and N π (t) denote the queue lengths at time t in G/GI/1 queues with disciplines F B and π respectively and the same interarrival and service time distribution. If the service time distribution has a logconvex density, then there exist processes
Theorem 2 applied to proposition 1 implies that P (M > n) ≤ P (M * > n).
So we find
Theorem 3 Let M be the maximum queue length in the busy period in the M/G/1 FB queue. If the service time distribution has a logconvex density, then the exceedance probabilities r n = P (M > n) satisfy
Corollary 4 Let M denote the maximum queue length in the busy period in the M/G/1 FB queue with workload ρ = λEB < 1. If the service times have a logconvex density, then r n = P (M > n) satisfies r n ≤ ρ n , n = 0, 1, . . . .
In fact, r 0 = 1, r 1 = 1 − Ee −λB and r n ≤ ρ r n−1 , n ≥ 1.
Proof By theorem 3 we have r n ≤ φ(r n−1 ), where φ(
Hence r n+1 ≤ φ(r n ) ≤ rn 0 φ ′ (u)du ≤ ρ r n . This is (5), which implies (4) by induction since r 0 = 1. The probability r 1 may be computed exactly. The first interarrival time U is exp(λ) distributed and
This proves the theorem.
For x close to zero the approximation 1 − E exp(−λBx) ≈ ρx in the proof of corollary 4 is quite good, since ρ is the slope of φ(x) = 1 − E exp(−λBx) in x = 0.
The following corollary to theorem 3 gives a recipe for recursively computing upper bounds for P (M > n) which are smaller than the upper bounds (1 − E exp(−λB))ρ n−1 of corollary 4.
Corollary 5 Let q 0 = 1 and set q n+1 = 1 − Ee −λBqn for n ≥ 1. Then
Proof By theorem 3, induction and the fact that 1 − E exp(−λBx) is increasing in x, we have for n ≥ 0
Inequality (6) and induction yield q n+1 ≤ ρ q n ≤ ρ n q 1 = (1 − Ee −λB )ρ n .
For service times with the Pareto density 3(1 + x) −4 and arrival rate λ = 1.8 the load of the queue is ρ = 0.9, Numerical calculations show that the bounds q n in corollary 5 are significantly better than the bounds in corollary 4:
(1 − E exp(−λB))ρ 99 /q 100 ≈ 7.5.
If the service times in one queue are stochastically smaller than those in another queue with the same arrival rate and service discipline, the maximum queue length in the first queue is stochastically smaller than that in the second queue. Hence the upper bounds in this section also hold for service times that are stochastically smaller than a service time with a logconvex density. The next corollary states this idea for the Pareto distribution.
Corollary 6 Consider an M/G/1 FB queue with arrival rate λ and generic service time B. Let M denote the maximum queue length in a busy period. Let a > 2 and b, c > 0. If
x ≥ 0, then P (M > n) ≤ θ n for all n ≥ 0 where θ = λb/((a − 1)(a − 2)c 2 ).
Asymptotics for the maximum queue length over an interval
In this section we present asymptotics for M (t), the maximum queue length in the interval (0, t), for t → ∞. The distribution of the maximum of a regenerative process in one busy cycle is related to the extreme value behaviour of the process over the time interval [0, t] . Using this relation, corollary 4 gives the following asymptotic inequality.
Theorem 7 Let M (t) be the maximal queue length over the time interval [0, t] of an M/G/1 FB queue with arrival intensity λ, i.i. d. service times B 1 , B 2 , . . . with a logconvex density, and an arbitrary initial distribution. Assume that ρ = λEB 1 < 1. Then for for t → ∞ any x ≥ 0 eventually
where a = −1/(log ρ), b = −(log λ + log(1 − ρ))/(log ρ) + 1.
We start with a definition taken from Asmussen (1998) . A stochastic process X(t) is called a regenerative process if there exists a (possibly delayed) renewal process with epochs 0 ≤ T 0 < T 1 < T 2 . . . such that the cycles
Let X(t) be a regenerative process with finite expected cycle length µ = E(T 1 − T 0 ) and let X k be the maximum of the process X(t) in the kth cycle for k = 1, 2, . . .. Define X(t) = max 0≤s≤t X(s). The law of large numbers suggests that the maximum of the process X(t) should be asymptotically equal to the maximum of the first t/µ cycle maxima. This is indeed the case. Anderson (1970) gives two-sided bounds for the distribution tails of X(t) for discrete valued processes. If P (X 1 > n) ∼ c exp(−γn) for some 0 < γ < 1 and c > 0, then
where Λ(x) = exp(− exp(−x)) is the Gumbel distribution.
We now return to our M/G/1 FB queue with arrival rate λ, i.i.d. service times with logconvex density f , generic service time B and workload ρ < 1. The initial state is arbitrary. The queue length is a regenerative process. The cycle length is the sum of an idle and a busy period. Hence the expected cycle length µ is given by
Let M k be the maximal queue length in the kth busy period for k = 1, 2, . . .. Let N (t) denote the queue length at time t ≥ 0 and let M (t) = max 0≤s≤t N (s) be the maximum queue length in the time interval [0, t] .
Proof of theorem 7 The exceedance probabilities P (M > n) are not known. We only have an upper bound P (M > n) ≤ ρ n−1 (1 − E exp(−λB)). For the one sided asymptotic bound in (8) this suffices. Set c = (1 − E exp(−λB))/ρ and γ = − log ρ. Then P (M > n) ≤ ce −γn and hence from (8) follows
holds. Statement (7) follows from − log c/ log ρ < 0.
From the proof follows that by using c = q n /ρ n , the constant b in theorem 7 can be sharpened to b = −(log λ + log(1 − ρ) + log q n )/(log ρ) + 1 + n, where q n is as in corollary 5.
Example Consider a queueing system with a buffer of size d. We are interested in the time to overflow. Let P (M (t 0 ) > d) = 1 2 . Then t 0 is the median of the time to overflow. The value of t 0 depends on the service discipline. Suppose the service times have a Pareto distribution with distribution function 1 − (x + 1) −3 and the arrival rate is 1.8, so that the load of this queue is ρ = 0.9. Time is measured in milliseconds. Let the buffer size d be 1000. Using the asymptotic inequality (7), we find for the FB discipline a value of t 0 larger than 10 45 . This is approximately 10 34 years. Now consider the same queue with the FIFO discipline. Occasionally customers with very large service times arrive. Such customers may cause a buffer overflow. For large values of d, the probability that a customer with service time at least d/λ + 3σ, with σ = d/λ, will cause a buffer overflow is larger than 0.99. The probability that such a customer arrives during the interval [0, t] is p(t) = 1 − exp(−λt(1 − F d/λ + 3 d/λ )).
Solving p(t 1 ) = 1/2 we find t 1 < 10 8 , approximately one day. For the M/G/1 FB queue with load ρ = 0.9 and Weibull service time distribution F (x) = 1 − exp(−x β ), the value of t 0 is larger than 10 46 for β = 1/4 and larger than 10 45 for β = 1/2. For the FIFO queue with the same service time distribution and load, t 1 is smaller than 10 3 for β = 1/4 and approximately 10 20 for β = 1/2.
