This review presents a perspective on capturing collective dynamics in recorded neuronal ensembles based on multivariate point process models, inference of low-dimensional dynamics and coarse graining of spatiotemporal measurements. A general probabilistic framework for continuous time point processes reviewed, with an emphasis on multivariate nonlinear Hawkes processes with exogenous inputs. A point process generalized linear model (PP-GLM) framework for the estimation of discrete time multivariate nonlinear Hawkes processes is described. The approach is illustrated with the modeling of collective dynamics in neocortical neuronal ensembles recorded in human and non-human primates, and prediction of single-neuron spiking. A complementary approach to capture collective dynamics based on low-dimensional dynamics (''order parameters") inferred via latent state-space models with point process observations is presented. The approach is illustrated by inferring and decoding lowdimensional dynamics in primate motor cortex during naturalistic reach and grasp movements. Finally, we briefly review hypothesis tests based on conditional inference and spatiotemporal coarse graining for assessing collective dynamics in recorded neuronal ensembles.
Introduction
Simultaneous recordings of spiking activity in relatively large ensembles of single neurons via imaging approaches and microelectrode arrays are now becoming common in a variety of species, from zebrafish (Ahrens et al., 2012 (Ahrens et al., , 2013 Keller and Ahrens, 2015) , to rodents (Buzsáki et al., 2015) , to non-human primates (VargasIrwin et al., 2015 (VargasIrwin et al., , 2010 Saleh et al., 2012; Truccolo et al., 2010; and humans (Hochberg et al., , 2006 Truccolo et al., 2008 Truccolo et al., , 2010 Truccolo et al., , 2011 Schevon et al., 2012 ). An important goal in the analysis and modeling of these neuronal ensemble spiking recordings is to answer questions about neural dynamics, representation and computation, while at the same time preserving the stochastic and point process nature of these data.
In this perspective article, a framework for inferring collective dynamics in neuronal networks from measured neural point processes is presented. We consider a representation of neuronal activity that takes into account only the action potential (spike) times in a given neuron and discard information about amplitude and shape of different action potentials. 1 The article is structured as follows. The next section introduces notation and defines point processes in terms of stochastic conditional intensity functions. In particular, here we focus on multivariate nonlinear Hawkes processes with exogeneous inputs (Sections 3 and 4). Based on the sample path probability density and likelihoods for a recorded ensemble of single-neurons (Section 5), a general statistical framework (Truccolo et al., 2005; Pillow et al., 2008) for estimating multivariate point process GLMs (PP-GLMs) is presented (Section 6). Sections 7 and 8 illustrate and discuss the approach in the context of neuronal recordings from human and nonhuman primate neocortex. Applications of the framework to these experimental data suggest that, under certain conditions, neocortical neuronal networks can exhibit low-dimensional dynamics. process framework to the inference of these low-dimensional dynamics via the use of stochastic latent state-space models with point process observations. Finally, Section 11 describes a complementary approach for statistical hypothesis testing and modeling of collective neural dynamics based on spatiotemporal coarse graining of neural activity.
Stochastic point process models for measured neuronal ensemble spiking activity
Consider a complete ensemble of M interacting neurons, which can also receive some exogenous input XðtÞ.
2 Let t m 1 < t m 2 < . . . < t m n denote the spike times of the mth neuron, m ¼ 1; . . . ; M. This sequence of events is modeled here as a stochastic simple 3 point process. The sample path (count process) of the corresponding point process will be denoted by N m ðtÞ ¼ def N m ðð0; tÞ, which counts the number of spike events in the interval ð0; t and has stochastic increments dN m ðtÞ ¼ 1 at each spike time and dN m ðtÞ ¼ 0 otherwise. Fig. 1 presents a schematic for the notation. We formulate models for the class of stochastic point processes that can be completely specified by their conditional intensity functions (CIFs). The CIF for a given neuron, informally the expected number of arrivals per unit time (instantaneous spiking rate of the neuron) conditioned on the past auto and ensemble spiking history, and on exogenous inputs, is defined as (Daley and Vere-Jones, 2003; Truccolo et al., 2005) k m ðtjH t ; X ðÀ1;t Þ ¼ E dN m ðtÞ jH t ; X ðÀ1;t Â Ã
¼ lim

D#0
PðN m ðt þ DÞ À N m ðtÞ ¼ 1jH t ; X ðÀ1;t Þ D ;
where H t denotes the history (a ''filtration") of the neuronal spiking activity up to time t. Based on the properties of the simple point process and the CIF definition, the spiking probability of a neuron at any given time interval ðt; t þ D can be expressed as PðN m has a jump in ðt; t þ DjH t ; X ðÀ1;t Þ ¼ k m ðtjH t ; X ðÀ1;t Þ D þ oðDÞ:
Nonlinear Hawkes processes with exogenous inputs
Nonlinear Hawkes processes (Brémaud and Massoulié, 1996) consist of point processes with the following CIF
where /ðxÞ is a nonlinear function / : R ! R þ ; l m is related to a background spiking rate, the terms h mj ðtÞ : ½0; 1Þ ! R correspond to time causal temporal kernels or filters, and G m is a functional typically involving spatiotemporal filters applied to exogenous inputs. This class of stochastic point processes can be easily formulated and estimated within a discrete time PP-GLM framework (Truccolo et al., 2005; Pillow et al., 2008) . In the discrete time representation, the sample path probability (Eq. (6)) leads to a likelihood function (Sections 5 and 6) that belongs to the exponential family with the canonical parameter log k m ðtjH t ; X ðÀ1;t Þ:
In keeping with the canonical parameter formulation, the nonlinearity in the nonlinear Hawkes process is then chosen to be /ðxÞ ¼ expðxÞ:
Other theoretical and empirical arguments also favor this choice for the nonlinearity. Nevertheless, alternative nonlinear functions can be chosen. For example, if Lipschitz continuity is desired, /ðxÞ ¼ log½1 þ expðxÞ is an alternative choice, which still preserves the convex optimization property in the estimation of PP-GLMs (Section 6).
We note that in data-driven statistical models, the temporal kernels h mj ðtÞ are allowed to capture both excitatory and inhibitory statistical effects of a given input neuron to its target neuron, even though actual axonal projections/synapses are typically either only excitatory or inhibitory.
Piecewise deterministic Markov processes and intrinsic neuronal dynamics
Depending on the types of kernels and exogenous inputs, the nonlinear Hawkes process (Eq. (3)) can be written as a piecewise deterministic Markov process (PDMP) with stochastic jumps (Davis, 1993) . In a PDMP, the dynamics remain deterministic during the time interval in between stochastic events. In these cases, a corresponding representation of the nonlinear Hawkes process in terms of stochastic differential equations (SDEs) can be formulated.
For example, consider an (isolated) single neuron point process with some background rate, which reflects constant background inputs (e.g. injected current) 
Stochastic stability of nonlinear Hawkes PP-GLMs remains an important problem. Stability and dynamics of nonlinear Hawkes PP-GLMs have been examined in Brémaud and Massoulié (1996) and Gerhard et al. (2017) . The PDMP property can be explored in some cases to derive stability conditions for interacting point processes in neuronal network models (Massoulié, 1998) . When complemented with exogenous inputs and their respective kernels, nonlinear Hawkes PP-GLMs can capture the spiking dynamics of a large variety of (''Izhikevich") canonical models (Izhikevich, 2007; Mensi et al., 2011; Weber and Pillow, 2016) . In addition, these stochastic data-driven phenomenological models have several advantages over detailed biophysical models of single neurons. As pointed out by Marder and colleagues (Marder and Goaillard, 2006; Prinz et al., 2004) , the parameter space for detailed biophysical models that results in the same type of qualitative neuronal dynamics is typically huge. The issue is further aggravated by the fact that relevant parameter sets are typically non-convex, such that 'representative' parameters obtained via averages of empirical measurements can often be outside of the actual parameter set. Given the above, nonlinear Hawkes PPGLMs offer a good alternative for data-driven models of neuronal network dynamics and brain function.
Ensemble sample path probability density and likelihoods
In continuous time, the probability density of ensemble sample paths NðtÞ ¼ def ½N 1 ðtÞ; N 2 ðtÞ; . . . ; N M ðtÞ, within a time period ð0; T, can be written as
The factorization follows from conditioning on the history and exogenous inputs, and from the standard regularity conditions of the point process theory, which prevent common instantaneous events across the multivariate process (Daley and Vere-Jones, 2003; Kass et al., 2011) . In other words, the compound or ground process N g ðtÞ ¼ P m N m ðtÞ is also a simple point process. In discrete time, however, the same is not true without further assumptions, and the existence of ''instantaneous" dependencies (within time bins of length D) needs to be considered. This issue is further discussed in Section 8. Each neuron's individual sample path density in Eq. (5) is given by pðN m jH T ; X ðÀ1;T Þ ¼ exp
An informal derivation of the sample path probability density is provided in Truccolo et al. (2005) . The above has the same form as the sample path density for an inhomogeneous Poisson process
with the important exception that Eq. (6) the intensity is stochastic and dependent on the history (realization) of the process.
Statistical inference
Data-driven neural point process models are commonly estimated in discrete time. Following the assumptions in Eq. (5), so that the discrete-time neural point processes remain conditionally independent given ensemble spiking histories and exogenous inputs, point process models can be estimated for each neuron separately. From Eq. (6), the discrete time 4 log-likelihood function of model parameters h m for the mth neuron corresponds to
where
As stated earlier, the discrete-time point process likelihood belongs to the exponential family, specifically the (conditionally) Poisson distribution, with canonical parameter
where FðÁÞ is a function to be approximated. When FðÁÞ is linear in the parameters h m , the models belong to the class of generalized linear models (GLMs) (McCullagh and Nelder, 1989) . In this case, the responses are conditionally Poisson and a log-link function is used. In addition, maximum likelihood estimation (MLE) and (L 1 ; L 2 ) regularized MLE result in a convex optimization problem (McCullagh and Nelder, 1989) . If the solution exists, it is unique. PP-GLMs estimated via MLE, L 1 /L 2 regularized MLE, and variational Bayes approaches have been applied to a variety of data and neural systems, e.g. Brillinger (1988) , Truccolo et al. (2005 Truccolo et al. ( , 2010 , Pillow et al. (2008) , Friedman et al. (2010) , Chen (2013) and Chen et al. (2011) . Nonparametric approaches for estimation in function spaces based on the above log-likelihood have also been developed, such as greedy function optimization via gradient boosting machines and hierarchical Bayesian P-splines (e.g. Truccolo and Donoghue, 2007) , and optimization for Lipschitz CIFs (e.g. Coleman and Sarma, 2010) .
The relationship of the above conditionally Poisson GLM formulation and conditionally Bernoulli and binomial/logistic GLMs has been described in Truccolo et al. (2005) . Goodness-of-fit test based on the time rescaling theorem and on the martingale property of the corresponding point process compensator have been examined in Brown et al. (2001) , Truccolo et al. (2005) , Haslinger et al. (2010) and Gerhard et al. (2011) . A generalization of Rosenblatt's transformation (Brockwell, 2008) can also be used for goodness-of-fit tests. Predictive power of estimated PP-GLMs can be assessed by computing the area under ROC curves (e.g. Truccolo et al., 2010) or via information theoretic measures (e.g. Escola et al., 2011) .
Applications to human and non-human primate neuronal ensemble recordings
In this section, we illustrate the approach of modeling collective neural dynamics with nonlinear Hawkes PP-GLMs in terms of predicting single-neuron spiking from the past history in the ensemble. We focus on auto and ensemble history effects only, i.e. no exogenous inputs. For a small enough time step D, we used estimated models to compute the spiking probabilities of a given neuron at any given time t (Eq. (2)) as
and from those to predict spiking. 4 The continuous-/discrete-time notation should be clear from the context. In discrete time, t and T correspond to integers, and the subscript ''1 : t" denotes an ordered sequence of time samples indexed by f1; 2; . . . ; tg.
Briefly, Fig. 2 illustrates the approach by predicting the spiking activity of a given single-neuron target. Neuronal ensemble spiking activity was recorded from human primary motor cortex via a 4 Â 4 mm 2 (10 Â 10) microelectrode array. The participant, a person with tetraplegia, controlled a computer cursor via a brainmachine interface -BrainGate pilot clinical trial (Hochberg et al., 2006 Truccolo et al., 2008 Truccolo et al., , 2010 . Estimated temporal filters for the auto-history show the expected refractory and recovery periods (Fig. 2) . In addition, an increase in spiking probability (above the background rate) at around 50-ms post-spiking suggests some rhythmicity in the ($ 20 Hz) beta frequency band. The power of ensemble spiking history to predict the target neuron spiking activity can be substantial as demonstrated by the large area under the ROC curve (Fig. 3) . (In this particular example, the auto-history appeared to convey mostly redundant predictive information to that available in the ensemble spiking history, perhaps because of the low spiking rate of the predicted neuron.) Fig. 4 (left) summarizes the same analyses for each of the recorded single units in the same clinical trial participant. Similar levels of high predictive power were also obtained in primary motor cortical neurons of an able-bodied non-human primate performing reach and grasp actions (Fig. 4, right) .
Predictive power analyses in Truccolo et al. (2010) also included comparisons of ensemble history effects from neurons recorded in the same vs a different cortical area, and also contrasted the predictive power of ensemble history vs the predictive power of behaviorally relevant exogenous inputs, such as trajectories of hand kinematics during reach and grasp actions. For details, see Truccolo et al. (2010) . Truccolo et al. (2010) also assessed the predictive power of ''instantaneous" (e.g. D ¼ 1 ms) correlations based on 2nd-order maximum entropy (Ising) models, i.e. maximum entropy models of the ensemble instantaneous joint spiking probability constrained on mean rates and 2nd-order pairwise correlations (Schneidman et al., 2006) . Specifically, the maximum entropy distribution in this case corresponds to 
.
where Y m t 2 fÀ1; 1g, depending on whether there is no event or a spike, respectively, Z ða;bÞ is the partition function, the fa m g relate to mean spiking rates, and the fb mj g specify pairwise symmetric couplings, b mj ¼ b jm . This 2nd-order log-linear model (Amari and Nagaoka, 2007) , even though less predictive than PP-GLMs as shown in Truccolo et al. (2010) , remains an important formulation of instantaneous stochastic dynamics in neuronal ensembles (e.g. Roudi et al., 2015) . Attempts to combining it with PP-GLMs are described in the next section.
Nonlinear Hawkes PP-GLMs can also be used in many other types of applications, including: (a) Identification of dynamics, computation and encoding properties in neuronal circuits; (b) Network connectivity analysis; (c) Prediction/forecasting of neuronal spiking activity with potential applications in closed-loop control of brain states in neurological disorders; and (d) Neural decoding. Issues regarding the use of nonlinear Hawkes PP-GLMs in the analysis of network connectivity is briefly discussed in Section 8. Regarding neural decoding, a Bayesian probabilistic approach to neural decoding (Eden et al., 2004; Truccolo et al., 2005; Truccolo, 2015) 
In this probabilistic approach, it is clear that neural decoding relates not only to the ''encoding" of the variable X t but also to the ongoing single-neuron and ensemble dynamics, as captured by the term PðDN t jH t ; X t Þ. Commonly, neural dynamics is ignored in neural decoding (but see Pillow et al., 2008; Truccolo et al., 2010 Truccolo et al., , 2015 Agarwal et al., 2016) , and inhomogenous Poisson spiking is assumed by setting PðDN t jH t ; X t Þ ¼ PðDN t jX t Þ. Sections 9 and 10 reexamine Eq. (10) in the context of latent state-space models for revealing low-dimensional collective dynamics in neuronal ensembles.
Network connectivity, Granger causality, and instantaneous correlations
Nonlinear Hawkes PP-GLMs fitted to neuronal ensembles can be used to estimate directed connectivity graphs for the underlying network. This connectivity graph can be estimated via the Granger causality (GC) measure, i.e. a time causal measure where a stochastic process XðtÞ is said to have a (statistical) causal influence on another stochastic process YðtÞ if the history in XðtÞ adds predictive information about YðtÞ, beyond the predictive information already available in the history of YðtÞ itself (Geweke, 1982; Kamiń ski et al., 2001) . In this case, hypothesis tests are typically formulated in terms of log-likelihood ratio tests involving nested models. A conditional GC measure (Geweke, 1984) is also available to infer the influence of XðtÞ on YðtÞ conditioned on the causal effects of another process ZðtÞ. Applications of GC measures to neuronal ensemble spiking data has been presented in Kim et al. (2011) and Gerhard et al. (2013) .
It should be kept in mind, however, that most currently available neuronal ensemble spiking data come from ''random" subsampling of neuronal circuits via microeletrodes which are apart by hundreds of micrometers. The likelihood of finding two neurons monosynaptically coupled is very small. (Section 9 further elaborates on this point.) This issue emphasizes the need for careful interpretation of point process GC measures. A detailed examination of point process GC measures in the context of a neural system (stomatogastric ganglion in the crab) with fully known connectome has been presented in Gerhard et al. (2013) .
As stated before, standard regularity conditions (Kass et al., 2011) prevent common (simultaneous) events in continuoustime multivariate point processes. However, the issue of instantaneous statistical dependencies arises in the discrete-time representation. In some cases, these correlations can be accounted for by modeling the contributions of (measured and/or hidden) common inputs. Section 9 addresses this possibility, but in the context of revealing a low-dimensional representation of the collective dynamics.
An explicit treatment of instantaneous correlations and synchrony can be achieved by representing the multivariate point process as a marked point process (Ba et al., 2014) . The sequence of event times for the occurrence of each of the 2 M À 1 possible binary words (patterns) with at least one non-zero bit in the ensemble is treated as a single separate point process. (In this new representation, the separate point processes are disjoint, i.e. they do not have any common events.) The sequence of all of the event times together with their corresponding marks (which of the 2 M À 1 pattern has occurred), results into a marked point process. A different approach based on the combination of point process history models and loglinear models (for the instantaneous correlations) has been presented by Kass et al. (2011) . Recently, attempts to include instantaneous correlations in point process GC measures has also been formulated by combining copula and point process history models (Hu et al., 2015) . Although useful for small neuronal ensembles, current implementations of the above mentioned approaches to address intantaneous correlations become impractical for larger ensembles or when higher-order correlations are included.
Inference of low-dimensional collective dynamics in stochastic neuronal networks
In Section 7 we reviewed previous results showing how neuronal network models based on multivariate nonlinear Hawkes PP-GLMs can predict single-neuron spiking activity with substantial accuracy. Given the nature of the neuronal ensemble recording data, a few considerations are important in the interpretation of these results. First, the small ($100) neuronal ensemble was randomly subsampled from a 4 Â 4 mm 2 neocortical patch containing on the order of 10 6 neurons. Furthermore, data were recorded by 10 Â 10 microelectrode arrays, where electrodes were spaced by at least 400 lm. In this case, the likelihood of finding two neurons that are monosynaptically connected in such small random subsamples is very small (Peyrache et al., 2012; Fujisawa et al., 2008) . Therefore, one can argue that most of the predictive/interaction effects in these data resulted from polysynaptic interactions in the large networks within the recorded neocortical patches. Second, during the high-conductance states (Destexhe et al., 2003) examined here (awake subjects during behavioral tasks), it is expected that a large proportion of the thousands of synaptic connections to any of the recorded neurons was active. Taking the above into consideration suggests that the detected predictability resulted from emergent low-dimensional collective dynamics in the measured recurrent neocortical networks. In addition, recent studies of nonhuman primate motor cortex have also shown lowdimensional dynamics in recorded neural signals during motor tasks ( One approach to infer underlying low-dimensional collective dynamics in neuronal ensemble recordings is based on latent state-space models. In this case, the states are hidden (latent) and the only observations consist of recorded neural point processes (ensemble spike trains). We start by considering a point process observation model, specified by a conditional intensity function
As before, the CIF includes the auto-history of the process, but now the contribution of the ensemble history is replaced by a hidden ''mesoscopic" shared input wðtÞ 2 R d , under some specific mapping f m ðÁÞ, both to be inferred from the measured ensemble spiking activity. We are interested in the case of lower-dimensional (d < M) state dynamics, where wðtÞ might be thought as reflecting ''order parameters" 5 of the collective neural dynamics, while capturing the spatiotemporal correlation structure in the neuronal network dynamics. In recurrent neocortical networks away from direct sensory inputs, the estimated low dimensional input wðtÞ is expected to reflect mostly the underlying collective dynamics in the network. In continuous time, one can approximate the low-dimensional collective dynamics and corresponding neural point process observations with stochastic latent state-space models of the form
where dWðtÞ denotes the increments of a Wiener process. In discrete time, the latent state-space model corresponds to 
where N ð0; Q Þ denotes a Gaussian distribution with zero mean vector and covariance matrix Q. We note, nevertheless, that the point process observations fDN m t g remain highly nonlinear and nonGaussian. For identifiability purposes, a typical choice is to set
5 Here, the use of the term ''order parameter" remains informal. It is thought of in the context of the conceptual framework developed by Hermann Haken and colleagues Haken, 1986, 1987; Uhl et al., 1993) , where a few (lowdimensional) spatiotemporal modes can dominate the dynamics near instability, determining the formation of spatiotemporal patterns. The amplitudes and phases of these dominant modes are treated as order parameters of the spatiotemporal collective dynamics. It remains an important open question whether the data-driven low-dimensional dynamics inferred via latent state-space models with point process observations as described here can be interpreted in the same context and conceptual framework. 6 Here, we consider only instantaneous common inputs wðtÞ. The extension to the case where temporal kernels are applied to wðtÞ or delays specific to different neurons are incorporated remains an issue of investigation. For attempts in this direction, see Lakshmanan et al. (2015) .
Expectation-Maximization (EM) methods are typically employed in the estimation of these latent state-space models (Bishop, 2006; Smith and Brown, 2003; Paninski et al., 2010) . The EM state-space model inference has usually two main components: the estimation of the state posterior density pðw t jDN 1:t Þ in the E-step and the estimation of state and observation model parameters in the M-step (Bishop, 2006) . Here, we briefly describe the tracking of the time varying latent state posterior density conditioned on the neuronal ensemble observations (for more details, see also Lawhern et al. (2010) ). Beyond its use in E-step, the expected state trajectories and and higher-order moments are also used in real-time and offline neural decoding. 
where the ensemble history conditions the observations only through their auto-histories as specified in Eq. (11). The term pðw t jH t Þ is given by the Chapman-Kolmogorov equation
which propagates the state posterior in the previous step using only the state dynamics. In the above posterior (Eq. (16)), the state density is conditioned only on the ensemble observation up to and including time t. This is the common approach for real-time applications. For offline applications, one can consider also the posterior pðw t jDN 1:T Þ, resulting in forward-back equations where the state density is conditioned on the entire observation set measured in t ¼ 1; 2; . . . ; T.
Because the point process observations in this state-space model are nonlinear in the states, there is no closed-form solution for the state posterior density. Exact sampling from the state posterior density is possible via sequential Monte Carlo methods such as particle filters (Doucet and Johansen, 2011; Ergun et al., 2007) . Approximation approaches can be implemented via the Laplace approximation or variational Bayes methods (Eden et al., 2004; Truccolo et al., 2005; Paninski et al., 2010; Lawhern et al., 2010; Macke et al., 2011; Buesing et al., 2012; Truccolo, 2014, 2016) . Figure 5 shows an example of estimated low-dimensional dynamics from neuronal ensemble spiking activity recorded in primary motor cortex (leg area) of a non-human primate during threadmill locomotion.
Decoding of sensory and behavioral states from lowdimensional neural collective dynamics
We have recently shown that low-dimensional collective dynamics during execution of reach and grasp actions, derived via the above latent state-space model approach, preserve information about the executed movement kinematics Truccolo, 2014, 2016) . This is an interesting feature given that the estimation of these latent state-space models is completely unsupervised, i.e. no knowledge about the kinematics is used in the model estimation.
This finding was demonstrated by decoding kinematics from the inferred low-dimensional dynamics and comparing decoding performance to the case of decoding directly from the entire recorded neuronal population. For neural decoding, two stateTime (s) Fig. 5 . Low-dimensional collective neural dynamics in motor cortex during locomotion. Left: Recorded neuronal ensemble spike raster. Each row corresponds to a simultaneously recorded single neuron in primary motor cortex (leg area) from a non-human primate walking on a treadmill. The spike raster corresponds to one gait cycle. Right: Estimated low-dimensional collective dynamics. Each trajectory in the ''manifold" corresponds to one gait cycle. Gray and orange correspond to the stance and swing phases, respectively, and the level of brightness indicates different speeds. Square and triangle markers correspond to the beginning of each gait phase. Low-dimensional collective dynamics were estimated via latent state-space models with point process observations (see main text for details). Experimental recordings obtained from the Borton Lab, Brown University. Fig. 6 . Schematics for a neural decoding approach based on low-dimensional collective dynamics. Two state-space models are coupled in series to track in time the probability density of low-dimensional collective dynamics based on the neural point process observations, and to track the probability density (neural decoding) of target sensory stimuli and/or behavioral parameters being decoded from the inferred collective dynamics. The term H m t indicates that each component of the vector process DNt depends also on its auto-history, but not the ensemble history. This decoding approach can be easily implemented in both offline and real-time applications. Modified with permission from Aghagolzadeh and Truccolo (2016). space models coupled serially were run. One for the latent lowdimensional state and another for the reach kinematics being decoded. Specifically, a point process filter based on a Laplace approximation of the latent state posterior density was coupled in series with a Kalman filter tracking the mean and variance of the kinematics posterior density (Fig. 6 ). This approach can be also easily implemented for real-time neural decoding.
Reach kinematic trajectories decoded from the lowdimensional dynamics were smoother and closer to the true kinematics than those decoded directly from the recorded neuronal population (Fig. 7) . This improvement was noticeable for latent state dimensions as low as d ¼ 3.
Spatiotemporal coarse graining and conditional inference
Many problems in neural data analysis do not require full explicit models of the stochastic neural dynamics and can be formulated in terms of simpler hypothesis tests. A typical example problem is that of detecting and quantifying spatiotemporal scales of interactions in neuronal networks. For example, one might be interested in determining whether pairwise correlations between neurons can be explained by coarse slow covariations (e.g. time scales greater than 25 ms), rather than by fine temporal interactions or spike coincidences, and by population effects captured by the level of activity in the neuronal ensemble (e.g. total spike count computed in D ¼ 1 ms time bins).
Nevertheless, the issue is complicated by the fact that the ensemble dynamics can be highly nonstationary and also present a diversity of spatiotemporal scales. Fig. 8 illustrates the richness of time scales of neuronal ensemble activity by showing population spike rasters recorded during a human epileptic seizure. Classically, epileptic seizures have been characterized as hypersynchronous events, but only recently the issue has been addressed at the level of neuronal ensemble spiking activity (Truccolo et al., 2011 Wagner et al., 2015) .
We consider here an approach based on spatiotemporal coarse graining and conditional inference. In this case, a semiparametric statistical approach that avoids the assumptions and complexities of full stochastic models as those examined so far might be preferable. The conditional inference approach to assessing space/time precision in neuronal ensemble activity begins by factorizing the ensemble sample path probability into two terms: a term that captures coarse-precision and another term that captures fineprecision conditioned on the coarse-precision term (Harrison et al., 2015) . Specifically, for a given (discrete-time) neuronal ensemble path realization
and a given space-time coarsening of the data CðDNÞ ¼ c (i.e., typically a matrix whose entries correspond to neurons' spike counts in chosen coarse time windows), the ensemble sample path probability can be expressed as 
The probability mass functions gðcÞ and f ðÁjÁÞ can be computed from PðDNÞ. However, typically one does not know PðDNÞ, and wants to coordinates during a reach and grasp movement. ''Full population" corresponds to decoding directly from the recorded neuronal population. ''PLDS" corresponds to decoding from inferred low-dimensional collective dynamics in non-human primate dorsal primary motor cortex. A 12th dimensional latent state-space model was used. ''Predictive subsampling" corresponds to neural decoding based on an ''optimal" neuronal subset (same number of neurons as the latent state-space dimension). This optimal subset was determined via a supervised greedy-optimization procedure. Details in Aghagolzadeh and Truccolo (2016) . Right: Correlation coefficients (CC) between true and decoded kinematics based on decoding from inferred low-dimensional collective dynamics with different latent state dimensions. The dashed line denotes chance level CC estimated via a random permutation approach. Modified with permission from Aghagolzadeh and Truccolo (2016) .
avoid the assumptions and complexities involved in estimating PðDNÞ. When the problem at hand relates primarily to f, as for example when assessing the precision of spatiotemporal structure in the neuronal ensemble activity, one can avoid to estimate g, letting g to be specified in a completely nonparametric fashion by the data. Fig. 9 presents a schematic for the notation and approach in the context of time and one-dimensional space. The first step is to define a given level of spatiotemporal coarseness to be examined (set by a given space-time partition X) and let g to be specified by the coarsened data. The focus is thus placed on the second factor f ðDN j CðDNÞ ¼ cÞ;
from which a null hypothesis can be formulated.
Given resampled (surrogated) data that preserve a specified coarsening CðDNÞ of the observed ensemble sample paths DN, one can formulate the null hypothesis that f 0 ðDN j cÞ is uniform, i.e.
for all DN and c. The term gðcÞ corresponds to a normalization constant such that f 0 ðÁjcÞ is a proper probability mass function
In other words, the null hypothesis states that f 0 is uniform, the maximum entropy distribution constrained on a given coarsening of the data, meaning that there is no additional (fine) spatiotemporal structure in the ensemble spiking dynamics once we have conditioned on a specified coarse graining level of the neural dynamics. In practice, one can specify a target test statistics (e.g. Pearson pairwise correlation coefficient) computed on the data and on resamples of the data that preserve only the coarse spatiotemporal structure. Based on the resampled data, a null distribution for the test statistic can be computed, as well as corresponding p-values for the test statistic computed on the actual data.
A critical aspect of the approach is the need for exact and efficient methods for sampling, for example, random binary matrices (the original data) with fixed (row-column) margin constraints, which correspond to a given coarsening of the data (Miller and Harrison, 2013) . In this case, a binary matrix could represent the spiking activity of different neurons (rows) at different time points (columns), so that constraints on the row margins preserve the temporal coarsening and constraints on the column margins preserve the spatial coarsening in terms of total ensemble activity observed in a given ensemble spike train. For details, concrete examples and applications see Harrison et al. (2015) and Truccolo et al. (2014) .
There is also a connection between the above hypothesis tests based on spatiotemporal coarsening and parametric (maximum entropy) log-linear models. For a detailed discussion see Harrison et al. (2015) . Briefly, parametric log-linear models encompass a large variety of models, which expand statistical dependencies into correlations of different orders (Amari and Nagaoka, 2007; Martignon et al., 2000) . As an illustration, consider the null hypothesis under a time coarsening R mw ðDNÞ, which denotes the number of spikes in neuron m in a given temporal window w, and a spatial coarsening S t ðDNÞ, which denotes the total number of spikes in the ensemble in a given time bin t of size D. The spatial coarsening S t ðDNÞ therefore relates to the total population activity at any discrete time t. Rejection of the null hypothesis
also implies the rejection of a large class of models, which includes (maximum entropy) log-linear models of the form
The fa mw g and the fb t g capture nonstationarities in the neuronal ensemble dynamics and can be defined either as collections of deterministic parameters or stochastic processes. Under the null hypothesis H X 0 , the space-time coarsened data fRðDNÞ ¼ r; SðDNÞ ¼ sg constitute the sufficient statistics of the log-linear model. Compared to the Ising model (Eq. (9)), which in this context consists of a maximum entropy model constrained by observed stationary mean spiking rates and stationary pairwise 2nd-order correlations, the above class of maximum entropy models are constrained by observed nonstationary spiking rates and nonstationary correlations at the time scale defined by a given temporal coarsening, and by 2nd-and higher-order correlations contained in the chosen spatial and fine temporal coarsened data fS t ðDNÞg.
This conditional inference approach based on spatiotemporal coarsening has been recently applied to the assessment of synchrony in neuronal ensembles during focal seizures in human epilepsy, as well as in the assessment of how synchrony changes from preictal to ictal periods, and through the different stages of seizures . The analysis suggested (Fig. 10 ) that synchrony during seizures was mostly coarse ($100-200 ms), with few short transient events of finer synchrony ($10 ms). In addition, coarse synchrony tended to increase with larger time windows w because of the slow covariation in spiking rates induced by 2-3 Hz ictal discharges in the local field potential in these focal seizures Wagner et al., 2015) . Furthermore, maximum entropy models (Eq. (22)) of the joint sample path probability, constrained only on the single neuron's nonstationary coarse spiking rates and population spiking activity, explained most of the fine synchrony.
Discussion
Revealing and understanding the collective dynamics in neuronal networks is a fundamental problem in neuroscience. We have addressed this problem in the context of data-driven stochastic models that start from neural point process observations of ensemble activity (spike trains) and attempt to capture and model the collective dynamics at different levels, including ''microscopic" activity and mesoscopic ''order parameters."
Future directions are pressed by several issues. First is the need for the development of computationally efficient algorithms that scale well to much larger populations (e.g. Zaytsev et al., 2015) . For instance, the field is near to achieving simultaneous recordings of complete populations of about 10 5 neurons, as in the zebrafish (Ahrens et al., 2012) , for example. Second, as more neurons are recorded, longer recordings are also needed. Thus, the development of methods that address the challenge of sparse and nonstationary data will be necessary (Kazemipour et al., 2016; Hansen et al., 2015) . Third, current imaging methods that allow the recordings of complete populations are unlikely to be available in human and non-human primates for many years. Thus, the issue of subsampling, i.e. how one should sample, how many neurons and of what types, to capture the relevant collective neural dynamics for understanding, predicting and decoding neural activity in the brain, is a prominent problem (Ganguli and Sompolinsky, 2012) . Fourth, from a theoretical perspective, there is also the need for the derivation of mesoscopic population dynamics from ensembles of single-neurons modeled in terms of PP-GLMs Deger et al., 2014; Schwalger et al., 2015 Schwalger et al., , 2016 . These mesoscopic population dynamics may be closely related to the lowdimensional dynamics revealed by the latent state-space models of Section 9. The temporal precision of neuronal synchrony in the ensemble is indicated by the shading color, e.g. red corresponds to a temporal precision of 5 ms, for a p-value ¼ 0:01 corrected for multiple tests to achieve the same corresponding false discovery rate (FDR). White corresponds to a coarser precision than 25 ms. Temporal precision was assessed via conditional inference based on a maximum entropy model that included only temporal coarsening. For details see Truccolo et al. (2014) . Bottom: Fine (5 and 10 ms) temporal synchrony detected in the top plot is explained away by a maximum entropy model that includes both temporal and spatial coarsening. The spatial coarsening corresponds to the population activity level, i.e. the total number of spikes across the ensemble in each 1 ms time bin. Only a short transient of coarse ($25 ms) synchrony is not accounted by this maximum entropy model. Modified with permission from Truccolo et al. (2014) .
