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Resumo
A equação integral nãorelativista de Lippmann-schwinger foi resolvida
para calcular a energia de ligação e a função de onda do deuterão. Na
resolução numérica aplicara,m-se técnicas com wauelets.
As waaelets são funções especiais que permitem aproximar com uma
resolução adaptável uma grande classe de funções com muita eficácia. Uma
equação integral representada numa base de waaelets transforma-se num
sistema de equações lineares em que, na representação matricial, a mattiz
dos coeficientes é espaxsa (ou seja, possui muitos zeros). Isso tem vantagens
importantes para a resolução numérica do sistema.
Existem inúmeros tipos de waaelets, mas as utilizadas neste trabalho
foram as de Daubechies de ordem dois e três por possúrem propriedades
importantes como ortogonalidade e suporte compacto.
Nos ciálculos foi utilizado o potencial de ensaio Malfliet-Tjon V e o poten-
cial Paris, mais rea,lista. Com apenas cerca de cinco por cento de elementos
de matriz nã,o nulos obtiverarn-se energias com desvios percentuais da ordem
das décimas de milésima, em relação as energias exactas.
I
An Application of Wavelets:
Numerical Solution of Integral Equations
for Two - Nucleon Systems
Abstract
The nonrelativistic Lippmann-Schwinger integral equation was solved to
calculate the binding energy and the wave function of the deuteron. For it
numerical solution, wavelet techniques were applied.
Wavelets are special functions that allow to approúmate a large class of
functions with variable resolution and great efficiency. An integral equation
represented in a wavelet basis is tra,nsformed into a linear system of equations
in which, its matrix representation, the matrix of coefficients is sparse (i,.e., it
has many zeros). That has important advantages for the numerical solution.
There are innumerable kinds of wavelets, but the ones used in this work
are the wavelets by Daubechies of order two and three, because they have
importarrt properties like orthogonality and compact support.
In the practical calculations, the test potential Malfliet-Tjon V and the
more realistic Paris potential were used. With just about five percent of
non-zero matrix elements, energies with differences of the order of one tenth
of a thousa.ndth percent compared to the exact energies were obtained.
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Neste trabalho, é estudado o uso de waaelets na resolução numérica de
uma equação integral homogénea, da Mecânica Quântica, que descreve o
estado ligado de um protão e um neutrão, isto é, o deuterao. A equação a
ser resolvida é a equaçã,o de Lippmann-Schwinger, uma equaçã,o equivalente
à equação de Schrôdinger.
As waaelets são funções com características especiais que permitem cons-
truir bases de grande eficiência na representação de muitas outras funções.
As bases waaelets são construídas a partir de uma função denominad,a mother
waaelet. São translações e a,rnpliações ou reduções da funçáo mother waaelet,
que permitem obter todas as funções da base wauelet. A mother wauelet
pode ter diferentes formas e tem características que se adapta.m ao tipo de
função que se pretende analisar, nomeada,rrrente, ter suporte compacto.
Para introduzir as wauelets é frequente fazer-se comparação com a análise
de Fourier. A anráIise com waaeleús tem vantagens face à anrfise de Fourier
quando se pretende estudar funções nã,o periódicas, particularmente com
variações abruptas nos seus valores ou que possuarn singularidades. por
exemplo nestes casos, como consequência do suporte compacto das wauelets




As waaelets que aplicamos na resolução numérica da equação integral do
deuterão são as wauelets desenvolvidas pol Ingrid Daubechies de ordem dois
e três [1]. Os critérios tidos em conta na escolha do tipo de wauelet foram:
a ortogonalidade, o suporte compacto e a boa representação de polinómios
de baixo grau [2].
A abordagem teórica sobre uooeleús incide, sobretudo, rras wauelets de
Daubechies, embora seja dado u,lgum destaque às wauelets de Haar. A razãa
pa,ra isso é as waueleús de Haa^r apresentarem umâ forma explicita simples e,
consequentemente, levarem a um fácil entendimento das ideias fundamentais
da arrrálise wauelet.
Uma base construída a pa,rtir de funções wauelets pode ser denominada
base de multiresolução porque fornece informação a diferentes escalas em
simuitâneo. Em muitos casos, uma parte considerável das funções de base
reproduzem pormenores irrelevantes a escalas pequena"s que podem ser omi-
tidos sem aJterar significativa,r:rente a função representada.
Associada à base de multiresolução das waaelets de Daubechies está uma
outra base cujas funções actuam a uma escala fixa. Essas funções são de-
nominad.as funções scali,ng e a base é, portarrto, base scali,ng. A base de
multiresoluça,o não consiste, porém, exclusiva,rrente de waaelets a escalas di-
ferentes, mas tarnbém de funções scali,ng para a escala de menor resolução.
Representações de uma mesma funçáo tressas duas bases são equivalen-
tes e as bases relacionam-se através de uma transformaçáo ortogonal. Na
prática, é mais útil partir da base scali,ng e fazer uma tra,nsformação paxa a
base de multiresolução.
As funções wauelet e scali,ng de Daubechies satisfazem uma condição de
normalização e são soluções de equações que podem ser resolvidas Iecursiva-
mente. Nessas equações existem coeficientes que não só definem as funções
2
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wauelet e scali,ng, como ta,mMm é a partir deles que é construída a trans-
formação que relaciona a base senli,ng com a base de multiresolução.
A equaçáo de Lippmann-súwinger do deuterão e.scrita na base scaling
origina um sistema de equações lineares homogéneo. o sistema de equações
é transformado para a base de multiresorução e é resolvido aquando da
eliminação de coeficientes de expansão na base correspondentes a detalhes
menos importantes. A este procedimento atribúmos o nome de método
wauelet.
o sistema de equações lineares homogéneo pode ser escrito em forma
matricial como o produto de uma matriz de coeficientes por um vector cujo
resultado é zero. Pratica.mente todos os métodos numéricos da resolução
da equação de Lippmann-schwinger no espaço d.os momentos resulta.m em
matrizes densas, isto é, matrizes nas quais todos ou uma grande parte de
elementos são diferentes de zero.
Quando sistemas mais complicados são considerados, por exemplo, de
três nucleões em vez de dois, ou quando as exigências à precisão do resultado
são mais elevadas, a dimensão da matriz correspond.ente cresce rapida.mente.
Em termos práticos, isso implica que é ocupado muito mais espaço no disco
dum computador para guardar a matriz e, por outro lado, que cálculos com
ela demoram muito mais tempo.
o que torna o método wauelet tão interessante é que a elimin6ç5o 6u
pequenos elementos de matriz na representação da base de multiresolução
torna a matriz espaÍsa, isto é, numa matriz em que grande parte dos ele-
mentos é zero.
o espaço que estas matrizes ocuparn é muito reduzido porque apenas
os elementos diferentes de zero têm de ser guardados. o tempo da multi-
plicação de uma mat'iz espaxsa com um vector ta,mbém é reduzido porque
multiplicações com elementos de matriz iguais azeropodem ser dispensadas.
3
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Existem métodos numéricos especializados paxa problemas com matrizes
esparsas que exploram estas propriedades.
Numa série de traba,lhos dos últimos anos, w. N. Polyzou e colaborado'
res investiga,raln a aplicação de wauelets a problemas de dispersão de dois
[3] e três [4] nucleões, ou seja, respectivamente, à resolução das equações 
de
Lippma,nn-Schwinger e de Faddeev da dispersão, que são equações singula-
res. EIes chegararn à conclusão que o método wauelet leva a resultados de
grande precisão e a uma redução impressiona,nte do espaço ocupado peias
matrizes esparsas.
L.2 Objectivos
O desenvolvimento deste trabalho esteve focado essencialmente no cum-
primento dos seguintes objectivos:
- Aprender o método wauelete aplicrí-lo a um problema simples da Física
Nuclear, nomead,amente, ao estado ligado de dois nucleões - um problema
sem singularidades;
- Investigar se o método funciona tão bem no estado ligado como no, já
estudado, caso d.a dispersão. Em particular, apurar a relação entre a taxa
de ,,poupança,, de espaço que a matriz espa,rsa ocupa e a perda de precisão
face a,o resultado exactol
- Encontrar e estudar eventuais possibilidades de melhoria ou simpli-
ficação do método.
1.3 Organização da dissertação
A dissertação está dividida em seis capítulos. os capítulos 2 e 3 compor-
tam o enquadramento teórico. No capítulo seguinte é feita a aplicação do
4
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método em estudo ao problema de resolução da equaçã,o integral do deuterão.
os dois últimos capítulos correspondem, respectiva,mente, à apre.sentação
dos resultados provenientes da resolução numérica da equação integral e às
conclusões.
o enquadra,mento teórico é dividido em: um capítulo respeitante à teoria
relacionada com o método wauelet, e outro onde é feita a descrição quântica
não-relatiüsta do sistema de dois nucleões. o primeiro desses, o capítulo 2,
intitula-se uma perspecti,ua sobre a teori,a wauelefi o outro, o capítulo z, Des-
cri'çõ'o nõ,o-relati,aista d,e s'istemas d,e d,oi,s nucleões. o capítulo 2 inicia com
uma exposição sucinta dos métodos "pr&waaeleús" cujas limita@es, nalgu-
mas aplicações, serüra.m de ímpeto ao aparecimento das funções wauelets.
são eles a análise de Fourier e a anáIise de Fourier com janela móvel.
o percurso até às waaelets de Daubechies começa com a explicação do
que são as waaelets contínuas e de como implementar a transformaçãa waae-
/eú contínua. São dados exemplos e indicadas algumas das suas limitações.
Em seguida, tomarn lugar conceitos como transformad a wauelet discreta,
anríJise em multiresolução, ou equações e funções scali,ng e waaelet. por
último, todo o tratamento é estendido a duas dimensões porque, neste tra,
balho, as wauelets são aplicadas ta,mbém a funções com d.uas variáveis.
Em suma, os conceitos fundamentais que servem de suporte à utilização
de wauelets na resolução numérica de equações integrais sem singularidades
são, no capítulo 2, detalhados. Entretanto, paxa determinar, de uma maneira
simples e precisa, os coeficientes da representação da equação integral na
base sm,li'ng é discutida uma regra de quadratura d.e um ponto construída a
pa,rtir dos momentosl das funções scali,ng.
70 n-étimo momento de uma firrrção real de variável real, f(c), é definido como
(rn)Í: f *"yçr1ar,.
Mais sobre momentos de funções pode ser visto em [5], pp. 224 -226.
o
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No capítulo 3 é feita a dedução da equação integral não-relativista do
deuterão. A deduça,o da equação consiste em representar a equação de
Lippmann-Schwinger numa base de estados usa,ndo um potencial que des-
creve a interacção nucleão-nucleão.
Inicialmente, pa,ra ter uma ideia de que grandezas físicas do sistema
nucleãG.nucleão depende o potencial, são apresentadas algumas breves con-
siderações sobre propriedades gerais da interacção nucleão-nucleão.
Do estudo efectuado acerca da forma do potencial resulta o conhecimento
de que contém uma componente tensorial. A presença dessa componente'
juntamente com o princípio de Pauli, exige que a função de onda do deuterão
seja uma sobreposição de uma onda S e uma onda D.
Pela razão de simplificar a aplicação inicial das wauelets à resoluçã,o da
equação integral, começa por usa.r-se um potencial de ensaio que não tem
em conta a componente tensoria,l - o potencial de Malfliet-Tjon V - donde
resulta uma função de onda apenas com componente S. Posteriormente,
considera.se um potencial mais realista, no sentido de já ter em conta a
sobreposição da onda S com a onda D, nomeadamente o potencial Paris.
seguese a construção da base de estados na qual é representada a
equação integral do deuterão. A base de estados pertence ao espaço vectorial
em que é descrito o deuterão, ou seja, um espaço que resulta do produto ten-
sorial dos espaços vectoriais associados aos graus de liberdade "externost'e
"internos" do deuterão. São eles o espaço dos momentos, o espaço dos spins
e o espaço dos isospins.
o quarto capítulo - wauelets e a equaçõ,o i,ntegral do deuterõ,o - começa
por apresentar a discretizaçãa da equaçã,o integral obtida, no capítulo an-
terior, para o potencial Matfliet-Tjon V, recorrendo à regla de quadratura
de Gauss-Legendre. Os resultados computacionais obtidos da sua resolução
são usados como refelência pa,Ia o método wauelet. A aplicação de wauelets é
6
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explicada, neste capítulo, ta.rnbém paxa o caso do potencial de Malfliet-Tjon
v. Para o potencial Paris apenas se apresenta a expressão da equação a re
solver numerica,mente, a qual se obtém por analogia com o que é feito para
o potencial Malfliet-Tjon V. Em todos os casos o que é necessiário resolver
são sistemas de equações lineares homogéneos.
No capítulo 5 sã,o apresentados os resultados dos sistemas de equações
linea.res homogéneos deduzidos no capítulo anterior. Da resolução numérica
dos sistemas de equações obtém-se a energia de ligaçã,o do deuterão e a sua
função de onda. o sistema expandido na base de multiresoluçã,o apresentou,
no entanto, uma instabilidade numérica que só foi possível de ser contornad.a
por transformações apropriadas das equações para outros sistemas equiva-
lentes. Em vez de resolver o sistema original directamente paxa obter a
função de onda, reformulou-se o sistema de maneira que a sua solução fosse
uma nova função igual a,o produto entre a função de onda e outra função por
nós escolhida. Foro,m testadas três novas funções: uma ond.e se multiplicou
a função de onda do deuterão pelo momento linear; outra que consistiu em
dividir a função de onda pelo propagadorl e a última que se obteve multipli-
cando a anterior pelo momento linear. Assim, os cárculos fora.m efectuad.os,
nã,o só, usando waaelets de Daubechies de ordem dois e três, como ta,mbém,
para cada uma das novas funções, com a,mbos os potenciais mencionados.
o capítulo 5 está dividido em quatro secções. Na primeira secção são
apresentados os resultados obtidos com o método de referência para o po
tencial de Malfliet-Tjon V e paxa o potencial paris.
A segunda secçã,o corresponde ao método waaelet. os crílculos fora.m
realizados para a,mbos os potenciais: na base de multiresolução sem e com
eliminação de coeficientes de expansão na base correspondentes a detalhss;
e tarnbém na base su,li,ng. Da comparação dos resultados entre a,mbas as
bases pode confirmar-se a ortogonalidade da transformação que a,s relaci-
ona. Na base de multiresoluçã,o, da comparação dos resultados sem e com
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eliminação de coeficientes correspondentes a detalhes pode ver-se o efeito
que a eliminaçao tem no valor da energia de ligação e na forma da função
de onda.
Na terceira secção é feita uma tentativa de simplificaçã,o do método tuo-
ueleú. Nomeadamente, em vez de escrever a equação integral na base scali,ng
discretizou-se a equação pela regra de quadratura de Gauss-Legendre. Re'
sultou um sistema de equações lineares homogéneo a,o qual se aplicou a
transformaçãa waueleú para obter uma representação da equaçful na base
de multiresolução e aí procedel como anteriormente. Os críIculos foram re
alizados na base de multiresolução sem e com eliminaçáo de coeficientes
correspondentes a detalhes apenas paxa o potencial Malfliet-Tjon v.
Na última secção são esboçadas algumas das funções de onda correspon-
dentes as secções anteriores. Sâo comparadas as funções de onda obtidas
usando uauelets com as obtidas pelo método de referência. É feita a com-
paraça,o entre as funções de onda obtidas com cada uma das novas funções.
Comparam-se as funções obtidas usando as wauelets de ordem dois com as
de ordem três. E ainda se comparaln funções de onda obtidas com diferente
quantidade de coeficientes de expansão na base de multiresolução, corres-
pondentes a detalhes, eliminados.
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Capítulo 2
(Jma perspectiva sobre a
teoria wauelet
o conceito de wauelet surge com Jean Morlet, geoffsico francês, em 19g2,
na sequência de estudos de prospecçã,o geológica [6]. ondas sonoras provG
cadas no solo podem levar à descoberta da existência de petróleo através
do estudo das suas trajectórias. como a propagaçã,o do som depende de
propriedades do meio material, a alteraçã,o da constituição do subsolo leva a
desvios na sua trajectória. As mudanças de trajectória são, por vezes, muito
acentuadas, de tal modo que métodos de anrílise de sinais como a análise
de Fourier se tornarn pouco eficientes no seu estudo. É neste contexto que
Morlet propõe um novo método de análise, baseado na transformada wauelet
contínua, que se adapta às características do sinal: estuda com igual detalhe
mudanças pouco acentuadas e alterações repentinas do sinal.
No âmbito das aplicações práticas da teoria waaelet, destaca,m-se impor-
tantes contribuições que incluem os trabalhos de Alexandre Grossman, yves
Mayer, Ingrid Daubechies e Stephane Mailat [Z].
Associado à teoria wauelet, está ainda o nome de AIfred Haar, embora os
seus trabalhos tenha.m sido desenvolvidos no início do século xX, múto antes
I
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de ter surgido o conceito de wauelet. Posteriormente a Morlet, as funções
que apaÍecem nos trabalhos de Haa.r foram identificadas como um tipo de
wauelet - as waueleús de Haar [8]. Estas, devido à sua simplicidade vieram a
torna,r-se de grande utilidade na ilustração do mecanismo de funcionamento
da arrrá,lise wauelet.
O tipo de wauelet que Ingrid Daubechies desenvolveu é implementado
através de uma transformaçáa wauelet discreta cuja implementação com-
putacional está associada a algoritmos rápidos. Por isso, as wauelets de
Daubechies são uma ferramenta com elevado potencial.
Antes da exposição de uma perspectiva detalhada sobre a teoria wauelet
e) em pa,rticular, da dissertação sobre como apücax wauelets para resolver
a equação integral do deuterão, será feita uma breve incursão aos métodos
que estiverarn na base do surgimento da teoria wauelet.
2.L Um ponto de partida
Fenómenos naturais, entendidos como sinais, isto é, como variações de
grandezas físicas no tempo, no espaço, ou no tempo e no espaço, podem ser
representados por modelos matemáticos que permitem uma aniálise compu-
tacional.
Um exemplo, familiar, de um sinal que frequentemente suscita interesse
de anrálise é o som. Um som resulta da variação da densidade do ar (grandeza
física) ao longo do tempo. Considerando um elemento de volume unitrário,
essa variaçã,o pode ser representada matematicamente pol uma função uni-
dimensional tão complexa quaJlto a forma como varia a densidade do a,r. Se
pretendermos ana,lisar o conteúdo frequencial dessa função, ou seja, conhecer
o seu espectro, podemos recorrer à a,nríIise de Fourier.
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z.L.L Análise de Fourier
A anrálise de Fourier pode ser vista como um problema de decomposição
e de reconstruçã,o de uma função, f (t), " 
partir de sobreposições de funções
sinusoidais de diferentes frequências. Então, se temos Í(t) e queremos de-
compGla recorremos a
Í@): # l"e-2niúyçtydt, (z.t)
onde /(z) se designa por transformada de Fourier de /(t) e pode ser en-
tendida como uma medida da "quantidade" de oscilações com frequência u
presentes em /(t) [9]. Dizemos qou 71r; é uma representaçã,o de /(ú) no
espaço de Fourier.
Uma vez decomposta a funçã,o podemos reconstruí-la através da trans
formada inversa de Fourier
Í(t): h /""2ni'tiçr1dr. (2.2)
Este procedimento de anrílise e síntese de um sinal perrnite não só conhe
cer o espectro de uma função como tarnbém, através de eliminaçao de parte
do conteúdo espectral criteriosamente escolhida, obter uma representação
mais simplificada do sinal. Representação essa que, por sua vez, pode levar
à compressão do sinal uma vez a:Íma"zenada a informação nela contida.
Se estamos perante um sinal periódico, com período Tg, a sua repre-
sentaçã,o üa Fourier é feita recorrendo as séries de Fourier. Um sinal periódico
contém todas as frequência"s múltiplas da sua frequência funda,mental e, por
isso, pode ser representado por
+oo
Í(t): I fn"o'"k"o,, (2.8)
k:-oo
onde zs : fi e a frequência funda,mental do sinal.
Na prática, quando se faz uma a;rrostragem de um sinal unidimensional
contínuo, o que se obtém são valores discretos que em termos computacionais
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serão tratados recorrendo a uma transformada de Fourier discretal dada por
'r N-l
i@*) : hD Í(t")ui2rumtn, 
(2.4)
onde: N é o número de medidas efectuadas em intervalos de tempo iguais,
AÍ, durante um intervalo de tempo T : N At; tn : n\t é o instarrte de
tempo em que foi efectuada a mediçã,o número n; e f (t") são os elementos
da amostragem. No que respeita à frequência, são tidos em conta apenas
vaJores discretos, por isso apaÍece rotulada com um índice: u*. Em que
u*: #, com n'L - 0,... ,N - 1.
O sinal pode ser reconstruído recorrendo à transformada discreta inversa
de Fourier . N_l
Í(tn):+I Í(u*)ei2"'-t". (2.5)
{ N *?:o
O crá,lculo directo da transformad.a de Fourier é feito por -lí2 operações.
Contudo, foi desenvolvido um algoritmo significativamente mais rápido que
reduz o número de operações para Nlog2(N), que se designa de transfor-
mada rápida de Fourier [LL].
As funções sinusoidais apresentarn uma característica de globalidade por
se estenderem por todo o domínio ao qual pertencem. Isto significa que são
necessários muitos coeficientes de Fourier para representar fielmente uma
função não periódica. Por outro lado, a informação extraída da anrálise de
Fourier corresponde ao espectro de frequências da função como um todo,
não especifica,ndo localmente os valores das frequências. Assim, se o que
nos interessa é conhecer localmente que variações oco rem no sinal, usar a
aniilise de Fourier torna-se inapropriado.
Com o intuito de criar uma ferramenta aniáloga à análise de Fourier, mas
que fosse mais bem sucedida na análise localizada, surge uma nova versão
apelidada de anrá,lise de Fourier com "janela" móvel (do inglês: Windowed
1A deduçáo da.s expressões Q.Q e (2.5) pode ser encontrada em [10], pp'All - 41'4'
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Fourier T[ansform - WFT)
2.L.2 Anrílise de Fourier com ttanela" móvel
A análise de Flourier com 'Janela" móvel consiste numa análise que re-
corre à transformada de Fourier de pequenas fatias do sinal a analisar.
Se queremos analisar um sinal representado por /(ú) recorremos a, uma
'qfunção janelal' (fun@,o que toma valores próximos de zero ou zero fora de
rrm pequeno intervalo) e calculamos o produto2 entre ambas. Do produto en-
tre as funções resulta, como se pode ver na flgura 2.L, uma função localizada
que abrange a parte da função original à qual aplica.mos uma transformação
de Fourier. A WFT é definida como
(r'u" Í) (r,u) : # I::-"-tzrat nx(t - r)Í(t), (2.6)
onde: g*(Í - r) é o complexo conjugado da 'qfun€,o janela" e pertence ao
espaço, I2(R), de funções de qüadrado sumávelS em IR; Í(t) é a função a
anailisar; (T*i^ Í)(r,u) os coeficientes de Fourier, ou seja, a transformada
de Fourier de g*(ú - r)Í(t); e u corresponde ao valor médio de frequências
extraídas da análise.
Os coeficientes de Fourier, (T'i'" Í)(r, u), fornecem-nos informação sobre
a "qua,ntidade" de oscilaç&s com frequências da ordem de u existentes em
g* (t - r) f (t) junto ao instante r.
2caso a "Íirnção janelai' seja complexa, o que se multiplica é o seu complexo conjugado.
Na descrição da WFT considera,mos o caso geral que inclui funções complexas, embora,
para ilustrar o papel da "função janela", na fig. 2.1, nos tenha.mos restringido a um&
"função janela" real.
3As funçõee de quadrado srrmável em IR são funções que satisfaaem








Figura 2.L: Ilustra4ão da localização de uma função usando uma "funçâo janela": a
função a anaüsar, Í(t), é multiplicâda pela o'função janela" localizada em 7 : 0, S(ú),
donde resulta o produto S(t)Í(t) ao qual é aplica.da uma transforma4ão de Fourier. S(t-r)
é uma versão deslocada de "função janela", centrada em r.
A 'função janela" pode ser transladada, multiplicada noi\arnente à função
em análise e por fim pode ser calculada a transformada de Fourier desse pro
duto. Repetindo este processo sucessivarnente, a análise pode ser estendida
a toda a função /(ú). Aqui está subjacente uma limitação para este tipo
de anríJise porque analisa com a mesma resolução altas e baixas frequências:
uma vez definida a "função janela" a sua largura é fixa. As translações,
no domÍnio do tempo, que a 'Tunção janela" sofre para cobrir todo o sinal
não alteram a largura da "ja,nela". Pela mesma tazáo, mantém-se também





* o produto interno entre dua.s funções /,g e ,L2(JR) como
\Í,s),: [ Í.Q)ne)or, (2.7)
J
onde se generalizou f e g para funções complexas, portanto f* é
o complexo conjugado de f;
*i a norma de / como
ll/ll ': 'frrÃ (2.8)
Se definirmos
gr,u(t) ,:.i2n'tg(t - r), (2.9)
a WFT pode ser expressa como o produto interno ettre gr,r(t) e /(ú), ou
seja,
(r-i" f)(r,u) : (g,,u, Í) . (2.10)
onde gr,u podem ser entendidas como oscilações de frequência u, dentro do
envelope definido por 9(ú - r), como uma função do tempo ú [2].
Neste sentido, as funções gr,u pàÍametrizadas por todos os valores de
frequência u e de tempo r formarn algo anrálogo a uma base para Z2()n). Isto
porque, se g e Z2(R), então também gr,u e I2(R) uma vez aue llg",rll : llgll.
Su gr,u é localizada no tempo e §r,u toma valores pequenos fora de rma
estreita banda de frequências, entã,o pela identidade de Parseval [2], que
estabeleceaigualdade 




onde f e f são as tra^nsformadas de Fourier de / e g respectivamente, pode.
mos afirma,r que a WFT efectua uma anrílise tempofrequência localizada.
A função /(Í) pode ser reconstruída a partir dos coeficientes da WFT.
A síntese do sinal a partir dos coefi.cientes não pode, contudo, simplesmente
ser feita aplicando a transformaçã,o inversa de Fourier. Vejamos porquê: da
aplicaçã,o da transformação inversa de Fourier a (T-i" Í)(r, u), com respeito
à va,riável u, resulta o produto
e*(t - r)Í(t) : h f a, "o,""rltyi" fl(r,u) (2.11)
e dividi-lo por g*(ú - r) não é adequado porque essa funçã,o pode assumir o
valor zero. A maneira de contornar este problema é multiplicar (2.11) por
g(t - r) e integrar em r obtendo-se
I *rnn - il2 ÍO) : * I I * du ei2n'ts(t -,)(r-i" Í)(,,,). (2.t2)
Porque I drlg(t - ")12 : llgll, o sinal já pode ser obtido a partir dos
coeficientes da anríIise tempo'frequência:
Í(t) : (znllsll])-' Í I* d,u s,,u(r*i, Í)(r,r). (2.18)
A síntese do sinal a partir dos coeficientes de Fourier é dada por (2.13)
desde que a "função ja.nela" pertença a .L2(m.), ou seja, 0 < llgll < -.
Em todas as aplicações, é suposto que g seja bem concentrada no tempo
e na frequência [1]. No entanto, se recordarmos a relação de incerteza de
Heisenberg
/ruLt 7 L2r
essa concentração no tempo e na frequência não pode ser indiscriminada-
mente ma,ior em simultâneo em a.rrrbos os domínios.
Anteriormente foi referido como uma limitação para este tipo de anríIise
que uma vez escolhida uma "funçã,o janela" a sua resoluçã,o no domínio do
16
Teofia wauelet
tempo e da f:equência mantém-se inalterada. Vàse, agora, a limitação de
que se escolhermos uma "função janela" com elevada resolução no domínio
da frequência, há uma perda de qualidade na resolução no domínio do tempo.
A função gr,u, ele permite a anií,lise de /(t) no plano tempo-frequência,
vista como rrmss 'újs,nsla," que "deixa passa,r" sinal junto ao instante 7 com
frequência próxima de u, tem associada uma "á,rea de actuação", definida





Figura 2.2: Representação da "área de actuação" de g.,u no plano tempofrequência.
No domínio do tempo o centro da 'lanela" é r e a sua largura é ÀÍ que corresponde ao
intervalo V-+,"++1. No domÍnio dafrequênciao centro da "janela" éu eabandade
frequências que considera tem a largura Az que corresponde ao intervalo l"- +, "+ +1.
A rárea da "ja,nela", de acordo com a relação de incerteza de Heisenberg,
nã,o pode ser inferior a f;. Isto significa que se tentarmos analisar a função
para um intervalo de tempo inferior a At a banda de frequências ala.rga para
valores superiores a f2r(u - *),2r(u * ?)], o" seja, perde-se resolução no
domínio das frequências. Por outro lado, se quisermos estreitar a banda
de frequências abaixo de Au isso só é possível paxa um intervalo de tempo
maior qre Zr\t, perdendo-se assim resoluçã,o no domínio do tempo.
Para sinais que apresentarn pouca va,riação numa zona e grande variação
noutra, a constância da resolução implica uma redução na eficácia da anrílise.
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As wauelets são funções que fornecem um método de a"nrá,lise que ajusta
a resolução às ca,racterísticas do sinal: encurta o intervalo de tempo de
anrílise para frequências altas e alarga'o para baixas frequências. Para tal,
o conceito de frequência dá lugar a,o conceito de escala.
2.2 Análise uaaelet
A a.nrá,lise wauelet, tal como a análise de Fourier, pode ser feita recor-
rendo a uma transformada contínua ou a uma transformada discreta. Agora,
porém, no lugar de exponenciais complexas, aparece uma famflia de funções
waaelet. O pioneiro neste novo método de anáIise, Jean Morlet, começou
por implementar a transformada waaelet contínua. Esta apresenta uma re-
dundância que vem a ser eliminada pela transformada wauelet discreta.
Pela ausência de redundância, a tra.nsformada wauelet discreta é usada
em algoritmos rápidos de processa,mento (reconstrução e síntese) de sinais,
enquanto a trânsformada wauelet contínua é principalmente usada na carac-
terização (anrátise) de sinais [12].
2.2.L Transformada waueleú contínua
Para construir uma transformada wauelet contínua comecemos por assu-
mir que temos uma função contínua, ,b@) e I2(R) que satisfaz a condição
de admissibilidade
c,t,:2r, I orffi . *, (2.14)











A condição (2.16) em conjunto com (2.15) leva a que
rl:@)dr :0. (2.17)
Em seguida, é criada uma famflia de funções wauelet, a partir de translações
e mudanças de escala da função r/(r), definida como
(2.18)
onde a é um parâ,rnetro de escala, que permits a.mpliar ou reduzir a função
,! e b é um pa,râ,metro de translação de rh. Sendo a,b e IR, e a * 0, de
modo que qualquer uma das funções wauelet tenha norma igual a 1 [L], ou
seja, llr/",611 : llúll : 1 para qualquer a, b permitidos. pela propriedade de
a fa,r:rflia de funções waaelet ser criada a partir de uma função r/ (a quat
deve satisfazer (2.L4) e consequentemente (z.LT)), esta função é usualmente
denominad a mother wauelet.
A transformada waueletcontínua resulta, então, do produto interno entre
o sinal a a,nalisa,r e a fa,mflia de funções waaelet (2.18):
úo,u(r):lol-*rb(+)
(r*"" f) (a,b) :1"7* | o. (") f @)d,r: (úo,u, Í) (2.1e)
o,'de (T-au Í) (",b) é a transformada wauelet, contínua de / e, como vai ser
demonstrado mais à frente, drá.nos informação sobre os detalhes que o sinal,
representado por /, contém à escala a [2].
O sinal pode ser reconstruído a partir de (T-", f) (o, b), recorrendo à
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resoluçã,o de identidade de Calderóna [1], através de
ÍÍ ) t::1Cr t:: dbda_T (T'"u Í) (a,b)r!",6(r), (2.20)
desde qte C,,t, ( oo, ou seja, desde que se verifique a condiçã,o de admissibi-
Iidade (2.14).
Uma característica das waaeletsem geral é que devem decair rapidamente
para valores próximos de zero (tal como as "funções janela" referidas na
!VFT). As waaelets podem, mesmo assim, ser diüdidas em funções com
suporte infinito e em funções de suporte compacto.
Uma funçao, Í(r), diz-se de suporte compacto se para r < a ou r ) b,
com -oo 1a 1b < +oo, Í(r):0 [1]. O domínio das funções de suporte
compacto é larb), enquarrto paxa as de suporte infinito o domínio é lR..
O nosso propósito é chegar àn waaelets de suporte compacto, as quais
serão tratadas mais adiante. Entretanto, são ilustrados dois exemplos de
waaelets usadas para implementar a transformada waaeleú contínua. Por
contraposiçãa às wauelets de suporte compacto, escolhemos, Pila já, exem-
plos de suporte infinito.
aA resolução de identidade de Calderón é definida como:
f f:: ff {r-"" Í)' (a'b) (r-"'s) (a'b) : c't' $'s)
olnde (T-"" f). (o, b) é o complexo conjugado da transformada waaelet contínua de f-
Através do crálculo do produto interno entre f e uma qualquer funçáo I € 12(lR), no qual
i:rtroduzimos a expressão (2.20) de reconstrução de / a partir de (T-"" f) (a, b), chegamos
à resolução de identidade de Calderón. Esta é vríIida desde que C4, ( m, por isso a
fórmula de reconstrução de / tarnbém é vrílida sob a mesma condição. Pode ver-se mais
sobre este assunto em [2] e [1].
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Exemplos de uauelets corn suporte infinito
Em arnbos os exemplos as mother wauelets têm uma expressão ma-
temática explicitaS, por isso, são apresentadas as funções mother wauelet
sendo a sua forma ilustrada na figura 2.3. Ta,rnbem são escritas as fórmulas
de construção da fa.rnflia waaelet correspondente.
w &l
Figura 2.3: Bxsmplos de waaelets com suporte infinito: (a,) waaelet de Morlet; (b)
waaelet chap éu mesi,cn no.





que representa uma onda modulada por um envelope gaussiano e onde ( e
o são constantes arbitrírias. A famíia de wauelets construída a partir desta
mother wauelet escreve-se, por isso, como
4) a,b : lal * 
"t'ço1o=1) 
e- *(+)' (2.22)
sNem todos os tipos de waaelets têm expressões matemáticas explícitas. Um exemplo
disso são as wauelets de Daubechies - o tipo usado neste trabs.lho.
2t
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20 Exemplo: Waaelet chapéu mexicano
,p@) : (L - r\e-+ e.2z)
que é a segunda derivada da funçã,o gaussiana. E a famflia de wauelets qtrc
lhe está associada apresenta a forma
i,a,b:t,t-à l, - (,+)'l "-r,ç,' çz.z+7L \ " /)
2.2.2 Transformada waueleú discreta
A versão discreta da transformada wauelet pode ser obtida discretizando
os parâmetros, a (de escala) e b (de translação), que permitem construir a
famflia de waaelets no caso contínuo. Assim, a e b passa.rn a tomar apenas
vaJ.ores inteiros. Defi.ne-se, portanto,
a:aJg, ag)L, j e Z
e a discretização de b deve depender de j tal que wauelets reduzidas (associ-
adas às altas frequências) seja,rr deslocadas por passos pequenos e wauelets
ampliadas (associadas às baixas frequências) sejam deslocadas por passos
ma,iores. Consequentemente, é natural escolher b: kborro, "o* b9 ) 0 fixo
e j,ke Z.
A famflia discreta de wauelets é construída a partir de
,hi,x@) -- oo-Í.',Pçooj r - kbn); i,k e z. (2.25)
Interessa.nos que a fa,mflia de wauelets constitua uma base ortonormal.
Isto, porque a ortogonalidade permite torna,r mais fácil o crilculo dos coefi-
cientes de expansão [13] quando se representa uma função nessa base. Para
garantir a ortonormalidade devemos impor alguma restrição para os valores
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Exemplos de wauelets com suporte compacto
O primeiro exemplo é um tipo de wauelet que, pela sua simplicidade,
permite visualizar mais facilmente como actuarn as waaelets. Os outros
dois são ilustrados porque se tratam dos tipos de wauelets que usa.mos. Na
figura 2.4 er;tá, representada a mother wauelet de Haar, cujo suporte está no
interrnalo [0, L).











-0.5 0.0 í.0 1.5
Figura 2.4: Exemplo de uma mother wauelet com suporte compacto: wa-
aelet de Haa.r. Tem suporte no intervalo [0, 1).
As figuras 2.5 e 2.6 ilustram dois tipos de mother wauelet de Daubechies
de ordens diferentes, respectivamente 2 e 3. A wauelet de Haar é tamMm






inteiros que o e b podem tomar. Uma escolha adequadau p*u satisfazer a
ortonormalidade é que ao seja 2 e ó6 seja 1 [1]. A famflia discreta de wauelets
torna-se uma famflia de waueleús dirídicas7. Nesse caso, a famflia discreta de
funções waaelets escreve-se como
rli,N@) :2**E1z-'* - r), j,k e z. (2.26)
A transformada waaeleú discreta de uma função / € I2(R) é obtida pelo
produto interno entre a função a a,nalisar e a famflia de wauelets diádicas,
Dtrt' : \f ,r!i,à, (2.27)
onde Df,ft' é a transformada wauelet discreta de /. E esta função pode ser
reconstruída a partir de
/: » d'i.xú;i,r,, Q.28)
j,k<z
onde se fez di,* = Dtrfr".
As famflias de waaelets diádicas constituem uma base ortonormals de
.L2(R) [9], as quais permitem representar funções extraindo detalhes à escala
j.
Apresentamos em seguida três exemplos de wauelets com suporte com-
pacto utilizados na implementação da tra"nsformada waaeleú discreta.
6A condiçã,o ao ) L é suficiente para construir uma famflia discreta de waaelets, mas
para que as waaelets satisfaçam a ortogonalidade é necessário tamMm que oo seja racional.
A escolha de oo - 2 foi feita por uma questão de simplicidade [1].
TFunções dirídicas sã,o funções com um pa,râmetro de escala que é uma potência de base
2 [t4].




20 Exemplo: Wauelet de Daubechies de ordem 2
0.0 0.5 í.0 í.5 2.0 2.6 3.0
x
Figura 2.5: Exemplo de uma mathq waaelnt com suporte compacto: wa-
velet de Daubechies de ordem 2. Tem suporte no intervalo [0, 3].





Figura 2.6: Exemplo de uma mother waaelet com suporte compacto: uro-













Nas figuras 2.4,2.5 e 2.6 pode ver-se que o suporte das wauelets tem o
tamarrho 1, 3 e 5, respectivamente para as waaelets de Daubechies de ordem
1,2 e 3. Vemos que o suporte aumenta com â ordem de Daubechies.
O suporte das mother waaelets (Sup r!) apresentadas nas flguras 2.4,2.5
e 2.6 está no intervalo 10,2K - 1], onde K é a ordem da wauelet lL1]. O
mesmo é dizer que o tamanho do suporte é 2K - L (veremos adiante o que
isto significa).
Dos exemplos apresentados, apenas a waaeleú de Haar possui uma ex-
pressão matemática explícita. As wauelets de Daubechies são soluções de
uma equaçáo wauelet que, como veremos adiante, emerge do conceito de
anrálise em multiresolução.
Em meados da década de 1980, Joseph Mallat, ao trabalhar em análise
de imagens, fez uma inovação na utilização de waueleús para analisar sinais:
considerou as waaelets como funções que permitem conhecer o incremento de
informação necessrírio para passax a um nível de resoluqão maior na análise
de uma imagem e a partir desta interpretação criou o conceito de análise
em multiresolução. Isto, porque naquela época era popular estudar imagens
simultaneamente a diferentes escalas e comparar os resultados [1].
Por se considerar fornecer uma clara compreensão das bases wauelets,
uma vez divulgada a análise em multiresolução, um crescente número de
bases waaeleús ortonormais surgiu. Um exemplo é as já mencionadas waaelets
de Daubechies.
2.2.3 Anrílise em multiresolução
Suponhamos que medimos a intensidade de um sinal (por exemplo, o
som) ao longo de um certo comprimento no espaço. O que resulta da medição
são valores discretos distribúdos ao Iongo do comprimento como se mostra
na frgura 2.7 (a). Essa amostragem de valores pode ser representada por uma
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função Í(n), tal como se ilustra na figura 2.7 (b). A análise da função pode
passax por aproximá-la usando uma "função caixal'. Este tipo de função é
constante num intervalo e zero fora dele, por exemplo, a funçã,o çi(r) unitária
no intervalo [0, L).
Para aproximar /(r) usando a função @(r) podemos partir dos valors
da amostragem e traçar em cada ponto uma linha unitária pa,ra a direita,
como se vê na figura 2.7 (c). Obtemos uma aproximação da função /(e), que
é uma combinação linear da "função caixa", Ó(r), e de versôes transladadas
dela. A aproximação pode ser melhorada se reduzirmos, por exemplo, para
metade o comprimento de Q@). Anova aproximação de /(r) resulta de uma




FigUfa 2.7: Ilustra4ão da aproximação de uma função numa determinada escala: (a)
Amostragem de pontos (por exemplo, distribuição das intensidades de um som no 6pa,ço);
(b) Representa4ão de uma função, /(r), relativa à amostragem de pontos; (c) Aproximaçâo
da função f(c) " 
partir dos pontos de a,mostragem, usando uma 'firnção caixa" unitária,
nomeada.mente ó(r),tal que Ó(r) : I se r € [0, 1) e @(r) : 0 se o € ]R. \ [0, 1).
Relativamente a essas duas representações, dizemos que temos duas apro-
ximaç&s de /(r) a escalas diferentes. Isto é, se parâ, a representação de /(r),
que usa funções, $(r), de comprimento unitrí,rio, considerarmos que estamos
a uma escalâ, de paÚida, j : 0, então podemos convencionar que a repre
sentação de /(r), feita com vers&s de Ó(r) de comprimento reduzido para




Posto isto, da representação de uma ftrnção /(r) em escalas diferentes
resultam aproximações diferentes para a mesma função. Chamemos fi(r)
à aproximação que se faz de /(r) numa escala j, fi-{r) na escala j - I e
assim sucessivamente.
Se a escala j - 1- apresentar uma maior resolução que em j, então, nessa,
serã,o postos em evidência detalhes que à escala j estavam ocultados. Esses
detalhes serão representados por di(r),, com di@) : fi-ún) - fi(r), onde
o j é a escala da qual os detalhes são extraídos. Se voltarmos a aumentar
o nível de resolução da escala, serão extraÍdos os detalhes, dit(r), que na
escala anterior, j - 1, estavam ocultados. Deste modo, se aumentarmos cada
vez mais a resolução da escala, a representação de /(r) contém os detalhes
extraídos de todas as escalas até ao maior nível de resolução considerado.
Esta é uma análise em multiresolução. Na tabela 2.1 é ilustrada esta ideia
através da representação de Í(r) a diferentes níveis de resolução.








= fi-z(r) : fi-:(x) + di-t(n) : Íi@) + di@) * d4a@)
= f i_*@): ... : fi@) + di@) + fu_{r) +... + di_*+r(r)
: fi@) +\1,:-*d,p(r)
Tabela 2.1: Ilustração da representa.çâo de uma função /(z) em diferentes escalas. O
nível de resolução das escalas aumenta de j para j - 1.
O conceito de anríIise em multiresolução pode ser formalmente definido
a partir de uma sequência crescente de subespaços fechados I/7 C .L2(R),




{ó0,*@) : ó(r - k)}*rz é uma base ortonormal de 7s; (2.30)
C VT C VO C V_T C "' C T2(R); (2.31)
Vi = UVs, (2.32)
onde D, é o operador de transformação discreta de escala definido por
(Di Í)(") .:2-i/z 712-i r),y Í(r) € 12(R).
A sequência de subespaços forma uma análise em multiresoluçã,o se, além




Se denotarmos por P7l o operador projecção emVi, então (2.33) assegura
que, para qualquer função / € f2(R)
jIT- P1Í : Í, v/ € r2(R)'
Que corresponde precisa,mente à última linha da tabela 2.1.
Uma vez que I/s é gerado por /(z) = óoo(u) e que, por (2.32), todos os
subespaços Vi =fu versões escalonadas do subespaço central 7g, então uma
base pa,ra Vi é tantlcÉ;m gerada a pa,rtir da função Ó(x).' u qual é designada
funçao scali,ng. E as funções de base para I/7 são
ói,x@) ,: z-t 6çz-i r - k), i,k e v'. (2.35)
Entretanto, como Vo C V-t, qualquer função em I/s pode ser expandida
em termos das funções de base 7-1. Em particular, a função sco,li,ng Ó(") e







que, por (2.32), ta,rnbém se pode escrever como
Q@) : Jr» hpg(Zr - k), (2.36)
k
onde à7, são chamados coeficientes scaling e (2.36) é aeqlaçãa scali,ng. Esta
relaciona a função scali,ng em duas escalas sucessivas.
Uma solução [16] para (2.36) é uma função scali,ng com a normalização
$(r)dr :1 (2.37)
Para obter uma solução que esteja em concordância com (2.JT) é n*
cessário que os coeficientes scali,ng satisfaçam a condição
Dn*:rt (2.38)
k
Chega-se a este resultado integrando a equação (2.36) em Í e conside-
rando a condição de normalizaqã\o (2.37).
A partir da equaçã,o scali,ng pode deduzir-se outra propriedade dos coe-
ficientes scali,ng. Se multiplicarmos ambos os lados de (2.36) por Q@ - l) "
integrarmos, obtemos
f __ f
I Ot")Ot* - t)d,r: » lzn*n*, I OQ" - x')qQr - 2t - k)dr.JrktJ
A condição (2.30) exige a ortogonalidade das funções scal,ing, então ape-
nas para kt : kl2l a^s parcelas do sumatório assumem valores diferentes de
zero, ou seja
Doror*r, - ôor. (2.89)
k
Veremos adiante que as wauelets podem ser construídas a partir das
funções scali,ng. Entretanto, serão apresentados três exemplos de funções
scal'i,ng, a partir dos quais se obtêm respectiva.rnente as wauelets de Haar, de
Daubechies de ordem 2 e de ordem 3.
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E\rnções scali,ng correspondentes às mother wauelets
de suporte compacto
Nas figuras 2.8, 2.9 e 2.10 são mostradas as funções scali,ng de Haare,
de Daubechies de ordem 2 e 3, respectivamente. Tal como acontecia para
a,s wauelets, tamMm as funções scali,ng de Daubechies não têm oipressão
matemática e:çlicita.
10 Exemplo: E\rnção scali,ng de Haar
1 se 0(r<1,









Figura 2.8: Função scdi,n4 deHaar. Temeupoúenointervalo [0, 1)
eA nruçao suJi,rry de Haa,r é precisa,mente a "firnção caixa" com que começarnos e







20 Exemplo: F\rnção scali,ng de Daubechies de ordem 2
0.0 0.5 1.0 1,5 2.O 2.5 3.0
x
Figura 2.9: F\rnção su,ling de Daubechies de ordem 2. Tem suporte no intervalo [0, 3]
30 Exemplo: E\rnção scl,ling de Daubechies de ordem 3
0.0 0.5 1.0 í.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
x
































Voltemos, agora, à tabela 2.L onde está representada uma função em
escalas diferentes. Seja /r.(z) uma funçã,o do subespaço trf , define,mos, para
os detalhes dn(*), o subespaço dos detalhe.sWx.A representação da tabela
2.L pode ser substituída por uma representação em termos dos subespaços
Vi 
" 
Wx como se pode ver na tabela 2.2. O subespaço dos detalhes, Ú7j,








Vi-2 : V1-t @ Wi-1 : Vi @ Wi @ Wi-t
Y-* : -.. : Vj OWi @Wi-t @ ... @Wi-m+r
Vi--*:Vj @ do:-*W*
Tabela 2.2: P;elaçãa entre subespaços yi em diferentes escalas. O nível de resoluçã,o das
escalas aumenta quando j diminui.
corresponde a,o nível de resoluçã,o j e é ortogonal a Vi. Isto significa que
o produto interno entre qualquer elemento de Wi e qualquer elemento de
Vi é zero. Uma vez qrc Wj é ortogonal a I/7 deve ser ta,mbém ortogonal a
qualquer subespaço deVi. Então, Wi é ortogonal a qualquer subespaço I/7,
com j' > j. O que quer dizer que o subespaço dos detalhes é ortogonal
ao subespaço aproximação só quando o subespaço dos deta,lhes tem maior
resolução. Além disso, quaisquer dois subespaços de detalhes a diferentes
níveis de resolução são ortogonais.
O subespaço dos detalhes Wi lem uma base ortonormal {rLi,*@)}i,*,
onrle 
',bi,k:: z-L4;12-i r - x1.
Por outro lado, as bases de Wi sãa bases para r'(R) uma vez que o espaço
de funções de quadrado sumável pode ser decomposto em subespaços de
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detalhes, cada um contendo informação sobre os detalhes a uma determinada
resolução. Isto é,
+oo
l21m; : A wr
le:-a
Entã,o, dizemos que .tr2(m.) tem uma base ortonorma) {rl;i,p(r)}i,x chamada
base waaelet.
Como vimos, antes da anrílise em multiresolução, a base waaelet é cons-
truída a pa,rtir de translações, k, e mudanças de escala, j, da função mother
wauelet.
Desde que {T/6,6(r)}1 esteja.rn emWo eWo C V-r, rlr(*) pode ser escrita




que, tendo em conta (2.35), tarnMm podemos escrever como
,p@): '/r» skg(2* - k), (2.41)
k
onde g7, são os coeficientes waaelet e Q.aL) é a equação waaelet. Esta rela-
ciona a mother wauelet com a funçao scali,ng na próxima esca,la mais fina.
Vamos centrar-nos numa solução, tl.t(r), pam a equação (2.47), que sar
tisfaz a condição
[ ,1,çr1a* : o. (2.42)
.t
A qual é a mesma imposição que emerge da condição de admissibilidade
referida paÍa o caso da transformada wauelet continua.
Aplicando a condiçáo (2.42) à equaçã,o wauelet (2.41) resulta que
Isr:0, (2.43)
k
ou seja, a igualdade (2.43) deve verificar-se para que a equaçã§ (2.4L) tenha
uma solução que satisfaça Q.a\- Os coeficientes 97, determinam-se a partir
34
Teoria wauelet
dos coeficientes lz;. Para ver como se relacionam recorremos ao e.spaço de
Fourier.
Obtenção de gr a partir de hp
Da ortogonalidade enfie Wi e 7r. resulta a condição de or-
togonalidade entre as funções wauelet, {!r\-in - k)}, e scal,ing,
{ó(2-i r - k')},
f
I th.(z-rn - k)ó(z-r r - kt)dr : 0. (2.4A)J
Derivar a condição de ortogonalidade (2.44), no espaço de Fou-
rier, permitenos conhecer a relação entre os sp e os hy.
Comecemos por introduzir a transformada de Flourier da função
scali,ng,
ô(o: hlq@)e-iÉ'd,r. (2.45)




g(r)e-i€'d,r :d(€): I T*orh I
1:
t/ztr ó(2, - 7r1 "- 





a equação scali,ng, no espaço de Fourier, assume a forma
ôe):" (á) a (f)






Analogamente para a equação wauelet, define-se G({) como
(2.48)
e a equação wauelet, no espaço de Fourier, assume a forma
(2.4e)
Em seguida, derivemos a condição de ortogonalidade entre
fbQ-j r - k)\i,* e {$(2-i r - k')}i,* no espaço de Fourier. Con-
sideremos a escala j : 0 com k' :0. A transformada de Fourier
de $(r) é dada por (2.45) e de {(n - k) é
c(€) :: T#r**
,r,G):" (i) d (i)
ú(e) : ,b@ - k1e-t€(,-k)dr. (2.50),/r;
0 ,1,*@ - k)ó(r)dr
(2.51)
a equaçã,o (2.51) fica
1 I
Partindo da condição (2.44) e tendo em conta (2.45) e (2.50),
tem-se
I *ll üeie"-k),$(€)]. [/ a, "u,,óçu1)
I * I * I o, "i'€k.i'x(e-Ç)$.(€)ô(,).
Recorrendo à representação da função delta de Dirac






o : Í * I o, ei€kõ(e- e)ú.(e)ô(")
: | *",rrú.(elô(el.
Isto tamMm se pode escrever como
l,*
+oo




onde apenas o intervalo de integração entre -oo e *m foi divi-
dido em subintervalos de largura 2r tomando em conta a perio-
dicidade do factor ei€e.
O lado direito de (2.52) corresponde aos coeficiente,s de Fou-
rier, a1r, de uma determinada função periódica, Á({), com período
2zr, definida por
*o
A(():: ! ú.te +2trt)$(E*2nt), (2.58)
I=-oo
cuja expansão de Fourier é
*m
Á(€) : I a* e-i€k Q.54)
le:-a
e os coeficientes de Fourier, a1, determina,rn-se atravrós de
ok : * fo'" *o{r) "'ro. (2.55)
A partir de (2.52), tem-se ak : 0. Assim, sendo os coefici-
entes de Fourier nulos, por (2.54), á(() : 0. Logo, por (2.53)
tem-se a condição de ortogona,Iidade entre as funções senli,ng e
wauelet no espa,ço de Fourier
*o
! ú.fe + zr\$$ * Zrt) : s. (2-56)
l=-m
Usando a equação scali,ng (2.47) e a equação wauelet (2.49),
podemos reescrever a condição de ortogonalidade (2.56) como
uma condição pa,ra ff(O e para G(0:
o :,8""" .(*#)o.(v#),(ry), F#)
*oo
: Ic.((' + "t) rl'"(€' + nt) H(€' + nt) $(( + rt) . (2.57)I:-oo
A equaça,o (2.57) é vráIida para qualquer (' : f, então no
demos substituí-lo por {. Separando a soma em termos pares
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(l :2k) e ímpares (l:2k * 1), tem-se
0
*oo
I c-(e +2rk),0.G+zrk) H(t+2nk)ô(g+ hrk)-r
k=-oo
*oo
I c.(e + Qk + 1)n) ,t'.G + Qk + L)r) xk:-oo 
H(€ + (2k + t)tr)ô(ç + (2k + L)tr)
Pelas definições (2.46) e (2.48), I/(€) u G(() são tunções
periódicas de período 2zr. Então, a equação anterior pode ser
escrita como
*m
c.(€)H(€) ! ú-te +zrk)ó(€+2rk)+
/c:-oo
*m
G-(€ + r)H(€+r) ! ú.tte + zr)+ zkr)ó(G+ zr) + 2kr) : s.
/c:-m
Por (2.56), os sumatórios da equação anterior anulam-se,
entã,o os produtos G.(€)H(€) " G.(€ + n)H({ f n') podem to-
mar quaisquer valores. Façarnos a escolha
G-(€)Í/(€) : -G*(€ + r)H (€ + n)
A igualdade anterior é satisfeita se escolhermos G((): À(()x
H.((+zr), com lÀ(()12 : r e À(() : -À((+zr).
Fazendo À(() : -e-it€, com I ímpar, então G({) : -s-iLÇ,




Tomando em conta a igualdade 
"inte 
- (-1)-k, tem-se





desde que I seja ímpar. Fazendo I - k : n, tem-se
G(O : ;- (-t)?z-" e-in:.7 \/2
Finalmente, da comparação com (2.48) conclui-se que
gn: (-L)"h1-n, (2.58)
com I ímpar
Antes de introduzirmos a anráIise em multiresolução, começámos por con-
siderar wauelets de suporte compacto. Como vemos, as waaelets podem ser
construídas a partir das funções scali,ng que resultam da anrílise em multire
solução. Ta,rnbém o suporte das funções wauelets é determinado pelo suporte
das funções scali,ng. Anteriormente referimos que o suporte das mother wa-
aelets está contido no intervalo 10,2K - 1]. Assim, o suporte das funções
scaling que dão origem às mother waaelets deve estar no mesmo intervalo.
Tal pode ver-se nas figuras 2.8,2.9 e 2.L0. As funções ói,*@) e úi,n(r) têm
suporte em l2i k, 2i (k + 2K - t)).
Ainda uma consequência do suporte compacto é que os coefi.cientes sca-
li,ng, hp, e wauelet, gk, [15] devem satisfazer a condição
hk: gk:0, para /c e v,\{0,1,...,2K - l}. (2.59)
O que significa que o tamanho do suporte determina o número de coeficientes
que têm de existir, isto é, para um suporte de tn.manho 2K - L existem 2I(
coeficientes sco,li,ng e igual número de coeficienta waaelet. Portanto, para
as wauelets de Daubechies de ordem K : 2 existem quatro coeficientes sco-
li,ng e q;aatro coeficienta wauelet,, sendo por vezes denominadas de DAUB4.
Enquanto as de ordem K :3, têm seis coeficiente e denomina,m-se DAUB6.
São estas a designações que usaxemos no capítulo 5.
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O princípio brásico da anrá,lise em multiresolução é que desde que uma
colecção de subespaços fedrados satisfaça (2.30) - (2.34), então existe uma
base ortonormal {!.tip(r), j,k e Z} de tr2(R), construída a partir de (2.26),
tal que, para todo / € .L2(R),
\:Í: PiÍ +» \rl'jJ,,flrl'j,r,,
keZ
onde Pr' é o operador projecção em Vi
Em síntese, da anrílise em multiresolução resultam as equações
scali,ng e wauelet, cujas soluções são respectivamente as funções
scali,ng (Q) e waaelet ($) com suporte em [0, 2K -1-) e respectivas
famflias com suporte em l2i k,2i (k + 2K - L)1.
No caso das waaeleús de Daubechies de ordem K é imposta mais uma
condiçã,o [15] para as definir, que é a condiçã,o de momentos nulos das ua-
uelets
f
I rlrp@)ar:O parâ l:0,...,K-1. (2.60)
J
Daqui resulta novo constrangimento pala os coeficientes scali,ng e wauelet




*t',1.,çr1dr: ,'Jr » skó(2r - k) :0,
lc=0








I 0,» 9tç dr$(r) : g + »le:O ft:0
que corresponde à condiçã,o (2.43). Para chegar a este resultado tevese em
















=+ » gkk: O,
/e:0
onde se aplicou a condição para I : 0 à primeira parcela e a condição de







Ja**'ó1*)t sx+zl Id,r rS@) \ gxk + drS@) \ sykz :0
2K-r
fr:0
=+ » gyle2 :0,
lc=O
onde se aplicou a condição para I : 0 à primeira parcela, a condição para




Para I : K -1,
2K-1. 2K-l
I gpkK-t:o + I (-t)*lrn-pkK-1 :0, (2.61)
À:0 k:0
com ?z ímpar.
A condição (2.61) apresenta uma dependência de K. Isto significa que
càda,vez que a ordem das wauelets aumenta, uma unidade, uma nova condição
de ortogonalidade surge.
Juntando a condiçã,o (2.61) àrs condições (2.38), (2.39) e (2.59) podem
calcular-se os coeficientes scali,ng e consequentemente os coeficientes wauelet,
Para os exemplos (Hu* e Daubechies) apresentados, os coeficientes scali,ng
resultantes das condições referidas estão na tabela 2.3.
Coeficientes scali,ng
hp Haa,r Daubechies






















(s + y'ro +3\/íirfr)116rt
(Lo - 2\ho +2 5 + 2J1,0) |rcrt
(10 -2\/to -2\Em)fi6rt
(s + r/ro - tl6 +rfr)|rcJ,
(t + 1,/to - 5 +zJtO)/t6\/'




A condição (2.60) pode ser generalizada paxa as fa,rnflias de waaeletsro
[15], [3] construídas a partir da mother waaelet
I rtthj,x(r)dr:0, O < t < K (2.62)
Esta é uma característica muito importante da,s wauelets porque leva a
uma representação local exacta de polinómios. Vejs.mos em que medida esta
característica apresenta significativa importância. Para tal, relembremos
uma consequência da anrílise em multiresolução retirada da tabela 2.2:
Vj : Wj+r @ Wi*2 o "' @ Wj** @ Vj+*,, (2.63)
onde 7r' é o subespaço de maior resolução e Vi+* de menor re.soluçã,o.
De (2.63) resulta que temos duas base paxa o subespaço 7r': à esquerda
uma base (scali,nfl constituída pelas funções de base ói,*@) à escala de maior
resolução; à direita uma base (de multiresolução) constituída pelas funções
de base ún,n(r) para todos os níveis de resolução desde o menor (i + m) Xe
ao nível (r + t; de maior resoluçã,o e pelas funções de base ój+*,n(n) pam
a escala de menor resolução (i + m1.
Qualquer função, Í (") e r' (R), pode ser representada aproximada,mente
nessas bases como se segue
j+m
Í(*):\*ói,*@): » d,pSi-,,*,v(r) r » Ddn,risn,n(n),k k n:j*to 
çr.un1
onde os coeficientes de expansã,o são
ck t: \ój,k, Íl dn z: (ój+*,x, Í) dn,k t: kh",*, Íll. (2.65)
No limite quando j - -cr., a represeutação de /(r) torna-se exacta em
a,mbas as bases.
104 demonstração de que a condição de momentos nulos pode ser generalizada, para




Consideremos o caso particular em que Í(") é um polinómio p1(r), de
grau l. A representação exacta na base de multiresolução é
j
n(*) : L or ói,*@) + » L on,rún,n(r). (2.66)
k n:-a k
Embora um polinómio não seja uma funçã,o de quadrado sumável, pode.
mos torn:í-lo numa bastando para isso multiplicá-Io por uma "função caixa,,.
Assim, o polinómio fica apenas diferente de zero num irrtervalo finito.
No caso do grau do polinómio ser I 1 K, por (2.62) e (2.G5), dn,k:0,
então (2.66) fica
pt(r): L ar ói,n@). (2.67)
k
Da condiça,o de momentos nulos, (2.62), obtemos (2.67) - uma repre-
sentaçã,o exacta de polinómios com grau até K - l em termos de funções
scali,ng à escala de menor resolução. Uma vez que podemos escolher arbitra-
riamente a escala j, essa representaçã,o é vrílida para qualquer esca,la. Como
o suporte das funções scaling é compacto, ptrâ representar o polinómio na
üzinhança de qualquer ponto r um número finito de coeficientes é suficiente.
Suponhamos que as funções scaling são de Daubechies de ordem 2. À
escala j : 0 o seu suporte tem tamanho 3. Se quisermos representar o
polinómio, por exemplo, na vizinhança do ponto r :2.5, como se pode ver
na figura 2.11, apenas o suporte de três funções scali,ng sobrepõe o ponto
considerado. Para este caso, são só necessá.rios três coeficientes de expansã,o
para representar localmente o polinómio.
Se considera,rmos funções scaling de Daubechies de maior ordem, o ta-
manho do seu suporte aumenta, mas o número de funçoes que contribui
na soma (2.67) pa,ra aproximar o polinómio é ainda finita. Por isso, a base
scali,ng permite uma representação local exacta de polinómios de grau I < K.
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FigUra 2.LL: Ilustração da sobreposição do Buporte de funções scalirq de Daubechies de
ordem 2 no ponto a : 2.5 de um polinómio de grau um. Apenas o suporte das funções
ó(r), h@) e óz(a) sobrepõe o ponto considerado.
Nas figuras 2.12 (a) e (b) pode ver-se também a representação local, no
interrm,loll entre 0 e 3, em termos de funções scali,ng de Daubechies de ordem
2, respectivamente paxa um polinómio de grau zero e um polinómio de grau
um.
Entretanto, se uma função, Í(n) e ,'(R), pode ser bem apro:rimada
por um polinómio de grau K - L, no suporte das waaelefr, os coeficientes
d,n,1ç :: (lbn,*,/) o 0. Esta é a razãa que tortra a base de multiresolução
tão eficiente: qualquer funS,o que apresente alguma regularidade pode, em
intervalos súcientemente pequenos, ser aproximada por um polinómio de
baixo grau. Uma vez representada na base de multiresolução, a maior parte
dos coeficientes de expa,nsão são muito pequenos e podem não ser conside-
rados, resumindo-se a representação a um pequeno conjunto de coeficientes
de o<pansão.
Representar uma função directa,mente na base de multiresolução não é,





Figura 2.1,2: Representação local, no intervalo entre 0 e 3, de uma função (a) constante,
(b) linear, em termos de funções scal,ing de Daubechies de ordem 2.
no entanto, muito prático porque exige o conhecimento dos dg e dos dr,;.. O
mesmo é dizer que é necessrírio avaliar os integrais
d,p:: ói+*,x@)f (r)dr e dn,b t: r!q@)f (n)dn
A igualdade entre as representaçfos nas bases scali,ng e de multiresolução,
em (2.64), sugere que se relacionam através de uma transformação linear.
Isto é, se representarmos uma função, f (r) € .02(R), na base scaling, pode-
mos, por meio de uma transformação ortogonal, obter a representação da
função na base de multiresolução. Assim, para calcular os coeficientes basta
avaliar os integrais
f
%:: | ói,*@)Í(n)dr. (2.68)
J
A base scaling não é tão eficiente como a base de multiresolução porque
não se pode, à partida, saber se há coeficientes que têm uma contribuição
pequena ao ponto de os podermos dmprezar. Enquanto na base de mul-
tiresolução, os coeficientes correspondem a muitas escalas diferentes, uns
coeflcientes têm uma contribuiçâo mais signiflcativa e outros, porque têm
uma contribuição pouco expressiva, podem até ser eliminados. Reduzir a
46
Teoria waaelet
quantidade de coeficientes, necessários para representar uma funçã,o numa
base, torna a representação mais eficiente.
Para calcula,r integrais numerica,mente, usa,m-se, frequentemente, regras
de quadratural2 da forma
ftN
I u@)f (r)d,r xlqÍ(r,), Q.6e)r a i,:-1,
onde u(z) é uma função de peso, ri sáa os N pontos em que a funçã,o deve
ser calculada e u,í são os pesos da regra de quadratura. Os pontos e os
pesos podem ser calculados de diferentes maneiras, em funçã,o de que regta
de quadratura se usa.
Um exemplo é a regra de quadratura de Gauss-Legendre. No entanto, em
aplicações práticas, quando as funções integrandas são da forma ói,x@)Í(n),
esse tipo de regra, mesmo em forma adaptativa com um certo controlo sobre
a precisã,o do resultado, não atinge uma precisão suficiente. A razão dessa
limitação devese ao carácter fractal da funçã,o scal'i,ng, ói,x(*).
Contudo, é possível deduzir regras de quadratura muito simples e eficazes
para funções integrandas que são produtos de uma função scali'ng e de outra
função. A função scal'ing, neste caso, detém o papel de função peso e as
regras de quadratura usaJn os momentos dessa função. Veremos que, esses
momentos podem ser calculados exactamente: são soluções de sistemas de
equações linea,res.
A partir dos momentos da função su,l'i,ng, podemos constrúr uma regra
de quadratura, de apenas um ponto, exacta se /(z) for um polinómio com
grau até 2K -2.
l2Regra de quadratura é o nome dado à aproximação de um integral pelo sumatório dos
valore da função integranda em pontos discretos multiplicada por um factor peso.
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2.2.4 Momentos das wauelets e regra de quadratura de um
ponto
Fixemos, nesta subsecçã,o, a escala em j - 0 e, por razões de simplici-
dade, escrevemos ón@), paxa a função scali,ng transiadada nessa escalâ, em
vez de óo,x@).
os momentos de ordem rn da função Qp@) no intervalo de integração




obviamente, para obtermos momentos diferentes de zero, o suporte da
função scali,ng deve sobrepor-se pelo menos parcialmente com o interva^lo
de integraçã,o.
Comecemos com o caso, mais simples, em que o suporte está totalmente
contido no intervalo da integração, isto é, quando a ( k < b -2K * 2. Para
este caso, temos rl^) wdesignamos por momentos totais d.as funções sca-
li,ngttansladadas e, como veremos, podem ser relacionados com os momentos
totais da função /(r),
lo'"
-1
Os momentos totais das funções transladadas, ó*(r), obtêm-se a partir dos
momentos totais da função @(r) através de
rÍ*) : fo **ó(* - k)d,r: [u-r (o + k)*Q(y)d,a e.T2)^ Jo Jo-*
+ rl*) : [u-r (, + k)*Q@)d,r. (z.Ts)* 
Jo_n
Após desenvolver o binómio, obtém-s eTÍm) como combinação linear de todos
os momentos totais y(n),, com 0 1n < m.





de normalizaçao da função scali,ng,
-1
7(o) : ,06çr1d*: S@)d,n:l. (2.74)Io'" lo'"
-1
Os momentos de ordem superior calcula,m-se a partir da aplicaçã,o da
equação scaling (2.36) a (2.7L). Daí deduz-se a relação de recorrência, que
se segue, paxâ os momentos totais:
y@) - =l -l=F .,, -' ,,,'7.' nr*-n7.*) . e.Tl)2m -!,/, fukt(m-k)t ?^
A dedução de (2.75) pode ser encontrada em [15].
Agora, veremos como o conhecimento dos momentos serye para deduzir
uma regra de quadratura de um ponto.
Para começar, consideremos uma função ünear Í(") : po I pfi, onde p;
com i : Oou 1 sã,o constantes. O integral do produto entre /(r) e a função
scali,ng no intervalo [o, b], supondo, para já, que 10,2K - 1l c [o, á], pode ser
escrito como
l,o l,of 
(n)$(r)d,r: ps S@)dr + pr rS@)d,n : pn!(o) * p17$) . Q.76)
Dado que 7(0) : 1, o resultado (2.76) pode também ser escrito como
T,
Í(r)ó(n)d,r: /("(1))t; (2.77)
A igualdade (2.77) tem exacta.m.ente a estrutura de uma regra de qua-
dratura do tipo de (2.69), com N : L,tlt : L e rt - 70), ou seja, de uma
regra de quadratura de um ponto, com peso 1 e o único ponto de quadratura
é o momento total de primeira ordem da função scali,ng. Esta regra de um
ponto é eracta para funções lineares.
Em geral, é possível mostrar que regrasl de quadratura do tipo Gauss-
Legendre com N pontos são exactas para polinómios até ao grau 2N - L.
Portanto, uma regra de Gauss-Legendre de um ponto é exacta para funções
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lineares. Surpreendentemente, a regra (2.77) é ainda mais precisa porque é
exacta tarnbém pa,ra funções quadráticas. Vejamos porquê.
como é mostrado em [15], para os momentos totais de segunda ordem
é vríIida a relação 7(2) : (T.(l)12. Com ela, o integral em que /(r) é uma
função quadrática, Í (*) : po * pfi I Wr2, pode se calculado como
7b 7b 7b rb
I Í@)ó@)a" : po I s@)ar+n I rg@)d.x+pz I *261r1d,,Ja Ja - Jo --Jo
: poT(o) i plTG) + p2T(2)
: po * p1t0) + w(TO)2, e.TB)
o que, novarnente, pode ser escrito na forma (2.77),
fu t@)r@)d*: Í(rG\.
Ja
E assim, tem-se que a regra de quadratura de um ponto é exacta pa^ra
polinómios até ao grau 2.
Usando a relação (2.73) podemos verificar que a regra (2.TT) pode ser
generalizada para o caso de funções Qp@) no lugar de Q@). Por um lado,
desde que [0,2K - 1] c [a, b], tem-se
7b





(po * prr + p2r2)g1,@)dr
: fu @o * pp + p2r2)Q@ - k)d,rJo
_ fo-o: 
J,_olpo 
+ pr(* + k) + pz(r * k)2) 6@)a*
: ps!(o) + m(ter{o)+ 
"(t)) 
+ p2 (k2 + 2ro) * re)). (2.s0)
Comparando (2.79) e (2.80), tomando em conta que 7(0) :1s7Q) : (?(1))2,
obtém-se
4o) : ,, Tl1) : k +T$), Tl2) : el\)r. (2.81)
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Ao substituir estes resultados em (2.79) chegamos a
rb
l"- ,o 
* pfi + pzn2)óu(t)ar : no * pflL) + pr4Í,'))'. (2'82)
Podemos interpretar (2.82) como a regra de quadratura de um ponto
generalizada para todas as funções Q6(n) crtjo suporte está contido na sua
totalidade em [a, b], ou seja,
t,
b
Í(r)óx(r)d,r: f {tr.l'\. (2.83)
A regra (2.83) é exacta quando f (n) é um polinómio até ao segundo
grau. Para outras funções ssa regra é apenas aproximada. A qualidade da
aproxima@o depende se /(r) pode ser bem aproximada por um polinómio
de segundo grau no suporte de Qp(u), ou não. Caso a aproximaçâo não seja
suficiente, uma maneira paxa melhorá-la pode ser através da escolha de uma
escala mais reduzida.
Com a regra (2.83) temos um método simples e eficaz para calcular os
coeficientes c7ç a partir de (2.68).
Infelizmente, a situação é mais complicada quando um dos limites da
integração cai dentro do suporte da função scali,ng Óx@). Nestes casos
calcnlarn-se momentos parciais emvez de totais. Introduzindo uma notação
mais e:iplícita, momentos parciais relevantes sâo
pP) ,: ln*)oÍo;n),: 
Io" 
n*g(r)d,r. (2.84)
De facto, é suficiente determinar estes momentos parciai, pP) para 0 < n <
2K - t (com n inteiro). Os outros momentos parciais podem ser calculados
a partir deles, por exemplo
\n*) o|n;zx -q : (n*) 6p;2K -rl - (r*l óp;nl,

























Tabela 2.4: Momentos totais e parciais de ordem zero e um para as funçõe scdi.ng de
Daubechies de ordem 2 e 3. Os momentos totais de ordem zero, para ambas as ordens de
wauelets, são: ?(o) : 1.
Usando, mais uma vez,, à equação scali,ng (2.36) é possível construir
sistemas de equações lineares pâra determinar os momentos parciais pffl)
com diferentes n. Este método é ilustrado no apêndice A para o caso dos
momentos parciais das funções scaling de Daubechies de ordem 2.
Os momentos totais e parciais de ordem 0 e 1 obtidos, para as funções
scaling de Daubeúies de ordem 2 e 3, são apresentados na tabela 2.4.
A tabela 2.5 apresenta como calcular os momentos das funções scali,ng
transladadas de ordem 0 e 1, respectivamente r[0) e rÍ1), a partir dos mo-
mentos totais e dos momentos parciais dependendo do índice da translação
& para um determinado intervalo da integração [o, b]. O essencial da tabela
é mostrar para que valores de,k os momentos são exclusivamente totais e em
quais se devem também considerar momentos pa.rciais. Para outros'm,lores
de k não incluidos na tabela os momentos são zero.








a-2K+2<k<a f(o) - r(o) 7r7(o) -- 7$) - t'p9l - p9
a1k<b-2K+2 7(o) 1ry@) 170)
b-2K+2<k<b-L p|o)r -npl!r- p9t
Tabela 2.5: Momentos de ordem zero e um das funções scali,ngtranslada.das, @6(r), num
intervalo de integração [a, b].
armazenados paxa futuras aplicações, seja a construção de regras de quadra-
tura ou outras.
No caso de os momentos serem parciais, a igualdade ,Í') : (rÍ'))' ia
não é vrítida. Consequentemente, a regra de quadratura (2.83) não é exacta
para polinómios de segundo grau, e porque 
"Ío) + 1 
parece que nem vale
para funções lineares. No entanto, com uma pequena modificação podemos
estabelecer uma regra de um ponto que funciona para funções lineares mesmo
no caso de momentos parciais.
Consideremos nova,mente o integral (2.68). Esse integtal, quando a
função integranda é do tipo Í(") : po * pfi, fica
l"u 
@o * pp)óx*,)d,r: porÍ,o) * vrf,L) : "Í"(,'.,'#) (2.86)
(2.87)
que tem a desejada forma duma regra de quadratura de um ponto,
1",
f (r)Qy@)dr: uyf (rp),
onde, para um determinado valor de k, o peso é 'u)k : #), " o 
ponto é
_(1)
rk: :+d. Repa,re-se que (2.87) tem uma forma geral vráIida ta,rnbém parari'
os casos de momentos totais.
Embora a precisão da regra de quadratura de um ponto seja menor
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quando é usada para determinar os coeficientes ck perto dos limites do in-
tervalo da integraçã,o, na prática isso não gera necessariamente problemas:
com a passâgem para escalas mais reduzidas, o suporte das funções scali,ng
diminui e, dado que qualquer função analítica se aprofma cada vez mais
a uma linha recta sobre intervalos cada vez mais pequenos, a precisão da
integraçã,o também melhora.
Conhecida a maneira de determinar os coeficientes de expansáo c/6, resta-
nos saber como implementar a transformação ortogonal (obviamente, base.
ada em wauelets) pa,ra obter os coeficientes de expansão da eficiente base
de multiresoluça,o. A transformação ortogonal é denominada transformação
wauelet, discreta e abreviamo-la por DWT (do inglês Discrete Wavelet Thans-
form).
2.2.5 Implementação da Dwr a uma dimensão
As wauelets apresentam um carácter fractal que poderia ser um obstáculo
à sua utilização, contudo, possuem outra característica que o contorna: po-
dem ser definidas por um conjunto de coeficientes. Portanto, um algoritmo
para a DWT utiliza esses coeficientes e não as funções waaelets. os coefici-
entes são os à3 e gk, qtrc aparecem, respectivamente, nas equações scal,ing,
(2.36), e waaelet, (2.41).
Veja,mos como é definida a DWT pelos coeficientes h* e g*.










Em (2.88), ó(") e Vs e $(2r - k) e 7-1, poreue Vo C I/_1. Generali-
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zando, Vi c Vi-r, por isso, se $i@) e Vi enlãa óiQ" - k) e Vi-t. E a
equação (2.89) por ser escrita como
2K-t




ói,*(a): tn » hnói-t,z,n+n(a), (2.e1)
k:0
que, trocando g por r e j por j +L, é o mesmo que
Analoga.mente para a equaçã,o wauelet, partindo de (2.41) obtém-se
2K-l
úi+t,,n(r): tfz \ soói,r*+*(r) (2.e3)
&:0
O que se pretende em seguida é fazer uma repreentação de uma função
na base scali,ng e outra na base de multiresolução e depois relacionar as
duas representações usando as equações scali,ng e waaelet, respectiva,mente
na forma (2.92) e (2.93), de modo a eliminar as funções scali,ng e wauelet
que apaJecem na.s representações, preservando apenas uma relação entre os
coeficientes de expansão em a,mbas as bases.
O número de funções de base para fazer uma representação na base sca-
li,ng tem como critério de escolha a maximiza&ãs da eficiência do algoritmo
de implementação da DWT. Como o algoritmo usa dois tipos de coeficientes,
os h1 e os gk, os coeficientes de expansão na base scali,ng são tra.nsformados
em dois tipos de coeficientes de expansão, uns pertencentes ao espaço das
aproximações e outros a,o espaço dos detalhes. A eficiência do algoritmo é
maximizada se o número de coeficientes de expansão na buse scali,ng for um
número diádico, por conseguinte, o número de funções de base de partida








Fixando o número de funções de base num número diádico N : 2J, a
representação de /(z) € I2(lR) na base scali,ng, à escala j, é
2r -l
Íi@): | "i,nói,n(*) (2.e4)
Pela tabela 2.L pode deduzir-se que fi(z) : Íi+t(r)*d4,,1(r). A função
Íi+t(") pode ser escrita como combinação linear de funções scaling à escala
j +7 e a função di+r@) pode ser escrita como combinação linear de funções
wauelets à mesma escala.
Se são necessárias 2J funções de base paxa representar /(r) na base
scaling à escala j, então para a representar à escala -? * 1 será necessário
metade do número de funções de base, isto é, 2J-1. E tem-se
2J-r -l
Íi+r(*): » cj+Línój+L,rn(r). (2.95)
m:o
E é necessrário igual número de funções de base paxa representar d711(r) na
base waueleú, entã,o
2J-1 -l
di+r(*): » dj+r,*rpi+r,^(*). (2.96)
m:0
Assim, a representaçáo de /(") à escala j pode relacionar-se com a sua
repesentação à escala j * 1 como
2J-1_L 2r-7_t
Íi@): » ci+t,n'Lói+tp(*)+ » d'i+t,*tbi+r,*(r). (2.g7)
m:O m:0
Para conhecer o aspecto da transformação ortogonal entre as duas bases
é necessrário relaciona,r ói,"@) com $i11,*(*) " 
rbi+r,*(r). Tendo em conta
que Vi : Vj+t @Wj*r, Ói,"@) pode ser escrita como


























Substituindo ój,n(r) em (2.94) pela igualdade (2.99), vem
2r -L 2J -l
f i @) : D "r,nD h^-r*ó, +t,^(r) + » "i,n\ 9n-z*tb j +r,*(r)n:o ,TTI














Por (2.59), as equações (2.101) e (2.102) ficam
2m*2K-L
CiqL,m: » hn-zmcj ,n (2.103)
n:2m
2m*2K-l
d.i+r, » nn-2^ci,nt (2.104)n1 -
n:2m
onde -[( é a ordem da"s wauelets. Os c7,n são os coeficientes de expansão na
base de partida e da aplicação de uma DWT resultAm os coeficientes ci+1,^
e dj+t,*'
Os ci,n e o conjunto dos c7al,rn e dos d7+r,* podem também ser enten-
didos como elementos de vectores de comprimento 2J. Neste sentido, os
h^-2n e os §^-2n são elementos de uma matriz de transformação.
Como a sequênciâ inicial dos ci,n tem um comprimento finito (deter-
minado pelo número de funções de base que se escolhe usar), é necessário
saber como tratar os pontos fronteiros. Uma escolha possível e frequente.
mente adoptada, é considera,r a extensão periódica do vector, isto é
cj,lr+2t:cj,kt YkÇZ (2.105)
As expressões (2.103) e (2.104) podem ser escritas sm notação matricial.
Consideremos, por exemplo, J : 3 e as waueleús de Daubechies de ordem
K : 2. Para este exemplo temos N : 23 : 8 funções de base, ou igual
número de coeficiente-s cj,n e metade de coeficientes ci;1,p, Portanto, 0 (
n 47 e 0 ( rn ( 3 e aplic€un-se três sucessivas transformações waaelets até
ficar apenas um coeficiente, ciaa,ot pertencente ao espaço das aproximações
e todos os outros pertencentes ao espaço dos detalhes. Cada vez que se
aplica um passo da tra,nsformação wauelet está a efectuar-se uma mudança
de escala. Assim, pa,ra este exemplo, temos três mudanças de escala, tal que
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0 0 0 0 hshlh2hs
hzhs0000hoht
9o9t9z9z 0 0 0 0
0 0 9ogr9z93 0 0
0 0 0 0 9ogr9z9s
9z9z 0 0 0 0 9o9r




























Sucintamente, os coeficientes de expansão na base scali,ng rgp 6lansfor-
mados, após as três sucessivas mudanças de escala provocadas pela aplicação
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É importante mencionar que em aplicações práticas, a matriz de trans-
formação wauelet, Ir7', correspondente à DWT, tem uma orga.nizaçã,o diferente
das matrizes anteriores embora equivalente. Isso implica que o algoritmo é
ligeira"rnente diferente, no sentido em que, em cada passo, os elementos do
vector têm de ser reordenados de modo a separax os coefi.cientes cj,k dos d7,r.
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A razáa desta forma alternativa provém da implementação da trans-
formação wauelet como banco de filtros [11].












transformados alternada,mente em coeficientes do espaço das aproximações
e coeficientes do espaço dos detalhes. O algoritmo que usa essa matriz agru-
pará, em seguida, os coeficientes do espaço da,s aproximaçõm de modo que
fiquem consecutivos paxa serem, nova,mente, alvo da aplicação transformação
wauelet.
A cada mudança de escala a parte do vector sujeito à próxima trans-
formaçã,o wauelet é reduzida para metade, üsto a transformação apenas
recair sobre os coeficientes do espaço das aproximações. AIém do vector,
também a matriz de transformação passa a ter a sua dimensão reduzida
pa,ra metade. Por isso apa,recem elementos "1" na matriz, em (2.107).
Na linguagem matricial, a transformação wauelet englobando todas as
mudanças de escala será representada pelo produto de todas as matrizes
wauelets utilizadas em cada transformação. No capítulo 5, quando se fala
de "transformaçã,n waaelet' já se estão a considerar todas as mudanças de
escala, mas apesax disso usar-s*á,"W representar a matriz waaelet,,,global,,.
Para uma a,náIise deste tipo ser útil, deve ser possível reconstruir o vector
original. IJma reconstruçã,o perfeita é possível porque a transformaçã,o é


























































Pela sua estrutura, ou seja, porque a transformaçãa waueleú é sucessi-
vamente aplicada apenas ao conjunto de coeficientes do espaço das apro-
ximações, é por vezes designado de algoritmo piramidal rápido e é fácil ver,
por (2.108), porque resta apenas um coeficiente cy13,6r que a eficiência da
sua implementaçã,o é maximizada se o comprimento do vector de partida for
um número diádico.
Façamos, entreta,nto, uma pequena incursão pelas wauelets de Haar para
ilustrar todo o mecanismo de implementação da transformaçãa wauelet e
interpretar o significado dos coeficientes de expansão nas bases scal'i,ng e de
multiresolução.
Expupr,o DE TRANSFoRMAÇÁo wAvELET DE HAAR
Voltemos ao exemplo, referente à figura 2.7, usado para introdtzir a
anrá,lise em multiresolução. Como já vimos, a "função caixa'(, desse exemplo,
é a função sm,li,ng de Haar definida por (2.40).
Suponhamos que a grandeza física medida, nesse exemplo, é a intensi-
dade do som e que os valores de intensidade obtidos correspondem ao vector:
s : (3, L,0,4,8,6,9,9) (2.112)
Uma funçã,o /(z) que se ajusta a esses valores pode ser representada por
funções scali,ng a partir dos pontos da amostra. Para isso, usam-se tantas
funções scali,ng quantos os valores da amostra, tal como é ilustrado na figura
2.7 (c). A representação de Í(*), u uma escala de partida j : -3, em termos
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de funções scali,ng de Haar fica:
Í(") : \ó-e,o(x) + 1d-e,r(z) +0 ó-s2(r) *49-s,s(r) *
8ó-e,a(r) *6Q4,5(r) + 9d-r,o(r) +9ó_at@). (2.113)
Vemos claramente que os va,lores da amostra correspondem aos coefici-
entes de expansfro na base su,li,ng e são esses os valores aos quais é aplicada
a transforma,çãa waueleú para obter os coeficientes de expansão na base de
multiresolução.
A função waaelet de Haa,r dada por (2.29), que represeuta-os aqui por
,[o,o(r),, pode ser definida em termos de funções scali,ng como
,ho,o(*) :: ó-r,o(r) - ó-rt@). (2.L1,4)
Veja.mss o caso geral de uma função / representada por duas funções
scali,ng:
Í (") : q ó-t,o(r) * c1 S-11(r) (2.115)
As funções ót,o(r) e ó-rl(r) podem ser substituídas por combinaçõas
lineares das funções óo,o(r) e úo,o(r), onde a função waaelet é definida por
(2.LL4). A representaçao (2.115) de /fica
7 : 7 (óo,o(*) + úo,o(r)) + | (óo,o(r) - úo,o(r))
9f óoptô + l;zl,o,o(*)
: Cóo,o(r) + d!rbo,o(r). (2.116)
O que acaba,mos de fazer é a transformação wauelet de Haar. Podemos
concluir que esta transformaçã,o fornece informação sobre a média, C, e a
diferença, d!, de cada dois coeficientes, consecutivos, de projecção na base
scali,ng de partida, neste caso os coeficientes c0 e cr. A média é dada pelo
coeficiente correspondente à função scali,ng após a transformaçã,o; a diferença
é dada pelo coeficiente correspondente à função wauelet. Por isso, o e.spaço
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ao qual pertencem as funções scali,ng é chamado espaço das aproximações e
o espaço ao qual pertencem as funções wauelet espaço dos deta,lhes.
No caso concreto do vector de dados (2.112), como tem oito elementos
a trarrsformaçãa waueleú é aplicada três vezes, tal como em (2.108), até res-
tar apenas um coeficiente de projecção correspondente ao espaço das apro
ximações. Analisemos cada um desses passos em pormenor e pâra facilitar o
entendimento, usa;remos uma notação que especifica o número de vezes que
a tra,nsformaçã,o waueleú é aplicada e qual o passo que está a ser analisado.
Assim, tem-se
s(3) :s: (8, L,0,4,8,6,9,9), (2.Lr7)
onde o 3 em s(3) representa o número de vezes que a transformaçãa waaelet
é aplicada.
10 Passo
s(3-1) : 3+1 3-I 0+4 0-4 8+6 8-6 9+9 9-9
2 2
: (2,L,2,-2,7, 1,9,0) (2.118)
onde 3-1 em s(3-1) representa a primeira das três aplicações da trans-
formação wauelet e os elementos do vector a negrito correspondem aos co-
eficientes do espaço das aproximações aos quais é aplicada novamente a
transforma çãa w aa el et,
O vector s(3-1) pode ser arma,zenado como
s(3-1) : (c(s-l).6(s-t); : (2,2,7,g;1, _2,L,0), (2.11e)
o116" 
"(3-1) " 
4(3-1) correspondem, respectivamente, aos vectores do espaço






s(3-2) : (ry,r+,ry,+,l, _2, 1, o)
: (2,0,8, -1"; 1, -2, 1,0)
: (2,8;0, -1; 1, -2, 1,0)
: (c(3-2) ; 6(s-21. 6(a-t);,
oo6" 
"(3-2) " 
6(3-z) correspondem, respectiva,mente, aos vectores do epaço
das aproximações e do espaço 6o1 4sfalhes após a segunda aplicação da
transformaç ão w au elet.
Por fim, a transform aqáa waueleú é aplicada a c(3-2).
3a Passo
s(s-B) : (r_l3.rl \\ 2 ' 2 ;o'-1;t'-2'1''o)
: (5; -3;0, -1; 1, -2, 1,0)
: (c(3-3). 4(s-s). 6(a-z). 4(s-t)1,
oo6u 
"(3-3) " 
6(s-a) correspond.em, respectiva,mente, aos vectores do espaço
das aproximações e do espaço dos detalhes após a terceira aplicação da
transforma çãa w au elet.
Com este último exemplo, vemos que qualquer vector de dados pode ser
visto como um conjunto de coeficientes de expa.nsão numa base scali,ng de
partida, que podem ser tra,nsformados em coeficientes de expans§6 numa
base de multiresolução após a aplicação sucessivas de transformações waae-
lets. Se em vez de termos um vector tivermos uma matriz de dados, por
exemplo, correspondente a uma imagem onde os elementos da matriz po-
dem representar as intensidades de cor cinzenta mrm plano, a aplicação da
transformaçãa wauelet é aplicada de forma ligeira,rrente diferente. Para ver
em que difere, focar-nos-emos tx waueleÍs a duas dimensões.
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2.2.6 Wauelets a duas dimensões
A anrílise de uma função com duas variáveis pressupõe o uso de wauelets a
duas dimensões e não as unidimensionais tratadas até então. Para estender a
aplicaçã,o a mais do que uma dimensã,o constrói-se a função scali,ng, associada
a uma função waaelet a duas dimensões, como o produto de duas funções
scali,ng unidimensionais associadas a cada uma das variáveis. Com isso, a
transformaçãa waaeleta duas dimensões pode ser implementada sem grandes
dificuldades. Entretanto, as equações scali,ng e waaelet a duas dimensões,
bem como a transformaqãa waueleú a duas dimensões são obtidas a pa,rtir
das funções scali,ng e wauelet a uma dimensão e das respectivas equações.
Partindo de
ó@,ü: ó(r)ó(y), (2.120)
onde se escolheu, por simplicidade, o mesmo símbolo ó para as funções
scali,ng a uma e a duas dimensões, e recorrendo à equação scali,ng unidimen-
sional, pode obter-se a equação scali,ng a duas dimensões como se segue
ó(r,u) :
:
(rtDn hpQ(2r - k)) . ({zD, hlges - t))
2lhs$(2r) * hú(2r - 1) + ...* hzx_ró(z" - 2K + L))
lhoó(zú + hlsQy - 1) + - - - t hzx_tó(2a - 2K + t)l
2 lh\óQr)ó(2y) + hshlber)Sey - L) + . . . +
hohzx _ró(2r)ó(2a - 2K + t) + húoó(zr - L)SQfi+
nl6Qr-r)ó(za-1)+...+
h1h27aaQ(2r - L)QQy - 2K + 1) + ... +
h2y -finQ(2t - 2K + t)ó(za)+
hzx-thó(2r - 2K + L)g(2y - 1) + . . . +
nlo_r6Qr - 2K + L)$(zs - 2K + t)] :
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recorrendo à relação (2.120), tem-se
ó(r,a) : z lnflbQr,zv) + hohfi(2r,za - \ + "' +
nln-r6Qr -2K *1,2y - 2/{ + 1)]
2DxDthnfuó(Zr - k,2y - l).
Portanto, a equação scali,ng a duas dimensões é
ó(n,ú :2»hplSQr - k,2Y - l), (2'12t)
k,t
onde, h7.1 : h*ht. Para obter a equação wauelet a duas dimensões o proce'
dimento é anáIogo, contudo, não basta considerar a funç&l waaelet a duas
dimensões como o produto de duas waaelets unidimensionais corresponden-
tes a cada uma das variáveis. É necessário juntar também os casos em que
a cada uma das variáveis está associada uma funçã.o scali,ng. Deste modo,











E as respectivas equações wauelet sáo:
k,l
,l,U) (r,a) z\tY,tOtzr-k,2a-t) (2.125)
k,l
z\sti,'to(2r - k,2a - t) (2.126)
k,t
,1,Qt)@,U)
,P(ttr)@,y) z\sY,"ló(2r - k,2y - t), (2.127)
onae gfjl : hr*1t, gli,'l : gnht e gli/'l : gng,.
Na prática a transformaçãa waueleú a duas dimensões corresponde a apli-
car uma transformação waaelet "unidimensional" as linhas da matriz de da-








Figura 2.13: Ilustração de como são transformados os elementos de uma matriz pela
aplicação da »wr.
matriz que resulta da primeira aplicação. O conjunto destas duas aplicações
correspondem a uma mudança de escala. Representar uma função Í(r,A),
que se ajusta aos valores de uma matriz de dados, na base de multiresolução
signiflca aplicar sucessivas transformação wauelet "bidimensional" âos coe-
ficientes de expansão na base scaling de partida, ou seja, aos elementos da
matriz.
Cada passo do algoritmo que aplica wauelets a matrizes engloba duas
etapas. O que resulta do primeiro passo é uma matriz dividida em quatro
partes. No primeiro quadrante estão os coeficientes do espaço das apro-
ximações aos quais será aplicada a transformação wauelet "bidimensional"
no segundo passo. Os restantes elementos de matriz correspondem a de-
talhes. As sucessivas mudanças de escala que os coeficientes de expansão
sofrem estão representadas na figura 2.13 à semelhança do que foi feito para
vectores na sequência (2.108).
No caso das wauelets de Haar, a interpretação da transformaçã,o wauelet
"bidimensional" é a que se segue.
No quadrante superior esquerdo são armazenados os valores correspon-
dentes às médias de cada dois elementos adjacentes das colunas obtidas a




O quadrante inferior direito a,rmazena as diferenças entre cada dois va,
lores adjacentes das colunas obtidas a partir das diferenças de cada dois
elementos adjacentes das linhas da matriz original.
No quadrante superior direito encontra,m-se os elementos corresponden-
tes às médias dos detalhes. Enquanto o quadrante que resta engloba os
detalhes das médias.
À semelhança do que foi feito paxa uma dimensão, o segundo passo do
algoritmo é repetir o procedimento apenas à parte que contém as médias,
ou seja, ao quadrante superior esquerdo. A matriz fica assim com às suas
dimensões reduzidas a metade após a primeira aplicação da transformação






sistemas de dois nucleões
As wauelets são, no â,mbito deste trabalho, aplicadas na resolução de
uma equação integral cuja solução é a energia e a função de onda do deu-
terão. usa-se a equaçã,o obtida de uma descriçã,o nãorelativista, por isso
considera'se que a interacção entre as partículas que constituem o deuterão
se estabelece por um potencial de interacção. É, portanto, funda.mental
paxa a resolução do problema saber de que propriedades ffsicas do sistema
depende o potencial.
Numa primeira análise, uma aproximação grosseira da forma do poten-
cial pode ser suficiente paxa testar o uso de wavelets na resolução de equações
integrais de sistemas nucleares. o termo mais simples que é necessrário in-
cluir num potencial de ensaio é um termo central de curto alcance indepen-
dente do spin dos nucldoes. É isso o que se faz inicialmente neste trabalho
recorrendo ao potencial de Malfliet-Tjon V, embora se use depois um po-
tencial mais realista, o potencial Paris. Pa,ra perceber o que é um potencial
realista que descreve o deuterão é útit fazer algumas consideraçõe gerais
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sobre a,s propriedades de sistemas de dois nucleões, seja o estado ligado ou
a dispersão.
3.1 Algumas considerações sobre os sistemas de
dois nucleões
Hoje ainda não se conhece a forma do potencial de interacçã,o nucleãe
nucleão em todos os pormenores. O que tem vindo a ser desenvolvido são
aproximações que sucessivamente melhor se ajustam às observações efectu-
adas.
De observações do deuterão e da dispersão nucleãonucleão pode extrair-
se informação sobre de que propriedades físicas do sistema depende o poten-
cial. O comportamento de sistemas nucleares é bem descrito pela mecânica
quântica não relativista a energias da ordem dos 10 ou 20 MeV [17]. Neste
contexto, qua.ndo se fala em energias relativa,rnente baixas refere-se essenci-
a,lmente a este domínio de energias.
A partir de observações do deuterão conclui-se que o potencia,l deve ter
uma componente central independente do spin, mas também uma compo-
nente tensorial. Já se se analisar a dispersão neutrãoprotão, a energias
relativarnente baixas, conclú-se que se deve incluir ainda uma componente
central que dependa do spin [18]. Esta constatação provém também do facto
de náo ser observado nenhum estado ligado de singuleto, isto é com spin total
S:0, do sistema neutrão-protão [19]. Entreta,nto, da dispersão protão-protão
a energias mais elevadas e da dispersã,o de nucleões polarizados resulta que
termos de interacção spin-órbita devem também ser adicionados [18]. Para
além disso, o potencial deve tornar-se repulsivo para distâncias pequenas (§
0.5 frn [19]) de modo a garantir que o sistema nucleáonucleão nã,o colapse.
Por outro lado, da gra,nde semelha,nça entre a dispersão neutrão-protão e
protãoprotão pode concluir-se que o potencial nuclear é aproximada,rnente
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independente da carga eléctrica.
Algumas das propriedades observadas do deuterão sã,o:
- Massa: n:2.0L4L0222(T) q .
- Energia do estado ligado: E:-2.22464( ) MeV;
- Spin total: S:1;
- Momento angular total: J:1;
- Momento quadrupolar: Qo :2.86 x 19-27 " 
2.
- Momento magnético: tt :0.8574376 pp,
onde pry é o magnetã,o nuclear.
o spin do deuterão igual a 1 significa que se encontra num estado de
tripleto. como os spins do protão e do neutrão são iguais a |, da sua
combinação para formar o estado ligado neutrão-protão pode resultar S:1
ou s:0. No enta.nto, não se observa nenhum estado ligado com spin 0. o
estado s-l ch,ma-se tripleto porque são possíveis as três projecções Ms :
-L,0eL.
o momento a,ngular total, J, e o spin total, s, obtidos das observações
experimentais leva,m aos valores possíveis paxa o momento angular orbital,
L. Conhecendo s e L, os valores possíveis para J são os que satisfazem a
relaçã,o ll,-sl < J < L+s. usandoessarelação, ta,mbémépossível
determinar os valores de L permitidos quando s:1 e J:1.. As combinações
permitidas estão apresentadas na tabela B.l-. Como se pode ver na referida
tabela, L: 0, L ou 2 combinados com s:1 podem origina,r um estad.o com
J:L. Da rálgebra dos momentos angulares e sem tomar em conta outras
observações, resulta que o etado em que se encontra o deuterão podia ser
uma combinação linear dos estadorl 3sr, 3P1 e 3D1. Espera-se que seja
1A notação "espectroscópica" é igual à usada na Física Atómica: 2s+1LJ
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Tabela 3.1: Combinações de momentos angulares L e S com S:1 para obter J:l'. Para
L:3 não existe nenhuma combinaçã,o com S:1 que resulte J:1..
predominantemente um estado S porque este não possui barreira centrífuga
e assim é minimizado o valor de energia do estado ligado.
A paridade é uma gra,ndeza preservada pela interacção nuclear. Quando
aplicada a operação de paridade à função de onda do deuterão, esta é multi-
plicada por um factor (-1)L. Então L:0 só pode ser combinado comL:2,
porque o estado L: L tem paridade diferente.
Em termos experimentais é possível determinar se o sistema apresenta
simetria esférica ou não. O que permite saber se a simetria é esférica ou se há
desvios a essa forma é o momento quadrupolar. Desde que se meça um mG
mento quadrupola^r diferente de zero, o sistema não apresenta exacta,rnente
uma simetria esférica.
O deuterã,o tem um momento quadrupolar de 2.86 x !O*27 c-2. Este
valor por si só indica que o estado do deuterão nã,o apresenta uma simetria
esférica exacta. Quando comparado o momento quadrupola,r do deuterão
com a rárea da superffcie esférica2 que o deuterão ocupâria se fosse esferi-
camente simétrico e cujo valor é cerca de 600 x !O-27 cm2, verifica-se que
é muito inferior. Isto significa que.o desvio à simetria esférica é muito pe-
2A área da superffcie esférica é calculada a partir de um raio médio de 4.3 frn, paxa o
deuterão, obtido experimentalmente [20].
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queno, mas leva a que se procure a razãa desse desvio. Conclui-se que o
estado do deuterão seja uma mistura dos estados 3S1 e 3D1, onde o segundo
estado que se considera terá uma contribuiçã,o muito pequena.
Para obter uma ideia quantitativa acerca do peso do estado 3D1 re-
lativa,mente ao estado 3S1 compara.mos o momento magnético observad.o,
Fobs -- 0.8574376 /uN, com o momento magnético correspondente à soma dos
momentos magnéticos do protão e do neutrão. Sendo o deuterão um estado
de tripleto relativa,mente a,o spin, o momento magnético é calculado para
o caso em que a componeúe M1 é máxima, ou seja, quando os spins do
protão e do neutrão são "paralelos".
Para L:0, o momento magnético é determinado a partir de
1
&11:01 : ,P*(g,o + &p) : 0.879804 PN
com &u : -3.826084 e &p : 5.585691-, onde &o e &p são, respectiva,mente,
a razãa giromagnética do neutrão e do protão.
Poúanto, se admitirmos que não há contribuição orbital paxa o momento
magnético, verificamos que os valores observado e calculado sã,o próximos,
mas com uma discrepância que leva a crer que exista uma contribúção
adicional.
Quando se considera uma sobreposição de estados L:0 e L:2, chega-se
ao valor observado para o momento magnético se se considera,rem respecti-
vamente os pesos aproximados de g6% e 47o para cada estado. Isto é feito
considerando o momento magnético anteriormente calculado para L:0 e
calculando o momento magnético para L:2 como
ltçt:21: |r*(a - &o - B"p) : 0.3L009825 p11.
Introduzindo os valores de pob", ttqr:s1e de p11:2; em
Fobs : Ps p(l:o) *.Po F$,:z),
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obtêm-se as probabilidades aproximadas Ps e Pp referidas anteriormente.
A função de onda totd, thr do deuterã,o consiste, então, na soma de uma
onda S e uma onda D.
3.2 Dedução da equação integral para o deuterão
A equação de Lippmann-Schwinger para o estado ligado hr) é
l'lt) : Go@)Vl'l'), (3'1)
onde I/ é o potencial, G0(,8) : E+É,é o propagador e flo é o hamiltoniano
livre.
A equação (3.1) deve ser representada numa base de estados para poder
ser resolüda. A base é formada pelos estados próprios de um conjunto
completo de operadores. Um conjunto de operadores é completo quando
inclui todos os operadores comutáveis associados aos graus de liberdade do
sistema em questão.
O espaço total em que o deuteráo é descrito tem de incluir o espaço
"externo", que aqui va,rnos considerar ser o espaço dos momentos, e o espaço
associado aos glaus de liberdade internos: ao spin e ao isospin. Portanto,
o espaço total, (7, é o produto tensorial do espaço dos momentos, (r, do
espaço do spin, (r, e do espaço do isopsin, {", ou seja
€r: €p I (" a (,. (3.2)
Operadores de espaços diferentes comutam, então começamos por consi-
derar os operadores comutáveis para cada um dos três espaços em separado
e em seguida acoplamos as bases formadas pelos seus estados próprios.
No espaço dos momentos, um sistema de dois nucleões, no referencial de










onde os índices 1 e 2 se referem ao protão e ao neutrão, pi e rrlit com i:1,2,
são respectiva,mente o momento linear e a ma.ssa de cada uma da partículas.
Este problema de dois corpos pode ser transformado num sistema efec-
tivo de um corpo sujeito a um potencial. Para isso, escrevese rrg em termos
do momento do centro de massa e do momento relativo
p?,pz p?
2*r- 2*2: zl, + tu2M (3.4)
onde,p,:Wéomódu1odomomentorelativo,Pcrn:h*p2o
módulo do momento do centro de massa, p : m a massa reduzida e
M : rnL * m2 a massa total.
o harniltoniano livre, f/6, assume a sua forma mais simples no referencial
do centro de massa, onde p. :0, ou seja,
ur: Í. (8.5)" 2p,
E a equação de Lippmann-schwinger, para o referencial do centro de massa,
fica
lrl') : "-E21t' lrl,),
(3.6)
onde p = p, é o módulo do momento relativo do sistema.
vejarnos agora quais os kets de base no espaço dos momentos, no e.spaço
dos spins e no espaço dos isospins.
No espaço dos momentos, o ket de base, em coordenadas esféricas, é
lp) : lpo ó),








O ket lp) pode ser decomposto em ondas pa.rciais, como
óL
beól: » » lpLMr) (pLM;lpoQ), (3.8)
L=O Mn:-L
onde (p,L Milp?ó) =Yr,ur(a,d) são os harmónicos esféricos. Os estados
próprios dep,L2 e L,os kets lp,L My),forrnarn um conjunto completo, que
se manifesta na resolução de identidade
(3.e)
No espaço dos spins, um conjunto completo é obtido a pa,rtir do produto
tensorial dos kets de base associados ao grau de liberdade interno de spin
de cada partícula, lSr Msr) elS2Ms2), que são os estados próprios de S| e
S2i, colrni:1,2, respectivamente para a partícula 1 e 2. Ou seja,
l& Msr Sz Msz) : l$ Msi lSz Msz) (3.10)
O ket l$MsrSzMszl é estado próprio dos operadores S!, St, SZ ê Sz2t
ou seja,
rooL





Sz,lSr Msr Sz Mszl
: rr2 s{$ + 1) l^91 Ms s2Ms2)
: hMsrl&MsrSzMsz)
: hz Sz(Sz+ 1)ls1 Mss2Ms2)
: hMszl&MsrSzMszl.
No entanto,, l$MstSzMsz) constitui uma base não acoplada, o que não
é muito útil para o deuterão porque os operadores ,S1, e 52, 13.áo comutam
com o hamiltoniano H : Ho*V. É mais útil consideraÍ uma base acoplada
cujos kets são estados próprios do operador spin total, S : Sr * 52. Mais
concreta,rnente, o ket de base 1,9 Ms St,S2) que é estado próprio de 52, ^9r,
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Sf e S!, ou seja
s2ls Mssr sz)
S,lS Ms Sr §z)
s?ls Mssr sz)
sSls Mssr §z)
: h2 S6 +1)lS Ms§r Sz)
: hMsls Ms &Sz)
: h2 s1(q + 1) ls Ms g s2)
: h2 S2(52 + 1) l^9 Ms & s2)
Como a,mbas as bases l&MstSzMsz) e lSMsSr,Sz) pertencem ao
me.smo espaço vectorial, uma pode ser expressa como combinação linea,r
da outra e os vectores da base acoplada podem ser obtidos a partir da base
nâo acoplada. Assim tem-se,
lS Ms §r Sz) : 
àr,l& 
Msr S2 Ms2l(S1Msr Sz MszlS Ms g S2l
(3.11)
onde (^91 Msr sz Ms2ls Ms,sr sz) sã,o os coeficientes de clebsch-Gordon. A
soma é apenas sobre Mg1 e Msz já que ,S1 e ,S2 são fixos porque a,mba^s as
bases consistem de estados próprios de Sf e S!.
o isospin, T, é uma grandeza ffsica associada ao estado de carga eléctrica
das partículas nucleares. O conceito de isospin foi criado por aaalogia formal
com o conceito de spin [18]. No espaço de isospin o protão e o neutrão
correspondem a estados diferentes da mesma partícula, o nucleão. Este
possui isospin T: L e a sua projecção T, é +, paxa o protão e -| nara o
neutrão.
A rílgebra do isopsin é anríIoga àquela considerada paxa o spin, sendo,
no entanto, o espaço dos isospins um espaço abstracto. podemos cons-
truirma base acoplad,a, lT MTTtTz), a partir de uma outra não ace
plada, lTtMnTzMrz), que por sua vez é resultado do produto tensorial
lTLMrilT2Mrz), onde l[ M7a) com i:1,2 são os estad.os próprios conhe
cidos de T?, Trt de cada uma das partículas.








Tr(T + L)ln MrLTz Mrz)
MnlT M717bM72)
Tz(Tz + 1) 1"1 MrrTz Mrz)
MrzlTt MrtTz Mrz).
A base acoplada, por sua vez, corresponde aos kets próprios de T2,, 7",
Tl eTf, ou seja,
t2lr ru7\Tz) : rg + llr M'rTrTzl
T"lT MTTrTz) : MrlT MrTrTz)
T?lr Mrhrz) : \(\ * \lr M,rrtrz)
t:Zlr MrTTz) : Tz(Tz +\lr MrTTz).
A base acoplada, lT MrTrTz), é obtida a partir da base não acoplada,
lT MrrTz Mrz), através da combinação linea.r
lT MrT1T2) : » lTr MrrT2 M72)\\ MrtTz MrzlT MrT1T2),
Mrr Mrz 
(g.12)
onde (ft MrtTz MrzlT MrTtT2) sãa os coeficientes de Clebsch-Gordon.
Posto isto, os kets de base para o espaço dos momentos, para o espaço
dos spins e paxa o espaço dos isospins, são, respectivamerúe, lpLMl),
lSMs§r,Sz) elTMTTTz). Os operadotx L, e S,rrãr comutam com o
hamiltoniano, como tal M1e Ms nã,o são bons números quânticos. convém,
portanto, acoplar o momento angular orbital e o spin para formar um mo-
mento a,ngula.r total J : L * S, cuja projecção Mt é conservada. Isso é
feito da mesma forma ao que foi antes apresentado, por exemplo, para o




Os kets da base não acoplada, lL M7 S Ms), são os e,stados próprios de
L2 L",52 e S^ ou seja,
tzlt ttqgMsl :
s2lL ML g Ms) :
L,lL M1S Ms) :
S,lL M1S Ms) :
h2 L(L + 1) lr M7 S M5)
h256+1)lzMySMs)
hMLIL Mt S Ms)
h,MslLM75 Ms).
A base acoplada, lJ Mt L Sl, é obtida a partir da combinação linea,r de
kets da base não acoplada, ou seja,
lJ MtLS) : » lLMr.SMsl\LMLSMilIJMlLS), (3.13)
MtMs
onde (.0 Mt S MslJ Ml .L S) sã,o os coeficientes de Clebsch-Gordon.
A base acoplada corresponde aos kets próprios de J2, J", L2 e 52, ou
seJa,
J2IJ MT L S) :
J,lJ M1 L Sl :
L2lJ Mr L Sl :
s21l tvtl t sl :
h2 JQ + l)lJ Mt L Sl
hMl lJ M1 L Sl
h2L(L+1)uMrLSl
h2s6+1)l/MrLS)
Por fim, o produto tensorial de lJ M1.D^S) com lT Mr\Tzl origina a
barle lJ M1 L Sf M7-). Os dois nucleões do deuterão formam um sistema de
fermiões idênticos, cuja função de onda deve ser anti-simétrica sob a troca
das duas partículas. Estados S e D, tal como tripletos do spin são simétricos,
o que deixa para o isospin apenas uma combinação anti-simétrica permitida
pelo princípio de Pauli.
O isospin tol,al, T, de dois nucleões é 0 ou 1, mas só o singuleto, T : O,
é anti-simétrico. Portanto, o isospin do 7: 0, com Mr :0.
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O ket de base para o espaço total em que é descrito o deuterão é
lpJ Mt LST Mr) e deve ser satisfeita a resolução de identidade
I app' I lp") (pol: L, (3.14)r;'
onde se introduziu a abreüação lp o) = lp J Mt L S T M,il.
Para resolver a equação de Lippmann-Schwinger paxa o deuterão, a




onde se substitui 2p, pela massa, m, do nucleão que se considera a média
das massas do protã,o e do neutrão. A razãa dessa substituição deve-se a:
ffip - ÍTtn 1 * - 2p, onde mo e rnn sãa, respectivamente, as massas do
protão e do neutrão.
Inserindo a resolução de identidade (3.14) em (3.15), tem-se uma repre-
sentação da equação integral do deuterão
(polú) : ,+ [ oo' ,"I f, olvlp' o') \d o'lrl». (s.16)r,-; J dt
A equação (3.16) assume aspectos diferentes paxa o potencial Matfliet-
Tjon V e para o potencial Paris. Uma diferença entre eles é que o potencial
Paris admite a sobreposição das ondas S e D, enquanto o Ma,lfliet-Ton V é
mais próximo de um potencial de ensaio, por não admitir a eústência da
onda D.
3.2.L Potencial Malfliet-Tjon V
Nos finais da década de 1960, Malfliet e Tjon construiram uma série de
potenciais, muito simplificados, para descrever a interacção nucleão-nucleão
com o objectivo de facilitar ciíIculos de teste em sistemas de três nucleões
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[21]. os potenciais (um por cada onda parcial) erarn constituídos por ape
nas dois termos do tipo Yukawa: r'n que descrevia a repulsão a distâncias
pequenas e outro que descrevia a atracção a distâncias maiores. Com quatro
par'â.metros, era possível reproduzir aprorcimada,mente propriedades grossei-
ras da dispersão nucleãonucleão nas ondas parciais lSs e 3s1, tais como o
somprimento de dispersão e o alcance efectivo; e a energia do deuterão na
onda parcial 3S1 (sendo o acoplamento da onda 3D1 desprezada).
o potencial de Malfliet-Tjon v corresponde a uma média dos potenciais
Malfliet-Tjon I, para a onda parcial lso, 
" Malfliet-Tjon III, para a onda
parcial 3sr 1211. Porta,nto, o potential Malfliet-Tjon v pode ser consid.erado
como uma aproximação tanto do potencial em 1s6 como do potencial em 3S1,
o que simplifica, em muito, ciílculos de três nucleões. Contudo, não reproduz
tão bem como os potenciais individuais, as propriedades da dispersão, nem
a energia do deuterã,o, que fica -0.35 Mev em vez de -2.22 Mev. Hoje em
dia, esse potencial é apenas usado para fazer cráIculos de ensaio e compaxax
técnicas diferentes.
A escolha do potencial Matfliet-Tjon v como potencial d.e ensaio, neste
trabalho, deveu-se ao facto de ter sido ta,mbém usado na anterior aplicação
de waaelets à dispersão nucleãonucleão, por polyzou e colaboradores, e dessa
forma podermos ter uma referência paxa a aplicaçã,o de wauelets ao estado
ligado.
o potencial de Malfliet-Tjon v resulta, portanto, da soma de duas com-
ponentes do tipo Yukawa,
v(p,d):*#fu^(ffiffi) (3.17)
cujos parârnetros são apresentados no quadro que se segue.
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Parâmetros paxa o potencial Malfliet-Tjon V
tl* 4L.47MeV f m2




Para este potencial, os elementos de matriz paxa os números quânticos
do deuteráo são da forma
b"lVld a') -- õ.,.",Y(p,d),
com J:1, L:0, S:1 e T:0, porque só admite uma onda S sem acoplarnento
da onda D.
Então, a equação integral do deuterão resume-se a





O potencial Pa,ris foi publicado em 1973 e representa uma tentativa para
construir um modelo realista da interacção entre dois nucleões baseado na
troca de mesões. No potencial, são considerados os mecanismos da troca de
um piã,o, de dois piões (correlacionados e não correlacionados) e de um mesão
ómega. o potencialr püa cada estado do isospin total, era constituído por
cinco componentes: central, spin-spin, tensorial, spin-órbita e spin-órbita
quadrática [22].
Com estas características o potencial Paris descrevia, bastante bem, ob-
serváveis experimentais da dispersão nucleão-nucleão e do deuterão. No en-
tanto, o potencial tinha ainda propriedades que dificultavam a sua aplicação
em ciá,lculos pa,ra sistemas com mais que dois nucleões. Para resolver este
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problema, o potencial foi reformulado, nos finais dos anos de 1920, através
de uma para.meterizaçãa analítica simples regularizada por termos de yu-
kawa [22]. Nesta reformulação foi feito um trata,mento fenomenológico para
distâncias menores que 0.8 tm 122). o alcance da interacção pela troca de
mesões depende inversarnente da massa da partícula trocada. Então, pa,ra
distâncias inÍeriores a 0.8 fm deveriam ser tomados em conta mesões mais
pesados e graus de liberdade de quarks e gluões, o que tornava o problema
praticamente intratável. Esse argmento está na base do trata.mento fenome-
nológico efectuado na reformulação do potencial Paris.
O potencial Paris utilizado neste trabalho correponde à referida versã,o
reformulada. Para este potencial,
(p"lVld o') : 6t t,õu, Mr,õs s,õr,7,Vr,,t,(p,í)
com J:1, S:1, T:0 e L:0 ou 2 porque admite o estado 3S1 e o estado 3D1.
Então, a equação integral do deuterã,o é
,1,t(p): » [^* oo, *vr:'(o;9 4,r.,(l). (8.1e)
Lt=O,2rU D - ã
Embora, hoje em üa, o potencial Paris já esteja ultrapassado, em reração
à qualidade com que descreve muitos dos dados orperimentais disponíveis,
é incomparavehnente mais realista do que o potencial Malfiet-Tjon V. Foi,
por nós, escolhido por estar disponível um progrâ.ma de computador que
calcula os seus elementos de matriz. No entanto, a razãa principal para
fazer cálculos com um outro potencial para além do Malfliet-Tjon V não
era para melhor reproduzir a energia do deuterão (o que é irrelevante neste
contexto), mas porque aúrárnos importante verificar o funciona,mento do
método wauelet paÍa um ca"so com ondas parciais acopladas.
No capítulo que se segue é descrita a aplicação de waaelets para resolver
as equações integrais (3.18) e (3.19) do deuterão, respectiva,mente, usand.o
o potencial de Malfliet-Tjon v e o potencial Paris. Antes, no entanto, de
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descrever a aplicação de wauelets é expücado sucintamente o método de
integração numérica que servirá de referência. O método de referência é o
método de quadratura de Gauss-Legendre.
86
Capítulo 4
Wauelets e a equação integral
do deuterão
Neste trabalho, o estudo da utilização de waueletsna resolução da equação
integral do deuterão tem por base a aniíIise em multiresolução: a equação
é escrita na base scali,ng e daí resulta um sistema de equações lineares ho
mogéneo que é transformado paxa a base de multiresoluçã,o através de uma
transformaçãa wauelet. uma vez nessa base, e tendo em conta o carrícter
de multiresolução da mesma, sã,o eliminados coefi.cientes de exponsão cor-
respondentes a detslhes e o sistema de equações é resolvido. A este procedi-
mento cha,rna,mos método wauelet, o qual é usado na resolução das equações
integrais (3.18) e (3.19), respectiva,mente, para os potenciais Malfliet-Tjon
V e Paris.
como referência foi escolhido um método de integração numérica que
usa a regra de quadratura de Gauss-Legendre. O método consiste na discre
tização da variável de integração, a qual toma como valores os pontos (dis-
cretos) de quadratura, torna.ndo a equação integral ta,mbém num sistema de
equações lineares homogéneo. A este cha,mamos método Gauss-Legendre.
Em seguida, procedemos à descrição mais pormenorizada de como imple-
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mentar os métodos de referência e waueleú na resolução da equação integral
(3.18) do deuterão, que usa o potencial Malfliet-Tjon V.
4.L Método Gauss-Legendre
A regra de quadratura de Gauss-Legendrel consiste em aproximar um
integral de uma função a um somatório como:
Nsl
t:, f(u)d,u=»wÍ(u) (4.1)i,=7
onde: q são os chamados pontos de quadratura que, neste caso, correspon-
dem às raízes dos polinómios de Legendre de'i-ésimo grau P6(z); uri são os
pesos da quadratura calculados a partir do pontos ui; e Nd é o número de
pontos Gauss-Legendre.
O intervalo de integração de (3.18) é [0, f-), então para aplicar a regra
de quadratura (4.1) faz-se a muda,nça de variável
u: u(p\ 1- P - Po '--+ d,u : -4 -d'p, (4.2)P*PO \P+PO)"
onde ps é uma constante que pode ser arbitra,riamente escolhida.




onde os pontos e os pesos de quadratura sofrem a transformação
L*u,i
-) Pt: Po "L-ui
2Po
- ui: üi-7---:--" (pr + po)2
A escolha de p6 permite influencia,r a distribuição dos pontos pi, rmà Yaz
que metade dos pontos k sãr inferiores à pO e a outra metade são superiores.
lMais sobre a regra de quadratura de Gauss-Legendre pode ver-se, por exemplo, em












onde se f* ,lt, = th(p) " Vi = V(pt,p). Daqui resulta o sistema de
equações lineares homogéneo paxa o método de referência usando o potencial
Malfliet-Tjon V:
!!/ ^ v. \
à\r"l;_*- 
u,,),hi:o (4.7)
A resolução do sistema (4.7) é discutida no capítulo 5. De (4.7) extrai-
se não só a energia de ligação, E, do deuterã,o, como ta,mbém se obtém
directamente a função de onda t/(p) nos pontos p: pi.
utilizando o potencial Pa,ris, o sistema de equações linsares, que se
obtém aplicando a regra de quadratura de Gauss-Legendre à equação in-
tegral (3.19), toma a forma




Antes de escrever a equaçã,o integral (3.I8) na base scnli,ng torna,se finito
o intervaJo de integraçã,o, de [0, -) para [0, b], usando a mudança de variável
u: u(p) ,: bfr ------+ p = p(u) ,: fi, an : u\du, (4.s)
onde b corresponde a,o limite superior do intervalo de integração. Conside-
rando






a equaçáo integral (3.18) fica
E_
(r)
Em seguida, escrevese a equação integral (4.10) na base scali,ng. Tendo
em conta que o ta,manho do suporte das funções de base, paxa a escala i : O,
é2K - 1, onde K é a ordem das wauelets de Daubechies, apenas as funções
óo,n(u) com -(2K - 2) < n 1b - 1 contribuem para representar a função
de onda entre 0 e b. Então, a representação de $ç"1 "" base scali,ng pode
escrever-se como b_l
õ@)= » kó^@), (4.11)
n:-2K*2
onde são necessárias b + 2K - 2 funções de base e considera-se @6,rr(z) :
ón@), omitindose o índice j :0, por se esta,r a uma esca,la fi.xa.













» ínón(u): » d,u (b - ,)n E- #ü.,t;
Entreta,nto, com base na ortogonalidade da funções scali,ng, multiplica-se
(4.t2) por $*(u) e integra-se entre 0 e b:
b-l rb
)- f" I ó*@)ó*(u).u:,^
n:-2K*2 ru
i fo o, fu d,uq*@)í(u,u)Qn@)fn, (4.1s)
n:iY*'19 J0






onde se vê que N*n: Nn*, à equação (4.13) fica
F ( *,- - fu ou fu o, ó^(u)Í@,u)ç^(,)\




Os integrais da equaçao (4.16) são avaliados usando a regra de quadra-




du g*(u)k(u,u)Sn(u) : r*É(u*,un)ün, (A.LT)
onde u- e u, são os pontos de quadratutae u)na e ro, sáo os respectivos pesos,
em que os índices n'L e n correspondem a translações da função scaling.
Desse modo, tem-se o sistema de equações lineares homogéneo obtido
pelo método wauelet usando o potencial Malfliet-Tjon V:
b-l
» (r-, -.*É*n n) /, : o, (4.18)
=-2K*2
Pela ortogonalidade das funções scali,ng, temos N*n : ô-, desde que
SupS^@) c [0,b] e SupQn(u) c [0,b]. Quando SupS*@) efor SupQn(u)
sobrepõe(m) um dos limites de integraçã,o (0 ou b), ou seja, quando
-2K+2<k <0 ou b-2K+2<k<b, lc: m ef oa n, (4.19)
un)=l1u*l^nonde
com
os N-r, são calculados resolvendo sistemas de equações lineares resultantes
da aplicação da equação scali,ng (2.36) a (4.15). Isto é,
N^n
lou 
r{, - m)ó(u - n)d,u




» D o,nu !o'u r{u -zm - t)ó(u -2n - tt)du, (4.20)I:0 l':O
onde se aplicou a mudança de varirírel U :2u e se redefinht y ---+ 11.




onde os índices superiores se referem ao intervalo de integração.
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A equação (4.21") permite calcular directamente os Nmn quando as funções
scaling sobrepõem o limite inferior de integração, mas, por condições de si-
metria, também permitem calcular os N,?z?? quando as funções scal'i,ng so-
brepõem o limite superior. Pode ver-se no apêndice B como isso se faz.
Para já, consideremos que as funções scaling sobrepõem o limite inferior
de integração (e apenas só este!). Para garantir que a sobreposição ocorre
apenas no limite inferior, considera-se o limite superior, ô, suficientemente
grande. Quando há sobreposição do suporte da função scal'i,ng, o tamanho
máximo da parte do suporte que está dentro do intervalo de integração é
2K - 2. O valor de b deve ser no mínimo igual ao dobro de 2K - 2.
Sendo b > 2(2K - 2) u o suporte das funções scali,ng 2K - L, integra.r
o produto de duas funções scali,ng em [0, b], quando se está a considerar a
sua sobreposição com o ponto zero, dá o mesmo resultado que integrar em




onde se omitem os índices superiores por poderem ser considerados 0 e b em
ambos os lados.
Para a resolução do sistema de equações (4.22), os índices de tra"nslação,
rn e n) da função scali,ng só podem tomar certos valores de forma a satisfazer
simultanemente as três condições seguintes:
- o suporte de pelo menos uma das funções scaling deve sobrepor o ponto
zeÍo;
- o suporte de a,r:rbas as funções scali,ng deve sobrepor-se;
- a sobreposição do suporte de ambas as funções deve esta,r pelo menos
parcialmente contida no interva,lo de integração.
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As combinações de n1 e n que satisfazem as condições anteriores, para
as funções scali,ng de Daubechies de ordem 2 e B, são:
K:2
rn -2 -2 -2 1 1 -1
n -2 1 0 1 0 1
K:3
nx -4 -4 -4 -4 -4 -3 -3 -3 -3 -2 -2 -2 -1 -1
n -4 -3 -2 -1" 0 -3 -2 1 0 -2 -1 0 1 0
Os ll,r,n obtidos para asi combinações de m e n apresentada.s nos quadros
acima estão na tabela 4.1.
Em suma, os Nrr, sãa õ^n paxa os ca.sos em qule Sup$*(") c [0,b] e
Sup$"(u) C [0, b], e são os apresentados na tabela 4.1 pa,ra as combinações
de m e ?z que leva,m a que pelo menos uma das funções scali,ng sobreponha o
limite inferior de integração, onde se deve ter em conta a igualdade N*n:
Nn . Pata os restantes ca.sos os Nrnn são nulos.
No caso de haver sobreposição do suporte da função scali,ng 16 limifs
superior, os .lf-, sã,o calculados com base na relação
N*n* Nb+m,b+n: õ^n, (4.23)
onde -l{6-.-,6.r-p corrêspondem aos valores obtidos quando se considera o li-
mite superior de integração, b. Este resultado foi obtido atrav& da com-
paração entre os varores de -ô[-r, obtidos perto do limite inferior do integrat
e perto do limite superior. A forma como são calculados os .À[-r, perto dos
limites inferior e superior de integraçã,o é tratada em mais pormenor no
apêndice B.
Conhecendo os N-, e sabendo que avalip.mos os integrais do sistema
de equações linea,res (4.16) usando a regra de quadratura de um ponto, o





N - z, -z: 0.00427 36t6534 1 1
N-r,-1 :-0.02061965392490
N-1, -t : 0. 17094028798236
N -4,-4: 0.00000216035839
N-4, -B :-0.0000068024249 1










Tabela 4.L: Valores de N-, para K :2 e K : 3 quando pelo menos uma das funções
su,li,ng sobrepõe o limite inferior de integração. É de salienta.r que N-, : Nn*.
Para o potencial Paris, o sistema de equações lineares, que se obtém
após escrever a equação integral (3.19) na base scali,ng como descrito ante.
riormente paxa o potencial Malfliet-Tjon V, é
b-L
»» (N*,,õ"", -.*ÉL*!'.^) Í*' : o, (4.24)
7r-9,2 n:-)K!2
ondeÍLfl :Í71,(u*,un).
A diferença entre os sistemas de equações lineares para arnbos os poten-
ciais resulta de o potencial Paris apresentar uma dependência do momento
aÃgular orbital.
Pelo método de referência, a resoluçã,o do sistema de equações lineares
(4.7) fornece directarnente a função de onda. Por outro lado, o que se obtém
da resolução do sistema de equações lineares (4.18) sã,o os coeficientes de
expa,nsão da função de onda na base scali,ng. Assim, conhecendo a função
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scali,ng pode obter-se a funçã,o de onda do deuterão. No entanto, calcula,r a
função scali,ng é diffcil e isso não foi feito neste trabatho. Então, é necessrírio
ver como construir a função de onda do deuterã,o a partir do método waaelet,
sem recorrer às funções scali,ng propriarnente ditas.
4.2.L Construção da funçáo de onda





Começa por se qscreve,b(d) 
""base 
scali,ng cpm os coeficientes /r, já
conhecidos,
,b@):Y Í"0"{d) (4.26)
e substitui-se (4.26) na equação integral (4.25). Então tem-se
,t @) :T r" lo* orr*,d)ó*@) (4.27)
o integral que apaxece em (4.27) é avaliado usando outra vez a regra de
quadratura de um ponto
l,* k@, d)ó"a)dd : k(p, d*)r^ (4.28)
Então a equação (4.27) frca
,t@):DÍ^tr{o,r'^)**, (4.2g)
onde os coe6cientes Ín sãa os obtidos da resolução do sistema de equações
lineares (4.18), u)n : ,[o) " uma vez que paxa chegar a (4.18) se fez a
mudança de variável (4.9), em (4.29) ta,rrbém se tem em conta a mesma
mudança de va,riável, de tal modo qtrc -2K + 2 < n ( á - L, prn :: ffi e
os #) são calculados conforme a tabela 2.b.
95
Aplicação de wavelets
A função de onda construída a pa,rtir da base scali,ng por (4.29) ainda
não está normalizada. Para a normalizar calcula-se
l,* p2lú(dl2dp: A (4.30)
(4.32)
A função de onda normalizada é então
,bn**(p): fort'tol. (4.31)
Já que (4.29) permite calcular a função de onda para qualquer argumento
p, a maneira mais simples para calcular o integral (4.30) é através de uma
regra de quadratura de Gauss-Legendre,
Ngl
I,* p2 ll, @)12 d,p : \ r7 lrt {n)12 ú.i.:7
Daqui para a frente chama-se simplesmente 4r@) à função de onda nor-





equação integral do deuterão
Neste capítulo são apresentados e discutidos os resultados provenientes
da resolução numérica da equação integral de Lippmann-schwinger para
o deuterão por dois métodos diferentes. No primeiro métod.o, a variável
contínua da integração é discretizada atravás da aplicação da regra de qua.
dratura de Gauss-Legendre. No segundo método, a função de onda e o kemel
da equação integral são expandidos numa base scali,ng e transformados pa,ra
uma base de multiresoluçã,o pela apricação da transformaçáo wauelet.
o primeiro método é o método de Gauss-Legendre e o outro o método
wauelet. Em a,r:rbos os casos, a equaçã,o integral transforma,se num sis-
tema de equações linea,res homogéneo que pode ser resolvido pelos métodos
numéricos convencionais. A condição pa,ra a oristência de uma solução nã,o
trivial do sistema ta,mbém determina a energia do estado ligado.
No método Gauss-Legendre, as soruções do sistema de equações üneare
são os valores da funçâ,o de onda para valores particulares do argumento,
enquanto no método wauelet as soluções são coeficientes de expansão que
permitem calcular a função de onda para qualquer argumento desejado.
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o que se pretende é comparar a energia do estado ligado do deuterão e a
respectiva função de onda obtidas usando o método wauelet com as obtidas
usando o método Gauss-Legendre.
Sistemas de equações lineares podem ser expressos, mais sucintamenteo
na forma matricial como o produto de uma matriz por um vector' Seja M
uma matriz e X um vector, um sistema de equações lineares homogéneo
pode ser escrito como
MX: O. (5.1)
O método waaeletcortsiste em transformar sistemas do tipo de (tr.t), obti-
dos após representação da equação de Lippmann-Schwinger na base scali,ng,
para a base de multiresolução, por meio de uma transformação ortogonal
que usa waaelets, e tornax nulos elementos da nova matriz que sejam menG'
res, em valor absoluto, que um limiar. Neste sentido, a matriz na base de
multiresolução é tornada esparsa, isto é, numa matriz com muitos elementos
zero. A posterior resoluçã,o do sistema de equações nessâ base devolve um
resultado aproximado. Pretende-se analisar quão próximo esse resultado é
do obtido com o método de referência de discretizaçáa de Gauss-Legendre'
Embora represente um ligeiro abuso de linguagem, falaremos daqui para
a frente em'eliminar elementos de matriz' em vez de 'tornar nulos elementos
de matriz'.
Numa primeira instância, são apresentadas, na secção 5.1, as energias
obtidas da resolução d.os sistemas de equações (4.7) e (4.8), respectiva-
mente, para os potenciais Matfliet-Tjon V e Paris, usando o método Gauss-
Legendre. Na secção 5.2, estáo as energias provenientes da resolução dos
sistemas (4.18) e (4.24), respectivamente, para os potenciais Malfliet-Tjon
V e Paris, usando o método wauelet.
Adicionalmente, na secção 5.3, são apresentadas as energias obtidas da
resoluçã,o d.o sistema de equações (4.7), para o potencial Malfliet-Tjon v,
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usando uma simplificaçã,o do método waaelet. No método waaelet simplifi-
cado discretiza-se a equação integral pela regra de quadratura de Gauss-
Legendre (para evitar, e veremos porquê, formulá,la na base sco,li,ng) e
aplica'se uma transformação waaelet directe.mente ao sistema de equações
que resulta da discretizaçã,o.
Por fim, na secçã,o 5.4, sã,o comparadas as funções de onda do deuterão
obtidas pelos três métodos discutidos.
5.1 Método Gauss-Legendre
Para obter uma soluçã,o não trivial dos sistemas (a.7) e (4.8) escritos na
forma matricia,l como (5.1), o determinante da matriz deve ser zero. Em
todos os casos a resolver, a matriz M é uma função da energia. Escreva,mo
la como M(E). Portanto, temos de encontrar (todos) os valores de ener-
Bra, E, pa,ra os quais o determinante de M(E) é zero, mais expücita,mente
det(M(E)) : 0, isto é, procura,rr.os as raízes da função det(M(E)).
TaI como já mencionado no capítulo 3, o deuterã,o não tem estados ex-
citados, por isso, procurarnos apenas um único valor de energia.
Nos crílculos práticos usá.mss um método de aproximação sucessiva. Foi
calculado o det(M(E)) p*, dois valores, E1 e E2, na üzinhança da região
da energia onde se suspeitava a energia do estado ligado.
Se o determinante de M em E1 tiver um sinal diferente do determinante
em E2, então passa por zero algures entre E1 e E2. Tendo sido isso que
aconteceu, escolheu-se um valor E3 entre E1 e E2 e calculou-se det(M(ft)).
Assim foi possível saber se a raiz se situava entre E1 e Eg, ou entre E1 e
E2. Este procedimento foi repetido e o intervalo gue continha a raíz foi
sucessivarnente subdiüdido até a precisã,o desejada ser atingida.




































































Tabela 5.1: Dependência da energia, E, com o número de pontos Gausrlegendre, Nsl
usados para acelera,r a localizaçã,o daraíz através de técnicas de interpolação.
O método Gauss-Legendre foi implementado com diferente número de
pontos de quadratura, Àf,t, desde 16 até 51"2. Para cada valor do número
de pontos ÀIsl procurou-se o valor de energia para o qual o determinante da
matriz é zeto. Aumentando o número de pontos de quadratura é de esperax
resultados cada vez mais precisos, por isso aumentou-se o número de pontos
N4 até encontrar uma convergência no valor de energia.
Nas tabelas 5.1 (a) e (b) são apresentadas as energias obtidas pelo
método de referência para arnbos os potenciais.
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usando o potencial Malfliet-Tjon v, o vaJor de convergência de cinco ca-
sas decimais foi -0.34949 MeV a partir de 100 pontos. Com o potencial paris
considerarnos que não houve uma convergência tão nítida porque os valores
das cinco casas decimais nã,o chegararn a estabilizar, ficandose apenas pela
estabilizaçã,o de duas casas decimais logo ao fim de 82 pontos. No entanto,
ao fim dos 100 pontos já se tinha o valor aproximado de -2.224 Mev tat
como era esperado.
os valores -0.34949 Mev e -2.224 Mev são considerados como referência
para os crílculos com o método wauelet quando sê usiâmr respectivamente, os
potenciais Malfliet-Tjon V e Paris.
5.2 Método uaaelet
A implementação do método wauelet não consistiu apenas em resolver os
sistemas de equaçôes na base de multiresolução após eliminação de pequenos
elementos de matriz. Para poder ava,liar a estabüdade e precisão numérica
do método, os sistemas de equações foram resolvidos primeiro na base sco-
li,ng, depois na base de multiresolução sem que fossem eliminados elementos
de matriz e por fim nesta mesma base após serem eliminados elementos de
matriz.
Esta secção dividese em duas subsecções: na primeira são comparadas
as energias obtidas nas basm scali,ng e de multiresolução sem eliminação de
elementos de matriz; na segunda, sã,o apresentadas as energias obtidas na
base de multiresolução após a eliminaçã,o de pequenos elementos de matriz.
Em cada uma das subsecções são apresentados os resultados obtidos primeiro
com o potencial Malfliet-Tjon V e depois com o potencial paris.




Entretanto, suponha,mos que o sistema (5.1) corresponde ao sistema de
equações escrito na base scali,ng. O lado esquerdo de (5.1) é um vector e
a trarrsformaçáo waueleú aplicada ao sistema de equações é efectuada pela
multiplicação entre esse vector e a matriz W como
w(MX) : s (5.2)
O lado direito permarrece ina,lterado por ser zero.
A matriz Ir7é ortogonal e isso torna a reconstrução do sistema de equações
(5.1) a partir de (5.2) perfeita. Nesse caso, a matriz tra,nsposta, WT, éigÁ,
à matriz inversa, W-t, e podemos introduzir (2.111) em (5.2). Portanto,
tem-se
WMWT:WX:o. (5.3)
Redefinindo o sistema (5.3), tem-se, paxa o sistema na base de multire
soluçã,o,
M*,: o,, (5.4)
"o M:WMWT "Í: 
IrZX, onde M "*' correspondem, respectiva-
mente, à matriz e ao vector na base de multiresolução.
De acordo com a notação matricial, primeiro resolveram-se os siste'
mas (5.1) e (5.4) e compaxaram-se as energias daí provenientes. Depois
eliminara,rn-se elementos da matri, M . resolveu-se novarnente o sistema
(5.4). A energia daí proveniente foi comparada ao resultado obtido antes de
se eliminarem elementos de matriz.
Como as bases scali,ng e de multiresolução se relacionam por uma trans-
formação ortogonal, os resultados obtidos na base de multiresolução sem
eliminaçã,o de elementos de matriz devem ser iguais aos resultados obtidos
na base scaling. Por outro lado, os resultados obtidos após eliminação dos
elementos de matriz devem ser próximos aos obtidos sem eliminação desde
que os va,lores dos elementos de matriz eliminados seja.rn pequenos.
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Enquanto paxa o método de referência se fez variar o número de pontos
de quadratura, no caso do método wauelet, para etimar a precisão dos resul-
tados, fez-se variar o número de funções de base, N1a, entre L6 e 512. Neste
método, pela estrutura do algoritmo pira.midsl, apenas podem ser conside-
rados números diádicos de funções de base, por isso apenas se efectuara.m
os ciílculos com 16, 32, 64, lZB, 256 e 512 funções de base.
Pudemos ver no capítulo 4 que o número de funções de base é deter-
minado pelo valor do limite superior de integração, b, da equação integral.
Vemos, da equação (4.11), que N1a : b I ZK - Z. Ainda no capítulo 4,
concluímos que b ) 2(2K - 2). os crílculos fora.m efectuados usando as u)a-
uelets de Daubechies de ordem K :2 e K :8, então para cada um destes
casos, o número de funções de base é, respectiva,mente, N;b )- 6 e Ny6 2 12.
Por outro lado, os números de funçoes de base devem ser números diádicos,
então serão, respectivarnente, Nya ) 8 e lí1a ) l-6. Assim, escolhemos como
número mínimo de funções de base, o correspondente ao menor número
necessário paxa as wauelets de ordem maior, ou seja, L6.
Ao calcular o detM(E) paxa o sistema de equações na base de multire
solução verificou-se uma instabilidade numérica que nos levou a suspeitar
que estávamos perante um sistema mal condicionado.
um sistema do tipo de (5.1) diz-se mar condicionado se pequenas al-
terações nos vaJores dos elementos de matriz podem originar resultados con-
sideravelmente diferent es fzal.
Uma maneira de medir o mal condicionamento de um sistema é através
do crálculo do número de condição. seja o número de condição, -lí", um
número do tipo dx10k, onde d é um número decimal entre l- e g, o mal con-
diciona,mento de um sistema é medido pelo valor do expoente /c quando com-
parado com o número de casas decimais devolvido pelo software/computador
utilizado nos críIculos [25]. A linguagem de progra.mação usada para faaer
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os cálculos foi o FORIRAN na opção de double precision. Para esta opção
os resultados têm dezasseis casas decimais significativas, então um sistema
cujo número de condição tem um expoente k > L6 pode ser considerado mal
condicionado [25].
O número de condiçá>, neste contexto, fornece-nos indicação sobre se
o resultado do sistema de equações lineares homogéneo é fraca ou forte'
mente influenciado por erros de arredondarnento, ou outras alterações a que
a matriz possa estar sujeita durante o processo de crílculo computacional.
Atendendo ao facto de que uma matriz cujo determinante é zero se diz
singula.r, uma maneira de comprovar o mal condicionamento do sistema foi
recorrer ao método de decomposiçã,o de uma matriz em valores singulares
(Singular aalue decomposi,ti,on - SVD). Este método permite encontrar o
vector solução de um sistema de equações Iineares homogéneo e calcular o
número de condição.
O algoritmo SVD consiste em decompor uma matriz M 124) no produto
de três matrizes
M :U SVl:, (5.5)
onde [/e I/são ortogonais e § é uma matriz diagonal que contém os chama-
dos "valores singulares" da mattiz original por ordem decrescente de cima
para baixo. As colunas de [/são os vectores próprios de MMr e as colunas
de tr/ sã,o os vectores próprios de MT M. Os valores singulares na diagonal
de ,9 são as raízes quadradas positivas dos valores próprios de M MT (ou de
MT M).
Resolver um sistema do tipo de (5.1) significa encontrar o "espaço nulol
de M'. Se olharmos para a matriz Mdecomposta em valores singulares como



























Unl. Un2 unn 00 sn u2n
quando sn + 0, X tende paxa a solução não trivial do sistema homogéneo,
então, o espaço nulo contém o vector
x- (5.7)
onde n corresponde a,o número de funções de base, ÀIya, usadas quando se
representa a equação integral na base scali,ng.
O vector soluçáo, devolvido pelo algoritmo SVD, é constituído pelos
elementos da última linha de vT, ottseja, a ünha que corresponde ao menor
valor singular de ,9. Como tal, em termos computacionais, faa-se varia,r a
energia e o valor correspondente ao menor valor singular é a energia mais
próxima à energia do estado ligado que procuramos.
O número de condiçã,o calculado a partir do algoritmo SVD é à razão
entre o maior e o menor valor singular da matrtz S 1241. O número de
condição, À[r, obtido desta maneira é apresentado para todos os crílculos
que se seguem na forma d x L}k.






e K :3 são por vezes denominadas, respectiva.mente, DAUB4 e DAUB6. E
assim que nos referiremos a elas daqui para a frente.
5.2.L Base scali,ng e base de multiresolução
Nesta subsecção são comparadas as energias obtidas na base de multi-
resolução com as obtidas na base sca,li,ng para diferente número de funções
de base, NJa, utilizadas, primeiro com o potencial de ensaio e a seguir com
o potencial mais realista. Pa,ra cada um dos potenciais, primeiro usaram-se
as DAUB4 e depois as DAUB6. Os sistemas de equações foram resolvidos
recorrendo aa SVD.
Todas as tabelas desta subsecção contêm: na primeira coluna, o número
de funções de base N1a; na segunda, a energia, E, obtida da resoluçã,o do
sistema de equações linearesl e na terceira, o númelo de condição, N", do
respectivo sistema.
A. Potencial Malfliet-Tjon V
A energia do estado ügado obtida para DAUB4 com o potencial de
Malfliet-Tjon V nas bases scali,ng e de multiresolução é apresentada, res-
pectivamente, na.s tabelas 5.2 (a) e (b).
Na base scal'i,ng, atinge-se a convergência pa,ra o valor, -0.34949 MeV,
obtido anteriormente pelo método de referência, com 256 funções de base.
O facto de o valor de convergência da energia ser igual ao obtido pelo
método de referência indica que resolver a equação integral formulada na
base scali,ng é igualmente vrálido compa,rativamente a resolv&la após a sua
discretização pela quadratura Gauss-Legendre. Apesar desta constatação,
os valores de energia do estado ligado obtidos na base de multiresolução apre
sentam problemas quando se usarn 128 ou mais funções de base. O aumento
106
Resoluçã,o numérica
Pot. M. Tjou V: ,[@ - DAUB4
base scali,ng
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Tabela 5.2: Dependência da energia, E, com o número de funções de base, Nya, usando
DAUB4. N. é o número de condição e o * indica que o último algarismo é inceúo.
do tamanho da matriz faz com que se torne cad.a vez mais diffcil obter ener-
gias precisas. Estes problemas podem ser entendidos pelos elevados números
de condiçã,o. Pelo que, esta.mos perante sistemas mal condicionados.
Constatado o mal condiciona.mento dos sistemas referentes às tabelas
5.2 (a) e (b) e tendo em conta que sistemas mar condicionados não podem
reproduzir resultados fiáveis [26], contornou-se o problema reformulando os
sistemas a partir de três novas funções. Funções essas definidas pelo produto
entre a função de onda, ,L@), u uma função por nós escolhida. Em concreto,




A escolha de multiplicar a função de onda pelo momento linear foi feita
para chegar a condições de fronteira em que a função se anula para p - 0.
A função de onda tende rapidamente paxa zero quando p ---+ oo e mesmo
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quando se multiplicapoÍ p a função de onda ainda se anula paxa esse limite.
Quarrdo se está perto do limite p --+ ú.a condição de periodicidade usada na
transformaçãa waaelet ao vector de dados, implica que informação é retirada
do início do vector. Assim, se em a,rrbos os lados a função de onda tender
paxa zero, a condição periódica é melhor aplicada.
A segunda escolha é anráloga à chamada funçã,o de vértice usada para
definir a função de onda relativista do deuterão2 127), onde G6(E) é o pro
pagador. A última escolha tem o mesmo fundamento que a primeira, desta
vez pala a função vértice.
A equação integral (3.18) é reformulada em termos das novas funções e
são deduzidos os sistemas de equações lineares para cada um dos casos. Em
seguida, é deduzido o sistema de equações lineares correspondente à função
ü(p) para o potencial Malfliet-Tjon V.
Multiplica,ndo a.rnbos os lados da equação (3.18) Por P, tem-se
ú(p) : [* 6o'euJe'e2e' vh'). (5.11)\r/ Jo E-#
O intervalo de integração tranforma-se de [0, *) para [0, b] implementando
a mudança de variável (4.9) e obtém-se
ú1,; : l,'0,6-\h,#htro (5'12)n'L\o-u)'





o' fi V U,U {6^r,,"t1.
(5.13)
E-
Comparando (5.13) com (4.12) verificamos que a§ equações têm aspecto
semelhante. Sendo o kernel do integral em (5.13) definido por
bu u Í@,u)
(5.14)K(u,u) - (b-r)3(b-u)n-d+'
2A equação integral relativista para o deuterão é discutida em [27], pp. 39G39J-
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A dedução do sistema de equações lineares para1(p) é feita substituindo
,b(il: Gop(E)t@) (5.16)
na equação integral (3.18) escrita como
,l'(p): Go,e@)V{,kr. (5.I7)
Substiuindo a igualdade (5.16) em (5.12) tem-se
Gs,r(E)1k)) : Go,e(E)VGo,r,(E)l@)
"y(d : VGn,o,(E)1Q/)
» Nn* - LDnKn*lDrn) k:0,
l,**ooffi*t1@) : (5.18)
Isto significa que o propagador passou a ser incluído na função integranda,
enquanto antes era independente da variável de integração. Escrevendo qsta
equação na base scali,ng à semelhança do que já foi feito palr. ú(p) e V(p),
nova,mente a alteração no sistema é denotada no kernel do integral que se
apresenta para este caso como
Jrr- _.,r 6u2 Í@,u)K\qu):O_WE_ãÇ. (5.1e)
Para deduzir o sistema de equações lineares para l(p) multiplica,se a equação
(5.18) por p e procedese de modo aniálogo ao gue foi feito para ú(p). o
kernel para este caso fica




No que respeita às funções de onda, a forma como são obtidas também
sofre ligeiras alterações. O kernel da equação integral para cada funçã,o e a
construção da funçã,o de onda para cada caso são resumidos na tabela do
apêndice B.
As tabelas 5.3, 5.4 e 5.5 apresenta,rn, respectivamente, a dependência de
energia com o número de funções de base obtida para as funções i[(p), f(p) u
I(p) usa,ndo DAUB4, na base scali'ng (à esquerda) e na base de multiresolução
sem eliminaçao de elementos de matriz (à direita). Enquanto as tabelas 5.6,
5.7 e 5.8 se referem ao uso de DAUB6, respectivaÍnente, para as mesmas
funções em arnbas as bases.
Pot. M. Tjon V: v(e) - DAUB4
base scali,ng




















Tabela 5.3: Dependência da energia, E, com o número de funções de base, Nya, usando
DAUB4 e ú(p). N" é o número de condição do sistema.

























Tabela 5.4: Dependência da energia, E, com o número de funçõe de base, Nya, usando
DAUB4 e f(p). N" é o número de condiçâo do sistema.
Pot. M. Tjon V: .y(p) - DAUB4
base sm,li,ng









































Pot. M. Tjon V: 'y@) - DAIJB4
base de multiresolução










































Tabela 5.5: Dependência da energia, E, com o número de firnçõe de base, N1a, usando




Tabela 5.6: Dependência da energia, E, com o número de funções de base, N1a, usando
DAUB6 e ü(p). Àt é o número de condição do sistema.






















Pot. M. Tjon V: "y(d - DAUB6
base scali,ng



















Pot. M. Tjon V: v(p) - DAUB6
base de multiresolução



















Pot. M. Tjon V: t(à - DAUB6
base de multiresolução




















Tabela 5.7: Dependência da energia, E, com o número de funções de base, N1a, usando
DAUB6 e l(d. N" é o número de condição do sistema.
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Pot. M. Tjon V: I(p) - DAUB6
base su,li,ng










































Tabela 5.8: Dependência da energia, E, com o número de funções de base, Nya, usando
DAUB6 e f(p). N. é o número de condição do sistema.
Atraves das tabelas 5.3 a 5.8 comparalnos, paxa cada uma das três
funções em separado, os resultados obtidos na base sc.ali,ng com os da base
de multiresolução sem eliminação de elementos de matriz. Em seguida, com-
pararnos, para cada função, os resultados obtidos usando DAUB4 e DAUB6.
E por fim, são comparadas as três funções não só pelo valor obtido para a
convergência da energia em cada ca.so, como ta,rnbém através da ordem de
grandeza dos respectivos números de condição.
Vemos, nessas tabelas, que â convergência da energia paxa o valor, de
-0.34949 MeV, obtido com o método de referência, ocorre, paxa o método
wauelet, qua,ndo são usadas 256 funções de base em todos os casos.
O facto de se obter a mesma convergência no valor da energia em todas
as tabelas leva-nos a concluir a equivalência entre a resolução dos sistemas
de equações linea,res para cada uma da"s três novas funções definidas a partir
da função de ondaT/(p).
Para a função !ú(p) usando DAUB4 podemos ver, na,s tabelas 5.3 (a) e
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(b), que, paxa o mesmo número de funções de base, a energia obtida é igual
em ambas as bases. o mesmo se observa quando se comparam entre si as
tabelas 5.6 (a) e (b), para a mesma funça,o usando DAUB6. Para as funções
l(d .l(p) tambem se verifica, para igual número de funções de base, o
mesmo valor da energia em ambas as bases quer usando DAUB4 quer usando
DAUB6. Ta,l como era de esperar pela ortogonalidade da transformação pela
qual se relacionam as bases, observa-se que a energia é a mesma em ambas
as bases.
Comparando as tabelas 5.3 e 5.6 vàse que os valores de energia, para
itt(p), usando DAUB4 e DAUB6 são praticarnente coincidentes, convergindo
inclusive para o mesmo valor quando são usadas 512 funções de base. O
mesmo se pode concluir parà "y(d e f (p).
No que respeita aos números de condição verifica-se um decréscimo sig-
nificativo de quando se usa ,lt(p) p*" quando se usa V(p) u desta para
qua.ndo se usa f(p) ou l(p). Se compararmos as tabelas 5.3 e 5.6, referentes
à função ú(p), com a tabela 5.2, referente à função r[Qt), podemos observar
um decréscimo de cerca de 5 ordens de grandeza nos números de condição.
A primeira nova funçã,o leva já a obter sistemas muito menos mal condici-
onados. Apesar do decréscimo significativo, os números de condição pala a
funçáo ú(p) ainda têm, em vrírios casos, uma ordem de grandeza próxima
daquela que é considerada correspondente a sistemas mal condicionados, ou
seja, L016.
Comparando as tabelas 5.4 e 5.7, referentes à função 7(p) usando, res-
pectivamente, DAUB4 e DAUB6, com as tabelas 5.3 e 5.6, referentes à função
![(p), vemos que há um decréscimo, nos números de condição, de cerca de
4 ordens de grandeza. Se, por outro lado, compararmos as tabelas refe.
rentes as funções l@) e f (p) concluimos que os números de condição para
l(d e f(p) têm aproximada.rnente a mesma ordem de grandeza, embora os




equações correspondentes a l(d e a f (p) apresenta,m números de condiçã,o
muito abaixo de 1-016, pelo que se tratam de sistemas bem condicionados
sendo os resultados deles provenientes considerados fiáveis.
Todo o procedimento até agora feito para o potencial Malfliet-Tjon V é
repetido pâra o potencial Pa.ris e em seguida são apresentados e discutidos
os resultados obtidos com esse potencial.
B. Potencial Paris
Nas tabelas 5.9 a 5.L4 estão apresentados os resultados dos sistemas de
equações reformulados a partir das funções V(p),1(d e f (p) paxa o potencial
Paris usando as waueleús DAUB4 e DAUB6. Os sistemas de equações lineares
para cada uma das funções sã,o deduzidos a partir da equação integral (3.19).
As tabelas 5.9, 5.10 e S.l.L referem-se aos sistemas reformulados, res-
pectiva,rnente, pelas funçoes V(p), ',t@) e f(p) quando se usam waaelets
DAUB4. As. três tabelas seguintes referem-se, respectiva,mente, aos mesmos
sistemas quando se usarn wauelets DAUB6. Em cada uma dessas tabelas, à
esquerda estão as energias obtidas da resolução dos sistemas na base scali'ng
e à direita, quando os sistemas são resolüdos na base de multiresolução sem
eliminação de elementos de matriz. Todas as tabelas apresenta,m os números
de condição dos sistemas de equações lineares resolvidos. Fora.m resolvidos





Tabela 5.9: Dependência da energia, E, com o número de funções de base, Nyu, usando
DAUB4 e tU(p). N" é o número de condição do sistema.
Potencial Paris: V(p) - DAUB4
base scali,ng









































Potencial Paris: V(p) - DAUB4
base de multiresolução










































Tabela 5.10: Dependência da energia, E, com o número de funções de base, N1o, usando







I(p). N" é o número de condição do sistema.
Potencial Paris: f(p) - DAUB4
base scali,ng



















Potencial Paris: ú(p) - DÂUB6
base scali,ng



















Potencial Paris: f(p) - DAUB4
base de multiresolução










































Tabela 5.1-2: Dependência da energia, E, com o número de funções de base, Nyo, usando




Tabela 5.1"3: Dependência da energia, E, com o número de funções de base, N1u usando
DAUB6 e l(d. N" é o número de condição do sistema.


































































Potencial Paris: f(p) - DAUB6
base de multiresoluçã,o




















Tabela 5.14: Dependência da energia, E, com o número de funções de base, N1u, usando
DAUB6 e I(p). N" é o número de condição do sistema.
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V&se nas tabelas anteriores que, pa,ra igual número de funções de base
utilizadas, a energia obtida na base sca,li,ng é igual à obtida na base de mul-
tiresolução quando se compara,m sistemas reformulados a partir da mesma
nova funçã,o (!ú(p), fb) ou f(p)). Com o aumento do número de funções de
base chega-se a -2.2242513 MeV, com NJa - 5L2, quando se usam wauelek
DAUB4 e a -2.2242502 MeV quando se usa,rn wauelets DAUB6.
Tal como paxa o método de referência, o número de casas decimais que
estabilizou, com o aumento do número de funções de base, foi reduzido.
Apenas as duas primeiras casas decimais estabiliza,rarn a,o fim de se usa,rem
128 funções de base. No entanto, em todos os ca,sos, ao fim de 256 funções
de base tem-se o valor aproximado de -2.224 MeV, o mesmo valor que se
obteve com o método de referência.
Os números de condição são da mesma ordem de grandeza que os obtidos
paxa os sistemas equivalentes quando se usou o potencial Malfliet-Tjon V.
Assim, sistemas reformulados a pa,rtir da função V(p) são menos bem condi-
cionados, apresentando números de condição da ordem de L016. Os sistemas
reformulados a partir de f(p) e de l(p) apresenta,rn números de condição
da mesma ordem de grandeza, da ordem de L01a e podem ser considerados
razoavelmente bem condicionados.
Quando se compararn os resultados obtidos usando wauelets de ordem
K : 2 com os obtidos usando waaelets de ordem K : 3, conclui-se que quer
os valores de energia obtidos, quer os números de condição, sã,o pratica,mente
coincidentes. Isso pode ser visto comparando, entre si, as tabelas 5.9 e 5.12,
as tabelas 5.10 e 5.13 e as tabelas 5.11 e 5.14.
Na subsecção seguinte varnos analisar como a eliminação de elementos
de matriz na base de multiresolução altera o valor da energia do estado
ligado. Novamente, primeiro serão apresentados os resultados obtidos com
o potencial de ensaio e depois com o potencial mais realista.
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5.2.2 Base de multiresolução com eliminação de elementos
de matriz
Definese um valor limiar, que serve de critério para eliminar elementos
de matriz na base de multiresolução, como uma determinada fracção, e,
do elemento com maior valor absoluto. São consideradas fracções cada vez
maiores, e consequentemente eliminados mais elementos de matriz. Através
da anríJise do desvio que a energia sofre em funça,o de e pode saber-se em
quanto é que se pode reduzir a quantidade de elementos de matriz não nulos
sem que a energia se altere significativamente.
Nesta subsecção são apresentadas as dependências nos valores de energia
com a eliminaçã,o de elementos de matriz na base de multiresoluçã,o, para
as funções ú(d, l(à e l(p) usando DAUB4 e DAUB6 com 512 funções de
base NJa, primeiro usando o potencial Malfliet-Tjon V e depois o potencial
Paris.
A. Potencial Malfliet-Tjon V
As tabelas 5.15, 5.17 e 5.19 são referentes, respectivamente, às três
funções usando DAUB4 e os resultados usando DAUB6 são apresentados,
respectivamente, nas tabelas 5.16, 5.18 e 5.20. Todas contêm: na primeira
coluna, as fracções, e, do elemento de matriz com maior valor absolutol na
segunda, o número de elementos de matriz, N.1"*, tornados zero; na ter-
ceira, a percentagem de elementos de matriz rrã,o nulos que restam após a
eliminação dos valores menores que o limiar; e nas duas úItimas, respecti-




Pot. Malfliet-Tjon V: iú(p) - DAUB4





































Tabela 5.15: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB4 e !ú(p). A Le coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A 2L o número de elementos de matriz eliminados, N"t" . A 3â a
percentagem de elementos de matriz diferentes de zero. N" é o número de condição do
sistema. Ny6:512.
Pot. Malfliet-Tjon V: !r@) - DAUB6



























Tabela 5.16: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB6 e !U(p). A la coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A,2s o número de elementos de matriz eliminados, Ne,,m, A Bs a




Pot. Malfliet-Tjon Vtr(p) - DAUB4




































Tabela 5.17: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB4 e l(d. A 1à coluna conüém a fracção, e, do elemento da matriz com
maior valor absoluto. A 2À o número de elementos de matriz eliminados, N.k*. A 3â a
percentagem de elementos de matriz diferentes de zero. N" é o número de condição do
sistema. Nyo:\L2,
Pot. Malfliet-Tjon Y, t(d - DAUB6





































Tabela 5.L8: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB6 e l(d. A Le coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A2à o número de elementos de matriz eliminados, N.1.-. A 3e a




Pot. Malfliet-Tjon V: l(p) - DAUB4





































Tabela 5.19: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB4 e I(p). A 18 coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A 2â o número de elementos de matriz eliminados, N..,lu*. A 3À a
percentagem de elementos de matriz diferentes de zero. N. é o número de condição do
sistema. Nyu:5l2.
Pot. Malfliet-Tjon V: f@) - DÁ'IJB6
































Tabela 5.20: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB6 e fb). A ls coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A,2L o número de elementos de matriz eliminados, N,.i.,.*. A 3a a




Inicialmente foi escolhido um valor de e' suficientemente pequeno de
modo a não haver elementos de matriz com valor absoluto inferior ao li-
miar. Resolveu-se, portanto, o sistema com 100% de elementos de matriz
nã,o nulos. A energia daí obtida, -0.3494938 MeV, serve de referência para
as energias obtidas quando se fazem diferentes eliminações de elementos de
matriz.
Em todo o tratamento com wauelets os valores da energia foram ob-
tidos com mais dois algarismos significativos do que no método de Gauss-
Legendre. Assim, qua,ndo se fazem compa.rações com o método de referência
considera.se apenas o número de algarismos significativos deste último.
A anríIise dos resultados apresentados nas tabelas 5.Lb a 5.20 é feita
comparando as percentagens de elementos de matriz não nulos que sã,o ne-
cessárias para obter uma mesma energia.
Inicialmente considera-se a energia obtida sem qualquer eliminação de
elementos de matriz, ou seja, -0.3494938 MeV e retiram-se das tabelas 5.1-5
a 5.20 as percentagens de elementos não nulos necessárias para obter exac-
tamente essa energia.
Na segunda linha de cada uma das tabelas 5.1-5 a 5.20 vemos que com
cerca de 60 To ott menos dos elementos da matl'iz não nulos se obtém a
mesma energia, -0.3494938 MeV, que se obteve sem eliminaçao de elementos
de matriz, ou seja, com 100% dos elementos de matriz diferentes de zero. As
percentagens de elementos não nulos com que se obtém esse valor de energia
para cada uma das três funções usa,ndo DAUB4 e DAUB6 estão reunidas na
tabela 5.21.
Se pretendermos obter um valor de energia menos preciso veremos que
com menores percentagens que as que são mostradas na tabela 5.21 podemos
consegui-lo. Consideremos que a energia que devemos obter dos cáIculos
após eliminação de pequenos elementos de matriz tenha o valor aproximado
L24
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Tabela 5.2L: Percentagens de elementos de matriz não nulos com que se obtém a energia
exacta (isto é, obtida sem eliminaçáo de elementos de matriz) com uma precisão de sete
casas decimais.
de E:-0.34949 MeV. Portanto, arredonda-se a energia -0.3494988 MeV para
-0.34949 MeV, a mesma que se obteve com o método Gauss-Legendre.
Considerando, então, uma energia menos precisa, procurarn-se, nas ta-
belas 5.15 a 5.20, as percentagens de elementos não nulos necessiírias pa,ra
obter uma energia que esteja no intervalo -0.34949a0.000005 Mev. Como
agora a precisão no valor de energia é menor, e.sperarse uma redução signi-
ficativa nas percentagens de elementos não nulos.
Na tabela 5,22 estãa reunidas essas percentagens bem como o rralor con-
creto de energia que se obteve, em cada caso, com as respectivas percen-
tagens de elementos não nulos. As energias apresentada,s nessa tabela são
comparadas à energia -0.3494938 MeV para se ver qual o desüo que sofrera.m
pela redução do número de elementos de matriz não nulos.
Assim, na tabela 5-22 sãa também apresentados os desvios percentuais,
q(%), que as energias, E", provenientes dos ciilculos após eliminaçã,o de ele
mentos de matriz, sofrem em relação à energia Es:-0.34g4g38 MeV, obtida
sem qualquer eliminação3.
3os rótulos s e c em E" e E" significs.m, respectiva,rrente, energia obtida sem e com
eliminação de elementos de matriz.
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Potencial Malfliet-Tjon V: E: -0.34949+0.000005 MeV
função
% E" (MeV) q(xL\-a%)






















Tabela 5.22: Percentagens de elementos de matriz não nulos para obter energias em E:
-0.34949+0.000005 MeV. E" são as energias que resulta,rn dos cráIculos com âsi diferentes
percentagens de elementos não nulos. rl(%) : tr5!rcon é o desvio da energia, E",
obtida com eliminação de elementos de matriz em relação à energia, E" : -0.3494938
MeV, obtida sem elimina4ão.
Por fim, porque é suficiente considera,r três algarismos significativos para
compaxax com valores extraídos de experiências, arredonda-se a energia ob-
tida sem eliminação de elementos de matriz para -0.3495 MeV.
Pa,ra um valor de energia ainda menos preciso, as percentagens de ele.
mentos de matriz não nulos necessárias serão ainda menores. Isso pode
ver-se na tabela 5.m. À semelhança do que foi feito anteriormente, retiram-
se das tabelas 5.1"5 a 5.20 as energias, E", no intervalo E:-0.3495 + 0.00005
MeV e as percentagens de elementos não nulos que foram usadas para a.s
obter. Essas energias são comparadas com o valor, E":-0.3494938 MeV,
obtido sem eliminação de elementos de matriz. Da comparação resulta o
desvio percentua.l q(%) da energia quando pequenos elementos de matriz
são feitos iguais a zero.
Nas tabelas 5.2L, 5.22 e 5.23 comprova-se que os resultados referentes
à função ú(p), cujos sistemas não são tão bem condicionados como os das
funções f(p) e I(p), são ligeiramente piores que os referentes às outras duas
funções. Isto significa que pa.ra obter energias com igual precisão, não se
podem eliminar ta,ntos elementos de matriz para sistemas reformulados a
126
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Poteucial Malfliet-Tion V: E: -0.8495+0.00005 MeV
função
% E" (MeV) ,t$)






















Tabela 5.23: Percentagens de elementos de matriz não nulos para obter energias em
E: -0.3495t0.00005 MeV. E" são a.s energias que resulta.m dos cálculos com as diferentes
percentagens de elementos não nulos. q(%) = lp":-a"l1ggyo é o devio da energia, E.,
obtida com eliminação de elementos de matriz em relação à energia, E" : -0.3494938 MeV'
obtida sem eliminação. Os valores com " estão fora do intervalo de energia considerado,
mas foram escolhidos por não haver valores no intervalo e eaaes serem os que mais se
aproximava,m.
paxtir da função Ú(p).
Na tabela 5.21,, pode ver-se que com - 70Vo de elementos de matriz
não nulos, usarrdo DAUB4 e - 4To, usando DAUB6, quer a função l@) e
quer a função I(p) permitem obter energias com sete casas decimais iguais
à energia obtida sem eliminação de elementos de matriz. Por outro lado, a
função iú(p) leva à mesma energia quando se usarn matrizes com N 60% de
elementos de matriz não nulos paxa DAUB4 e - LATo para DAUB6.
Quando se pretende obter energias com cinco casas decimais iguais à
energia obtida sem eliminaçã,o de elementos de matriz, vêse, na tabela 5.22,
que, paxa as funçoes l@) e I(p), são necessárias matrizes com menos de 5%
de elementos nã,o nulos. Para a função !Ú(p), usando DAUB4, são necessárias
matrizes com - 20% de elementos não nulos e - 6To, usando DAUB6. Nestes
casos, os desvios percentuais, à energia -0.3494938 MeV, são da ordem da
décima de milesima.
Energias cujas três primeiras casas decimais são iguais às da energia ob-
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tida sem eliminação de elementos de matriz conseguem-se quando se usrun
matrizes com apenas - |Yo deelementos não nulos para sistemas de equações
correspondentes às funções l@) e l(p). Esses resultados podem ser vistos
na tabela 5.23. Para a função !ú(p), usando DAUB4, são necessárias matri-
zes com - L27o de elementos não nulos e - 4To, usando DAUB6. para os
resultados com uma precisão de três casas decimais, os desvios percentuais
das energias face à energia obtida sem qualquer eliminação de elementos de
matriz foram inferiores, em regra, a uma centésima.
Na tabela 5.23 são, porém, apresentados alguns vaJ.ores de energia que
estão fora do intervalo que garante que as três primeiras casas decimais sã,o
iguais às da energia obtida sem eliminação de elementos de matriz. Isso,
porque não havia, entre os resultados, energias no intervalo considerado.
No entanto, fora.rn escolhidas por serem as que mais se aproximavam do
intervaio de energias considerado.
Mais uma vez, todo o procedimento feito para o potencial Matfliet-Tjon
V é repetido para o potencial Paris, sendo em seguida apresentados e discu-
tidos os resultados daí provenientes.
B. Potencial Paris
Nas tabelas 5.24 a 5.26 são apresentadas as dependências dos valores de
energia com a eliminaçã,o de elementos de matriz na base de multiresolução,
paxa as funções v(p), "'t@) e l(p) usando DAUB4 e DAUB6. cada uma
dessas tabelas é constituída por: uma coluna correspond.ente as fracções, e,
do elemento de matriz com maior valor absoluto, que serviram de critério
para elimina,r elementos de maftiz uma coluna com as percentagens de
elementos de matriz não nulos que resta,ram após eliminação de elementos









































































Tabela 5.24: Dependência da energia, E, com a eliminação dos elementos de matriz
usando iú(p) e as waoelets (a) DAUB  e (b) DAUB6. A coluna e corresponde àrs fracçõe
do elemento da matriz com maior valor absoluto. A coluna To cnntém a percentagem de
elementos de matriz diferentes de zero. N" é o nrimero de condição do sistema. Np:5L2,
obtida após eliminação de elementos de matriz; e uma coluna com o número
de condição do sistema, ÀI".
como paxa o potencial de Malfliet-Tjon v, a aniíIise dos resultados apre-
sentados nas tabelas 5.24 a 5.26 é feita comparando as percentagens de
elementos de matriz não nulos que são necessárias para obter uma mesma
energia.
A energia obtida de sistemas com 100% de elementos de matriz não nu-
los foi diferente usando DAUB4 da obtida usando DAUB6, sendo, respectiva-
mente, -2.224 t9 MeV e -2.224502 MeV. O primeiro desses valores serviu de













































































Tabela 5.25: Dependência da energia, E, com a eliminação dos elementos de matriz
usando r(p) e as wauelets (a) DAUBa e (b) DAUB6. A coluna e corresponde as fracções
do elemento da matriz com maior valor absoluto. A coluna %o contém a percentagem de
elementos de matriz diferentes de zero. N" é o número de condição do sistema. para
e : L}-a não foi possível efectuar o cálculo usa,ndo DAUB6. N1a:512.
de elementos de matriz, usando DAUB4 e o segundo valor, usando DAUB6.
os desvios das energias obtidas após eliminação de elementos de matriz são
calculados em relação a cada um desses valores.
No caso do potencial Malfliet-Tjon V, compa,raraJn-se inicialmente as
percentagens necessárias paxa obter a energia exacta, ou seja, a energia
resultante antes da eliminaçã,o, e a mesma tinha sete casas decimais. para
o potencial Paris, compara,rn-se a^s percentagens necessárias para obter a





































































Tabela 5.26: Dependência da energia, E, com a eliminação dos elementos de matriz
usando f(p) e as wauelets (a) DAUB  e (b) DAUB6. A coluna e corresponde as fracções
do elemento da matriz com maior valor absoluto. A coluna Vo crrrtém a percentagem de
elementos de matriz diferentes de zero. N" é o número de condição do sistema. Nya:512.
desta vez com uma menor precisão, ou seja, em vez das anteriores sete casas
decimais considera,m-se cinco.
Após eliminação de elementos de matriz, nem todos os sistemas, pa,ra o
potencial Paris, Ievaram à obtenção da energia que se obteve sem qualquer
eliminaçã,o, com sete casas decimais. Por isso, apesar de se proceder como
paxa o potencial Malfliet-Tjon V (onde se procuram percentagens necessárias
para obter uma mesma energia), começou por se considerax uma energia
com cinco casas decimais. Outra razão para esta redução no número de
casas decimais, da energia gue serve como referência de partida, devese ao
seguinte facto: as energias obtidas sem eliminação quando se usa DAUB4 e
quando se usa DAUB6 diferem na sexta casa decimal.
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Posteriormente, reduziu-se a precisão dessa energia de referência para
quatro e três casas decimais. As três situações ana.lisadas estão reunidas,
respectivamente nas tabelas 5.27,5.28 e 5.29.
No primeiro caso em análise, retiram-se das tabelas 5.24 a 5.26 as per-
centagens de elemeutos de matriz não nulos necessárias para obter energias
no intervalo E: -2.22425L+0.000001 MeV. As percentagens e respectivas
energias estão reunidas na tabela 5.27. Ainda nessa tabela está o desvio
sofrido pelas energias obtidas após eliminação em relação às energias obti-
das sem eliminação de elementos de matriz, respectivamente, para DAUB4
e para DAUB6.
Potencia,l Paris: E: -2.224251I0.0O0OO1 MeV
funçã,o
% E" (MeV) q(xla-6%)





















Tabela 5.27: Percentagens de elementos de matriz não nulos para obter energias em E:
-2.22425L+0.000001 MeV. E" são a.s energias que resultam dos ciílculos com as diferentes
percentagens de elementos nã,o nulos. ,l(%) : tr5!rcOn é o desvio da energia, 8",
obtida com eliminação de elementos de matrü em relação à energia, E" (:-2.2242513
MeV para DAUB4 e:-2.2242502 MeV pa.ra DAUB6), obtida sem eliminação.
No segundo caso em anáIise, E: -2.22425+0.000005 MeV foi o intervalo
de energia considerado. As percentâgens de elementos de matriz não nulos
e respectivas energias estão reunidas na tabela 5.28, bem como o desvio
sofrido pelas energias obtidas após eliminação.
Por fim, parâ o último caso em a,nálise as percentagens necessárias para
obter energias no intervaloB: -2.2242+0.0001 MeV estão reunidas na tabela
5.29. Essa tabela contém ta,mbém as energias obtidas com as diferentes
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Tabela 5.28: Percentagens de elementos de matriz não nulos para obter energias em E:
-2.22425i0.O00005 MeV. E" são a.s energias que resultam dos cálculos com a.s diferentes
percentagens de elementos uão nulos. q(Vo) : \prcOn é o desvio da energia, 8",
obtida com eliminação de elementos de matria em relaçã,o à energia, E" (:-2.2242512
MeV para DAUB4 e:-2.22425O2 MeV para DAUB6), obtida ss6 sliminação.



























Tabela 5.29: Percentagens de elementos de matriz não nulos para obter energias em
E: -2.2242L0.0001 MeV. E" são as energia.s que resulta,m dos crílculos com as diferentes
percentagens de elementos não nulos. q(%) : tr5lnOm é o desvio da energia, E.,
obtida com eliminação de elementos de matriz em relação à energia, E" (:-2.2242512
MeV para DAUB4 e:-2.2242502 MeV para DAUB6), obtida rs6 sliminação.
percentagens de elementos de matriz não nulos e o desvio sofrido por e"ssas
energias.
Pode ver-se, pela tabela 5.27, qtrc, para todos os sistemas, com menos de
30% de elementos de matriz diferentes de zero se consegue obter uma energia
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com uma precisão de cinco casas decimais. Resultados com essa precisão
levam a reduções, da quantidade de elementos de matriz, superiores a70%0,
com desvios percentuais, nos valores da energia obtida após eliminação de
elementos de matriz face às energias obtidas sem eliminação de elementos
de matriz, da ordem das milionésimas.
Se se pretende obter uma energia com uma precisão de apena,s quatro
casas decimais, a percentagem de elementos de matriz nãa nulos decresce
para valores inferiores a6.5To, o que pode significa reduções, da quantidade
de elementos de matriz, superiores a 93.5%. Isso pode ser visto na tabela
5.28, na qual consta também que energias obtidas com essas reduções sofrem
desvios percentuais da ordem das décimas de milésima.
Da tabela 5.29 retira-se que, a redução na precisão para três casas de'
cimais leva a um aumento na eliminação de elementos de matriz não nulos
pa,ra valores que podem ir de 93.5 a gg% e com desvios percentuais, nos
valores das energias obtidas, da ordem das centésimas.
Na secção que se segue é feita uma tentativa de simplificação do método
wauelet e são apresentados e discutidos os resultados para os sistemas de
equações lineares reformulados a partir das funções 'y(p) e I(p), usando o
potencial de Ma,lfliet-Tjon V.
5.3 Método uaaelet simplificado
A razã,o que nos motivou a procurar simplificar o método wauelet foi
a complexidade encontrada no processo de formulação da equação integral
na base scali,ng. Nomeadamente, a necessidade de deduçã,o de sistemas de
equações lineares para calcular os N-r, e outros para calcular os momentos
parciais das funções scali,ng. Se já é difícil para 1í : 2 e 3, ainda será mais
para outro 1( superior ou paJa outro tipo de waaelets. Poder implementar o
método waaelet sem ter de calcular os Nrrr, e os momentos da função scali,ng
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seria uma simplificação significativa do método.
No tratamento de imagens (por exemplo) a aplicação de wauelets con-
siste na implementação da transformaçãa wauelet a matrizes de dados. Os
elementos dessas matrizes podem ser entendidos como os coeficientes de ex-
pansã,o na base scali,ng que são transformados paxa a base de multiresolução.
Nesta perspectiva, quaisquer conjuntos de dados podem ser entendidos como
coeficientes de expansão numa buse senli'ng, a uma escâla de partida J, Que
podem ser transformados para outra base em que grande parte dos coefi-
cientes de expansão têm valores tão pequenos, comparativa,mente com os
restantes, que podem ser eliminados.
Com base nesta ideia, qualquer equação integral que se pretenda resolver,
usando wauelets, náo necessita ser explicitamente formulada na base scali'ng,
bastando, no entanto, ser obtido um correspondente sistema de equações
lineares com um qualquer método já conhecido, por exemplo através da
expansão numa base ortogonal qualquer (métodos do tipo Garlekin) ou
pela discretizaçá;.^ da integraçã,o com uma regra de quadrattra, (collou,ti,on
method). As matrizes de coeficientes daí resultantes serã,o densas. Para ter-
mos matrizes esparsas basta aplicar a transformaçáo waueleÚ e proceder à
eliminação de elementos inferiores a um limiar escolhido.
Como exemplo da aplicação deste método simplificado são apresentados
e discutidos nesta secção os resultados da aplicação da DWI aos sistema§
provenientes da discretização da equação integral pela regra de quadratura
de Gausslegendre, usando o potencial Malfliet-Tjon V. Tal como a secção
anterior, esta dividese em duas subsecções: uma onde se apresentam pri-
meiro as energias obtidas usando wauelets sem eliminação de elementos de
matriz; e outra onde se avalia o efeito da eliminação de elementos de matriz
nos valores de energia obtidos desses sistemas uma vez transformados paxa
a base de multiresolução.
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A. Potencial Malfliet-Tjon V
5.3.1 Discretização Gauss-Legendre e base de multiresolução
Nesta subsecção procurarse a convergência da energia com o aumento
do número de pontos de quadratura em vez do número de funções de base
usado na secçã,o 5.2.
Nas tabelas 5.30 e 5.3L estfu apresentadas as convergências de energia
com o número de pontos de quadratura quando se resolvem os sistemas
reformulados a partir das funções l@) " 
l(p), usando DAUB4 e DAUB6.
os resultados usando igual número de pontos de quadratura são exac-
tamente iguais para 1(d e paxa l(p) usando DAUB4 e DAUB6. [sso pode
ser comprovado nas tabelas 5.30 e 5.31. A energia converge para o va-
lor -0.3494937 Mev ao fim de 256 pontos de quadratura. Ao fim dos 128
obtém-se a energia, -0.34949 Mev, de referêcia. Número esse (de pontos de
quadratura) superior àquele a partir do qual se atingiu a convergência no
Pot. M. Tjon V: t(d - DAUB4





















Pot. M. Tjon V: rb) - DAUB4






















Tabela 5.30: Dependência da energia, E, com o número de pontos Gauss-Legendre, Ner,
usando DAUB4. N" é o número de condição do sistema.
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Pot. M. Tjon V: ",t(d - DAUB6





















Pot. M. Tjon V: r(p) - DÂUB6
Ganss-Legen dre f w aa elet




















Tabela 5.31-: Dependência da energia, E, com o número de pontos Gausslegendre, Nsl,
usando DAUB6. N" é o número de condição do sistema.
método de referência. A razão paxa a diferença é deüda ao constrangimento
imposto pelo algoritmo pira,rnidal de apenas permitir números diádicos.
Os resultados das tabelas 5.30 e 5.31 correspondem a ter a equação
formulada na base de multiresoluçã,o. Uma vez nessa base são eliminados
elementos de matriz inferiores ao limiar escolhido e procede-se à posterior
resoluçã,o do sistema de equações. Os resultados daí obtidos são apresentados
a seguir.
5.3.2 Base de multiresolução com eliminação de elementos
de matriz
Nesta subsecçã,o são usados 51,2 pontos de quadratura comparativa,mente
às 512 funções de base consideradas anteriormente.
Nas tabelas 5.32 a 5.35 são apresentadas as energias obtidas após a
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Pot. Malfliet-Tjon Vtr(p) - DAUB4




































Tabela 5.32: Dependência da energia, E, com a eliminaçâ,o dos elementos de matriz
usando DAUB4 e 1(d. A 1À coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A 2L o número de elementos de matriz elirninados, N.tem. A 3â a
percentagem de elementos de matriz diferentes de zero. N" é o número de condição do
sistema. Nst:\L2.
eliminação de diferentes quantidades de elementos de matriz. As tabelas
também contêm: o número de elementos de matriz, inferiores ao limiar, tor-
nados nulos; as percentagens de elementos de matriz diferentes de zero que
restaxarn após a eliminação de elementos de matriz; e o número de condição
do sistema.
A anríIise de resultados foi feita como anteriormente para o potencial
Malfliet-Tjon V. Começou-se com uma energia de referência com sete casas
decimais e depois reduziu-se a sua precisão para cinco e três casas deci-
mais. Para cada um dos casos foram retiradas das tabelas 5.32 a 5.35 as
pecentagens de elementos não nulos necessrárias para obter uma energiâ num
intervalo centrado na energia de referência com a precisão considerada. As
percentagens e respectivas energias estão reunidas, para cada um dos casos
de diferente precisão, respectivamente nas tabelas 5.36, 5.37 e 5.38.
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Pot. Malfliet-Tjon Vt r(p) - DAUB6




































Tabela 5.33: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB6 e ild. A 1â coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A 2L o número de elementos de matriz eliminados, N"t.n. A 3â a
percentagem de elementos de matriz diferentes de zero. N. é o número de condição do
sistema. Nst:512.
Pot. Malfliet-Tjon \/: I(p) - DAUB4
































Tabela 5.34: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB4 e I(p). N. é A La coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A,2L o número de elementos de matriz eliminados, N"t"^. A 3â a




Pot. Malfliet-Tjon V: f(p) - DAUB6
































Tabela 5.35: Dependência da energia, E, com a eliminação dos elementos de matriz
usando DAUB6 e r(p). A 1e coluna contém a fracção, e, do elemento da matriz com
maior valor absoluto. A 2À o número de elementos de matriz eliminados, N.t.*, A 3â a
percentagem de elementos de matriz diferentes de zero. N. é o número de condição do
sistema. Nn1:5L2.
Como se pode ver pelâ tabela 5.36, consegu+se obter uma energia com
sete casas decimais exactas quando se eliminam cerca de 90% dos elementos
de matriz quando se usam sistemas reformulados a partir da função úp) e
cerca de 95%o para a função l(p).










Tabela 5.36: Percentagens de elementos de matriz não nulos com que se obtém a energia,
-0.3494937 MeV, obtida sem eliminaeáo de elementos de matriz.
Quando se reduz a precisão para cinco casas decimais a quantidade de
elementos de matriz eliminados pode ser superior aos ggTo quando se usam
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wauelets de ordem K:3, com um desvio, nos valores da energia da ordem
das décimas de milésima. O que se pode comprovar pela tabela 5.37.
Potencial Malfliet-Tjon V: E: -0.3r';949 t0.000005 MeV
função
% E" (MeV) q(xL0-a%)















Tabela 5.37: Percentagens de elementos de matriz não nulos para obter energias em E:
-0.34949Í0.000005 MeV. E. são a.s energias que results.m dos críIculos com asi diferentes
percentagens de elementos não nulos. q(%):,'"#^tOO% é o desvio da energia, E.,
obtida com eliminação de elementos de matriz em relação à energia, E" : -0.3494937
MeV, obtida sem eüminação.
Por fim, na tabela 5.38, pode ver-se que com uma redução de cerca de
99% dos elementos de matriz ainda se conseguem obter energias com uma
precisáo de três casas decimais e com um desvio percentual da ordem das
centésimas.
Potencial lVlalfliet-Tjon V: E: -0.3495t0.000O5 IVIeV
função
% E" (MeV) q(To)















Tabela 5.38: Percentagens de elementos de matriz não nulos para obter energias em
E: -0.3495t0.00005 MeV. E são a.s energia.s que resulta,m dos cáIculos com as diferentes
percentagens de elementos não nulos. rt(Vo): la":-s'l 1gg7, é o devio da energia, E",
obtida com eliminação de elementqs de matriz em relaçã,o à energia, E" : -0'3494937 MeV'
obtida sem eliminação. O valor com 
* está fora do intervalo de energia considerado, mas
foi ecolhido por não haver nenhum valor no intervalo e esse ser o que mais se aproximava.
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Pelos resultados obtidos nesta secção podemos concluir que foi bem su-
cedida a tentativa de simplificação do método waaelet. o ponto fulcral da
simplificação consiste em não ser necessá.rio toda aquela dedução dos siste-
mas de equações lineares na base scali,ng exposta no capítulo 4 e comple-
mentada com o apêndice B referente à dedução dos sistemas de equaçõas
lineares para determinar os N-r.
Existem ta,mbém técnicas com waueleús que permitem tratar as singu-
laridades que surgem em problemas como a dispersão nucleão-nucleão. No
entanto, com a simplificação aqui apresentada, as singularidades podem ser
tratadas com os métodos convencionais seguidos por uma transformação
wauelet.
Na secçã,o que se segue são comparadas as funções de onda provenientes
da resolução dos sistemas de equações discutidos nas secções 5.1, 5.2 e 5.8.
5.4 F\rnções de onda normalizadas
A compa,ração entre as funções de onda obtidas pelo método de referência
e pelo método waaelet permite-nos visualisar melhor como os resultados se
aproximam. Em particular, qual o desvio à forma original da função de onda
provocado pela eliminação de elementos de matriz na base de multiresolução.
Na secção 5.2, foi considerado que os sistemas de equações formulados
na base scali,ng podiam ser representados, na forma matricial, pelo sistema
(5.1), enquanto que quando formulados na base de multiresolução seriam
representados por (5.4). Assim, a partir do vector solução, X, de (5.1) pode
construir-se a função de onda do deuterão na base scali,ng e a partir do
vector soluçã,o, Í, du (5.4) pode construir-se a função de ond.a na base de
mutiresolução.
A função de onda do deuterão, no entanto, não foi construída na base
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de multiresolução. Como o sistema (5.1) pode ser obtido a partir de (5.4)
através da tra,nsformação wauelet inversa, também o vector solução, X, de
(5.1) pode ser obtido a partir do vector solução, Í, de (5.4) como X: WT*'.
Por isso, apesar de se resolverem os sistemas na base de multiresolução, os
vectores solução daí provenientes foram transformados para a base scakng.
As comparações entre flnções de onda, provenientm do método wauelet,
recairarn sempre em representações na base scali,ng.
Uma vez que o sistema de equações teve de ser reformulado por calsa, da
instabilidade numérica na base de multiresolução, apena"s interessa analisa.r
os gráficos das funções de onda obtidas a partir dos sistemas reformulados.
O grá,fico 5.4 permite comprora,r a sobreposição das funções de ondas obtidas
a partt de cada uma das situações. As funções de onda apresentadas ne§se
gáfico são obtidas a partir da resolução das equações integrais formuladas
na base scali,ng.
Nos gráficos 5.1 a 5.5 são feitas comparações entre as funções de onda
obtidas pelo método waaelet usando o potencial Malfliet-Tjon V. Os gráficos
5.6 a 5.9 dizem respeito a funções de onda obtidas pelo método wauelet
usando o potencial Paris. Por último, os gráficos 5.10 e 5.l.L correspodem às
funções de onda obtidas com método waueletsimplificado usando o potencial
Malfliet-Tjon V.
O gráfico S.L compara a função de onda obtida pelo método wauelet
quando o sistema de equações foi resolüdo na base scali,ng, com a função de
onda obtida pelo método de referência. O sistema de equações considerado
para este câso, e tamMm nos gráficos 5.2 e 5.3, é o que foi reformulado a
partir da função ú(p).
A partir do gráfico 5.1. comprova-se que discretizar a equação integral
pelo método de quadratura de Gauss-Legendre leva âo mesmo resultado que
















Figura 5.1: Comparação entre a função de onda do deuterão obtida com a discretizaçâo
Ganss-Legendre (r[(p)) e a obtida na base scoli,ng (ú(p)).
No gráfico 5.2 são comparadas as funções de onda provenientes da re.
solução da equa4ão integral na ba,se scaling e da resolução da equação in-
tegral na base de multiresolução sem eliminação de elementos de matriz.
Isto é, compâra-se a função de onda obtida a patrir do vector solução, X,
de (5.1) com a função de onda obtida a partir do vector X: WrÍ. Com
esta comparação pretende-se verificar a ortogonalidade numérica da trans-
formaçã,o wavelet discreta (W. A segunda funçã,o de onda mencionada é
rotulada, no gráfico 5.2, por 'base scali,ng com W e W-r', que significa que
o vector que dá origem à função de onda está na base scali,ng após o sistema
de equações ser transformado da base scali,ng para a base de multiresolução
pela aplicaçã,o da W,, ser resolvido nessa base e o vector solução, Í, daí
proveniente ser transformado para a base scali,ng pela aplicação da W-1.
Novamente as funções de onda sobrepõem-se completamente comprovando
se assim a ortogonalidade da transformaçaa wauelet discreta. A partir daqui,
0,2 0,4 0,6 0,8 I t,2 t,4 ,82
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FigUra 5.2: Função de onda do deuterão: compara,ção entre as bases scaling e de mul-
tiresolução, usando Ú(p).
as funções de onda são todas obtidas pelo procedimento da funçã'o de onda
rotulada por 'base scaling com W e W-r' no gráfico 5'2'
Até este ponto, foram usadas as waaelets de Daubechies de ordem dois
parâ o crílculo das funções de onda. No gráfico 5.3 é comparada uma função
de onda obtida quando se usa DAUB4 com uma função de onda obtida
quando se usa DAUB6.
O gráflco 5.3 mostra que usar w7,aelets de Daubechies de ordem dois ou
três levam a0 mesmo resultado para a função de onda. Em todos os outros
gráficos são usadas uauelets de ordem dois.
como já mencionado, o gráfico 5.4 compara três funções de onda, cada
uma proveniente da resolução do sistema de equa4ões lineares reformulado
a partir de cada uma da três novas funções: V(p), f(p) e f (p). Pela total
sobreposição das funções comprova-se que sã,o equivalentes as reformulações
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Figura 5.3: Função de onda do deuterão: comparação entre DAUB4 E DAUB6, usando
ú(p).
vado que as funções l(d e f (p) levam a resurtados ligeiramente melhores
que â funçao ü(p), decidimos escolher utilizar, nos gráficos seguintes, os
sistemas de equações reformulados a partir da função f(p).
Entretanto, são apresentados, no gráflco b.b, os desvios, à função de onda
original, das funções de onda obtidas após serem eliminados elementos de
matriz na base de multiresolução. Aqui, as funções de onda foram obti-
das do seginte modo: os sistemas de equações formulados na base scaling
foram transformados para a base de multiresolução, resolvidos nessa base
após terem sido eliminados elementos de matriz. os vectores solução, para
diferentes eliminações, foram novamente transformados para a base scali,ng.
os elementos destes vectores são os coeflcientes de expansã,o da função de
onda.
Diferentes eliminações de elementos de matriz correspondem a usar di-
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FigUra 5.4: Compara4ão da função de onda do deuterão, para o potencial Malfliet-Tjon
V, obtida usando as redefinições Ü(p), Z(p) e f(p).
elementos de matriz a eliminar. No gráfico 5.5 são apresentadâS as funções
de onda do deuterão usando cinco valores de 6, nomeadamente: 10-18, 10-5,
1g-+, 16-3 e 10-2. Para o menor desses limiares não foram efectivamente
eliminados elementos de matriz, o que corresponde a ter 100% de elementos
de matriz não nulos. Para os restantes limiares os elementos de matriz não
nulos que restaram foram respectivamente: 2.37o, l.\yo, 0'570 e 0'3%o'
Os limiares apresentados, bem como as percentagens de elementos de
matriz não nulos que restaram para cada caso foram retirados da tabela
5.19 porque as funções de onda aqui analisadas foram obtidas a partir dos
sistemas de equações reformulâdos pela função f(p) usando DAUB4 e o pG
tencial Malfliet-Tjon V.
Como se pode ver pelo gráflco 5.5 as funções de onda praticamente não
sofrem alterações com a eliminação de elementos da matriz, a não ser quando
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Figura 5.5: Efeito da elimina,ção de elementos de matriz (na base de multiresolução)
na função de onda (f (p)) para o potencial Malfliet-Tjon V. As percentagens de elementos
não nulos do menor € pàra o maior são: L\O%,2.3%, L.O%, O.5% e O.Ba/o.
restantes quando o momento linear tende para zero. Daqui conclui-se que
se podem eliminar até - 99.5% de elementos de matriz sem que a função de
onda sofra qualquer alteraçã,o visível no gráfico.
Em seguida, compara-se, para o potencial Paris, a funçã,o de onda obtida
a partir do vector solução do sistema de equaçoes resolvido na base de mul-
tiresolução sem eliminação de elementos de matriz, com a função de onda
obtida pelo método de referência. Para o potencial paris, a função de onda
contém uma componente s e uma componente D, então são comparadas,
em gráficos distintos, as componentes S entre si e as componente D entre si,
respectivamente, nos gráficos 5.6 e 5.7.
os gráficos 5.6 e 5.7 permitem, antes de mais, visualizar o peso relativo
que cada uma das componentes têm para a funçã.o de onda. A componente
S tem claramente uma maior contribuição que a componente D.
1,2 t,4 1,8 2
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A forma como sã,o obtidas as componentes da função de onda usando
waaelets, nos gráficos 5.6 e 5.7, é a mesma que é descrita relativamente ao
gráfico 5.2 para o potencial Malfliet-Tjon V. Por conseguinte, está explicado
antes o significado do rótulo 'base scaling com W e W-1' que se refere
à função de onda obtida usando waaelets sem eliminaçáo de elementos de
matriz.
Tal como foi comprovado para o potencial Malfliet-Tjon V, também para
o potencial Paris se verifica, pelos gráflcos 5.6 e 5.7, a equivalência entre
discretizar a equação integral usando uma regra de quadratura e escrevê-
la numa base. Além disso, é verificada ainda a ortogonalidade da trans-
formação wau elet discreta.
Nos grrfficos 5.8 e 5.9 são apresentados os desvios, relativamente às com-
ponentes da função de onda original, das componentes obtidas após serem
eliminados elementos de matriz na base de multiresolução. A forma como
são obtidas as componentes S e D é como a descrita anteriormente para o
potencial Malfliet-Tjon V, relativamente ao gráfico 5.5.
Nos gráficos 5.8 e 5.9, tal como anteriormente, são apresentadas as
funções de onda para diferentes limiares, o que significa, com diferentes
quantidades de elementos de matriz eliminados. Agora estamos a consi-
derar funções de onda provenientes dos sistemas de equações reformulados
a partir da função f(p) usando DAUB4 e o potencial Paris. Como tal, os
valores limiares considerados, bem como as percentagens de elementos não
nulos que restam, em cada caso, após eliminação de elementos de matriz,






















Figura 5.6: Compara4ão entre a onda S do deuterão obtida com a discretização Gauss-
Legendre e a obtida usando wauelets, com o potencial Paris.
Onda D
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Figura 5.7: Comparação entre a onda D do deuterão obtida com a discretização Gauss-
Legendre e a obtida usando wauelets, com o potencial Paris.
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Figura 5.8: Onda S do deuterão obtida com eliminação de elementos de matriz usando
o potencial Paris. As percentagens de elementos nâo nulos do menor € para o maior são:
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Figura 5.9: Onda D do deuterão obtida com eliminação de elementos de matriz usando
o potencial Paris. As percentagens de elementos não nulos do menor € parâ o maior são:
10070,2.8%o, t.4yo,0.770, O.4% e O.2%.
- , = 1g-'o' - e:10{
'- e= l0-7
- e:10-




As componentes das funções de onda do deuterã.o apresentadas no gráficos
5.8 e 5.9 são calculadas usando seis valores de e, nomeadamente: 10-20, 10-8,
10-7, 10-6, 10*5 e 10-4. Para o menor desses limiares não foram efectiva-
mente eliminados elementos de matriz, o que corresponde a ter 100% de
elementos de matriz não nulos. Para os restantes limiares os elementos de
matriz não nulcls que restaram foram respectivamente: 2.870, L.4yo, 0.770,
0.4% e 0.2%.
Nos gráficos 5.8 e 5.9 vê-se que ambas as componentes <la funçã,o de onda
não sofrem desvios significativos, relativamente às componentes da função
de onda original, até se eliminarem 99.3% de elementos de matriz. Apenas
as componentes correspondentes à eliminaçã,o de 99.6% e 99.8% apresentam
um desvio junto dos valores máximos das componentes S e D das funçoes
de onda.
Por flm, é analisado o caso em que se aplicam wauelets à equação integral
discretizada pela regra de quadratura de Gausss-Legendre para o potencial
Malfliet-Tjon V. Neste caso, discretiza-se a equação integral correspondente
à função 7(p), transforma-se o sistema para a base de multiresoluçã,o pela
aplicação da transformação waaelet discreta (tr4l), resolve-se o sistema nessa
base e aplica-se a W-r ao vector solução. A função de onda do deuterão,
neste caso, é esse vector solução nos pontos de discretização.
No gráflco 5.10 compara-se a função de onda obtida do sistema de
equações que resulta da discretiza4ão da equação integral, com a função
de onda correspondente à equaçã,o integral quando formulada na base sca-
lin,g e obtida como descrito para o gráfico 5.2. Essas funções sã,o rotuladas
no gráfico 5.10, respectivamente, por 'Gauss-Legendre com W e W-1' e por
'base scali,ng com W eW-r'. A raaáo da escolha destes rótulos é a explicada
para o gráfico 5.2, embora para o primeiro rótulo apareça Gauss-Legendre
em vez de base scali,ng para indicar que se partiu da discretizaçao de equação
integral pela regra de quadratura de Gauss-Legendre.
L52
Resoluçã,o numérica
- Gauss-Legendre com W e W-l











0,2 0,4 0,6 0,8 I t,2
0,2 0,4 0,6 0,8 I
1,6 ,82
p [fm-t]
FigUra 5.10: Compara4ão entre a função de onda do deuterão obtida para o potencial













Figura 5.11: Efeito da eliminaçã.o de elementos de matriz (na base de multiresolução)
na função de onda do deuterão (usando'y(p)) para o potencial Malfliet-Tjon v . É usada
a discretiza4ão Gauss-Legendre. As percentagens de elementos não nulos do menor € para










Do gráfrco 5.10 podemos concluir que é dispensável formular a equação
primeiro na base scali,ng, uma vez que a função de onda obtida a partir da
equação integral discretizada se sobrepõe perfeitamente à funçao de onda
obtida a partir da equaçao integral formulada na base scali,ng.
O gráfico 5.ll diz respeito às funções de onda obtidas após serem elimi-
nados elementos de matriz usando o método wauelet simplificado.
Neste Caso, estamos a considerar funções de onda provenientes dos siste-
mas cle equações reformulados a partir da função 7(p), usando o potencial
Malfliet-Tjon V e o método waaelet simpliÊcado com waueleús DAUB4. As-
sim, os valores limiares considerados e as percentagens de elementos não
nulos que restam, em cada caso, após eliminação de elementos de matriz,
são retirados da tabela 5.32. Sao calculadas as funções de onda do deuterão
para os seguintes valores de e: 10-20, 10-6, 10-5, 10-4, 10-3 e 10-2. Para
o menor desses limiares não foram eliminados elementos de matriz, o que
corresponde a ter 100% de elementos de matriz não nulos. Para os restantes
limiares os elementos de matriz não nulos que restaram foram respectiva-
mente: 5.4%, 2.5%, 0.970, 0.4% e 0.2%.
No gráfico 5.11 vê-se que a função de onda não sofre desvio significativo




A realização deste trabalho permitiu nã,o só aprender, em termos prríticos,
a implementar o algoritmo, sustentado por wauelets, que permits hansfor-
mar sistemas de equações lineares densos em sistemas espaÍsos (entenda-se,
aqui, que as matrizes de coeficientes são, respectiva,mente, densas e espax-
sas); como ta,mbém, em termos teóricos, explorar as potencialidades das
wauelets. Levando mesmo, este último aspecto, a tentar uma simplificação
da sua aplicação a equações integrais.
A utilização de waaelets na resolução numérica de equações integrais ho
mogéneas, que era o propósito deste trabalho, foi bem sucedida na medida
em que não só foi possÍvel resolver as equações integrais usando wauelets
mas porque forarn ta,rrrbém encontradas vantagens significativas da sua uti-
lização. Chegou-se a esta conclusão, por um lado, pela anáIise efectuada
aos desvios que as energias, obtidas após eliminação de elementos de matriz,
sofrem em relaçã,o à energia obtida antes da eliminação; por outro lado, pela
comparação das repectivas funções de onda.
Da aniílise dos valores de energia obtidos, conclui-se que, para o potencial
Malfliet-Tjon V, com eliminações de cerca de 99% dos elementos de matriz
se obtêm energias com uma precisão de três casas decimais, cujo desüo
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percentual, em relação à energia exacta, é da ordem das centésimas. E se
se pretender obter uma energia com uma precisão maior, ainda se consegue
uma eliminaçã,o substancial dos elementos de matriz. Podem-se eliminar
mais de 95% e ainda assim se obtêm energias com uma precisão de cinco
casas decimais e um desvio percentual da ordem das décimas de milésima.
Esta conclusão é vrílida para os resultado obtidos, paxa o potencial Malfliet-
Tjon V, não só quando, inicialmente, se escreve a equaçã,o integral na base
scali,ng (secção 5.2), como também quando se parte de sistemas de equações
que resultam da discretização da equação integral com a regra de quadratura
de Gauss-Legendre (secção 5.3).
Por seu turno, paxa o potencial Paris, conclui-se que para obter ener-
gias com uma precisão de três ou quatro casas decimais se podem eliminar
desde 93%o até 97Vo ot 99% dos elementos de matriz, respectivamente. Pa,ra
estas situações as energias obtidas apresentam desvios percentuais, respec-
tivamente, da ordem das centésimas e das décimas de milésima.
Em relação às ordens (2 e 3) das waueleús de Daubechies que foram
usadas, não se pode dar preferência a nenhuma das duas em detrimento
da outra, pois os resultados obtidos com ambas aproximam-se significati-
va,rnente. Observa-se que, numas situações os resultados são ligeiramente
melhores quando se usa DAUB4 e noutras são ligeirarnente melhores quando
se usa DAUB6.
Pode dizer-se que a aplicaça,o de waaelets a,o estado ligado nucleão-
nucleã,o é tão bem sucedida como a, anteriormente estudada, aplicação à
dispersão nucleão-nucleão, cujos resultados podem ser vistos em [3]. Na
dispersão, contudo, concluiu-se que com DAUB6 se obtiverarn melhores re-
sultados.
No caso particular do estado ligado, é de salientax que é preciso ter algum
cuidado na implementação do método waaeletpor poderem resultar sistemas
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mal condicionados. Para contorna,r esse problema é necessária uma pequena
manipulaçã,o matemática dos sistemas de equações antes de implementar o
algoritmo. Em futuras apücações do método waaelet a equações integrais,
se, por ventura, ocorrer situação semelhante de mal condiciona,mento, a
manipulação matemática feita neste trabalho pode servir de sugestão para
contornax o problema.
A novidade encontrada neste trabalho, face à anterior aplicação de wa-
uelets à dispersão nucleã,onucleão, é a simplificação proposta pa,ra a imple-
mentação do método waaelet na resolução de equações integrais. Isto é, a
conclusã,o de que nao é necessário começar pela formularão da equação na
base su,li,ng. Este é, sem dúvida, um aspecto de relevância porque pode
reduzir consideravelrnente os obstáculos à futura utilização de waaelets na
resoluçã,o de equações integrais de sistemas mais complicados, nomeada-
mente, problemas de três ou mais corpos, e no domínio relativista. No caso
de problemas com singularidades, estas podem ser tratadas pelos métodos
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Cálculo dos momentos parciais da função
scal'ing de oaug4
Suponha,mos que a função ói,x@) sobrepõe o limite inferior do intervalo
[o, b] no qual queremos representar uma função, Í(") e ,2(R), na base
senli,ng. Seja o suporte de $p(r) igual a lk,k + 2K - L) paxa a escala j -- 0.
Quando a função @6(r) sobrepõe a, então k < a < k +2K - L, logo apenas
a parte da função scali,ng em [a, k+2K - L] contribui para a representação.
Então, devemos calcular o momento \r*)óbtzx_tJ.
Para k:0 e K:2, o momento (fr*)Ob;zx-q: (r*)q1a;Bl, ondê rn:
0 ou L e a: L ou 2. Portanto, tem-se
l3Pfa
J" ó{*)**0": Jo Q@)r*dr - Jo ó{*)"*a". (4.1)
Os momentos totais são dados na tabela 2.4 e o integral entre 0 e a da
equaçã,o (4.1) pode ser calculado multipücando a equação scali,ng por n* e
integrando em [0, a]:
fo" 
ó{*)**o* : D{, lr" h1g(2r - t)r*d,r
ty) : \+ I:,"-'hú(ú(*)-*
I
Momentos parciais
como 0 < I < 2K - 1, o subinterva,lo de integração [-1,0] nao pertence ao
suporte de / então podemos substituir -l por 0.






T # l,*' Q@)d,r
: #{" lo' rtdo* + n, fo' ó@d"}
: fio"f' + r"PÍo))
,f) : lr' il,)o*: T ,n Ir*' s@)d,r
: #{" fon r{*)o* * o, Io' g@)d,r * o, Io' s@)d,r * o, lo
: 
#lror-r à,1)r(o) + nrpf) + arplo)]
onde ?(o) : 1. Daqui, tem-se
Í (,-%)rl"-fiuP:o
| -hr§'* O- á rP :5tno1àr). 
(A'2)
Com os h6 da tabela 2.3 resolv+se o sistema de equações (4.2), donde
resultam os momentos pa,rciais de ordem ,"ro, pf) 
" ,9).
Os momentos parciais de ordem um calculam-se de forma análoga, donde
resulta o sistema de equações lineares
f (, - #),1,, - #rN, : hr\,,
)
1 -hrl', * (, - #,) rN) : 
(A'3)
I *, [àu'[o) + h'pf,) + à1?(0) + (ào + àr)r{r)] '





Cálculo dos integrais l/-,
Numa primeira análise, a aplicação de wauelets a equações integrais ho-
mogéneas começa por ser feita formulando as equa4ões na base scaling. Para
uma equaçáo integral cujo limite de integração está compreendido entre 0
e b, a formulação da equaçao na base scali,ng leva à necessidade de avaliar





Neste caso, âs funções scaling Qr"@) e ó"(u) correspondem, respecti-
vamente, à translação n'L e n da função scali,ng S@). Isto, a uma escala
arbitrária porque os N-,, não dependem da escala. A indepedência da es-
cala, do integral (8.1), é devida a todas as funções scali,ng, da famflia de
funções considerada neste trabalho, terem normâ unitária.
Para melhor compreeflsão de como calcular os N-rr, serão apresentados
alguns esquemas de casos concretos de sobreposições das funções scali,ng nos
limites de integração. Apesar de os N-r, serem independentes da escala,
devemos escolher uma escala fixa à qual se fazem os cálculos concretos.
Escolhamos a escala j : 0. Os índices rn e n variam entre -2K * 2
e b - 1, que são precisamente os limites para os quais as funções scaling
contêm pelo menos parte do suporte dentro do intervalo de integração [0, b],
III
Cilculo dos N*n
K=2 ;-) Tamanho de Sup 0*(u) e :
O-Ju)
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Figtrra 8.1: Intervalo l-ZK +2,b- L] correspondente à varia4ão dos índices, m e n, da
transla,ção das funções scal'ing de Daubechies de ordem 2 e 3. As linhas horizontais abaixo
das funções scaling indicam o tamanho do seu suporte.
isto é, ainda contribuem pâra o integral. Quando a ordem das waaelets é
K : 2tem-se -2 <,k < b- 1 e quando é K :3 tem-se -4 < k < b- 1,
onde ,k : TrLtTt. Estes intervalos, da variação dos índices das translações das
funções scaling, sã,o ilustrados na figura 8.1.
Quando tanto m como n tomam valores no inter\âlo 0 < lí < b-2K +1,
com lc : m)n) ou seja, quando ambas as funções scaling têm o suporte com-
pletamente contido no intervalo de integração, então, pela ortonormalidade
das funções scali,ng, N^n: ô-rr. No entanto, n'L olJ n podem assumir valo-
res fora desse intervalo e aí é necessário calcular os valores de N-r. Para
isso, tal como é feito no capítulo 4, escreve-se a equação scaling (2.36) na




Antes de proceder à sua resolução importa salientar qual o signiflcado de
N*l: » \ n,n,,Nlfi\,,rn*u
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K=2 Q f663nfie de Sup on(u) e g
0-,(u)
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Figura B.2: sobreposição dos suportes de duas funções scal,ing, em que apenas um deles
sobrepõe o limite inferior de integra4ão. ó_r(u) sobrepõe o limite inferior de integra4ão e
Ss@) úr-
m e n pertencerem (ambos os índices ou apenas um dos dois) ao intervalo
l-2K + 2,0) ou ao intervalo [b -2K +2,b). Analisemos cada caso em
separado: remetamos, para já, a nossa atenção para o intervalo l-ZK +Z,O).
Se -2K +2 < nx <0 e0 < n<b-2K *2, porexemplo, nt,: -le
n : 0, então temos, respectivamente, @_1(u) e óo(u). E o suporte de ambas
as funções pode ser representado, para I{ : 2, como se mostra na figura
8.2.
Como podemos ver nessa figura, o suporte de @s(u) está completamente
dentro de intervalo de integração, enquanto a função ó-l(u) sofreu um desvio
de uma unidade para a esquerda, pelo que, o seu suporte está parcialmente
contido. Desse modo, apenas a parte contida no intervalo de integração,
sobreposta com o suporte de @6(u), contribui para o cálculo de N_1,6. Isto
é, o integral para N-1,6 compreende as partes dos suportes que delimitam a
área sombreada da flgura.
Vejamos agora, na figura B.3, o caso em que rn : -1 e n,: -2. Neste
ca.so os suportes de @-1(u) e ó-z(u) interceptam-se entre -1 e 1, mas apenas
a parte entre 0 e 1 contribui para o cálculo de N_1,_2 porque é a parte que
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FigUfa B.3: Sobreposição dos suportes de duas funções scal'ing, em que ambos os su-
portes sobrepõem o limite inferior de integração. Quer Ó-{u), quer 4i-z(u) sobrepõem o
Iimite inferior de integra.qão.
Olhemos ainda para um terceiro caso, que nos mostra, na figura B.4, que
o limite inferior para os valores de rn e n é -2K * 2. Por exemplo f77: -1
€?2:-3.




FigUfa 8.4: Sobreposição dos suportes de duas funções scaling, em que um sobrepõe o
limite inferlor de integra4ão e o outro está fora do limite de integraçã.o. Qt(u) sobrepõe
o limite inferior de integração " Ó-s(u) 
está fora do limite de integração'
Apesar de o suporte das funções se sobrepor, nada contribui pala o
cálculo de N-1,-3 por essa sobreposição estar fora do intervalo de integração.
Assim, N-r,-a será igual à zeto.
Para calcular os .ly'mn no limite inferior de integração é importante que
o limite oposto seja suficientemente grande. Isso, de modo a garantir, nã0
só, que uma funçã,o scali,ng, que sobrepõe o limite inferior de integração, não
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FigUra B.5: Ilustração do valor mÍnimo do limite superior de integração, Ô. A condição
para o valor mínimo de ô é obtida quando se consideram funções scol'i'ng qtrc sobre@m os
limites de integra4ão, contendo a maior parte do suporte dentro do intervalo de integração
não havendo, contudo, sobreposição de a,mbas. A função ó-r(u) sobre@ o limite inferior,
a fuução ôu-z(u) sobre@ o limite superior e elas não se podem sobrepor. Nestas condi@
o rnlor de b corresponde, s6 mínimq à soma da parte dos suportes, de cada uma das fuDções
scol'i,ng, que está dentro do intervalo de integração.
scali,ng que sobrepõem o limite superior não sobreponham as funções que
sobrepõ€m o limite inferior. Como ilústrado na flgura B.5 para as funções
sco,li,ng de ordem K : 2, a simultaJxeidade de sobreposições é evitada se o
ümite superior de integração satisfizer a condição b > 2(2K - 2).
Por outro lado, pode ver-se, pelas figuras B.2 e B.3, que, quando esta-
mos a considerar a sobreposiçã,o da funções scal;i,ng no limite inferior, seja o
limite superior b, 2b, 3b ou outro valor maior, o valor do integral mantém-
se inalterado porque só depende do suporte das funções scali,ng que estão
junto ao limite inferior de integração. Então, onde temos um intervalo de
integração entre 0 e 2b, podemos iguelmsatrs considerax entre 0 e b, e com
isso a equação (8.1) fica
2K-12K-1.




Nmn: » \ hlhuNr*+t2n*t, (8.3)
I:0 U:o
Isto é o sistema de equações lineares (4.22) do capÍtulo 4, no qual se omitem




A julgar pelas situações analisadas, o suporte de duas funções scali,ng
tem de se sobrepor e essa sobreposição tem de estar pelo menos parcialmente
dentro do intervalo de integraçã,o.
A condição que ga.rante que haja sobreposição das funções scali,ng é
lm - nl < 2K - L. (8.4)
Então, os N-r. são calculados para as situações em que pelo menos uma
função scali,ng sobrepõe o limite de integração e é satisfeita a condição (B.4).
A condição (B.4) quando, por exemplo, a ordem das wauelets é K :2
fica
lm-nl<3+lm-nl:0, 1ou2
e, nesse câso, uma função scali,ng sobrepõe o limite inferior de integração se
k : -2, -1, com k :'tTtrn. Isto é,
--+ pArA Tn: -2,
| - 2 - nl : 0, L ou 2, entã,o tem-se n: -2,-1,0.
--+ E para rn: -1,
I - 1 - nl : 0,, 1 ou 2, então tem-se n : -2,-1,0,1.
A possibilidade para n : -2 já está contabilizada quando se considera
rn, : -2, porque Nrnn : Nrr-. Portanto, os valores de n e rn possíveis, para
wauelets de ordem K : 2, quando se considera a sobreposição do limite
inferior de integração, são:
n'1, -2 -2 -2 1 1 1
n -2 1 0 -1 0 1
\rIII
CáJculo dos N*n
Pata waaelets de ordem K : 3 procedese de modo análogo e as com-
binações possíveis para os N-, são as que estã,o referidas no capítulo 4.
O sistema de equações lineares (8.3) é resolvido tendo em conta as com-
binações possíveis paxa n'L e n. Para waaelets de ordem K : 2,, comecemos
por ilustrar a combinaçãa m: -2 e n - -2. Neste caso, tem-se
33
N -2,-2 : » \ ntnt, N -4ir,-4*t, t (8.5)
I:O I':O
ou seja,
.lf-, -o hshs N -a,-a I hshl N -a,-z * hohzN -4,-2 + hoheN -a,-r *
h1hsN4,-a * h1à1N-3,-s* hrhzN-l,-2+ h1à3N-3,-1 f
h2hsN-2,-4 * hzhN-2,-t * hzhzN-2,-z * hzhzN-2,-t *
hshs N -1,-a * hshl N -1,-e * hsh2N -1,-2 + Iz3 à3N-1,-1. (8.6)
Daqui, podem eliminar-se muitas pa,rcelas porque os Nm?r correspondentes
são nulos por terem pelo memos um dos índices inferior a,o valor limifs,
-2K + 2, permitido. Nomeadn.metrter
N-a,-4: N-4,-B : N-A,-z: N-4,-1 : ff-8,-4 : N-g,-B : N-8,-2 :
N-3,-t : N-2,-4: N-2,-B : N-1,-4 : N-1,-3 :0.
Assim, resta N-2,-r(: N-t,-z), N-2,-z e N-r,-r. Logo, (B.6) fica
(L - h»N-2,-2 - 2h2hsN-2,-t - hZN-1,-1 : 0.
Procedese de modo anrálogo para as restantes combinações de m e n
tendo em conta
õ^n , se0<m{b-3 A 0(n<b-3
1 se nL < -2V n < -2 V l* - nl> 3
3


































Substituíndo em (B.8) os valores de às, hr, hz e à3 da tabela 2.3, resolve
se o sistema de equações üneares e obtêm-se os va,lores de -lí-, para as
uauelets de ordem K :2, apresentados na tabela 4.1.
Vejamos agora o caso em que há sobreposição dos suportes das funções
scali,ng no limite superior de integração. Como existe a simetria N^n: Nn*
podemos sempre escolher rn < n. Façamos essa escolha.
Para funçoes scali,ng do tipo de Daubechies de ordem K, o suporte de
ó*(") é lm,m + 2K - 1]. Sabemos que ó^(") e ó"(r) são ortogonais se a
região de integração inclui completamente o suporte de a.rnbas as funções.
Isso acontece, por exemplo, se rn ( nj paÍa qualquer região que inclua







1\ rnít -1 _ I:.'.
1
duS*(u)$"(u) : 6*n (B.e)
O que ta,mbém vale para qualquer limite a<m eb) n+2K -7.
Considerando, agora, o caso em que m 1 0 1 n * 2K - 1, podemos
x
Cálculo dos Nr,*
diüdir o integral (B.9) em
Nffn+zx-r : N#ào * ffi+zx-r. (8.10)
Sendo que é válida a igualdade Nhl, : ttfi;i#rpara qualquer k inteiro,
o primeiro termo de (B.10) também é
N#;! : N#ll'i*u. (8.11)
Uma vez que se considerou o ô suficientemente grande, então b > lml
logorn+à>0. Assim,
N#Il'|,*u: Nli\o,n+o' (B'12)
O segundo termo de (B.10), porque b> n +2K - L, pode ficar
Nffi+zx-r : Nk\un*u, (B'13)
onde o limite de integração é extendido de n * 2K - 1 para b.
Por (8.12) e (8.13) podemos escrever (B.10) como
tlhl"+ Nl,l!*u,.*u:6*n. (B.14)
A igualdade (8.14) pode tamMm ser entendida pela visualização dos
gráficos das funções scali,ng que sobrepõem os limites de integração.
Nas figuras 8.6 e B.7 está ilustrada a sobreposição das ftrnções scali,ng
de Daubeúies de ordem K :2 nos limites inferior e superior de integração.
Para esse exemplo, apenas ó-úu) e Q-z(u) sobrepõem o limite inferior, 0,
e apenas óu-1(u) e óo-z(u) sobrepõem o limite superior, b.
Pelas flguras 8.6 (a) e B.7 (a), pode ver-se que a soma das áreas da
fnnção ó-{u) e da função Qut(u) corresponde à rírea total de uma função
scali,ng completamente contida no intervalo de integração. E pelas flguras














Figura 8.6: Sobreposição de uma função scalirq de Daubechies de ordem 2 no limite















Figura B.7: Sobrepcição de uma função su,Li,ng de Daubechies de ordem 2 no limite
superior de integração, b: (a) ôa-r(u); (b) óa-z(u).
da função óa-z@) corresponde também à área total de uma função scali,ng
completamente contida no intervalo de intqração.
Por essas igualdades de áreas, é fácit chegar a (8.14), embora os gráficoa
não representem o produto das funções scali,ng, mas isso é irrelevarrte.
Portanto, conhecendo os N-, referentes à sobreposição do limite inferior
de integração podemos obter os N-r, referentes à sobreposição do limite




Limite inferior Limite superior
N-2,-2:0.82905973
N-2,-1: 0.02061965







ÀL-r, a : o.o
Tabela B.l-: Valores de N-. obtidos da resolução dos sistemas de equações Iineares
deduzidos quando há sobreposição de funções scali,ng de Daubechies de ordem 2 nos limites
de integração.
Apesar desta constatação, na prática foi resolüdo um sistema de equações
linea,res deduzido paxa o ca,so em que há sobreposição do limite superior de
integração e comprovou-se o resultado (8.14).
Em termos práticos, foi feita a dedução do sistema de equações linearm
pa,ra o limite superior começando por considerar Nfi\u,n+b: NÃlào. Então,
foi tido em conta este novo intervalo de integraçfo, [-b,0], e procedeu-se
como se fez para a sobreposição do limite inferior, considerando, ta,mbém
aqui, a sobreposiçã,o no ponto 0. Isto é, avaliou-se quais as combinaçõs de
rn e n possíveis e o sistema de equações lineares foi obtido tendo em conta
(8.15).
N*n:
, se -b4m (-3 n -b(n(-3
,sern>0V n>0v lm-nl)-3
3







Os N-, resultantes dos sistemas de equações lineares para os Iimites
inferior e superior, quando se usa,rn funções scaling de Daubechies de ordem
2, estã"o reunidos na tabela 8.1-. Comparando os resultados, paÍa a sobre-
posição do limite superior e do limite inferior, na tabela B.1 verifica,se a
igualdade (8.14).
No fim, os Nmn, quando se usarn funções scali,ng de Dabechies de ordem







0 1 0 ... 0 0













0 00 10 0
01 0
0 0 1- N_r,_r














O crá,lculo para K : 3 foi feito tendo em conta -4 < k < b - L, com
k : Tn,n e que o tamanho de Sup$p(r) é 5. A matriz, para os N-, usando
funções scali,ng de Daubechies de ordem K : 3, fica então como se pode ver




A matriz paxa os N-, correspondentes às funções scali,ng de Daubechies
































































0 00 L0 0
01 0
0 0 1-N-r,-r
















No caso geral, para chegar a,os sistemas de equações lineares que per-
mitem determinar os Nm??, qua,ndo se considera a sobreposição do limite
inferior de integração, deve ter-se em conta (8.16). E para o limite superior




1 sern < -2K *2Y n < -2K +2V
l*-nl>2K -LNrnn -
2K-l
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