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Abstract
The basic BRST cohomological properties of a free, massless tensor
field with the mixed symmetry of the Riemann tensor are studied
in detail. It is shown that any non-trivial co-cycle from the local
BRST cohomology group can be taken to stop at antighost number
three, its last component belonging to the cohomology of the exterior
longitudinal derivative and containing non-trivial elements from the
(invariant) characteristic cohomology.
PACS number: 11.10.Ef
1 Introduction
Tensor fields in “exotic” representations of the Lorentz group, character-
ized by a mixed Young symmetry type [1, 2, 3, 4, 5], appear in the con-
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text of many physically interesting theories, like superstrings, supergravi-
ties or supersymmetric high spin theories. Such models held the attention
lately on some important issues, like the dual formulation of field theories of
spin two or higher [6, 7, 8, 9, 10, 11], the impossibility of consistent cross-
interactions in the dual formulation of linearized gravity [12] or a Lagrangian
first-order approach [13, 14] to some classes of massless or partially mas-
sive mixed symmetry-type tensor gauge fields, suggestively resembling to
the tetrad formalism of General Relativity. An important matter related to
mixed symmetry-type tensor fields is the study of their local BRST cohomol-
ogy, since it is helpful at determining the consistent interactions [15], among
themselves, as well as with higher-spin gauge theories [16, 17, 18, 19, 20]. The
purpose of this paper is to investigate the basic cohomological ingredients in-
volved in the structure of the co-cycles from the local BRST cohomology in
the case of a free, massless tensor gauge field tµν|αβ with the mixed symmetry
of the Riemann tensor .
More precisely, we initially determine the associated free antifield-BRST
symmetry s, which splits as the sum between the Koszul-Tate differential
and the exterior longitudinal derivative only, s = δ + γ. Next, we explicitly
compute the cohomology of the exterior longitudinal derivative H (γ) for the
model under study and analyze other related matters, like the triviality of the
cohomology of the exterior spacetime differential d in the space of invariant
polynomials and in H (γ). Further, we analyze the basic properties of the
characteristic cohomology (local cohomology of the Koszul-Tate differential)
H (δ|d) in pure ghost number zero and strictly positive antighost number,
as well as those of the invariant characteristic cohomology H inv (δ|d). Fi-
nally, we consider an arbitrary co-cycle from the local BRST cohomology
H (s|d), of definite ghost number and in maximal form degree and show that
if we develop it along the antighost number, then one can always remove
its components of antighost number strictly greater than three by trivial re-
definitions only, while its non-trivial piece of highest antighost number can
always be taken to belong to H (γ), with some coefficients that are non-trivial
elements from H inv (δ|d). The results contained in this paper will be used at
the determination of consistent interactions for a free, massless tensor field
with the mixed symmetry of the Riemann tensor, alone and with other gauge
fields.
2
2 Free model: Lagrangian, gauge transfor-
mations and BRST symmetry
The starting point is given by the free Lagrangian action
S0
[
tµν|αβ
]
=
∫
dDx
(
1
8
(
∂λtµν|αβ
) (
∂λtµν|αβ
)
−
1
2
(
∂µt
µν|αβ
) (
∂λtλν|αβ
)
−
(
∂µt
µν|αβ
)
(∂βtνα)−
1
2
(
∂λtνβ
)
(∂λtνβ)
+
(
∂νt
νβ
) (
∂λtλβ
)
−
1
2
(
∂νt
νβ
)
(∂βt) +
1
8
(
∂λt
)
(∂λt)
)
, (1)
in a Minkowski-flat spacetime of dimension D ≥ 5, endowed with a metric
tensor of ‘mostly plus’ signature σµν = σ
µν = (−++++ · · ·). The massless
tensor field tµν|αβ of degree four has the mixed symmetry of the linearized
Riemann tensor, and hence transforms according to an irreducible represen-
tation of GL (D,R), corresponding to the rectangular Young diagram (2, 2)
with two columns and two rows. Thus, it is separately antisymmetric in the
pairs {µ, ν} and {α, β}, is symmetric under the interchange of these pairs
({µ, ν} ←→ {α, β}) and satisfies the identity
t[µν|α]β ≡ 0 (2)
associated with the above diagram, which we will refer to as the Bianchi I
identity. Here and in the sequel the symbol [µν · · ·] denotes the operation
of antisymmetrization with respect to the indices between brackets, without
normalization factors. (For instance, the left-hand side of (2) contains only
three terms t[µν|α]β = tµν|αβ + tνα|µβ + tαµ|νβ .) The notation tνβ signifies the
simple trace of the original tensor field, which is symmetric, tνβ = σ
µαtµν|αβ ,
while t denotes its double trace, which is a scalar t = σνβtνβ .
A generating set of gauge transformations for the action (1) reads as
δǫtµν|αβ = ∂µǫαβ|ν − ∂νǫαβ|µ + ∂αǫµν|β − ∂βǫµν|α, (3)
with the bosonic gauge parameters ǫµν|α transforming according to an irre-
ducible representation of GL (D,R), corresponding to the Young diagram
(2, 1) with two columns and two rows, being therefore antisymmetric in the
pair µν and satisfying the identity
ǫ[µν|α] ≡ 0. (4)
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The identity (4) is required in order to ensure that the gauge transforma-
tions (3) check the same Bianchi I identity like the fields themselves, namely,
δǫt[µν|α]β ≡ 0. The above generating set of gauge transformations is abelian
and off-shell first-stage reducible since if we make the transformation
ǫµν|α = 2∂αθµν − ∂[µ θν]α, (5)
with θµν an arbitrary antisymmetric tensor (θµν = −θνµ), then the gauge
transformations of the tensor field identically vanish, δǫtµν|αβ ≡ 0. In the
meantime, the transformation (5) is in agreement with the identity (4) checked
by the gauge parameters.
The field equations resulting from the action (1) take the form
δS0
δtµν|αβ
≡ −
1
4
Tµν|αβ ≈ 0, (6)
where Tµν|αβ displays the same mixed symmetry properties like the tensor
field tµν|αβ , is linear in the field and second-order in its derivatives. Obviously,
its simple trace σµαTµν|αβ ≡ Tνβ is a symmetric tensor, while its double trace
is a scalar. The gauge invariance of the Lagrangian action (1) under the
transformations (3) is equivalent to the fact that the functions defining the
field equations are not all independent, but rather obey the Noether identities
∂µ
δS0
δtµν|αβ
≡ −
1
4
∂µTµν|αβ = 0, (7)
while the first-stage reducibility shows that not all of the above Noether
identities are independent. It can be checked that the Euler-Lagrange (E.L.)
derivatives of the action, the gauge generators, as well as the first-order
reducibility functions, satisfy the general regularity assumptions from [21],
such that the model under discussion is described by a normal gauge theory
of Cauchy order equal to three.
The most general gauge invariant quantities constructed out of the field
tµν|αβ and its derivatives are given by the curvature tensor
Fµνλ|αβγ = ∂λ∂γtµν|αβ + ∂µ∂γtνλ|αβ + ∂ν∂γtλµ|αβ
+∂λ∂αtµν|βγ + ∂µ∂αtνλ|βγ + ∂ν∂αtλµ|βγ
+∂λ∂βtµν|γα + ∂µ∂βtνλ|γα + ∂ν∂βtλµ|γα, (8)
together with its derivatives. As defined in the above, the curvature ten-
sor transforms in an irreducible representation of GL (D,R) and exhibits
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the symmetries of the rectangular Young diagram (3, 3) with two columns
and three rows, so it is separately antisymmetric in the indices {µ, ν, λ}
and {α, β, γ}, symmetric under the interchange {µ, ν, λ} ←→ {α, β, γ}, and
obeys the (algebraic) Bianchi I identity
F[µνλ|α]βγ ≡ 0. (9)
In addition, it verifies the (differential) Bianchi II identity
∂[ρFµνλ]|αβγ ≡ 0. (10)
The construction of the BRST symmetry for the free theory under con-
sideration starts with the identification of the BRST algebra on which the
BRST differential s acts. The generators of the BRST algebra are of two
kinds: fields/ghosts and antifields. The ghost spectrum for the model under
study comprises the fermionic ghosts ηαβ|µ associated with the gauge param-
eters ǫαβ|µ, as well as the bosonic ghosts for ghosts Cµν due to the first-stage
reducibility parameters θµν . In order to make compatible the behavior of ǫαβ|µ
and θµν with that of the corresponding ghosts, we impose the properties
ηµν|α = −ηνµ|α, η[µν|α] ≡ 0, (11)
Cµν = −Cνµ. (12)
The antifield spectrum is organized into the antifields t∗µν|αβ of the original
tensor field and those of the ghosts, η∗µν|α and C∗µν , of statistics opposite
to that of the associated fields/ghosts. It is understood that the antifields
inherit the mixed symmetry properties of the corresponding fields/ghosts,
namely
t∗µν|αβ = −t∗νµ|αβ = −t∗µν|βα = t∗αβ|µν , t∗[µν|α]β ≡ 0, (13)
η∗µν|α = −η∗νµ|α, η∗[µν|α] ≡ 0, C∗µν = −C∗νµ. (14)
We will denote the simple and double traces of t∗µν|αβ by
t∗νβ = σµαt
∗µν|αβ , t∗νβ = t∗βν , t∗ = σνβt
∗νβ . (15)
As both the gauge generators and reducibility functions for this model are
field-independent, it follows that the associated BRST differential (s2 = 0)
splits into
s = δ + γ, (16)
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where δ represents the Koszul-Tate differential (δ2 = 0), graded by the
antighost number agh (agh (δ) = −1), while γ stands for the exterior deriva-
tive along the gauge orbits and turns out to be a true differential (γ2 = 0)
that anticommutes with δ (δγ + γδ = 0), whose degree is named pure ghost
number pgh (pgh (γ) = 1). These two degrees do not interfere (agh (γ) = 0,
pgh (δ) = 0). The overall degree that grades the BRST differential is known
as the ghost number (gh) and is defined like the difference between the pure
ghost number and the antighost number, such that gh (s) = gh (δ) = gh (γ) =
1. According to the standard rules of the BRST method, the corresponding
degrees of the generators from the BRST complex are valued like
pgh
(
tµν|αβ
)
= 0, pgh
(
ηµν|α
)
= 1, pgh (Cµν) = 2, (17)
pgh
(
t∗µν|αβ
)
= pgh
(
η∗µν|α
)
= pgh (C∗µν) = 0, (18)
agh
(
tµν|αβ
)
= agh
(
ηµν|α
)
= agh (Cµν) = 0, (19)
agh
(
t∗µν|αβ
)
= 1, agh
(
η∗µν|α
)
= 2, agh (C∗µν) = 3 (20)
and the actions of δ and γ on them are given by
γtµν|αβ = ∂µηαβ|ν − ∂νηαβ|µ + ∂αηµν|β − ∂βηµν|α, (21)
γηµν|α = 2∂αCµν − ∂[µCν]α, γCµν = 0, (22)
γt∗µν|αβ = 0, γη∗µν|α = 0, γC∗µν = 0, (23)
δtµν|αβ = 0, δηµν|α = 0, δCµν = 0, (24)
δt∗µν|αβ =
1
4
T µν|αβ, δη∗αβ|ν = −4∂µt
∗µν|αβ , δC∗µν = 3∂αη
∗µν|α, (25)
with Tµν|αβ introduced in (6) and both δ and γ taken to act like right deriva-
tions.
3 Cohomology of γ and related matters
The main aim of this paper is to study of the local cohomologyH (s|d) in form
degree D (D ≥ 5). As it will be further seen, an indispensable ingredient in
the computation of H (s|d) is the cohomology algebra of the exterior longi-
tudinal derivative (H (γ)). It is defined by the equivalence classes of γ-closed
non-integrated densities a of fields, ghosts, antifields and their spacetime
derivatives, γa = 0, modulo γ-exact terms. If a ∈ H (γ) is γ-exact, a = γb,
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then a belongs to the class of the element zero and we call it γ-trivial. In
other words, the solution to the equation γa = 0 is unique up to γ-trivial ob-
jects, a→ a + γb. The cohomology algebra H (γ) inherits a natural grading
H (γ) =
⊕
l≥0H
l (γ), where l is the pure ghost number. Let a be an element
of H (γ) with definite pure ghost number, antighost number and form degree
(deg)
γa = 0, pgh (a) = l ≥ 0, agh (a) = k ≥ 0, deg (a) = p ≤ D. (26)
In the sequel we analyze the general form of a with the above properties with
the help of the definitions (21–23).
The formula (23) shows that all the antifields
χ∗∆ =
(
t∗µν|αβ , η∗µν|α, C∗µν
)
(27)
belong (non-trivially) to H0 (γ). From the definition (21) we infer that the
most general γ-closed (and obviously non-trivial) elements constructed in
terms of the original tensor field are the components of the curvature tensor
(8) and their spacetime derivatives, so all these pertain to H0 (γ). Using the
first definition in (22), we notice that there is no γ-closed linear combination
of the undifferentiated ghosts of pure ghost number one. After some compu-
tation, we find that the most general γ -closed quantities in the first-order
derivatives of the pure ghost number one ghosts have the mixed symmetry
of the tensor field tµν|αβ itself
Mµν|αβ = ∂µηαβ|ν − ∂νηαβ|µ + ∂αηµν|β − ∂βηµν|α. (28)
It is easy to see from formula (21) that Mµν|αβ is γ-exact
Mµν|αβ = γtµν|αβ , (29)
and thus it must be discarded from H1 (γ) as being trivial. Along the same
line, one can prove that the only γ-closed combinations with N ≥ 2 space-
time derivatives of the ghosts ηµν|α are actually polynomials with (N − 1)
derivatives in the elements Mµν|αβ, which, by means of (29), are γ-exact,
and hence trivial in H1 (γ). In conclusion, there is no non-trivial object
constructed out of the ghosts ηµν|α and their derivatives in H
1 (γ), which
implies that H1 (γ) = 0 as there are no other ghosts of pure ghost number
equal to one in the BRST complex. The BRST complex for the model under
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consideration contains no other ghosts with odd pure ghost numbers, so we
conclude that
H2l+1 (γ) = 0, for all l ≥ 0. (30)
The definitions (22) show that the undifferentiated ghosts of pure ghost num-
ber equal to two, Cµν , belong to H (γ). The γ- closedness of Cµν further im-
plies that all their derivatives are also γ-closed. Regarding their first-order
derivatives, from the first relation in (22) we observe that their symmetric
part is γ-exact
∂(µCν)α ≡ γ
(
−
1
3
ηα(µ|ν)
)
, (31)
where (µν · · ·) denotes plain symmetrization with respect to the indices be-
tween brackets without normalization factors, such that ∂(µCν)α will be re-
moved from H (γ). Meanwhile, their antisymmetric part ∂[µCν]α is not γ-
exact, and hence can be taken as a non-trivial representative of H (γ). After
some calculations, we find that all the second-order derivatives of the ghosts
for ghosts are γ-exact
∂α∂βCµν =
1
12
γ
(
3
(
∂αηµν|β + ∂βηµν|α
)
+ ∂[µ ην] (α|β)
)
, (32)
and so will be their higher-order derivatives. In conclusion, the only non-
trivial combinations in H (γ) constructed from the ghosts of pure ghost
number equal to two are polynomials in Cµν and ∂[µCν]α. Combining this
result with the previous one on H0 (γ) being non-vanishing, we have actually
proved that only the even cohomological spaces of the exterior longitudinal
derivative, H2l (γ) with l ≥ 0, are non-vanishing.
According to the results exposed so far, we can state that the general local
solution to the equation (26) for pgh (a) = 2l > 0 is, up to trivial, γ-exact
contributions, of the type
a =
∑
J
αJ
([
χ∗∆
]
,
[
Fµνλ|αβγ
])
eJ
(
Cµν , ∂[µCν]α
)
, (33)
where the notation f ([q]) means that the function f depends on the variable
q and its subsequent derivatives up to a finite number. In the above, eJ are
the elements of pure ghost number 2l (and obviously of antighost number
zero) of a basis in the space of polynomials in Cµν and ∂[µCν]α
pgh
(
eJ
)
= 2l > 0, agh
(
eJ
)
= 0. (34)
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The objects αJ (obviously non-trivial inH
0 (γ)) were taken to have a bounded
number of derivatives, and therefore they are polynomials in the antifields
χ∗∆, in the curvature tensor Fµνλ|αβγ , as well as in their derivatives. In
agreement with (26), they display the properties
pgh (αJ) = 0, agh (αJ) = k ≥ 0, deg (αJ) = p ≤ D. (35)
In the case l = 0, the general (non-trivial) local elements ofH (γ) are precisely
αJ
([
χ∗∆
]
,
[
Fµνλ|αβγ
])
, which will be called “invariant polynomials” in what
follows. At zero antighost number, the invariant polynomials are polynomials
in the curvature tensor Fµνλ|αβγ and its derivatives.
In order to analyze the local cohomology H (s|d) we are going to need,
besidesH (γ), also the cohomology of the exterior spacetime differentialH (d)
in the space of invariant polynomials and other basic properties, which are
addressed below.
Theorem 3.1 The cohomology of d in form degree strictly less than D is
trivial in the space of invariant polynomials with strictly positive antighost
number. This means that the conditions
γα = 0, dα = 0, agh (α) > 0, degα < D, α = α
([
χ∗∆
]
, [F ]
)
, (36)
imply
α = dβ, (37)
for some invariant polynomial β
([
χ∗∆
]
, [F ]
)
.
Proof In (36), the notation F signifies the curvature tensor, of compo-
nents Fµνλ|αβγ , and χ
∗∆ is explained in (27). Meanwhile, degα is the form
degree of α. In order to prove the theorem, we decompose d as
d = d0 + d1, (38)
where d1 acts on the antifields χ
∗∆ and their derivatives only, while d0 acts
on the curvature tensor and its derivatives
d0 = ∂
0
µ1
dxµ1 , d1 = ∂
1
µ1
dxµ1 , (39)
with
∂0µ1 = Fµνλ|αβγ,µ1
∂
∂Fµνλ|αβγ
+ Fµνλ|αβγ,µ1µ2
∂
∂Fµνλ|αβγ,µ2
+ · · · , (40)
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∂1µ1 = χ
∗∆
,µ1
∂L
∂χ∗∆
+ χ∗∆,µ1µ2
∂L
∂χ∗∆,µ2
+ · · · . (41)
We used the common convention f,µ1 ≡ ∂f/∂x
µ1 . Obviously, d2 = 0 on
invariant polynomials is equivalent with the nilpotency and anticommutation
of its components acting on invariant polynomials
d20 = 0 = d
2
1, d0d1 + d1d0 = 0. (42)
The action of d0 on a given invariant polynomial with say l derivatives of
F and j derivatives of χ∗∆ results in an invariant polynomial with (l + 1)
derivatives of F and j derivatives of χ∗∆, while the action of d1 on the same
object leads to an invariant polynomial with l derivatives of F and (j + 1)
derivatives of χ∗∆. In particular, d0 gives zero when acting on an invariant
polynomial that does not involve the curvature or its derivatives, and the
same is valid with respect to d1 acting on an invariant polynomial that does
not depend on any of the antifields or their derivatives. From (40–41) we
observe that
agh (d0) = agh (d1) = agh (d) = 0, (43)
such that neither of them change the antighost number of the objects on
which they act.
The antifields χ∗∆ verify no relations between themselves and their deriva-
tives, except the usual symmetry properties of the type χ∗∆,µ1µ2 = χ
∗∆
,µ2µ1
,
and accordingly will be named “foreground” fields. On the contrary, the
derivatives of the components of the curvature tensor satisfy the Bianchi II
identities (10), and in view of this we say that Fµνλ|αβγ are “background”
fields. So, d0 acts only on the background fields and their derivatives, while
d1 acts only on the foreground fields and their derivatives. According to the
proposition on page 363 in [25], we have that the entire cohomology of d1 in
form degree strictly less thanD is trivial in the space of invariant polynomials
with strictly positive antighost number. This means that
α = α
([
χ∗∆
]
, [F ]
)
, agh (α) = k > 0, deg (α) = p < D, d1α = 0, (44)
implies that
α = d1β, (45)
with
β = β
([
χ∗∆
]
, [F ]
)
, agh (β) = k > 0, deg (β) = p− 1. (46)
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In particular, we have that if an invariant polynomial (of form degree p < D
and with strictly positive antighost number) depending only on the undiffer-
entiated antifields is d1-closed, then it vanishes(
α¯ = α¯
(
χ∗∆, [F ]
)
, agh (α¯) > 0,
deg (α¯) = p < D, d1α¯ = 0)⇒ α¯ = 0. (47)
Only d0 has non-trivial cohomology. For instance, any form depending only
on the antifields and their derivatives is d0-closed, but it is clearly not d0-
exact.
Next, assume that α is a homogeneous form of degree p < D and antighost
number k > 0 that satisfies the conditions (36). We decompose α according
to the number of derivatives of the antifields
α =
(0)
α +
(1)
α + · · ·+
(s)
α , agh
(
(i)
α
)
= k > 0, deg
(
(i)
α
)
= p < D, (48)
where
(i)
α signifies the component from α with i derivatives of the antifields.
(The decomposition contains a finite number of terms since α is local by
assumption.) As α is an invariant polynomial of form degree p < D and
strictly positive antighost number, each component
(
(i)
α
)
0≤i≤s
is an invariant
polynomial with the same form degree and strictly positive antighost number.
The proof of the theorem is realized in (s+ 1) steps.
Step 1. Taking into account the splitting (38), the projection of the
equation
dα = 0 (49)
on the maximum number of derivatives of the antifields (s+ 1) produces
d1
(s)
α= 0, (50)
and hence the triviality of the cohomology of d1 ensures that
(s)
α= d1
(s−1)
β , agh
(
(s−1)
β
)
= k > 0, deg
(
(s−1)
β
)
= p− 1, (51)
where
(s−1)
β is an invariant polynomial of form degree (p − 1), with strictly
positive antighost number and containing only (s − 1) derivatives of the
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antifields. If we introduce the p-form
α1 = α− d
(s−1)
β , (52)
then the equation (49) together with the nilpotency of d further yield
dα1 = 0. (53)
It is by construction an invariant polynomial of form degree p and of strictly
positive antighost number and, most important, the maximum number of
derivatives of the antifields from α1 is equal to (s− 1). Indeed, if we replace
(51) in (48) and then in (52), we get that
α1 =
(0)
α +
(1)
α + · · ·+
(s−2)
α +
(s−1)
α −d0
(s−1)
β . (54)
Then, the maximum number of derivatives of the antifields from the first
s terms in the right-hand side of (54) is contained in
(s−1)
α , being equal to
(s−1), while d0
(s−1)
β has the same number of derivatives of the antifields like
(s−1)
β , which is again (s− 1).
Step 2. If we project now the equation (53) on the maximum number of
derivatives of the antifields (s), we infer that
d1
(
(s−1)
α −d0
(s−1)
β
)
= 0, (55)
with
(s−1)
α −d0
(s−1)
β an invariant polynomial of form degree p and of strictly
positive antighost number. Using again the triviality of the cohomology of
d1, we deduce that
(s−1)
α −d0
(s−1)
β = d1
(s−2)
β , agh
(
(s−2)
β
)
= k > 0, deg
(
(s−2)
β
)
= p− 1, (56)
where
(s−2)
β is an invariant polynomial of form degree (p − 1), with strictly
positive antighost number and containing only (s − 2) derivatives of the
antifields. At this stage, we define the p-form
α2 = α− d
(
(s−1)
β +
(s−2)
β
)
. (57)
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The equation (49) together with the nilpotency of d further yield
dα2 = 0. (58)
Clearly, α2 is an invariant polynomial of form degree p and of strictly positive
antighost number. It is essential to remark that the maximum number of
derivatives of the antifields from α2 is equal to (s − 2). This results by
inserting (51) and (56) in (48) and consequently in (57), which then gives
α2 =
(0)
α +
(1)
α + · · ·+
(s−3)
α +
(s−2)
α −d0
(s−2)
β . (59)
etc.
Step s. Proceeding in the same manner, at the s-th step we obtain an
invariant polynomial of form degree p and with strictly positive antighost
number, which contains only the undifferentiated antifields
αs = α− d
(
(s−1)
β + · · ·+
(0)
β
)
=
(0)
α −d0
(0)
β , (60)
agh
(
(j)
β
)
= k > 0, deg
(
(j)
β
)
= p− 1, 0 ≤ j ≤ s− 1. (61)
(All
(
(j)
β
)
0 ≤ j ≤ s− 1 are invariant polynomials.) The equation (49) and
the nilpotency of d lead to the equation
dαs = 0. (62)
Step (s+1). The projection of (62) on the maximum number of derivatives
of the antifields (one) is
d1
(
(0)
α −d0
(0)
β
)
= 0, agh
(
(0)
α −d0
(0)
β
)
= k > 0. (63)
From (63) and (47) (with α¯ replaced by
(0)
α −d0
(0)
β ) we get that
(0)
α −d0
(0)
β= 0, (64)
which substituted in (60) finally allows us to write that
α = dβ, (65)
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with
β =
(
(s−1)
β + · · ·+
(0)
β
)
, agh (β) = k > 0, deg (β) = p− 1, (66)
and this proves the theorem since β is an invariant polynomial of form degree
(p− 1) and with strictly positive antighost number. 
In form degree D the Theorem 3.1 is replaced with: let α = ρdx0 ∧ · · · ∧
dxD−1 be a d-exact invariant polynomial of form degree D and of strictly
positive antighost number, agh (α) = k > 0, deg (α) = D, α = dβ. Then,
one can take the (D − 1)-form β to be an invariant polynomial (of antighost
number k). In dual notations, this means that if ρ with agh (ρ) = k > 0 is
an invariant polynomial whose Euler-Lagrange derivatives are all vanishing,
ρ = ∂µj
µ, then jµ can be taken to be also invariant. Theorem 3.1 can be
generalized as follows.
Theorem 3.2 The cohomology of d computed in H (γ) is trivial in form
degree strictly less than D and in strictly positive antighost number
Hg,kp (d,H (γ)) = 0, k > 0, p < D, (67)
where p is the form degree, k is the antighost number and g is the ghost
number.
Proof An element a from Hg,kp (d,H (γ)) is a p-form of definite ghost
number g and antighost number k, pertaining to the cohomology of γ, which
is d-closed modulo γ
γa = 0, da = γµ, agh (a) = k, gh (a) = g, deg (a) = p. (68)
The theorem states that if a satisfies the conditions (68) with p < D and
k > 0, then a is trivial in Hg,kp (d,H (γ))
a = dν + γρ, γν = 0, (69)
where
agh (ν) = agh (ρ) = k > 0, gh (ν) = g, gh (ρ) = g − 1, (70)
deg (ν) = p− 1, deg (ρ) = p < D. (71)
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Since g = l′ − k, with l′ the pure ghost number of a, and l′ takes positive
values l′ ≥ 0, it follows that g is restricted to fulfill the condition g ≥ −k.
Thus, if g < −k, then a = 0. The theorem is thus trivially obeyed for g < −k.
Also, due to the fact that H2l+1 (γ) = 0 for all l ≥ 0, we find again that for
g = 2l+1−k, with l ≥ 0, the theorem is fulfilled. In the case g = −k we have
that pgh (a) = 0, and therefore a depends only on the antifields, on the field
tµν|αβ and their derivatives. The γ-closedness of a, γa = 0, then induces that
a is actually an invariant polynomial of strictly positive antighost number
and of form degree strictly less than D, and hence Theorem 3.2 reduces to
the Theorem 3.1, which has been proved in the above. Thus, for g = −k, (68)
and (69) must be replaced with (36), respectively (37) (or, in other words,
we must set µ = 0 in (68) and ρ = 0 in (69)). Consequently, we only need to
prove the theorem for g = 2l − k and l > 0. This is done below.
We consider a non-trivial element a from H (γ) of form degree p < D, of
antighost number k > 0 and of ghost number g = 2l − k, for l > 0
γa = 0, agh (a) = k > 0, gh (a) = g = 2l− k, deg (a) = p < D, l > 0. (72)
According to the results from the Subsection 3, a has the form (up to trivial,
γ-exact contributions)
a =
∑
αJ
([
χ∗∆
]
, [F ]
)
eJ
(
Cµν , ∂[µCν]α
)
, (73)
where αJ
([
χ∗∆
]
, [F ]
)
are invariant polynomials of antighost number k and
form degree p, while eJ
(
Cµν , ∂[µCν]α
)
represent the elements of pure ghost
number 2l > 0 of a basis in the space of polynomials in Cµν and ∂[µCν]α (there
are precisely (l + 1) elements eJ of pure ghost number 2l, which commute
among themselves)
agh (αJ) = k > 0, deg (αJ) = p < D, pgh
(
eJ
)
= 2l > 0, for all J. (74)
We will use in extenso the following obvious properties
γ2 = 0, d2 = 0, γd+ dγ = 0, pgh (d) = 0, deg (γ) = 0, (75)∑
αJ
([
χ∗∆
]
, [F ]
)
eJ
(
Cµν , ∂[µCν]α
)
= γ (something)⇔ αJ = 0, for all J,
(76)
dαJ
([
χ∗∆
]
, [F ]
)
= α′J
([
χ∗∆
]
, [F ]
)
, (77)
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where
agh (α′J) = agh (αJ) , deg (α
′
J) = deg (αJ) + 1. (78)
It is useful to define an operator D¯ that acts only on H (γ) via the relations
D¯α
([
χ∗∆
]
, [F ]
)
= dα
([
χ∗∆
]
, [F ]
)
, (79)
D¯Cµν =
1
2
∂[αCµ]νdx
α, (80)
D¯∂[αCµ]ν = 0, (81)
D¯ (γb) = 0, (82)
which is easily seen to be a differential in H (γ), D¯2a = 0 for any a with
γa = 0. According to the relation (31), we have that
dCµν = (∂αCµν) dx
α =
1
2
∂[αCµ]νdx
α +
1
2
∂(αCµ)νdx
α
= D¯Cµν + γ
(
1
6
ην(α|µ)dx
α
)
, (83)
while from (32) and (81) we find that
d∂[αCµ]ν =
(
∂ρ∂[αCµ]ν
)
dxρ = D¯∂[αCµ]ν
+γ
(
−
1
12
(
3
(
∂αηµν|ρ + ∂ρηµν|α
)
+ ∂[µ ην] (ρ|α)
−3
(
∂µηαν|ρ + ∂ρηαν|µ
)
− ∂[αην] (ρ|µ)
)
dxρ
)
. (84)
Moreover, from (80–81) we observe that
D¯eJ = AJI e
I , (85)
for some constant matrix of elements AJI , that involves dx
ρ, such that D¯eJ
is γ-closed, but not γ-exact
deJ = D¯eJ + γeˆJ =
∑
I
AJI e
I + γeˆJ , (86)
where eˆJ depends in general on Cµν , ∂[αCµ]ν and
[
ηµν|α
]
. Taking into account
the relations (79), (82) and (86), we conclude that the differential d on H (γ)
coincides with D¯
da = D¯a+ γb, a ∈ H (γ) , (87)
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where D¯a either vanishes or is γ-non-trivial. It is easy to see that d induces
a well defined differential in H (γ), which can be taken to be D¯. Indeed,
suppose that a from H (γ) is non-trivial and fulfills the properties (72), such
that it can be expressed in the form (73), with αJ and e
J subject to (74).
Accordingly, from (79) and (86) we can write that
da = D¯a+ γ
(∑
αJ eˆ
J
)
, (88)
where
D¯a =
∑(
αJD¯e
J + (dαJ) e
J
)
, (89)
is a non-trivial element from H (γ) due to (76–77) and (85). It follows that
if a is non-trivial in H (γ), then da also defines a non-trivial element from
H (γ), which is in the same equivalence class with D¯a. On the other hand,
if a from H (γ) is trivial, a = γb, then the anticommutation between d and
γ together with (82) yield that da = γ (−db), and thus da is also trivial
in H (γ), belonging to the class of the element zero, just like D¯ (γb). As a
consequence of the above discussion, we can state that
Hg,kp (d,H (γ)) ≃ H
g,k
p
(
D¯
)
, (90)
so in order to prove the theorem it is enough to prove that Hg,kp
(
D¯
)
= 0 for
g = 2l − k, with l, k > 0 and p < D.
To this end, we decompose D¯ as a sum of two operators
D¯ = D¯0 + D¯1, (91)
defined through
D¯0α
([
χ∗∆
]
, [F ]
)
= D¯α
([
χ∗∆
]
, [F ]
)
= dα, (92)
D¯0Cµν = 0, (93)
D¯0∂[αCµ]ν = 0, (94)
D¯0 (γb) = 0, (95)
D¯1α
([
χ∗∆
]
, [F ]
)
= 0, (96)
D¯1Cµν = D¯Cµν =
1
2
∂[αCµ]νdx
α, (97)
D¯1∂[αCµ]ν = 0, (98)
D¯1 (γb) = 0. (99)
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The nilpotency of D¯ is equivalent to the nilpotency and the anticommutation
of its components
D¯2 = 0⇔
(
D¯20 = 0 = D¯
2
1, D¯0D¯1 + D¯1D¯0 = 0
)
. (100)
We have to show that if a, with pgh (a) = 2l > 0, agh (a) = k > 0 and
deg (a) = p < D¯, is D¯-closed, then it is D¯-exact. Since D¯a = 0, we get that
a is of the form (73), where there are precisely (l + 1) terms in the sum from
the right-hand side of (73), corresponding to the (l + 1) elements eJ of pure
ghost number 2l. We reorganize a like
a =
(0)
a +
(1)
a + · · ·+
(l)
a , (101)
where the piece
(
(i)
a
)
i=0,l
contains i antisymmetrized derivatives of the ghosts
∂[αCµ]ν and (l − i) undifferentiated ghosts Cµν and call D¯-degree the number
of factors of the type ∂[αCµ]ν . It is clear from (92–99) that the action of D¯0
on
(i)
a does not modify its D¯-degree, while the action of D¯1 on the same
element increases its D¯-degree by one unit. Using the expansion (101) and
the decomposition (91), we get that the equation D¯a = 0 projected on the
various values of the D¯-degree reads as
D¯0
(0)
a = 0, (102)
D¯1
(0)
a +D¯0
(1)
a = 0, (103)
D¯1
(i)
a +D¯0
(i)
a = 0, i = 1, · · · , l − 2, (104)
D¯1
(l−1)
a +D¯0
(l)
a = 0, (105)
D¯1
(l)
a = 0. (106)
The equation (106) is satisfied due to the definitions (96) and (98), as
(l)
a
contains only factors of the type ∂[αCµ]ν and an invariant polynomial. De-
noting by eJ,i the element of pure ghost number 2l of a basis in the space of
polynomials in Cµν and ∂[αCµ]ν with the D¯-degree equal to i, we have that
eJ,i ∼ Cµ1ν1 · · ·Cµk−iνk−i∂[α1Cβ1]γ1 · · ·∂[αiCβi]γi , (107)
such that
(i)
a=
∑
J
αJ,ie
J,i, i = 0, · · · , l, (108)
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where each αJ,i is an invariant polynomial, with
agh (αJ,i) = k > 0, deg (αJ,i) = p < D, i = 0, · · · , l. (109)
With this representation of the components of a at hand and using the defi-
nitions (92–93), the equation (102) becomes (dαJ,0) e
J,0 = 0, which is further
equivalent with dαJ,0 = 0 by the result (76). We are under the conditions of
Theorem 3.1, so
αJ,0 = dβJ,0, agh (βJ,0) = k > 0, deg (βJ,0) = p− 1, for all J. (110)
Making the notation
(0)
b =
∑
J βJ,0e
J,0, we find that a1 = a− D¯
(0)
b belongs to
the same cohomological class from H
(
D¯
)
like a. Moreover, a1 starts from
the D¯-degree equal to one
a1 = −D¯1
(0)
b +
(1)
a + · · ·+
(l)
a , (111)
such that the projection of the equation D¯a1 = 0 on the lowest value of the
D¯-degree (one) reads as D¯0
(
−D¯1
(0)
b +
(1)
a
)
= 0. By repeating the above
procedure, but with respect to −D¯1
(0)
b +
(1)
a , it follows that there exists
an element
(1)
b =
∑
J βJ,1e
J,1 such that −D¯1
(0)
b +
(1)
a= D¯0
(1)
b , and hence
a2 = a1 − D¯
(1)
b = a− D¯
(
(0)
b +
(1)
b
)
lies in the same cohomological class from
H
(
D¯
)
like a, but its decomposition begins with the D¯-degree equal to two
a2 = −D¯1
(1)
b +
(2)
a + · · ·+
(l)
a . (112)
Reprising the same arguments, after l steps we find that
al = a− D¯
(
(0)
b +
(1)
b + · · ·+
(l−1)
b
)
= −D¯1
(l−1)
b +
(l)
a , (113)
whose D¯-degree is equal to l, is equivalent with a from the point of view of
the cohomology of D¯. The equation D¯al = 0 reduces thus to
D¯0
(
−D¯1
(l−1)
b +
(l)
a
)
= 0, (114)
D¯1
(
−D¯1
(l−1)
b +
(l)
a
)
= 0. (115)
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The latter equation is automatically fulfilled due to (96) and (98), while (114)
shows that there exists a
(l)
b such that
− D¯1
(l−1)
b +
(l)
a= D¯0
(l)
b≡ D¯
(l)
b . (116)
Replacing (116) in (113), we have shown that
a = D¯
(
(0)
b +
(1)
b + · · ·+
(l)
b
)
, (117)
and hence a is trivial in H
(
D¯
)
. In conclusion, we can state that H
(
D¯
)
is
trivial at ghost number g = 2l − k, antighost number k and form degree p,
with l, k > 0 and p < D, Hg,kp
(
D¯
)
= 0, so by virtue of the relation (90) the
proof of the theorem is now complete. 
Theorem 3.2 is one of the main tools needed for the computation of
H (s|d). In particular, it implies that there is no non-trivial descent for
H (γ|d) in strictly positive antighost number.
Corollary 3.1 If a with
agh (a) = k > 0, gh (a) = g ≥ −k, deg (a) = p ≤ D, (118)
satisfies the equation
γa+ db = 0, (119)
where
agh (b) = k > 0, gh (b) = g + 1 > −k, deg (b) = p− 1 < D, (120)
then one can always redefine a
a→ a′ = a + dν, (121)
so that
γa′ = 0. (122)
Proof We construct the descent associated with the equation (119). Act-
ing with γ on (119) and using the first and the third relations in (75), we
find that
d (−γb) = 0, (123)
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such that the triviality of the cohomology of d implies that
γb+ dc = 0, (124)
where
agh (c) = k > 0, gh (c) = g + 2, deg (c) = p− 2. (125)
Going on in the same way, we get the next equation from the descent
γc+ de = 0, (126)
with
agh (e) = k > 0, gh (e) = g + 3, deg (e) = p− 3, (127)
and so on. The descent stops after a finite number of steps with the last
equations
γt+ du = 0, (128)
γu+ dv = 0, (129)
γv = 0, (130)
either because v is a zero-form or because we stopped at a higher form-degree
with a γ-closed term. It is essential to remark that irrespective of the step
at which the descent is cut, we have that
agh (v) = k > 0, gh (v) = g′ > −k, deg (v) = p′ < D. (131)
(The earliest step where the descent may terminate is v = b and, according
to (120), we have that deg (b) = p− 1 < D and gh (b) = g + 1 > −k.)
The equations (129–130) together with the conditions (131) tell us that
v belongs to Hg
′,k
p′ (d,H (γ)) for k > 0, p
′ < D and g′ > −k, so Theorem 3.2
guarantees that v is trivial in Hg
′,k
p′ (d,H (γ))
v = dν ′ + γρ′, γν ′ = 0, (132)
which1 substituted in (129) allows us, due to the anticommutation between
d and γ, to replace it with the equivalent equation
γu′ = 0, (133)
1Note that if the descent stops in form degree zero, deg (v) = 0, then the proof remains
valid with the sole modification ν′ = 0 in (132).
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where
u′ = u− dρ′. (134)
In the meantime, (134) and the nilpotency of d induces that du′ = du, such
that the equation (128) becomes
γt+ du′ = 0. (135)
Reprising the same argument in relation with (133) and the last equation,
we find that (135) can be replaced with
γt′ = 0, (136)
where
t′ = t− dρ′′, (137)
and ρ′′ comes from
u′ = dν ′′ + γρ′′, γν ′′ = 0. (138)
Performing exactly the same operations for the remaining equations from the
descent, we finally infer that (119) is equivalent with
γa′ = 0, (139)
where
a′ = a− dρ′′′, (140)
and ρ′′′ appears in
b′ = dν ′′′ + γρ′′′, γν ′′′ = 0. (141)
The corollary is now demonstrated once we perform the identification
ν = −ρ′′′, (142)
between (140) and (121). Meanwhile, it is worth noticing that b′ = b − dg,
with γg non-vanishing in general, so from (141) we can also state that
b = γρ′′′ + df, f = ν ′′′ + g, (143)
with γf 6= 0 in general. 
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4 Some results on the (invariant) character-
istic cohomology
The second essential ingredient in the analysis of the local cohomologyH (s|d)
is the local cohomology of the Koszul-Tate differential in pure ghost number
zero and in strictly positive antighost numbers, H (δ|d), also known as the
characteristic cohomology. We recall that the local cohomology H (δ|d) is
completely trivial at both strictly positive antighost and pure ghost num-
bers (for instance, see [22], Theorem 5.4 and [24]). An element α with the
properties
agh (α) > 0, pgh (α) = 0, (144)
is said to belong to H (δ|d) if and only if it is δ closed modulo d
δα = dj, pgh (j) = 0. (145)
If α ∈ H (δ|d) is a δ-boundary modulo d
α = δb+dc, pgh (α) = pgh (β) = pgh (b) = 0, agh (α) = agh (b) > 0, (146)
we will call it trivial in H (δ|d). The solution to the equation (145) is thus
unique up to trivial objects, α→ α+ δb+ dc. The local cohomology H (δ|d)
inherits a natural grading in terms of the antighost number, such that from
now on we will denote by Hk (δ|d) the local cohomology of δ in antighost
number k. As we have discussed in Section 2, the free model under study
is a normal gauge theory of Cauchy order equal to three. Using the general
results from [22] (also see [12] and [23, 26]), one can state that the local co-
homology of the Koszul-Tate differential at pure ghost number zero is trivial
in antighost numbers strictly greater than its Cauchy order
Hk (δ|d) = 0, k > 3. (147)
The final tool needed for the calculation of H (s|d) is the local coho-
mology of the Koszul-Tate differential in the space of invariant polynomials,
H inv (δ|d), also called the invariant characteristic cohomology. It is defined
via an equation similar to (145), but with α and j replaced by invariant poly-
nomials. Along the same line, the notion of trivial element from H inv (δ|d) is
revealed by (146) up to the precaution that both b and c must be invariant
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polynomials. It appears the natural question if the result (147) is still valid
in the space of invariant polynomials. The answer is affirmative
H invk (δ|d) = 0, k > 3 (148)
and is proved below, in Theorem 4.1. Actually, we prove that if αk is trivial
in Hk (δ|d), then it can be taken to be trivial also in H
inv
k (δ|d). We consider
only the case k ≥ 3 since our main scope is to argue the triviality ofH inv (δ|d)
in antighost number strictly greater than three. First, we prove the following
lemma.
Lemma 4.1 Let α be a δ-exact invariant polynomial
α = δβ. (149)
Then, β can also be taken to be an invariant polynomial.
Proof Let v be a function of
[
χ∗∆
]
and
[
tµν|αβ
]
. The dependence of
v on
[
tµν|αβ
]
can be reorganized as a dependence on the curvature and its
derivatives, [F ], and on t˜µν|αβ =
{
tµν|αβ , ∂tµν|αβ , · · ·
}
, where t˜µν|αβ are not γ-
invariant. If v is γ-invariant, then it does not involve t˜µν|αβ , i.e., v = v|t˜µν|αβ=0,
so we have by hypothesis that
α = α|t˜µν|αβ=0 . (150)
On the other hand, β depends in general on
[
χ∗∆
]
, [F ] and t˜µν|αβ. Making
t˜µν|αβ = 0 in (149), using (150) and taking into account the fact that δ
commutes with the operation of setting t˜µν|αβ equal to zero, we find that
α = δ
(
β|t˜µν|αβ=0
)
, (151)
with β|t˜µν|αβ=0 invariant. This proves the lemma. 
Now, we have the necessary tools for proving the next theorem.
Theorem 4.1 Let αpk be an invariant polynomial with deg (α
p
k) = p and
agh (αpk) = k, which is δ-exact modulo d
αpk = δλ
p
k+1 + dλ
p−1
k , k ≥ 3. (152)
Then, we can choose λpk+1 and λ
p−1
k to be invariant polynomials.
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Proof Initially, by successively acting with d and δ on (152) we obtain a
tower of equations of the same type. Indeed, acting with d on (152) we find
that dαpk = −δ
(
dλpk+1
)
. On the other hand, as dαpk is invariant, by means
of Lemma 4.1 we obtain that dαpk = −δα
p+1
k+1, with α
p+1
k+1 invariant. From the
last two relations we deduce that δ
(
αp+1k+1 − dλ
p
k+1
)
= 0. As δ is acyclic at
strictly positive antighost numbers, the last relation implies that
αp+1k+1 = δλ
p+1
k+2 + dλ
p
k+1. (153)
Starting now with (153) and reprising the same operations like those per-
formed between the formulas (152) and (153), we obtain a descent that
stops in form degree D with the equation αDk+D−p = δλ
D
k+D−p+1 + dλ
D−1
k+D−p.
Now, we act with δ on (152) and deduce that δαpk = −dδλ
p−1
k . As δα
p
k
is invariant, in the case k > 1, due to the Theorem 3.1, we obtain that
δαpk = −dα
p−1
k−1, where α
p−1
k−1 is invariant. Using the last two relations we get
that d
(
αp−1k−1 − δλ
p−1
k
)
= 0, such that it follows that
αp−1k−1 = δλ
p−1
k + dλ
p−2
k−1. (154)
If k = 3 in (152), we cannot go down since by assumption k ≥ 3, and so the
bottom of the tower is (152) for k = 3. Starting from (154) and reprising the
same procedure we reach a descent that ends at either form degree zero or
antighost number three, hence the last equation respectively takes the form
α0k−p = δλ
0
k−p+1, (155)
for k − p ≥ 3 or
αp−k+33 = δλ
p−k+3
4 + dλ
p−k+2
3 , (156)
for k− p < 3. In consequence, the procedure described in the above leads to
the chain
αDk+D−p = δλ
D
k+D−p+1 + dλ
D−1
k+D−p,
...
αp+1k+1 = δλ
p+1
k+2 + dλ
p
k+1,
αpk = δλ
p
k+1 + dλ
p−1
k ,
αp−1k−1 = δλ
p−1
k + dλ
p−2
k−1,
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...
α0k−p = δλ
0
k−p+1 or α
p−k+3
3 = δλ
p−k+3
4 + dλ
p−k+2
3 . (157)
All the α’s in the descent (157) are invariant.
Now, we show that if one of the λ’s in (157) is invariant, then all the
other λ’s can be taken to be also invariant. Indeed, let λA−1B be invariant. It
is involved in two of the equations from (157), namely
αAB = δλ
A
B+1 + dλ
A−1
B , (158)
αA−1B−1 = δλ
A−1
B + dλ
A−2
B−1. (159)
From (158) it results that αAB − dλ
A−1
B is invariant. Then, in agreement with
Lemma 4.1 the object λAB+1 can be chosen to be invariant. Using (159), we
have that αA−1B−1−δλ
A−1
B is invariant, such that Theorem 3.1 ensures that λ
A−2
B−1
is also invariant. On the other hand, λAB+1 and λ
A−2
B−1 are involved in other
two sets of equations from the descent. (For instance, the former element
appears in the equations αA+1B+1 = δλ
A+1
B+2+dλ
A
B+1 and α
A+2
B+2 = δλ
A+2
B+3+dλ
A+1
B+2.)
Going on in the same fashion, we find that all the λ’s are invariant. In the
case where λA−1B appears at the top or at the bottom of the descent, we
act in a similar way, but only with respect to a single equation. The above
considerations emphasize that it is enough to verify the theorem in form
degree D and for all the values k ≥ 3 of the antighost number.
If k ≥ D + 3 (and hence k − p ≥ 3), the last equation from the descent
(157) for p = D reads as
α0k−D = δλ
0
k−D+1. (160)
Using Lemma 4.1, it results that λ0k−D+1 can be taken to be invariant, such
that the above arguments lead to the conclusion that all the λ’s from the
descent can be chosen invariant. As a consequence, in the first equation from
the descent in this situation, namely, αDk = δλ
D
k+1+dλ
D−1
k , we have that both
λDk+1 and λ
D−1
k are invariant. Therefore, the theorem is true in form degree
D and in all antighost numbers k ≥ D + 3, so it remains to be proved that
it holds in form degree D and in all antighost numbers 3 ≤ k < D + 3. This
is done below.
In the sequel we consider the case p = D and 3 ≤ k < D + 3. The top
equation from (157), written in dual notations, takes the form
αk = δλk+1 + ∂µλ
µ
k , 3 ≤ k < D + 3. (161)
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On the other hand, we can express αk in terms of its E.L. derivatives by
means of the homotopy formula
αk =
∫ 1
0
dτ
(
δRαk
δC∗µν
(τ)C∗µν +
δRαk
δη∗
µν|α
(τ) η∗µν|α
+
δRαk
δt∗
µν|αβ
(τ) t∗µν|αβ +
δRαk
δtµν|αβ
(τ) tµν|αβ
)
+ ∂µj
µ
k , (162)
where δ
Rαk
δC∗µν
(τ) = δ
Rαk
δC∗µν
(
τ
[
tµν|αβ
]
, τ
[
χ∗∆
])
and similarly for the other terms.
Denoting the E.L. derivatives of λk+1 by
δRλk+1
δC∗µν
= Gµνk−2,
δRλk+1
δη∗
µν|α
=M
µν|α
k−1 , (163)
δRλk+1
δt∗
µν|αβ
= N
µν|αβ
k ,
δRλk+1
δtµν|αβ
= L
µν|αβ
k+1 , (164)
and using (161) we find after some computation that the E.L. derivatives of
αk are given by
δRαk
δC∗µν
= −δGµνk−2,
δRαk
δη∗
µν|α
= δM
µν|α
k−1 + ∂
[µG
ν]α
k−2 − 2∂
αGµνk−2, (165)
δRαk
δt∗
µν|αβ
= −δN
µν|αβ
k + ∂
αM
µν|β
k−1 − ∂
βM
µν|α
k−1 + ∂
µM
αβ|ν
k−1 − ∂
νM
αβ|µ
k−1 , (166)
δRαk
δtµν|αβ
= δL
µν|αβ
k+1 +
1
8
∂ρ∂γN
µνρ|αβγ
k , (167)
where N
µνρ|αβγ
k has the same mixed symmetry like the curvature tensor
F µνρ|αβγ
N
µνρ|αβγ
k = σ
γ[ρN
µν]|αβ
k + σ
α[ρN
µν]|βγ
k + σ
β[ρN
µν]|γα
k + σ
ρ[γN
αβ]|µν
k
+σµ[γN
αβ]|νρ
k + σ
ν[γN
αβ]|ρµ
k − 2
(
σγ[ρσ µ]αNβνk
+σγ[µσ ν]αNβρk + σ
γ[ν σ ρ]αNβµk + σ
α[ρσ µ]βNγνk
+σα[µσ ν]βNγρk + σ
α[ν σ ρ]βNγµk + σ
β[ρσ µ]γNανk
+σβ[µσ ν]γNαρk + σ
β[ν σ ρ]γNαµk
)
+
(
σγ[ρσ µ]ασβν
+σγ[µσ ν]ασβρ + σγ[ν σ ρ]ασβµ
)
Nk, (168)
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and we employed the notations Nνβk = σµαN
µν|αβ
k and Nk = σνβN
νβ
k . As
the E.L. derivatives of an invariant quantity are also invariant, the former
equation in (165) together with Lemma 4.1 (as k − 2 > 0) lead to
δRαk
δC∗µν
= −δG¯µνk−2, (169)
with G¯µνk−2 invariant. Following a similar reasoning, we find that
δRαk
δη∗
µν|α
= δM¯
µν|α
k−1 +
(
∂[µ G¯
ν]α
k−2 − 2∂
αG¯µνk−2
)
, (170)
δRαk
δt∗
µν|αβ
= −δN¯
µν|αβ
k + ∂
αM¯
µν|β
k−1 − ∂
βM¯
µν|α
k−1 + ∂
µM¯
αβ|ν
k−1 − ∂
νM¯
αβ|µ
k−1 , (171)
δRαk
δtµν|αβ
= δL¯
µν|αβ
k+1 +
1
8
∂ρ∂γN¯
µνρ|αβγ
k , (172)
where all the bar quantities are invariant. Since αk is invariant, it depends
on tµν|αβ only through the curvature and its derivatives, such that
δRαk
δtµν|αβ
= ∂ρ∂γ∆
µνρ|αβγ
k , (173)
where ∆
µνρ|αβγ
k has the mixed symmetry of the curvature tensor. The part
from (172) involving N¯ has a form similar to that of the right-hand side of
(173). Then, δL¯
µν|αβ
k+1 must be expressed in the same manner, i.e.,
δL¯
µν|αβ
k+1 = ∂ρ∂γΩ
µνρ|αβγ
k , (174)
for some Ω with the mixed symmetry of the curvature. The equation (174)
shows that for some given α and β, the object L¯
µν|αβ
k+1 belongs to H
D−2
k+1 (δ|d).
AsHD−2k+1 (δ|d) ≃ H
D−1
k+2 (δ|d) ≃ H
D
k+3 (δ|d) (see [22], Theorem 8.1) andH
D
k+3 (δ|d) ≃
0, the equation (174) implies that
L¯
µν|αβ
k+1 = δR
µναβ
k+2 + ∂ρU
ρµναβ
k+1 , (175)
where Rµναβk+2 is separately antisymmetric in {µ, ν} and {α, β}, and U
ρµναβ
k+1 is
antisymmetric in {ρ, µ, ν}, as well as in {α, β}.
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Now, we prove the theorem in the case 3 ≤ k < D+3 by induction. This
is, we assume that the theorem is valid in antighost number (k + 3) and in
form degree D, and show that it holds in antighost number k and in form
degree D. In agreement with the induction hypothesis, Rµναβk+2 and U
ρµναβ
k+1
can be assumed to be invariant. On the other hand, L¯
µν|αβ
k+1 must verify the
mixed symmetry of the tensor field tµν|αβ with respect to the given values α
and β, i.e., L¯
µ[ν|αβ]
k+1 = 0, which further implies that
δR
µ[ναβ]
k+2 + ∂ρU
ρµ[ναβ]
k+1 = 0. (176)
Acting with δ on (176), we obtain ∂ρ
(
δU
ρµ[ναβ]
k+1
)
= 0, such that
δU
ρµ[ναβ]
k+1 = ∂γV
γρµ||ναβ
k , (177)
where V
γρµ||ναβ
k is separately antisymmetric in {γ, ρ, µ} and {ναβ} (the dou-
ble bar || signifies that in general V
γρµ||ναβ
k+1 neither satisfies the identity
V
[γρµ||ν]αβ
k+1 ≡ 0 nor is symmetric under the permutation γ ←→ ν, ρ ←→ α,
µ←→ β). The equation (177) shows that for some fixed ν, α and β, U
ρµ[ναβ]
k+1
pertains to HD−2k+1 (δ|d), that is finally found isomorphic to H
D
k+3 (δ|d) ≃ 0, so
U
ρµ[ναβ]
k+1 is trivial
U
ρµ[ναβ]
k+1 = δW
ρµναβ
k+2 + ∂γS
γρµ||ναβ
k+1 , (178)
with W ρµναβk+2 antisymmetric in both {ρ, µ} and {ν, α, β} and S
γρµ||ναβ
k+1 sep-
arately antisymmetric in {γ, ρ, µ} and {ν, α, β}. Using again the induction
hypothesis, we can assume that W ρµναβk+2 and S
γρµ||ναβ
k+1 are invariant. In order
to reconstruct αk through the homotopy formula (162), we need to com-
pute δL¯
µν|αβ
k+1 by means of formula (175), so eventually we need to calculate
∂ρU
ρµναβ
k+1 . In this respect we use the equation (178) and the identity (that
holds only for a tensor that is separately antisymmetric in its first three and
respectively in its last two indices)
Uρµναβk+1 =
1
6
(
2
(
U
ρµ[ναβ]
k+1 + U
µν[ραβ]
k+1 + U
νρ[µαβ]
k+1 + U
αβ[ρµν]
k+1
)
+U
ρβ[αµν]
k+1 − U
ρα[βµν]
k+1 + U
µβ[ανρ]
k+1
−U
µα[βνρ]
k+1 + U
νβ[αρµ]
k+1 − U
να[βρµ]
k+1
)
, (179)
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and obtain that
∂ρU
ρµναβ
k+1 = δW˜
µναβ
k+2 + ∂ρ∂γ
(
Gµνραβγk+1 + E
µνραβγ
k+1
)
, (180)
where
Gµνραβγk+1 =
1
4
(
S
µνρ||αβγ
k+1 + S
αβγ||µνρ
k+1
)
, (181)
Eµνραβγk+1 =
1
12
(
S
βγ[µ||νρ]α
k+1 + S
γα[µ||νρ]β
k+1 + S
αβ[µ||νρ]γ
k+1
+S
νρ[α||βγ]µ
k+1 + S
ρµ[α||βγ]ν
k+1 + S
µν[α||βγ]ρ
k+1
)
. (182)
Obviously, Gµνραβγk+1 and E
µνραβγ
k+1 are invariant as S
µνρ||αβγ
k+1 is invariant. By
direct handling it can be shown that Gµνραβγk+1 = G
µνρ|αβγ
k+1 and E
µνραβγ
k+1 =
E
µνρ|αβγ
k+1 in the sense that they indeed display the mixed symmetry of the cur-
vature tensor (they are separately antisymmetric in the indices {µ, ν, ρ} and
{α, β, γ} and also symmetric under the interchange {µ, ν, ρ} ←→ {α, β, γ},
although they do not verify in general the Bianchi I identity G
[µνρ|α]βγ
k+1 ≡ 0 or
E
[µνρ|α]βγ
k+1 ≡ 0). Denoting by S˜
µνρ|αβγ
k+1 the term G
µνρ|αβγ
k+1 +E
µνρ|αβγ
k+1 , it is then
obvious that it is invariant and possesses the mixed symmetry of the curva-
ture tensor (in the sense specified in the above). Using the above notation
and inserting (180) in (175), it results that
L¯
µν|αβ
k+1 = δR˜
µναβ
k+2 + ∂ρ∂γS˜
µνρ|αβγ
k+1 . (183)
With the help of (169–172) and (183), the formula (162) becomes
αk = δ
[∫ 1
0
dτ
(
G¯µνk−2C
∗
µν + M¯
µν|α
k−1 η
∗
µν|α + N¯
µν|αβ
k t
∗
µν|αβ
+
(
∂ρ∂γS˜
µνρ|αβγ
k+1
)
tµν|αβ
)]
+ ∂µσ
µ
k . (184)
The last term in the argument of δ can be written in the form(
∂ρ∂γS˜
µνρ|αβγ
k+1
)
tµν|αβ =
1
9
S˜
µνρ|αβγ
k+1 Fµνρ|αβγ + ∂µφ
µ
k+1, (185)
so finally we arrive at
αk = δ
[∫ 1
0
dτ
(
G¯µνk−2C
∗
µν + M¯
µν|α
k−1 η
∗
µν|α + N¯
µν|αβ
k t
∗
µν|αβ
+
1
9
S˜
µνρ|αβγ
k+1 Fµνρ|αβγ
)]
+ ∂µψ
µ
k . (186)
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We observe that all the terms from the integrand are invariant. In order to
prove that the current ψµk can also be taken invariant, we switch (186) to the
original form notation
αDk = δλ
D
k+1 + dλ
D−1
k , (187)
(where λD−1k is dual to ψ
µ
k ). As α
D
k is by assumption invariant and we have
shown that λDk+1 can be taken invariant, (187) becomes
βDk = dλ
D−1
k . (188)
It states that the invariant polynomial βDk = α
D
k − δλ
D
k+1, of form degree D
and of strictly positive antighost number, is d-exact. Then, in agreement
with the Theorem 3.1 in form degree D (see the paragraph following this
theorem), we can take λD−1k (or, which is the same, ψ
µ
k ) to be invariant.
In conclusion, the induction hypothesis for antighost number (k+3) and
form degree D leads to the same property for antighost number k and form
degree D, which proves the theorem for all k ≥ 3 since we have shown that
it holds for k ≥ D + 3. 
The most important consequence of the last theorem is the validity of
the result (148) on the triviality of H inv (δ|d) in antighost number strictly
greater than three.
5 Local cohomology of s, H (s|d)
Now, we have all the necessary tools for the study of the local cohomology
H (s|d) in form degree D (D ≥ 5). We will show that it is always possible to
remove the components of antighost number strictly greater than three from
any co-cycle of HgD (s|d) in form degree D only by trivial redefinitions.
We consider a co-cycle from HgD (s|d), sa + db = 0, with deg (a) = D,
gh (a) = g, deg (b) = D − 1, gh (b) = g + 1. Trivial redefinitions of a and b
mean the simultaneous transformations a→ a+ sc+ de and b→ b+ df + se.
We expand a and b according to the antighost number and ask that a0 is
local, such that each expansion stops at some finite antighost number [26],
a =
∑I
k=0 ak, b =
∑M
k=0 bk, agh (ak) = k = agh (bk). Due to (16), the
equation sa+ db = 0 is equivalent to the tower of equations
δa1 + γa0 + db0 = 0,
...
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δaI + γaI−1 + dbI−1 = 0,
...
The form of the last equation depends on the values of I and M , but we can
assume, without loss of generality, that M = I − 1. Indeed, if M > I − 1,
the last (M − I) equations read as dbk = 0, I < k ≤ M , which imply that
bk = dfk, deg (fk) = D − 2. We can thus absorb all the pieces (dfk)I<k≤M
in a trivial redefinition of b, such that the new “current” stops at antighost
number I. Accordingly, the bottom equation becomes γaI + dbI = 0, so
the Corollary 3.1 ensures that we can make a redefinition aI → aI − dρI
such that γ (aI − dρI) = 0. Meanwhile, the same corollary (see the formula
(143)) leads to bI = dgI + γρI , where deg (ρI) = D − 1, deg (gI) = D − 2,
agh (ρI) = agh (gI) = I, gh (ρI) = g, gh (gI) = g + 1. Then, it follows that
we can make the trivial redefinitions a → a − dρI and b → b − dgI − sρI ,
such that the new “current” stops at antighost number (I − 1), while the
last component of the co-cycle from HgD (s|d) is γ-closed.
In consequence, we obtained the equation sa+ db = 0, with
a =
I∑
k=0
ak, b =
I−1∑
k=0
bk, (189)
where agh (ak) = k for 0 < k < I and agh (bk) = k for 0 < k < I − 1. All ak
are D-forms of ghost number g and all bk are (D − 1)-forms of ghost number
(g + 1), with pgh (ak) = g + k for 0 < k < I and pgh (bk) = g + k + 1 for
0 < k < I − 1. The equation sa+ db = 0 is now equivalent with the tower of
equations (where some (bk)0≤k≤I−1 could vanish)
δa1 + γa0 + db0 = 0, (190)
...
δak+1 + γak + dbk = 0, (191)
...
δaI + γaI−1 + dbI−1 = 0, (192)
γaI = 0. (193)
Next, we show that we can eliminate all the terms (ak)k>3 and (bk)k>2 from
the expansions (189) by trivial redefinitions only.
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Assuming that a stops at an odd value of the pure ghost number, g +
I = 2L + 1, the bottom equation, (193), yields aI ∈ H
2L+1 (γ). Then, in
agreement with the result (30), aI is γ-trivial, aI = γa¯I , where agh (a¯I) = I,
pgh (a¯I) = g + 2L and deg (a¯I) = D. Consequently, we can make the trivial
redefinition a → a − sa¯I , whose decomposition stops at antighost number
(I − 1), such that the bottom equation corresponding to the redefined co-
cycle of HgD (s|d) takes the form γaI−1+ dbI−1 = 0. Now, we apply again the
Corollary 3.1 and replace it with the equation γaI−1 = 0, such that the new
“current” can be made to end at antighost number (I − 2), b =
I−2∑
k=0
bk. In
conclusion, if g+I = 2L+1 is odd, we can always remove the last components
aI and bI−1 from a co-cycle a ∈ H
g
D (s|d) and its corresponding “current” by
trivial redefinitions only.
We can thus assume, without loss of generality, that any co-cycle a from
HgD (s|d) can be taken to stop at a value I of the antighost number such
that g + I = 2L, a =
I∑
k=0
ak, b =
I−1∑
k=0
bk. We consider that I > 3. The last
equation from the system equivalent with sa + db = 0 takes the form (193),
with pgh (aI) = g + I = 2L, so aI ∈ H
2L (γ). In agreement with the general
results on H (γ) (see Subsection 3) it follows that
aI =
(0)
a I + · · ·+
(L)
a I +γa¯I , (194)
where
(i)
a I=
∑
J
αJ,ie
J,i, i = 0, · · · , L. (195)
All αJ,i are invariant polynomials, with
agh (αJ,i) = I, deg (αJ,i) = D, (196)
and eJ,i are the elements of pure ghost number 2L of a basis of polynomials
in Cµν and ∂[αCµ]ν with the D¯-degree equal to i (see the formula (107) with l
replaced by L). Applying γ on (192) and using (193), γ2 = 0 and γd+dγ = 0,
we find that −d (γbI−1) = 0, such that the triviality of the cohomology of d
implies that
γbI−1 + dcI−1 = 0, (197)
where agh (cI−1) = I − 1, pgh (cI−1) = 2L+ 1, deg (cI−1) = D− 2. From the
Corollary 3.1 it follows (as I > 3 by assumption, so I − 1 > 0) that we can
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make a trivial redefinition such that (197) is replaced with the equation
γbI−1 = 0. (198)
In agreement with (198), bI−1 belongs to H
2L (γ), so we can take
bI−1 =
(0)
b I−1 + · · ·+
(L)
b I−1 +γb¯I−1, (199)
where
(i)
b I−1=
∑
J
βJ,ie
J,i, i = 0, · · · , L. (200)
All βJ,i are invariant polynomials, with
agh (βJ,i) = I − 1, deg (βJ,i) = D − 1, (201)
and eJ,i are the elements of pure ghost number 2L of a basis of polynomials in
Cµν and ∂[αCµ]ν with the D¯-degree equal to i. Inserting (194–195) and (199–
200) in (192) and using the fact that all the elements eJ,i are commuting,
together with the relation (88) for bI−1 ∈ H
2L (γ), we get that
L∑
i=0
∑
J
[(
δαJ,i + D¯βJ,i
)
eJ,i + βJ,iD¯e
J,i
]
= γ
(
−aI−1 − bˆI−1 + δa¯I + db¯I−1
)
,
(202)
where bˆI−1 comes from dbI−1 = D¯bI−1 + γbˆI−1. As δαJ,i and D¯βJ,i = dβJ,i
are invariant polynomials, while D¯eJ,i =
∑
J ′ A
J,i
J ′,i+1e
J ′,i+1 (see the formula
(85)), the property (76) ensures that the left-hand side of (202) must vanish
L∑
i=0
∑
J
[(
δαJ,i + D¯βJ,i
)
eJ,i + βJ,iD¯e
J,i
]
= 0. (203)
Using the decomposition (91) and the definitions (92–99), the projection of
the equation (203) on the various values of the D¯-degree becomes equivalent
with the equations
0 : δαJ,0 + dβJ,0 = 0, (204)
1 : δαJ,1 + dβJ,1 + βJ ′,0A
J ′,0
J,1 = 0, (205)
... (206)
L : δαJ,L + dβJ,L + βJ ′,L−1A
J ′,L−1
J,L = 0,
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while the equation (203) projected on the value (L+ 1) of the D¯-degree is
automatically satisfied, D¯1e
J,L = 0, since D¯1∂[αCµ]ν = 0 and e
J,L contains L
factors of the type ∂[αCµ]ν .
From (204) we read that for all J the invariant polynomials αJ,0 belong to
HDI (δ|d). Thus, as we assumed that I > 3 and we know that H
D
I (δ|d) = 0
for I > 3, we deduce that all αJ,0 are trivial
αJ,0 = δλ
D
I+1,J,0 + dλ
D−1
I,J,0, (207)
where all λDI+1,J,0 are D-forms of antighost number (I + 1) and all λ
D−1
I,J,0 are
(D − 1) forms of antighost number I. Applying the result of the Theorem 4.1,
we have that all λDI+1,J,0 and λ
D
I+1,J,0 can be taken to be invariant polynomials,
so all αJ,0 are in fact trivial in H
invD
I (δ|d). Replacing (207) in (204) and
using δ2 = 0 together with δd+ dδ = 0, we obtain that d
(
−δλD−1I,J,0 + βJ,0
)
=
0. As λD−1I,J,0 and βJ,0 are invariant polynomials of strictly positive antighost
number and of form degree (D − 1), by Theorem 3.1 it follows that −δλD−1I,J,0+
βJ,0 = dλ
D−2
I−1,J,0, where λ
D−2
I−1,J,0 are also invariant polynomials for all J , with
agh
(
λD−2I−1,J,0
)
= I − 1 and deg
(
λD−2I−1,J,0
)
= D − 2, so
βJ,0 = δλ
D−1
I,J,0 + dλ
D−2
I−1,J,0. (208)
From (207), we have that
(0)
a I =
∑
J
(
δλDI+1,J,0 + dλ
D−1
I,J,0
)
eJ,0
= s
(∑
J
λDI+1,J,0e
J,0
)
+ d
(∑
J
λD−1I,J,0e
J,0
)
−
∑
J
(
λD−1I,J,0de
J,0
)
.(209)
As deJ,0 =
∑
J ′ A
J,0
J ′,1e
J ′,1 + γeˆJ,0 and γλD−1I,J,0 = 0, we find that
(0)
a I = s
(∑
J
λDI+1,J,0e
J,0
)
+ d
(∑
J
λD−1I,J,0e
J,0
)
−γ
(∑
J
λD−1I,J,0eˆ
J,0
)
−
∑
J,J ′
(
λD−1I,J,0A
J,0
J ′,1e
J ′,1
)
. (210)
Similarly, relying on (208) we deduce that
(0)
b I−1 = s
(∑
J
λD−1I,J,0e
J,0
)
+ d
(∑
J
λD−2I−1,J,0e
J,0
)
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−γ
(∑
J
λD−2I−1,J,0eˆ
J,0
)
−
∑
J,J ′
(
λD−2I−1,J,0A
J,0
J ′,1e
J ′,1
)
. (211)
If we perform the trivial redefinitions
a′I = aI − s
(∑
J
λDI+1,J,0e
J,0
)
− d
(∑
J
λD−1I,J,0e
J,0
)
, (212)
b′I−1 = bI−1 − s
(∑
J
λD−1I,J,0e
J,0
)
− d
(∑
J
λD−2I−1,J,0e
J,0
)
, (213)
and meanwhile partially fix a¯I and b¯I−1 from (194) and respectively (199) to
a¯I =
∑
J
λD−1I,J,0eˆ
J,0 + · · · , (214)
b¯I−1 =
∑
J
λD−2I−1,J,0eˆ
J,0 + · · · , (215)
then (210–211) ensure that the lowest value of the D¯-degree in the decom-
positions of a′I and b
′
I−1 is equal to one. In conclusion, under the hypothesis
that I > 3, we annihilated all the pieces from aI and bI−1 with the D¯-degree
equal to zero by trivial redefinitions only. We can then successively remove
the terms of higher D¯-degree from aI and bI−1 by a similar procedure (and
also the residual γ-exact terms by conveniently fixing the pieces “· · ·” from
a¯I and b¯I−1) until we completely discard aI and bI−1. Next, we pass to a
co-cycle a from HgD (s|d) that ends at the value (I − 1) of the antighost num-
ber, and hence g + I − 1 = 2L − 1 is odd, so we can apply the arguments
preceding the equation (194) and remove both aI−1 and bI−2. This two-step
procedure can be continued until we reach antighost number three. If g + 3
is even we cannot go down and discard a3 and b2, since both H
g+3 (γ) and
HDinv3 (δ|d) are non-trivial. However, if g + 3 is odd, then H
g+3 (γ) = 0, so
we can go one step lower and remove a3 and b2. In conclusion, we can take,
without loss of generality
a = a0 + a1 + a2 + a3, b = b0 + b1 + b2, if g + 3 = 2l, (216)
a = a0 + a1 + a2, b = b0 + b1, if g + 3 = 2l + 1, (217)
in the equation sa + db = 0, where gh (a) = g. Furthermore, the last terms
can be assumed to involve only non-trivial elements from H inv (δ|d).
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6 Conclusion
To conclude with, in this paper we have used some specific cohomological
techniques, based on the Lagrangian BRST differential, to prove that any
non-trivial co-cycle from the local BRST cohomology in form degree D for
a free, massless tensor field tλµν|α, can be taken to stop at antighost number
three, its last component belonging to H (γ) and containing a non-trivial
element from H inv (δ|d). This result is based on various cohomological prop-
erties involving the exterior longitudinal derivative, the Koszul-Tate differ-
ential, as well as the exterior spacetime differential, which have been proved
in detail. The issues addressed in this paper are important from the perspec-
tive of constructing consistent interactions for this type of mixed symmetry
tensor field since it is known that the first-order deformation of the solution
to the master equation is a co-cycle of the local BRST cohomology H0D (d|s)
in form degree D and ghost number zero.
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