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ABSTRACT
Doctor of Philosophy
by Man T. Bui
The key parameters representing the small strain response of geomaterials are the very
small strain shear modulus, Gmax, shear modulus degradation G/Gmax, and damping
ratio. These are also important parameters in the design of foundations where only small
deformation takes place. A review of the literature suggests that shear modulus and
damping ratio at small strain are signiﬁcantly inﬂuenced by void ratio and mean eﬀective
stress. They are also inﬂuenced by other parameters such as conﬁnement time, anisotropy,
number of loading cycles, and OCR, etc. However, there was little evidence in the lit-
erature showing the inﬂuence of particle characteristics on the small strain response of
geomaterials.
In this research the eﬀects of some particle characteristics such as particle size and parti-
cle shape on the small strain response of soils are investigated. Granular materials with
diﬀerent particle shapes, namely glass Ballotini with various diameters, Leighton Buzzard
sand fraction B and E, glass glitter, glass nugget, as well as mixtures of Leighton Buzzard
sand fraction B and 0.1 mm mica, are tested using a ﬁxed-free resonant column apparatus
(RCA).
The test results suggest that particle shape signiﬁcantly inﬂuences the small strain re-
sponse of geomaterials. Both particle form and particle roundness have correlations with
the values of Gmax normalised by a void ratio function, F(e). Normalised Gmax increases
with increasing sphericity and roundness of the particle. At the same void ratio, the
stress exponent, n, elastic threshold strain, γe, and shear modulus degradation, G/Gmax,
for granular materials decrease with an increase in sphericity and roundness. Material
damping ratio also increases with increasing sphericity and roundness.
Particle size was also found to signiﬁcantly inﬂuence the small strain response of glass
Ballotini. At the same void ratio and eﬀective stress, Gmax increases with an increase in
particle diameter. Elastic threshold strain, γe, and G/Gmax also increase with an increase
in particle diameter. In addition, stress exponent, n, and material damping ratio decrease
with increasing particle diameter. It can be concluded that ﬁne soils are more susceptible
to an increment in shear strain and eﬀective stress than coarse soils.
The addition of a small proportion of 0.1 mm mica to Leighton Buzzard sand fraction B
(LBSB) considerably reduces Gmax, even though the void ratios of the mixtures are lower
than those of the sand alone. The stiﬀness reduction of the mixtures of LBSB and 0.1
mm mica can be attributed to the eﬀects of both platy particle shape and ﬁne particle
size of mica.
The eﬀects of particle characteristics on the small strain response of geomaterials can
be explained using the proposed porous discontinuous-solid model. A dry soil elementiii
is assumed to consist of two phases, namely the pore and the discontinuous solid, where
the stiﬀness of discontinuities is represented by a shear wave velocity through the contact
network, Vcontact, which is a function of particle characteristics. Particle size and particle
shape create both macro eﬀects (e.g. eﬀect of void ratio) and micro eﬀects (at the contact
level) on the small strain response of granular materials. The model postulates that an
increase in void ratio will increase travel length, and hence decrease Vs. The model sug-
gests that the macro eﬀect of void ratio on Gmax can be normalised using the theoretical
(universal) void ratio function, F(e) = (1 + e)
−3, which can be applied for both clays and
sands with various void ratio range. And by doing so, the micro eﬀects of particle shape
and particle size can be observed and taken into account using a particle characteristic
coeﬃcient, Cp, which increases with increasing particle diameter, sphericity, and round-
ness.
In addition, during testing relatively stiﬀ specimens using the RCA, equipment compli-
ance was observed, leading to an signiﬁcant underestimation of the natural frequencies of
the specimens. In order to identify the source of compliance and evaluate the inﬂuence
of equipment compliance on the measured data using the RCA, several ﬁnite element
(ABAQUS) models were developed. The numerical analysis results suggest that the stiﬀ-
ness of the drive mechanism, the mass and/or ﬁxity of the test base, and calibration bar
design signiﬁcantly aﬀect the test results. To correct for the eﬀects of system compli-
ance, a new model termed two spring model is developed. The model key parameters
i.e. stiﬀness of the equipment, Kequipment, and mass polar moment of inertia of the drive
mechanism, I0, can be calibrated through testing of a series of aluminium calibration bars.iv
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Introduction
1.1 Background and study objectives
Small strain1 behaviour of geomaterials is one of the important topics in soil mechanics.
Generally, stress-strain relationship of geomaterials is non-linear. However, there is a
narrow range of shear strain (e.g. less than 0.001%), where the relationship is linear.
The ratio of the shear stress to the shear strain at the linear range is termed maximum
shear modulus, Gmax. When the shear strain increases beyond the linear range, damping
ratio increases and the shear modulus, G, decreases. Therefore, the ratio G/Gmax is the
key parameter used for benchmarking the non-linear stress-strain behaviour of soil under
both monotonic and cyclic loading. Based on the isotropic elastic theory, Gmax can be
calculated from shear wave velocity, Vs, propagating in a soil medium with mass density,
ρ, from the following relationship:
Gmax = ρ · Vs
2 (1.1)
In geotechnical design, deformations of some geotechnical structures, such as deep exca-
vation beside existing building, tunnelling, integral bridge abutments, bridge piers, pile
foundations, road, machine foundations (Fig. 1.1), under repetitive and rapidly applied
loads (e.g. dynamic compaction, earthquakes, pile driving, machine vibrations, vehicles,
winds, waves, etc.) must be small. The prediction of the stress-strain response of these
geotechnical structures requires knowledge of the small strain shear modulus of soils.
Therefore, understanding of the parameters inﬂuencing the small strain response of the
geomaterials is crucial.
It is recognised that void ratio and mean eﬀective stress greatly aﬀect the small strain
behaviour of soils. Other parameters aﬀecting the small strain behaviour of soils are in-
herent anisotropy, conﬁnement time, number of loading cycles, cementation/bonding etc.
Overconsolidation ratio signiﬁcantly aﬀects the small strain properties of clay but not
sand.
However, whether or not particle characteristics inﬂuence the small strain behaviour of
1e.g. less than 0.01%.
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geomaterials is still inconclusive. Hardin & Drnevich (1972b); Iwasaki & Tatsuoka (1977);
Menq & Stokoe (2003) gave diﬀerent conclusions on inﬂuences of particle size on Gmax.
Recently, Cho et al. (2006) drew a conclusion that Vs increase with particle regularity,
which was deﬁned as the average of sphericity and roundness; however their observation
could be attributed to the variation in particle size and void ratio.
How and why particle characteristics inﬂuence the small strain behaviour of geomateri-
als is not well understood, e.g. the reasons why stress-strain behaviour of geomaterials
is linear only in a very small region are not clearly known. Contrary to experimental
observations of many researchers, Wood (2007), according to his numerical study, has
suggested that the elastic region may not exist.
More than 40 years ago, Hardin & Richart (1963) suggested that particle shape aﬀects
Gmax only by changing the void ratio range (emax − emin). Hardin & Drnevich (1972b)
classiﬁed particle characteristics (including particle size, particle shape, particle gradation
and mineral composition) as relatively unimportant parameters when measuring small
strain shear modulus. They assumed that particle characteristics caused changes in void
ratio and eﬀective strength envelope. The question is that if the eﬀect of void ratio is
normalised (removed), does particle characteristics inﬂuence Gmax of geomaterials? For
example, are Gmax, shear modulus degradation, and damping ratio of round Ottawa sand
and those of angular crushed quartz at the same void ratio diﬀerent? The results of the
previous studies are ambiguous with regarding this question.
This research, therefore, is aimed at exploring the inﬂuence of some particle character-
istics on the small strain behaviour of granular materials. The goals of the study are to
answers the main following questions:
• If the eﬀect of void ratio is removed, does particle size and particle shape inﬂuence
the small strain response of geomaterials? For example, at the same void ratio
is Gmax of specimens of 1.0 mm and 2.0 mm glass Ballotini is the same? The
Author’s preliminary research results obtained from the ﬁrst studying year showed
that particle shape inﬂuences Gmax of geomaterials. Therefore, further study was
planned and carried on to answer the two following questions:
• How do the particle size and particle shape inﬂuence the small strain response of
geomaterials? For example, is there any correlation between Gmax and particle
sphericity or particle angularity?
• Why do particle characteristics inﬂuence the small strain response of geomaterials?
1.2 Limitation, scope, and views points of the study
In this research, the Stokoe resonant column apparatus (RCA) was used to measure the
small strain properties of granular materials with diﬀerent particle size and shape, i.e.
Glass Ballotini with size ranging from 0.1 mm to 3.0 mm, Leighton Buzzard sand fraction
B (LBSB), Leighton Buzzard sand fraction E (LBSE), 1.0 mm crushed glass nugget, 1.0Chapter 1 Introduction 3
mm platy glass glitter, and mixtures of LBSB and ﬁne (0.1 mm) platy mica2.
Particle characteristics may include particle size, shape, mineral, inter-particle coeﬃcient
of friction, and elastic constants etc. In this research, only eﬀects of particle size and
particle shape were investigated. Eﬀects of other parameters on the small strain response
were out of the scope of this study.
In general, particle shape includes three independent parameters namely, particle form
(e.g. sphericity), particle roundness, and particle roughness. This research did not inves-
tigate the eﬀects of particle roughness due to technical diﬃculties, e.g. lack of a particle
roughness descriptor that is suitable for using with the available measurement technology.
Eﬀects of particle size were investigated via testing specimens of single (mono) size spher-
ical particle (i.e. glass Ballotini) with diﬀerent particle diameters. The reason is that
the packing density of single size spherical particles is generally independent of particle
diameter. Miura et al. (1997); Maeda & Miura (1999); Cubrinovski & Ishihara (2002)
suggest that void ratio range is inﬂuenced not only by particle shape, but also particle
size, gradation, and D50.
Comparison of Gmax of two specimens with diﬀerent particle size and particle shape,
but with the same void ratio will allows the eﬀects of particle size and particle shape on
the small strain behaviour of geomaterials to be assessed. However, Miura et al. (1997);
Maeda & Miura (1999); Cubrinovski & Ishihara (2002) suggest that two geomaterials
having diﬀerent particle shape will have diﬀerent void ratio range (e.g. minimum density
of Leighton Buzzard sand fraction B is higher than maximum density of glass nugget or
glass glitter). Therefore, in this research, the eﬀect of void ratio was normalised by using
the theoretical (universal) void ratio function developed in Chapter 6.
In order to give some explanations into the eﬀects of particle characteristics on the small
strain response of the geomaterials, this study examined the small strain response of soil
from the viewpoint of micro mechanics.
Furthermore, during testing relatively stiﬀ specimens using the Stokoe RCA, certain as-
sumption related to derivation of the analytical solutions is violated, leading to a sig-
niﬁcant error in measurement of shear modulus at small strain. It was largely accepted
that the Stokoe RCA was single-degree-of-freedom (SDOF) torsional vibratory system.
However, due to eﬀects of equipment compliance (e.g. compliance of the driving system,
of the base mass, and base ﬁxity etc.) this was not the case. Results of calibration tests
conducted using aluminium bars (presented in section 3.4.1) show that the measured
resonant frequencies of aluminium calibration bars are considerable lower than their cal-
culated natural frequency. For instance, the measured resonant frequency of aluminium
bar No 4 is about 21 Hz less than the calculated natural frequency. Therefore, several
ABAQUS ﬁnite element models of the RCA were developed and analysed to investigate
the inﬂuence of equipment compliance. The material of each model component is linear
2Chapter ﬁve will present in detail the properties of the materials.Chapter 1 Introduction 4
elastic and the connections between each component are rigid.
Finally, to correct the eﬀects of the equipment compliance, a new mathematical model
named the two spring model, was proposed. The model consists of a spring with ﬁnite
torsional stiﬀness (representing the equipment compliance), kequipment, serially connected
to a spring representing the specimen stiﬀness. The equipment stiﬀness, kequipment, and
the mass polar moment of inertia of the driving system, I0, can be obtained using a new
calibration process presented in Section 4.6.
1.3 Organisation of the thesis
The thesis consists of seven chapters, of which the content can be brieﬂy described as
follows.
Chapter 1 presents a brief background into the small strain response of geomaterials,
eﬀects of particle characteristics on the small strain response, and why the topic is of
interest. The chapter highlights shortcomings in our knowledge regarding the eﬀect of
particle shape and size on the small strain response of geomaterials, as well as the objec-
tives, the viewpoints, the scope and limitation of the study
Chapter 2 provides a literature review on the small strain behaviour of geomaterials. The
chapter presents eﬀects of several parameters, especially particle characteristics, on the
small strain behaviour of the geomaterials. The eﬀects are presented from the viewpoint
of micro-mechanics. This chapter discusses results of previous researchers, and reveals
gaps in our current knowledge. In addition, this chapter reviews several techniques used
to characterise the particle form and the particle roundness of a particle.
Chapter 3 describes the RC testing, which is employed in this research to measure Gmax
and other small strain properties of geomaterials. This chapter reviews theoretical con-
siderations for data reduction, presents calibration results (e.g. the mass polar moment
of inertia of the drive mechanism, the inherent apparatus damping) of aluminium rods,
and address the apparatus compliance issue.
Chapter 4 investigates the eﬀects of system compliance mentioned in Chapter 3 using
numerical simulation. This chapter analyses the eﬀects of each apparatus component e.g.
apparatus stiﬀness, base mass, equipment ﬁxity, and calibration bar design on RC test
results. This chapter proposes a new method for correcting the eﬀects of system compli-
ance.
Chapter 5 describes the properties of the test materials used in this research, particle
characterisation of the test materials, the test procedure, the methodology for specimen
preparation, the apparatus set-up, and the computer program developed for running au-
tomatically a RC test. In addition, this chapter presents typical results of the RC tests
on the materials used.
Chapter 6 presents and discusses the eﬀects of void ratio, eﬀective stress, shear strain,
and especially the eﬀects of particle size and particle shape on the small strain behaviour ofChapter 1 Introduction 5
the test materials. In addition, this chapter proposes a porous discontinuous-solid model
to obtain a universal void ratio function, and uses the model to explain why particle size
and particle shape inﬂuence the small strain behaviour of the geomaterials.
Chapter 7 draws conclusions, gives recommendations, and suggests further areas of
study.Chapter 1 Introduction 6
Figure 1.1: Typical geotechnical structures subjected to small strain under working
loads. (a) Deep excavation near existing building; (b) Machine foundation; (c) Bridge
abutment and road surfaces; (d) Tunnel under existing buildingChapter 2
Literature review
The essentials of particle characteristics (i.e. particle size, particle shape, and mineral
composition), the small strain response of geomaterials, and the key representative pa-
rameters of the small strain response are introduced in this chapter. The eﬀects of some
important parameters, especially the particle size and particle shape, on the small strain
behaviour of geomaterials are focused. The eﬀects are presented from the viewpoint of
micro-mechanics (at particle contact level), which has a strong connection to particle char-
acteristics. The gaps in our current understanding of the eﬀects of the particle size and
particle shape on the small strain response of geomaterials are highlighted. In addition,
the techniques used to characterise particle shape are also reviewed.
2.1 Essentials of particle characteristics
A particle is the fundamental element of geomaterials, and therefore the physical-mechanical
properties of the geomaterials are governed by particle characteristics, such as mineral
composition, size, and shape.
2.1.1 Mineral composition
Mineral composition of a particle is the primary parameter governing many properties
of the particle. For example, mineral composition controls the speciﬁc gravity (Terzaghi
et al., 1996), and the particle elastic constants i.e. Young’s modulus, shear modulus, and
Poisson ratio (Mitchell & Soga, 2005) of a particle. In turn, the elastic constants inﬂuence
contact mechanical properties, such as (Hertz) contact area, contact pressure, and hence
contact compliance etc. Mineral composition is also a key parameter inﬂuencing particle
surface properties such as water adsorption/absorption, and electro-chemical bonding
especially for ﬁne particles such as clay (Mitchell & Soga, 2005). Many researchers (Horn
& Deere, 1962; Skinner, 1969; Koerner, 1970; Procter & Barton, 1974; Frossard, 1979) have
suggested that the particle mineral composition signiﬁcantly inﬂuences the inter-particle
coeﬃcient of friction.
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2.1.2 Particle shape
Shape is the expression of the external morphology of a particle. Barrett (1980) suggested
that particle shape includes three independent properties namely particle form (the over-
all shape or the uniformity of the three orthogonal dimensions, e.g. sphericity), particle
roundness (expressing the curvature of corners and edges of a particle), and surface tex-
ture or particle roughness (Fig. 2.1). In nature, particle form varies over a wide range,
from bulky to platy and/or elongate. It is well established that particle shape is a very im-
portant parameter controlling packing density. Koerner (1970); Holubec & D0Appolonia
(1973); Miura et al. (1997); Cho et al. (2006) and Reddy (2008) have shown that the void
ratio range, emax − emin, is a function of particle form and particle roundness/angular-
ity. Bowden & Tabor (1950), and Moore (1975) have suggested that particle roughness
strongly inﬂuences inter-particle friction. It is recognised that particle shape controls the
fabric of soils (especially for clayey soils), e.g. particle orientations and contact patterns
between particles (face-to-face or edge-to-face) (Mitchell & Soga, 2005).
2.1.3 Particle size
Skinner (1969) shows that the inter-particle coeﬃcient of friction between two spheres
increases with increasing sphere diameter. Lee (1992) suggested that the tensile strength
of two kinds of limestone decreases linearly with particle size (Fig. 2.2). This is due to
the imperfection of natural sand particles. Larger particles are likely to contain more and
larger internal ﬂaws, and hence be more crushable and have lower strength. Mitchell &
Soga (2005) suggested that there is a strong connection between grain size and particle
shape. Particle size gradation also inﬂuences the void ratio range. Miura et al. (1997);
Lade et al. (1998) and Cubrinovski & Ishihara (2002) have suggested that the void ratio
range of a mixture of two diﬀerent sizes is signiﬁcantly aﬀected by the smaller particle-size
fraction.
2.2 Small strain behaviour of geomaterials and inﬂuencing
parameters
2.2.1 Small strain behaviour of geomaterials
The stress-strain relationship of a geomaterial is nonlinear. A typical stress-strain re-
sponse of a geomaterial under both monotonic and cyclic load is presented in Fig. 2.3.
The relationships are described as hysteretic due to energy loss (or damping) during each
stress excursion. In the ﬁgure, the ratio of a shear stress, τ, to a corresponding shear
strain, γ, is termed shear modulus, G. The area within a hysteretic curve is the energy
lost during each stress excursion per unit volume; and the ratio of the energy lost to the
total energy produced during each cycle is termed damping ratio, D. Therefore, shear
modulus and damping ratio are essential parameters representing the small strain be-
haviour of geomaterials.
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Drnevich, 1972b; Kokusho et al., 1982; Shibuya & Tanaka, 1996; Lo Presti et al., 1997;
Stokoe et al., 1999). Fig. 2.4 presents a general strain dependent behaviour of a geomate-
rial. It can be seen that there is a plateau of shear modulus at a small shear strain region
(zone I), which is termed linear elastic region since the damping ratio in zone I is very
small and can be considered equal to zero1. The shear modulus obtained within the linear
elastic region is termed maximum shear modulus, Gmax. The maximum shear modulus
is also termed very small strain shear modulus or initial shear modulus, G0. Outside the
linear-elastic region, G and D are not constant. As shear strain increases, G decreases and
D increases. It is noted that in zone II and zone III2, the strains are fully recoverable (or
hysteretic-elastic), hence behaviour of soils in these zones is called visco-nonlinear elastic
(Mitchell & Soga, 2005). The reason why geomaterials behave linear-elastically only in a
very small region (zone I) is not fully understood. Mitchell & Soga (2005) hypothesised
that the stiﬀness degradation at small strain is due to plastic strains development inside
the yield envelope. However plastic strains are irrecoverable, and this hypothesis, there-
fore, conﬂicts to the previous fact that stress-strain excursions in zone II and zone III are
fully recoverable. Perhaps the elastic region does not exist (Wood, 2007).
The ratio of G (at a certain shear strain level) to Gmax is termed shear modulus degra-
dation or stiﬀness degradation; and a curve expressing the ratio G/Gmax against shear
strain is termed shear modulus degradation curve. It is recognised that the curve is in-
ﬂuenced by many parameters such as mean eﬀective stress, relative density, soil fabric,
number of loading cycles, etc. Seed & Idriss (1970) showed that stiﬀness degradation
curves for a number of sands fall in a relatively narrow range (within the dashed lines in
Fig. 2.5). However, for soils such as cohesive soils or sands subjected to an increase in
mean eﬀective stress, σ0
0, the curves shift to the right; and for loose materials and round
materials under a low eﬀective stress, the curves shift to the left. Hardin & Drnevich
(1972b) showed that no single curve can describe the relationship between G/Gmax and
shear strain, even for cohesionless soils, and that the shear modulus at 0.1% might vary
from 15% to 80% of Gmax. The reduction in shear modulus as shear strain increases is
one of the reasons why the shear moduli obtained from static tests, conducted in the past,
were generally smaller than those measured by seismic or vibration techniques (Hardin &
Drnevich, 1972b; Burland, 1989; Clayton & Heymann, 2001).
2.2.2 Maximum shear modulus, Gmax
Gmax and G/Gmax are very important parameters in design of geotechnical structures,
such as deep excavations beside existing buildings, tunnelling, integral bridge abutments,
bridge piers, pile foundations, roads, machine foundations (Fig. 1.1), of which the defor-
mation is small. Burland (1989) reported that the yield strain (as result of breakdown of
cementation bonds) measured in the ﬁeld, of various types of geotechnical structures, was
small (less than 0.1%). Campanella (1994) suggested that Gmax, shear modulus degrada-
1If the material is linear elastic, the damping ratio is theoretically zero, and the measured damping
(e.g. using a RCA) is considered to be only due to the apparatus damping.
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tion, and damping ratio are the important parameters for evaluating soil response under
dynamic load such as shocks, blasting, dynamic compaction, earthquakes, pile driving,
machine vibrations, vehicles, winds, waves, etc. Under these loads, eﬀects of inertia forces
are accumulated and become signiﬁcant, even if the shear strain is small, since the iner-
tia forces increase proportionally to the square of vibration frequency. Consequently the
fatigue phenomena may occur if the number of repetitions is large (Ishihara, 1996). San-
tamarina & Cascante (1996) and Mitchell & Soga (2005) suggested that Gmax (or shear
wave velocity, Vs) can be employed to assess the state and natural soil structure or quality
of soil samples without altering the soil fabric. Insitu Vs can also be used to indirectly
estimate other soil engineering properties, such as residual undrained shear strength, via
empirical relationships (Campanella, 1994).
2.2.3 Parameters inﬂuencing Gmax
Gmax is inﬂuenced by both soil packing characteristics (e.g. void ratio, structural anisotropy,
OCR, soil fabric, cementation, etc.) and testing environment (e.g. mean eﬀective stress,
conﬁning time, stress anisotropy, number of loading cycles, and etc). To account for the
inﬂuence of these parameters, a number of empirical equations, have been proposed for es-
timating Gmax, and they can be generalised as (Hardin & Blandford, 1989; Jamiolkowski
et al., 1995; Stokoe et al., 1999)
Gmax(ij) = Sij F(e)OCRk σr
1−ni−njσ0
i
niσ0
j
nj (MPa) (2.1)
where
- The i and j subscripts denote the direction of wave propagation and wave polarisa-
tion (particle motion), respectively;
- Sij is dimensionless coeﬃcient for a given soil. It is also termed material constant
(Mitchell & Soga, 2005). It is hypothesised that Sij reﬂects the soil anisotropy
(Hardin & Blandford, 1989), soil fabric (Jamiolkowski et al., 1995; Shibuya et al.,
1997), conﬁnement time (Marcuson & Wahls, 1972), and perhaps particle charac-
teristics (as investigated in the thesis) etc;
- F(e) is a void ratio function;
- OCR is the overconsolidation ratio;
- σ0
i/j (in kPa) is the eﬀective stress applied in the i/j direction, respectively;
- k is an empirical exponent dependent on both plasticity index and void ratio of soil.
For sand, k ≈ 1;
- ni/j is the empirical stress exponents dependent on void ratio, particle size, particle
shape, and degradation, ni ≈ nj;
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For the speciﬁc case where the Gmax of a particular non-cohesive geomaterial is measured
using the RCA, Eq. 2.1 can be rewritten more simply as:
Gmax = Gvh = Svh × F(e) × σr
1−n × σ0
0
n (kPa) (2.2)
where
- The v and h denote the vertical (wave propagation) and horizontal (wave polarisa-
tion) direction, respectively;
- Gvh is the maximum shear modulus in the plan perpendicular to the direction of
wave propagation;
- σ0
0 is the mean eﬀective stress.
2.2.3.1 Mean eﬀective stress
Based on Hertz theory of elastic bodies in contact, Duﬀy & Mindlin (1957) and Duﬀy
(1959) theoretically showed that the shear modulus of close packed arrays of elastic spheres
(i.e. face-centre-cubic and hexagonal-close-packed) is proportional to the cubic root of
eﬀective stress, σ0
0
1/3. This can be explained by the inﬂuence of Hertz contact radius and
Hertz contact pressure, which are also proportional to σ0
0
1/3. However, their experimental
results with steel spheres show that the stress exponent is larger than 1/3 (Fig. 2.6). The
theoretical stress exponent of other regular packing of spheres (Petrakis & Dobry, 1987;
Wang & Nur, 1992) and a random packing of spheres (Walton, 1987; Chang et al., 1991;
Liao et al., 2000) has been shown to be 1/3. However, Cascante & Santamarina (1996)
observed that the stress exponent for high precision steel spheres is slightly lower than
the theoretical value of 1/3. This is possibly due to the compliance of the “SBEL-D1128”
Stokoe RCA used in their research. Priest (2004); Kumar & Clayton (2007); Clayton
et al. (2009) have reported that the compliance of the SBEL Stokoe RCA apparatus
causes signiﬁcant reduction in measured resonant frequency of relatively stiﬀ specimens.
As a result, apparatus compliance leads to a reduction in the stress component.
Experimental work undertaken by many researchers with variety of soils has suggested
that Gmax increases in an exponential manner with σ0
0 (see Eq. 2.2). Table 2.1 shows that
stress exponents, n, in practice varies from 0.40 to 0.62; and a value of 0.5 was proposed
by many researchers3. The greater stress exponents in practice may be due to diﬀerences
in particle characteristics, and hence inter-particle contact properties between theoretical
packing of smooth spheres and a real geomaterial, such as:
• A real soil is more susceptible to eﬀective stress than a packing of spheres. When
subjected to an increase in eﬀective stress, the orientations soil particles may rear-
range, hence the soil density may change, plastic deformations and even crushing
may also happen.
3This is the reason why this value of stress exponent was used in this chapter to normalise the inﬂuence
of σ
0
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• A theoretical packing of smooth spheres may have higher co-ordination number, ¯ Nc,
than a real soil does. ¯ Nc for a real soil is dependent on particle characteristics (e.g.
particle form, angularity, particle roughness, etc.).
• In practice, particle size is not uniform and particle form may not be spherical.
Therefore, the contact area between soil particles and the number of contact per
unit solid volume, ¯ Nv, for a real soil may be considerably diﬀerent from those of a
theoretical packing of spheres. In addition, soil structures/fabric in practice, with
existence of bonding and cementation, are much more complex than a theoretical
packing of smooth spheres.
2.2.3.2 Void ratio
Void ratio, which is directly related to packing characteristics of geomaterials, has a strong
impact on Gmax. Wood (1941) established a porosity-velocity4 relationship. Later, Biot
(1956) developed poro-elastic model for saturated geomaterials. Using Hertz and Mindlin
contact theories, other researchers, such as Walton (1987); Chang et al. (1991); Liao
et al. (2000), have established theoretical relationships between void ratio and Gmax of a
random packing of spheres. However, these relationships do not well represent the eﬀect
of void ratio on Gmax of soils in practice.
Based on experiment, it is recognised that Gmax decreases with an increase in void ratio.
The inﬂuence of void ratio can be taken into account by using an empirical void ratio
function, F(e). Various forms of F(e) have been proposed for various types of soil. They
can be classiﬁed into two groups; hyperbolic functions, and exponential functions (Table
2.1). It is noted that each void ratio function can be applied for a certain soil within a
limited void ratio range. There is no universal void ratio function that can be applied for
all soils over a wide range of void ratios.
The eﬀect of void ratio on Gmax may be partly due to changes in inter-particle contact
properties. It has been shown that co-ordination number, ¯ Nc, strongly depends on void
ratio (Fig. 2.7). McGeary (1961) and Oda (1977) have shown that ¯ Nc for regular packing
of single-size spheres decreases with an increase in void ratio (Table 2.2). Smith et al.
(1929); Field (1963) and Chang et al. (1991) have suggested that ¯ Nc for a random packing
of spheres also decreases with an increase in void ratio. Santamarina & Cascante (1996)
suggested a relationship between the average contact force and the void ratio of a random
packing of spheres. The relationship indicates that an increase in void ratio will increase
the average contact force. The inﬂuence at particle level of void ratio presented above
may be some of the reasons why soil stiﬀness decreases with increasing void ratio, and
why loose materials are more susceptible to shear strain and eﬀective stress than dense
materials.
4Compressional wave velocity, Vp.Chapter 2 Literature review 13
2.2.3.3 Anisotropy
Gmax of cohesive soils is inﬂuenced by anisotropy of both their inherent structure and
stress state. Work done by many researchers (Roesler, 1979; Hardin & Blandford, 1989;
Jamiolkowski et al., 1995; Stokoe et al., 1995; Hight et al., 1997; Pennington et al., 1999;
Kuwano & Jardine, 2002) has shown that Gmax in the direction perpendicular and parallel
to the bedding plane are diﬀerent.
The eﬀects of fabric anisotropy on Gmax have strong connections with particle shape. The
eﬀects are observed to be signiﬁcant for platy/elongate particles (such as mica or clay),
but insigniﬁcant for rotund particles. The form anisotropy of platy particles causes the
anisotropy of soil structure, where the contact area in direction perpendicular to parti-
cle orientation (face-to-face contact) is much larger than that of the direction along the
particle orientation (edge-to-edge or edge-to-face contacts, Mitchell & Soga, 2005). This
causes a signiﬁcant diﬀerence in the magnitude of contact forces for the two directions.
As a result, the anisotropy in contact area and contact force causes anisotropic eﬀects on
Gmax.
2.2.3.4 Overconsolidation ratio
Overconsolidation ratio, OCR signiﬁcantly aﬀects Gmax of clayey soils. Humphries &
Wahls (1968) hypothesise that the eﬀect of OCR on Gmax of Bentonite and Kaolinite is
due to the change of void ratio. Hardin & Black (1969) and Hardin & Drnevich (1972b)
show that Gmax of clayey soils increases with OCR. Kokusho et al. (1982) point out that
the eﬀect of OCR on Gmax of soft clay cannot be explained by the change in void ratio
alone. Shibuya et al. (1992, 1997); Jamiolkowski et al. (1995) conclude that the inﬂuence
of OCR on Gmax of sands is negligible.
The inﬂuence of OCR on Gmax possibly relates to particle characteristics. Clay particles
are very ﬁne, platy, and even elongate. Gmax of clay particles are strongly inﬂuenced
by physical, chemical surface forces (e.g. electro static force at surfaces especially with
the existence of adsorbed water), which are much greater than the particle gravity force
(Terzaghi et al., 1996). Preconsolidation pressure, P0
c, can change particle orientations and
therefore can bring clay particle closer together (reducing void ratio and water content).
The particles tend to rotate more into horizontal position, reducing the number of edge-to-
face contacts, and increasing the number of face-to-face contacts. As results, P0
c changes
the soil fabric, increases the contact area, and increases the surface forces (Terzaghi et al.,
1996). Once the soil is rearranged to a highly structured fabric, the fabric will exist even
when the eﬀective stress is reduced. In contrast, the fabric of an (unbonded) rotund
particle soil does not change (or changes less) due to a change of eﬀective stress.
2.2.3.5 Conﬁnement time
Hardin & Black (1968) and Marcuson & Wahls (1972) showed that G of commercial plastic
kaoline and bentonite increases with an increase in secondary consolidation time, and the
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time phases, namely the initial phase, due to primary consolidation, and the second phase
relating to linear increase in G with logarithm of time. They observed that coarse soils
only reveal the long-term eﬀect, while ﬁne particle soils reveal the eﬀect of both phases,
and expressed the time eﬀect via the following equations:
IG =
∆G
log(t2/t1)
(2.3)
NG =
IG
G1000
(2.4)
where t1, t2 are time after primary consolidation, ∆G is change in shear modulus from t1
to t2, G1000 is shear modulus after 1000 minutes of constant conﬁnement time, and NG
is time normalised shear modulus. Fig. 2.8a shows that the measured NG of NC clays is
from 0.05 to 0.20, higher than that of OC clays (from 0.03 to 0.10), and that of sands is
the lowest (< 0.01 − 0.03).
Anderson & Stokoe (1978) explained that the time eﬀect is due to soil structure rear-
rangement occurred after completion of the primary consolidation. Kokusho et al. (1982)
suggested further that the increase in G during the primary consolidation phase is simply
due to a decrease in void ratio, and the increase of G during the secondary consolidation
phase is possibly due to an increase in plasticity index, which relates to chemical activities
of clay particles.
The time dependent structure rearrangement is thought to have a strong link to particle
characteristics. A packing of rotund sand is relatively stable, and hence less aﬀected by
conﬁnement time. In contrast, the structure of ﬁne and platy particle soils is less stable
than. Fine and platy particles easily rearrange themselves to approach a more stable
structure (e.g. lower void ratio, larger contact area, and stronger bonding, etc.). This hy-
pothesis is supported by the observation of Anderson & Stokoe (1978) and Kokusho et al.
(1982) that ﬁner particles are more aﬀected by conﬁnement time (Fig. 2.8b). Because
of the time eﬀect Anderson & Stokoe (1978) recommended that Gmax of soils should be
compared at similar conﬁnement time.
2.2.3.6 Number of loading cycles
In the elastic region, geomaterials behave linear elastically; hence Gmax is only slightly
aﬀected by number of loading cycles, N. When the shear strain exceeds the elastic
threshold strain, it has been shown that G decreases as N increases (Hardin & Drnevich,
1972b; Bolton & Wilson, 1989; Lo Presti et al., 1993; Stokoe et al., 1995, 1999). Gmax
of cohesive soils are more inﬂuenced by N than cohesionless soils (Hardin & Drnevich,
1972b).
A high number of loading cycles (and hence a high strain rate induced in a specimen
tested using a RCA) perhaps cause a fatigue eﬀect, which may break the bonding between
contacts, decrease the inter-particle friction. Cascante & Santamarina (1996) hypothesised
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in contact stiﬀness during cyclic loading.
2.2.4 Damping ratio, D
Damping ratio, D, is the other key parameter routinely used to represents the small
strain behaviour of geomaterials. Damping or lost energy during vibration leads to a
hysteretic-elastic stress-strain relationship of geomaterials as shown in Fig. 2.9b. Based
on Hertz contact theory, Mindlin & Deresiewicz (1953) and Johnson (1987) deﬁned the
lost energy, ∆Wd, per cycle for two elastic spheres (with the same elastic constants) in
contact subjected to a small tangential oscillating force, T = T0 sin(ωt + ϕ) (Fig. 2.9a),
as follows:
∆Wd =
1
36aµP
×
2 − ν
Ggrain
T0
3 (2.5)
where P is the normal contact force, µ is the inter-particle frictional coeﬃcient, a is
the Hertz contact radius, Ggrain and ν are the shear modulus and Poisson’s ratio of the
particle, respectively. D deﬁned as the ratio of the lost energy to the total work-done,
Wd, can therefore be estimated by:
D =
∆Wd
Wd
=
∆Wd
2π T0 δ0
=
1
36aµP
×
2 − ν
Ggrain
×
T0
2
2π δ0
(2.6)
The tangential vibratory compliance amplitude, δ0 (Fig. 2.9a), can be estimated by
(Mindlin & Deresiewicz, 1953; Johnson, 1987):
δ0 =
3µP
8a
(
2 − ν
Ggrain
)
h
1 − (1 − kT)2/3
i
(2.7)
where kT =
T0
µP
is the ratio of the tangential force amplitude and the frictional force.
Substituting Eq. 2.7 into Eq. 2.6 leads to:
D =
kT
2
27π
×
1

1 − (1 − kT)2/3 (2.8)
Eq. 2.8 is valid for a small tangential force (kT < 1). Eq. 2.8 shows that D at small
strain is proportional to the square of the tangential force (kT
2). In other words, D at
small strain is proportional to the square of tangential compliance (or shear strain). It is
necessary to establish the explicit relationship between damping ratio and shear strain.
The shear strain can be deﬁned as the ratio of the vibration amplitude to the diameter
of the sphere (Fig. 2.9a), therefore:
γ =
δ0
d
=
3µP
8ad
(
2 − ν
Ggrain
)
h
1 − (1 − kT)2/3
i
(2.9)
Rearrangement of Eq. 2.9 yields the relationship between shear strain and tangential
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kT = 1 −

1 −
8ad
3µP
×
Ggrain
2 − ν
× γ
3/2
(2.10)
Equations 2.5 to 2.10 explicitly indicate that (i) the small strain damping ratio5 of
two spheres in contact is a function of shear strain, and (ii) at a certain shear strain, the
damping ratio is dependent on the sphere characteristics (elastic constants, inter-particle
frictional angle, diameter), the normal contact force, and the Hertz contact radius. These
equations are employed to predict D of the two spheres in contact (subjected to an small
oscillating tangential force) at diﬀerent shear strain, diﬀerent contact force (or contact
pressure), diﬀerent inter-particle frictional angle, and diﬀerence sphere diameter. The
results presented in Fig. 2.10 to Fig. 2.13 clearly show that:
• D at small strain decreases with an increase in contact force (Fig. 2.10). The
increase in contact force will increase the Hertz contact area, the contact pressure,
and hence the friction strength. The increase in friction strength will restrict the
compliance (and restrict the stick-slip motion) and therefore less energy loses.
• D at small strain decreases with an increase in inter-particle friction angle (Fig.
2.11).
• At the same contact force, D increases with an increase in diameter of the spheres
(Fig. 2.12), since the Hertz contact pressure is inversely proportional to d2/3. When
the diameter increases, the contact pressure decreases, and hence the more energy
is lost. Fig. 2.13 shows that at the same contact pressure, D is independent of
diameter of the sphere.
• D increases with an increase in shear strain, suggesting that the plateau of damping
is theoretically non-existent. Fig. 2.10 to 2.13 indicate that the material damping
is very small at small shear strains (e.g. D increases from 0.002% to 0.02% when
γ increases from 10−5% to 10−4%). The instrumentation accuracy, which is signiﬁ-
cantly reduced at small strains due to background noise eﬀects, is unable to detect
the small variation (from 0.002% to 0.02%) in damping. This suggests that, in the
linear elastic region, D measured in practice is only due to the apparatus damping,
which is caused by back EMF (Stokoe et al., 1995; Meng & Rix, 2003; Cascante
et al., 2003; Wang et al., 2003), and ﬁxity of apparatus equipment (Avramidis &
Saxena, 1990; Cascante et al., 2003).
It has been observed that the pattern of increase in damping ratio with shear strain
strongly links to the pattern of decrease in shear modulus. A few attempts have been
make to establish relationship between D and G/Gmax (e.g. Hardin & Drnevich, 1972a;
Tatsuoka et al., 1978) (Fig. 2.14a). For example, the theoretical hyperbolic model (e.g.
5It will be noted that the damping ratio estimated using Eq. 2.7 is sometime termed hysteretic damping
ratio (e.g. Tatsuoka et al., 1978; Isenhower et al., 1987). It is twice the loss coeﬃcient (Ishihara, 1996).
It is proved that hysteretic damping ratio and viscous damping, estimated from logarithmic decrement,
D =
2π δ
4π2 + δ2, is theoretically identical (Kramer, 2003).Chapter 2 Literature review 17
Ishihara, 1996) shows that:
D =
4
π (1 − G/Gmax)

1 +
G/Gmax
1 − G/Gmax
ln(G/Gmax)

−
2
π
(2.11)
Relationship 2.11 is plotted in Fig. 2.14b. It can be seen that relationship 2.11 lies within
the experiential data (Fig. 2.14a) in small strain range, suggesting that D is inﬂuenced
by parameters that inﬂuence G/Gmax. Hardin & Drnevich (1972a) suggested that D at
a given strain level is signiﬁcantly inﬂuenced by mean eﬀective stress, void ratio, and
number of loading cycles. The eﬀect of number of loading cycles on D is more signiﬁcant
at medium to large strain (Tatsuoka et al., 1978). Lo Presti et al. (1997) conclude that
D is considerably inﬂuenced by shear rate (or frequency). Seed et al. (1986) observed
that D of gravels and sands at medium to large strain (≥ 10−2%) are similar, leading to
the conclusion that D is not aﬀected by particle size. Eﬀects of other parameters such as
particle shape, soil structure, OC R, (Hardin & Drnevich, 1972a), degree of saturation,
specimen preparation (Tatsuoka et al., 1978), stress history (Tatsuoka et al., 1979) on D
are insigniﬁcant.
In the literature, there were diﬀerent conclusions about the eﬀect of void ratio on D.
Contrary to Hardin & Drnevich (1972a), Tatsuoka et al. (1978) and Seed et al. (1986)
suggested that the inﬂuence of void ratio on D is insigniﬁcant. This discrepancy may be
attributed to the diﬀerence in damping mechanisms at diﬀerent strain levels. Tatsuoka
et al. (1978) and Seed et al. (1986) measured D at medium to larger strain levels (> 10−2%,
Fig. 2.15), where the damping is caused by particle sliding and structure destruction, etc.
In contrast, Hardin & Drnevich (1972a) measured D at small strain level, where damping
is due to the stick-slip motion of particles in contact6. Thus, D at small strain is inﬂuenced
by micro behaviour at contact, which links to void ratio (see section 2.2.3.2).
2.3 Eﬀects of particle characteristics on small strain be-
haviour of particulate materials
2.3.1 Eﬀect of particle shape on Gmax
Hardin (1961) observed that shear wave velocity, Vs, of Ottawa sand and crushed quartz
sand linearly varied with void ratio, and that Vs in dense crushed quartz was similar
to that in loose Ottawa sand (Fig. 2.16). The particle size of both materials was the
same i.e. fraction No20 - No30. The results led to the conclusion that Vs at Dr = 100%
might be diﬀerent for two sands, however at the same void ratio Vs was similar. Hardin
(1961) suggested that particle shape aﬀected Vs through void ratio; the void ratio of the
crushed quartz sand (extremely angular grain) was greater than that of Ottawa sand
(rotund grain), causing Vs to be lower in the angular material. Hardin & Richart (1963)
and Hardin & Drnevich (1972b) conﬁrmed that the inﬂuence of particle characteristics
6At small strain, the tangential force at contact between two particles is much smaller than frictional
force (Mindlin & Deresiewicz, 1953).Chapter 2 Literature review 18
on Gmax was only to change the void ratio range, and classiﬁed particle characteristics as
relatively unimportant parameters for soil modulus.
Iwasaki & Tatsuoka (1977) supported the premise that particle shape did not aﬀect Gmax,
provided that the eﬀect of void ratio was taken into account. They performed RC tests
on a few sands with diﬀerent coeﬃcients of uniformity, Cu and medium particle size, D50.
They suggested that shear moduli of sand at small and medium strain levels could be
expressed by the following empirical equation without considering the particle size and
particle shape
G = A(γ).B.
(2.17 − e)2
1 + e
pm(γ) (2.12)
where A(γ), m(γ) were functions of shear strain γ; and B is a parameter, which was
determined irrespectively of eﬀective stress, shear strain, and void ratio.
Gmax of various geomaterials including bentonite (Humphries & Wahls, 1968), soft clays
(Kokusho et al., 1982), kaolinite clays (Humphries & Wahls, 1968; Hardin & Black, 1968),
silt (Hardin & Drnevich, 1972b), and sands (Hardin & Richart, 1963; Hardin & Drnevich,
1972b; Lo Presti et al., 1993; Robertson et al., 1995; Lo Presti et al., 1997) have been
collected from the literature and plotted in Fig. 2.17. To remove the eﬀect of σ0
0, they
were normalised by σ0
0
0.5, and plotted versus void ratio in Fig. 2.18. The ﬁgure shows
that Gmax decreases with an increase in void ratio. However, where the void ratios of
diﬀerent soils overlap (e.g. at e = 0.8), the small strain shear moduli are quite variable,
and hence could not be predicted via void ratio alone.
Santamarina & Cascante (1998) prepared two specimens using metal spheres with diﬀerent
degrees of surface roughness, namely the mild rust and the rusted. They showed that Vs
reduces with increasing surface roughness and the damping of the rusted specimen was
stress independent. However, their evidence was limited, with only two specimens. Vs
of the smooth metal spheres was not presented in the publication. Their test results
indicated that Vs of the mild rust and the rusted specimen at 100 kPa are approximately
270 m/s and 140 m/s respectively. The corresponding Gmax of the mild rust specimen (e
= 0.61) is 354MPa, nearly four time higher than that of the rusted specimen (e = 0.62).
A previous publication (Cascante & Santamarina, 1996, Fig. 1a p.833) showed that Vs
of the smooth steel spheres (D = 3.18 ± 0.00254mm) at a lower void ratio (e = 0.60) is
similar to that of the mild rust spheres (Vs = 270m/s). This suggests that the method
they used to rust the spheres might produce a weak material at the surfaces of the rusted
spheres. The weak material at the surfaces causes a low contact stiﬀness or high contact
compliance, and hence a lower Vs.
Data on the Gmax of Toyoura and Quiou sands measured by Lo Presti et al. (1997) using a
RCA under an eﬀective stress of 100 kPa are collected and plotted versus void ratio in Fig.
2.19. The graph shows that at the same void ratio Gmax of round Toyoura quartz sand is
higher than that of sub-angular carbonate Quiou sand. Considering Gmax as a function
of eﬀective stress, Lo Presti et al. (1997) observed a large stress exponent, n, (see Eq.
2.1) for Quiou sand (n = 0.62) compare to that for Toyoura sand (n = 0.45). Lo Presti
et al. (1997) hypothesised that the diﬀerence in stress exponent between Toyoura sandChapter 2 Literature review 19
and Quiou sand may be due to the diﬀerence in particle roundness, particle mineralogy
and coeﬃcient of uniformity, Cu.
Recent research has shown that the eﬀect of particle shape on soil stiﬀness has been
more widely recognised. Clayton et al. (2004) observed a considerable reduction in the
undrained Young’s modulus (at medium strain and large strains) for a coarse rotund
particulate material mixed with a small quantity of ﬁne mica, even though the void ratio
of the mixture was lower than that of the coarse material alone. Chang & Heymann (2005)
measured Vs of gold tailings that consisted of rotund particles and ﬁne platy particles,
using bender elements. The relatively low small strain stiﬀness of gold tailing (Fig. 2.18)
could be attributed to the platy shape of the gold tailing particles7.
Cho et al. (2006) suggested relationships between particle characteristics (i.e. roundness,
sphericity, and regularity8) and Vs for some natural and crushed sands by using the
relationship (proposed by Hardin & Richart, 1963):
Vs = α(
σ0
0
1 kPa
)
β
(2.13)
where α was deﬁned as Vs at 1.0 kPa and β (β = n/2) was the stress exponent reﬂecting
the sensitivity of Vs to σ0
0 in the polarisation plane (Cho et al., 2006). Their data suggested
that there were correlations between α, β and particle shape, leading to the conclusion
that small strain stiﬀness decreased with increasing irregularity.
However, re-evaluation of the data of Cho et al. (2006) shows that the correlations between
Vs, at two arbitrary values of σ0
0 (such as 100 kPa and 400 kPa) and particle shape are
limited (Fig. 2.20). The small coeﬃcients of determination (R2 = 0.3295 at 100 kPa
and R2 = 0.1054 at 400 kPa) as shown in Fig. 2.20c indicate a poor correlation between
particle regularity and Vs. It is also diﬃcult to conclude that there is a correlation between
roundness and Vs. It can be seen in Fig. 2.20a that Vs increases with roundness smaller
than 0.2, however ﬂuctuates with larger degrees of roundness. Similarly, values of Vs do
not tend to increase with sphericity. In fact, Fig. 2.20b even shows that Vs, at 400 kPa,
decreases with sphericity.
It is noted that Cho et al. (2006) did not take into account the variation in particle size.
The D50 of the materials used by Cho et al. (2006) varied from 0.15 to 0.6. In addition,
the observation (α and β are functions of particle shape) of Cho et al. (2006) may not be
attributable to particle shape but instead to variations in void ratio. This argument could
not be substantiated as the void ratios of the soils in their test were unknown9. Hardin &
Richart (1963) suggested that α is a linear function of void ratio; α = 50.95(2.973−e). It
is also shown that the stress exponent, β, is also a function of void ratio (Clayton et al.,
2005).
7Chang & Heymann (2005) also showed that values of normalised Vs of the gold tailing were higher
than those of clays. However, their calculation of normalised Vs of clays may be wrong. The normalised
Vs of clays with void ratio less than 0.8 should be much higher. In addition, Vs of the gold tailing could
be underestimated.
8Deﬁned by Cho et al. (2006) as the average of sphericity and roundness.
9Void ratios of the sands are not available in the publication.Chapter 2 Literature review 20
More recently, Lee et al. (2007) mixed Ottawa sand with diﬀerent mica percentages and
various mica-to-sand size ratios (Lmica/Dsand). Based on the test results obtained from
a conventional oedometer cell equipped with bender elements, they suggested that as the
mica content increases (in mixtures with Lmica/Dsand ≥ 1), Vs decreases, and becomes
more susceptible to eﬀective stress (Fig. 2.21). However, the eﬀect of void ratio was
not taken into account. In addition, the size of the mica was relatively high compared
to that of the sand (Lmica/Dsand = 0.33, 1, 3). Due to bridge packing of the mica, the
void ratios of the mixture signiﬁcantly increased (Fig. 2.22). In this case, the eﬀect
of particle shape on Vs could be attributed to the changing void ratio as suggested by
Hardin (1961); Hardin & Richart (1963); Hardin & Drnevich (1972b). The susceptibility
of eﬀective stress in this case could also be attributed to the change in void ratio, since
mica is extremely deformable material; The more mica is added, the higher the void ratio
of the mixtures, and hence the more volume changes as the eﬀective stress increases.
Therefore, in qualifying the eﬀect of particle shape on Gmax, the eﬀect of void ratio must
be taken into account.
2.3.2 Eﬀect of particle size on Gmax
Hardin & Drnevich (1972b) suggested that the particle size aﬀects Gmax of sands only
through inﬂuencing the void ratio. They explained that ﬁne soils are more porous than
the coarse soils. Iwasaki & Tatsuoka (1977) supported the premise that the eﬀect of
particle size on Gmax was only to change void ratio. They measured Gmax of clean sands
with diﬀerent particle size and gradation, and used Eq. 2.12 to express the Gmax of the
sands. Based on the fact that the B parameter was independent of D50 (Fig. 2.23), they
suggested that Gmax was independent of particle size (because void ratio had been already
accounted for via using the void ratio function in Eq. 2.12).
Ishihara (1996) collected Gmax values for various sands and gravels with diﬀerent particle
size and plotted them against void ratio (Fig. 2.24). The diﬀerence in Gmax was suggested
to be due to diﬀerent types of gravel. The results presented also suggest that Gmax is
possibly inﬂuenced by particle size (e.g. Gmax of crushed rocked > Gmax of gravel > Gmax
of sandy gravel). Menq & Stokoe (2003) tested gravely soils with diﬀerent coeﬃcients of
uniformity, Cu, and mean particle sizes, D50 using a large scale RCA. They showed that
Gmax increases with an increase in D50 and Cu. However, the eﬀect of void ratio on Gmax
was not taken into account in their observation.
2.4 Particle shape characterisation
2.4.1 Characterisation of particle roundness
Wadell (1932) deﬁnes Roundness (cf. angularity) as the ratio of the average radius of
corners and edge to the radius of the maximum inscribed circle (Fig. 2.1). Even though
Wadell (1932) suggested that roundness is a 3D term, it is often considered as a 2D
parameter due to the fact that sand grains under a microscope are naturally arrangedChapter 2 Literature review 21
in such a manner that their maximum projected areas are visible and photographed to
obtain 2D images for analysis. Based on this concept, Powers (1953); Krumbein & Sloss
(1963) developed visual charts for estimating roundness.
Lees (1964) argued that Wadell’s roundness might not be applicable to crushed rock
particles and proposed angularity number deﬁned as:
Angularity number =
X (180 − α)x
R
(2.14)
where r was the radius of the largest inscribed circle, x is a distance between the centre of
the largest inscribed circle and a corner tip, and α is the angle of the corner (Fig. 2.25).
Angularity number may be a better estimation of roundness than the visual charts (Pow-
ers, 1953; Krumbein & Sloss, 1963) which are subjected to personal judgment and limited
to the number of categories (in the visual charts). However, in practice it is diﬃcult to
determine the centre of the largest inscribed circle.
Vallejo (1995) employed the concept of fractal theory (Mandelbrot, 1977) to analyse a
particle outline and suggested that a particle outline can be represented by a fractal di-
mension. The fractal analysis method has the advantage of objectivity in that computer
software can be used to estimate the fractal parameters. However, the fractal analysis
is less sensitive to the particle morphology (Sukumaran & Ashmawy, 2001) as it mainly
measures the texture rather than the roundness of a particle. Therefore, Bowman et al.
(2001) suggested that it should be used in combination with other methods to compre-
hensively deﬁne the particle roundness.
An alternative method of 2D particle shape characterisation is Fourier analysis proposed
by Ehrlich & Weinberg (1970). The concept of Fourier analysis is that each point in the
particle outline can be represented by a vector
− →
R with the radius R and the angle θ.
The combination of all the vectors will provide the perimetric proﬁle resembling a wave
form that can be represented in term of Fourier series (Fig. 2.26). One problem of this
method is that a radius may intersect the outline twice. Thus highly irregular perimeters
containing ‘re-entrant’ angles (where the particle proﬁle ‘doubles back’ upon itself, such
as concave shell-like particles) cannot be analysed (Clark, 1981). However, this problem
can be overcome by Fourier descriptor method suggested by Bowman et al. (2001).
With the recent development of digital image analysis techniques, many researchers (Wil-
son et al., 1997; Yudhbir & Abendizadeh, 1991; Sukumaran & Ashmawy, 2001; Alshibli
& Alsaleh, 2004) have developed diﬀerent methods for evaluating angularity. One of the
simplest indicators is roundness index, Rn, deﬁned as the square of the ratio between the
perimeter of a circle with the same area of the particle and the particle perimeter (Wilson
et al., 1997)
Rn =

 

π ×
r
4A
π
p

 

2
=
4πA
p2 (2.15)
where A and p are the area and perimeter of the 2D particle image, respectively. RnChapter 2 Literature review 22
is equal to 1.0 for a circle, and less than 1.0 for increasingly angular particles. The
roundness index is largely used for quantifying angularity of rock aggregates. However,
improvements in computing and image analysis software has allowed roundness index be-
ing used for sands.
Some of the advantages of roundness index are its simplicity and eﬀectiveness. It is ap-
parently that when the angularity of a particle increases, the 2D particle area decreases
and the particle perimeter increases, resulting in a decrease in roundness index calcu-
lated using Eq, 2.15. Reddy (2007) suggested that roundness index can well diﬀerentiate
angularity of various irregular geometry shapes (Fig. 2.27).
2.4.2 Characterisation of particle form
The concept of true sphericity, a 3D descriptor of particle shape, was ﬁrst suggested by
Wadell (1932). True sphericity, denoted as ψ, is deﬁned as the ratio of the surface area of
a particle to the surface area of a sphere of the same volume. When dealing with particles
in suspension, true sphericity is very important since the settling velocity of a particle
is related to it (Wadell, 1932). Due to the diﬃculty in measuring surface area, the ratio
of the volume of a particle to the volume of the circumscribing sphere is preferred. The
cubic root of this ratio is termed operational sphericity (Wadell, 1933). In other words,
Wadell’s operational sphericity is the ratio of the equivalent diameter, d,10 to the largest
diameter, L, of a particle.
Krumbein (1941) assumed a particle to be a triaxial ellipsoid having three diameters,
namely the largest, L, the intermediate, I, and the shortest, S, and proposed (Krumbein’s)
operational sphericity, ψo, calculated as:
ψo =
3
s
(π/6)L × I × S
(π/6)L3 =
3
r
I × S
L2 (2.16)
Corey (1949) reasoned a particle generally fall with its largest projected area normal to the
direction of motion, and therefore ﬂatness is the shape factor having the most signiﬁcance
to the falling velocity of a particle. He combined the two ﬂatness ratios S/L and S/I to
form shape factor:
CSF =
r
S
L
×
S
I
=
S
√
L × I
(2.17)
This shape factor is used by hydraulic engineers to express the eﬀect of shape on settling
velocity and it is termed Corey’s shape factor, CSF, (Blatt et al., 1980). CSF has been
shown to have good correlation with the settling velocities of particles (Corey, 1949; Di-
etrich, 1982). CSF is also the square root of the ratio between the cross section of the
maximum inscribed sphere and the maximum projected area of a particle. Therefore,
CSF can be considered as a sphericity index.
Aschenbrenner (1956) suggested that a particle could be better approximated to a tetrakaideka-
10The diameter of the sphere having the same volume.Chapter 2 Literature review 23
hedron, a solid with 14 plane faces, than an ellipsoid. The reasons given were that the
shape can be handled mathematically, and sedimentary sand grains do not have smooth
surfaces like an ellipsoid. Applying the original concept of true sphericity given by Wadell
(1932), Aschenbrenner (1956) proposed working sphericity, ψw, deﬁned as:
ψw = 12.8
3 p
p2q
1 + p(1 + q) + 6
p
1 + p2(1 + q2)
(2.18)
where p is the ratio of the smallest to the intermediate diameter, and q is the ratio of the
intermediate to the largest diameter.
Sneed & Folk (1958) claimed that Wadell’s sphericity does not correctly express the dy-
namic behaviour of particles in a ﬂuid. An ellipsoid has a tendency to orient itself with
the maximum projected area normal to the ﬂow. Hence, the drag force on an ellipsoid is
proportional to the maximum projected area. Therefore, they proposed maximum pro-
jection sphericity, ψp, deﬁned as the cubic root of the ratio between the projected area of
the inscribing sphere and the maximum projected area of a particle:
ψp =
3
s
S2
L × I
. (2.19)
Maximum projected sphericity shows a better linear correlation with observed settling
velocities than does Wadell’s operational sphericity (Sneed & Folk, 1958; Krumbein &
Sloss, 1963). However, this deﬁnition is similar to that of Corey’s shape factor (Eq. 2.17).
In addition, Sneed & Folk (1958) set up a triangular diagram for representation of particle
shape.
Other form descriptors have also been suggested such as elongation (the ratio of the
intermediate to the largest length), ﬂatness (the ratio of the smallest to the largest length)
(Zingg, 1935)11, shape factor F =
L × S
I2 (Aschenbrenner, 1956), and normalised shape
factor (Sukumaran & Ashmawy, 2001) etc.
Recently Reddy (2008) argued that the above methods might not be applicable to small
and platy particles such as mica or glass glitter due to the diﬃculty in measuring the
smallest dimension. To overcome the problem, he assumed a particle to be a scalene
ellipsoid with equivalent volume. From this the smallest dimension of the particle can be
indirectly estimated if the average volume of the particle can be measured12. The new
form descriptor, named Scalene Ellipsoid Equivalent Sphericity (SEES), is deﬁned as the
ratio of the smallest length to the largest length. The meaning of this ratio is similar to
that of the ﬂatness ratio. SEES is good for diﬀerentiating platy particles.
Fig. 2.28 illustrates the sphericity of two simple geometric solids (i.e. a cylinder and
an ellipsoid) obtained using the above concepts. It can be seen that the various form
descriptors gives somewhat similar values of sphericity for bulky particles. However, the
11Cited in Krumbein (1941); Aschenbrenner (1956).
12Instead of measuring the volume of one sand particle, the volume of a number of a certain particles
with similar grain size is measured. Then the average volume is estimated from the number particles.Chapter 2 Literature review 24
values of sphericity for elongated and platy particles given by diﬀerent descriptors are
considerably diﬀerent. Operational sphericity and true sphericity are less sensitive to
the ﬂatness and therefore do not well diﬀerentiate platy particles. SEES is suitable
for symmetric particles, but not for asymmetric particles (Fig. 2.28b), since it ignores
the intermediate length. Maximum projection sphericity can be used to diﬀerentiate
platy particles; however it overestimates the sphericity of elongated particles. CSF may
overcome the disadvantages of the others. For elongated particles (see the left hand side
of Fig. 2.28a), CSF somewhat agrees with working sphericity and operational sphericity.
More over, CSF is sensitive to particle ﬂatness, and hence can be used to diﬀerentiate
particles with small diﬀerence in ﬂatness.
2.5 Summary
• The small strain response of geomaterials can be described by stress-strain hysteretic
loops, of which maximum shear modulus, Gmax, shear modulus degradation as a
function of shear strain, G/Gmax, and damping ratio, D, are the main representative
parameters. They are also the key parameters in design of soil structures with small
deformations under rapid and repetitive loads.
• Void ratio and mean eﬀective stress signiﬁcantly aﬀect the small strain response of
soils. The eﬀect of void ratio can be taken into account using a void ratio function.
Many empirical void ratio functions have been proposed. However, they can only be
applied for certain soils over a narrow void ratio range. Other parameters aﬀecting
the small strain behaviour of soils are inherent anisotropy, conﬁnement time, number
of cyclic loadings, particle characteristics, OCR, and cementation/bonding etc.
• Particle characteristics (e.g. particle shape, particle size and mineral composition),
are fundamental to the behaviour of soils. They control many soil parameters such
as void ratio range (emax−emin), soil fabric, particle strength, inter-particle friction,
contact force, contact area, and co-ordination number etc.
• Hardin (1961); Hardin & Richart (1963); Hardin & Drnevich (1972b); Iwasaki &
Tatsuoka (1977) suggested that particle size and particle shape was an unimportant
parameter for Gmax. They suggested that particle shape and particle size inﬂuences
Gmax through changing void ratio range, and when a void function F(e) was taken
into account, particle size and particle shape could be ignored. Recently, Cho et al.
(2006), despite the variation in void ratio and particle size, suggested that particle
shape was an important parameter inﬂuencing Gmax. These diﬀerences in whether
particle characteristics inﬂuence Gmax may be due to the fact that each researcher
focused on a single parameter without considering other parameters.
Therefore, a full assessment of the roles of particle characteristics on the small strain
behaviour is essential.Chapter 2 Literature review 25
Table 2.1: Various void ratio functions and stress exponents (modiﬁed from Mitchell &
Soga, 2005)
References soils void ratio F(e) n
Hardin & Richart (1963) Ottawa sand 0.37-0.78
(2.174 − e)
(1 + e)2 0.5
Crushed quartz 0.63-1.26
(2.973 − e)
(1 + e)2 0.5
Hardin & Black (1966) Ottawa sand NA
(2.174 − e)
(1 + e)2 0.5
Crushed quartz NA
(2.973 − e)
(1 + e)2 0.5
Hardin & Black (1968) NC Kaolinite 0.76-0.9
(2.973 − e)
(1 + e)2 0.5
Hardin & Black (1969) Various soils 0.59-1.98
(2.973 − e)
(1 + e)2 0.5
Hardin & Drnevich (1972b) Various soils 0.57-0.98
(2.973 − e)
(1 + e)2 0.5
Marcuson & Wahls (1972) Kaolinite 1.1-1.31
(2.973 − e)
(1 + e)2 0.5
Bentonite 1.61-2.48
(4.4 − e)
(1 + e)2 0.5
Kokusho et al. (1982) NC clay in Japan 1.73-3.86
(7.32 − e)
(1 + e)2 0.6
Athanasopoulos & Richart (1983) Powdered kaolinite clay 0.9-1.2 (0.3 + 0.7e
2)
−1.361 0.49
Lo Presti et al. (1993) Ticino sand 0.61-0.80
(2.27 − e)
(1 + e)2 0.43
Jamiolkowski et al. (1995) Panigaglia Clay 1.4-1.8 e
−1.3 0.5
Pisa Clay 0.8-1.8 e
−1.43 0.44
Garigliano 0.9-1.2 e
−1.11 0.58
Fucino 1.6-3.0 e
−1.52 0.40
Montalvo di Castro 0.6-0.8 e
−1.33 0.40
Avezzano 1.0-1.8 e
−1.27 0.46
Shibuya & Tanaka (1996) Insitu slight OC clay 1.3-4.5 e
−1.5 0.5
Shibuya et al. (1997) Natural sediment 1.0-6.0 (1 + e)
−2.4 0.5
Lo Presti et al. (1997) Toyoura 0.81-0.98 e
−1.3 0.45
Quiou sand 0.84-1.18 e
−1.3 0.62
Wichtmann & Triantafyllidis (2004) ﬁne, medium sands 0.57-0.76
(1.46 − e)
(1 + e)2 0.42Chapter 2 Literature review 26
Table 2.2: Co-ordination number for various regular packing of spheres
Systematic arrangement Nc solid volume void ratio
simple cubic 6
π
6
0.910
body-centred-cubic (orthorhombic) 8
π
3
√
3
0.654
Tetragonal 10
2π
9
0.432
face-centred-cubic 12
π
3
√
2
0.350
close packed hexagonal (Rhombohedral) 12
π
3
√
2
0.350Chapter 2 Literature review 27
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Figure 2.1: Particle shape terminology (modiﬁed after Barrett, 1980)
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Figure 2.2: Relationship between tensile strength and particle size (Lee, 1992)Chapter 2 Literature review 28
Figure 2.3: Monotonic and cyclic stress-strain relationships (redrawn after Mitchell &
Soga, 2005)Chapter 2 Literature review 29
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Figure 2.5: Shear modulus degradation curves of many soils as a function of shear strain
(Rollins et al., 1998)Chapter 2 Literature review 31
Figure 2.6: Theoretical and experimental wave velocity of close packed steel spheres
(Duﬀy & Mindlin, 1957)Chapter 2 Literature review 32
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Figure 2.7: Co-ordination number of packing of single-size spheres as a function of void
ratioChapter 2 Literature review 33
Figure 2.8: Eﬀect of conﬁnement time on shear modulus. (a) Eﬀect of conﬁnement time
on Gmax of various soils; (b) Eﬀect of particle size on IG (Anderson & Stokoe, 1978)Chapter 2 Literature review 34
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Figure 2.9: Vibration of two elastic spheres in contact (Johnson, 1987)Chapter 2 Literature review 35
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Figure 2.10: Eﬀect of contact force on damping ratio of two spheres in contact
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Figure 2.11: Eﬀect of inter-particle friction angle on damping ratio of two spheres in
contactChapter 2 Literature review 36
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Figure 2.12: Eﬀect of diameter on damping ratio of two spheres in contact under the
same contact force
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Figure 2.13: Eﬀect of diameter on damping ratio of two spheres in contact under the
same mean contact pressureChapter 2 Literature review 37
Figure 2.14: Relationship between damping ratio and stiﬀness degradation. (a) Exper-
imental data; (b) Hyperbolic model (Ishihara, 1996)Chapter 2 Literature review 38
Figure 2.15: Damping ratio at medium to large strain versus void ratio of Toyoura sand
at 1.0kg/cm2 (Tatsuoka et al., 1978)
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Figure 2.16: Comparison of Vs and Gmax between Ottawa sand & crushed quartz (plot
based on data of Hardin & Richart, 1963)Chapter 2 Literature review 39
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Figure 2.19: Small strain shear modulus of sands tested by RCA at 100 kPa (data from
Lo Presti et al., 1997)Chapter 2 Literature review 42
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Figure 2.20: Eﬀect of particle shape on Vs at σ0 = 100 kPa. Values of Vs were computed
based on data of Cho et al. (2006)Chapter 2 Literature review 43
Figure 2.21: Shear wave velocity versus vertical eﬀective stress for mixtures of Ottawa
5070 sand with mica. (a) Lmica/Dsand = 0.33; (b) Lmica/Dsand = 1; (c) Lmica/Dsand =
3 (Lee et al., 2007)Chapter 2 Literature review 44
Figure 2.22: Void ratio versus mica content (Lee et al., 2007)Chapter 2 Literature review 45
Figure 2.23: Relationship between B-value (Eq. 2.12) and D50 for clean sands (Iwasaki
& Tatsuoka, 1977)Chapter 2 Literature review 46
Figure 2.24: Gmax versus void ratio of gravelly soils (Ishihara, 1996)Chapter 2 Literature review 47
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Figure 2.25: Measurement of angularity (Lees, 1964)Chapter 2 Literature review 48
Figure 2.26: Particle proﬁle in closed form and unrolled form for Fourier Analysis
(Vallejo, 1995)Chapter 2 Literature review 49
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Figure 2.27: Angularity index (reverse of roundness index) for various irregular geo-
metrical shapes of same size (Reddy, 2007)Chapter 2 Literature review 50
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Laboratory testing method:
resonant column apparatus
3.1 Introduction
Resonant column (RC) testing is one of the popular laboratory techniques used to mea-
sure the small strain response of a soil specimen. Bender element (BE) testing is also a
common technique used to determine Gmax. However, interpretation of a travel time in
a BE test is problematic (Wood, 2007). In addition, bender elements can neither change
nor measure a shear strain. Monotonic and cyclic loading torsional shear testing, in which
applied torques are calculated using a torque-voltage calibration curve, and shear strains
are determined using a pair of proximity transducers (Lo Presti et al., 1993, 1997), can
also be employed for the same purpose. Cyclic triaxial testing is extensively used to mea-
sure Young’s modulus of soils, however, the relationship between Young’s modulus and
shear modulus for soils is not well known; The ratio of Young’s modulus to shear modulus
is often assumed to be 3.0 (Shibuya et al., 1992).
RC testing was initially developed in the 1930s by Ishimoto & Iida (1936, 1937). The
technique was further developed in the 1960s, and has become a standard technique used
to study the small strain response of geomaterials ranging from soft soil to weak rock (e.g.
Hardin & Richart, 1963; Hardin & Black, 1966, 1968; Hardin & Drnevich, 1972b; Iwasaki
& Tatsuoka, 1977; Roesler, 1979; Kokusho et al., 1982; Stokoe et al., 1995; Lo Presti et al.,
1997; Cascante et al., 2003; Clayton et al., 2005; Hardin & Kalinski, 2005).
RC testing has some advantages over the other techniques. A RCA is capable of con-
trolling shear strains induced in a soil specimen, and accurately measuring the resonant
frequency, fr, of a specimen even at very small vibratory amplitude, allowing estima-
tion of Gmax (or Vs) accurately without measuring applied torque. In addition, a RCA
can widely vary the shear strain from very small to medium range (e.g. from 10−5% to
10−2%), allowing not only Gmax but also G/Gmax at a shear strain to be deﬁned. A shear
strain range produced by RC testing is similar to that produced by in-situ seismic testing,
therefore a shear modulus and damping ratio measured using RC testing is comparable
to that measured using geophysics surveying (see Fig. 2.4, Ishihara 1996). Furthermore,
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RC testing is a non-destructive technique, which allows a soil specimen to be tested re-
peatedly at diﬀerent eﬀective stress levels.
RC testing also has some minor disadvantages. A specimen, tested using a RCA, is sub-
jected to a large number of loading cycles at a very high strain rate, which is proportional
to both shear strain and frequency (Lo Presti et al., 1997). In practice, a number of load-
ing cycles and a strain rate during an earthquake (for example) is much lower. Perhaps,
this is one of the reasons why RC testing is not commonly used in Japan1. However, it
has been shown that in the elastic region, soil properties are insigniﬁcantly inﬂuenced by
either number of loading cycles or strain rates.
Regarding boundary conditions in a RCA, there are three types of equipment conﬁgura-
tions (Fig. 3.1) i.e. ﬁxed-free, ﬁxed-spring top, and free-free (Drnevich, 1985; Ashmawy
& Drnevich, 1994). The top mass in Fig. 3.1 represents the mass polar moment of inertia
of the drive mechanism and the rigidly attached instrumentation. Due to the simplicity
of equipment and data reduction technique, the ﬁxed-free (Fig. 3.1a) is one of the most
popular types of RCA for determining dynamic properties of soils (Drnevich, 1985).
3.2 Working principle of the RCA
Fig. 3.2 presents a schematic diagram of the Stokoe RCA used in this research. A
specimen is ﬁxed to the test base at one end, attached to the drive mechanism (Fig.
3.3) at the other end, and subjected to an isotropic eﬀective stress. A digital sinusoidal
waveform generated by a computer program is converted to an analogue signal by an
A/D controller box connected to a computer via a DT open layers DT3016 PCI card.
The signal is then ampliﬁed by an HP 6826A BIPOLAR power ampliﬁer before going to
the coils. The magnetic ﬁeld produced by the current in the coils generates a harmonic
electro-magnetic force, which oscillates the specimen. The motion of the specimen free
end is measured using a DJB A20 high sensitivity piezo-electric accelerometer (charge
sensitivity = 37.7pCpeak/Gpeak) mounted on one arm of the drive plate. The accelerometer
generates charges proportional to acceleration of the specimen free end. The charges are
then converted to voltages and ampliﬁed by a 4102M-220 Columbia Research Laboratories
charge ampliﬁer. The charge ampliﬁer is set in a manner that 5.0 peak-to-peak Volts is
equivalent to K × g (m/s2) input acceleration, in which K = 1/10/100 is an amplifying
factor, and g = 9.81m/s2 is the gravitational acceleration at the earth surface. The
analogue voltages are converted to a digital signal, stored and then analysed by the
computer program.
By varying the vibratory frequency, a frequency response curve at a given shear strain can
be determined (Fig. 3.8). Via data analysis, the resonant frequency of the system can be
determined. Based on analytical solutions which are derived based on the soil behaviour
model used (e.g. linear elastic or visco-elastic etc.) and apparatus conﬁguration (i.e.
1Private conversation with Professor T. Kokusho in June 2007 during the 4th Geotechnical Earthquake
Engineering in Thessaloniki, Greece.Chapter 3 Laboratory testing method: resonant column apparatus 53
stiﬀness and boundary conditions), both the shear modulus and the damping ratio (at a
given shear strain) of the specimen can be calculated.
3.3 Theoretical considerations for the Stokoe RCA
Three are three classic mechanical problems, namely wave propagation in a cylindrical
elastic rod (Timoshenko et al., 1974; Richart et al., 1970), single degree of freedom (SDOF)
torsional vibration (Timoshenko et al., 1974), and wave propagation in a cylindrical visco-
elastic rod (Hardin, 1965), which are applicable to the Stokoe RCA. Since the problems are
well documented, this section reviews only the main aspects such as governing equations,
ﬁnal solutions, etc., and highlights the assumptions applied during the mathematical
derivation. However the simplifying assumptions in some degree are violated in practice,
causing errors in measurement of shear modulus.
3.3.1 Shear wave propagation in a ﬁxed-free cylindrical elastic rod
Governing equation
In the small strain region, the damping ratio is small and can be ignored. The shear wave
propagating in a soil specimen is assumed similar to that in a cylindrical elastic rod as
illustrated in Fig. 3.4a. Denote θ as the rotation about the rod axis of a cross section
located at a distance x from one end. The equilibrium condition between torsion force
and the polar moment of inertia of the cross segment (Fig. 3.4b) yields:
∂T
∂x
dx − I
∂2θ
∂x2 = 0 (3.1)
where Ip and I = ρIP dx are the polar moment of inertia and the mass moment of inertia
of the segment, respectively, and ρ is the density of the rod. From elementary theory of
torsion, the applied torque, T, at the cross section can be written as:
T = GIP
∂θ
∂x
(3.2)
where ∂θ/∂x is the angle of twist per unit length. ∂θ/∂x may not necessarily be a constant
since θ in general is not a linear function of distance x. The substitution of T from Eq.
3.2 into 3.1 gives:
∂2θ
∂x2 = Vs
2∂2θ
∂t2 (3.3)
Vs =
s
G
ρ
(3.4)
Eq. 3.3 is the one-dimensional wave equation, in which the shear wave velocity, Vs, is
deﬁned by equation 3.4.Chapter 3 Laboratory testing method: resonant column apparatus 54
Solution
Eq. 3.3 is a partial diﬀerential equation, which can be solved by a variable separation
method. A single solution of the equation has a general form:
θ(x,t) = U(x) × V (t) (3.5)
where U(x) and V (t) are two independent functions shown to be:
U(x) = Ai cosω
x
Vs
+ Bi sinω
x
Vs
(3.6)
V (t) = Ci cosω t + Di sinω t (3.7)
where Ai,Bi,Ci,Di are constants dependent on the boundary conditions of the RCA, and
ω is circular frequency. If the material is linear elastic, the wave will propagate freely
(without losing energy due to viscosity) in the rod at its natural frequency (ω = ωn). The
substitution of both Eq. 3.6 and Eq. 3.7 into Eq. 3.5 leads to a general solution of Eq.
3.3:
θ(x,t) =
n X
i=1

Ai cosωn
x
Vs
+ Bi sinωn
x
Vs

(Ci cosωn t + Di sinωn t)

(3.8)
Boundary conditions To apply solution 3.8 to the speciﬁc boundary conditions of the
RCA, the following assumptions are made (e.g. Richart et al., 1970):
1. The specimen is totally ﬁxed at the bottom. In other word, the test base should be
rigid and its mass polar moment of inertia is much greater than that of the specimen.
2. The driving mechanism (included the cross-arms, four magnets, the instrumentation,
and the counter balance) and the specimen top cap are non-deformable, and can be
lumped together as a rigid mass (Fig. 3.1a). The torsional motion of the rigid mass
can be represented by its mass polar moment of inertia, I0.
It should be noted that, due to the system compliance (Priest, 2004; Kumar & Clayton,
2007; Clayton et al., 2009), the above assumptions may not be valid. If the specimen
is ﬁxed at one end, the angle of twist at the ﬁxed end is zero, leading to Ai = 0, and
therefore:
θ(x,t) =
n X
i=1

Bi sinωn
x
Vs
× (Ci cosωn t + Di sinωn t)

(3.9)
It has been shown (Richart et al., 1970) that by applying the equilibrium condition (Eq.
3.1) at the free end, the relationship between natural frequency and Vs is obtained:
I
I0
= β tanβ (3.10)
where
β = ωn
L
Vs
(3.11)Chapter 3 Laboratory testing method: resonant column apparatus 55
3.3.2 SDOF torsional vibration model
As a shear strain increases beyond the linear elastic region, the shear modulus decreases,
and the damping ratio increases and can become signiﬁcant. The model for wave prop-
agation in an elastic rod may not applicable, especially in the medium to large strain
regions. In addition, the model of wave propagation in an elastic rod does not provide
a tool for estimating damping ratio. Therefore, a visco-elastic material model, such as
Kelvin-Voigt model, should be used. The solutions for wave propagation in a visco-elastic
cylindrical rod with the speciﬁc boundary conditions of the Stokoe RCA are given by
Hardin (1965). However, the solutions are quite complex and the application of Hardin’s
solutions requires a computer programme (ASTM, 1995), which is time consuming when
dealing with a large data set. The model of SDOF torsional vibration (Fig. 3.5a), from
which the shear modulus and damping ratio can be reasonably estimated, overcomes the
disadvantages of other models.
Governing equation
To establish the SDOF torsional vibration governing equation for the RCA, the following
assumptions are given:
1. The test material follows the Kelvin-Voigt model.
2. The system is SDOF, i.e. the drive mechanism is non-deformable, assumed to be a
lumped rigid mass, and the specimen is totally ﬁxed at the bottom.
3. The angle of twist per unit length is constant. This assumption conﬂicts with
Eq. 3.9, which indicates that θ is a sin function of distance x along the specimen.
However, this assumption can be satisﬁed if the specimen is short and the moment
of inertia of the specimen is signiﬁcantly smaller than that of the drive mechanism.
Since the apparatus is modelled as SDOF system, only the torsional vibration of the cross
section at the free end is considered. The applied harmonic torque, F0sinωt, induces in
the cross section at the free end a shear stress proportional to the shear modulus and
material viscosity, µc, as follow
τ = Gγ + µc
∂γ
∂t
(3.12)
where γ is the shear strain at a radial distance r from the axis (Fig. 3.5b). The assumption
that the angle of twist is constant allows the shear strain to be calculated from:
γ =
rθ
L
(3.13)
Substituting Eq. 3.13 to Eq. 3.12 gives:
τ = G
r
L
θ + µc
r
L
∂θ
∂t
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The total torque about the axis at the free end is the summation of the element moments:
T =
Z
τ (dA)r = G
θ
L
Z
r2dA +
µc
L
∂θ
∂t
Z
r2dA =
GIp
L
θ +
µcIP
L
∂θ
∂t
(3.15)
where dA is the area of an element at a radial distant r from the axis (Fig. 3.5b). Eq.
3.15 can be simpliﬁed as:
T = kθ + c
∂θ
∂t
(3.16)
where
k =
GIp
L
(3.17)
and
c =
µcIP
L
(3.18)
are the stiﬀness and the damping coeﬃcient of the specimen, respectively. Eq. 3.16 indi-
cates that the motion of the free end (caused by the total torque, T) is partially absorbed
by a damping force , which is proportional to damping coeﬃcient of the specimen, c,
and angular velocity of the lumped mass, ∂θ/∂t. The equilibrium condition of the cross
section at the free end yields:
F0 sinωt − T = I0
∂2θ
∂t2 (3.19)
Substituting Eq. 3.16 to Eq. 3.19 leads to:
I0
∂2θ
∂t2 + c
∂θ
∂t
+ kθ = F0 sinωt (3.20)
Eq. 3.20 is the well-known governing equation for SDOF torsional forced vibration.
Solution
It can be shown (by e.g. Timoshenko et al., 1974) that if the damping of the specimen is
less than the critical damping, ccr =
√
4kI0, the solution of Eq. 3.20 has a general form:
θ = Asin(ωt + π − ψ) (3.21)
where A and ψ are the vibratory angular amplitude and the phase angle, respectively.
A =
F0 p
(k − I0ω2)2 + (cω)2 (3.22)
cosψ =
−k + I0ω2
p
(k − I0ω2)2 + (cω)2 (3.23)
It will be recalled that the motion of the free end in a RCA is usually recorded by an
accelerometer. From Eq. 3.21 the acceleration of the free end can be derived:
¨ θ =
∂θ2
∂t2 = −Aω2 sin(ωt + ψ) = Acc sin(ωt + ψ − π) (3.24)Chapter 3 Laboratory testing method: resonant column apparatus 57
where
Acc = Aω2 =
F0ω2
p
(k − I0ω2)2 + (cω)2 (3.25)
is accelerative vibratory amplitude. Equations 3.22 to 3.25 are the fundamental solutions,
from which further data-reduction can be derived.
Relationship between natural frequency and resonant frequency
Resonance is the condition at which a system oscillates at maximum amplitude at a
certain frequency, known as the system resonance frequency, fr. It can be shown that
when damping is small, the resonance frequency is approximately to the natural frequency.
Eq. 3.23 (and Fig. 3.6b) indicate that, despite the magnitude of damping ratio, the phase
angle ψ will be equal to 90 degrees (or Lissajous ﬁgure will be a right ellipse) only if
k − I0ω2 = 0, leading to the condition that the oscillating frequency coincides with the
natural frequency:
ω =
r
k
I0
= ωn (3.26)
Denoting:
α =
ω
ωn
(3.27)
and
D =
c
√
4kI0
=
c
2I0ωn
=
µcIp
2I0ωnL
(3.28)
the vibratory accelerative amplitude and the phase angle can be rewritten as:
Acc =
F0
I0
×
α2
q
(1 − α2)
2 + 4D2α2
(3.29)
cosψ = −
 
1 − α2
q
(1 − α2)
2 + 4D2α2
(3.30)
These equations are plotted in Fig. 3.6 showing that the diﬀerence between resonant
and natural frequency increases with damping ratio. It can be shown that the vibratory
accelerative amplitude will attain the maximum value if:
ω =
ω0 √
1 − 2D2 = ωr (3.31)
Alternatively:
ωr
ω0
=
1
√
1 − 2D2 > unity (3.32)
Eq. 3.32 indicates that the resonant frequency is higher than the natural frequency and
the diﬀerence between them depends on the damping ratio, D. Furthermore, Eq. 3.32
can be rearranged as:
ωr =
s
k
I0(1 − 2D2)
=
r
k
I0 − Ic
(3.33)Chapter 3 Laboratory testing method: resonant column apparatus 58
In Eq. 3.33, Ic = 2D2I0 can be termed viscous moment of inertia of the system. Eq. 3.33
is similar to that derived by Li et al. (1998) via a more complex approach.
3.3.3 Relationship between Vs and natural/resonant frequency
Substituting Eq. 3.26 to Eq. 3.17 leads to
G =
kL
IP
=
Lω2
0I0
IP
(3.34)
Rearranging Eq. 3.34 gives the relationship between Vs and the natural frequency:
Vs =
s
G
ρ
= ωnL
r
I0
I
(3.35)
Alternatively:
β =
ωn L
Vs
=
r
I
I0
(3.36)
In practice, the natural frequency can be determined from the phase relationship technique
(analysing phase angle or adjusting Lissajous ﬁgure). If the resonant frequency is mea-
sured using the maximum amplitude technique, Vs can be estimated from the following
relationship:
β =
ωn L
Vs
=
r
I
I0
p
(1 − 2D2) (3.37)
3.3.4 Measurement of damping ratio, D,
In general, D at a given shear strain includes both the material damping and the system
generated damping. D can be measured in a RCA using either the free vibration decay
(FVD) or the half-power-point (HPP) method.
Free vibration decay method Without an excitation force (F0 = 0), the vibration
amplitude decays with time. It can be shown (by e.g. Timoshenko et al., 1974) that if
the lost energy is small compared to the stored energy (or damping coeﬃcient is smaller
than critical damping, c < ccr = 2I0ωn), the amplitude decrement in one cycle is small,
and hence the motion can be considered as (pseudo) sinusoidal:
x = Xe−δ(t/T) sin(ωdt − ψd) (3.38)
In Eq. 3.38, X is a constant; T = 2π/ωd is the pseudo-period; ωd and ψd are the damped
frequency and phase angle of damped oscillation, respectively; and the term Xe−δ(t/T)
is the vibratory amplitude varying with time. Parameter δ, known as the logarithmic
decrement, or the attenuation constant (or the decay rate), represents the energy loss per
cycle of vibration. It is shown (by e.g. Timoshenko et al., 1974) that c and δ has the
following relationship:
c =
I0ωd
π
δ (3.39)Chapter 3 Laboratory testing method: resonant column apparatus 59
As deﬁned (see Eq. 3.28), damping ratio can be calculated from:
D =
c
ccr
=
c
2I0ωn
=
δ
2π
ωd
ωn
(3.40)
where
ωd
ωn
=
p
1 − D2 (3.41)
Substituting Eq. 3.41 to Eq. 3.40 and rearranging Eq. 3.40 yields a relationship between
D and δ:
D =
δ
√
4π2 + δ2 (3.42)
In a RC test, a specimen is vibrated at its resonant frequency, then the excitation source
is cut oﬀ. Based on an analysis of the recorded vibration decay curve, δ can be estimated.
Consequently D can be calculated using Eq. 3.42.
Half-power-point method An alternative method of determining D is to measure the
half-power frequencies (f1 and f2) of two points, where the amplitude is equal to 1/
√
2
times the peak amplitude (point A and B in the response curve illustrated in Fig. 3.8).
The points are usually referred to as half-power points (HPP), and the bandwidth between
these points is termed the half-power bandwidth, a term borrowed from the analysis of
electrical systems. If the damping ratio is small (D  1), it can be estimated from the
following relationship:
D ≈
f2 − f1
2fr
(3.43)
3.3.5 Strain amplitude measurement
In a RCA, the magnitude of shear strain induced in a specimen can be calculated from the
peak accelerative amplitude (at resonance), the resonant frequency, the relative position
of the accelerometer, the geometry of the specimen, and the equipment setup. Fig. 3.9
presents a schematic of the shear strain measurement in the Stokoe RCA used in this
study.
From elementary theory of torsion, the shear strain in a cross section subjected to pure
torsion is proportional to a radial distance r from the specimen axis (Fig. 3.5b). The
shear strain is zero at the centre, maximum at the outer of the cross section, and average
at a radial distance of 0.79R from the specimen axis (see e.g. Timoshenko & Young, 1962).
Assuming that the angle of twist per unit length is constant, Eq. 3.13 can be used to
estimate the average shear strain in a specimen:
¯ γ(%) = 100 × 0.79
d
2
θ
L
= 79
d
2L
θ (3.44)
The angle of twist, θ (in radian), at the cross section at the free end is proportional to
the vibratory acceleration amplitude, Acc, inversely proportional to the radial distance,
l, between the accelerometer and the specimen axis, and inversely proportional to theChapter 3 Laboratory testing method: resonant column apparatus 60
square of the resonant frequency:
θ =
y
l
=
Acc
(ωr)
2 l
=
Acc
(2π fr)
2 l
(3.45)
where y is the displacement vibration amplitude (see Fig. 3.9a), and l = 0.05m. The
acceleration amplitude, Acc, is estimated from the peak output voltage and the set-up of
the charge ampliﬁer (see section 3.2 and Fig. 3.9):
Acc =
2
√
2VRMS
5
× g (3.46)
where VRMS is the peak root mean squared amplitude in Volts. Substituting Eq. 3.46 to
Eq. 3.45 gives the angle of twist in the specimen:
θ =
9.81 × 2
√
2
4 × 5 × 0.05π2
VRMS
fr
2 =
9.81 × 2
√
2
π2
VRMS
fr
2 (3.47)
Substitution Eq. 3.47 into Eq. 3.44 produces the formula used to calculate the average
shear strain in a specimen:
¯ γ(%) =
79 × 9.81
√
2
π2
VRMS
fr
2
d
L
= SF ×
VRMS
fr
2
d
L
(3.48)
where SF = 79 × 9.81
√
2/π2 = 111.05 is termed the strain factor.
3.4 Calibration of the Stokoe RCA
3.4.1 Calibration of I0
Experimental method It is obvious that in either the elastic model (Eq. 3.11) or the
SDOF forced vibration model (Eq. 3.35) I0 is an essential parameter for data reduction.
The complex shape of the drive mechanism as shown in Fig. 3.3 causes the diﬃculty in
determination of I0 from the geometry and the density of the drive mechanism. Therefore,
I0 is usually estimated experimentally from the torsional resonant frequencies of linear
elastic calibration bars, normally made from aluminium (Isenhower et al., 1987; ASTM,
1995; Cascante & Santamarina, 1997; Priest, 2004; Clayton et al., 2005; Kumar & Clayton,
2007). Assuming that the Stokoe RCA is SDOF system, Eq. 3.26 can be used to express
the relationship between the stiﬀness of a calibration bar and I0. When an additional disc
is rigidly attached on the top of the cross-arms, Eq. 3.26 becomes:
ωn =
r
k
I0 + Ia + Im
(3.49)
where Ia and Im are the mass polar moment of inertia of the top platen and the additional
mass, respectively2. Since the loss coeﬃcient, η or Q−1, of aluminium is about 1/350,000,
2Im includes the mass polar moment of inertia of bolts and screws used for attaching additional masses
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the measured resonant frequency approximates to its natural frequency. By rearranging
Eq. 3.49, the following relationship is derived:
Ia + Im =
k
ω2
r
− I0 (3.50)
Eq. 3.50 represents a linear relationship between (Im + Ia) and 1/ω2
r, in which Ia is
constant, k is the slope of the line, and I0 is the y-intercept. Therefore, Eq. 3.50 can
be employed to determine I0 by measuring the resonant frequencies of a series of alu-
minium calibration bars (Fig. 3.10). If the additional mass attached to the top of the
bar is changed, the measured fr of the system changes accordingly, resulting in a linear
relationship as shown in Fig. 3.12.
Table 3.1 summarised the dimensions, the theoretical stiﬀness, K0, of calibration bars,
and the calibration results. It was observed in Table 3.1 and in Fig. 3.12 that I0 increased
with calibration bar stiﬀness, from 0.00271kg/m2 for bar No 1 to 0.00461kg/m2 for bar
No 4. In Table 3.1 k1 is the calibration bar stiﬀness, back-calculated using Eq. 3.50 and
the determined I0 (0.00271kg/m2). The table shows that k1 were lower than (except for
calibration bar No 1) the theoretical stiﬀness, K0, and the diﬀerences between K1 and
K0 increased with increasing stiﬀness of calibration bar. In contrast, Fig 3.12 shows that
the slopes of the trend-lines, represented by k2 in Table 3.1, were higher than K0, and the
diﬀerences between the two values also increased with increasing fr. Similar calibration
results have been observed by Priest (2004); Clayton et al. (2005); Kumar & Clayton
(2007). The discrepancy in calibration of I0 and k suggests that the Stokoe RCA cannot
be considered as a SDOF system due to the apparatus compliance. Further investigation
of the system compliance will be presented in the next chapter.
In order to increase the accuracy in estimation of shear modulus, Priest (2004) adopted
that I0 was not constant but dependent on measured fr. Based on the known geometry,
G of aluminium and the measured fr of aluminium bars, Priest (2004) back-calculated I0
by using Eq. 3.50 and established an empirical relationship between the adjusted I0 and
the measured fr (Fig. 3.13). Application of this technique to the author’s initial data
(Fig. 3.13), gave:
I0 = 2.43 × 10−8f2
r − 1.11 × 10−6fr + 2.80 × 10−3 (3.51)
Based on the measured fr and the adjusted I0 (Eq. 3.51), the bar stiﬀness, termed k3 in
Table 3.1, was estimated. As shown in Table 3.1 the diﬀerences between k3 and k0 were
less than 1%. This technique can help to signiﬁcantly reduce the error in estimation of
specimen stiﬀness. However it does not help to explain the phenomenon (discrepancy in
calibration of I0 and k).
It is noted that the calibration was carried out before the connections between the mag-
nets and the cross-arms were reinforced3. As presented in Fig. 3.13, another empirical
3To reduce the eﬀect of apparatus compliance, the connections between the cross-arms and the magnets
were reinforced, see more detail in Chapter 4.Chapter 3 Laboratory testing method: resonant column apparatus 62
relationship between I0 and fr measured after reinforcing the bonding between magnets
and cross-arms was also established.
Geometry method The discrepancy in the experimental estimation of I0 motivated
the Author to calculate I0 from the geometry and the density of the drive mechanism.
Attempts have been made to measure the weight and the dimensions of each component
(i.e. the cross-arms, four magnets, the accelerometer, and the counter balance) of the drive
mechanism. An AutoCAD4 model of the drive mechanism was build (Fig. 3.14). The
model was divided into many simple shaped pieces (such as rectangular, triangular, etc.).
The dimensions and the distance from the centroid of each piece to the specimen axis were
precisely determined (Fig. 3.14). This allowed the mass polar moment of inertia of each
piece to be calculated and hence determination of I0. The calculations are summarised
in Table 3.2, showing that I0 = 2.84E-3 Kg/m2, of which 90% is contributed by the four
magnets.
3.4.2 Calibration of equipment damping
The damping ratio, measured by a RCA at a given shear strain and an eﬀective stress, in-
cludes both the intrinsic material damping and the equipment generated damping. Chap-
ter 2 has theoretically shown that in the very small strain region, the material damping
is very small and the equipment damping, therefore, becomes relatively signiﬁcant. In
order to accurately evaluate the intrinsic material damping, equipment damping must be
measured and subtracted from the total measured damping.
Back EMF is one of the main sources of system damping (Stokoe et al., 1995; Meng & Rix,
2003; Cascante et al., 2003; Wang et al., 2003). The motion of magnets due to a magnetic
ﬁeld produced by a current in the coils also induces an electro-motive force opposing to
the magnet motion, thereby causing energy loss. Other important sources causing energy
loss are imperfect ﬁxity of bottom pedestal (Drnevich, 1978), coupling between specimen
and both end platens (Drnevich, 1978), system compliance (Avramidis & Saxena, 1990),
base ﬁxity (Cascante et al., 2003), and back ground noise, etc.
The equipment damping was measured by testing the four aluminium calibration bars
(Fig. 3.10) and a very stiﬀ aluminium bar No5 (or gas hydrate bar made by Priest 2004,
Fig. 3.11). Since the damping of aluminium is very small, the equipment damping is
approximately to the measured damping of aluminium bars. The equipment damping
ratios measured by both the HPP and the FVD method were plotted versus resonant
frequencies of calibration bars in Fig. 3.15. It is noted that the equipment damping ratios
were measured after reinforcing the connection between the cross-arms and the magnets.
It can be observed in the graph that the equipment damping ratios vary with both fr
and shear strain amplitude, and that the equipment damping ratios estimated by the
HPP method is normally higher than those obtained by the FVD method (Fig. 3.15).
At small shear strain, the HPP damping ratio decreases with increasing shear strain; in
4AutoCAD is a CAD (Computer Aided Design) software application for 2D and 3D design and drafting,
developed by Autodesk, Inc. (111 McInnis Parkway San Rafael, CA 94903, USA).Chapter 3 Laboratory testing method: resonant column apparatus 63
contrast, FVD damping increases with an increase in shear strain (Fig. 3.16). Beyond a
certain shear strain level HPP damping and FVD damping are nearly equal, and almost
independent of shear strain.
The discrepancy of the measured equipment damping ratio at low strain may be explained
by the eﬀects of background noise. When the ratio of noise amplitude to peak vibratory
amplitude is large (e.g. Anoise/Apeak > 15%), the noise ﬂattens the resonant peak and
hence increases the HPP damping ratio. The noise also causes the recorded decay am-
plitude to be greater than it should be, altering the measured decay rate, and hence
decreases the FVD damping ratio. As the peak vibratory amplitude increases, the noise
becomes insigniﬁcant, and the noise eﬀects can therefore be negligible.
It is suggested that there are two sets of system damping, namely FVD and HPP equip-
ment damping (Fig. 3.21). They should be used corresponding to the material damping
measuring method (i.e. FVD or HPP). To reduce the noise eﬀects on measurement of the
intrinsic material damping, it is assumed that, when Anoise/Apeak > 15%, both the HPP
and FVD equipment damping are linear functions of peak vibratory amplitude, and when
Anoise/Apeak < 15%, both the FVD and HPP equipment damping ratios are constants
(Fig. from 3.16 to 3.20).Chapter 3 Laboratory testing method: resonant column apparatus 64
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Figure 3.1: Common RC boundary conditions (redrawn after Drnevich 1985; ASTM
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Figure 3.3: Stokoe drive mechanism and attachmentsChapter 3 Laboratory testing method: resonant column apparatus 69
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Figure 3.4: Torsional vibration of an elastic rod (Timoshenko et al., 1974)
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Figure 3.10: Aluminium calibration bars No 1 to No 4
Figure 3.11: Aluminium calibration bar No 5 (or GH bar, Priest 2004)Chapter 3 Laboratory testing method: resonant column apparatus 75
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Figure 3.12: Calibration of I0 with assumption that system is SDOF
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Figure 3.13: Values of I0 with resonant frequency as a result of system complianceChapter 3 Laboratory testing method: resonant column apparatus 76
Figure 3.14: Top view of the drive mechanism of the Stokoe RCAChapter 3 Laboratory testing method: resonant column apparatus 77
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Figure 3.15: Equipment damping ratio measured with diﬀerent aluminium calibration
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at various shear strains
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Figure 3.17: Equipment damping ratio measured with aluminium calibration bar No 2
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Figure 3.18: Equipment damping ratio measured with aluminium calibration bar No 3
at various shear strains
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Figure 3.19: Equipment damping ratio measured with aluminium calibration bar No 4
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Figure 3.20: Equipment damping ratio measured with aluminium calibration bar No5
at various shear strains
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Figure 3.21: Equipment damping ratio measured with diﬀerent aluminium calibration
bars with high signal/noise ratioChapter 4
Inﬂuence of equipment compliance
on RC test results
4.1 Introduction
As discussed in the previous chapter, due to the equipment compliance, the Stokoe RCA
was not SDOF. Eﬀects of equipment compliance using a RCA have also been reported
previously. Avramidis & Saxena (1990) reported that the stiﬀness of a Drnevich RCA
was insuﬃcient to test relatively stiﬀ specimens. They observed two diﬀerent resonant
frequencies (namely the true and the spurious resonant frequency) when testing a specimen
of Monterey No.0 sand using their RCA. Therefore, the equipment was stiﬀened. After the
equipment modiﬁcation, test results of Monterey No.0 sand with various eﬀective stress
levels showed no spurious resonant frequency. The values of Gmax of the sand measured
by the modiﬁed equipment were up to 28% greater, and the damping ratios were up to
ﬁve times lower than those measured by the original apparatus. Cascante et al. (2003)
reported that the displacement of the base (of their apparatus) signiﬁcantly increased
with stiﬀness of aluminium rod. Thus to reduce the movement of the base, their RC
equipment was ﬁxed to a heavy steel frame. They further mentioned that energy emission
through the base was a complex problem that required further investigation, especially for
large strain measurements where a specimen exhibits nonlinear behaviour. The results of
equipment calibration carried out by Priest (2004) and Kumar & Clayton (2007) indicate
that system compliance is an issue when testing relatively stiﬀ materials. Therefore,
this chapter investigates into the eﬀect of equipment compliance on the RC test results
especially of relatively stiﬀ specimens using ﬁnite element (FE) method. To correct for
the eﬀect of system compliance, a new model named two spring model is developed.
4.2 Possible sources of errors in measurement of shear mod-
ulus
Error in measurement of resonant frequency might come from many sources, and those
related to equipment compliance can be listed as:
81Chapter 4 Inﬂuence of equipment compliance on RC test results 82
• Compliance of the drive mechanism
It is assumed that the drive mechanism is a rigid mass. In reality, the cross-arms (or
drive plate) might deform since it is made from aluminium, with relatively heavy
magnets at the end of the arms of the drive mechanism (see Fig. 3.3). In addition,
the screw connections between the magnets and the cross-arms may not be rigid.
• Compliance between specimen and apparatus
It is assumed that a specimen is rigidly connected to the drive mechanism and to
the pedestal. However, a specimen (such as sand) is connected to the top cap and to
the pedestal via friction. Therefore, slippage between the top cap and the specimen
may be a problem especially when testing relatively stiﬀ materials (Drnevich, 1978).
In addition, the top cap is connected to the drive mechanism by four countersunk
screws, and there may be uncertainty in the rigidity of these ﬁxing.
• Compliance of the support
The drive mechanism reacts against the support frame attached to the test base. It
is assumed that the frame supporting the drive mechanism, the pedestal, and the
test base are rigid, and that the pedestal is totally ﬁxed to the test base, which
is fully ﬁxed. In reality, these parts may deform during testing. In addition, the
pedestal is connected to the test base by four machine screws. The assumption of
the base ﬁxity requires that the base is ﬁrmly ﬁxed to the ﬂoor. This requirement
may not be satisﬁed since the apparatus was mounted above waist height on a table.
• Compliance of calibration bar
The calibration bar (Fig. 3.10) normally consists of three parts namely the top
platen, the central stem (or rod) and the bottom platen. It is assumed that the
stem is vertical and totally ﬁxed at the stem base, and that the load transferred
from the drive mechanism to the stem without loss. However, the calibration bars
were made from aluminium. Deformation of the top platen may aﬀect the load
transfer from the drive mechanism to the central stem. The deformation of the
bottom platen may aﬀect the base ﬁxity. In addition, if the central stem is weak,
it may be bend by the gravitational load of the drive mechanism. Therefore, mode
coupling between torsion and ﬂexure may occur.
The above sources of errors were investigated using several ABAQUS version 6.63 FE
models, from which the natural frequencies were extracted. Geometry and density of
the drive mechanism are modelled based on the design of the Stokoe RCA supplied by
Structural Behaviour Engineering Labs (SBEL) of Phoenix, Arizona, U.S.A. Other source
of errors related to the accuracy of the instrumentations and improper system/ specimen
assembly are out of the scope of this study.Chapter 4 Inﬂuence of equipment compliance on RC test results 83
4.3 Numerical study
4.3.1 Numerical models
Three system conﬁgurations, namely calibration bars without the test base, full section
(70mm in diameter) specimens, and calibration bars with the test base, were modelled
(Fig. 4.1). The connections between a specimen (or a bar) and the apparatus were
assumed rigid. To ensure the rigid connection between specimen and apparatus, each
part of the model (e.g. the drive plate) is carefully partitioned (Fig. 4.1). They are
then rigidly attached (merged) to each other before meshing. The models were built
using predominately hexahedral elements, however some triangular prisms (wedges) in
transition regions are allowed. The elastic properties of the model materials are presented
in Table 4.2.
Initial analyses, in particular for bar No 4 without the test base (Fig. 4.1c), were carried
out to ﬁnd the suﬃcient reﬁnement of mesh size. Maximum (global) element sizes of 5.0
mm, 4.0 mm, 3.0 mm, and 2.5mm were used, resulting in approximately 7000, 11000,
22000 and 38000 elements within each model respectively. The results (Fig. 4.2) show
that an element size of 3.0 mm is suﬃcient to reduce any signiﬁcant error in the solution
without severely increasing the computational need to solve the model. Hence, the global
mesh size of 3.0 mm were used in all subsequent analyses.
4.3.2 Modes of vibration and resonant frequencies
Predicted natural frequencies of the ﬁrst modes of vibration for four aluminium bars and
three full section specimens (Fig. 4.1a & Fig. 4.1b) with Young’s moduli of 25MPa,
250MPa, and 2500MPa, are presented in Table 4.3. The analyses were carried out with
an assumption that the pedestal of the full section specimens and the lower disc of the
calibration bars are totally ﬁxed.
The ﬁrst mode and second mode of vibration are found to be ﬂexural and torsional
respectively. It is observed that the torsional mode is well separated from other modes of
vibration, suggesting that mode coupling (e.g. coupling between a ﬂexural and a torsional
mode) is unlikely. Hence the misinterpretation of acceleration output cannot be an issue1.
However, if a magnet is assembled incorrectly, both the ﬁrst mode (ﬂexure) and the second
mode (torsional) can be detected as shown in Fig. 4.3.
4.3.3 Eﬀect of the drive mechanism stiﬀness
As can be seen from Fig. 3.3 and Fig. 3.14 the drive mechanism for the Stokoe RCA
consists of a 6.5mm thick aluminium plate with four equidistant spaced arms (cross-arms).
At the end of each arm, a relatively heavy magnet ﬁxed 82mm away from the rotation
axis, was attached via a very small screw connection. It is likely that the weakest link
of the drive mechanism is the connections between the cross-arms and the magnets. In
addition, the contact area between each arm and a magnet is relatively small, 9.45mm
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by 6.5mm. In this study, the connections between the magnets and the cross-arms are
simply assumed rigid.
Analyses were carried out to extract the torsional natural frequency of calibration bar
No 4 with the drive mechanism attached. The Young’s modulus of the cross-arms was
varied. The bottom platen of the calibration bar was assumed totally ﬁxed. The results
in Fig. 4.4 show that the compliance of cross-arms is signiﬁcant, causing a reduction in
the torsional natural frequency of this calibration bar by about 9 Hz, more than 20%
of the observed diﬀerence between the theoretical (Table 4.1) and the predicted natural
frequency.
Drnevich (1978) and ASTM (1995) simply speciﬁed that a drive mechanism should have
a torsional stiﬀness at least ten times that of the specimen. As shown in section 4.5,
the (torsional) calibrated stiﬀness of the whole RCA approximates 52KNm/rad, or more
than 12 times the torsional stiﬀness of calibration bar No 3. It is apparently that the
torsional stiﬀness of the drive mechanism alone should be higher than this equivalent
(combination) stiﬀness2. Using the RCA, the measured resonant frequency of calibration
bar No 3 is 182.9 Hz (Table 4.5) or 8 Hz lower than the theoretical natural frequency
(190.9 Hz). The diﬀerence between measured and theoretical natural frequency lead to
8% underestimation in torsional stiﬀness of calibration bar No 3. The investigation above
shows that the requirement given by Drnevich (1978) and ASTM (1995) underestimated
the inﬂuence of the drive mechanism stiﬀness on the measurement of specimen natural
frequency.
4.3.4 Eﬀect of base ﬁxity
In order to investigate the compliance of the apparatus support system, a FE model that
incorporated the test base supported by springs (Fig. 4.1c) was developed. The dimen-
sions and mass of the base are approximate to those of the actual equipment. A set of
twelve 3-DOF springs termed Cartesian connectors, with three compressive/tensile stiﬀ-
ness components, namely Kx, Ky, and Kz, were used to simulate the possible connection
between the base and the ground. The springs were assigned at all available intersec-
tions created by the base’s partition process (Fig. 4.5). Although a single Cartesian
connector has no torsional restraint capacity, the combination of all connectors creates a
3-dimensional restraint, which varies with the stiﬀness of a single component.
In contrast to previous analyses, in which the base of the pedestal or base of the bottom
disc was fully ﬁxed, the results of this model showed that not only one but two distin-
guishable torsional modes appear in the current analyses. One of the modes relates to
the vibration of the central stem. In this mode, vibratory amplitude of the stem is much
more than that of the test base, and the motion of the stem and that of the test base
are out of phase. Since the shear modulus of a specimen is derived from this mode, it
2As shown in Fig. 4.15 (section 4.7) the calibrated equivalent torsional stiﬀness of the equipment,
also the torsional stiﬀness of the drive mechanism, approximates 96kNm/rad, is more than 10 times the
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can be termed actual torsional vibratory mode. The other mode relates to vibration of
the whole system above the supporting springs. In this mode the motion of the stem and
the test base are in phase. This mode can be termed pseudo torsional vibratory mode,
or spurious mode (termed by Avramidis & Saxena 1990), which can appear when testing
a relatively stiﬀ specimen. Fig. 4.6 shows an example of pseudo modes appeared when
weak rock specimens were tested using the RCA.
Fig. 4.7 shows a plot of the predicted natural frequency of bar No 4 as a function of
connector component stiﬀness3. It can be observed that the predicted natural frequencies
increase with increasing stiﬀness of spring components. The graph in Fig.4.7 show that
the compliance of the base ﬁxity causes about 2 Hz reduction in natural frequency.
From the plot (Fig. 4.7), the torsional restraint, termed Kbase, of the actual test base can
be back-calculated. Kbase is the representative torsional stiﬀness created by the combi-
nation of all springs (Cartesian connectors), of which the tensile/compressive stiﬀness of
each components 4 was 12.7 MN/m, or 5% of the tensile/compressive stiﬀness of calibra-
tion bar No 4 (the compressive stiﬀness of bar No 4 is 254MN/m). Kbase will be referred
in next analyses.
4.3.5 Eﬀect of base mass
In order to investigate the inﬂuence of base mass, the density of the base material as well
as the stiﬀness of the springs were varied. Fig. 4.8 shows a plot of both pseudo and actual
(torsional) natural frequency, as a function of mass polar moment of inertia of the base,
for three diﬀerent values of spring stiﬀness, namely Kbase, 2 × Kbase, and 200 × Kbase. It
can be seen that the underlying natural frequency of the test specimen (calibration bar
No 4 with the drive mechanism attached), in this case at 265.6 Hz, can be lower or higher
than the predicted pseudo natural frequency, depending on the interaction between the
base mass and the restraint stiﬀness. The results presented in Fig. 4.8 suggest that if
the spring stiﬀness is low, the base mass should be suﬃciently high; or if the base mass
is insuﬃcient, the spring stiﬀness should be very high to stop the pseudo response.
Since the actual natural frequency can be either lower or higher than the pseudo natural
frequency, care should be taken to avoid misinterpretation of accelerometer output. Nor-
mally, the peak of the actual mode is much sharper and higher than that of the pseudo
mode (Fig. 4.8). However, when the pseudo is close to the actual natural frequency, they
can interact with each other. The coupling between the actual and pseudo mode will
alter the bandwidth, resulting in errors in measurement of both resonant frequency and
damping ratio. Fig. 4.9 illustrates the eﬀects of mode coupling on the measurement of
the resonant frequencies at diﬀerent eﬀective stresses for a stiﬀ clay specimen tested by
the Stokoe RCA.
The calculated mass polar moment of inertia of the base alone is 0.156kg.m2; addition
of the steel cell wall and cell top cap, which has the similar dimensions and mass of the
3Each connector has three components, and all 12 spring have the same stiﬀness.
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test base, makes the mass polar moment inertia to be more than 0.312kg.m2. Fig. 4.8
shows that at this value5, the actual and pseudo natural frequency of the model of bar
No 4 are predicted to be 261.4 Hz and 306.4 Hz, respectively. It is noted that (i) the
measured pseudo (torsional) natural frequency of the RCA is from 300 Hz to 400 Hz
(depending on the stiﬀness of a specimen, Fig. 4.6) and (ii) the experimental torsional
resonant frequency for bar 4 was 263.8 Hz (the actual mode, Fig. 4.7). The above good
agreement between the predicted and the experimental data reinforces the observation of
the interaction between the pseudo and the actual torsional vibratory mode whilst testing
relatively stiﬀ specimens. Thus, it is required that the base ﬁxity should be improved,
e.g. the apparatus should be ﬁrmly ﬁxed to a rigid laboratory bench/ﬂoor or the base
mass should be increased. These measures will cause the pseudo frequency to disappear
or at least go beyond the interested frequency range for relatively stiﬀ specimens (e.g. the
pseudo frequency should be higher than 500 Hz). In addition, these measures may also
reduce the equipment damping since the energy emitted through the base reduces.
4.3.6 Eﬀect of calibration bar design
To calculate the stiﬀness of a calibration bar in a static torsion test, the angle of twist
of the central stem should be known. The angle of twist is normally derived from the
tangent displacement recorded by strain gauges. It was assumed that the ratio of the
tangent displacement at the periphery to the radius of the top platen was the angle of
twist of the bar. This assumption has been largely used in both static and dynamic tests,
e.g. in a Stokoe RC test, the angle of twist is derived from the output of an accelerometer
mounted at the cross-arms and a distance between the accelerometer and the rotation
axis. However, due to the compliance of the top platen, this assumption leads to errors
in measurement of the stiﬀness of a calibration bar as illustrated by the numerical results
below.
The way in which a calibration bar in reality is ﬁxed to the test base and to the cross-arms
is taken into account in these analyses, accept for the friction between the top platen and
the drive mechanism and between the bottom platen and the test base. In the appara-
tus considered, the pedestal is removed before the base platen (of the calibration bar) is
bolted directly to the base of the apparatus using four 5mm diameter machine screws.
Therefore, the base restraint can be accounted mainly by the screw ﬁxity. The top platen
is ﬁxed to the drive plate using four 4mm countersunk screws. Thus, the torque from the
drive mechanism is mainly transferred to the calibration bar through the four screws.
The eﬀect of calibration bar design was investigated using a static ABAQUS analysis.
The models consist of just the calibration bars, of which the base platens are assumed
to be ﬁxed either at four points, corresponding to the centre of the machine screws, or
completely ﬁxed over the entire upper and lower surfaces. At the top platen, four unit
concentrated forces are applied at the positions of the countersunk screws, positioned
50.312kg.m
2 is more than 100 times the mass polar moment of inertia of the drive mechanism, I0 =
0.00285kg.m
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25.5mm away from the rotation axis. As results, the calibration bars are subjected to a
couple of equivalent torques, equal to 2 × (1.0N × 0.051m) = 0.102Nm (Fig. 4.10).
The tangential displacement of all nodes in the outer edge of the top platen was extracted.
It is observed that, due to the stress concentration, the compliance of the top platen is
non-uniform. The tangential displacement of nodes near the applied forces is higher than
that of other nodes (Fig. 4.11). Therefore, the displacement of these edge nodes was av-
eraged and the averaged displacement was used to estimate the static torsional stiﬀness.
The estimated value was then compared with the theoretical stiﬀness of the central stem
of the bar alone.
Table 4.4 shows the considerable diﬀerence between the derived stiﬀness and the theoret-
ical stiﬀness of the central stem alone. The diﬀerence increases with increasing diameter
of the central stem. The derived torsional stiﬀness of the thinnest calibration bar (No 1)
is 3.5% lower than the actual stiﬀness of the central stem. For bar No 4, assuming the
entire top and bottom surfaces are ﬁxed, there is 5.5% diﬀerence between the derived and
the actual torsional stiﬀness.
If the top platen is rigid, the tangential displacement at the outer edge is caused only by
the rotation of the central stem. However, because the top platen deforms, the tangential
displacement also includes the compliance of the top platen. Whilst the tangential dis-
placement is inversely proportional to the fourth power of the diameter of the stem (D4),
the deformation of the top platen decreases linearly with diameter, D, (only). For bar No
1, the displacement caused by the rotation of the stem is signiﬁcantly larger than that
caused by the platen deformation. However, for bar No 4, the displacement caused by the
deformation of the platen becomes signiﬁcant. This explains why errors in measurement
of the static stiﬀness of calibration bars increases with an increase in diameter of the
central rod.
Similar eﬀects caused by the compliance of the bottom platen are also observed (4.10b).
For Bar No 4, the eﬀect of both the bottom and the top platen compliance causes 9.6%
diﬀerence between the derived and actual torsional stiﬀness6.
If the friction between top platen and the cross-arms, and between bottom platen and the
test base are taken into account, the eﬀect of top/ bottom platen compliance could be less
signiﬁcant, since the friction will reduce the non-uniformity of the stress/ displacement
concentration and the top/ bottom platen compliance. The friction force, proportional
to the screw/ nut fastening force, is relatively high (much more than the torque at small
strain).
4.4 Discussions of the equipment compliance
The results of the above numerical investigations suggest that the compliance of the
drive mechanism, calibration bar design, ﬁxity, and insuﬃcient base mass contribute to
6The solution error caused by meshing, and convergent condition etc., although very small, can con-
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the underestimation of resonant frequency observed whilst calibrating the RCA. The
natural frequencies extraction from the ABAQUS models of calibration bars and full
section specimens have shown that in all cases torsional vibration was the second mode.
It was observed that natural frequencies of other vibration modes do not interfere with
the resonance in the torsional mode, provided that the base mass or the base ﬁxity is
suﬃcient.
The natural frequencies given in previous sections are brought together in Table 4.6. The
diﬀerence between the natural frequency (285.0 Hz), predicted using either Eq. 3.49 or
the model without compliance (Fig. 4.12a), and the initial measured resonant frequency
(242.2 Hz) of calibration bar No 4 is signiﬁcant, nearly 43 Hz. The factors contributing
to this diﬀerence can be quantitatively analysed as follows (Table 4.5)
(1) 23.2 Hz diﬀerence between the natural frequency (265.4 Hz) of the model with the
test base ﬁxed at its bottom surface (Fig. 4.12e) and the initial measured resonant
frequency (242.2 Hz) might be the results of magnet connections. Stress concen-
tration in the connection between the magnets and the cross-arms is observed in
the FE models, suggesting that the screw connections may be a source of compli-
ance. To try and overcome this potential problem, all the magnets were therefore
detached and bonded to the cross-arms using cyanoacrylate impact adhesive. Con-
sequently, the measured resonant frequencies of all calibration bars become closer
to the theoretical natural frequency (Table 4.6), e.g. the resonant frequency of bar
No 4 increased about 21.6 Hz, from 242.2 Hz to 263.8 Hz. It means more than 50%
of the diﬀerence is caused by compliance of weak magnet connections.
The 21.2 Hz diﬀerence between the theoretical (285.0 Hz) and the new measured
natural frequency (263.8 Hz) is contributed by other factors, listed in Table 4.7 as
follows.
(2) 1.6 Hz diﬀerence between the experimental (263.8 Hz) and natural frequency (265.4
Hz) of the close to real model in Fig. 4.12e is due to the compliance of the base ﬁxity
and perhaps the compliance of the connections between each equipment component.
The real ﬁxity of the test base is less rigid than that of the model and the real
connections are not as rigid as assumed in the model.
(3) 0.8 Hz diﬀerence in natural frequency between the two models that are diﬀerent in
test base ﬁxity (Fig. 4.12d and 4.12e), can be accounted for the compliance of the
test base. Both the eﬀect of test base ﬁxity and the test base compliance caused
about 2.4 Hz diﬀerence in the theoretical and the initial measured natural frequency
(4) 1.2 Hz diﬀerence in natural frequency between the model in Fig. 4.12d and the model
in Fig. 4.12c, where the bottom platen is rigid due to its entire ﬁxity, is accounted
for the compliance of the bottom platen.
(5) 9.2 Hz diﬀerence between the natural frequency (267.4 Hz) of the model with the
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a rigid cross-arms (the Young’s modulus of cross-arms was 100 times higher than
that of aluminium, Fig. 4.12b) is only a result of cross-arms compliance.
(6) 8.3 Hz diﬀerence between the natural frequency (284.9 Hz) of the non-compliance
model (Fig. 4.12a) and that (276.6 Hz) of the rigid drive-plate model (Fig. 4.12b),
can be contributed to the compliance of magnets, instrumentations, and top platen.
The eﬀect of top platen is presumably similar to that of the bottom platen (see
item No 2 above). Hence, the compliance of the magnet and instrumentations can
contribute to about 7.0 Hz diﬀerence in measurement of natural frequency. Totally,
the compliance of the drive mechanism (magnets, cross-arms, instrumentations) can
contribute about 16 Hz (or 75%) of the diﬀerence between the theoretical and the
new measured natural frequency.
(7) 0.1 Hz diﬀerence between the natural frequency (284.9 Hz) of the non-compliance
model (Fig. 4.12a) and the theoretical (285.0 Hz) is due to the ABAQUS approxi-
mate solving errors.
4.5 Simple model for correcting equipment compliance
4.5.1 Introduction
The numerical investigation conducted in the previous sections suggests that the compli-
ance of the RCA is a signiﬁcant issue when testing relatively stiﬀ specimens, and should
therefore be accounted for during data reduction. This section proposes a simple model
used to correct for the eﬀects of the equipment compliance, which, in general, can be
represented by a torsional spring with a ﬁnite stiﬀness termed kequipment (Fig. 4.13). The
combination of kequipment and kspecimen forms a new system termed two spring model,
which is assumed to be equivalent to the perfect ﬁxed-free conﬁguration (Fig. 4.13b), and
the analytical solutions therefore can be simply derived using the SDOF torsional forced
vibration model presented in section 3.3.2. Consequently, a new relationship between Vs
and resonant frequency is established, and a new method for calibrating kequipment and I0
is also proposed.
4.5.2 Two spring model
The model is established with the following assumptions:
• I0 is constant, dependent on the geometry and density of the drive mechanism only,
and it is independent of specimen stiﬀness
• The imperfect ﬁxity of the test base and apparatus deformation can be represented
by a spring with a ﬁnite, constant torsional stiﬀness, Kequipment
• The equivalent system (Fig. 4.13) is SDOF with the equivalent stiﬀness, k, calcu-
lated as:
1
k
=
1
kequipment
+
1
kspecimen
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Eq. Fig. 4.1 indicates that the measured resonant frequency from RCA does not
correspond to the specimen stiﬀness, kspecimen, but the equivalent stiﬀness, k. If
the stiﬀness of a Stokoe RCA can be determined (see section 4.6), the stiﬀness of a
specimen can be calculated using Eq. 4.1.
• Shear strains of a section along the equivalent specimen varies linearly to a distant x
from the ﬁxed end (or the angle of twist per unit length is constant, Fig. 4.17b). In
other words, the mode shape of wave propagation along a specimen is assumed to be
a straight line. This assumed mode shape conﬂicts to Eq. 3.9, which indicates that
the mode shape of the wave propagation in general is a sin function. It is emphasised
that this assumption, largely (and implicitly) accepted (e.g. ASTM, 1995), is one of
the fundamental for establishing the governing equation 3.20 and a main source of
error that is discussed later in section 4.8.
If the above conditions are satisﬁed, the motion of the equivalent system will follow
governing equation 3.20. Substituting Eq. 3.17 to Eq. 4.1 leads to:
1
kspecimen
=
1
ω2
0I0
−
1
kequipment
(4.2)
Substitution of Eq. 4.2 to Eq. 3.34 gives:
G =
kspecimenL
IP
=
Lω2
0I0
IP
×
 
1 −
ω2
0I0
kequipment
−1
(4.3)
Accordingly, a new equation for calculating shear wave velocity of the specimen can be
written as:
Vs =
s
G
ρ
= ω0L
r
I0
I
×
 
1 −
ω2
0I0
kequipment
−0.5
(4.4)
4.6 Calibration of kequipment and I0
The two key unknown parameters of the two spring model, kequipment and I0, can be
determined experimentally using Eq. 4.2, which can be rewritten more explicitly as
1
kstem
+
1
ka
=
1
ω2
0(I0 + Ia)
−
1
kequipment
(4.5)
where kstem and ka are the shear stiﬀness of the central stem and the top platen of a
calibration bar, respectively. Eq. 4.5 represents a standard form of a linear function. To
obtain the slope and y-intercept of the linear function, the ﬁve calibration bars (Table 4.9)
were tested. By plotting (1/kstem +1/ka) as a function of 1/ω0
2 for each test, 1/(I0 + Ia)
is deﬁned as the slope of the line and 1/kequipment is the Y -intercept. The results pre-
sented in Fig4.14a show that I0 and kequipment are initially found to be 0.00278kg.m2 and
42089Nm/rad, respectively.
Considering the initial calibration results, the value of I0 obtained by the new experimen-
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the geometry method (I0 = 0.00284kg.m2). The value of I0 and kequipment obtained from
the initial calibration results were used to back-calculate the shear modulus of aluminium
using Eq. 4.3. The results were summarised in Table 4.7. It can be seen in the table
that the calculated shear modulus diﬀers slightly from the reference value of aluminium
shear modulus (G = 27GPa). The diﬀerence increases with an increase in calibration bar
stiﬀness, with a sudden jump (up 13.4%) for the stiﬀest bar No 5. The diﬀerence may be
due to (i) the model assumptions and/or (ii) an odd value in the data set.
The discussion in section 4.8 shows that the error coming from the model assumptions
can be negligible. Therefore, the error can be associated with the data set. One criterion,
normally used to achieve the best linear trendline representing an experimental observa-
tion, is that distances between two successive data points should equal, e.g. either the
increment 4x or 4y is constant. This allows equal weighting to each data point. It can
be seen in Fig. 4.14 that the distribution of observed data is poor. The distance between
data point of bar 1, the most slender bar, to that of bar 2 is about 3/4 the total length of
the trendline. Hence the data of bar No 1 has much higher signiﬁcance compared to the
other data points, and controls the slope of the trendline7.
The numerical investigation highlighted in Section 4.3 suggested that the Stokoe RCA can
reasonably measure the resonant frequency of a soft specimen such as aluminium calibra-
tion bar No 1. It will be recalled that the theoretical natural frequency and the measured
resonant frequency of bar No 1 are 61.0 Hz, and 61.4 Hz, respectively. The diﬀerence
between the measured and the theoretical natural frequency was only 0.66%. The reasons
of the diﬀerence are unclear. The diﬀerence may be partially caused by inaccuracy of
the instrumentations and by the very small diﬀerence between the natural frequency and
resonant frequency of calibration bar No 1. In addition, the central stem of calibration
No1 is weak, and it may be bend under the gravitational load of the drive mechanism.
This may also aﬀect the measured resonant frequency of bar No1.
To try to overcome the problem, the measured value for bar No 1 (fr = 61.4Hz) is sub-
stituted by the theoretical value (f0 = 61.0Hz). As a result, the error in calculated shear
modulus of bar No 5 signiﬁcantly reduces from 13.4% to 4.6%, thus suggesting that the
error possibly came from the data point of bar No 1. It should be noted that the substi-
tution technique above was solely used to identify the source of error.
As another trial, the regression analysis was repeated without using the data point of bar
No 1 (Fig. 4.14b). As a result, I0 and kequipment were found to be 0.00284kg.m2 and
51965Nm/rad, respectively. From these values, the measured stiﬀness of each calibration
bar was calculated, then compared to the theoretical. The maximum error, occurred with
bar No5, was found to be 2.2% only (Table 4.9). The I0 obtained from this adjusted
calibration was very close to that computed from the known geometry and mass of the
drive mechanism. It is noted that the stiﬀness of bar No 5 is equivalent to the stiﬀness of
a full section specimen with shear modulus about 1.64GPa, suggesting that the RCA may
7Although the determination coeﬃcients of the trendline was 0.9998, it does not mean that the line
was the closest to the major of points.Chapter 4 Inﬂuence of equipment compliance on RC test results 92
be capable of testing a wide range material from soft soil to weak rock, provided that the
system compliance can be corrected for.
4.7 Veriﬁcation of the two spring model by ABAQUS
The (ABAQUS) predicted natural frequencies of four aluminium bars and three full section
specimens, presented in the Table 4.2 in Section 4.3.2, were used to verify the two spring
models. The plots in Fig. 4.15 have shown that the relationship between 1/kspecimen and
1/ω0
2 was a perfect straight line, suggesting that the two spring model is theoretically
valid.
In general, a linear relationship between 1/kspecimen and 1/ω0
2 can be theoretically ex-
tended to apply for frequencies beyond the resonant frequency range of calibration bars.
Therefore, the two spring model can be used for correcting for the system compliance
when testing a specimen stiﬀer than bar No 5 through extrapolation. Further ABAQUS
analyses were carried out to check whether or not the two spring model can be applied to
correct for the system compliance when a very stiﬀ specimen (e.g. the shear stiﬀness of
a specimen is greater than the equipment stiﬀness8) is tested. A calibration bar, having
geometry similar to that of calibration bar No 4, rigidly connected to the drive mechanism
and the test base (Fig. 4.1c), was modelled. The Young’s modulus of the calibration bar
was varied from 3.3GPa to 911GPa. The bottom surface of the test base was assumed
fully ﬁxed. The natural frequencies extracted from the ABAQUS models are presented in
Table 4.10.
The plots in Fig. 4.16 show a linear relationship between 1/kspecimen and 1/ω0
2, from
which kequipment and I0 of the ABAQUS model was found to be 66728Nm/rad and
0.00288Kgm2 respectively. Back analysis to determine the calibration bar stiﬀness shows
only a small diﬀerence (less than 3%, Table 4.12) between the calculated and the input
values. This suggests that two spring model is independent of calibration bar stiﬀness.
The initial resonant frequencies of the four aluminium calibration bars, measured during
calibration of I0 before reinforcing the bonding between the magnets and the cross-arms,
were also used to double-check the two spring model. The resonant frequency (Table
4.12) of each calibration bar was re-measured as additional masses were attached on top
of the cross-arms. The derived values for I0 and Kequipment for the all cases (summarised
in Table 4.11) show that I0 varies from 0.00280 to 0.00281 kgm2, which is very consistent
and close to the calculated value from geometry method (0.00284kgm2). The calculated
stiﬀness of each calibration bar (using the two spring model) was in good agreement to
the theoretical one.
8ASTM (1995); Drnevich (1978) speciﬁed that the stiﬀness of equipment should be at least ten time
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4.8 Discussion
Despite the diﬀerence in mode shape, the analytical solutions for the SDOF torsional
vibration model are comparable to those of the viscoelastic model (Hardin, 1965) and the
elastic model (Richart et al., 1970). In the two spring model, the mode shape is simply
assumed as a linear function (or the angle of twist per unit length is a constant, Fig.
4.17b). For a very special case, in which the material is pure elastic (or damping ratio is
very small) and the equipment is very stiﬀ (no equipment compliance), the equation of
motion (Eq. 4.3) of two spring model can be simpliﬁed as
ω0L
Vs
=
r
I
I0
(4.6)
Based on the model of wave propagating in elastic rod, Richart et al. (1970) suggest that
the ﬁrst mode shape of the ﬁxed-free elastic rod is a sin function, θ(x) = C sin(πx/2L)
(Fig. 4.17a). Corresponding to this mode shape, the following equation of motion was
derived (see section 3.3.1)
I
I0
=
ω0L
Vs
tan
ω0L
Vs
(4.7)
Eq. 4.6 and 4.7 will be identical if
r
I
I0
= tan
r
I
I0
(4.8)
Eq. 4.8 requires the ratio I/I0 tends to zero. Studying shear wave propagation in a vis-
coelastic circular rod, Hardin (1965) also pointed out that the system approaches SDOF
(ﬁxed-free conﬁguration) if the ratio I/I0 approaches zero. The two spring model can
practically meet this condition if the moment of inertia of the driving system is much
larger than that of soil specimen.
For illustration, values of Gmax of a few dry granular specimens calculated by two spring
model were compared to that calculated by elastic model (Richart et al., 1970) combined
with frequency-dependency concept (Priest, 2004). The specimens in general were cylin-
drical, 70mm in diameter and 140mm in height. It will be recalled that the calibrated
I0 = 0.00280 − 0.00284, hence the ratio I/I0 of these specimens varied from 0.12 to 0.18,
which is relatively larger than zero. Thus, the condition in Eq. 4.8 was not well satisﬁed.
For example, the error of the condition Eq. 4.8 was from 5% to 6% (if I/I0 = 0.18,
p
I/I0
will be 0.42, slightly diﬀerent from tan
p
I/I0 = 0.45), leading to a negligible diﬀerence
in calculated Vs. The results were plotted in Fig. 4.18, showing that the Vs calculated
using the two spring model ranges from 1% to 3% lower than that calculated by the other
method. It is noted that damping ratios at a small shear strain of these materials were
very low.
Another advantage of two spring model is that Eq. 4.4 is convenient in use, especially
when dealing with a large number of calculations, since it can be quickly performed in a
worksheet. In contrast, Eq. 4.7 needs to be solved using a trial and error method, andChapter 4 Inﬂuence of equipment compliance on RC test results 94
the viscoelastic model (Hardin, 1965) requires a computer program (ASTM, 1995). If the
data set is large, these methods are time consumingChapter 4 Inﬂuence of equipment compliance on RC test results 95
Table 4.1: Measured and calculated natural frequency of aluminium calibration bars
Bar Diameter Height specimen Natural Measured Diﬀerence
No stiﬀness frequency resonant frequency %
(m) (m) (Nm/rad) (Hz) (Hz)
1 0.01300 0.17500 433 61.0 61.4 0.66
2 0.01800 0.17500 1590 116.9 114.0 -4.1
3 0.02300 0.17500 4239 190.9 176.4 -9.11
4 0.02810 0.17500 9444 285.0 242.2 -16.42
Table 4.2: Elastic material properties
Material ν Density E G = E/2(1 + ν)
kg/m3 (Pa) (Pa)
Aluminium bar 0.33 2.70E+03 7.18E+10 2.70E+10
accelerometer 0.30 7.85E+03 2.00E+11 7.69E+10
Alnico magnet 0.3 7.57E+03 2.00E+11 7.69E+10
Alloy cross-arms 0.33 2.70E+03 7.18E+10 2.70E+10
Table 4.3: Predicted natural frequencies and modes for modelled calibration bars and
full section specimens
Mode Predicted natural frequencies (Hz)
Aluminium bars Full-section specimens with E =
Bar 1 Bar 2 Bar 3 Bar 4 25MPa 250MPa 2500MPa
1 36.1 58.3 109.5 164.2 21.4 67.6 207.2
F F F F F F F
2 59.5 113.2 182.1 267.4 34.2 107.5 322.5
T T T T T T T
3 194.3 281.1 327.3 349.1 95.1 255.4 348.6
F Df Df Df F3 F3 Df
4 371.5 347.2 348 358.8 122.2 298.8 360.5
Df Df Df Df L Df Df
F = calibration bar or specimen ﬂexure, T = bar torsion, L = longitudinal compression of
specimen, Df = drive mechanism ﬂexure
Table 4.4: Eﬀect of calibration bar design on torsional stiﬀness
Bar Derived stiﬀness (Nm/rad) Theoretical stem Diﬀerence
No Full ﬁxity 4 points ﬁxity stiﬀness (Nm/rad) (%)
Kaf Ka4 Kt (1 − Kaf/Kt) (1 − Ka4/Kt)
1 418 417 433 3.5 3.7
2 1524 1513 1590 4.2 4.9
3 4035 3955 4239 4.8 6.7
4 8927 8539 9444 5.5 9.6Chapter 4 Inﬂuence of equipment compliance on RC test results 96
Table 4.5: Summary of resonant frequencies of calibration bars obtained from experi-
mental and numerical methods
Bar Natural Numerical measured experimental resonant
No frequency frequency (*) frequency (Hz)
(Hz) (Hz) Initial After (**)
1 61.0 59.5 61.4 61.4
2 116.9 113.2 114.0 115.5
3 190.9 182.1 176.4 182.9
4 285.0 267.4 242.2 263.8
5 484.5 NA NA 396.70
(*) Full drive mechanism geometry modelled, with base of bar stem ﬁxed
(**) After bonding the magnets to the cross-arms with cyanoacrylate glue.
Table 4.6: Summary of resonant frequencies for calibration bar No 4
Descriptions Resonant
frequency (Hz)
Calculated, based on the stem of bar No4 only, 285.0
I0 = 2.85E − 3kgm2, and Ia = 9.5E − 5kgm2 (Table 4.1)
Initial measured resonant frequency (Table 4.1) 242.2
Measured, after bonding the magnets to the cross-arms with 263.8
cyanoacrylate glue (Table 4.6)
ABAQUS, with drive mechanism, without compliance (rigid drive mechanism, 284.9
rigid top and bottom platen, bottom platen ﬁxed entirely) (Fig. 4.4, 4.12a)
ABAQUS, static torsion analyses, bottom platen ﬁxed entirely 281.7
(Table 4.4, Fig. 4.10a)
ABAQUS, static torsion analyses, ﬁxed at 4 points at the bottom platen 275.5
(Table 4.4, Fig. 4.10b)
ABAQUS, Ecrossarm = 100 × (71.8GPa), without test base, bottom 276.6
platen ﬁxed entirely (Fig. 4.4, 4.12b)
ABAQUS, real E, without test base, bottom platen ﬁxed entirely 267.4
(Table 4.3, Fig. 4.12c)
ABAQUS with test base ﬁxed at both of its surfaces 266.2
of the test base (Fig. 4.4, 4.12d)
ABAQUS with test base ﬁxed at the lower surface 265.4
(Fig. 4.4, 4.12e)Chapter 4 Inﬂuence of equipment compliance on RC test results 97
Table 4.7: Inﬂuence of system compliance on the natural frequency of bar No4
Inﬂuence of the compliance of Cause diﬀerent Error in measured
in natural frequency frequency
(HZ) (%)
(a) (b) (c) = (b)/21.2
Magnet connections 21.6 (*)
Base ﬁxity, component connections 1.6 8
Test base 0.8 4
Compliance of the bottom platen 1.2 6
Cross arm 9.2 43
Magnets, instrumentations and top platen 8.3 39
Total 21.1 99.5
(*)Was not calculated. The magnets connections was reinforced and this source of error
was overcomeChapter 4 Inﬂuence of equipment compliance on RC test results 98
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Table 4.10: Veriﬁcation of two spring model using ABAQUS model having geometry
similar to calibration bar 4 with test base
Bar Young’ Theoretical predicted Back-calculation
No Modulus kspecimen fr non-corrected K ’Two spring model’ K Error
(GPa) (Nm/rad) (Hz) (Nm/rad) (Nm/rad) (%)
1 1.237* 433 60.5 430 433 0.0
2 4.546 1590 115.0 1553 1590 0.0
3 1.212 4239 184.3 3987 4241 -0.1
4 27.00 9444 265.6 8282 9458 -0.1
5 79.01 27635 408.1 19554 27682 -0.2
6 158.0 55270 507.5 30250 55426 -0.3
7 343.1 120000 601.7 42518 117596 2.0
8 395.0* 138174 615.7 44515 134255 2.8
(*) the bar model with G = 1.237GPa has the stiﬀness equivalent to the stiﬀness of calibration
bar No 1, and the bar model with G = 395GPa has the stiﬀness equivalent to that of soil
specimen with G = 7.0GPa
Table 4.11: Summary of calibration results using initial measured resonant frequencies
obtained during calibration of the RCA
Case of additional mass Without No 1 No 2 No 3
I0 (kgm2) 0.00280 0.00280 0.00280 0.00281
Kequipment (N.m/rad) 22890 23810 24221 25285
Table 4.12: Veriﬁcation of the two spring model using the initial measured resonant
frequencies
Calibration bar No 1 2 3 4
Theoretical stiﬀness (Hz) 433 1590 4239 9444
Without Measured Fr (Hz) 61.4 114 176.42 242.15
additional Calculated K (N.m/rad) 440 1590 4217 9491
mass Error 1.6 0.0 -0.5 0.5
With Measured Fr (Hz) 60.5 112.74 174.74 240.6
additional Calculated k (N.m/rad) 437 1590 4215 9497
mass No 1 Error 1.0 0.0 -0.6 0.6
With Measured Fr (Hz) 59.425 111.7 173.4 238.6
additional Calculated k (N.m/rad) 430 1590 4222 9469
mass No 2 Error -0.7 0.0 -0.4 0.3
With Measured Fr (Hz) 59.3 110.7 171.96 237.9
additional Calculated k (N.m/rad) 437 1590 4212 9509
mass No 3 Error 1.0 0 -0.6 0.7Chapter 4 Inﬂuence of equipment compliance on RC test results 101
Figure 4.1: Numerical modelsChapter 4 Inﬂuence of equipment compliance on RC test results 102
265.0
265.5
266.0
266.5
267.0
267.5
268.0
268.5
0 5000 10000 15000 20000 25000 30000 35000 40000
Number of elements
N
a
t
u
r
a
l
 
f
r
e
q
u
e
n
c
y
 
(
H
z
)
5.0 mm
4.0 mm
3.0 mm
2.5 mm
Figure 4.2: Eﬀect of meshing on predicted natural frequency - Bar No 4 model
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Figure 4.3: Detected torsional and ﬂexural vibratory modes of calibration barsChapter 4 Inﬂuence of equipment compliance on RC test results 103
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Figure 4.5: Layout of springs supporting partitioned test baseChapter 4 Inﬂuence of equipment compliance on RC test results 105
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Figure 4.11: Static deformation of calibration bar No 4Chapter 4 Inﬂuence of equipment compliance on RC test results 111
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Figure 4.17: Diﬀerence in mode function of wave propagation in elastic model and
torsional forced vibration model
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Laboratory testing
This chapter presents a methodology used to determine the small strain response of gran-
ular materials with distinct and diﬀerent particle shape. Techniques used to characterise
the granular particles, a methodology for specimen preparation, a RC testing procedure,
and a computer program for automatically running a RC test is described. Sample results
are presented in this chapter to show general small strain response of geomaterials. More
results will be presented and discussed in Chapter 6.
5.1 Material properties
This section presents some general properties, such as the maximum and minimum void
ratio, the speciﬁc density and particle size of test materials used in this study. The par-
ticle shape of the materials is characterised in the next section.
Materials used in this research were granular with diﬀering particle shape, namely Leighton
Buzzard sand1, mica, and glass products2.
• Leighton Buzzard sand fraction B (LBSB) is a round natural, uncrushed, clean
silica sand (Fig. 5.1a and 5.2). The nominal diameter of LBSB is 1.0 mm; the
fraction passing the 1.16 mm sieve and retaining by the 0.6 mm sieve was used in
this research.
• Leighton Buzzard sand fraction E (LBSE) is an angular, naturally occurring un-
crushed, silica sand (Fig.5.1b and 5.3). The nominal diameter of LBSE is 0.1 mm;
the fraction passing the 0.15 mm sieve and retained by 63µm sieve was used in this
research.
• Glass Ballotini (GB) is composed of smooth soda-silica3 (Fig. 5.1c). The diameter
of diﬀerent types of GB varied from 0.1 mm to 3.0 mm.
1Supplied by the David Ball group, Cambridge, UK.
2Supplied by SIGMUND LINDNER GmbH Oberwarmensteinacher Strasse 38, D-95485 Warmen-
steinach, Germany, www.sigmund-lindner.com.
3According to the product data sheet, the major chemical of the GB is SiO2 and Na2O, with the
compositions being of 70% and 13.1%, respectively.
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• Glass Nugget (“Nugget”) is angular, platy, crushed glass with the nominal diameter
of 1.0 mm (Fig. 5.1e and 5.4).
• Glass Glitter (“Glitter”) is angular, ﬂat, transparent glass with the nominal diameter
of 1.0 mm diameter (Fig.5.1f and 5.5).
• Mica is extremely ﬂat natural silica material with the nominal diameter of 0.1 mm
(Fig. 5.1d)
Table 5.1 summarises the maximum and minimum dry density and the speciﬁc gravity
of the test materials. The maximum density of the material was determined using dry
pluviation (Cresswell et al., 1999), and the minimum dry density was obtained using the
‘tilting test’ method of Kolbuszewski (1948). Fig. 5.1 shows scanning electron microscope
images highlighting the particle characteristics of the materials.
5.2 Characterisation of particle roundness and particle form
Particle roundness
This research uses roundness index, deﬁned as 4πA/p2 (Wilson et al., 1997), to charac-
terise roundness of a particle because of its eﬀectiveness presented in chapter 2. Determi-
nation of roundness index requires two 2D particle images parameters, namely the area,
A, and the perimeter, P, of a particle. The 2D particle images of the test materials are
presented in Fig. 5.2 to 5.5. For convenience, in this research, the inverse of roundness
index, which is termed angularity index, AI, was used to represent the roundness of a
particle since the scale of AI (1.0 − ∞) is larger than that of roundness index (0 − 1.0).
Table 5.2 summaries the angularity index, AI, of the test materials used.
Particle form
Due to the advantages of Corey’s shape factor (CSF) over other form descriptors (as
presented in chapter 2), this method was used to characterise the form of sand parti-
cles. Corey’s shape factor, deﬁned as S/
√
L × I, requires three diameters, namely the
largest, L, the intermediate, I, and the shortest diameter, S. Since dimensions of the
sand particles cannot be directly measured, the three diameters were determined using an
image analysis technique combined with the volume method proposed by Reddy (2008).
The volume method assumes that sand particles are scalene ellipsoids with the equivalent
volumes. When sand particles are dropped onto a microscope slide, they normally rest
on their largest surface with the short axes nearly vertical (Wadell, 1932). Reddy (2008)
adopted that the largest (L) and intermediate (I) dimensions of a sand particle are the
circumscribed circle and the largest inscribed circle, respectively (Fig. 5.6). From dig-
ital images of the sand particles, the largest (L) and intermediate (I) dimensions were
measured automatically using image analysis software (e.g. Image Pro-plus4), and were
4Developed by Media Cybernetics, Inc., Bethesda, Maryland, USA.Chapter 5 Laboratory testing 119
averaged. The shorted dimension, S, was then calculated using the following equation:
S =
6 × V
πL × I
(5.1)
where V is average volume of a particle. V was calculated based on the weight of a
specimen, the speciﬁc gravity and the number of particles in the specimen. The number
of particles in the specimen can be counted manually or automatically using image analysis
software (Reddy, 2007). It is noted that calculated values of S should be smaller than
both L and I. If the calculated value of S is larger than either L or I, permutation
between the roles of the three parameters is made to satisfy the condition: L ≥ S ≥ I.
In this research, the largest (L), the intermediate (I), and the average volume, V , of a
particle given in Table 5.3 were measured in the work of Reddy (2007), who used the same
materials. From these data, CSF of the test materials was calculated. For reference, other
sphericity descriptors of the materials, such as operational sphericity, ψo, (Wadell, 1933)
and scalene equivalent ellipsoid sphericity, SEES, (Reddy, 2008) were also calculated
(Table 5.3).
The volume method, however, is unsuitable for determining particle form of very ﬁne
grains such as LBSE or 0.1 mm mica because counting a number of grains for even just
a small mass of LBSE or 0.1 mm Mica requires excessive time and eﬀort (for example,
10.0mg of LBSE may have more than 10,000 particle). Based on the SEM images (Fig.5.1),
it is suggested that the sphericity descriptors of LBSE are larger than those of Nugget
and smaller than those of LBSB. This is the limitation of this research on these particles.
5.3 Software development
A computer program was written using TestPoint5, to allow complete automation of a RC
test, and control the number of loading cycles. The program contains two subprograms
namely ‘broad sweep’ and ‘ﬁne sweep’.
The broad sweep undertakes a frequency sweep at 1.0 Hz intervals to quick deﬁne the
resonant frequency of a specimen with an error = ±1.0Hz. The broad sweep generates
a sinusoidal waveform with a predeﬁned input voltage and with an initial frequency, and
sends the sinusoidal waveform (with 150 cycles) to the A/D control box (Fig. 3.3). The
predeﬁned input voltage should be small to ensure that shear strains induced in the spec-
imen is within the elastic limit. The signal is then ampliﬁed by the power ampliﬁer before
going to the coils to oscillate the specimen (see the working principle of the RCA in Section
3.2). Based on output signals obtained from the accelerometer (via the charger ampliﬁer),
the program computes vibration amplitudes of the specimen. The program repeats the
above steps with higher excitation frequencies (within a range of excitation frequency, e.g.
from 50 Hz to 500 Hz set by the user). This allows the ‘broad sweep’ frequency response
curve to be determined, and hence the ‘broad sweep’ resonant frequency (at the peak
5Trademark of Capital Equipment Cooperation, Billerica, MA, USA.Chapter 5 Laboratory testing 120
vibratory amplitude) to be deﬁned. The ﬂow chart for the ‘broad sweep’ subprogram is
presented in Fig. 5.7
Based on the ‘broad sweep’ resonant frequency, the ﬁne sweep deﬁnes the resonant fre-
quencies at various shear strains (various input voltages) with greater precision (error
= ±0.1Hz). At a given input voltage, the ﬁne sweep undertakes a number of tasks e.g.,
automatic generation of a digital sinusoidal waveform, determination of a frequency re-
sponse curve (within the resonant region), deﬁning the peak amplitude and the resonant
frequency, estimation of the average shear strain and saving data to a ﬁle, etc.
After deﬁning the resonant frequency, the ﬁne sweep measures the specimen damping
ratio using both the FVD and the HPP methods. The ﬁne sweep generates a sinusoidal
waveform at the resonant frequency to excite the specimen using 200 loading cycles (to
ensure that a steady state vibration is archived). The ﬁne sweep then stops exciting the
specimen, and starts acquiring a free vibration decay waveform. The ﬁne sweep deﬁnes
the peak amplitude for each cycle of the free vibration decay response, and computes the
logarithmic decay, δ, from which the FVD damping ratio of the specimen is computed.
In addition, the ﬁne sweep program, using the frequency response curve, interpolates the
half power bandwidth frequencies (f1 and f2), from which the HPP damping ratio is com-
puted.
The ﬁne sweep repeats the above tasks with increasing input voltages until either the
shear strain exceeds the limiting shear strain (e.g. 0.01%, input by the user) or the digital
input voltage exceeds 10.0 Volt, which is the limiting working voltage of the A/D con-
troller box. Since the results (e.g. shear modulus, and damping ratio etc.,) are plotted
against shear strain on a logarithmic scale, the amplitude of the sinusoidal waveform is
increased in an exponential manner to provide data points with uniform spacing. The
ﬂow chart of the ﬁne sweep program is presented in Fig. 5.8.
Attempts have been made to reduce signiﬁcantly the number of load cycles by reducing
the number of points which make up a response curve. At a given input voltage, based
on the ‘broad sweep’ resonant frequency, the ﬁne sweep program predetermines a ‘sweep
window’, a frequency range containing the resonant frequency. The sweep window should
be wide enough (wider than the half power bandwidth) for estimating the damping ratio
using the HPP method. The ﬁne sweep varies the vibratory frequency with a step interval,
∆f, which is not constant but varied depending on the relative position of the vibratory
frequency in the sweep window. The program assigns the ﬁnest interval of 0.1 Hz, only
when the frequency is near the centre of the sweep window. Fig. 5.9 presents an example
of a frequency response curve of a specimen deﬁned by 17 points. Obtaining one point in
the frequency response curve required 250 load cycles to take place. Therefore, the total
number of load cycles induced in the specimen per strain increment was 17×250 = 4250.
If the resonant frequency is 60 Hz, each step will take place in two minutes, and the full
test (at a given eﬀective stress) with about 20 strain increments can be accomplished in
less than an hour.Chapter 5 Laboratory testing 121
5.4 Specimen preparation
This section describes the methodology adopted to prepare uniform cylindrical specimens
with a predetermined void ratio.
5.4.1 Preparation of a uniform granular specimen
A specimen were formed using a thin-walled cylindrical split mould. The diameter of
the mould could be ﬁnely adjusted using a Jubilee clip. Once the diameter was set, the
opening in the spit mould was sealed by tape. O-rings were placed on the outside at one
end of the mould before a membrane was placed inside the mould, with its end folded
over both ends of the mould and the o-rings 6. Suction was applied to pull the membrane
onto the split mould through the air vent in the middle of the mould. The mould was
placed on the pedestal coated with a thin layer of silicon grease. The use of silicon grease
helps create an air tight seal. The membrane was pulled down over the pedestal and the
o-rings were then pulled down to ﬁrmly seal the membrane onto the pedestal. Porous
stones were not used as they are unnecessary for dry specimens. In addition, the porous
stones could aﬀect the coupling between the specimen and the end platens, and alter the
stiﬀness of the composite specimen (two porous stones and sand). Two small pieces of
ﬁlter paper were placed over two air entering inlets in the base of the pedestal to prevent
particles that are smaller than the inlet diameter from entering the pedestal.
Before testing, a desired void ratio of the specimen was predetermined (based on the spec-
imen dimensions and speciﬁc density of the test material). To achieve a given void ratio,
the weight of the dry material was calculated and only this amount of dry material was
used. Specimens were formed using a pluviation method described in detail by Cresswell
et al. (1999). The method involves raining the sands (into a cylinder) through diﬀuser
meshes. One of the advantages of pluviation over tamping and vibratory compaction
is that it can attain uniform density without particle crushing (Lo Presti et al., 1992).
Other advantage of the pluviation method is the repeatability. The Author has used the
pluviation method (see Cresswell et al., 1999) to determine the maximum density of all
the materials and observed that the results are very repeating. Care was taken during
pluviation so that no sand was lost. To obtain denser specimens, the free falling height
and sand ﬂow (through a funnel tube) were adjusted to increase the pluviation time. Fur-
ther slight tapping (using a rubber hammer) on the outside of the mould was sometimes
necessary until a desired specimen height (corresponding to the predetermined void ratio)
was obtained.
5.4.2 Mixing LBSB with 0.1 mm mica
Two specimens of LBSB mixed with 0.1 mm mica with diﬀerent Mica contents, 10% and
20% by mass, could not be pluviated due to the segregation of heavier sand particles
6O-rings cannot be lowered from the top to the bottom of the mould to seal the membrane against the
pedestal due to the existing of a pipe attached at the air vent in the middle of the mould. This is the
reason why the O-rings should be placed on the outside at one end of the mould in advance.Chapter 5 Laboratory testing 122
from lighter mica particles. Therefore, the specimens of sand mixed with ﬁne mica were
prepared by a speciﬁc method. This section describes the specimen preparation method
for the specimen of LBSB with 10% mica. The specimen of LBSB with 20% mica was
prepared in a similar manner.
To achieve a very dense specimen with homogenous distribution of LBSB and 0.1 mm
mica, a thin layer of sand (10 g by mass) was placed in a mould before 1.0 g of mica
(or 2.0 g for 20% mica content) was rained over the top of the sand. This mixture was
then well compacted using a rubber tamper. In addition, the sample mould was tapped
lightly on the outside. This procedure was repeated until a required specimen height was
obtained. In total there were more than 180 thin layers of sand and mica placed in the
mould. Therefore, mica was well distributed throughout the entire specimens.
5.4.3 Specimen assembly
After a specimen was formed, the pedestal, the mould and the specimen were placed on
the test base of the RCA, and ﬁrmly ﬁxed to it by four machine screws. To provide a
suﬃcient air seal between the top cap and the membrane, the lateral surface of the top
cap was coated with a thin layer of silicon grease before the top cap was placed on top of
the specimen. The membrane was then pulled up to cover the top cap. A level was used
to check the level of the top cap. Light tamping on the top cap was necessary to level the
top cap and to ensure no gap existing between the top cap and the specimen. A suction
of 50 kPa was applied to allow the mould to be removed. Then three o-rings were placed
to seal the membrane onto the top cap7.
5.4.4 Specimen dimension measurement
Specimen dimension measurement was undertaken before the drive mechanism was at-
tached on top of the top cap. Dimensions of all specimens were measured at a suction of
50 kPa, with the thickness of the membrane taken into account.
Diameters of a specimen was measured at four diﬀerent heights along the specimen; and
at each height two readings at perpendicular directions were taken. Four specimen heights
were measured around a specimen.
During specimen preparation, a membrane was stretched. Hence, the thickness of the
(stretched) membrane would be diﬀerent from its original thickness. To measure the
thickness of the membrane, a steel solid cylinder that has the similar diameter (D =
70 mm) and height (L = 140 mm) of a specimen was used. The diameter of the cylin-
der plus the membrane was measured. Subtraction of the diameter of the cylinder from
the diameter of the cylinder and membrane gives twice the thickness of the stretched
membrane.
7The mould could not be removed if O-rings were placed before removing the mould.Chapter 5 Laboratory testing 123
5.5 Apparatus set-up
Once the specimen is formed and the top cap secured, the support frame with the drive
mechanism attached to it was gently lowered onto the specimen top cap. The support
frame was bolted to the test base using four machine screws. The drive mechanism was
gently and ﬁrmly ﬁxed to the top cap using four countersunk screws. The support ring
holding the coils was aligned until the magnets attached to the cross-arms were centred in
the middle of the coils, and then the support ring was clamped to the support frame. The
LVDT was ﬁtted and adjusted to give suﬃcient vertical displacement during application
of eﬀective stress.
The cylindrical pressure vessel was carefully lowered until it rested on the o-ring placed
on the test base. All electrical connections for the LVDT, the accelerometer, and the coils
were made. The ‘broad sweep’ program was run with very low input voltages and the
output signals were checked to ensure that the electrical connections were fully working
before the top cap of the pressure vessel was bolted down.
5.6 Testing
A testing programme is designed to characterise the small strain response of dry granular
specimens. Isotropic loading is applied in small steps until an eﬀective stress of 100 kPa is
achieved. To remove the possible variation of shear modulus due to eﬀects of conﬁnement
time (Hardin & Black, 1968; Marcuson & Wahls, 1972; Anderson & Stokoe, 1978), the
pressure was maintained for a constant duration of two hours before torsional vibration
was applied. In general, all specimens was subjected to increasing shear strain from 10−5%
to 10−2%. At a given shear strain magnitude, a frequency response and free vibration
decay response of a specimen were measured, allowing the resonant frequency, the HPP
and FVD damping ratio of the specimen to be determined.
The conﬁning pressure was increased8 and the above steps were repeated. Normally,
an eﬀective stress increment of 100 kPa was applied. However, for crushable particle
specimens such as Nugget and Glitter, an increment of 100 kPa may suddenly alter the
soil structure (e.g. cause signiﬁcant change in void ratio and particle orientations) due
to the possibility of excessive particle crushing. Therefore, stress increments applied to
Nugget and Glitter specimens were less than 100 kPa (e.g. 50 kPa). Most of the specimens
were tested at diﬀerent eﬀective stresses varying from 100 kPa to 600 kPa9.
5.7 Test results
This section presents typical results of the RC tests conducted in this research. In addition,
this section presents eﬀects of noise on damping measurements.
8A loose specimen of LBSE (e=0.748) and a specimen of LBSB mixed with 10% mica were tested
(manually us) only at 100 kPa.
9Three were three specimens tested at eﬀective stresses up to 400 kPa.Chapter 5 Laboratory testing 124
5.7.1 Void ratio calculation
The initial void ratios of all specimens were measured at a suction of 50 KPa. The void
ratio of a specimen was calculated using on the weight and the average dimensions of
the specimen. Due to the fact that a specimen was held by suction before the mould
was removed, the shape of the specimen is the same as the shape of the mould, which is
right cylindrical as shown in Fig. 5.10. It was observed that the diﬀerences in diameters
measured along a specimen were very small. For example the diameters measured at four
positions from the bottom to the top along the weakest specimen (the loose glitter with
void ratio of 1.034) were 69.75 mm, 69.44 mm, 69.56 mm, and 70.05 mm, respectively. If
the specimen is divided into four cylinders with the same height and the above diameters
along the specimen are used to calculate the volume of each cylinder, the volume of the
entire specimen will be 512254 mm3, or 0.001% diﬀerent from the volume (512248 mm3)
calculated using the average diameter (69.7 mm) of the specimen. This suggests that
the error in measurement of void ratio due to the variation in specimen diameter along a
specimen was very small.
When the isotropic conﬁning pressure was increased, the volume of the specimen changes.
The height of the specimen at any eﬀective stress level is determined using the vertical
displacement measured by the LVDT. Since the specimen was isotropically conﬁned, the
diameter of the specimen was calculated with the assumption that the radial strain is equal
to the vertical strain. It observed that the variation of void ratio due to the variation of
eﬀective stress was insigniﬁcant for LBSB, GB, LBSE. For instance, when subjected to
an increment of eﬀective stress from 50kPa to 600kPa, the vertical deformation of loose
3mm GB specimen (e = 0.606) was 0.11 mm, corresponding to a volumetric strain of
0.24%. This vertical deformation led to 0.62% reduction in void ratio of the specimen.
Volumetric strains due to increments of eﬀective stress for Nugget and Glitter were higher
than that of LBSB, GB, LBSE. For example, when subjected to an increment of eﬀective
stress from 50 kPa to 600 KPa, the void ratio of the loose Glitter specimen decreases from
1.034 to 0.958, or 7.4%. It is noted that the eﬀect of void ratio on Gmax will be removed
using the universal void ratio function presented in Chapter 6.
5.7.2 Shear modulus measurement
The stiﬀness of a specimen was computed using the two spring model presented in Section
4.5. It is noted that due to small measured material damping ratios (less than 3%), the
shear modulus of the test materials can be estimated using Eq. 4.3.
Fig. 5.11 presents a typical frequency response curve for a dense LBSE specimen. The
data in the ﬁgure was recorded by the software presented in the Section 5.3. The clear
and sharp peak of the frequency response curve allows the resonant frequency and HPP
damping ratio of the specimen to be precisely determined. The shear strain corresponding
to the resonant frequency was estimated using Eq. 3.48. Fig. 5.12a presents a typical
shear modulus response curve with respect to shear strain at an eﬀective stress of 100
kPa for the specimen. It can be seen in the graph that there is a plateau where theChapter 5 Laboratory testing 125
shear modulus can be considered as constant Gmax. Fig. 5.12b presents a typical shear
modulus degradation, G/Gmax, versus shear strain for the specimen. In this research,
elastic threshold strains, γe, was taken at a point where G/Gmax = 98%. Fig. 5.13
presents a typical plot of Gmax versus eﬀective stress for the specimen.
5.7.3 Damping measurement
Fig. 5.14 presents a typical free vibration decay curve obtained from 35 cycles for the
LBSE specimen. The curve was recorded at a rate of 100 samples per decay cycle. The
amplitude of each cycle was determined and plotted against cycle number in Fig. 5.15.
The logarithmic decrement, δ, was obtained by regression analysis from which the FVD
damping ratio of the specimen was then computed using Eq. 3.42.
The damping ratio was also computed using the HPP method. Fig. 5.11 presents
half power frequencies f1, f2, from which the HPP damping ratio could be determined.
Through calibration (see Section 3.4.2), the inherent apparatus damping ratio varying
with resonant frequency was interpolated. This value was subtracted from the measured
(system) damping ratio to give the material damping ratio of the specimen. Fig. 5.16
presents the typical damping ratios at various shear strains for the specimen obtained by
both the HPP and the FVD method.
5.7.4 Problems of measuring damping ratio
As was shown in Section 3.4.2 material damping at low shear strain can be aﬀected by
the inherent noise of the system. Fig. 5.17 shows that the root mean squared (RMS)
amplitude of the noise, VRMS.noise, produced by the RCA varied from 18 − 20mV . If the
peak RMS amplitude, VRMS.peak, is less than
√
2 ∗ VRMS.noise = 28mV , the half power
bandwidth frequencies f1 and f2 (where the vibration amplitude is equal to 0.717 times
the peak RMS amplitude) could not be determined as they would fall with the value of
the noise as shown in Fig. 5.18a. It can also be seen in Fig. 5.18b that the relatively high
noise amplitude also signiﬁcantly aﬀects the FVD signal. Therefore, the damping ratio
of the specimen cannot be precisely estimated using either the HPP or the FVD method,
if VRMS.peak is less than 28mV. It was shown (see Eq. 3.48, Section 3.3.5) that the shear
strain is a function of the resonant frequency and the peak RMS. Eq. 3.48 shows that
the damping ratio cannot be measured below a strain level given by:
¯ γ(%) < 111.05 ×
0.028
fr
2
d
L
=
1.6
fr
2 (5.2)
where the ratio d/L is approximately 0.5. In addition, the calibration of equipment
damping reported in Section 3.4.2 suggests that the noise signiﬁcantly aﬀects the measured
damping ratio if RMSpeak < (5 to 6)×RMSNoise = 100mV. This condition is equivalent
to:
¯ γ(%) < 111.05 ×
0.1
fr
2
d
L
=
5.6
fr
2 (5.3)Chapter 5 Laboratory testing 126
The two expressions are plotted in Fig. 5.19, showing that only in zone 3, where ¯ γ(%) >
5.6/fr
2, is the measured damping ratio reasonably unaﬀected by the noise. Therefore,
to avoid the inﬂuence of the noise, only damping ratios estimated in zone 3 are taken as
valid measurements.
It was observed that the automatic measurement of damping ratio using the FVD method
may be underestimated. After the steady state of vibration (at resonant frequency) is ob-
tained, the power to the coils is immediately cut oﬀ. The software then records a free
vibration decay waveform, ﬁlters the signal, determines the amplitude of each cycle, and
then computes the FVD damping ratio. However, Fig. 5.20a shows that the recorded
waveform sometimes includes a number of cycles with constant vibratory amplitudes,
which are automatically taken into the calculation for damping. Consequently, the damp-
ing ratio may be underestimated by the software (Fig. 5.20b). Therefore, all of the
damping ratios reported in this thesis was double-checked by examining the raw recorded
data. Fig. 5.20b shows that the value of damping ratio, which is automatically calculated
using the slope of the best ﬁt curve (dashed line) through all the data points (included the
steady vibratory amplitudes), was underestimated. The value of damping ratio, which
is manually calculated using the slope of the best ﬁt curve (the solid line, Fig. 5.20b)
through the data points excluded the steady amplitudes, is more accurately determined.Chapter 5 Laboratory testing 127
Table 5.1: Material density and void ratio
No Materials GS γmax (kg/m3) γmin (kg/m3) emin emax
1 GB 2.5 1635 1478 0.53 0.69
2 LBSB 2.65 1793 1450 0.48 0.83
3 LBSE 2.65 1631 1317 0.63 1.01
4 Fine Nugget (*) 2.5 1435 1118 1.24 0.74
5 Coarse Glitter (*) 2.5 1448 1061 1.36 0.73
6 Mica 2.85 NA NA NA NA
(*) Data of Reddy (2007).
Table 5.2: Angularity index, AI, of test materials
Material Roundness Angularity index, AI
index This study Reddy (2007)
GB 0.96 1.04 1.04
LBSB 0.87 1.15 1.24
LBSE 0.79 1.28 NA
Fine Nugget 0.77 1.32 1.38
Coarse Glitter 0.74 1.36 1.44
Note: AI = p2/4πA
Table 5.3: Shape parameters of test materials
Material L/2 I/2 S/2 CSF SEES ψO
(µm) (µm) (µm)
GB 486 458 438 0.93 0.90 0.94
LBSB 568 440 286 0.57 0.50 0.72
Fine Nugget 1233 862 269 0.26 0.22 0.53
Coarse Glitter 1215 801 118 0.12 0.10 0.39
Note: The value in the table is the average. L,I, and S are the maximum, intermediate and minimum
dimensions, respectively; L ≥ I ≥ S. Values of average volume and projected dimensions of particles (L
and I) are provided by Reddy (2007).Chapter 5 Laboratory testing 128
(a) (b)
(f) (e)
(c) (d)
Figure 5.1: Scanning electron microscope images of test materials showing diﬀerences
in particle shape. (a) Leighton Buzzard Sand B (Ming, 2005); (b) Leighton Buzzard
Sand E (Clayton et al., 2004); (c) 1.0 mm Glass Ballotini Ming (Ming, 2005); (d) 0.1 mm
Mica; (e) Glass Nugget (Reddy, 2008) and (f) Glass Glitter (Reddy, 2008)Chapter 5 Laboratory testing 129
Figure 5.2: Microscope images of LBSBChapter 5 Laboratory testing 130
Figure 5.3: Microscope images of LBSEChapter 5 Laboratory testing 131
Figure 5.4: Microscope images of NuggetChapter 5 Laboratory testing 132
Figure 5.5: Microscope images of GlitterChapter 5 Laboratory testing 133
Circumscribed circle
Intermediate dimension
Circumscribed circle
Largest inscribed circle
Largest dimension
Figure 5.6: Determination of largest, L, and intermediate, I, dimensions from 2D par-
ticle image in volume method (redrawn after Reddy, 2008)Chapter 5 Laboratory testing 134
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Figure 5.9: Response curve of Aluminium bar No 1Chapter 5 Laboratory testing 137
Figure 5.10: Right cylindrical shape of a 1.0mm Glass Ballotini specimenChapter 5 Laboratory testing 138
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Figure 5.11: Typical frequency response curve of LBSEChapter 5 Laboratory testing 139
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Figure 5.12: Typical shear modulus versus shear strain of LBSEChapter 5 Laboratory testing 140
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Figure 5.13: Gmax of LBSE as a function of eﬀective stressChapter 5 Laboratory testing 141
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Figure 5.14: Typical FVD curve for LBSE
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Figure 5.15: Plot RMS amplitude versus number of cycles obtained from Fig. 5.14Chapter 5 Laboratory testing 142
0.6
0.7
0.8
0.9
1.0
i
o
 
(
%
)
Material damping of LBSE
FDV
HPP
Damping measured in this 
range of shear strain is 
significantly affected by noise
0.0
0.1
0.2
0.3
0.4
0.5
1.0E-05 1.0E-04 1.0E-03 1.0E-02
D
a
m
p
i
n
g
 
r
a
t
i
Shear strain (%)
e = 0.639
p = 100 kPa
Figure 5.16: Damping ratio of LBSE determined using the HPP and the FVD method
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Figure 5.17: Noise amplitude produced by the RCAChapter 5 Laboratory testing 143
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Figure 5.18: Eﬀect of noise on damping measurement at low strainChapter 5 Laboratory testing 144
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Figure 5.19: Zones of noise eﬀectChapter 5 Laboratory testing 145
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Figure 5.20: Checking and correcting damping ratio estimated automatically by the
software. (a) FVD curve obtained automatically using the computer software; (b) Auto-
matic and manual calculation of damping ratio based on plot of peak decay amplitude
per cycleChapter 6
Results and discussions
This chapter discusses the results obtained from tests on the granular materials (high-
lighted in Chapter 5) under diﬀerent testing conditions such as void ratio, eﬀect stress,
and shear strain. The ﬁrst section of this chapter presents the general small strain be-
haviour of the test materials, such as shear modulus and damping ratio as a function
of shear strain, eﬀective stress and void ratio. The ﬁrst section sets the context for the
second and the third section to highlight and discuss eﬀects of particle characteristics on
Gmax, shear modulus degradation, stress exponent, elastic threshold strain, and damping
of the materials, etc. The discussion of the eﬀects of particle size and particle shape
are presented in separate sections, and the eﬀects of particle characteristics on the small
strain behaviour of geomaterials are viewed taking into account the eﬀects of void ratio.
Finally, a soil model termed the porous discontinuous-solid model, in which the shear
wave velocity at contacts between particles is emphasised, is proposed1 to explain the
eﬀects of particle size and shape on the small strain response of the geomaterials. Based
on the porous discontinuous-solid model, the theoretical (universal) void ratio functions
for Vs and Gmax are derived.
6.1 Small strain behaviour of the materials
6.1.1 Shear modulus - shear strain relationship
The values of normalised shear modulus (G/Gmax) as a function of shear strain for each
material at σ0 = 100kPa were presented in Fig. 6.1. It can be seen that for all specimens
there are regions where the normalised shear modulus are somewhat independent of shear
strain, as shown by the stiﬀness plateaux (G/Gmax ≈ 1.0). In general, the elastic threshold
strain, γe, for each material is dependent on void ratio (or relative density) and eﬀective
stress. This agrees with the observations of other researchers such as Hardin & Drnevich
(1972b); Kokusho et al. (1982); Shibuya & Tanaka (1996); Lo Presti et al. (1997) and
Stokoe et al. (1999).
It is observed that γe increases with an increase in eﬀective stress. It is also observed that,
1Due to the limitation of the study time and volume of the thesis, only the main concepts and funda-
mental equations of the model are presented. The model will be reported in detail in another publication.
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in general, γe decreases with an increase in void ratio. The values of γe for all materials
at diﬀerent level of eﬀective stress and void ratio were summarised in Table 6.2. It can
be seen from Table 6.2 that, in general, the elastic threshold strain, γe, for platy particles
(i.e. Glitter and Nugget) are signiﬁcantly larger than that for the bulky particles. Further
discussions on the inﬂuence of particle shape on γe are presented in Section 6.3
For all the materials tested, when shear strain induced in a specimen exceeds γe, the
shear modulus of the specimen starts to decrease. It can be seen in Fig. 6.1 that stiﬀness
degradation, the ratio of G at a certain shear strain level to Gmax, for Nugget and Glitter
are the lowest among the materials (signiﬁcantly less than that for LBSB, LBSE, and
GB), although the void ratios of Nugget and Glitter are relatively high. At a shear strain
of 0.004%, G/Gmax for Nugget and Glitter are about 96-97% (Table 6.3). In contrast,
G/Gmax for a dense 1.0 mm GB specimen at the same shear strain is only 92%.
6.1.2 Gmax as a function of eﬀective stress
Fig. 6.5 presents Gmax of test materials as a function of eﬀective stress. It is noted that
the ﬁgure presents the results for specimens with similar void ratio (from 0.6 to 0.8). The
results presented in Fig. 6.5 show that Gmax increases in an exponential manner with
eﬀective stress:
Gmax = α0σ0
0
n (6.1)
where α0 can be termed material coeﬃcient, which is a function of particle characteristics
and void ratio. Both α0 and n were obtained from the best ﬁt curves (Fig. 6.5) applied
to the data for each specimen. The results, summarised in Table 6.1, show that stress
exponents during loading varies from 0.403 to 0.488, with an average value of 0.439.
During unloading stress exponents are somewhat higher than those during loading. The
stress exponents obtained in this research fall within the range of stress exponents obtained
by other researchers (from 0.4 to 0.62, see Table 2.1).
In addition, the data in Table 6.1 indicate that stress exponents for the platy particles
(i.e. Nugget and Glitter) are higher than those for bulky particles (i.e. GB, LBSB,
and LBSE). This may be attributed to either particle characteristics or diﬀerences in void
ratio between the platy and the rotund specimens. It could be hypothesised that the platy
particles may be crushed during loading at relatively high pressure, hence signiﬁcantly
reducing void ratio and consequently causing an increase in stress exponent. Considering
values of α0 for a single material, it can be seen in Table 6.1 that α0 decreases with an
increase in void ratio. Eﬀects of particle characteristics on stress exponent and α0 will be
explored and presented in Section 6.3.
6.1.3 Gmax as a function of void ratio
Fig. 6.6 presents Gmax of all materials at an eﬀective stress of 100 kPa versus specimen
void ratio. The ﬁgure shows that Gmax decreases with increasing void ratio. In addition,
the ﬁgure indicates that Gmax of the materials can be ﬁtted with Eq. 2.2 (Hardin &Chapter 6 Results and discussions 148
Blandford, 1989; Jamiolkowski et al., 1995; Stokoe et al., 1999):
Gmax = α0σ0
0
n = Cp × F(e) × σr
1−n × σ0
0
n (MPa) (6.2)
where Cp can be termed particle characteristic coeﬃcient, which is dependent on particle
characteristics (e.g. speciﬁc gravity, size, and shape), cementation/ bonding, OCR etc.,
σ0
0 = 100kPa, σr = 1.0kPa, n = 0.5 is a stress exponent, and F(e) is a void ratio function
of the form:
F(e) = (1 + e)−3 (6.3)
Eq. 6.3 is derived from a theoretical model termed porous discontinuous-solid model de-
veloped by the author (see more details in the Section 6.4). The form of Eq. 6.3 is similar
to Shibuya’s empirical equation, F(e) = (1 + e)−2.4, which was derived from a regression
analysis, and reported to be applicable to geomaterials with a wide range of void ratio
(Shibuya et al., 1997). Both Shibuya’s equation and Eq. 6.3 were plotted together with
experimental data collected from the literature (presented in Fig. 2.17). Fig. 6.7 shows
that Eq. 6.3 is a better ﬁt to the experimental data over a wide range of void ratio (from
stiﬀ sand to soft clay), and hence can better represent the eﬀect of void ratio on Gmax.
It can be seen in Fig. 6.7 that the curve with an average Cp of 45 lies in the middle of
the experimental data collected in the literature. This suggests that Eq. 6.2 with n = 0.5
and Cp = 45 may be used to predict Gmax of geomaterials in a feasibility study.
It is noted that stress exponents for diﬀerent materials are diﬀerent (as summarised in
Table 6.1). To discuss the eﬀect of void ratio, and to compare the test results of this
research with the data collected in the literature, in this section the stress exponent was
simply taken as 0.5, which is the average stress exponent widely used by many researchers
(Hardin & Richart, 1963; Hardin & Black, 1966, 1968; Hardin & Drnevich, 1972b; Mar-
cuson & Wahls, 1972, see Table 2.1). Section 6.3.2 will present eﬀects of particle shape
on stress exponent for the test materials.
Results presented in Fig. 6.6 and Fig. 6.7 show that no single curve can be used to predict
Gmax of geomaterials; The particle characteristic coeﬃcient, Cp, is not constant for all
materials, but varies from 35 (for Glitter) to 83 (for LBSB). It should be noted that the
derived values of Cp (=
Gmax
F(e) × σ0.5
0
) will change if the stress exponent is not taken as
0.5. Fig. 6.6 also shows the variation of Gmax of GB due to the diﬀerence in diameter of
the spheres. In addition, it can be seen in Fig. 6.6 the variation of Gmax for the mixtures
of LBSB and 0.1 mm Mica due to the variation of mica content.
There is a signiﬁcant diﬀerence between the range of Cp obtained from this research and
that in the literature. Fig. 6.6 shows that values of Cp for the test materials varies from
35 to 83, which is higher than those obtained in the literature, where Cp varies from 30 to
60 (Fig.6.7). In other words, the range of Gmax of geomaterials measured in the past was
lower than that obtained in this research. The diﬀerence in Cp increases with increasing
specimen stiﬀness; For example, the diﬀerence at the upper bound (for stiﬀ materials such
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(for soft materials such as Glitter) is ∆Cp = 35 − 30 = 5, or about 15%. This may be
due to eﬀects of apparatus compliance. It is supposed that values of Gmax measured by
other researchers were not corrected for the compliance of their apparatus. In contrast,
the compliance of the Stokoe RCA were taken into account in this research (see Chapter
4).
6.1.4 Damping ratio
Fig. 6.8 presents damping ratios, which were corrected for equipment damping ratios
measured in section 3.4.2, against shear strain for several specimens at σ0 = 100kPa. It
can be observed that, when shear strains are small (e.g. lower than 0.0001%), measured
damping ratios for all specimens are rather scattered due to noise eﬀects. It is found that
the material damping ratios for all specimens are small (e.g. less than 3%). Fig. 6.8 shows
that damping ratios increases with increasing shear strain. Generally, damping ratios of
the platy materials are lower than those of the rotund materials (Fig. 6.8). Considering
a single material, in general, damping ratio of the material increases with increasing void
ratio (Fig. 6.9), decreases with increasing eﬀective stress (Fig. 6.10) and particle size
(Fig. 6.11).
Even though the equipment damping was determined and material damping ratios have
been adjusted to remove as far as possible the eﬀect of system damping, in some cases
(e.g. at low shear strain) the equipment damping was not successfully removed, because
of the following reasons:
• The noise eﬀects are signiﬁcant at low shear strain and at low resonant frequency
(see Section 3.4.2 and Section 5.7.4)
• The equipment damping varies with resonant frequency of the specimens, and linear
interpolation was applied to estimate system damping (see Fig. 3.21). This linear
interpolation may overestimate/underestimate the equipment damping.
Therefore, in this thesis only material damping ratios at relatively large shear strain,
where the noise eﬀects become insigniﬁcant and the equipment damping is relatively
small compared to that of material damping, are compared and discussed.
6.2 Eﬀect of particle size on small strain behaviour of gran-
ular materials
6.2.1 Maximum shear modulus, Gmax
Fig. 6.12 presents Gmax of GB specimens with similar void ratios, e = 0.52 − 0.53 (Fig.
6.12a) and e = 0.58 − 0.60 (Fig. 6.12b). These graphs show that Gmax signiﬁcantly
increases with an increase in particle size. For example, at an eﬀective stress of 200 kPa,
Gmax of GB (with e = 0.58-0.6) increases by 38MPa (or 22%) when particle diameter
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were normalised by the theoretical void ratio function (Eq. 6.3). The normalised values
were plotted against particle size in Fig. 6.13, clearly showing that Gmax is signiﬁcantly
aﬀected by particle size.
This result makes an important addition to the conclusions given by previous researchers.
Hardin & Drnevich (1972b) suggested that particle size inﬂuences Gmax of soils only
through inﬂuencing void ratio of the soils. They explained that smaller size soils consists
more porous; thus Gmax of ﬁne soils is lower than that of coarse soils. Iwasaki & Tatsuoka
(1977) supported the premise of Hardin & Drnevich (1972b), and suggested that Gmax was
independent of particle size because the eﬀects of void ratio had been already taken into
account using a void ratio function. Schreiber (1968); Hamilton (1970, 1971); Hamilton
& Bachman (1982); Buckingham (2005) in the ﬁeld of geophysics have observed eﬀects of
D50 on Vp of marine sediments and suggested that the eﬀect was related to change in the
porosity of the sediments.
It is stressed that the eﬀects of particle size on Gmax of GB presented in Fig. 6.13 were
observed after normalising with respect to void ratio. For example, at the same void
ratio, Gmax of 3.0 mm GB is signiﬁcantly higher than that of 1.0 mm GB. This suggests
that particle size inﬂuences Gmax of a real soil because particle size changes not only void
ratio (macro eﬀect) but also other contact mechanical properties (micro eﬀect). The later
point will be explored more in Section 6.4.
6.2.2 Elastic threshold strain and shear modulus degradation
The elastic threshold strains, γe, for GB at an eﬀective stress of 100 kPa were summarised
in Table 6.2, and plotted against particle size in Fig. 6.14a. The trendline with a very
low coeﬃcient of determination (R2 < 0.1) indicates a poor correlation between particle
diameter and γe at an eﬀective stress of 100 kPa. However, at an eﬀective stress of
200 kPa, the correlation between particle diameter and γe (with a higher coeﬃcient of
determination) is more consistent. Fig. 6.14b shows that γe increases with increasing
particle diameter.
In connection with the above eﬀect, it is observed that the shear modulus degradation,
G/Gmax, as a function of shear strain for GB is also inﬂuenced by particle size. Values of
G/Gmax for GB at a shear strain of 0.004% were interpolated and plotted in Fig. 6.15,
showing that G/Gmax increases with an increase in particle size. The results suggest that
stiﬀness of smaller particle soils is more susceptible to shear strain than that of larger
particle soils.
6.2.3 Stress exponent, n, and particle characteristic coeﬃcient, Cp
As was shown in Section 6.1.2, Gmax increases in exponential manner with eﬀective stress
(Eq. 6.1). Based on regression analysis (Fig. 6.16), the stress exponents for GB with
diﬀerent particle size were obtained, and summarised in Table 6.1. It is observed that
stress exponents for GB varies from 0.403 to 0.488, which are signiﬁcantly higher than
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& Mindlin, 1957; Duﬀy, 1959; Walton, 1987; Chang et al., 1991; Liao et al., 2000). The
stress exponents for GB were plotted against particle size in Fig. 6.17, showing that stress
exponent for GB decreases (from 0.488 to 0.403) with increasing particle size (from 0.5mm
to 3.0 mm).
The material coeﬃcients, α0, obtained from Fig. 6.16, were plotted against particle di-
ameter in Fig. 6.18. The results show that α0 increases with increasing particle diameter.
Considering the same material (the same particle size), it is also observed that α0 in-
creases with an increasing void ratio, and stress exponents decreases with an increase in
void ratio. This agrees with the observation of other researchers, suggesting that α0 is a
function of void ratio (Hardin & Black, 1966, 1968; Hardin & Drnevich, 1972b; Marcuson
& Wahls, 1972; Kokusho et al., 1982; Shibuya et al., 1997; Lo Presti et al., 1997; Stokoe
et al., 1999).
To reduce the variation of α0 due to the diﬀerence in void ratio, values of Gmax were
normalised by F(e) (Eq. 6.3) before regression analysis. The normalised values of Gmax
versus eﬀective stress were plotted in Fig. 6.19. The regression analysis with the nor-
malised data leads to the particle characteristic coeﬃcient, Cp. In other words, Cp is
estimated using the following equation:
Cp =
α0
F(e)
=
Gmax
F(e)σ0
0
n (6.4)
Fig. 6.20 shows that Cp for GB increases with an increase in particle diameter, e.g. Cp
increases from 61 to 100 when particle diameter increases from 0.5mm to 3.0 mm. It is
noted that values of Cp in Fig. 6.20 were obtained using stress exponents corresponding
to each material (Table 6.1), which was less than 0.5 (Fig.6.19). This leads to the higher
values of Cp in Fig. 6.20 when compared to those presented in Fig. 6.6.
6.2.4 Material damping, D
As discussed, to avoid the noise eﬀects presented in Section 5.7.4, damping ratios at large
shear strains were used to explore the eﬀect of particle size on material damping. Fig.
6.21 presents material damping of GB measured by both FVD and HPP methods at shear
strains of 0.001% and 0.004%. It is observed that the material damping is considerably
inﬂuenced by particle size; the damping ratio decreases with an increase in particle size.
For instance, at a shear strain of 0.004% and σ0
0 = 100kPa, the material damping ratio
of GB decreases by about 50% (from 1.4% to 0.7%) when the diameter increases from
0.5mm to 2.0 mm. The above eﬀect of particle size on material damping is supported
by the theoretical damping ratio presented in Fig. 2.12. The results presented in Fig.
6.21 are consistent with the suggestion given in the previous section that the stiﬀness of
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6.3 Eﬀect of particle shape on small strain behaviour of
granular materials
6.3.1 Maximum shear modulus, Gmax
To remove the eﬀects of eﬀective stress, only values of Gmax at the same eﬀective stress
(e.g. 100 kPa, as illustrated in Fig. 6.6) or values of Gmax normalised by σ0
0
n (Fig. 6.22)
were compared and discussed. It is noted that, except for LBSE and mixtures of LBSB
and 0.1mm Mica, Fig. 6.22 presents normalised values of Gmax for 1.0 mm materials only.
The stress exponent used in Fig. 6.22 is 0.439, which is the average stress exponent for
all of the test materials. The ﬁgure shows that Gmax decreases with an increase in void
ratio. However, at the same void ratio, Gmax of diﬀerent materials vary over a wide range,
e.g. at void ratio of 0.66, Gmax may vary from 75 MPa (for Glitter) to about 180 MPa
(for LBSB). It is noted that the speciﬁc gravity, Gs, of LBSB and LBSE is 2.65 (Table
5.1), which is higher than that of the glass materials (2.50). It is hypothesised that a
diﬀerence in Gs may lead to a diﬀerence in Gmax. To remove the variation of Gmax due
to the variation in Gs, the values of normalised Gmax presented in Fig. 6.22 were further
normalised by Gs and plotted in Fig. 6.23. The graph shows that after normalising by Gs,
the variation in Gmax reduces. However, the variation is still signiﬁcant. It is hypothesised
that the variation is attributed to the diﬀerence in particle shape.
To verify this hypothesis, values of Gmax for all specimens under an eﬀective stress of
100kPa were normalised by both F(e) (Eq. 6.3) and Gs. The normalised values were
plotted against a particle form descriptor (e.g. Corey’s shape factor, CSF, Fig. 6.24),
and a particle roundness descriptor (e.g. angularity index, AI, Fig. 6.25). In addition, the
normalised values were also plotted against scalene ellipsoid equivalent sphericity (SEES,
Fig. 6.26). The ﬁgures show that both particle form and particle roundness have good
correlations with normalised shear modulus. It is observed that Gmax increases with
increasing sphericity (Fig. 6.24 & 6.26) and roundness (Fig. 6.25). The results suggest
that Gmax is strongly aﬀected by particle shape. It is emphasised that the above ﬁndings
are independent of the eﬀects of particle size, void ratio, and material speciﬁc density.
However, it can be observed in Fig. 6.24 to 6.26 that the normalised Gmax of GB is lower
than that of LBSB despite the higher sphericity and roundness of GB. This observation
may be due to the combined eﬀects of the very smooth surface of GB, which may lead to
very small inter-particle friction and the resultant very small contact area between two
spheres. These eﬀects will be further discussed in Section 6.4.
6.3.2 Stress exponent, n, material coeﬃcient, α0, and particle charac-
teristic coeﬃcient, Cp
The stress exponents obtained from the 1.0 mm materials (summarised in Table 6.1) were
plotted versus particle form descriptor (CSF) and particle roundness descriptor (AI)
in Fig. 6.27. The graph in Fig. 6.27a suggests that stress exponents decreases with
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rotund particles. In addition, Fig. 6.27b suggests that stress exponents increase with an
increase in particle angularity, e.g. the stress exponents for round particles (e.g. LBSB)
are lower than those for angular particles (e.g. Nugget and Glitter). The ﬁgure also
shows the variation of stress exponent due to the variation of void ratio; In general, stress
exponents for dense materials are lower than those for loose materials.
Similarly, the material coeﬃcients, α0, for 1.0 mm materials (Table 6.2) were plotted
versus CSF and AI in Fig. 6.28. It is observed that α0 increases with an increase in
CSF (Fig. 6.28a) and decreases with an increase in AI (Fig. 6.28b). The ﬁgure also
shows the variation of α0 due to the variation of void ratio; values of α0 for dense materials
are higher than those for loose materials.
Cho et al. (2006) reported similar eﬀects of particle sphericity and roundness on stress
exponent, n and material coeﬃcient, α0. However, they did not note the eﬀects of void
ratio, and particle size (as shown in Section 6.2.3). The mean particle diameter, D50, of
the materials used by Cho et al. (2006) varied from 0.15 to 0.6.
To eliminate the eﬀect of void ratio on α0, the values of α0 for 1.0 mm materials were
normalised by F(e) (Eq. 6.3) to give particle characteristic coeﬃcients, Cp (see Eq. 6.4).
The values of Cp were plotted versus particle shape descriptors in Fig. 6.29. The relative
high value of determination coeﬃcients (R2 ≈ 0.9) in Fig. 6.29 indicates good correlations
between Cp and both particle form (Fig. 6.29a) and particle roundness (Fig. 6.29b). The
results show that Cp signiﬁcantly increases with an increase in sphericity and roundness.
The above results combined with the results presented in the previous section (6.2) suggest
that:
1. The eﬀects of particle size, particle shape, and particle (speciﬁc) density can be
taken in to account using a particle characteristic coeﬃcient, Cp, which is almost
independent of void ratio and eﬀective stress.
2. Fine, angular, and platy particles have higher stress exponents, n, and lower particle
characteristic coeﬃcients, Cp, than bulky, round and rotund (spherical) particles do.
In other words, stiﬀness of ﬁne, angular, and platy particles is lower than that of
bulky, round and rotund (spherical) particles. This implies that bonding/cemented
and overconsolidated soils, which are relatively stiﬀ in general, will have relatively
low stress exponents, and relatively high particle characteristic coeﬃcients.
6.3.3 Elastic threshold strain, γe
The elastic threshold strains, γe, (under an applied eﬀective stress of 100 kPa) for the 1.0
mm specimens were plotted versus void ratio in Fig. 6.30, In general, γe is aﬀected by
void ratio. However, it is observed that when grouping the data for materials with similar
particle shape together, γe is considerably aﬀected by particle shape, e.g. the values of γe
for the platy particles are signiﬁcantly larger than those for the rotund particle.
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somewhat remove the eﬀect of void ratio, only values of γe for specimens at similar void
ratio (e = 0.6 - 0.8) were considered. Fig. 6.31 shows that γe is signiﬁcantly inﬂuenced
by particle shape, e.g. values of γe for platy particles are three to four times larger than
those for rotund particles (Fig. 6.31a). It can be seen that γe decreases with an increase
in CSF (Fig. 6.31a), and increases with an increase in AI (Fig. 6.31b).
6.3.4 Shear modulus degradation, G/Gmax
The values of shear modulus degradation, G/Gmax, obtained at a shear strain of 0.004%
for the specimens with nominal particle diameters of 1.0 mm were plotted in Fig. 6.32,
showing that G/Gmax is inﬂuenced by void ratio. G/Gmax values for the higher relative
density specimens are higher than those of the lower relative density specimen. However,
it can be observed in Fig. 6.32 that G/Gmax is also signiﬁcantly aﬀected by particle shape.
Fig. 6.33 plots G/Gmax versus the two particle shape parameters. Again, only the
materials with similar void ratio were considered. It is observed that G/Gmax decreases
with increasing sphericity (Fig. 6.33a) and increases with increasing angularity (Fig.
6.33b). For example, at a shear strain of 0.004%, values of G/Gmax of the rotund particles
are about 84%-85%, and those of the platy particles are from 95%-97%. The results
suggest that stiﬀness of platy and angular particles at small strain is less susceptible to
increasing shear strain than that of rotund particles.
6.3.5 Material damping
Fig. 6.34 and 6.35 present the material damping ratios, calculated using the HPP method,
at shear strains of 0.001% and 0.004%, respectively. It is noted that, except for LBSE
(particle size 0.1 mm), all the specimen presented in the ﬁgures have the same particle
size (1.0 mm), and were all subjected to the same applied eﬀective stress of 100 kPa. The
graphs in the ﬁgure show that material damping is signiﬁcantly inﬂuenced by particle
shape. For example, the material damping ratio of the rotund particles may be twice
that of the platy particles. It is observed that, at similar void ratio, material damping
increases with increasing sphericity (Fig. 6.36a and 6.37a) and roundness (Fig. 6.36b,
6.37b).
6.3.6 Eﬀect of ﬁne mica on Gmax
Two specimens of LBSB mixed with 0.1 mm Mica were made with diﬀerent mica contents,
i.e. 10% and 20% by mass. It is noted that the specimen with 10% mica was only tested
at 100 kPa. Therefore, stress exponent, n, and material coeﬃcient, α, for this specimen
were unavailable.
To remove the eﬀect of eﬀective stress, values of Gmax of LBSB specimens and two LBSB-
mica specimens were normalised by σ0
0
n (where n = 0.439 is the average stress exponent),
and plotted versus void ratio in Fig 6.38. It can be observed in Fig. 6.38 that at the
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those for the LBSB alone. As an alternative interpretation, the values of Gmax of two
LBSB specimens (at diﬀerent void ratio) and two LBSB-mica specimens were plotted
versus eﬀective stress as shown in Fig 6.39. The graph in Fig 6.39 shows that at the
same eﬀective stress, Gmax values of the mixtures are lower than those of the LBSB. In
addition, the results show that Gmax decreases with an increase in mica content.
The ﬁnding in this research are similar to that of Lee et al. (2007), who used a conventional
oedometer cell equipped with bender elements to measure Vs of mixtures of Ottawa sand
with diﬀerent mica contents and with various mica-to-sand size ratios (Lmica/Dsand =
0.33, 1, 3). However, the observation of Lee et al. (2007) was not normalised for the eﬀect
of void ratio, which signiﬁcantly increases with mica content (Fig. 2.22) due to the bridge
packing of the relatively large mica size. In contrast, the size of mica used in this research
is very small compared to that of LBSB. It is emphasised due to the small size of the mica
and the speciﬁc specimen preparation method, the void ratios of the sand-mica specimens
in this research are lower than those of the LBSB specimen.
To remove the eﬀect of void ratio, the maximum moduli were normalised by the theoretical
void ratio function and plotted against eﬀective stress in Fig. 6.40. The results shows
that the normalised Gmax values for the mixtures are signiﬁcantly lower.
The above eﬀects could be due to the combined eﬀects of particle shape (which is platy)
and particle size (which is ﬁne, 0.1 mm) of mica as explained in Section 6.4.4.
6.4 Hypothesis and explanation
This section proposes a new soil model, which can be used to explain the eﬀects of particle
size and particle shape on the small strain response of geomaterials.
6.4.1 Introductions
Some researchers (e.g. Duﬀy & Mindlin, 1957; Duﬀy, 1959; Petrakis & Dobry, 1987; Wang
& Nur, 1992) have used a static stress-strain approach combined with Hertz and Mindlin
contact theories to establish relationships between material parameters and Gmax of some
regular packing, i.e. simple cubic, body centred cubic, tetragonal, face-centre cubic, and
close packed hexagonal) of spheres under isotropic load. Despite the fact that their results
did not agree well with their experimental data, it can be said that they were the pioneers
who have showed how material elastic constants and conﬁning pressure could inﬂuence
Gmax of the packing. For example, all the analytical solutions have indicated that Gmax
was an exponential function of conﬁning stress with the stress exponent of 1/3.
For a random packing of spheres under isotropic loading, Digby (1981), Walton (1987),
and Chang et al. (1991) has used a microstructural continuum approach (or kinematic
hypothesis, as termed by Liao et al. 2000), which postulates that displacement of every
particle in a packing follows a uniform displacement ﬁeld. For example, Chang et al. (1991)
applied their microstructural continuum model to the small strain case where tangentialChapter 6 Results and discussions 156
forces do not exceed frictional strength at contacts, and proposed the following equation:
Gmax =
5 − 4ν
10 − 5ν
"r
3
2
¯ Nc
π(1 − ν)
#2/3 
1
(1 + e)
2/3
Ggrain
2/3σ0
1/3 (6.5)
where ¯ Nc is the coordination number, Ggrain and ν are the shear modulus and Poisson’s
ratio of particle, respectively. The key results that can be drawn from Eq. 6.5 are:
1. The theoretical void ratio function (for a random packing of smooth sphere) is
(1 + e)−2/3
2. The stress exponent is 1/3
3. Gmax is a function of coordination number, ¯ Nc
4. Gmax is proportional to Ggrain
2/3
5. Gmax is a function of the Poisson’s ratio of the grains
Eq. 6.5 was used to predict Gmax of the GB used in this research at various conﬁning
pressure and plotted in Fig. 6.41. The Young’s modulus of the Silibead type S GB,
given by the supplier, is Egrain = 63GPa. The Poisson’s ratio is unavailable. However,
for illustration, it is taken as two values 0.26 and 0.40, leading to Ggrain of 25GPa and
22.5GPa, respectively. Fig. 6.41 shows that the calculated values of Gmax are signiﬁcantly
higher than those measured in this research. For example, at 100kPa, the calculated Gmax
is 2.4 times higher than that of 3.0 mm GB. This may be explained by the factors below:
1. Eﬀects of grain stiﬀness may be overestimated as Eq. 6.5 suggested that Gmax
is proportional to Ggrain
2/3. Experimental data, however, suggest that the eﬀect
Ggrain on Gmax is not of that magnitude. For example Cascante (1996) and San-
tamarina & Cascante (1998) have reported that Vs of a steel ball specimen (with e
= 0.6) at an eﬀective stress of 100 kPa is about 270m/s which is lower than that
(352m/s) of a LBSB specimen (obtained in this research) at similar void ratio (e =
0.61) and eﬀective stress. It is noted that the shear modulus of steel is 78GPa (San-
tamarina et al., 2001) or 2.5 times higher than that of quartz. As an adjustment,
Chang et al. (1991) suggested that in order to obtain a relatively good agreement
between experimental data and predicted values, Ggrain of a sand (used in Eq. 6.5)
needs to be reduced ten times.
2. The theoretical void ratio function, f(e) = (1 + e)−2/3 (Eq. 6.5), is quite diﬀerent
from the empirical void ratio functions summarised in Table 2.1, and hence may not
reﬂect the inﬂuence of void ratio on Gmax in practice.
3. The equation ignores the eﬀects of other particle characteristics, such as particle
size, inter-particle friction, particle roughness, and speciﬁc density of the granular
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Liao et al. (2000) argued that the kinematic hypothesis, used to derive Eq. 6.5, imposed
a packing constraint that leads to the overestimation of Gmax presented above. To over-
come the problem, they proposed a best-ﬁt hypothesis, which hypothesised that the mean
displacement ﬁeld in a packing is the best ﬁt for the actual displacement ﬁeld. Using the
best-ﬁt hypothesis, they derived the following relationship:
Gmax =
5 − 5ν
10 − 7ν
"r
3
2
NC
π(1 − ν)
#2/3 
1
(1 + e)
2/3
Ggrain
2/3σ0
1/3 (6.6)
It can be seen that the only diﬀerence between Eq. 6.6 and Eq. 6.5 is the ﬁrst term
related to the eﬀect of Poison’s ratio. Eq. 6.6 was plotted in Fig. 6.41, showing that,
similarly to Eq. 6.5, Eq. 6.6 gives the calculated Gmax for GB signiﬁcantly higher than
the experimental data.
These relationships, however, cannot be applied in this research to explain the eﬀects
of particle characteristics on the small strain behaviour of the geomaterials presented
in the previous sections. There are a few questions remained to be unanswered. For
example, why do particle size and particle shape aﬀect Gmax even when the eﬀect of void
ratio is normalised? Why are rates of stiﬀness degradation of specimens with diﬀerent
particle shape diﬀerent? Why are damping ratios of platy particles less susceptible to
shear strain than bulky particles? In addition, there are some issues that have not been
well understood. For example, (i) do the elastic plateaus really exist (Wood, 2007), and
why are the elastic threshold strain very narrow (e.g. less than 0.001%)? (ii) Why does
shear modulus decrease as shear strains increase? (iii) Why is Vs of a steel specimen (in
the example presented above) lower than that of a LBSB specimen with the same void
ratio?
In order to clarify the above issues, this section presents a diﬀerent and simple approach
to study the parameters controlling Gmax. The shear wave velocity, Vs, propagating in a
dry granular medium is considered as a combination of a shear wave velocity through solid
particles, termed Vgrain, and a shear wave velocity through the contact network, termed
Vcontact. To quantify the eﬀect of void ratio (macro eﬀect) and Vcontact (micro eﬀect), a soil
specimen is simpliﬁed as a system of two phases namely porous phase and discontinuous-
solid phase, which consists of cubic particles in array (with zero contact thickness) as
shown in Fig. 6.42. The soil model is, therefore, termed porous discontinuous-solid
model. Walton (1987) postulates that the contact areas between two particles are of
fundamental importance, since they are the only means by which energy (shear wave) can
be transmitted through the packing. Therefore, the size (and number particles) in the
discontinuous solid phase will depend on the contact area.
6.4.2 Basic concepts of the porous discontinuous-solid model
Fundamentally, Vs is the ratio of a travel length to a travel time. Considering the
discontinous-solid phase only, it is rational that the total travel time of shear wave through
the discontinuous solid phase, tdis.solid, is a combination of travel times through particles,Chapter 6 Results and discussions 158
tgrain, and travel times through the contact network, tcontact (Fig. 6.42). This can be
summarised by the following equation:
tdis.solid =
X
tgrain +
X
tcontact (6.7)
Dividing the both sides of Eq. 6.7 by the travel length through the discontinuous solid
phase, Ldis.solid = 1, which is also the travel length through solid particles (see Fig. 6.42),
we have:
1
Vdis.solid
=
1
Vgrain
+
1
Vcontact
(6.8)
Eq. 6.8 reﬂects the obvious fact that stiﬀness of a discontinuous solid material (Vdis.solid)
is lower than that of a continuous material (Vgrain) due to the discontinuities (Vcontact).
It is noted that Eq. 6.8 is established for the discontinuous solid phase only. When
taking into account void ratio of a specimen, Fig. 6.42 indicates that the travel length
through both phases is (1 + e) times higher that through the discontinuous solid phase
only. Therefore, Vs of a specimen is (1 + e) times lower than that of the discontinuous
solid phase:
Vs =
Vdis.solid
1 + e
(6.9)
Substitution of Eq. 6.9 to 6.8 leads to:
1
Vs
= (1 + e)

1
Vgrain
+
1
vcontact

(6.10)
It is noted that Vgrain is a function of shear modulus, Ggrain, and speciﬁc density, ρs, of
particles:
Vgrain =
s
Ggrain
ρs
(6.11)
It is obvious that Vgrain is independent of (i) the number of particles in the specimen,
(ii) eﬀective stress, and (iii) shear strain amplitude. For example, if Ggrain of quartz is
31GPa, Vgrain through a quartz grain is about 3400m/s, or nearly 10 times higher than Vs
(377m/s)2 of a dense packing of LBSB at 100 kPa. This implies that grain stiﬀness may
not be the most important material parameter controlling Vs of granular materials. As
discussed, Vs through a packing of steel balls can be lower than that of a LBSB specimen
with similar void ratio and eﬀective stress, although Ggrain of steel is 2.5 times higher
than that of quartz. This suggests that eﬀects of Vcontact (micro eﬀect) and void ratio
(macro eﬀect) on Vs of granular materials at a given shear strain and eﬀective stress may
be more important than the eﬀect of grain stiﬀness (see Eq. 6.10).
Since Vgrain can be determined (using Eq. 6.11) and Vs can be measured in the labora-
tory, the only unknown parameter in Eq. 6.10 is Vcontact. Diﬀerent from Vgrain, which is a
constant, Vcontact may be a function3 of tangential contact stiﬀness (deﬁned as the ratio of
2Measured in this research.
3This section explains the eﬀect of particle characteristics on the small strain response of geomaterials.
The determination of Vcontact is out of the scope of this study, and hence not presented in this study.Chapter 6 Results and discussions 159
tangential force to tangential compliance at contact), inter-particle frictional coeﬃcient,
contact area, coordination number, ¯ Nv, number of contact per unit solid volume, ¯ Nc, and
bonding/cementation etc. Based on Hertz theory of contact between two elastic spheres,
Mindlin & Deresiewicz (1953) suggests that tangential stiﬀness (or tangential compliance)
is a function of particle elastic properties, contact pressure, shear strain (magnitude of
tangential force), and inter-particle friction at the contacts. This helps to explain why
Gmax is a function of many parameters such as eﬀective stress, shear strain, void ratio,
particle characteristics, etc...
In general, it is rational that when the number of contact per unit solid volume, ¯ Nv,
increases, (the total contact compliance increases) the total travel time at contacts in-
creases (see Eq. 6.7). Hence Vcontact through the contact network decreases, resulting in
a decrease in Vs (Eq. 6.10).
Eq. 6.10 indicates that the theoretical void ratio function for shear wave velocity is:
F(e)V =
1
1 + e
(6.12)
Fig. 6.43 shows that Vs of two sands (i.e. Ottawa sand and crushed Quartz) measured
by Hardin & Richart (1963) (see Fig. 2.16) are very well correlated to the theoretical
void ratio functions. This suggests that a distance between two correlative lines for the
two soils (Fig. 6.43) represents the magnitude of eﬀects of particle characteristics (such
as particle size and particle shape).
Eq. 6.10 suggests that one of the macro eﬀects, which is also the main eﬀect, of void
ratio on Gmax is to change travel length. In addition, void ratio inﬂuences coordination
number, ¯ Nc, of a packing of granular material (Smith et al., 1929; McGeary, 1961; Field,
1963; Oda, 1977; Chang et al., 1991). Void ratio also inﬂuences contact pressure between
two particles (micro eﬀect). For example, Cascante & Santamarina (1996) suggests that
the average normal contact force, P, in a random assembly of single-size spheres is a
function of conﬁned pressure, p0, diameter, void ratio, and coordination number, ¯ Nc:
P = D2p0
π(1 + e)
¯ Nc
(6.13)
For an elastic soil, Gmax can be calculated from Vs propagating in the soil with mass
density, ρ, from the following relationship:
Gmax = ρVs
2 =
Gs
(1 + e)
Vs
2 (6.14)
Substitution of Eq. 6.14 to 6.9 gives:
Gmax =
Gs
(1 + e)

Vdis.solid
1 + e
2
=
Gs
(1 + e)3Vdis.solid
2 (6.15)Chapter 6 Results and discussions 160
where Gs is particle speciﬁc density. Denote:
Gmax.dis.solid = GsVdis.solid
2 (6.16)
is the maximum shear modulus of a discontinuous material (without pore space). Substi-
tution of Eq. 6.16 to Eq. 6.15 We have:
Gmax =
Gmax.dis.solid
(1 + e)3 (6.17)
Eq. 6.17 indicates that the maximum shear modulus of a soil including both discontinuous
solid phase and porous phase, Gmax, is lower than the maximum shear modulus of a
discontinuous solid material, Gmax.dis.solid, by a factor of (1 + e)−3. In order words, the
(macro) eﬀect of void ratio on Gmax of geomaterials can be taken into account using the
theoretical void ratio function, F(e) = (1 + e)−3, as introduced previously (Eq.6.3).
It is emphasised that, before this research, there was neither a theoretical nor an empirical
void ratio function that can be reasonably applied for all soils over wide range of void
ratio. As presented, a few researchers such as Walton (1987); Chang et al. (1991); Liao
et al. (2000) have made attempts to establish a theoretical relationship between Gmax
and other material parameters of a random packing of spheres. However, theoretical
void ratio functions obtained from these relationships do not represent the eﬀect of void
ratio. Experimentally, the inﬂuence of void ratio has been taken into account using an
empirical void ratio function, F(e), and various forms of F(e) (as summarised in Table
2.1) has been proposed for various types of soil. They can be classiﬁed into two groups;
hyperbolic functions (Hardin & Black, 1966, 1968; Hardin & Drnevich, 1972b; Kokusho
et al., 1982; Lo Presti et al., 1993; Shibuya et al., 1997; Wichtmann & Triantafyllidis,
2004), and exponential functions (Athanasopoulos & Richart, 1983; Jamiolkowski et al.,
1995; Shibuya et al., 1997). However, each void ratio function can only be applied for a
certain soil with a limited void ratio range.
In addition, Eq. 6.15 indicates that Gmax of geomaterials is also a function of particle
speciﬁc gravity, Gs. The above hypotheses will be used in the next section to explain
the eﬀects of particle size and particle shape on the small strain behaviour of granular
materials.
6.4.3 Explanation of the eﬀects of particle size
The eﬀects of particle size on Gmax can be attributed to the following:
1 An increase in particle size will decrease number of contact per unit solid volume, ¯ Nv,
resulting in an increase in Gmax.
2 An increase in particle size will increase contact area, and contact force, leading to an
increase in friction strength and hence contact stiﬀness.
The ﬁrst point is explained in the previous section and illustrated in Fig. 6.44 (and Fig.
6.46). It is logical that due to the diﬀerence in ¯ Nv, the Vcontact of specimen No 1 in Fig.Chapter 6 Results and discussions 161
6.44 is higher than that of specimen No 2, leading to Vs of specimen No 2 being slower
than that of specimen No 1.
According to Hertz’s theory of contact between two elastic spheres under the normal
contact load P (Fig. 6.45), the contact pressure, p, (at any radius r) can be calculated
by (Johnson, 1987):
p =
3P
2πa2

1 −
r
a
21/2
(6.18)
where a is contact radius calculated by:
a =

3PD(1 − ν2)
16Egrain
1/3
(6.19)
It is noted that these equations are derived for two spheres with the same diameter and
elastic constants. The normal contact pressure is smallest at the periphery and attains
the maximum value at the centre of the contact area (Fig. 6.45).
Equations 6.13, 6.18 & 6.19 indicate that normal contact force4, contact radius and contact
friction (which is proportional to contact area) increase proportionally to ball diameter.
In addition, when a specimen is subjected to a harmonic torque (or shear force), there is
a oscillating tangential force with the magnitude T (Fig. 2.9) at a contact between two
spheres (Deresiewicz, 1953). The oscillating tangential force does not aﬀect the size and
shape of the contact area5, however it causes the stick-slip (no slide) phenomenon (Dere-
siewicz, 1953), of which the reversed radius (or slip radius), c0 (Fig. 6.47), is calculated
from (Deresiewicz, 1953; Mindlin & Deresiewicz, 1953; Johnson, 1987):
c03
a3 = 1 − kT/2 (6.20)
where kT = T/(µ × P) is a tangential force ratio (of T to friction strength, µ × P), and
µ is a constant coeﬃcient of friction. It will be recalled that the shear strain under the
oscillating tangential force can be estimated using Eq. 2.9. At small strains, where Gmax
is measured, the tangential force is much smaller than the frictional strength between two
spheres; hence the reversed radius is close to the contact radius.
It can be rational that under the same tangential force, the larger the contact radius (or
reversed radius) the smaller the shear strain is (see Eq. 2.9), and hence the higher the
contact stiﬀness6. In other words, contact stiﬀness is a function of reversed radius, which
is a function of particle size.
Furthermore, Eq. 6.20 indicates that the reversed radius decreases when shear strain in-
creases (oscillating tangential force increases) , resulting in a reduction in contact stiﬀness.
4It is noted that at the same conﬁning pressure, both contact force and contact area between two balls
increase proportionally to the square of the ball diameter. As a result, the contact pressure between two
balls is unchanged by changes in the ball diameter.
5Since the two balls have the same elastic constants, the normal displacements, caused by the tangential
traction transmitted between the balls, at any point in the interface, are equal and opposite. Hence the
shape and size of the contact area are independent of the tangential force (Johnson, 1987).
6Deﬁned as the ratio of the tangential force to the tangential displacement.Chapter 6 Results and discussions 162
This may explain why shear modulus decreases as shear strain increases. In addition, at
the same shear strain, when particle size increases, the reversed radius increases. Thus,
shear modulus of a larger particle specimen is less susceptible to shear strain increment
than that of a smaller particle specimen.
In summary, particle size aﬀects the specimen stiﬀness through (i) the number of contacts
per unit solid volume and (ii) the stiﬀness of contact between two particles. The contact
stiﬀness is strongly dependent on a few parameters such as contact force, contact radius
(or reversed radius), and friction at contact etc; and all of these parameters in turn are
functions of particle size.
6.4.4 Explanation of the eﬀects of particle shape
The inﬂuence of particle shape on the small strain behaviour of granular materials can
be explained by combined eﬀects of many factors, such as number of contact per unit
solid volume, ¯ Nv, contact area, contact pressure, coordination number, ¯ Nc, etc. Fig. 6.46
illustrates that with the same volume and density, the number of particles in a rotund
specimen is less than that of the platy particle specimen. An increase in number of contact
resulted by a decrease in particle sphericity (increase in ﬂatness) will cause a decrease in
Vcontact, leading to a reduction in specimen stiﬀness.
The diﬀerence between the packing structure of platy particles and rotund particle could
also contribute to the diﬀerence in stiﬀness between them. The soil structure of platy par-
ticles, e.g. the particle orientation and the contact patterns (face-to-face or edge-to-face)
may be weaker than that of rotund particles at the same density due to the ﬂexibility of
the structure, and crushing and bending of the platy particles.
The susceptibility of shear modulus to shear strain of GB can be related to a relatively
high reduction in reversed radius due to an increase in shear strain. Two smooth spheres
contact to each others in a very small area (spherical contact). When shear strain in-
creases, the reversed radius signiﬁcantly decreases (Fig. 6.48a), resulting in relatively fast
reduction in shear modulus.
Contrary to GB, platy particles such as Nugget or Glitter contact to each other over a
relatively larger contact area. It can be seen in Fig. 6.48b that the relative reduction in
contact radius (reduction in stick-slip radius) of Nugget or Glitter due to an increase in
shear strain is relatively small compared to that of GB7. As a result, Nugget and Glitter
are less susceptible to shear strain.
The reduction of the stiﬀness of the mixtures of LBSB and 0.1 mm mica can be explained
by the eﬀects of both particle size and particle shape of mica. Fine mica particles may
not only ﬁll pore spaces around sand particles but also exist in between them. The mica
particles ﬁlling the pore space help to reduce the void ratio of the mixture. However, the
mica in between the sand particles prevent the direct interaction of the sand particles and
signiﬁcantly increase the number of contact per unit solid volume, ¯ Nv, as illustrated in
7There are also edge to face contacts in very loose platy specimen.Chapter 6 Results and discussions 163
Fig. 6.49. This causes a reduction in contact stiﬀness, and hence a reduction in Gmax
compared to that of LBSB alone.
The fact that Gmax of GB is lower than that of LBSB despite the higher sphericity of
GB may be due to the diﬀerences in both inherent properties and contact mechanical
properties (caused by diﬀerence in particle shape) between GB and LBSB, such as:
1. The diﬀerence in contact area. The SEM image of LBSB (Fig. 5.1a) shows that
LBSB contact to each other in a relatively larger area. In contrast, the contact area
between GBs (spherical contact) is smaller.
2. The very smooth surface of GB, resulting in relatively low inter-particle friction for
GB.
3. The diﬀerence in mineral between GB and LBSB, leading to the diﬀerence in speciﬁc
gravity between GB (2.5) and LBSB (2.65); and leading to the diﬀerence in particle
shear modulus, Ggrain, between GB (25GPa) and LBSB (31GPa).
It can also be hypothesised that the smooth and small contact area between GB particles
causes signiﬁcant energy loss when shear wave travels through their contacts. It is noted
that at small strain, neither rotation nor slide between particles can occur. However,
only the stick-slip phenomenon occurs (Deresiewicz, 1953; Mindlin & Deresiewicz, 1953;
Johnson, 1987). Equations 2.5 to 2.10 (in Section 2.2.4) explicitly show that damping
ratio at small strain is a function of particle diameter and static inter-particle coeﬃcient of
friction. the smooth and small contact area between GBs contribute to the relatively high
damping ratio especially at relatively large shear strains of GB specimens. In contrast,
contact areas between platy particles are relatively larger (Fig. 6.48b), helping the wave
transfer from particle to particle with relatively small losses. This may explain why
damping ratios of platy particles are lower and less susceptible to shear strain increment
than rotund particles.Chapter 6 Results and discussions 164
Table 6.1: Material coeﬃcient, α0, and stress exponent, n, of the test materials
Material Diameter void ratio, e α0 n
(mm)
GB 0.1 0.58 18.65 0.4247
GB 0.5 0.53 17.24 0.4884
GB 1.0 0.522 22.90 0.4425
GB 1.0 0.601 18.64 0.4515
GB 2.0 0.537 24.78 0.4276
GB 3.0 0.525 31.23 0.4025
GB 3.0 0.595 23.57 0.4102
LBSB 1.0 0.682 23.84 0.4279
LBSB 1.0 0.61 28.11 0.4287
LBSB (retest) 1.0 0.61 25.51 0.4394
LBSB 1.0 0.511 35.64 0.4238
LBSB+10%Mica(*) 0.447 NA NA
LBSB+20%Mica 0.475 22.58 0.4688
Glitter1 1.0 0.66 8.39 0.477
Glitter1 (unloading) 1.0 0.634 8.66 0.4815
Glitter2 1.0 1.034 6.73 0.4758
Glitter2 (unloading) 1.0 0.951 4.96 0.5312
Nugget1 1.0 0.772 14.70 0.4057
Nugget2 1.0 1.017 7.89 0.4791
Nugget2 (unloading) 1.0 0.966 8.13 0.4836
LBSE 0.1 0.639 22.24 0.4093
LBSE 0.1 0.694 16.81 0.4207
LBSE(*) 0.1 0.748 NA NA
(*) The specimen was tested manually using a oscilloscope.Chapter 6 Results and discussions 165
Table 6.2: Elastic threshold strain, γe, of the test materials
Material Diameter e γe (10−4%) at σ0
0 (kPa)
(mm) 100 200 300 400 500 600
GB 0.1 0.58 12.0 12.2 13.9 17.0 18.2 20.4
GB 0.5 0.53 7.9 13.9 17.6 23.3 27.2 27.9
GB 1.0 0.522 7.8 12.9 16.3 20.8 22.9 27.8
GB 1.0 0.601 1.8 3.0 3.3 3.7 NA NA
GB 2.0 0.537 10.1 17.4 25.1 25.1 33.6 32.7
GB 3.0 0.525 8.1 14.7 19.3 23.5 25.3 31.8
GB 3.0 0.595 8.7 17.7 21.6 29.0 31.4 30.9
LBSB 1.0 0.682 7.6 9.5 11.0 14.3 12.7 13.5
LBSB 1.0 0.61 3.0 4.3 4.6 5.5 NA NA
(retest) 1.0 0.61 3.2 5.1 5.3 5.1 NA NA
LBSB 1.0 0.511 5.1 9.8 11.9 14.2 NA NA
LBSB+10%Mica 0.447 8.1 NA NA NA NA NA
LBSB+20%Mica 0.475 8.3 9.1 9.5 11.0 12.4 11.4
Glitter1 1.0 0.66 23.8 37.1 41.8 56.7 51.4 54.8
(unloading) 0.634 20.2 24.2 43.0 44.0 46.1 NA
Glitter2 1.0 1.034 23.9 37.2 42.1 45.5 53.2 53.8
(unloading) 0.951 16.9 22.5 25.4 31.3 37.1 47.6
Nugget1 1.0 0.772 17.4 30.6 36.0 NA NA NA
Nugget2 1.0 1.017 15.7 19.3 23.8 24.5 25.5 46.1
(unloading) 0.966 15.5 20.9 NA 32.3 NA 48.0
LBSE 0.1 0.639 18.0 30.9 34.0 33.0 36.1 37.8
LBSE 0.1 0.694 17.7 31.7 30.9 34.5 NA NA
LBSE 0.1 0.748 17.0 NA NA NA NA NAChapter 6 Results and discussions 166
Table 6.3: Shear modulus degradation, G/Gmax, at shear strain of 0.004%
Material Diameter e G/Gmax (%) at σ0
0 (kPa)
(mm) 100 200 300 400 500 600
GB 0.1 0.58 90.3 92.7 93.3 94.8 95.0 95.5
GB 0.5 0.53 90.0 93.4 95.2 96.3 97.0 97.5
GB 1.0 0.522 91.9 94.7 95.9 96.5 96.9 97.2
GB 1.0 0.601 77.4 82.4 84.7 86.0 NA NA
GB 2.0 0.537 94.0 96.0 96.9 97.2 97.7 97.6
GB 3.0 0.525 92.8 95.5 96.3 96.9 97.0 97.5
GB 3.0 0.595 93.3 96.1 96.8 97.4 97.5 97.6
LBSB 1.0 0.682 90.1 92.4 93.5 94.6 94.7 95.1
LBSB 1.0 0.61 80.7 86.2 87.7 88.1 NA NA
(retest) 1.0 0.61 84.6 89.3 90.5 89.1 NA NA
LBSB 1.0 0.511 89.0 92.2 92.9 94.4 NA NA
LBSB+10%Mica 0.447 87.8 NA NA NA NA NA
LBSB+20%Mica 0.475 86.8 88.2 89.6 90.5 92.1 91.8
Glitter1 1.0 0.66 96.5 97.9 98.1 98.7 98.5 98.7
(unloading) 0.634 95.9 96.9 98.1 98.1 98.3 NA
Glitter2 1.0 1.034 96.6 97.8 98.1 98.3 98.5 98.6
(unloading) 0.951 16.9 96.5 97.0 97.5 97.9 98.3
Nugget1 1.0 0.772 96.0 97.4 97.8 NA NA NA
Nugget2 1.0 1.017 94.6 96.2 96.8 96.8 96.9 98.3
(unloading) 0.966 94.4 96.0 NA 97.6 NA 98.4
LBSE 0.1 0.639 94.9 97.1 97.5 97.4 97.8 97.8
LBSE 0.1 0.694 94.7 97.2 97.2 97.6 NA NA
LBSE 0.1 0.748 93.4 NA NA NA NA NAChapter 6 Results and discussions 167
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Figure 6.9: Eﬀect of void ratio on material damping for Nugget and LBSE at
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Figure 6.15: Shear modulus degradation of GB versus particle size at shear strain of
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Figure 6.17: Stress exponent for GB as a function of particle size
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Figure 6.18: Material coeﬃcient, α0, for GB as a function of particle sizeChapter 6 Results and discussions 184
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Figure 6.20: Particle characteristic coeﬃcient, Cp, for GB as a function of particle sizeChapter 6 Results and discussions 186
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Figure 6.21: Eﬀect of particle size on material damping of GBChapter 6 Results and discussions 187
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Figure 6.29: Inﬂuence of particle shape on particle characteristic coeﬃcient for 1.0 mm
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Figure 6.31: Inﬂuence of particle shape on elastic threshold strain at an eﬀective stress
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Figure 6.36: Inﬂuence of particle shape on material damping at a shear strain of
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Figure 6.37: Inﬂuence of particle shape on material damping at a shear strain of 0.004%,
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solid volume, hence decrease specimen stiffness
Decrease in particle size
Figure 6.44: Hypothesis for the eﬀect of particle size on GmaxChapter 6 Results and discussions 210
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Note: Note:
a    = contact radius
c     = stick radius
c’    = micro-slip (annulus) radius
(reversed slip radius)
T    = oscillating tangential force
q(r) = traction distribution q(r) = traction distribution
T*  = tangential force amplitude
P    = normal contact force
(a) Traction distribution at A(T=T*),  B(T=0),  and C(T=-T*)
Note:
µ = static inter-particle 
coefficient of friction coefficient of friction
µP0 = friction strength
(b) Load-displacement cycle
Figure 6.47: Circular contact subjected to a steady normal load and an oscillating
tangential load (Johnson, 1987)Chapter 6 Results and discussions 213
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Figure 6.48: Particle shape and stick-slip annulus. (a) Stick-slip annulus between two
spheres (Deresiewicz, 1953); (b) application of the stick-slip phenomenon to two ﬂat
particles in contact
(a) LBSB alone (b) LBSB & 0.1mm Mica
Figure 6.49: Structure of the dense mixture of LBSB and ﬁne micaChapter 7
Conclusions and recommendations
Chapter 2 highlighted that the small strain response (or stress-strain relationship at small
strain) of granular materials can be described by stress-strain hysteretic loops, of which
maximum shear modulus, Gmax, shear modulus degradation (G/Gmax) as a function of
strain, and damping ratio, D, are the key representative parameters. They are also the
very important parameters in design of geotechnical structures where the deformations are
small. Chapter 3 identiﬁed that Stokoe RCA is a well established laboratory apparatus
that can be used to investigate the small strain response of geomaterials. To investigate
the RCA compliance issues observed in Chapter 3, Chapter 4 analysed several ABAQUS
models, and identiﬁes the sources of compliance. The chapter found that the eﬀects
of the system compliance on the small strain response of geomaterials were signiﬁcant,
and therefore, the chapter developed a mathematical model termed two spring model to
correct for the eﬀects of system compliance.
Based on the results of the RC tests conducted in Chapter 5 on granular materials with
varying particle sizes and shape, Chapter 6 has identiﬁed whether or not, how, and why
particle size and particle shape inﬂuence the small strain response of geomaterials. Eﬀects
of particle size and particle shape were examined from the viewpoint of micro-mechanics,
taking into account the eﬀects of void ratio using a theoretical (universal) void ratio
functions. Particle shape has been characterised using both 3D (Corey’s shape factor)
and 2D (roundness) shape descriptors. This chapter highlights the main ﬁndings drawn
from the research.
7.1 Conclusions
7.1.1 From the literature
• The literature review in Chapter 2 showed that void ratio and mean eﬀective stress
signiﬁcantly inﬂuence the small strain response of soils. To take into account the
eﬀects of void ratio, many empirical void ratio functions have been proposed. How-
ever, these void ratio functions can only be applied for certain soils with a narrow
void ratio range. Other parameters identiﬁed that aﬀect the small strain behaviour
of soils are inherent anisotropy, conﬁnement time, number of cyclic loadings, ce-
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mentation/bonding etc. Overconsolidation ratio signiﬁcantly aﬀects the small strain
properties of clays, but not sands.
• Particle characteristics (e.g. particle shape, particle size and mineral composition),
are fundamental parameters of geomaterials. It has been shown that they control
many other soil parameters such as void ratio range (emax−emin), soil fabric, particle
strength, contact force, contact area, and co-ordination number etc.
• The inﬂuence of particle size and particle shape on the small strain response of
soils has not been well understood. In the past, it was suggested that particle
shape is an unimportant parameter for small strain shear modulus. Particle shape
inﬂuences Gmax through changing void ratio range, and when a void function F(e)
was taken into account, particle shape could be ignored. Recently, it was suggested
that particle shape is an important parameter inﬂuencing Gmax, despite variations
in void ratio and particle size.
• The combination of Hertz and Mindlin contact theories and stress-strain hysteretic
loops yields explicit equation (Eq. 2.8) for calculation of damping ratio. The equa-
tion indicates that damping ratios of soils at small strains are proportional to the
square of tangential force. At small strains, the theoretical material damping ratios
are very small, suggesting that in linear elastic region, damping ratios measured in
practice are mainly caused by apparatus damping.
7.1.2 Eﬀects of system compliance
• When testing relatively stiﬀ specimens using the Stokoe RCA, the apparatus com-
pliance leads to a signiﬁcant underestimation of natural frequency.
• The analyses of ﬁnite element (ABAQUS) model showed that the torsional mode was
well separated from other modes of vibration (e.g. ﬂexural mode). This suggests that
mode coupling is unlikely. However, poor base ﬁxity or low base mass will reduce
measured resonant frequencies as well as cause mode coupling between torsional
modes of specimen and apparatus (coupling between pseudo and actual torsional
vibration) modes.
• The analyses also indicates that signiﬁcant errors in measurement of resonant fre-
quency are due to compliance of many parts of the apparatus such as:
– The drive mechanism deformability, especially the weak drive magnet connec-
tions, which can cause more than three fourth of the diﬀerence between the
measured and the calculated natural frequency of aluminium calibration bar
No4.
– Poor base ﬁxity, low base mass, and poor specimen ﬁxity
– Structure/design of the calibration bars.Chapter 7 Conclusions and recommendations 216
• The inﬂuence of system compliance can be overcome by using the two spring model.
The key parameters i.e. stiﬀness of the equipment, Kequipment, and I0 of the model
can be calibrated through testing of a series of aluminium calibration bars.
7.1.3 Laboratory tests
• Corey’s shape factor and angularity index (Wilson et al., 1997) have been used to
characterise the particle form and angularity of the test materials, respectively.
• A computer program, written using TestPoint, has allowed for complete automation
of resonant tests. The program could control and reduce signiﬁcantly number of
loading cycles and detect resonant frequency with a small error (±0.1Hz). At a given
shear strain amplitude, about 5,000 loading cycles were enough for determination of
frequency response and FVD respose, from which the peak amplitude, the resonant
frequency, and the damping ratio of a specimen could be automatically computed.
At an applied eﬀective stress, the program could undertake a full strain excursion,
from which a shear modulus degradation curve could be obtained.
7.1.4 Eﬀect of particle characteristics on small strain response
• Particle size signiﬁcantly inﬂuences the small strain response of GB. It is found
that, at the same void ratio and eﬀective stress, Gmax increases with an increase
in particle diameter. Elastic threshold strain, γe, and G/Gmax also increase with
an increase in particle diameter. In addition, it is suggested that stress exponent
and material damping ratio decrease with increasing particle diameter. It can be
concluded that ﬁne soils are more susceptible to an increment in shear strain and
eﬀective stress than coarse soils. It is emphasised that this conclusion has been
reached after normalising for the eﬀect of void ratio
• Particle shape also signiﬁcantly inﬂuences the small strain response of granular ma-
terials. It is found that both particle form and particle roundness have signiﬁcant
correlations with values of Gmax normalised by F(e). Normalised Gmax increases
with increasing sphericity and roundness. Stress exponent, elastic threshold strain,
and shear modulus degradation at a given shear strain for granular materials de-
crease with an increase in sphericity and roundness. Material damping has also been
found to increase with sphericity and decrease with angularity. These conclusions
imply that platy/angularity materials, which are relatively soft, are less suscepti-
ble to increasing shear strain, however more susceptible to an increment in eﬀective
stress than round/rotund particle. It is emphasised that these conclusions have been
reached after removing the eﬀects of other parameters, such as void ratio, particle
size and speciﬁc gravity.
• The eﬀects of particle size, particle shape, and particle density (speciﬁc gravity) can
be taken into account using a particle characteristic coeﬃcient, Cp, which increases
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of void ratio and eﬀective stress. The experimental data suggest that Gmax of
geomaterials can be expressed using the following equation:
Gmax = Cp(1 + e)−3 × σr
1−n × σ0
0
n (MPa) (7.1)
where σr and σ0
0 are in kPa.
• An addition of ﬁne, platy mica into rotund sand cause a considerable reduction in
stiﬀness of the rotund sand even though the void ratio of the mixture is lower than
that of the rotund sand alone. The reduction in stiﬀness increases with an increase
in mica content
7.1.5 Explanation why particle shape and size inﬂuence the small strain
response of geomaterials
The thesis has successfully explained why particle size and particle shape inﬂuences the
small strain response of geomaterials.
• The eﬀects of particle characteristics on the small strain response of granular ma-
terials have been explained using the porous discontinuous-solid model. A dry soil
element is assumed to consist of two phases, namely the pore and the discontinuous-
solid, where the stiﬀness of discontinuities is represented by a shear wave velocity
through the contact network, Vcontact. The research postulates that Vcontact is a func-
tion of particle characteristics, which inﬂuence soil structure and contact properties
such as number of contact per unit solid volume, contact area, contact pressure,
friction strength and hence contact stiﬀness. The relationship between Vcontact and
shear wave velocity, Vs, through a specimen with void ratio e has been shown to be:
1
Vs
= (1 + e)
r
ρs
Ggrain
+
1
vcontact

(7.2)
where Ggrain and ρs are shear modulus and speciﬁc density of particles.
• Particle size and particle shape create both macro eﬀects (e.g. eﬀect of void ratio)
and micro eﬀects (at the contact level) on the small strain response of granular
materials. As suggested by other researchers particle size and particle shape inﬂu-
ence Vs of granular materials by changing void ratio (macro eﬀect). The porous
discontinuous-solid model suggests that void ratio inﬂuence travel length. At the
same solid volume, an increase in void ratio will increase travel length, and hence
decrease Vs. The model suggests that the macro eﬀect of void ratio on Vs and Gmax
can be taken into account using the theoretical (universal) void ratio functions,
which have a good ﬁt to experimental data collected in the literature:
F(e)V =
1
1 + e
(7.3)Chapter 7 Conclusions and recommendations 218
Or
F(e)G =
1
(1 + e)3 (7.4)
• The macro eﬀect of void ratio can be normalised, and by doing so the micro eﬀects
of particle shape and particle size can be observed. The micro eﬀects of particle
size on the small strain response of granular materials are due to two main factors:
(i) particle size controls number of contact per unit solid volume, ¯ Nv, which in-
ﬂuences Vcontact, and (ii) particle size controls contact area, contact force, contact
friction (as a product of contact pressure, contact area, and coeﬃcient of friction),
and hence contact stiﬀness. Similarly, the inﬂuence of particle shape on the small
strain behaviour of granular materials can be explained by the combined eﬀects of
some factors such as: (i) particle shape controls ¯ Nv, and (ii) particle shape controls
other contact properties & soil structure such as coordination number, ¯ Nc, particle
orientations, contact patterns, contact area, contact pressure, contact friction and
hence contact stiﬀness.
• The stiﬀness reduction of the mixtures of LBSB and 0.1 mm mica can be explained
by the combination eﬀects of the platy particle shape and ﬁne particle size of 0.1
mm mica.
• The fact that Gmax of GB is lower than that of LBSB despite its higher sphericity
(and higher roundness) of GB could be due to diﬀerences in contact area between GB
and LBSB, the very smooth surface of GB, and the diﬀerence in mineral composition
between GB and LBSB.
• The relatively high damping ratio, especially at high shear strains, and the stiﬀness
susceptibility to shear strain of GB could also be explained by the very smooth
surface and small contact area between GB.
7.2 Recommendations
• Numerical analyses suggest that calibration tests should be used to evaluate com-
pliance of a RCA.
• Calibration checks should be conducted regularly to detect any changes in the com-
pliance of apparatus components.
• The eﬀects of system compliance are very signiﬁcant especially when testing rela-
tively stiﬀ materials. Therefore the eﬀects of system compliance should be corrected
using a suitable mathematical model, such as the two spring model.
• To avoid eﬀects of coupling between pseudo and actual torsional vibration modes,
a Stokoe RCA should be stiﬀened e.g. increase the base mass or ﬁx the test base
to a very rigid frame/ concrete ﬂoor. An alternative way to avoid the eﬀects of the
mode coupling is to reduce dimensions of a specimen.Chapter 7 Conclusions and recommendations 219
• To achieve accurate calibration results and avoid problems encountered due to a poor
distribution of data points in a plot of
1
k
vs
1
ω0
2 (as discussed), a set of calibration
bars should be made. The diameters of the central stem of the calibration bars
should be designed such that all distances between two successive data points in the
plot are equal. This requirement can be satisﬁed if
4x =
1
k1
−
1
k2
=
1
k2
−
1
k3
= ··· =
1
ki
−
1
ki+1
= constant (7.5)
where Ki is the stiﬀness of bar ith, including the stiﬀness of the central stem and
top platen. Table 7.1 and Fig. 7.1 present an example of a set of ten calibration
bars with the diameters of the central stem calculated using Eq. 7.5.
• The macro eﬀect of void ratio should be taken into account using a void ratio func-
tion such as Eq.7.3 and Eq. 7.4. By doing so, the eﬀects of particle characteristics
on Gmax can be taken into account using a particle characteristic coeﬃcient, Cp.
Combination of the eﬀects of void ratio, eﬀective stress, and particle characteristics,
it is suggested that Gmax can be predicted using Eq. 7.1. In a feasibility study, an
average stress exponent, n, from 0.4 to 0.5, and a Cp from 30 to 83 can be used
for a normal consolidated, unbonding/uncemented granular soil. High values of Cp
(and low values of n) for rotund/round relatively or large particle soils, and low
values of Cp (and high values of n) for platy/angular or ﬁne particle soils can be
used correspondingly.
7.3 Further research
This section suggests further research that the author has identiﬁed will broaden our col-
lective understanding of the eﬀects of particle characteristics on the small strain response
of geomaterials.
• Several particle characteristics have not been investigated in this study. One of
them is the mineral composition of a particle. The study postulates that Gmax
is linearly proportional to speciﬁc gravity (Eq. 6.15). In addition, the porous
discontinuous-solid model suggests that elastic constants of a particle may not be
the most important parameters controlling Vs of granular materials. This hypothesis
may be veriﬁed by conducting RC tests on specimens of very smooth spherical
particle with the same diameter but diﬀerent mineral composition, such as steel,
aluminium, plastic, glass etc. The inter-particle frictional coeﬃcient of diﬀerent
mineral composition may be diﬀerent (Skinner, 1969; Procter & Barton, 1974).
Therefore, to reduce eﬀects of inter-particle frictional coeﬃcient, silicon oil might
be used as a saturated ﬂuid.
• The shape of a particle can be considered to consist of three independent parameters,
namely particle form, particle roundness, and particle roughness (Barrett, 1980).
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have been investigated in this study. However, eﬀects of the third parameter have not
been explored. In light of the porous discontinuous-solid model, it can be predicted
that rough particles contact each other over a small area (conical contact between
asperities) (Santamarina & Cascante, 1998), leading to high stress concentration
(yielding) at asperities. In other words, the contact stiﬀness of two rough particles
is relatively low, resulting in a relatively low shear wave velocity at contact, Vcontact,
and hence relatively low Vs. This hypothesis may be veriﬁed by testing specimens
of spherical particles with diﬀerence degrees of particle roughness.
• In addition, Vs may be a function of inter-particle coeﬃcient of friction, which
is also a particle characteristic, since friction has been suggested to be the only
mechanism by which shear wave transmits from particle to particle (Mindlin &
Deresiewicz, 1953). This hypothesis may be veriﬁed by testing specimens of spher-
ical particles with the same particle size, mineral composition and roughness, but
diﬀerent inter-particle frictional coeﬃcient. For example, comparing Vs of a spec-
imen of dry stainless steel balls and that of oil saturated (lubricated) specimen of
stainless steel balls (at the same void ratio) might reveal the eﬀects of inter-particle
frictional coeﬃcient. Oil has no shear strength1 hence any diﬀerence between Vs of
two specimens may be due to the eﬀects of inter-particle frictional coeﬃcient.
• Finally, the porous discontinuous-solid model hypothesises that shear wave veloc-
ity through contact network, Vcontact, strongly inﬂuences Vs of a granular material.
However, an explicit form of Vcontact has not been given. It is hypothesised that
Vcontact is a complex function of many parameters such as conﬁning pressure, par-
ticle characteristics (including particle size, particle shape, inter-particle friction,
elastic constants of particle), coordination number, and void ratio etc. Quantiﬁca-
tion of Vcontact using (purely) mathematical approach will be a real challenge due to
diﬃculties in mathematical derivation. To avoid this, a semi empirical-theoretical
approach, of which regression analyses are applied to test results of GB2 with dif-
ferent particle sizes and diﬀerent eﬀective stresses to establish an approximate form
of Vcontact, might be used.
1Oil has viscosity, therefore it may transmit shear in a dynamic test.
2Particle characteristics of GB are known.Chapter 7 Conclusions and recommendations 221
Table 7.1: Diameters of new designed calibration bar
Bar Diameter of kstem expected resonant
No central stem (mm) (Nm/rad) frequency (*) (Hz)
1 19.5 2190 136.9
2 20.1 2472 145.0
3 20.8 2835 154.8
4 21.6 3297 166.2
5 22.5 3882 179.4
6 23.8 4860 199.0
7 25.5 6405 225.4
8 28.1 9444 266.7
9 33.0 17963 344.5
10 50.0 94669 544.9
(*) Calculated with I0 = 0.00284kg.m2 and kequipment = 51965Nm/radChapter 7 Conclusions and recommendations 222
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