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We introduce a model for the real-time evolution of a rela-
tivistic ﬂuid of quarks coupled to non-equilibrium dynamics of
the long wavelength (classical) modes of the chiral condensate.
We solve the equations of motion numerically in 3+1 space-
time dimensions. Starting the evolution at high temperature
in the symmetric phase, we study dynamical trajectories that
either cross the line of ﬁrst-order phase transitions or evolve
through its critical endpoint. For those cases, we predict the
behavior of the azimuthal momentum asymmetry for high-
energy heavy-ion collisions at nonzero impact parameter.
I. INTRODUCTION
The hydrodynamical model is frequently employed to
describe multiparticle production processes in hadronic
collisions [1]. In particular, it predicts characteristic ﬂow-
signatures as “ﬁngerprints” for non-trivial equations of
state of hot and dense matter [2]. Such equations of
state can occur when the eﬀective potential, obtained
by integrating out some degrees of freedom, exhibits fea-
tures characteristic of a phase transition in thermody-
namics [3].
More speciﬁcally, if there exist two (or more) collective
states with the same free energy but separated by a bar-
rier, then behavior characteristic of a ﬁrst-order phase
transition may emerge. On the other hand, if no free-
energy barrier exists, one might expect resemblence to a
second-order phase transition. This analogy of interact-
ing quantum ﬁeld theories with thermodynamics is be-
lieved to have played an important role in the evolution
of the early universe [4] and is currently being investi-
gated in accelerator experiments by colliding beams of
protons and heavy ions [5]. Classical energy ﬂow and
hydrodynamic scaling behavior emerges in high-energy
inclusive processes [1,6] and from the real-time evolution
of some quantum ﬁeld theories [7].
In this paper, we extend the hydrodynamical transport
model such that phase transitions related to the restora-
tion (or breaking) of some global symmetry can be stud-
ied dynamically. In particular, we focus on chiral symme-
try breaking at ﬁnite temperature [8], for which we shall
adopt a relatively simple and tractable phenomenological
model, i.e. the Gell-Mann and Levy model [9].
It has been argued [10–13] that the chiral phase tran-
sition for two massless quark ﬂavors is second-order at
baryon-chemical potential  B = 0, which then becomes
a smooth crossover for small quark masses. On the other
hand, a ﬁrst-order phase transition is predicted for small
temperature T and large  B. If, indeed, there is a smooth
crossover for  B = 0 and high T, and a ﬁrst-order transi-
tion for small T and high  B, then the ﬁrst-order phase
transition line in the ( B,T) plane must end in a second-
order critical point. This point was estimated [10] to be
at T ∼ 100 MeV and  B ∼ 600 MeV (see also [12,13]).
More recently, it has been attempted to determine the
endpoint of the line of ﬁrst-order phase transitions from
the lattice, using 2+1 quark ﬂavorson Nt = 4 lattices [14]
(see also [15]). Those authors locate the critical point at
T = 160±3.5 MeV and  B = 725±35 MeV. Note, how-
ever, that a reliable extrapolation to the continuum limit
and to physical pion mass has not been attempted so far.
There is an ongoing experimental eﬀort to detect that
chiral critical point in heavy-ion collisions at high ener-
gies. Note that both, high temperature and high baryon
density are required to have dynamical trajectories in
heavy-ion collisions pass reasonably close by the critical
point. Some dynamical computations [16] of the energy
deposition and baryon stopping process during the initial
stage of head-on collisions of large nuclei within semi-
realistic multi-ﬂuid dynamical models suggest that the
required conditions may be reached in the central region
of collisions at Elab ≃ 20−80 AGeV on a ﬁxed target, or
in the fragmentation regions of collisions at higher ener-
gies. However, to our knowledge there has been so far no
attempt to describe hydrodynamical expansion of the hot
and dense droplet produced initially for dynamical tra-
jectories close to the critical point. This paper represents
an attempt in that direction.
II. THE MODEL
In this section we shall present our model for the dy-
namics of a droplet of quarks and antiquarks, starting
at high temperature in a state with (approximately) re-
stored chiral symmetry, and evolving towards a state
where the symmetry is spontaneously broken. The
quarks will be described as a heat bath in local ther-
mal equilibrium that evolves in 3+1 dimensions accord-
ing to the conservation laws for energy and momentum,
i.e. relativistic hydrodynamics. However, the “ﬂuid” of
quarks interacts locally with the chiral ﬁelds, that is,
they can exchange energy and momentum. In turn, the
(long wavelength modes of the) ﬁelds obey the classi-
cal equations of motion which follow from the underly-
1ing Lagrangian in the presence of the quarks and anti-
quarks. Similar models for the dynamics of quarks cou-
pled to chiral ﬁelds were considered in the past. In [17],
a background of freely streaming quarks was assumed,
and the classical evolution of the chiral ﬁelds was dis-
cussed. More realistic dynamical descriptions for the
quark medium followed shortly, treating them as either
a relativistic ﬂuid [18], as also envisaged here, or within
classical Vlasov transport theory [19,20]. Those studies
focused on a second-order chiral phase transition, or, in
the presence of explicit symmetry breaking, on a smooth
crossover. However, it turns out that one can also ad-
dress ﬁrst-order chiral phase transitions within the very
same model, at least in a phenomenological fashion, by
chosing larger quark-ﬁeld coupling g [21,22] (see below).
Integrating out the quarks then leads to an eﬀective po-
tential exhibiting two degenerate states around Tc.
Here, we extend the previous work mentioned above,
and at the same time shift our focus somewhat. Namely,
the early studies were mainly concerned with the dy-
namical evolution of the long-wavelength chiral ﬁelds,
and of classical pion production; that is, they mainly
adressed issues related to the possiblity of forming “Do-
mains of Disoriented Chiral Condensates” (DCC), as sug-
gested by Rajagopal and Wilczek, and others [23], see
also [13,18,19,21]. Our present work puts more empha-
sis on the dynamics of the heat-bath of quarks, rather
than on that of the soft modes of the chiral ﬁeld. We
shall point out qualitative changes in the classical energy-
momentum ﬂow of the “ﬂuid” of quarks in the proximity
of a chiral critical point, rather than look for “rare phe-
nomena” like DCC formation.
Moreover, refs. [17–21] all employed the mean ﬁeld ap-
proximation for the chiral ﬁelds. Field ﬂuctuations at the
phase transition were not considered. As an example, for
the ﬁrst-order phase transition discussed in [21] dynami-
cal bubble nucleation (“boiling”) could not be described,
as it requires large coherent thermal ﬁeld ﬂuctuations
from the symmetry restored phase, over the barrier and
into the symmetry broken phase (see e.g. [24] for results
of such dynamical simulations, and [22] for a computation
of bubble nucleation rates from the linear sigma model).
Thus, the main improvement here is that we do include a
dynamical treatment of ﬁeld ﬂuctuations in the vicinity
of a critical point, and their inﬂuence on the dynamical
evolution of the quark ﬂuid.
On the technical side, going beyond the mean ﬁeld
approximation requires us to introduce appropriate sub-
tractions in all thermodynamical functions, as explained
in appendix A. Moreover, the coupled system of non-
linear partial diﬀerential equations has to be solved
numerically in 3+1 dimensions, without imposing any
space-time symmetry assumptions (while [17–19,21] all
simpliﬁed the solution greatly by assuming special sym-
metries which essentially reduced the problem to 0+1
or 1+1 space-time dimensions). That is because ﬂuctua-
tions break any space-time symmetry that may be obeyed
by the mean ﬁeld, as for example spherical symmetry or
symmetry under Lorentz boosts in a particular direction.
As mentioned in the introduction, physically the chi-
ral critical point is expected to occur for some speciﬁc
values of temperature T and baryon-chemical potential
 B. To simplify the problem and its numerical solution,
however, here we rather choose to consider only locally
baryon symmetric matter, i.e. equal numbers of quarks
and anti-quarks. Instead, we can “shift” the critical point
by varying the quark-ﬁeld coupling constant g, that is,
by increasing or decreasing the vacuum mass of the con-
stituent quarks. As explained in more detail below, large
values for g result in a ﬁrst-order phase transition, while
small g leads to a crossover. For the observables dis-
cussed in section III, the qualitative diﬀerence between
the two realizations of a chiral critical point mentioned
above should not matter much1. On the other hand, our
simpliﬁed treatment disables us from studying ﬂuctua-
tions of net baryon charge [26].
In section IIA we discuss the eﬀective potential “seen”
by the long wavelength modes of the chiral ﬁelds in the
presence of a heat bath of quarks and anti-quarks. Then,
in IIB we present our model for the non-equilibrium dy-
namical treatment of ﬁeld and ﬂuid evolutions. Some
numerical algorithms and details are mentioned brieﬂy
in section IIC. In section III we present our results and
end with a summary and an outlook in section IV.
A. Eﬀective Potential
As an eﬀective theory of the chiral symmetry breaking
dynamics, we assume the linear σ-model coupled to two
ﬂavors of quarks [9]:
L = q [iγµ∂µ − g(σ + γ5  τ    π)] q
+
1
2
(∂µσ∂
µσ + ∂µ  π∂
µ  π) − U(σ,  π) . (2.1)
The potential, which exhibits both spontaneously and
explicitly broken chiral symmetry, is
U(σ,  π) =
λ2
4
(σ
2 +  π
2 − v
2)
2 − hqσ − U0 . (2.2)
Here q is the constituent-quark ﬁeld q = (u,d). The
scalar ﬁeld σ and the pseudoscalar ﬁeld   π = (π1,π2,π3)
together form a chiral ﬁeld φa = (σ,  π). The pa-
rameters of the Lagrangian are chosen such that chiral
SUL(2) ⊗ SUR(2) symmetry is spontaneously broken in
the vacuum. The vacuum expectation values of the con-
densates are  σ  = fπ and    π  = 0, where fπ = 93 MeV is
1However, we note that there are indeed diﬀerences on the
quantitative level. For example, for a ﬁrst-order phase tran-
sition in baryon dense matter the isentropic speed of sound
does not vanish in general at Tc [16,25], as it does for zero net
baryon charge,  B = 0.
2the pion decay constant. The explicit symmetry breaking
term is due to the non-zero pion mass and is determined
by the PCAC relation, which gives hq = fπm2
π, where
mπ = 138 MeV. This leads to v2 = f2
π − m2
π/λ2. The
value of λ2 = 20 leads to a σ-mass, m2
σ = 2λ2f2
π+m2
π, ap-
proximately equal to 600 MeV. In mean ﬁeld theory, the
purely bosonic part of this Lagrangian exhibits a second-
order phase transition [8] if the explicit symmetry break-
ing term, hq, is dropped. For hq  = 0, the transition be-
comes a smooth crossover from the phase with restored
symmetry to that of broken symmetry. The normaliza-
tion constant U0 is chosen such that the potential energy
vanishes in the ground state, that is
U0 =
m4
π
4λ2 − f2
πm2
π . (2.3)
For g > 0, the ﬁnite-temperature one-loop eﬀective
potential also includes a contribution from the quarks.
In our phenomenological approach, we shall consider the
quarks as a heat bath in (local) thermal equilibrium.
Thus, it is possible to integrate them out to obtain the
eﬀective potential for the chiral ﬁelds in the presence of
that bath of quarks. Consider a system of quarks and
antiquarks in thermodynamical equilibrium at tempera-
ture T and in a volume V. The grand canonical partition
function reads
Z =
 
D¯ q Dq Dσ D  π exp
   1/T
0
d(it)
 
V
d3  xL
 
. (2.4)
(Anti-) Periodic boundary conditions for the (fermion)
boson ﬁelds are implied. In mean-ﬁeld approximation
the chiral ﬁelds in the Lagrangian are replaced by their
expectation values, which we denote by σ and   π. Then,
up to an overall normalization factor,
Z = NU
 
D¯ q Dq exp
 
i
  1/T
0
dt
 
V
d
3  x
¯ q [iγµ∂µ − g(σ + iγ5  τ    π)]q
 
= NU detp
  
pµγ
µ − g(σ + iγ5  τ    π)
 
/T
 
, (2.5)
where
NU = exp
 
−
VU(σ,  π)
T
 
. (2.6)
Taking the logarithm of Z, the determinant of the Dirac
operator can be evaluated in the standard fashion [27],
and we ﬁnally obtain the grand canonical potential
−
T
V
logZ = U +   Vq(T) , (2.7)
where
  Vq(T) = −dq
 
d3  p
(2π)3
 
E + T log
 
1 + e
−E/T
  
. (2.8)
Here, dq = 24 denotes the color-spin-isospin-baryon
charge degeneracy of the quarks. For our purposes, the
zero-temperature contribution to   Vq, i.e. the ﬁrst term in
the integral in (2.8), can be absorbed into U via a stan-
dard renormalization of the bare parameters λ2 and v2.
The logarithmic dependence on the renormalization scale
is ignored in the following.
Adding the T = 0 and the ﬁnite-T contributions de-
ﬁnes our eﬀective potential Veﬀ:
Veﬀ(φa,T) ≡ U(φa) − dqT
 
d3p
(2π)3 log
 
1 + e−E/T
 
.
(2.9)
Veﬀ depends on the order parameter ﬁeld through the ef-
fective mass of the quarks, mq = g
 
φ2 ≡ g
  
a φaφa,
which enters into the expression for the energy, E =  
p2 + g2φ2.
In principle, one should also integrate out short wave-
length ﬂuctuations of φ, which would lead to an addi-
tional contribution to the eﬀective potential (2.9), see for
example [13,28]. For the present phenomenological anal-
ysis, however, the expression (2.9) is already suﬃcient
in that it exhibits a critical endpoint for some particular
value of the coupling constant g. Since we do not ex-
pect the simple model (2.1) to be quantitatively reliable
anyway, it is not unreasonable to employ the eﬀective po-
tential (2.9) for a study of qualitative eﬀects near a chiral
critical point.
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FIG. 1. The one-loop ﬁnite-T eﬀective potential as a func-
tion of the scalar ﬁeld σ at   π = 0. The quark-ﬁeld coupling
constant g is being varied. The curves are labeled by the
value for g and by the temperature in MeV in parantheses.
The ﬁeld self-coupling is chosen to be λ
2 = 20.
We now turn to a discussion of the shape of the eﬀec-
tive potential, cf. Fig. 1. For suﬃciently small g one still
ﬁnds the above-mentioned smooth transition between the
two phases. At larger coupling to the quarks, however,
the eﬀective potential exhibits a ﬁrst-order phase tran-
sition [21]. Along the line of ﬁrst-order transitions, for
3temperatures near the critical temperature, Veﬀ displays
a local minimum σ = σ1(T) ≃ 0 which is separated by a
barrier from another local minimum at σ = σ2(T) > 0.
(There is another local minimum for negative σ which is
of higher energy and does not concern us.) These two
minima are degenerate at T = Tc. For example, g = 5.5
leads to a critical temperature of Tc ≃ 123.3 MeV. Low-
ering the value of g leads to a smaller barrier between
the two degenerate states. Also, σ1 approaches σ2, i.e.,
the phase transition weakens, and moreover the spinodal
temperature approaches Tc [22]. At gc ≃ 3.7, ﬁnally,
the barrier disappears, and so the latent heat vanishes.
This is the second-order critical point, where the poten-
tial about the minimum is ﬂat.
A diﬀerent possibility of making the σ-meson much
lighter at Tc than at T = 0 is to reduce the self-coupling
of the chiral ﬁelds [29], λ2, rather than that to the quarks.
For example, one may choose λ2 ≃ 2.2 with the pion de-
cay constant fπ and vacuum mass mπ ﬁxed, such that
v2 = 0. However, within the present model this also re-
duces Tc signiﬁcantly, to less than 100 MeV [22]. Such
low Tc appear to be excluded by present lattice QCD
results [30], and moreover would generate too small ther-
mal ﬂuctuations in the heat bath. Therefore, we keep
λ2 = 20 ﬁxed throughout the manuscript.
B. Coupled Dynamics of Fields and Fluid
The classical equations of motion for the chiral ﬁelds
are
∂µ∂µσ +
δU
δσ
= −g ¯ qq  = −gρs,
∂µ∂µ  π +
δU
δ  π
= −g ¯ qγ5  τ q  = −g  ρps, (2.10)
where
ρs =  qq  = gσdq
 
d3p
(2π)3
1
E
f(p) ,
  ρps =  qγ5  τq  = g  π dq
 
d3p
(2π)3
1
E
f(p) (2.11)
are the scalar and pseudoscalardensities generated by the
heat bath of quarks and anti-quarks, respectively. The
distribution of the quarks and anti-quarks in momentum
space is given by the Fermi-Dirac distribution.
The form (2.10) for the coupling to the heat bath of
quarks can be derived from the Lagrange density (2.1)
in mean-ﬁeld approximation. The energy density of the
quarks is given by
 Hq  =  ¯ qi∂ /q  + g  qσq  + g  qγ5  τ     πq  . (2.12)
The ﬁnite-T contribution to the equation of motion for
the σ,   π ﬁelds is obtained from the variation of the eﬀec-
tive potential with respect to σ or   π, respectively:
g qq  =
δ  Hq 
δσ
=
δ  Veﬀ − U 
δσ
,
g  qγ5  τ q  =
δ  Hq 
δ  π
=
δ  Veﬀ − U 
δ  π
. (2.13)
Applying this to the right hand side of equation (2.9)
yields the expressions for the scalar density and the pseu-
doscalar density as given in (2.11).
As already mentioned above, we shall assume that the
quarks constitute a heat bath in local thermal equilib-
rium. Thus, their dynamical evolution is determined by
the local conservation laws for energy and momentum in
relativistic hydrodynamics. For simplicity, we shall fur-
ther assume that the stress-energy tensor of the quark
ﬂuid is of the “perfect ﬂuid” form (corrections could in
principle be taken into account in the future along the
lines discussed in [31]),
T µν = (e + p)uµuν − pgµν . (2.14)
Here,
uµ ≡
T µνuν  
uσT σρTραuα
(2.15)
is the local four-velocity of the ﬂuid. gµν =
diag(1,−1,−1,−1) is our metric tensor, and so the line
element is ds2 = dt2 − d  x2. The time t is measured in
the global restframe. Furthermore,
e(φ,T) =  Hq  ,
p(φ,T) = −Veﬀ(φ,T) + U(φa) , (2.16)
denote the energy density and the pressure of the quarks
at temperature T. Note that we do not assume that
the chiral ﬁelds are in equilibrium with the heat bath
of quarks. Hence, both e and p depend explicitly on
φ =
√
σ2 +  π2. Given an initial condition on some space-
like surface, T µν at any other causally connected space-
time point is determined by
∂µT µν = Sν . (2.17)
In the absence of interactions between the chiral ﬁelds
and the quarks, the source term Sν vanishes, and the
energy and the momentum of the quarks,
(E,   P) =
 
dσµT µν (2.18)
are conserved:
uµ∂µE = uµ∂µP i = 0 . (2.19)
With interactions turned on, this is obviously not true
any longer. Rather, the total energy and momentum of
ﬂuid plus ﬁelds is the conserved quantity:
Sν = −∂µT
µν
φ . (2.20)
4The stress-energy tensor for the ﬁelds can be computed
from the Lagrange density in the standard fashion. The
eﬀective mass of the quarks, mq = g
  
a φ2
a, is al-
ready accounted for in the EoS for the quark ﬂuid, see
eqs. (2.16). Thus, T
µν
φ is the stress-energy tensor of the
chiral ﬁelds alone:
T
µν
φ =
 
a
∂  Lφ 
∂ (∂µφa)
∂νφa − gµν  Lφ 
Lφ =
 
a
1
2
(∂µφa)(∂µφa) − U . (2.21)
Its divergence is given by
−∂µT
µν
φ = −
 
a
 
∂µ∂µφa +
δU
δφa
 
∂νφa
= gρs∂νσ + g  ρps   ∂ν  π . (2.22)
In the second step we made use of the equations of mo-
tion (2.10). This is the source term in the continu-
ity equation (2.17) for the stress energy tensor of the
quark ﬂuid. A diﬀerent derivation based on moments of
the classical Vlasov equation for the quarks was given
in [17,18], see also [19].
We emphasize again that we employ eqs. (2.10) not
only to propagate the mean ﬁeld through the transition
but ﬂuctuations as well. The initial condition includes
some generic “primordial” spectrum of ﬂuctuations, see
section IIIA, which then evolve in the eﬀective potential
generated by the matter ﬁelds, i.e. the quarks. Near the
critical point, those ﬂuctuations have small eﬀective mass
and “spread out” to probe the ﬂat eﬀective potential.
Since all ﬁeld modes are coupled, eﬀectively the ﬂuctu-
ations act as a noise term in the equation of motion for
the mean ﬁeld, similar to the familiar Langevin dynam-
ics [32]; near the phase transition, however, the noise is
neither Gaussian (the eﬀective potential is not parabolic)
nor Markovian (zero correlation length in time) nor white
(zero correlation length in space). Rather, correlation
lengths and n-point functions of the “noise” are governed
by the dynamics of the ﬂuctuations in the eﬀective po-
tential generated by the ﬂuid of quarks, including also
eﬀects from the ﬁnite size and the relativistic expansion
of the system.
C. Numerics and Technical Details
We brieﬂy describe how we solved the coupled sys-
tem (2.10,2.17) of partial diﬀerential equations in 3+1
space-time dimensions.
We follow the evolution on t = const hypersurfaces,
and in a ﬁxed spatial cube of volume L3. We discretize
three-space in that cube by introducing a 1603 grid with a
spacing of ∆x = 0.2 fm (thus, L = 160×0.2 fm=32 fm).
On that grid, we solve the hyperbolic continuity equa-
tions of ﬂuid dynamics (2.17) using the so-called phoeni-
cal SHASTA ﬂux-corrected transport algorithm with
simpliﬁed source treatment. It is described and tested
in detail in Ref. [33], and we refrain from a discussion
here. The time step was chosen as ∆t = 0.4∆x, as ap-
propriate for the SHASTA [33,34]. We performed each
time step in the standard fashion with Sν = 0, then sub-
tracted the sources Sν from the energy and momentum
density in the calculational frame (i.e. the global rest
frame of the ﬂuid). Finally, from T 00, T 0i and the EoS
p = p(e,φa) we solved for the velocity of the local rest-
frame (LRF) of each cell, and for the energy density e of
the ﬂuid in the LRF. Such a treatment of sources in the
continuity equations for energy and momentum proved
to work well in relativistic multi-ﬂuid dynamics [16,34],
where one encounters a similar equation due to interac-
tions between various ﬂuids. The boundary conditions
at the edge of the computational grid are such that the
ﬂuid simply streams out when reaching the boundary.
This can be monitored by checking the conservation of
the total energy as a function of time.
Regarding the ﬁelds, we solve the classical equations
of motion using a staggered leap-frog algorithm with
second-order accuracy in time, see for example Ref. [35].
The non-linear wave-equations (2.10) are split into two
coupled ﬁrst-order equations (in time) by considering
separately the ﬁeld φa and its canonically conjugate ﬁeld
dφa/dt. For this algorithm, the time step for propa-
gation of the ﬁelds has to be chosen smaller than that
for propagation of the ﬂuid. In practice, we found that
∆t = 0.1∆x gave reasonable accuracy. As the time
step for propagation of the ﬂuid was chosen to be four
times larger, the ﬁelds where propagated for four con-
secutive steps, with the ﬂuid kept “frozen”, followed by
one single step for the ﬂuid. Spatial gradients of the
ﬁelds where set to zero at the edges of the computa-
tional grid, rather than employing periodic boundary
conditions. The spatial derivatives in the equations of
motion for the ﬁelds (2.10) where discretized to second
order accuracy in the grid spacing to match the second
order accuracy in time. We employed the same small grid
spacing ∆x = 0.3 fm as for the ﬂuid. Although the mean
ﬁelds vary on a larger scale, it is important to allow for
non-linear ampliﬁcation of harder ﬂuctuations which can
couple to the soft modes and aﬀect the dynamical relax-
ation to the vacuum state with broken symmetry, see for
example [36] and [37].
For the ﬂuid, one needs to introduce nine 3d spatial
grids2, for e, p, T 0µ, and   u. In addition, one needs two
more 3d grids for each ﬁeld component, namely for φa
and dφa/dt. To save computational resources, we have
2At ﬁnite baryon density, one would need another grid for
ρB. Also, inverting the Lorentz transformation to obtain the
LRF densities e and ρB from T
00, T
0i and the net baryon
current J
µ
B ≡ ρBu
µ in each time step would require a three-
dimensional root search for the function p = p(e,ρB,φ).
5therefore decided to neglect the pion ﬁeld altogether, i.e.,
to set it to zero everywhere in the forward light cone.
Thus, only the σ-ﬁeld is considered in the actual com-
putations described below. However, this represents a
minor restriction only, since we focus here on the bulk
evolution of the quark ﬂuid rather than on ﬂuctuation
observables or coherent pion production from the decay
of a classical pion ﬁeld. (Coherent pion production is
known to contribute a small fraction of the total pion
yield only [18,19,21,23,38]. Incoherent particle produc-
tion from the decay of the ﬂuid by far dominates, if no
kinematic cuts are applied.)
III. RESULTS
Having formulated our model, we now proceed to show
some speciﬁc examples of numerical solutions. In partic-
ular, we would like to examine whether the dynamical
evolution changes as one crosses the chiral critical point.
A. Initial Condition
As an example, we employ the following initial con-
ditions for the results described below. Of course, one
could employ more reﬁned initial conditions and “tune”
them such as to reproduce various aspects of the ﬁnal
state, which in principle could be compared to experi-
mental data. At present, our more modest goal is to
illustrate qualitative eﬀects originating from the phase
transition. The initial conditions are meant to provide a
semi-realistic parameterization of the hot ﬁreball created
in a high-energy heavy-ion collision.
At time t = 0, the distribution of energy density for
the quarks is taken to be uniform in the z-direction (with
length 2lz = 12 fm) and ellipsoidal in the x − y-plane:
e(t = 0,  x) =
 
eeq : x2b2 + y2a2 < (ab)2 ∧ z < lz
0 : x2b2 + y2a2 > (ab)2 ∨ z > lz
,
(3.1)
where eeq denotes the equilibrium value of the energy
density taken at a temperature of Ti ≈ 160 MeV. In our
calculation we choose a = rA −˜ b/2 and b =
 
r2
A −˜ b2/4,
where ˜ b denotes the impact parameter of two nuclei with
radius rA (below, we choose rA = 6.5 fm and ˜ b = 6 fm).
Thus, the ellipsoidal shape resembles the almond shaped
overlap of two colliding nuclei. The Θ-function distribu-
tion of the initial energy density is evidently somewhat
unrealistic; a smoother distribution with non-zero surface
thickness would be more realistic and perhaps aﬀect the
results somewhat. However, as already mentioned above,
here we do not aim at quantitative ﬁts to experimental
data but at illustrating qualitative eﬀects related to the
shape of the eﬀective potential in the transition region.
The collective longitudinal velocity of the ﬂuid of
quarks is assumed to rise linearly with z: vz(t = 0,  x) ∝
z/lz   vmax, where vmax = 0.2 . The transverse compo-
nents of   v are set to zero at t = 0.
Our initial conditions for the chiral ﬁelds are
σ(t = 0,  x) = δσ(  x) + fπ +
(−fπ + σeq)  
 
1 + exp
 
˜ r − ˜ R
˜ a
  −1
 
 
1 + exp
 
|z| − lz
˜ a
  −1
,
  π(t = 0,  x) = δ  π(  x), (3.2)
where ˜ r =
 
x2 + y2,
˜ R =



ab˜ r
 
b2x2 + a2y2 : ˜ r  = 0
a : ˜ r = 0
, (3.3)
and ˜ a = 0.3 fm is the surface thickness of this Woods-
Saxon like distribution. Here σeq ≈ 0 is the value of the
σ ﬁeld corresponding to eeq. Thus, the chiral condensate
nearly vanishes at the center, where the energy density
of the quarks is large, and then quickly interpolates to
fπ where the matter density is low.
δσ(  x) and δ  π(  x) represent the initial random ﬂuctu-
ations of the ﬁelds. Our focus at this stage is on how
those “primordial” ﬂuctuations evolve through the phase
transition (or crossover) and how they aﬀect the hydro-
dynamic expansion of the thermalized matter ﬁelds (the
ﬂuid). Thus, for a ﬁrst qualitative analysis we do not rely
on additional physics input3 for the primordial ﬂuctua-
tions but rather chose a generic Gaussian distribution,
P[δφa] ∝ exp
 
−δφ2
a/2
 
δφ2
a
  
, (3.4)
with the variance
 
δφ2
a
 
left as a free parameter. (Here,
no summation over the index a (internal space) is car-
ried out.) We performed simulations with
√ 
δφ2
0
 
≡ √ 
δσ2 
= v/3. Such ﬂuctuations are large enough to
probe the barrier of the eﬀective potential in case of a
ﬁrst order transition, or the ﬂat region close to the criti-
cal endpoint (Fig. 1). On the other hand, they are suﬃ-
ciently small to allow for a one-loop subtraction of their
contribution to the eﬀective potential, as described in
appendix A.
3For example, one might assume thermalized primordial
ﬂuctuations, in which case their distribution depends on the
eﬀective potential at the temperature Ti. We have checked,
however, that at high temperature Veﬀ(φ,Ti) looks rather sim-
ilar for all values of g considered here, regardless of whether
later on the evolution proceeds through the crossover, the
critical endpoint or the ﬁrst-order phase transition regimes.
6The time derivatives of the ﬁelds where set to zero
at t = 0, with no ﬂuctuations. As already mentioned in
section IIC, the actual numerical computations described
below were performed with δ  π ≡ 0, i.e.
 
δφ2
1,2,3
 
= 0.
One must further take into account that the ﬁeld
ﬂuctuations are correlated over some space-like distance
ξ ≃ 1 fm. This is a physical scale which is present in the
initial conditions; if one simply picks random ﬂuctuations
at each point of the grid, the correlation length will in-
stead be given by the artiﬁcial numerical discretization
scale ∆x.
In practice, a useful and simple procedure to imple-
ment physical correlations in the initial condition is as
follows. First, at each point of the grid one samples the
distribution (3.4) at random. Then, one smoothly sweeps
a ”sliding window” of linear size ξ = n∆x over the grid
and averages the ﬁelds:
φ
′
a(  x) =
1
n3
×
 
i,j,k=0..n−1
φa(  x + i∆x  e1 + j∆x  e2 + k∆x  e3) . (3.5)
Here,   e1,   e2,   e3 deﬁne a global cartesian orthonormal ba-
sis, and   x = 1  e1 + 1  e2 + 1  e3, 1  e1 + 1  e2 + 2  e3,    , is the
sequence of grid points. Clearly, the above averaging pro-
cedure “cools” the ﬂuctuations, in that  δφ′2
a    =  δφ2
a . In
particular, in the continuum limit ∆x → 0 with ξ = n∆x
held constant, one of course ﬁnds that  δφ′2
a   → 0 for the
distribution (3.4). Therefore, in a ﬁnal sweep over the
grid one has to rescale the ﬁelds at each grid point by
φ′′
a(  x) = φ′
a(  x)
 
 δφ2
a 
 δφ′2
a  
. (3.6)
This procedure leads to an initial ﬁeld conﬁguration that
exhibits both the proper physical correlation length and
the desired ﬂuctuations. Moreover, it prevents the initial
energy density from ﬁeld gradients to grow like 1/∆x2.
B. Numerical Solution
In the following we consider both a ﬁrst order phase
transition corresponding to g = 5.5, as well as the critical
point at g = 3.7.
Figs. 2 and 3 depict the time evolution of the σ ﬁeld
along the x-axis and the y-axis, respectively. At t = 0
the ﬁeld within the hot region has small amplitude,
corresponding to the chiral symmetry restored phase.
That region is surrounded by the physical vacuum with
 σ  = fπ = 93 MeV.
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FIG. 2. Space-time evolution of the chiral ﬁeld along the
x-axis at y = z = 0. Dark regions correspond to small ﬁeld
amplitudes (symmetric phase), light regions to large ampli-
tudes (broken phase). The scale on the right speciﬁes the
ﬁeld amplitude in MeV.
For the ﬁrst order phase transition (g = 5.5) a bar-
rier separates the two degenerate minima of the eﬀective
potential (Fig. 1) at Tc. Figs. 2 and 3 show that this
barrier leads to a rather well-deﬁned surface in coordi-
nate space, separating the vacuum from the symmetric
phase. For the above-mentioned initial conditions, the
ﬂuctuations are not strong enough for the ﬁeld to eas-
ily overcome the barrier. Nevertheless, one can observe
dynamical ﬂuctuations into the broken symmetry state,
e.g. at x ≃ 1 fm and t ≃ 2 − 4 fm/c, which however col-
lapse again. Our dynamical results agree with previous
arguments that nucleation is a slow process on the time
scale of heavy-ion collisions, and so the Gibbs phase equi-
librium is not established dynamically [21,22,24,39]. At
7time t ≃ 9 fm the phase transition occurs spontaneously
“in an instant”, that is, on a space-like surface which
can clearly be seen in Figs. 2 and 3. A “bubble” of the
symmetric phase survives at x ≃ 3 fm for a long time.
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FIG. 3. Space-time evolution of the chiral ﬁeld along the
y-axis at x = z = 0.
The picture is rather diﬀerent for the transition at the
critical point, i.e. g = 3.7. Here, the barrier between the
degenerate minima vanishes and the potential is ﬂat. As
is evident, there are no clear surfaces separating either
the vacuum from the center or high-density bubbles (or
“droplets”) from their surrounding. Due to the ﬂatness
of the potential, near the center the ﬁeld performs large-
amplitude oscillations (from σ ∼ 0 to σ > fπ) for a long
time; they extend in space over distances ≈ 1 − 3 fm
(e.g. at t ≈ 9, 12, and 14 fm/c in Fig. 2), which is not
much less than the initial size of the hot region. Figure 4
shows a histogram of the ﬁeld distribution at the center
(
 
x2 + y2 + z2 < 2 fm). One observes that the distri-
bution broadens from t = 4 fm to t = 10 fm, and then
narrows again at later times after the transition to the
broken phase occured. Also, notice that the distributions
at t = 4 fm and t = 14 fm are well described by Gaus-
sians, i.e. the eﬀective potential is essentially parabolic,
while for t = 10 fm there are visible deviations from a
simple Gaussian.
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FIG. 4. Histogram of the ﬁeld distribution at the center
for three diﬀerent times. Lines represent Gaussian ﬁts with
standard deviations 25 MeV (t=4 fm), 53 MeV (t=10 fm),
and 43 MeV (t=14 fm).
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FIG. 5. Space-time evolution of the ﬂuid energy density
along the x-axis at y = z = 0. The scale on the right spec-
iﬁes the energy density in units of nuclear matter density
e0 ≈ 150 MeV/fm
3.
The time evolution of the local rest-frame energy den-
sity e of the quarks is shown in Figs. 5, 6. Again we see
large-scale structures for the ﬁrst order phase transition
(g = 5.5), while the energy density is rather homogeneous
on large time and distance scales if the expansion trajec-
tory goes through the critical endpoint. For the ﬁrst-
order transition, quarks can be “trapped” in droplets
with σ ∼ 0 (the minimum of the eﬀective potential where
the symmetry is restored) because the mass barrier can
keep them from escaping. The droplet of high-density
matter at x ≃ 3 fm and t ≃ 12 − 16 fm/c can easily be
associated to the region of nearly vanishing chiral scalar
ﬁeld from Fig. 2. Eventually, that region must perform
the transition to the symmetry broken state, either by a
strong thermal ﬂuctuation or when reaching the spinodal
point. At the spinodal, the system is as far from local
thermal equilibrium as it can get, and the “roll-down” of
the order parameter ﬁeld to the global minimum of the
potential can inﬂuence the collective expansion of the
quark ﬂuid.
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FIG. 6. Space-time evolution of the energy density along
the y-axis at x = z = 0.
Note that the energy density at the center drops more
rapidly for the ﬁrst-order transition than near the criti-
cal endpoint. This has consequences for the build-up of
azimuthally asymmetric ﬂow, as we shall discuss below.
Fig. 7 depicts the time evolution of the azimuthal mo-
mentum anisotropy [40]
ǫp =
 Txx − Tyy 
 Txx + Tyy 
, (3.7)
where the averages of the stress-energy tensor of the ﬂuid
9are taken at ﬁxed time:
 Tij (t) ≡
 
d3xTij(t,  x) . (3.8)
Also, we average over a few initial ﬁeld conﬁgurations,
which gave similar results for ǫp(t), though.
For the above-mentioned initial conditions the energy-
momentum tensor is symmetric, and so ǫp = 0 at t = 0
(this might be diﬀerent in more realistic treatments [41]).
Pressure gradients in x− and y− directions are diﬀer-
ent, though. Therefore, the acceleration of the ﬂuid is
stronger in the reaction (x − z) plane than out of plane,
leading to a nonzero azimuthal asymmetry ǫp > 0 at
times t > 0. The asymmetry ﬁrst grows nearly linearly
with time but saturates when the asymmetry of the en-
ergy density and of the pressure gradients becomes small.
As explained above (Figs. 5, 6), this happens earlier for a
ﬁrst-order transition than for trajectories near the chiral
critical endpoint. This is then reﬂected in the ﬁnal value
of ǫp. We stress that the more rapid saturation of the
azimuthal asymmetry in case of a ﬁrst-order transition
is not in contradiction to the fact that hot (high-energy
density) “droplets” survive for rather long times, as seen
in the ﬁgures. Rather, such “droplets” typically turn out
to be more or less rotationally symmetric, or at least ex-
hibit deformations which are uncorrelated to the reaction
plane (the x − z plane in our case). Thus, they tend to
reduce the average azimuthal asymmetry of the energy-
momentum tensor.
For comparison, in Fig. 7 we also show the result for an
equilibrium ﬁrst-order phase transition. Here, the equa-
tions of motion for the chiral ﬁelds, eqs. (2.10) are not
solved but rather the σ-ﬁeld is required to populate the
(global) minimum of the eﬀective potential,
δVeﬀ
δσ
= 0 , (3.9)
δ2Veﬀ
δσ2 > 0 . (3.10)
That is, the chiral ﬁeld is in equilibrium with the quark-
antiquark ﬂuid and does not exhibit any explicit space-
time dependence. At Tc, where two degenerate minima
exist, one performs the usual Maxwell-Gibbs construc-
tion to determine the fractions of the total volume occu-
pied by matter in the symmetric and the broken sym-
metry phases, respectively. Evidently, for the above-
mentioned initial conditions the equilibrium phase tran-
sition leads to nearly the same azimuthal asymmetry of
T ij as for the cross over. Therefore, it is indeed the non-
equilibrium real-time dynamics (ﬁeld ﬂuctuations over
the free-energy barrier) that is responsible for the ob-
served reduction of ǫp in the regime of ﬁrst-order chiral
phase transitions.
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FIG. 7. Time evolution of the momentum anisotropy for a
cross over (g = 3.3), a second-order phase transition at the
critical point (g = 3.7), and a ﬁrst order phase transition
(g = 5.5) in or out of equilibrium.
IV. SUMMARY AND OUTLOOK
In summary, we have introduced a simple phenomeno-
logical description of the non-equilibrium real-time dy-
namics of the chiral phase transition in an expanding
(relativistic) ﬂuid of quarks. More precisely, we coupled
the linear sigma model, which describes the dynamics of
the long-wavelength modes of the chiral order parame-
ter ﬁeld, to the hydrodynamical evolution of a system of
quarks. The chiral ﬁeld(s) evolve according to the ﬁnite-
temperature eﬀective potential that is generated by in-
tegrating out the quarks from the Lagrangian; in turn,
the ﬁeld(s) determine the eﬀective quark mass (i.e. the
equation of state of the quark ﬂuid) dynamically.
The above model exhibits a ﬁrst order phase transi-
tion for large g, which is the quark-ﬁeld coupling con-
stant. The line of ﬁrst order transitions ends in a critical
point when g is lowered, i.e. the transition turns into a
cross over for smaller couplings. Thus, by varying g one
can qualitatively compare the hydrodynamic expansion
pattern of the quark ﬂuid for dynamical trajectories that
cross the line of ﬁrst order transitions to that obtained
in the cross over regime.
We have obtained numerical solutions in 3+1 space-
time dimensions, using simple initial conditions that
might be appropriate for relativistic heavy-ion collisions.
The hydrodynamical expansion pattern clearly depends
on the structure of the eﬀective potential. For trajecto-
ries in the cross over regime or near the critical endpoint
the overall bulk dynamics is found to be rather “smooth”,
in that the space-time distribution of the energy density
of the ﬂuid is not aﬀected very much by the ﬂuctuations
of the order parameter ﬁeld. In the absence of a latent
10heat, the energy density can not jump much between re-
gions where the ﬁeld amplitude is diﬀerent.
In contrast, if the eﬀective potential exhibits a bar-
rier between the symmetry restored and broken phases,
respectively, we do see that large-scale structures are
formed dynamically, e.g. “droplets” of the symmetric
phase may survive for rather long times before becoming
mechanically unstable (at the spinodal). In that sense,
the overalltime scale is longer for trajectories crossing the
line of ﬁrst order transitions. Nevertheless, typically such
structures are not correlated to the reaction plane; thus,
the direct correspondence of spatial anisotropies in the
initial condition to momentum-space anisotropies in the
ﬁnal state predicted by equilibrium hydrodynamics (that
is, when the phase transition is not treated dynamically
but modelled by a Maxwell-Gibbs construction) is weak-
ened. For example, we ﬁnd much smaller momentum-
space anisotropy for a dynamical ﬁrst-order transition
than for a trajectory through the chiral critical endpoint
(for the same initial condition). This could be a very
useful prediction with regard to the experimental search
for the chiral critical endpoint of QCD in heavy-ion colli-
sions at the BNL-AGS, the CERN-SPS and the envisaged
new GSI heavy-ion accelerator. Until now, experiments
focused on ﬂuctuation observables, but inclusive observ-
ables usually are much easier to analyze accurately.
In the future, we intend to scrutinize other inclusive ob-
servables as to their sensitivity to non-equilibrium eﬀects
from phase transitions. Of course, there is also plenty of
room to improve on the model in order to obtain more
quantitative predictions. The present paper represents a
ﬁrst step towards an actual real-time description of the
chiral phase transition on either side of the critical end-
point in expanding relativistic ﬂuids with realistic 3+1d
geometries.
Note added: After this manuscript was submitted for
publication the NA49 collaboration published the elliptic
ﬂow at Elab = 40A GeV [42]. From Fig. 24 of that publi-
cation, the dependence of v2 on log
√
s is approximately
linear. However, the ”natural” scale for v2 is set by  pt ,
not log
√
s, as pointed out by Snellings [43]. Indeed, at
high energies the diﬀerential v2(pt) of charged hadrons
is approximately proportional to pt, such that the aver-
aged v2 ∝  pt . In fact, for mid-central collisions v2 in-
creases from ≈ 3% at top SPS energy (
√
s = 18A GeV) to
≈ 4.5% at RHIC energy (
√
s = 130A GeV). When scaled
by the average transverse momentum, though, the ellip-
tic ﬂow in that energy regime is nearly constant [43]. To
scrutinze deviations from the ”natural” scaling v2 ∝  pt ,
we plot the excitation function of v2/ pt  in Fig. 8.
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FIG. 8. Excitation function of v2/ pt  of negatively charged
particles in mid-central collisions from top AGS to RHIC en-
ergy. Data for v2 are taken from Fig. 24 in [42] and  pt 
from [44–47].
One observes that, as already mentioned above, the
data is compatible with no energy (or  pt ) dependence
above top SPS energy. Clearly, there is a systematic drop
of v2 relative to  pt  towards lower energies. For instance,
at Elab = 40A GeV corresponding to  pt  ≈ 350 MeV,
v2/ pt  is lower by about two standard deviations than
at higher energies. Qualitatively, this interesting behav-
ior is similar to the reduction of the azimuthal momen-
tum asymmetry, predicted above, caused by crossing the
second order critical point into the regime of ﬁrst order
phase transitions. Additional studies of “conventional”
non-equilibrium eﬀects unrelated to a phase transition
are certainly required, however, before ﬁrm conclusions
can be drawn.
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11APPENDIX A: SUBTRACTING INITIAL
FLUCTUATIONS
In section IIA we discussed our phenomenological
ansatz for the eﬀective potential for the long wavelength
modes of the chiral ﬁelds, as generated by the heat bath
of quarks. Formally, it is obtained from the Lagrangian
by integrating out the quarks to one loop.
Our main objective here is to study dynamically ﬂuctu-
ations of the chiral order parameter (or eﬀects generated
by those ﬂuctuations) in the vicinity of the chiral critical
point as the system makes the transition to broken chiral
symmetry at low temperature. Thus, we have to allow
for primordial ﬂuctuations of the chiral ﬁelds, also. How-
ever, those ﬂuctuations of the ﬁelds at time t = 0 will of
course also contribute to the eﬀective potential and “dis-
tort” its shape. In order to restore our original choice for
Veﬀ from eq. (2.9), and thus ensure the correct dynam-
ics for the long-wavelength modes, we have to introduce
appropriate subtractions.
The procedure is as follows. The scalar and pseu-
doscalar densities are given by eqs. (2.11). They depend
explicitly on the value of the ﬁelds φa, which we formally
separate into short and long wavelengths:
φa(x) =  φa  + δφa(x) . (A1)
Here,     denotes a spatial average over a volume large
enough for the ﬂuctuations to average out:
 δφa  = 0 . (A2)
The linear dimension of that volume will be given by the
wavelength of the soft modes of interest.
We now substitute (A1) into eqs. (2.11) and perform
an expansion up to second order in δφa(x). We then
perform the averaging over the ﬂuctuations with the dis-
tribution (3.4) and obtain
 ρs  = ρs( φ )
+
1
2
gσdq
 
d3k
(2π)3
 
 
a
 
δφ2
a
 
 
−
g2f(k)
E2T
 
T
E
+ f(k)eE/T
 
+
g4φ2
a
E3T 2f(k)
 
2f2(k)e2E/T − f(k)eE/T
+ 3
T
E
f(k)eE/T + 3
T 2
E2
  
− 2
 
δσ
2  g2f(k)
E2T
 
T
E
+ f(k)e
E/T
  
(A3)
Here,
 
δφ2 
≡
 
a  δφaδφa  is the variance of the ﬂuctua-
tions in the initial condition, i.e. at the initial time t = 0,
summed over internal quantum numbers. We made use of
the fact that the ﬂuctuations (3.4) are diagonal in inter-
nal space, i.e.  δφaδφb  = 0 if a  = b. The second term is
the additional contribution seen by the long wavelength
modes  φa , which is due to the ﬂuctuations. To restore
the original eﬀective potential, we have to subtract that
term, i.e. redeﬁne the scalar density as
ρs(φ,T) = gσdq
 
d3k
(2π)3
1
E
f(k)
−
1
2
gσdq
 
d3k
(2π)3
 
 
a
 
δφ2
a
 
 
−
g2f(k)
E2T
 
T
E
+ f(k)eE/T
 
+
g4φ2
a
E3T 2f(k)
 
2f2(k)e2E/T − f(k)eE/T
+ 3
T
E
f(k)e
E/T + 3
T 2
E2
  
− 2
 
δσ
2  g2f(k)
E2T
 
T
E
+ f(k)e
E/T
  
(A4)
This expression has to be substituted for ρs on the right-
hand-side of the equation of motion (2.10). The sub-
tracted term cancels the “distortion” of the scalar density
caused by using the local values σ(x),   π(x) for the ﬁelds,
rather than their long-wavelength components  σ(x) ,
   π(x) .
Along the same lines one derives the following expres-
sions for the ﬂuctuation-subtracted pseudo-scalar den-
sity, and for the pressure of the quarks:
  ρps(φ,T) = g  π dq
 
d3k
(2π)3
1
E
f(k)
−
1
2
g  π dq
 
d3k
(2π)3
 
 
a
 
δφ2
a
 
 
−
g2f(k)
E2T
 
T
E
+ f(k)eE/T
 
+
g4φ2
a
E3T 2f(k)
 
2f
2(k)e
2E/T − f(k)e
E/T
+ 3
T
E
f(k)e
E/T + 3
T 2
E2
  
− 2
 
δ  π2  g2f(k)
E2T
 
T
E
+ f(k)eE/T
  
p(φ,T) = dq
 
d3k
(2π)3 T log
 
1 + e−E/T
 
−
1
2
 
a
 
δφ2
a
 
 
−
g2f(k)
E
+
g4φ2
a
E3T
f(k)[T + E − Ef(k)]
 
. (A5)
One can verify that the identities gρs = −δp/δσ and
gρps = −δp/δ  π are satisﬁed, as it should be.
At ﬁxed values for the ﬁelds, the energy density of the
quarks at a temperature T is given by
e(φ,T) = T
∂p(φ,T)
∂T
− p(φ,T) . (A6)
12Using the expression for the ﬂuctuation-subtracted pres-
sure given above one obtains
e(φ,T) = dq
 
d3k
(2π)3Ef(k)
−
1
2
 
a
 
δφ2
a
 
 
g2f(k)
ET
 
T − Ef(k)eE/T
 
−
g4φ2
a
E3T
f(k)[T + E − Ef(k)]
+
g4φ2
a
ET 2f2(k)eE/T tanh
 
E
2T
  
(A7)
The source term (2.20) changes due to the ﬂuctua-
tions and one has to use the modiﬁed scalar (A4) and
pseudoscalar (A5) densities, respectively.
To second order in the ﬂuctuations, the self-interaction
of the chiral ﬁelds is renormalized as
U(φa) =
λ2
4
 
σ2 +  π2 − v2 2
− hqσ − U0
−
1
2
 
a
 
δφ
2
a
 
λ
2  
2φ
2
a + σ
2 +  π
2 − v
2 
(A8)
The above expressions for U(φa), ρs,   ρps, e, and p are
to be used in the equations of motion for the chiral
ﬁelds (2.10), in the stress-energy tensor of the quark
ﬂuid (2.14), and in the source term for its divergence
Sν (2.20,2.22). We point out that we subtract those
quantities for the contribution from initial ﬂuctuations
of φ only up to second order in δφ. We can therefore
not employ initial conditions with very large local ﬂuc-
tuations about the mean ﬁeld.
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