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Abstract. We analyze theoretically a spinor Bose gas loaded into a three-dimensional
cubic optical lattice. In order to account for different superfluid phases of spin-1 bosons
in the presence of an external magnetic field, we work out a Ginzburg-Landau theory
for the underlying spin-1 Bose-Hubbard model. In particular at zero temperature, we
determine both the Mott and the superfluid phases for the competition between the
anti-ferromagnetic interaction and the linear Zeeman effect within the validity range
of the Ginzburg-Landau theory. Moreover, we find that the phase transition between
the superfluid and Mott insulator phases is of second order and that the transitions
between the respective superfluid phases for anti-ferromagnetic interaction can be both
of first and second order.
PACS numbers: 03.75.Mn,03.75.Lm, 03.75.Hh
KEYWORDS: spinor Bose gas, Bose-Hubbard model, superfluid-Mott insulator
transition, optical lattice
1. Introduction
Experimental and theoretical studies on Bose-Einstein condensates (BECs) emerged
to be one of the most interesting topics in physics since their realization in a series
of experiments in dilute atomic gases of alkali atoms such as 87Rb [1], 23Na [2], and
7Li [3, 4]. In these systems the atoms are confined in a magneto-optical trap, cooled to
nano-Kelvin temperatures, and then BEC occurs at a critical phase space density. The
main advantage of these quantum-many body systems is the high degree of tunability
of both the shape of the confining trap and the strength of the two-particle interaction.
Thus, they serve as an ideal model for a quantum simulator in the sense of Richard
Feynman to realize various phenomena in the realm of condensed matter physics [5].
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An optical lattice represents a periodic potential, which is generated by the
interference of counter-propagating laser beams. The experimental realization of bosons
in optical lattices triggered the research on strongly correlated quantum many-body
systems [6, 7]. Most prominently, the quantum phase transition between a superfluid
(SF) and a Mott-insulating (MI) phase of a spinless Bose gas loaded in a periodic
optical potential was experimentally observed by increasing the lattice depth. All
properties of this quantum phase transition are captured by the underlying Bose-
Hubbard Hamiltonian [8–10] for which different analytical solution methods have been
worked out [11–16] and high-precision Monte Carlo studies have been performed [17,18].
Furthermore, various extensions of the Bose-Hubbard model have been investigated,
which cover for instance, superlattices [19], Bose-Fermi mixtures [20–23], quantum
simulations like entanglement of atoms or quantum teleportation [24] and disorder
[25–28].
Bosons with an internal spin degrees of freedom yield a quantum gas with
magnetization. The first theoretical discussion of a BEC with spin degrees of freedom
in an optical trap was performed in Refs. [29, 30]. There the Hamiltonian of a spinor
Bose-Einstein condensate and the mean-field condensate wave function were determined.
This ansatz was verified experimentally by the Ketterle group by studying the ground
state of the spin-1 system consisting of 23Na atoms [31]. Furthermore, the MIT
group succeeded to transfer a spin-polarized 23Na condensate, which was produced in
a traditional magneto-optical trap, into a dipole trap formed by the focus of a far-off-
resonant laser [32]. With this, spinor condensates opened a new area to study various
aspects of the quantum magnetism such as spin dynamics [33–35], spin waves [36,37], or
spin mixing [38, 39]. These examples result from coherent collisional processes between
two atoms where the total magnetization is constant but the spins of the individual
particles can change.
The experimental realization of an optically trapped BEC motivated both
theoretical and experimental studies on spinor Bose gases loaded in an optical lattice.
Rich physics with various phenomena in both MI and SF phases were expected due to the
additional spin degree of freedom. For instance, the coherent collisional spin dynamics
in an optical lattice was measured in Ref. [40] and the 87Rb scattering lengths for F = 1
and F = 2 were determined in Ref. [41]. Furthermore, 87Rb atoms were loaded in a
frustrated triangular lattice [42]. Despite these initial promising investigations, spinor
Bose gases in optical lattice seem experimentally to be so challenging that no further
detailed experiments have so far been performed. On the other hand, the properties
of spin-1 Bose gases in an optical lattice were investigated in detail some time ago
theoretically in Refs. [43, 44]. Several unique MI and SF phases for spin-1 bosons were
determined without external magnetic field at zero temperature in case of an anti-
ferromagnetic interaction in an optical lattice [43]. For instance, the MI phase with
an even number of atoms is more strongly stabilized than that with an odd number
because of the formation of singlet pairs [44]. Moreover, the SF phase represents a
polar state with zero spin expectation value [43,44]. On the other side, the influence of
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the linear Zeeman effect with a non-vanishing external magnetic field upon the MI-SF
phase boundary was determined within a mean-field approximation in Refs. [45,46]. In
addition, it was also shown in Ref. [46] that the superfluid transition occurs into either
a polar spin-1 or a polar spin-(-1) state, but it was not investigated, which magnetic
phases may emerge deeper in the superfluid.
In this paper, we follow Ref. [47] and study the effect of an external magnetic
field on the emergence of superfluid phases for anti-ferromagnetic spin-1 bosons in a
three-dimensional cubic optical lattice at zero temperature. To this end, we extend
the Ginzburg-Landau theory developed in Ref. [13, 14] from the spin-0 to the spin-1
Bose-Hubbard model. Thus, we calculate the effective action which allows us to obtain
the different superfluid phases and to determine the respective order of the transitions
between them.
In detail we proceed as follows. In Sec. II, we derive the Bose-Hubbard model
for spin-1 atoms in a cubic optical lattice. Afterwards, Sec. III shows that, already
in the atomic limit, when the hopping of bosons is neglected, a quite complicated
phase diagram of different Mott phases emerges. Then, we add in Sec. IV site- and
spin-dependent sources to the Hamiltonian in order to deal with the system inherent
spontaneous symmetry breaking and determine the grand-canonical free energy in first
order of the hopping parameter and in fourth order of the symmetry-breaking currents.
In Sec. V, we then introduce the corresponding spin-dependent order parameters via a
Legendre transformation with respect to the currents and calculate the resulting hopping
expansion of the effective action up to first order. With this we study in Sec. VI the
quantum phase transition between the superfluid phase and the Mott insulator. In
Sec. VII we determine the range of validity of the Ginzburg-Landau theory, which turns
out to be limited due to a sharp increase of the condensate density in the superfluid
phase. Subsequently, we distinguish in Sec. VIII between various ferromagnetic and anti-
ferromagnetic superfluid phases in view of a competition between an anti-ferromagnetic
interaction with a non-vanishing external magnetic field within the determined range of
validity of the Ginzburg-Landau theory. In Sec. IX we finally find that the superfluid-
Mott insulator phase transition is of second order and that the transitions between
different superfluid phases with anti-ferromagnetic interaction can be both of first and
second order in the presence of the Zeeman effect.
2. Spinor BOSE-HUBBARD MODEL
In order to derive the underlying spinor Bose-Hubbard model model, we start from the
second quantized Hamiltonian for a spin-1 Bose gas in the grand-canonical ensemble
[29,43–46]:
HˆBH =
∑
α
∫
d3xΨˆ†α(x)
[
− h¯
2
2M
∇2 + V (x)− µ
]
Ψˆα(x)− η
∑
α,β
∫
d3xΨˆ†α(x)F
z
αβΨˆβ(x)
+
c0
2
∑
α,β
∫
d3xΨˆ†α(x)Ψ
†
β(x)Ψˆβ(x)Ψˆα(x)
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+
c2
2
∑
α,β,γ,δ
∫
d3xΨˆ†α(x)Ψ
†
γ(x)Fαβ · FγδΨˆδ(x)Ψˆβ(x). (1)
Here µ is the chemical potential, η is an additional parameter which can be interpreted
for the time being as an external magnetic field, and M is the mass of the atom.
Furthermore, V (x) = V0
∑3
ν=1 sin
2(kLxν) is a periodic potential of a 3-dimensional cubic
optical lattice with a lattice period a = pi/kL where kL = 2pi/λ is the wave vector of the
laser beam and the lattice depth is described by V0 which is measured in units of the
recoil energy ER = h¯2k2L/2M . Because of the bosonic nature of the particles, the field
operators fullfill the standard commutator relations:[
Ψˆα(x), Ψˆβ(x
′)
]
= 0,
[
Ψˆ†α(x), Ψˆ
†
β(x
′)
]
= 0,[
Ψˆα(x), Ψˆ
†
β(x
′)
]
= δα,βδ(x− x′). (2)
Moreover, Fαβ are the following spin-1 matrices
Fx =
1√
2

0 1 0
1 0 1
0 1 0
 , Fy = i√2

0 −1 0
1 0 −1
0 1 0
 ,
Fz =

0 1 0
1 0 1
0 1 0
 . (3)
The first term in (1) results from the one-particle Hamiltonian without a magnetic
field, the second one represents the linear Zeeman effect, the third one the spin-
independent interaction and the last one describes the spin-dependent interaction. The
interaction strengths c0 and c2 can be defined as c0 = 4pih¯2(a0 + 2a2)/3M, c2 =
4pih¯2(a2−a0)/3M , where a0 and a2 are the s-wave scattering lengths with total angular
momenta 0 and 2 since the total spin F = 1 is forbidden due to the bosonic symmetry
[48]. The spin-dependent interaction is ferromagnetic (anti-ferromagnetic) when c2 < 0,
i.e., a2 < a0 (c2 > 0, i.e., a2 > a0). In the case of 23Na atoms the interaction is
anti-ferromagnetic as its scattering lengths are a0 = (46 ± 5)aB and a2 = (52 ± 5)aB,
where aB is the Bohr radius [49]. For 87Rb, we have instead a0 = (110 ± 4)aB and
a2 = (107± 4)aB, so the interaction is ferromagnetic [29]. In a periodic potential Bloch
wave functions are the energy eigenstates of a single atom with fixed wave vectors. Via
a Fourier transformation these states can be converted to Wannier functions which are
localized on the respective lattice sites through the tight-binding limit [50]. We can
expand a field operator with respect to the Wannier functions of the lowest energy band
for low enough temperatures as then the energy gap Egap between the first and the
second band is much larger than kBT :
Ψˆα(x) =
∑
i
aˆiαw(x− xi) , Ψˆ†α(x) =
∑
i
aˆ†iαw
∗(x− xi), (4)
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where aˆ†iα (aˆiα) is the creation (annihilation) operator for an atom at site i with hyperfine
spin α. Using the orthonormality conditions of the Wannier functions, we obtain from
(2) the commutation relations for the lattice operator[
aˆiα, aˆjβ
]
= 0,
[
aˆ†iα, aˆ
†
jβ
]
= 0,
[
aˆiα, aˆ
†
jβ
]
= δα,βδi,j. (5)
Inserting Eq. (4) into (1), and using the approximation that the overlap of Wannier
functions at different sites can be neglected for a deep enough lattice potential, the
Bose-Hubbard model for spin-1 bosons in a cubic optical lattices becomes
HˆBH =
∑
i
[
U0
2
∑
α,β
aˆ†iαaˆ
†
iβaˆiαaˆiβ +
U2
2
∑
α,β,γ,δ
aˆ†iαaˆ
†
iγFαβ · Fγδaˆiδaˆiβ
−µ∑
α
aˆ†iαaˆiα − η
∑
α,β
aˆ†iαF
z
αβaˆiβ
]
− J ∑
<i,j>
∑
α
aˆ†iαaˆjα. (6)
Here < i, j > describes a summation over all sets of nearest neighbor sites. The
corresponding hopping matrix element is given by
J = −
∫
d3x w∗(x− xi)
[
− h¯
2∇2
2M
+ V (x)
]
w(x− xj) (7)
and turns out to be independent of the spatial dimension. Note that we can drop the
site indices due to translational invariance. Furthermore, U0 and U2 are the on-site
spin-independent and the on-site spin-dependent interaction, respectively:
U0,2 = c0,2
∫
d3x|w(x− xi)|4. (8)
Therefore, we have a ferromagnetic (anti-ferromagnetic) interaction when U2 < 0
(U2 > 0). Note that we have neglected in (6) a physically irrelevant energy shift which
is of the form of the right-hand side of Eq. (7) with i = j.
We define the spin operator Sˆi =
∑
α,β aˆ
†
iαFαβ aˆiβ, the number operator for each
spin component nˆiα = aˆ†iαaˆiα, and the total atom number operator nˆi =
∑
α nˆiα. With
this Eq. (6) decomposes according to
HˆBH = Hˆ
(0) + Hˆ(1), (9)
where Hˆ(0) =
∑
i Hˆ
(0)
i denotes the local part with
Hˆ
(0)
i =
∑
i
[
U0
2
nˆi(nˆi − 1) + U2
2
(Sˆ2i − 2nˆi)− µnˆi − ηSˆiz
]
, (10)
whereas the hopping represents the bilocal part
Hˆ(1) = −J ∑
<i,j>
∑
α
aˆ†iαaˆjα. (11)
In order to show that the operator Sˆ behaves like an angular momentum or spin operator,
we write down explicitly each component of the spin operator
Sˆix =
1√
2
(aˆ†i1aˆi0 + aˆ
†
i0aˆi1 + aˆ
†
i0aˆi−1 + aˆ
†
i−1aˆi0),
Sˆiy =
i√
2
(−aˆ†i1aˆi0 + aˆ†i0aˆi1 − aˆ†i0aˆi−1 + aˆ†i−1aˆi0),
Sˆiz = nˆi1 − nˆi−1. (12)
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Figure 1: Phase diagram of spinor F = 1 Bose-Hubbard model for a magnetized
system with η = 0.2U0 with no hopping at zero temperature. The x-axis in the anti-
ferromagnetic case (U2 > 0) is the chemical potential, whereas in the ferromagnetic case
(U2 < 0) the chemical potential is shifted according to (20).
With this and (5) one can determine that the operators Sˆiσwith σ = x, y, z obey the
usual angular momentum commutation relation
[
Sˆi, Sˆj
]
= i
∑
k ijkSˆk. Using Eq. (12)
we get furthermore
Sˆ2i = 2nˆi1nˆi0 + 2nˆi0nˆi−1 + nˆ
2
i−1 + 2nˆi0 + nˆi−1 + nˆ
2
i1 − 2nˆi1nˆi−1 + nˆi1 + 2aˆ†i1aˆ†i−1aˆ2i0
+2aˆ†i0aˆ
†
i0aˆi1aˆi−1. (13)
All these relations turn out to be useful in the subsequent section for studying the system
properties in the atomic limit, i.e. J = 0, at zero temperature.
3. Atomic limit
In the atomic limit the Bose-Hubbard Hamiltonian (6) reduces to a sum of single-
site Hamiltonians (10). Since the operators Sˆ2i , Sˆiz and nˆi commute with each
other, their eigenvalue problems are solved by the same eigenvectors: Sˆ2i |Si,mi, ni〉 =
Si(Si + 1) |Si,mi, ni〉 , Sˆiz |Si,mi, ni〉 = mi |Si,mi, ni〉 and nˆi |Si,mi, ni〉 = ni |Si,mi, ni〉,
where Si +ni = even [43,44,48]. Thus, the eigenvalue problem of the local Hamiltonian
(10) is given by
Hˆ
(0)
i |Si,mi, ni〉 = E(0)Si,mi,ni |Si,mi, ni〉 , (14)
where the respective energy eigenvalues are defined as
E
(0)
Si,mi,ni
=
U0
2
ni(ni − 1) + U2
2
[Si(Si + 1)− 2ni]− µni − ηmi. (15)
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Now we go beyond Refs. [45, 46, 51–54] by considering a system with an external
magnetic field η > 0 at zero temperature T = 0 and no hopping J = 0. In that case,
the degeneracy is lifted and the ground state of the Hamiltonian (10) depends on the
concrete values of the spin-independent interaction U0, the spin-dependent interaction
U2, the chemical potential µ, and the external magnetic field η. In addition, the lowest
energy state for given ni and Si is denoted by |Si, Si, ni〉 both for ferromagnetic and
anti-ferromagnetic interactions.
For the following discussion it turns out to be important to determine the
degeneracy when two states have the same energy with equal particle number but
different total spin [45,51]. In order to define these degeneracy points we put
E
(0)
Si,Si,ni
= E
(0)
Si+2,Si+2,ni
, (16)
and, substituting (15) into (16), we get
U crit2 = η/
(
Si +
3
2
)
. (17)
After having determined how the critical spin-dependent interaction U crit2 depends on
the external magnetic field η, the calculation of the respective ground state yields the
following results.
For ferromagnetic interaction, i.e. U2 < 0, there is no difference between the
ground state with and without magnetization because all spins are aligned. Thus, the
ground state is given by |ni, ni, ni〉. In addition, the particle number ni is then defined
from the condition
E
(0)
ni−1,ni−1,ni−1 < E
(0)
ni,ni,ni
< E
(0)
ni+1,ni+1,ni+1, (18)
where the ground-state energy E(0)ni,ni,ni is compared with the respective ground-state
energies E(0)ni−1,ni−1,ni−1 and E
(0)
ni+1,ni+1,ni+1 of the neighboring Mott states. Inserting
(15) into (18) yields(
1 +
U2
U0
)
(ni − 1) < µ+ η
U0
< ni
(
1 +
U2
U0
)
. (19)
By redefining the chemical potential according to
µ+ η → µ, (20)
Eq. (19) reduces to
(ni − 1)
(
1 +
U2
U0
)
<
µ
U0
< ni
(
1 +
U2
U0
)
, (21)
which coincides with the unmagnetized result [46,51–54].
For an anti-ferromagnetic interaction, i.e. U2 > 0, the situation becomes more
complicated. To this end it turns out that we have to consider in total the following
four cases for the ground state as the neighboring ground states change with varying U2
and η.
The first case is
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E
(0)
Si−1,Si−1,ni−1 < E
(0)
Si,Si,ni
< E
(0)
Si+1,Si+1,ni+1
, (22)
which yields with (15)
ni − 1 + (Si − 1) U2
U0
− η
U0
<
µ
U0
< ni + Si
U2
U0
− η
U0
, (23)
whereas the second case
E
(0)
Si−1,Si−1,ni−1 < E
(0)
Si,Si,ni
< E
(0)
Si−1,Si−1,ni+1, (24)
becomes
ni − 1 + (Si − 1) U2
U0
− η
U0
<
µ
U0
< ni − (Si + 1) U2
U0
+
η
U0
. (25)
The third case is
E
(0)
Si+1,Si+1,ni−1 < E
(0)
Si,Si,ni
< E
(0)
Si+1,Si+1,ni+1
, (26)
which reduces to
1− ni + (Si + 2) U2
U0
− η
U0
<
µ
U0
< ni + Si
U2
U0
− η
U0
(27)
and the fourth case
E
(0)
Si,Si,ni−2 < E
(0)
Si,Si,ni
< E
(0)
Si,Si,ni+2
(28)
yields with (15)
1
2
(
2ni − 3− 2U2
U0
)
<
µ
U0
<
1
2
(
1 + 2ni − 2U2
U0
)
. (29)
Figure 1 shows the resulting zero hopping phase diagram of the spin F = 1
Bose-Hubbard model for a magnetized system at zero temperature for a fixed external
magnetic field η. Note that in the anti-ferromagnetic case (U2 > 0) the x-axis is the
chemical potential µ, whereas in the ferromagnetic case (U2 < 0) it is shifted by the
external magnetic field η according to (20) for illustrative purposes.
In the case of anti-ferromagnetic interaction with 0 < U2/U0 < 0.5 + η/U0 only
the first three cases can occur. At first, we remark that the right boundary of the
even lobes occurs for a fixed chemical potential µ = 3.8U0 when U2 ≥ U (3)2 even = 2η/3,
where the ground state for the even lobes is |0, 0, n〉 which is known as the spin-singlet
insulator [43]. When U2 ≤ 2η/3 both the spin S and the magnetic quantum numberm of
the odd and the even lobes increase step by step by 2. For instance, the ground state for
the fourth lobe successively changes from |0, 0, 4〉 to |4, 4, 4〉 due to the respective critical
values of U (2)2 even = 2η/3 and U
(3)
2 even = 2η/7 where the ground state changes from |0, 0, 4〉
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via |2, 2, 4〉 to |4, 4, 4〉 according to the second case (25) as discussed above. Another
one is the critical value U (2)2odd = 2η/5, where the ground state changes from |1, 1, ni〉 to
|3, 3, ni〉 which satisfies Eq. (27) for odd lobes. The critical value U (2)2even = 2η/9 is finally
a value for which the ground state for the odd lobes becomes |5, 5, ni〉 which satisfies
the first case (23).
On the other hand, for U2/U0 ≥ 0.5 + η/U0, the odd lobes vanish while the even
lobes continue. Furthermore, the boundaries for the even lobes occur for a fixed chemical
potential µ = 1.8U0 and µ = 3.8U0. The reason is that the external magnetic field can
not align the spins, so then the fourth case occurs. Finally, we remark that the even
and odd lobes shrink when U2 = 0 as shown in figure 1.
For ferromagnetic interaction, the even and odd lobes decrease with increasing
|U2| and vanish when U2/U0 < −1. Therefore, there occurs no difference between the
ferromagnetic case with or without magnetization which coincides with the results of
Ref. [45, 53,54], because all spins are aligned in the same direction.
4. GRAND-CANONICAL FREE ENERGY
In this article, we follow Ref. [47] and work out a field-theoretic approach to determine
the quantum phase boundary in terms of a Ginzburg-Landau theory where additional
source currents are added to the spin-1 Bose-Hubbard model in order to break the global
U(1) symmetry. Furthermore, a strong-coupling perturbation theory will be developed
by taking into account diagrammatic rules. To this end we determine a diagrammatic
expansion of the grand-canonical free energy in first order of the hopping parameter and
in fourth order of the symmetry-breaking currents.
4.1. Perturbation Theory
We start with generalizing the usual field-theoretic approach for describing classical
phase transitions [55,56] to the realm of quantum phase transitions. Thus, we add to the
Bose-Hubbard Hamiltonian a term which couples artificial source currents jiα(τ), j∗iα(τ)
to the operators aˆ†iα and aˆiα in order to artificially break the underlying U(1) symmetry:
HˆBH(τ) = HˆBH +
∑
i
∑
α
[
j∗iα(τ)aˆiα(τ) + jiα(τ)aˆ
†
iα(τ)
]
. (30)
This suggests the decomposition
HˆBH(τ) = Hˆ
(0) + Hˆ(1)(τ), (31)
where the non-local term is given by
Hˆ(1)(τ) = −∑
ij
∑
α
Jij aˆ
†
iαaˆjα +
∑
i
∑
α
[j∗iα(τ)aˆiα(τ) + jiα(τ)aˆ
†
iα(τ)
]
. (32)
In the following it turns out to be advantageous to introduce the generalized hopping
matrix element
Jij =
{
J, if i, j are next neigbors
0, otherwise .
(33)
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As these artificial currents depend on the imaginary-time variable, we need the
time-dependent perturbation theory to define the perturbative expression for the grand-
canonical free energy. To this end we use the imaginary-time Dirac interaction picture,
which is related to the Schrödinger picture with the following operators:
OˆI = e
τHˆ(0)Oˆe−τHˆ
(0)
, (34)
where we use h¯ = 1 from now on. In order to get the time-evolution operator, we need
to solve the following equation
∂
∂τ
UˆI(τ, τ0) = −Hˆ(1)I (τ)UˆI(τ, τ0), (35)
by using the initial condition
UˆI(τ0, τ0) = 1. (36)
An iterative solution yields the the time-evolution operator in the form
UˆI(τ, τ0) = Tˆ exp
[
−
∫ τ
τ0
dτ ′HˆI(τ ′)
]
, (37)
where Tˆ is the imaginary-time ordering operator. Therefore, we obtain the generalized
grand-canonical partition function
Z = Z(0)
〈
UˆI(β, 0)
〉(0)
. (38)
with the unperturbed partition function
Z(0) = Tr
[
exp
{
−βHˆ(0)
}]
, (39)
with 〈•〉(0) = Tr
[
• exp
{
−βHˆ(0)
}]
/Z(0) defining the thermal average definition with
respect to the unperturbed system. Thus, the grand-canonical partition function, which
is a functional of the artificial currents jiα(τ) and j∗iα(τ), can be rewritten as
Z = Z(0)
[
1 +
∞∑
n=1
(−1)n 1
n!
∫ β
0
dτ1
∫ β
0
dτ2 · · ·
∫ β
0
dτn
〈
Tˆ
[
HˆI(τ1)HˆI(τ2) · · · HˆI(τn)
]〉(0)]
.(40)
From this follows the grand-canonical free energy via
F [j, j∗] = − 1
β
lnZ [j, j∗] . (41)
The respective perturbative contributions for F contain different orders of the
hopping matrix element J and the currents j and j∗ appearing in (32). As we work
out a Ginzburg-Landau theory, we restrict ourselves to the fourth order in the currents.
Furthermore, we focus on the leading non-trivial order in the hopping J which is of first
order. Therefore, the free energy functional can be expressed in terms of imaginary-time
integrals over sums of products of thermal Green functions. The thermal averages in
Eq. (40) can be expressed in terms of n-particle Green functions of the unperturbed
system
G(0)n (i
′
1α
′
1, τ
′
1; . . . ; i
′
nα
′
n, τ
′
n|i1α1, τ1; . . . ; inαn, τn) (42)
=
〈
Tˆ
[
aˆ†i′1α′1(τ
′
1)aˆi1α1(τ1) . . . aˆ
†
i′nα′n(τ
′
n)aˆinαn(τn)
]〉(0)
.
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4.2. Cumulant Expansion
In order to calculate the correlation functions in many-body theory, we usually use the
Wick theorem which allows to decompose the n-point correlation function (42) into sums
of products of one-point correlation functions [57,58]. However, this theorem is not valid
for the considered system here because the unperturbed Bose-Hubbard Hamiltonian
(10) contains terms which are of fourth order in the creation and annihilation operators.
Therefore, instead, we use the linked cluster theorem [59,60], which states that the sum
of all connected Green functions is defined by the logarithm of the partition function.
Thus, in order to get these Green functions we perform functional derivatives with
respect to the currents. We note that, according to Hˆ(0) =
∑
i Hˆ
(0)
i , the unperturbed
Hamiltonian (10) decomposes into a sum over local contributions. For this reason, the
generating functional decomposes into a sum over local terms as
C
(0)
0 [j, j
∗] =
∑
i
iC
(0)
0 [j, j
∗] (43)
with
iC
(0)
0 [j, j
∗] = ln
〈
Tˆ exp
{
−
∫ β
0
dτ
∑
i
∑
α
[
jiα(τ)aˆ
†
iα(τ) +j
∗
iα(τ)aˆiα(τ)
]}〉(0)
. (44)
In order to obtain higher order cumulants, we calculate the functional derivatives with
respect to the symmetry breaking currents jiα(τ) and j∗iα(τ):
C(0)n (τ
′
1, i
′
1α
′
1; . . . ; τ
′
n, i
′
nα
′
n|τ1, i1α1; . . . ; τn, inαn)
=
δ2nC
(0)
0 [j, j
∗]
δji′1α′(τ
′)δj∗i1α1(τ) . . . δji′nα′n(τ
′
n)δj
∗
inαn(τn)
∣∣∣∣∣
j=j∗=0
. (45)
From (43) and (45) we read off that the cumulants are local quantities i.e., the n-th
order cumulant is given by
C(0)n (τ
′
1, i
′
1α
′
1; . . . ; τ
′
n, i
′
nα
′
n|τ1, i1α1; . . . ; τn, inαn)
= i1C
(0)
n (τ
′
1, α
′
1; . . . ; τ
′
n, α
′
n|τ1, α1; . . . ; τn, αn)δi1,i2 · · · δin−1,inδin,i′1 δi′1,i′2 · · · δi′n−1,i′n . (46)
It is important to know that the cumulants represent the keystone for constructing
the Green functions. In order to see this, we calculate the unperturbed one- and the
two-point Green functions with the above formulas and obtain
G
(0)
1 (i1α1, τ1|i2α2, τ2) = δi1,i2 i1C(0)1 (τ1, α1|τ2, α2), (47)
and
G
(0)
2 (i1α1, τ1; i2α2, τ2|i3α3, τ3; i4α4, τ4)
= δi1,i3δi2,i4δi3,i4 i1C
(0)
1 (τ1, α1; τ2, α2|τ3, α3; τ4, α4)
+δi1,i3δi2,i4 i1C
(0)
1 (τ1, α1|τ3, α3) i2C(0)1 (τ2, α2|τ4, α4)
+δi1,i4δi2,i3 i1C
(0)
1 (τ1, α1|τ4, α4) i2C(0)1 (τ2, α2|τ3, α3). (48)
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In order to determine the respective cumulants from combining (42)–(48), we use for
each lattice site the property
aˆ†α |S,m, n〉 = Mα,S,m,n |S + 1,m+ α, n+ 1〉+Nα,S,m,n |S − 1,m+ α, n+ 1〉 , (49)
aˆα |S,m, n〉 = Oα,S,m,n |S + 1,m− α, n− 1〉+ Pα,S,m,n |S − 1,m− α, n− 1〉 , (50)
where Mα,S,m,n, Nα,S,m,n, Oα,S,m,n and Pα,S,m,n are recursively defined matrix elements
of the creation and annihilation operators [44,61], see also Appendix A.
4.3. Diagrammatic Representation
We list now the diagrammatic rules which yield a much simpler calculation for
the perturbative contributions of the grand-canonical free energy with the cumulant
decomposition of Green functions as follows [13,61]:
(i) At a lattice site a n-point cumulant is represented by a vertex with n entering and
n leaving lines.
(ii) Each line is labelled with both an imaginary-time and a spin index.
(iii) The currents j∗iα(τ) (jiα(τ)) are described by entering (leaving) lines.
(iv) Each line, which connects two vertices, is associated with a factor of the hopping
matrix element J .
(v) For a connected Green function of a given order draw all inequivalent connected
diagrams.
(vi) Sum over all site and spin indices and integrate over all time variables.
Using this cumulant decomposition the grand-canonical free energy functional is given
by a diagrammatic expansion up to first order in the hopping parameter and the fourth
order in the symmetry-breaking currents:
F [j, j∗] = F (0) + + + 1
4
+
1
2
 +
 . (51)
We remark that all imaginary time, spin and vertex indices can be dropped in order
to indicate that all variables have been integrated out as is demanded by rule vi and
the pre-factors show the symmetry factors of the respective diagrams. Converting the
Feynman diagrams into explicit expressions, the grand-canonical free energy (51) reads
F [j, j∗] = F0 − 1
β
∑
i
∑
α1,α2
∫ β
0
dτ1
∫ β
0
dτ2
{
a
(0)
2 (iα1, τ1|iα2, τ2)jiα1(τ1)j∗iα2(τ2)
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+
∑
j
Jija
(1)
2 (iα1, τ1|jα2, τ2)jiα1(τ1)j∗jα2(τ2) +
1
4
∑
α3,α4
∫ β
0
dτ3
∫ β
0
dτ4
×
[
jiα1(τ1)jiα2(τ2)j
∗
iα3
(τ3)j
∗
iα4
(τ4)a
(0)
4 (iα1, τ1; iα2, τ2|iα3, τ3; iα4, τ4) +
1
2
∑
j
Jij
×
[
a
(1)
4 (iα1, τ1; iα2, τ2|jα3, τ3; iα4, τ4)jiα1(τ1)jiα2(τ2)j∗jα3(τ3)j∗iα4(τ4)
+a
(1)
4 (iα1, τ1; jα2, τ2|iα3, τ3; iα4, τ4)jiα1(τ1)jjα2(τ2)j∗iα3(τ3)j∗iα4(τ4)
]]}
, (52)
where
F0 = − 1
β
lnZ(0) (53)
is the grand-canonical free energy of the unperturbed system. Furthermore, we have
introduced the abbreviations
a
(0)
2 (iα1, τ1|iα2, τ2) = τ1, α1 i τ2, α2 = iC(0)1 (τ1, α1|τ2, α2), (54)
a
(1)
2 (iα1, τ1|jα2, τ2) = τ1, α1
i j
τ2, α2
=
∑
α3
∫ β
0
dτ3iC
(0)
1 (τ1, α1|τ3, α3)jC(0)1 (τ3, α3|τ2, α2), (55)
a
(0)
4 (iα1, τ1; iα2, τ2|iα3, τ3; iα4, τ4) =
i
τ2, α2
τ1, α1
τ3, α3
τ4, α4
= iC
(0)
2 (τ1, α1; τ2, α2|τ3, α3; τ4, α4), (56)
a
(1)
4 (iα1, τ1; iα2, τ2|jα3, τ3; iα4, τ4) =
i
jτ2, α2
τ1, α1
τ3, α3
τ4, α4
=
∑
α5
∫ β
0
dτ5 iC
(0)
2 (τ1, α1; τ2, α2|τ5, α5; τ4, α4) jC(0)1 (τ5, α5|τ3, α3). (57)
a
(1)
4 (iα1, τ1; jα2, τ2|iα3, τ3; iα4, τ4) =
i
jτ2, α2
τ1, α1
τ3, α3
τ4, α4
=
∑
α5
∫ β
0
dτ5 iC
(0)
2 (τ1, α1; τ5, α5|τ3, α3; τ4, α4) jC(0)1 (τ2, α2|τ5, α5). (58)
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4.4. Matsubara Transformation
We can simplify the calculation of these expressions by converting them into frequency
space. Thus, we use the Matsubara transformation where the imaginary-time variable
runs from 0 to β. The Matsubara transformation is given by
f(ωm) =
1√
β
∫ β
0
dτeiωmτf(τ), (59)
where the Matsubara frequencies are defined according to
ωm =
2pim
β
, m ∈ Z. (60)
The inverse Matsubara transformation yields
f(τ) =
1√
β
∞∑
m=−∞
e−iωmτf(ωm). (61)
Because of the locality of the cumulants and the conservation of frequency, the coefficient
a
(0)
2 (iα1, ωm1|iα2, ωm2) in Matsubara space is of the form:
a
(0)
2 (iα1, ωm1|iα2, ωm2) = a(0)2 (iα1, ωm1)δα1,α2δωm1,ωm2 . (62)
Using Eqs. (42), (47), (51), and (59), we obtain at first
a
(0)
2 (iα1, ωm1) =
1
Z(0)
∑
Si,mi,ni
e
−βE(0)Si,mi,ni
 M2α1,Si,mi,ni
E
(0)
Si+1,mi+α1,ni+1
− E(0)Si,mi,ni − iωm1
+
N2α1,Si,mi,ni
E
(0)
Si−1,mi+α1,ni+1 − E(0)Si,mi,ni − iωm1
− O
2
α1,Si,mi,ni
E
(0)
Si,mi,ni
− E(0)Si+1,mi−α1,ni−1 − iωm1
− P
2
α1,Si,mi,ni
E
(0)
Si,mi,ni
− E(0)Si−1,mi−α1,ni−1 − iωm1
 . (63)
In view of (55), we use the cumulant multiplicity properties in frequency space and
frequency conservation, which leads to the relation
a
(1)
2 (iα1, ωm1|jα2, ωm2) = a(0)2 (iα1, ωm1)a(0)2 (jα2, ωm2)δωm1,ωm2δα1,α2 . (64)
Similarly, using the conservation of frequency and spin index, we can derive the
coefficient of fourth order in the currents in Matsubara frequency as follows:
a
(0)
4 (iα1, ωm1; iα2, ωm2|iα3, ωm3; iα4, ωm4) =
1
β2
δα1+α2,α3+α4δωm1+ωm2,ωm3+ωm4{∫ β
0
dτ1 · · · dτ4
〈
Tˆ
[
aˆ†iα1(τ1)aˆ
†
iα2(τ2)aˆiα3(τ3)aˆiα4(τ4)
]〉
e−i(ωm1τ1+ωm2τ2−ωm3τ3−ωm4τ4)
−a(0)2 (iα1, ωm1|iα3, ωm3)a(0)2 (iα2, ωm2|iα4, ωm4)
[
δα1,α3δα2,α4δωm1,ωm3δωm2,ωm4
+δα1,α4δα2,α3δωm1,ωm4δωm2,ωm3
]}
. (65)
In Appendix B we present several details for the above calculation because it is
complicated and lengthy. The result for a(0)4 is displayed in (B.10). The next quantity,
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which would have to be calculated, is a(1)4 according to in Eqs. (57) and (58). However,
it turns out in the next section that a(1)4 will not appear in the effective action, so we
do not have to calculate it explicitly.
We remark that, in order to validate our results, we use the calculated grand-
canonical free energy (52) to determine the mean-field result. To this end we apply
the mean-field approximation to the Bose-Hubbard Hamiltonian (9)–(11), yielding with
(33)
HˆMF =
∑
i
[
Hˆ
(0)
i + Hˆ
(1)
iMF
]
, (66)
where the localized hopping term reads
Hˆ
(1)
iMF = −zJ
∑
α
(
Ψαaˆ
†
iα + Ψ
∗
αaˆiα − |Ψα|2
)
. (67)
By using the formal identification
jiα(τ) = −zJΨα, (68)
we obtain from (52) an expansion of the mean-field free energy FMF in powers of the
order parameter which reads up to fourth order as follows:
FMF = F0 −Ns
(∑
α
aMF2 (α, 0) |Ψα|2 +
∑
α1
∑
α2
∑
α3
∑
α4
Ψ∗α1Ψ
∗
α2
Ψα3Ψα4
×aMF4 (α1, 0;α2, 0|α3, 0;α4, 0)
)
, (69)
where the respective mean-field Landau coefficients are only calculated up to the fourth
hopping order:
aMF2 (α, 0) = a
(0)
2 (α, 0)(zJ)
2 − zJ, (70)
aMF4 (α1, 0;α2, 0|α3, 0;α4, 0) =
β
4
a
(0)
4 (α1, 0;α2, 0|α3, 0;α4, 0)(zJ)4. (71)
Therefore, the mean-field result (69) can be determined by using (63) and (B.10).
5. Ginzburg-Landau effective Action
In this section, we follow Ref. [14, 47] and deduce the Ginzburg-Landau action for the
spin-1 Bose-Hubbard model. To this end, we use a Legendre transformation to convert
the artificially introduced symmetry-breaking currents j, j∗ into the order parameter
fields. In order to implement this Legendre transformation in an uncluttered way, the
grand-canonical free energy (52) can be written in Matsubara space as follows
F [j, j∗] = F0 − 1
β
∑
i1,i2
∑
α1,α2
∑
ωm1,ωm2
{
Mi1α1,i2α2(ωm1|ωm2)ji1α1(ωm1)j∗i2α2(ωm2) +
∑
i3,i4
∑
α3,α4∑
ωm3,ωm4
Ni1α1,i2α2,i3α3,i4α4(ωm1;ωm2|ωm3;ωm4)ji1α1,(ωm1)ji2α2(ωm2)j∗i3α3(ωm3)j∗i4α4(ωm4)
}
,(72)
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where the respective coefficients are given by
Mi1α1,i2α2(ωm1|ωm2) = δωm1,ωm2
[
a
(0)
2 (i1α1, ωm1)δi1,i2 + Ji1i2 a
(0)
2 (i1α1, ωm1)
× a(0)2 (i2α2, ωm2)
]
δα1,α2 , (73)
and
Ni1α1,i2α2,i3α3,i4α4(ωm1;ωm2|ωm3;ωm4) =
1
4
δωm1+ωm2,ωm3+ωm4δα1+α2,α3+α4
a
(0)
4 (i1α1, ωm1; i1α2, ωm2|i1α3, ωm3; i1α4, ωm4)
{
δi1,i2δi2,i3δi3,i4 + 2δi1,i4
[
Ji1i2
×a(0)2 (i2α2, ωm2)δi1,i3 + Ji1i3 a(0)2 (i3α3, ωm3)δi1,i2
]}
. (74)
Now, the order parameter field ψiα(ωm) is defined as
Ψiα(ωm) = 〈aˆiα(ωm)〉 = β δF
δj∗iα(ωm)
. (75)
Eq. (75) motivates to perform a Legendre transformation, where the currents as the
degrees of freedom are converted to order parameter fields. Using Eq. (75) the Ginzburg-
Landau action Γ has the following form
Γ [Ψiα(ωm),Ψ
∗
iα(ωm)] = F [j, j∗]−
1
β
∑
i
∑
ωm
∑
α
[
Ψiα(ωm)j
∗
iα(ωm) + Ψ
∗
iα(ωm)jiα(ωm)
]
,(76)
where Ψ, Ψ∗and j∗, j are conjugate variables which satisfy the Legendre relations
jiα(ωm) = −β δΓ
δΨ∗iα(ωm)
, j∗iα(ωm) = −β
δΓ
δΨiα(ωm)
. (77)
In order to recover the interesting physical situation, the artificially currents j∗, j should
vanish. Therefore, we obtain from (77) the equations of motion as follows
δΓ
δΨ∗iα(ωm)
∣∣∣∣∣
Ψ=Ψeq
= 0,
δΓ
δΨiα(ωm)
∣∣∣∣∣
Ψ=Ψeq
= 0. (78)
Hence, the effective action is stationary with respect to fluctuations around the
equilibrium order parameter field Ψeq. Additionally, we read off from Eq. (76) that
the physical grand-canonical free energy in the case of the vanishing currents j∗, j is
equal to evaluating the effective action at the equilibrium order parameter field Ψeq:
Γ [Ψ = Ψeq,Ψ
∗ = Ψeq] = F [j∗ = 0, j = 0] = F . (79)
To determine the explicit form of the effective action as a functional of the order
parameter, we have to calculate the currents as a functionals of the Ginzburg-Landau
order parameter field. At first, we insert (72) in (75) and find that the order parameter
field is given by
Ψiα(ωm) = −
∑
p
∑
α1
∑
ωm1
[
Mpα,iα1(ωm1|ωm)jpα(ωm1)− 2
∑
i2,i3
∑
ωm2,ωm3
∑
α2,α3
×Npα,i2α2,i3α3,i1α1(ωm1;ωm2|ωm3;ωm)jpα(ωm1)ji2α2(ωm2)j∗i3α3(ωm3)
]
. (80)
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Afterwards, in order to invert relation (80) up to first order in the tunneling parameter
J , we calculate the inverse matrix of Mpα,iα1(ωm1|ωm), yielding
M−1i1α1,i2α2(ωm1|ωm2) =
δα1,α2δωm1,ωm2
a
(0)
2 (i1α1, ωm1)
[
δi1,i2 − Ji1i2 a(0)2 (i2α2, ωm2)
]
. (81)
Multiplying Eq. (80) with the inverse matrix M−1 then leads to
jiα(ωm) = −
∑
p
∑
α1
∑
ωm1
M−1i1α1,pα(ωm|ωm1)
{
Ψpα(ωm1)− 2
∑
q,i2,i3
∑
ωm2,ωm3
∑
α2,α3
×Nqα1,i2α2,i3α3,pα(ωm1;ωm2|ωm3;ωm)tqα1(ωm1)ti2α2(ωm2)t∗i3α3(ωm3)
}
, (82)
with the abbreviation
tiα(ωm) = −
∑
α1
∑
p,ωm1
M−1pα1,iα(ωm1|ωm)Ψpα(ωm1). (83)
Inserting Eqs. (72) and (82) into Eq. (76) up to the first order in the tunneling parameter,
we finally get for the effective potential
Γ [Ψiα(ωm),Ψ
∗
iα(ωm)] = F0 +
1
β
∑
i
{∑
α
∑
ωm
 |Ψiα(ωm)|2
a
(0)
2 (iα, ωm)
−∑
j
JijΨiα(ωm)Ψ
∗
jα(ωm)

− ∑
α1,α2,α3,α4
∑
ωm1,ωm2,ωm3,ωm4
Ψiα1(ωm1)Ψiα2(ωm2)Ψ
∗
iα3
(ωm3)Ψ
∗
iα4
(ωm4)
4a
(0)
2 (iα1, ωm1)a
(0)
2 (iα2, ωm2)a
(0)
2 (iα3, ωm3)a
(0)
2 (iα4, ωm4)
×a(0)4 (iα1, ωm1; iα2, ωm2|iα3, ωm3; iα4, ωm4)
}
. (84)
We note that the coefficient a(1)4 from (57) in the grand-canonical free energy (72), (74)
is no longer present in the Ginzburg-Landau action (84). The reason is that the grand-
canonical free energy, which represents a sum over all connected vacuum diagrams,
yields via the Legendre transformation an effective action, which represents a sum over
all one-particle irreducible vacuum diagrams [55,56]. For obtaining physical results, we
insert the effective action Eq. (84) into the equations of motion (78) and yield:
0 =
 1
a
(0)
2 (iα, ωm)
−∑
j
Jij
Ψeqjα(ωm)− ∑
α1,α2,α3
∑
ωm1,ωm2,ωm3
×a
(0)
4 (iα1, ωm1; iα2, ωm2|iα3, ωm3; iα, ωm)Ψeqiα1(ωm1)Ψeqiα2(ωm2)Ψeq∗iα3(ωm3)
2a
(0)
2 (iα1, ωm1)a
(0)
2 (iα2, ωm2)a
(0)
2 (iα3, ωm3)a
(0)
2 (iα, ωm)
}
. (85)
From these equations of motions we will determine in the following both the quantum
phase transition and the possible superfluid phases of the considered system.
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6. Quantum Phase Transition
In this section, we calculate the phase boundary between the Mott insulator and the
superfluid phase at zero temperature. To do this, we specialize the effective action (84)
for a stationary equilibrium which is site-independent due to homogeneity:
Ψeqiα(ωm) = Ψα
√
β δm,0 , Ψ
eq∗
iα (ωm) = Ψ
∗
α
√
β δm,0. (86)
Therefore, the effective action (84) reduces with (33) to the effective potential
Γ = F0 +Ns
{∑
α
[ |Ψα|2
a
(0)
2 (α, 0)
− zJ |Ψα|2
]
− ∑
α1,α2,α3,α4
Ψα1Ψα2Ψ
∗
α3
Ψ∗α4
× βa
(0)
4 (α1, 0;α2, 0|α3, 0;α4, 0)
4a
(0)
2 (α1, 0)a
(0)
2 (α2, 0)a
(0)
2 (α3, 0)a
(0)
2 (α4, 0)
}
, (87)
where Ns is the total number of lattices sites and z = 2D denotes the coordination
number of a D dimensional cubic lattice. Note that we drop the site index since the
cumulants C(0)n are independent of the site indices i, j due to the locality of Hˆ(0).
In order to obtain the quantum phase transition according to the Landau theory,
the equilibrium order parameter should vanish. To this end, we read off from Eqs. (85)
and (86) or from extremizing (87)
0 =
1
a
(0)
2 (α, 0)
− zJc,α, (88)
which yields with Eq. (63)
zJc,α =
[
M2α,S,m,n
E
(0)
S,m,n − E(0)S+1,m+α,n+1
+
N2α,S,m,n
E
(0)
S,m,n − E(0)S−1,m+α,n+1
− O
2
α,S,m,n
E
(0)
S,m,n − E(0)S+1,m−α,n−1
− P
2
α,S,m,n
E
(0)
S,m,n − E(0)S−1,m−α,n−1
]−1
. (89)
In order to obtain the location of the quantum phase transition, we have to take the
minimum of Eq. (89) with respect to the spin index α [61]:
zJc =
min
α
Jc,α. (90)
In the following discussion we distinguish the cases without and with external magnetic
field as well as a ferromagnetic and anti-ferromagnetic interaction. We note that the
predictions of both the effective action approach and the mean-field theory yield the
same approximation for the location of the quantum phase boundary.
6.1. No Magnetization
For ferromagnetic interactions we find that the Ginzburg-Landau phase boundary
(90) with zero external magnetic field is identical to the corresponding same results of
Ref. [8].
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(e) η/U0 = 0.2.
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(f) η/U0 = 0.3.
Figure 2: Quantum phase boundary between Mott insulator and superfluid phase for
anti-ferromagnetic interaction with U2/U0 = 0.04. Blue and red line correspond to an
instability of the spin-1 and spin-(-1) component, respectively.
On the other side, for anti-ferromagnetic interaction U2 > 0 with η = 0, the
minimization of the energy implies a minimum of the spin value which depends on the
number of atoms per site. The ground state of the nonperturbative Hamiltonian Hˆ(0) is
|0, 0, n〉 for even n and |1,m, n〉 for odd particle number n. In the latter case we have to
determine the value of m to get the minimum of the critical hopping. This means that
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we have to find this minimum (90) with respect to both α and m in order to determine
the phase boundary. The result is that the component with m = 0 forms the superfluid,
i.e. Ψ0 6= 0, so the SF phase is a polar state with Ψ1 = Ψ−1 = 0. We find that the
Ginzburg-Landau phase boundary (90) coincides with the results which were already
obtained in Refs. [44,61].
6.2. With magnetization
Afterwards, we study the effect of the external magnetic field η on the phase boundary.
To this end we assume without loss of generality that η > 0.
For a ferromagnetic interaction, there is no change of the quantum phase
boundary as the minimization of the energy implies the maximum of spin value as
it is in the case without η except the degeneracy with respect to m is lifted, so the
ground state becomes |n, n, n〉. Thus, the quantum phase boundary with η is the same
as that without it.
For an anti-ferromagnetic interaction, the situation is more complicated. If η
is large compared with U2, all spins will be aligned in z-direction, so the ground state
will be a high spin state |n, n, n〉 as seen in figure 2f. In the opposite limit that η is
small in comparison with U2, the ground state will be |0, 0, n〉 for even n and |1, 1, n〉 for
odd n as seen in figure 2a. In between the ground state can be |S, S, n〉 with 0 ≤ S ≤ n
as discussed in detail in Section 3. Using the matrix elements [44, 61] of Appendix A
we show in more detail how the external magnetic field η effects the quantum phase
boundary as shown in figure 2. The minimization of (90) with respect to the spin index
α yields that either spin-1 or spin-(-1) lead to the quantum phase boundary, whereas
the spin-0 component has no effect [44–46,61]. Furthermore, the size of the Mott lobes
decreases, when the external magnetic field increases, as the increasing Zeeman energy
breaks apart the singlet pairs.
7. Validity Range of Ginzburg-Landau and Mean Field Theory
Calculating the condensate density with the Ginzburg-Landau theory within the
superfluid phase reveals that it increases quite fast and that it even diverges between
the even and odd lobes [14]. This means physically that this theory has a limited range
of validity in the superfluid phase. In order to investigate this delicate issue in more
detail, we focus in this section on the scalar Bose-Hubbard model, which is recovered
from our spin-1 theory in the ferromagnetic case, i.e. Ψ1 6= 0, Ψ−1 = Ψ0 = 0, where we
have η = 0 and S = m = n as well as we perform the identification U2 +U0 = U . Thus,
we can specialize the matrix elements according to Appendix A. The Landau coefficients
Eq. (63) and Eq. (B.10) reduce at zero temperature to the explicit expressions
a
(0)
2 (1, 0) =
n+ 1
E
(0)
n+1,n+1,n+1 − E(0)n,n,n
− n
E
(0)
n,n,n − E(0)n−1,n−1,n−1
, (91)
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Figure 3: The condensate density as a function of the tunneling parameter J/U in the
ferromagnetic case for both (a) the effective action theory and (b) the mean-field theory
with µ/U = 0.92 at zero temperature.
and
βa
(0)
4 (1, 0; 1, 0|1, 0; 1, 0) = 2
 2n (n− 1)(4E(0)n−1,n−1,n−1)24E(0)n−2,n−2,n−2 + n2
− 2
(4E(0)n−1,n−1,n−1)3

+
2 (n+ 1) (n+ 2)
(4E(0)n+1,n+1,n+1)24E(0)n+2,n+2,n+2
− (n+ 1)2
 2
(4E(0)n+1,n+1,n+1)3

−n (n+ 1)
2
(
4E(0)n+1,n+1,n+1 +4E(0)n−1,n−1,n−1
)
(
4E(0)n−1,n−1,n−1
)2 (4E(0)n+1,n+1,n+1)2

 . (92)
Using (85) the condensate density becomes
|Ψ1|2 =
2(a
(0)
2 (1, 0))
3
[
1− zJa(0)2 (1, 0)
]
βa4(1, 0; 1, 0|1, 0; 1, 0) , (93)
and the particle density is given due to (79) by
〈n〉 = − 1
Ns
∂Γ
∂µ
∣∣∣∣∣
Ψ=Ψeq
. (94)
Calculating the condensate density in the superfluid phase above the first Mott
lobe shows, indeed, a sharp increase, see figure 3a and Ref. [14]. Thus, the condensate
density (93) can not be valid deep in the superfluid phase. In order to determine the
range of validity of the Ginzburg-Landau theory, we remark that, obviously, we can not
have more particles in the condensate than we have in the lattice. This leads to the
condition
|Ψ1|2 = 〈n〉 , (95)
which is shown in figure 4a as a red line. For Mott lobes with n ≥ 4 this condition is
completely sufficient to characterize the range of validity. But we read off from figure 4a
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Figure 4: Validity range of Ginzburg-Landau theory and mean-field theory for scalar
Bose-Hubbard model in ferromagnetic case at zero temperature. (a) Range of validity
of our theory where the red line depicts the condition that the average particle number
equals the condensate density, i.e. 〈n〉 = |Ψ1|2 and the dashed orange line corresponds
to the situation that the condensate density is given by n + 1. (b) Comparison of the
validity ranges of Ginzburg-Landau theory (orange line) and mean-field theory (blue
dots).
that condition (95) breaks down at the end of the Mott lobes n = 1, 2, 3. There we
have to use an additional criterion to obtain a finite range of validity. To this end we
complement condition (95) by the additional ad-hoc restriction that above Mott lobe n
the condensate density can not be larger than n+ 1, yielding the boundary
|Ψ1|2 = n+ 1, (96)
which is depicted in figure 4a as a dashed orange line.
By the same way, the condensate density of the mean-field theory is obtained by
minimizing the mean-field energy (69)∣∣∣ΨMF1 ∣∣∣2 = − 2aMF2 (1, 0)aMF4 (1, 0; 1, 0|1, 0; 1, 0) . (97)
We remark that, when the chemical potential µ is fixed, the mean-field condensate
density
∣∣∣ΨMF1 ∣∣∣2 with spin-1 is not monotonically increasing with the hopping J as shown
in figure 3b, see also Ref. [14]. Thus, the mean-field prediction for the condensate density
is not physical provided that the hopping is too large. We use this circumstance to our
advantage and define also a validity range for the mean-field theory as follows. For a
fixed chemical potential we determine the hopping value at which the condensate density
has its maximal value. Until this hopping value the condensate density increases with
increasing hopping, so that this point defines the validity limit for a fixed µ. Beyond
this hopping value, we can not use the prediction of the mean-field theory because the
condensate density decreases with increasing hopping parameter as shown in figure 3b.
Thus, we can expect a range of validity until a critical hopping J as shown in figure 4b.
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Similarly, we could apply the same procedure for the anti-ferromagnetic interaction
with and without magnetization. When we compare the range of validity of Ginzburg-
Landau with the corresponding one of mean-field theory, we find that the Ginzburg-
Landau theory has a larger range of validity than that of mean-field theory as shown in
figure 4b. Therefore, we discuss now in more detail the results of the Ginzburg-Landau
theory within its validity range.
8. Superfluid Phases
In order to determine the respective superfluid phases, we rewrite the on-site effective
potential (87) according to
Γ (Ψα,Ψ
∗
α) = F0 +
∑
α
Bα |Ψα|2 +
∑
α1,α2,α3,α4
Aα1α2α3α4Ψ
∗
α1
Ψ∗α2Ψα3Ψα4 , (98)
with the coefficients
Bα =
1
a
(0)
2 (α, 0)
− zJ (99)
Aα1α2α3α4 = −
βa
(0)
4 (α1, 0;α2, 0|α3, 0;α4, 0)
4a
(0)
2 (α1, 0)a
(0)
2 (α2, 0)a
(0)
2 (α3, 0)a
(0)
2 (α4, 0)
, (100)
where the symmetries
Aα1α2α3α4 = Aα2α1α3α4 = Aα1α2α4α3 = Aα2α1α4α3 (101)
follow from (63), (100), and (B.10). Using (101), Eq. (98) reads explicitly
Γ (Ψα,Ψ
∗
α) = B1 |Ψ1|2 +B0 |Ψ0|2 +B−1 |Ψ−1|2 + A1111 |Ψ1|4 + A0000 |Ψ0|4
+A−1−1−1−1 |Ψ−1|4 + 4A−100−1 |Ψ−1|2 |Ψ0|2 + 4A1−11−1 |Ψ−1|2 |Ψ1|2
+4A1001 |Ψ1|2 |Ψ0|2 + 2A1−100Ψ∗1Ψ∗−1Ψ0Ψ0 + 2A001−1Ψ∗0Ψ∗0Ψ1Ψ−1. (102)
As the effective potential (102) must be extremized with respect to the order parameter
Ψα, we obtain the following self-consistency equations(
B1 + 2A1111 |Ψ1|2 + 4A1001 |Ψ0|2 + 4A1−11−1 |Ψ−1|2
)
Ψ1 + 2A1−100 |Ψ0|2 Ψ∗−1 = 0, (103)(
B−1 + 2A−1−1−1−1 |Ψ−1|2 + 4A−100−1 |Ψ0|2 + 4A1−11−1 |Ψ1|2
)
Ψ−1
+2A1−100 |Ψ0|2 Ψ∗1 = 0, (104)(
B0 + 2A0000 |Ψ0|2 + 4A1001 |Ψ1|2 + 4A−100−1 |Ψ−1|2
)
Ψ0 + 2A001−1Ψ1Ψ−1Ψ∗0 = 0. (105)
If there is more than one solution, we must take the one which minimizes the effective
potential (102) for some system parameter. In this way we are able to find the different
superfluid phases above both the even and the odd Mott lobes.
Now we list all possible superfluid phases which could follow from solving
Eqs. (103)–(105) with or without magnetization. To this end, we calculate the
condensate densities for all these cases:
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(c) η/U0 = 0.125.
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(d) η/U0 = 0.15.
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(e) η/U0 = 0.2.
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(f) η/U0 = 0.3.
Figure 5: Superfluid phases with different spin-dependent interaction strengths for
U2/U0 = 0.04. Ψ1 6= 0, Ψ0 = Ψ−1 = 0 (blue); Ψ0 6= 0, Ψ1 6= 0, Ψ−1 6= 0
(red); Ψ−1 6= 0, Ψ0 = Ψ1 = 0 (cyan); Ψ0 6= 0, Ψ1 = Ψ−1 = 0 (magenta); and
Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 (green), respectively, whereas, the black and dashed orange
lines correspond to the validity ranges (95) and (96).
(i) Ψ1 6= 0, Ψ−1 = Ψ0 = 0 yields with Eq. (103)
|Ψ1|2 = − B1
2A1111
. (106)
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(ii) Ψ−1 6= 0, Ψ1 = Ψ0 = 0 yields from Eq. (104)
|Ψ−1|2 = − B−1
2A−1−1−1−1
. (107)
(iii) Ψ0 6= 0, Ψ1 = Ψ1 = 0 reduces Eq. (105) to
|Ψ0|2 = − B0
2A0000
. (108)
(iv) Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 yields from (103) and (104)
|Ψ1|2 = 4A1−11−1B−1 − 2A−1−1−1−1B1
4A1111A−1−1−1−1 − 16A21−11−1
, (109)
|Ψ−1|2 = 4A1−11−1B1 − 2A1111B−1
4A1111A−1−1−1−1 − 16A21−11−1
. (110)
(v) Ψ1 6= 0, Ψ0 6= 0, Ψ−1 = 0 yields from (103) and (105)
|Ψ1|2 = 4A1001B0 − 2A0000B1
4A1111A0000 − 16A21001
, (111)
|Ψ0|2 = 4A1001B1 − 2A1111B0
4A1111A0000 − 16A21001
. (112)
(vi) Ψ−1 6= 0, Ψ0 6= 0, Ψ1 = 0 yields from (104) and (105)
|Ψ−1|2 = 4A−100−1B0 − 2A0000B−1
4A−1−1−1−1A0000 − 16A2−100−1
, (113)
|Ψ0|2 = 4A−100−1B−1 − 2A−1−1−1−1B0
4A−1−1−1−1A0000 − 16A2−100−1
. (114)
(vii) In the general case Ψ1 6= 0, Ψ−1 6= 0, Ψ0 6= 0 it is not possible to solve (103)–
(105) analytically, so this has to be done numerically. From such a numerical
evaluation we find that the solution is always approximately given by either
Ψ1 6= 0, Ψ0 6= 0, Ψ−1 = 0 with a very small Ψ−1 in comparison with Ψ1 and
Ψ0 or by Ψ−1 6= 0, Ψ0 6= 0, Ψ1 = 0 when Ψ1 is very small in comparison with Ψ−1
and Ψ0, which coincides with the above cases v and vi.
8.1. Without Magnetization
Now we show for the example of zero temperature that our Ginzburg-Landau theory
distinguishes various ferromagnetic and anti-ferromagnetic superfluid phases for a
ferromagnetic and an anti-ferromagnetic interaction with and without magnetization
in its validity range. Without external magnetization the superfluid phase is a
polar (ferromagnetic) state for anti-ferromagnetic (ferromagnetic) interactions, which
is characterized by Ψ1 6= 0, Ψ−1 = Ψ0 = 0 (Ψ0 6= 0, Ψ−1 = Ψ1 = 0), in accordance with
previous mean-field results [43, 44]. With magnetization the phase diagram does not
change for the ferromagnetic interaction as the minimization of the energy implies the
maximal spin value as it is in the case without η except the degeneracy with respect to
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m is lifted, so the ground state becomes |n, n, n〉 . For an anti-ferromagnetic interaction
the situation is more complicated with an external magnetic field due to the appearance
of different superfluid phases. Furthermore, we can no longer put Ψ1 = Ψ−1 as for a
non-vanishing η as shown in figure 5.
8.2. With Magnetization
In this subsection, we study the predictions of the Ginzburg-Landau theory in view of an
effect of the magnetic field upon the superfluid phases in case of an anti-ferromagnetic
interaction, i.e. U2 > 0, as in 23Na. To this end we show in figure 5 the resulting phase
diagrams before and after the external magnetic field η reaches one of the critical values
following from (17):
ηcrit =
(
Si +
3
2
)
U2. (115)
If η is small compared to U2, spin pairs are produced to get the minimal energy.
Therefore, the ground state becomes |0, 0, n〉 for an even n and |1, 1, n〉 for an odd
n as shown in figure 5a. Thus, the magnetic field is not able to align all spins.
Therefore, both spin-1 and spin-(-1) affect the phase boundary between Mott insulator
and superfluid phases. The phases Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0; Ψ−1 6= 0, Ψ1 = Ψ0 = 0
and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 appear in the SF phase for the odd lobes with n ≥ 3 and
the phases Ψ1 6= 0, Ψ−1 6= 0, Ψ0 6= 0; Ψ−1 6= 0, Ψ1 = Ψ0 = 0; Ψ0 6= 0, Ψ1 = Ψ−1 = 0
and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 for the even lobes. When η is increased above the first
critical value η(1)even = 0.06U0, both the spin S and the magnetic quantum number m
change from |0, 0, n〉 to |2, 2, n〉 for even lobes as shown in figure 5b. Correspondingly,
the MI phases for the even lobes are decreased. The phases Ψ−1 6= 0, Ψ1 = Ψ0 = 0
and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 appear in the SF phase for the even lobes and the phase
Ψ−1 6= 0, Ψ1 = Ψ0 = 0 is seen in the SF phase at the beginning of the odd lobes. We
note that the phase Ψ1 6= 0, Ψ−1 6= 0, Ψ0 6= 0 no longer appears as a stronger magnetic
field leads to a preferred alignment of spins in z-direction.
Beyond the critical value η(1)odd = 0.1U0 the quantum number S and m for the
odd lobes change from |1, 1, n〉 to |3, 3, n〉 as shown in figure 5c. The left phase
Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 in the odd lobes n ≥ 3 has disappeared because increasing the
magnetic field η results in a stronger alignment of the spins, but it is still not enough
to align all the spins. The increase of η is enough to align all the spins for the second
lobe and its SF phase is Ψ1 6= 0, Ψ−1 = Ψ0 = 0, but the SF phases for the fourth lobe
are Ψ1 6= 0, Ψ−1 = Ψ0 = 0; Ψ−1 6= 0, Ψ1 = Ψ0 = 0 and Ψ1 6= 0, Ψ−1 6= 0,Ψ0 = 0.
The phase Ψ−1 6= 0, Ψ1 = Ψ0 = 0 appears now only at the end of the odd lobes. After
η(2)even = 0.14U0 the quantum numbers S and m for the even lobes change from |2, 2, n〉
to |4, 4, n〉 as shown in figure 5d. This increase of the magnetic field is not enough to
align all the spins of the fourth lobe, but it is enough to align them for the third lobe.
Similarly, the phase Ψ−1 6= 0, Ψ1 = Ψ0 = 0 appears in the SF phase at the contact
point between the fourth and the fifth lobe.
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Beyond the critical value η(2)odd = 0.18U0 the quantum numbers S and m for the
even lobes change from |3, 3, n〉 to |5, 5, n〉 as shown in figure 5e. This increase in the
magnetic field is not enough to align all the spins for the fifth lobe, but it is enough
to align them for the fourth lobe. Similarly, the phase Ψ−1 6= 0, Ψ1 = Ψ0 = 0 appears
in the SF phase at the end of the fifth lobe. As happened in the third lobe, the left
phase Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 appears once in the fifth odd lobe. If η increases
to 0.3 U0 after the critical value η(3)even = 0.22U0 and η
(3)
odd = 0.26U0, S and m change
from |4, 4, n〉 to |6, 6, n〉 for the even lobes and from |5, 5, n〉 to |7, 7, n〉 for the odd
lobes as shown in figure 5e, So all seven lobes have S = m = n. Therefore, we have
now a full spin alignment in the shown quantum phase diagram, where only the phase
Ψ1 6= 0, Ψ−1 = Ψ0 = 0 exists in the SF phase.
9. Order of Phase Transition
In this section, we study which kind of order occurs for the quantum phase transition
from the Mott insulator to the superfluid phase and for the transitions between the
respective superfluid phases of spin-1 bosons in a cubic optical lattice under the effect
of the external magnetic field at zero temperature.
9.1. Quantum Phase Transition
It is well-known that for spinless bosons the superfluid-Mott insulator phase transition
of the Bose-Hubbard model in three dimensions is of second order [13]. In order to
determine the kind of the order of the quantum phase transition for the spin-1 Bose-
Hubbard model, we focus at first on the transition from the Mott insulator to a superfluid
phase at a fixed chemical potential µ around a external magnetic field η and spin-
dependent interaction U2 as shown in figure 6. There the condensate density is shown
as a function of the hopping parameter J at fixed chemical and external magnetic field
values for the third lobe. In this figure, we note that the condensate density for the two
phases Ψ−1 6= 0, Ψ0 = Ψ1 = 0 and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 increases linearly with J until
the validity range of Ginzburg-Landau theory is reached and the critical J values, which
are calculated from (107) and (106), are 0.00038843 U0 and 0.00235782 U0, respectively.
Therefore, the corresponding superfluid-Mott insulator phase transitions are of second
order.
9.2. Transitions Between Superfluid Phases
The effect of the external magnetic field on spin-1 bosons with anti-ferromagnetic
interaction leads to the appearance of different phases in the superfluid phase as
discussed in Sec. 8. In order to define the order of the transitions between the
phases in the superfluid region, we focus on the example of the transition from the
Ψ1 6= 0, Ψ0 = Ψ−1 = 0 to the Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 phase at a fixed chemical
potential µ around an external magnetic field η and spin-dependent interaction U2 for
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Figure 6: Condensate density for the phases Ψ−1 6= 0, Ψ0 = Ψ1 = 0 and Ψ1 6= 0, Ψ−1 =
Ψ0 = 0 as a function of the tunneling parameter J/U0 of spin-1 Bose-Hubbard model in
the anti-ferromagnetic case with η = 0.125U0 and U2 = 0.04U0 at zero temperature.
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Figure 7: Condensate density for two spin components as a function of the tunneling
parameter J/U0 of the spin-1 Bose-Hubbard model in the anti-ferromagnetic case with
η = 0.125U0, U2 = 0.04U0 and µ = 2.864U0 at zero temperature. Solid (dashed) lines
correspond to solutions of minimal (not minimal) energy, compare with figure 8.
the third lobe. We find that the condensate density |Ψ1|2 continuously increases from
the phase Ψ1 6= 0, Ψ0 = Ψ−1 = 0 to the phase Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 as shown in
figure 7a and figure 7b shows that the condensate density |Ψ−1|2 continuously increases
with increasing the hopping parameter J . Furthermore, the latter condensate density
starts at the critical hopping point J = 0.0099U0 which marks the boundary between
the phases Ψ1 6= 0, Ψ0 = Ψ−1 = 0 and Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0. In addition, this point
is the same point where the two solutions for Ψ1 intersect in figure 8. Therefore, the
transition between these two phases is of second order. Similarly, the transition from
Ψ1 6= 0, Ψ0 = Ψ−1 = 0 to Ψ1 6= 0, Ψ−1 6= 0, Ψ0 6= 0 turns out to be second order as
shown in figure 9.
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Figure 8: Effective potential for the phases Ψ1 6= 0, Ψ−1 = 0, Ψ0 = 0 and Ψ1 6= 0, Ψ−1 =
Ψ0 = 0 as a function of the tunneling parameter J/U0 of spin-1 Bose-Hubbard model
in the anti-ferromagnetic case with η = 0.125U0, U2 = 0.04U0 and µ = 2.864U0 at zero
temperature.
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Figure 9: (a) Condensate density and (b) effective potential for the phases Ψ1 6= 0,Ψ−1 =
Ψ0 = 0 and Ψ1 6= 0, Ψ−1 6= 0, Ψ0 6= 0 as a function of the tunneling parameter
J/U0 of spin-1 Bose-Hubbard model in the anti-ferromagnetic case with η = 0.05U0,
U2 = 0.04U0 and µ = 1.756U0 at zero temperature.
A different situation occurs when we study the transition from the phase Ψ1 6=
0, Ψ0 = Ψ−1 = 0 to the phase Ψ−1 6= 0, Ψ1 = Ψ0 = 0 or vice versa. To this
end, we focus on the transition from the phase Ψ−1 6= 0, Ψ0 = Ψ1 = 0 to the phase
Ψ1 6= 0, Ψ−1 = Ψ0 = 0 at a fixed µ = 2.96U0 around η = 0.125U0 and U2 = 0.04U0 for
the third lobe as seen in figure 10a. We note that the phase Ψ1 6= 0,Ψ−1 = Ψ0 = 0 jumps
at the intersection point, which is 0.00195199 U0 according to figure 10b. Furthermore,
the dashed line in figure 10b indicates that we can not take this phase because it
does not provide a minimal energy. Therefore, the transition between the phases
Ψ−1 6= 0, Ψ0 = Ψ1 = 0 and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 is of first order.
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Figure 10: (a) Condensate density and (b) effective potential for the phases Ψ−1 6=
0, Ψ0 = Ψ1 = 0 and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 as a function of the tunneling parameter
J/U0 of spin-1 Bose-Hubbard model in the anti-ferromagnetic case with η = 0.125U0
and U2 = 0.04U0 and µ = 2.96U0 at zero temperature.
10. Conclusion
In conclusion, we have worked out a Ginzburg-Landau theory for spin-1 bosons in a
cubic optical lattice within its range of validity and investigated at zero temperature the
resulting different superfluid phases for an anti-ferromagnetic interaction in the presence
of an external magnetic field. Inspecting the energies of the respective phases in the
vicinity of their boundaries even allows to determine the order of the quantum phase
transition. With this we find that the quantum phase transition from the Mott insulator
to the superfluid phase is of second order for spin-1 bosons in a cubic optical lattice
under the effect of the magnetic field at zero temperature. Thus, our finding disagrees
with Kimura et al. [62], where a first-order SF-MI phase transition was found at some
part of the phase boundary by using the Gutzwiller variational approach. Furthermore,
depending on the particle number, the spin-dependent interaction and the value of the
magnetic field we find new superfluid phases with a macroscopic occupation of the two
spin states ±1 or even of all three spin states 0,±1. This is different from the mean-field
approximation, which only predicts two superfluid phases with spins aligned or opposite
to the field direction [45,46]. Finally, we find that the transition between the SF phases
Ψ1 6= 0, Ψ0 = Ψ−1 = 0 to Ψ1 6= 0, Ψ−1 6= 0, Ψ0 = 0 is of second order and the transition
between the SF phases Ψ−1 6= 0, Ψ0 = Ψ1 = 0 and Ψ1 6= 0, Ψ−1 = Ψ0 = 0 is of
first order at a fixed values of chemical potential, an external magnetic field, and spin-
dependent interaction. It is interesting to observe that both a first- and second-order
phase transition can occur above the same Mott lobe in the superfluid phase.
In this paper we have restricted ourselves to apply the Ginzburg-Landau theory
for studying the emergence of different magnetic Mott insulator and superfluid phases.
However, we note that this theory would also allow, in principle, to investigate the
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collective excitations of all these different phases. In Ref. [63] already the corresponding
spin-0 case was treated, where particle- and hole excitations characterize the Mott
insulator phase, whereas the superfluid phase yields both a Goldstone and a Higgs
mode [64–66]. In principle, even nonequilibrium problems could be investigated within
the realm of our Ginzburg-Landau theory. For instance, it would be challenging to
investigate how the quench dynamics differs when we sweep through a first-order or a
second-order phase transition in the superfluid phase.
Certainly, it would be interesting to study in detail also how all these results
would change for more general spinor Bose gas systems. One example is provided by
the competition between the linear Zeeman effect, considered here, and its quadratic
counterpart (see, for instance, Refs. [67, 68]), another one would be substituting the
nonfrustrated cubic by a frustrated triangular optical lattice [42]. Finally, one can
expect even more complex magnetic Mott insulator and superfluid phases for spin-2 or
spin-3 bosons, which could be realized, for instance, with 87Rb [41] and 52Cr atoms [69].
11. Acknowledgments
We thank Mathias Ohliger for many useful discussions at an early stage of this work.
Furthermore, we acknowledge financial support from the Egyptian Government as well
as from the German Research Foundation (DFG) via the Collaborative Research Center
SFB/TR49 Condensed Matter Systems with Variable Many-Body Interactions.
Appendix A. Matrix Elements
The matrix elements M , N , O and P from Eqs. (49), (50) represent the mathematical
backbone for analyzing spin-1 bosons in a lattice. Initially, they were calculated
individually in a stepwise procedure in Refs. [44,46]. In this appendix, however, we follow
Ref. [61] and determine these matrix elements by a recursive procedure. In particular
at finite temperature, when many of these matrix elements have to be evaluated in
(63) and (B.10), this recursive approach turns out to be more efficient than the original
stepwise procedure.
We start with characterizing the ground state of the on-site Hamiltonian (10)
via [70]
|S, S, n〉 = 1√
f(n, S)
aˆ†S1
(
Θˆ†
)(n−S)/2 |0, 0, 0〉 , (A.1)
where the normalization factor is given by
f(n, S) = S!
(
n− S
2
)
!2(n−S)/2
(n+ S + 1)!!
(2S + 1)!!
, (A.2)
and Θˆ† = aˆ†20 −2aˆ†1aˆ†−1 represents the creation operator of a spin singlet pair. By applying
the ladder operators Sˆ+ =
√
2(aˆ†1aˆ0 + aˆ
†
0aˆ−1) and Sˆ− =
√
2(aˆ†0aˆ1 + aˆ
†
−1aˆ0) on the ground
state |S, S, n〉, we get the excited states |S,m, n〉 with m < S.
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Now, we turn to calculate the matrix elements M , N , O and P in Eqs. (49), (50).
The first substantial consideration declares that no state |S,m, n〉 with m > S does
exist, so we have
N1,S,S,n = N0,S,S,n = P0,S,S,n = P−1,S,S,n = 0, (A.3)
and
aˆ†1 |S, S, n〉 = M1,S,S,n |S + 1, S + 1, n+ 1〉 . (A.4)
On the other hand we conclude from (A.1) and (A.2)
aˆ†1 |S, S, n〉 =
√
(S + 1)(n+ S + 3)
2S + 3
|S + 1, S + 1, n+ 1〉 , (A.5)
so, comparing (A.4) and (A.5) yields
M1,S,S,n =
√
(S + 1)(n+ S + 3)
2S + 3
. (A.6)
In this manner, we put our hands on the first matrix element with m = S. In order to
calculate recursively M1,S,m,n with m < S, we apply Sˆ+on Eq. (49) and obtain
M1,S,m,n =
√√√√ S(S + 1)−m(m+ 1)
(S + 1)(S + 2)− (m+ 1)(m+ 2)M1,S,m+1,n. (A.7)
This recursion relation is useful to calculate M1,S,m−1,n from M1,S,m,n. We can use the
same procedure to calculate the matrix element with α = 0
M0,S,m,n =
√√√√ S(S + 1)−m(m+ 1)
(S + 1)(S + 2)−m(m+ 1)M0,S,m+1,n
+
√
2
(S + 1)(S + 2)−m(m+ 1)M1,S,m,n. (A.8)
and also with α = −1
M−1,S,m,n =
√√√√ S(S + 1)−m(m+ 1)
(S + 1)(S + 2)−m(m− 1)M−1,S,m+1,n
+
√
2
(S + 1)(S + 2)−m(m− 1)M0,S,m,n. (A.9)
Specializing m = S yields finally
M−1,S,S,n =
√
n+ S + 3
(2S + 3)(2S + 1)
. (A.10)
Now we come to the evaluation of the Matrix elements Nα,S,m,n. The particle number
n = 〈S, S, n | nˆ | S, S, n〉 can be written as
n =
∑
α
〈
S, S, n | aˆαaˆ+α | S, S, n
〉
− 3, (A.11)
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thus, we obtain with (49) and (50)
N−1,S,S,n = −
√
3 + n−∑
α
M2α,S,S,n. (A.12)
Matrix elements Nα,S,m,n with m < S can be derived as above, yielding
N−1,S,m,n =
√√√√ S(S + 1)−m(m− 1)
S(S − 1)− (m− 1)(m− 2)N−1,S,m−1,n, (A.13)
N0,S,m,n =
√√√√S(S + 1)−m(m− 1)
S(S − 1)−m(m− 1)N0,S,m−1,n
+
√
2
S(S − 1)−m(m− 1)N−1,S,m,n, (A.14)
and also
N1,S,m,n =
√√√√S(S + 1)−m(m− 1)
S(S − 1)−m(m+ 1)N1,S,m−1,n
+
√
2
S(S + 1)−m(m− 1)N0,S,m,n. (A.15)
Thus, with this all matrix elements of the creation operators aˆ+α in (49) can be calculated.
Therefore, we turn now to the calculation of the matrix element of the annihilation
operators aˆα in (50) by the identical method. In order to calculate O−1,S,m,n, we apply
the operator aˆ−1 to (A.1), yielding
O−1,S,S,n = −
√
(n− S)(S + 1)
2S + 3
. (A.16)
Applying Sˆ+ on (50), we get
O−1,S,m,n =
√√√√ S(S + 1)−m(m+ 1)
(S + 1)(S + 2)− (m+ 1)(m+ 2)O−1,S,m+1,n. (A.17)
Similarly, we obtain the recursion relations
O0,S,m,n =
√√√√ S(S + 1)−m(m+ 1)
(S + 1)(S + 2)−m(m+ 1)O0,S,m+1,n
−
√
2
(S + 1)(S + 2)−m(m+ 1)O−1,S,m,n, (A.18)
and
O1,S,m,n =
√√√√ S(S + 1)−m(m+ 1)
(S + 1)(S + 2)−m(m− 1)O1,S,m+1,n
−
√
2
(S + 1)(S + 2)−m(m− 1)O0,S,m,n. (A.19)
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In order to determine P1,S,S,n, the particle number n =
∑
α〈S, S, n | aˆ+α aˆα | S, S, n〉
reduces with (50) to
P1,S,S,n =
√
n−∑
α
O2α,S,S,n. (A.20)
Applying Sˆ− on (50) we get
P1,S,m,n =
√√√√ S(S + 1)−m(m− 1)
S(S − 1)− (m− 1)(m− 2)P1,S,m−1,n, (A.21)
P0,S,m,n =
√√√√S(S + 1)−m(m− 1)
S(S − 1)−m(m− 1)P0,S,m−1,n
−
√
2
S(S − 1)−m(m− 1)P1,S,m,n, (A.22)
and
P−1,S,m,n =
√√√√S(S + 1)−m(m− 1)
S(S − 1)−m(m+ 1)P−1,S,m−1,n
−
√
2
S(S − 1)−m(m+ 1)P0,S,m,n. (A.23)
Finally, we derive useful relations between these creation and annihilation matrix
elements. Using (4) we get
〈
S,m, n | aˆ+α | S − 1,m− α, n− 1
〉
= Mα,S−1,m−α,n−1. (A.24)
Taking into account (50) we obtain
〈
S,m, n | aˆ+α | S − 1,m− α, n− 1
〉
= Pα,S,m,n. (A.25)
Thus, we conclude
Mα,S−1,m−α,n−1 = Pα,S,m,n. (A.26)
In a similar way we also obtain
Pα,S+1,m+α,n+1 = Mα,S,m,n, (A.27)
Nα,S+1,m−α,n−1 = Oα,S,m,n, (A.28)
Oα,S−1,m+α,n+1 = Nα,S,m,n. (A.29)
Note that we have used the minus sign in (A.12) and the positive sign in (A.20) in
order to satisfy the relations (A.26)–(A.29). With these above equations, any quantum
mechanical expectation value of the particle number operators in the respective hyperfine
spin states could be evaluated.
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Appendix B. Fourth-Order Coefficient
In this section, we calculate the fourth-order coefficient (65), which contains the
expectation values of time-ordered product of four operators. At first, we remark that
there are six distinct permutations leading to different expectation values for the time-
ordered product of the annihilation and creation operators. Each order has four time
and four spin variable permutations corresponding to τ1 ↔ τ2 , τ3 ↔ τ4 , α1 ↔ α2
and α3 ↔ α4. Thus, we have 24 terms for the above expectation value. Fortunately,
we need to determine only six different thermal averages for one specific time-ordering
because, due to symmetry reasons, there are some integrals over different time-variable
permutations which yield the same result. Furthermore, as these expectation values are
local, we drop the site indices in the following calculations and calculate the following
expressions:〈
Tˆ
[
aˆα4(τ4)aˆα3(τ3)aˆ
†
α1
(τ1)aˆ
†
α2
(τ2)
]〉(0)
,
〈
Tˆ
[
aˆ†α1(τ1)aˆ
†
α2
(τ2)aˆα3(τ3)aˆα4(τ4)
]〉(0)
, (B.1)〈
Tˆ
[
aˆα4(τ4)aˆ
†
α1
(τ1)aˆα3(τ3)aˆ
†
α2
(τ2)
]〉(0)
,
〈
Tˆ
[
aˆ†α1(τ1)aˆα4(τ4)aˆα3(τ3)aˆ
†
α2
(τ2)
]〉(0)
, (B.2)〈
Tˆ
[
aˆα4(τ4)aˆ
†
α1
(τ1)aˆ
†
α2
(τ2)aˆα3(τ3)
]〉(0)
,
〈
Tˆ
[
aˆ†α1(τ1)aˆα3(τ3)aˆ
†
α2
(τ2)aˆα4(τ4)
]〉(0)
. (B.3)
Following the same method as for the second-order expansion coefficient, we perform a
Matsubara transformation. For example we evaluate one expectation value as follows:〈
Tˆ
[
aˆα4(τ4)aˆα3(τ3)aˆ
†
α1
(τ1)aˆ
†
α2
(τ2)
]〉(0)
=
1
Z(0)
∑
S,m,n
e−βE
(0)
S,m,n
×
〈
S,m, n|Tˆ
[
aˆα4(τ4)aˆα3(τ3)aˆ
†
α1
(τ1)aˆ
†
α2
(τ2)
]
|S,m, n
〉
=
1
Z(0)
∑
S,m,n
e−βE
(0)
S,m,n
×
〈
S,m, n|Tˆ
[
e(τ4−τ2)Hˆ
(0)
aˆα4e
(τ3−τ4)Hˆ(0) aˆα3e
(τ1−τ3)Hˆ(0) aˆ†α1e
(τ2−τ1)Hˆ(0) aˆ†α2
]
|S,m, n
〉
, (B.4)
which leads to
〈
Tˆ
[
aˆα4(τ4)aˆα3(τ3)aˆ
†
α1
(τ1)aˆ
†
α2
(τ2)
]〉(0)
=
δα1+α2,α3+α4
Z(0)
∑
S,m,n
e−βE
(0)
S,m,nΘ(τ4 − τ3)Θ(τ3 − τ1)
Θ(τ1 − τ2)e(τ4−τ2)E
(0)
S,m,n
[
Mα4,S,m,nMα3,S,m,nMα1,S,m,nMα2,S,m,n e
(τ2−τ1)E(0)S+1,m+α2,n+1
×e(τ1−τ3)E(0)S+2,m+α2+α1,n+2e(τ3−τ4)E(0)S+1,m+α4,n+1 +Mα4,S,m,nMα2,S,m,nNα3,S+1,m+α4,n+1
×Nα1,S+1,m+α2,n+1 e(τ2−τ1)E
(0)
S+1,m+α2,n+1e
(τ1−τ3)E(0)S,m+α3+α4,n+2e(τ3−τ4)E
(0)
S+1,m+α4,n+1
+Mα4,S,m,nNα2,S,m,nNα3,S+1,m+α4,n+1Mα1,S−1,m+α2,n+1e
(τ2−τ1)E(0)S−1,m+α2,n+1e(τ1−τ3)E
(0)
S,m+α3+α4,n+2
×e(τ3−τ4)E(0)S+1,m+α4,n+1 +Nα4,S,m,nMα2,S,m,nMα3,S−1,m+α4,n+1Nα1,S+1,m+α2,n+1
×e(τ2−τ1)E(0)S+1,m+α2,n+1e(τ1−τ3)E(0)S,m+α3+α4,n+2e(τ3−τ4)E(0)S−1,m+α4,n+1
+Nα4,S,m,nNα2,S,m,nMα3,S−1,m+α4,n+1Mα1,S−1,m+α2,n+1e
(τ2−τ1)E(0)S−1,m+α2,n+1e(τ1−τ3)E
(0)
S,m+α3+α4,n+2
×e(τ3−τ4)E(0)S−1,m+α4,n+1 +Nα4,S,m,nNα2,S,m,nNα3,S−1,m+α4,n+1Nα1,S−1,m+α2,n+1
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×e(τ2−τ1)E(0)S−1,m+α2,n+1e(τ1−τ3)E(0)S−2,m+α3+α4,n+2e(τ3−τ4)E(0)S−1,m+α4,n+1
]
(B.5)
Using Matsubara transformation (59) yields the following integral of the form
I = κ
∫ β
0
dτ1e
aτ1
∫ τ1
0
dτ2e
bτ2
∫ τ2
0
dτ3e
bτ3
∫ τ3
0
dτ4e
dτ4
= κ
[
e(a+b+c+d)β − 1
(a+ b+ c+ d) (b+ c+ d) (c+ d) d
− e
aβ − 1
a (b+ c+ d) (c+ d) d
− e
(a+b)β − 1
b (a+ b) (c+ d) d
− e
(a+b+c)β − 1
(a+ b+ c) (b+ c) cd
+
eaβ − 1
ab (c+ d) d
+
e(a+b)β − 1
(a+ b) bcd
− e
aβ − 1
abcd
+
eaβ − 1
a (b+ c) cd
]
. (B.6)
In the case of a+ b+ c+ d = 0, we need
lim
a+b+c+d→0
e(a+b+c+d)β − 1
(a+ b+ c+ d) (b+ c+ d) (c+ d) d
=
β
(a+ b+ c+ d) (b+ c+ d) (c+ d) d
. (B.7)
If b+ c = 0, so
lim
b+c→0
(
eaβ − 1
a (b+ c) cd
− e
(a+b+c)β − 1
(a+ b+ c) (b+ c) cd
)
=
eaβ − 1
a2cd
− βe
aβ
acd
. (B.8)
Similarly, when c+ d→ 0 and a+ b→ 0, we get
lim
c+d→0
a+b→0
(
e(a+b+c+d)β − 1
(a+ b+ c+ d) (b+ c+ d) (c+ d) d
− e
(a+b)β − 1
b (a+ b) (c+ d) d
)
.
= − β
b2d
− aβ
2
2(b2d)
. (B.9)
Making use of the integral (B.6) and Eqs. (B.7), (B.8) and (B.9), we finally get
a
(0)
4 (α1, ωm1;α2, ωm2|α3, ωm3;α4, ωm4) =
1
β
1
Z(0)
∑
S,m,n
e−βE
(0)
S,m,nδα1+α2,α3+α4δωm1+ωm2,ωm3+ωm4
×
 Mα2,S,m,nMα4,S,m,nMα3,S+1,m+α4,n+1Mα1,S+1,m+α2,n+1(4E(0)S+1,m+α4,n+1 + iωm3 − iωm1 − iωm2) (4E(0)S+2,m+α2+α1,n+2 − iωm1 − iωm2)
× 1(
4E(0)S+1,m+α2,n+1 − iωm2
) + Nα2,S,m,nNα4,S,m,nNα3,S−1,m+α4,n+1Nα1,S−1,m+α2,n+1(
4E(0)S−2,m+α2+α1,n+2 − iωm1 − iωm2
) (
4E(0)S−1,m+α2,n+1 − iωm2
)
× 1(
4E(0)S−1,m+α4,n+1 + iωm3 − iωm1 − iωm2
) + Oα1,S,m,nOα4,S,m,nOα2,S+1,m−α1,n−1Oα3,S+1,m−α4,n−1(
4E(0)S+1,m−α1,n−1 + iωm3 + iωm4 − iωm2
)
× 1(
4E(0)S+2,m−α2−α1,n−2 + iωm3 + iωm4
) (
4E(0)S+1,m−α4,n−1 + iωm4
) + 1(
4E(0)S−1,m−α4,n−1 + iωm4
)
× Pα1,S,m,nPα4,S,m,nPα2,S+1,m−α1,n−1Pα3,S+1,m−α4,n−1(
4E(0)S−1,m−α1,n−1 + iωm3 + iωm4 − iωm2
) (
4E(0)S−2,m−α2−α1,n−2 + iωm3 + iωm4
)
+
1(
4E(0)S,m+α3+α4,n+2 − iωm1 − iωm2
)
 Mα4,S,m,nNα3,S+1,m+α4,n+1
4E(0)S+1,m+α4,n+1 + iωm3 − iωm1 − iωm2
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+
Nα4,S,m,nMα3,S−1,m+α4,n+1
4E(0)S−1,m+α4,n+1 + iωm3 − iωm1 − iωm2
Mα2,S,m,nNα1,S+1,m+α2,n+1
4E(0)S+1,m+α2,n+1 − iωm2
+
Nα2,S,m,nMα1,S−1,m+α2,n+1
4E(0)S−1,m+α2,n+1 − iωm2
+ 1
4E(0)S,m−α1−α2,n−2 + iωm3 + iωm4
×
 Oα1,S,m,nPα2,S+1,m−α1,n−1
4E(0)S+1,m−α1,n−1 + iωm3 + iωm4 − iωm2
+
Pα1,S,m,nOα2,S−1,m−α1,n−1
4E(0)S−1,m−α1,n−1 + iωm3 + iωm4 − iωm2

×
Oα4,S,m,nPα3,S+1,m−α4,n−1
4E(0)S+1,m−α4,n−1 + iωm4
+
Pα4,S,m,nOα3,S−1,m−α4,n−1
4E(0)S−1,m−α4,n−1 + iωm4
+ 1
4E(0)S+2,m+α4−α1,n − iωm2 + iωm3
×
 Mα4,S,m,nOα1,S+1,m+α4,n+1
4E(0)S+1,m+α4,n+1 + iωm3 − iωm1 − iωm2
+
Oα1,S,m,nMα4,S+1,m−α1,n−1
4E(0)S+1,m−α1,n−1 + iωm3 + iωm4 − iωm2

×
Mα2,S,m,nOα3,S+1,m+α2,n+1
4E(0)S+1,m+α2,n+1 − iωm2
+
Oα3,S,m,nMα2,S+1,m−α3,n−1
4E(0)S+1,m−α3,n−1 + iωm3
+ 1
4E(0)S−2,m+α4−α1,n − iωm2 + iωm3
×
 Nα4,S,m,nPα1,S−1,m+α4,n+1
4E(0)S−1,m+α4,n+1 + iωm3 − iωm1 − iωm2
+
Pα1,S,m,nNα4,S+1,m−α1,n−1
4E(0)S−1,m−α1,n−1 + iωm3 + iωm4 − iωm2

×
Nα2,S,m,nPα3,S−1,m+α2,n+1
4E(0)S−1,m+α2,n+1 − iωm2
+
Pα3,S,m,nNα2,S−1,m−α3,n−1
4E(0)S−1,m−α3,n−1 + iωm3
+ δα1,α4δωm1,ωm4
×
 Mα4,S,m,nMα1,S,m,n
4E(0)S+1,m+α4,n+1 − iωm1
+
Nα4,S,m,nNα1,S,m,n
4E(0)S−1,m+α4,n+1 − iωm1
+
Oα4,S,m,nOα1,S,m,n
4E(0)S+1,m−α1,n−1 − iωm4
+
Pα4,S,m,nPα1,S,m,n
4E(0)S−1,m−α1,n−1 − iωm4
 Mα3,S,m,nMα2,S,m,n
4E(0)S+1,m+α2,n+1 − iωm2
β
2
− 1
4E(0)S+1,m+α2,n+1 − iωm3

+
Nα3,S,m,nNα2,S,m,n
4E(0)S−1,m+α2,n+1 − iωm2
β
2
− 1
4E(0)S−1,m+α2,n+1 − iωm3

+
Oα3,S,m,nOα2,S,m,n
4E(0)S+1,m−α3,n−1 − iωm3
β
2
− 1
4E(0)S+1,m−α3,n−1 − iωm2

+
Pα3,S,m,nPα2,S,m,n
4E(0)S+1,m−α3,n−1 − iωm3
β
2
− 1
4E(0)S+1,m−α3,n−1 − iωm2

α1↔α2
α3↔α4
ωm1↔ωm2
ωm3↔ωm4
−δα1,α3δα2,α4δωm1,ωm3δωm2,ωm4a(0)2 (α1, ωm1|α3, ωm3)a(0)2 (α2, ωm2|α4, ωm4)
−δα1,α4δα2,α3δωm1,ωm4δωm2,ωm3a(0)2 (α1, ωm1|α3, ωm4)a(0)2 (α2, ωm2|α4, ωm3), (B.10)
where 4E(0)S′,m′,n′ = E(0)S′,m′,n′ − E(0)S,m,n and ωm1 ↔ ωm2 and α1 ↔ α2 refer to a
symmetrization with respect to the Matsubara frequencies and spin indices.
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