Hand jitters result in unintentional fluctuation of image sequences taken by hand-held video cameras.
INTRODUCTION
The popularity of video phones and mini-DVs has made video shooting a joyful and simple task. However, shooting with these handy cameras usually suffers the unwanted camera vibrations. Image sequence stabilization (ISS) is the technology to minimize the unpleasant fluctuation of image sequences due to hand jitters. ISS can not only raise the visual quality but also improve the compression efficiency [1] . ISS is fulfilled in two major processes: motion estimation (ME) and motion correction (MC), as shown in Fig. 1 . The ME process finds the global camera motion from the image sequences. The MC process identifies the camera shake from the global camera motion and counteracts it. For most image sequences taken by a video phone or mini-DV, there is a major foreground object (e.g., a person) in the middle. Since the foreground object is the major focus of interest, its stabilization is essential for good visual quality. Furthermore, conventional stabilization techniques that extract features from the whole picture or background may fail to give satisfactory results due to the possibly blurred background. In this paper, we propose and investigate several grouping techniques to extract the foreground motion for ISS.
Although object detection has been an active research topic [2] , few approaches have actually applied to ISS. In [3] , the foreground and background were determined by priori knowledge. Pan and Ngo [4] assumed a Gaussian mixture model for objects and applied expectation maximization to calculate the affine parameters associated with objects. This approach is very computation expensive. In this paper, we proposed more realistic techniques for identifying the foreground motion. These techniques include the iterative centroid of foreground, k-means clustering, and LMedS algorithms, and they will be evaluated by accuracy and computational complexity.
The rest of this paper is organized as follows. In Section 2, the overall ISS framework used in this paper is introduced. The proposed grouping algorithms for foreground motion estimation are presented in Section 3. The motion correction mechanism is introduced in Section 4. Simulation results are given in Section 5, followed by some concluding remarks. The flowchart of the proposed ISS framework is depicted in Fig. 2 . Block-based motion estimation is first used to generate the local motion vectors (LMVs), which indicate the displacement between an input block (of size 8 8) and the found match in the previous frame. The blocks are equally spaced, as shown in Fig. 3 and consequently 17 13 = 221 LMVs will be produced for an image of size 320 240. Full search with full-pixel resolution is taken over the whole search range to achieve the required reliability of motion. Since some of the obtained LMVs are "noisy", three qualifying tests, namely "Lack of Features", "Low SNR", and "Repeated Patterns" are used to remove the illconditioned LMVs [5] . After removing these outliers, the LMVs belonging to the foreground will be identified by the grouping algorithms explained in the next section. The median of the identified foreground LMVs is taken as the foreground global motion vector (GMV). The hand jitters will be estimated and counteracted by the motion correction process to be explained in Section 4.
OVERVIEW OF THE ISS FRAMEWORK
There usually exists a major foreground target for pictures shot by handheld video cameras. One example is shown in Fig. 4 , where the doll is the object of interest. Most photographers will keep the object of interest in the center of the picture with a reasonably large portion. Compared with the rather complex background, the foreground is more suitable for obtaining coherent camera motion. Furthermore, in most cases reducing the jiggling with respect to the foreground (like a walking person) will be more beneficial to visual quality. The major improvement of this paper from our previous work [1] is to use various MV grouping techniques to extract the foreground motion. 
FOREGROUND MOTION ESTIMATION

Method 1: Iterative centroid of foreground
Step 1 (Initialization): Find the valid LMVs within the predetermined foreground region R FG , as shown in Fig. 5 . The valid LMVs are those passing the three qualifying tests. R FG covers no less than the central 1/6 area of a frame.
Step 2: Calculate (in the MV domain, not the spatial domain) the centroid (mean) ) , ( v y x v v of these valid LMVs.
Step 3: Collect all the valid LMVs (not limited to R FG ) that are within T r -radius of . v This collection is the new set of valid LMVs. The parameter T r is set to be 4.5 in this paper after a comprehensive simulation.
Step 4: If the sets of LMVs from two latest iterations are identical, the foreground GMV is set to be the median of those LMVs. Otherwise go to Step 2.
One successful iteration process is shown in Fig. 6 . 
Method 2: k-means clustering
The LMVs will be grouped into two clusters, the foreground cluster and the background cluster.
Step 1 (Initialization): Find the centroids of valid LMVs for pre-defined foreground and background regions (Fig. 7) .
Step 2: Use the nearest-neighbor condition to classify all the valid LMVs into two new clusters G F and G B . In this step, the cluster containing more elements in R B FG is denoted as G F .
Step 3: Calculate the centroids of G F and G B . B
Step 4: If this iteration converges (i.e., no change in centroids occurs since the last iteration), calculate the median of the LMVs in G F as the foreground GMV. Otherwise go to Step 2.
One clustering result of this method has already been shown in Fig. 4 . 
Methods 3 and 4: LMedS (Least Median of Squares) algorithms
The LMedS is a robust estimator that is less influenced by outliers in experimental data [6] . We assume that there exists an affine transformation between the two adjacent frames: 
Step 1 (Initialization): Collect all the valid LMVs in the predetermined foreground region R FG shown in Fig. 7 . Denote this set as C.
Step 2: Randomly select three vectors from C. Find the coordinates of corresponding block centers. Plug these three pairs of coordinates into (1) and solve the motion parameters a 1 , a 2 , . . ., a 6 . The other vectors in C are called the non-selected vectors and the corresponding block is called a non-selected block.
Step 3: Use the LMV for a non-selected block B i in frame n-1 to obtain its position in frame n. Also, apply the motion model (1) to BB i and find its position in frame n. Calculate the squared error of these two positions. Repeat the above procedure for the other remaining non-selected blocks in C.
Step 4: Take the median of the squared errors gathered in
Step 3.
Step 5: Repeat the iteration (Steps 2-4) 100 times. Choose the estimated affine parameters for which the median of the squared errors is minimal. Apply the obtained parameters to the central block to obtain the coordinates in frame n. The coordinate difference is the required GMV. There are two variants of LMedS used in this paper.
(1) Method 3: Foreground-only LMedS (F-LMedS)
In Step 1, use only the vectors in the pre-determined foreground region R FG .
(2) Method 4: Iterative LMedS (I-LMedS)
Step 5': After the motion parameters are obtained, find the coordinates v in frame n of the spatial-centroid block.
Step 6: Replace C with the valid LMVs that are within T r -radius of . v (T r = 4.5)
Step 7: Take v as the GMV if the process converges (or it has already been 5 times); go back to Step 2 otherwise.
MOTION CORRECTION
One of the central tasks of ISS is to separate hand jitters from the estimated global camera motion. In contrast to the intentional camera movement that tends to be steady in velocity, hand jitters are usually small and fluctuating in amplitude. In this paper, an adaptive IIR filtering technique adapted from [1] (without 2D compensation) is employed. An interested reader can refer to [1] for more details.
A good motion correction algorithm should generate a smooth motion vector (SMV) that resembles the intentional camera movement. The used method calculates SMV in the form of first-order autoregression, SMV(n) = SMV(n-1) + (1-)GMV(n). (2) ( 0 1) where the index n indicates the frame number. This first-order IIR filter incurs little delay and requires little memory. The parameter can be regarded as the smoothing factor. A larger value leads to a smoother, but perhaps artificially stabilised, image sequence. It is noted that a fixed value of hardly leads to good stabilised image sequences. To avoid the lag of intentional movement, the following adaptation mechanism of is used, DV(n) = GMV(n) -SMV(n-1). (3) If (DV(n)>T 1 and DV(n-1)>T 2 and DV(n-2)>T 3 ) or ((DV(n)<-T 1 and DV(n-1)<-T 2 and DV(n-2)<-T 3 ) = 0.1 else = 0.9 (4) where T 1 , T 2 , and T 3 are pre-determined thresholds usually in decreasing magnitude.
After SMV is calculated through (2)-(4), the hand-jitter motion vector, HMV, is obtained by HMV(n) = GMV(n) -SMV(n). (5) To restore the current frame to its stabilised position, we offset the current frame by the accumulated hand-jitter motion vector, AMV, defined by
where m is the first frame since the last scene change.
EXPERIMENTAL RESULTS
The proposed methods are evaluated against 5 test sequences taken by a video phone, with a frame rate of 15 fps. The characteristics of these sequences are listed in Table I . The resolution of the original images is 320 240, and that of the stabilized images is 260 200. In all the images sequences, there is a major foreground object around the center of the images. All the video has some degrees of hand jitters. Sequences A and D suffer further from the keystroke; sequence B has a significantly blurred background. The accuracy of an ISS algorithm is objectively evaluated by the RMSE (Root Mean-motion Square Error) expressed as
where (x i , y i )
T is the true GMV between frame i and frame i-1 obtained by manual labeling, is the GMV obtained by a particular grouping algorithm, and N+1 is the total number of frames. The RMSE performance for two possible search ranges, [-8 , +8] and [-16, +16] , is given in Tables II and III , respectively. In these tables, "ref. [1] " refers to the global ISS algorithm described in [1] (without the 2D compensation) which takes the median of all the valid LMVs as the GMV. The foreground-based methods (methods 1~4) clearly provides consistently better RMSE than the global method. A subjective evaluation also substantiates this argument. Among the four foreground methods, method 3 (F-LMedS) generally outperforms the others. However, F-LMedS may incur a noticeable degradation when the foreground object deviates from the central region (like Seq. E). A larger search range does not imply a smaller RMSE, because a distortion-minimization block may not correspond to that with true motion. The average time consumption on a Pentium-IV 2.4 GHz PC for search range = 16 is less than 0.1 ms per frame for ref. [1] , method 1, and method 2. The LMedS is more computationconsuming. On the average, 1.59 ms is needed for method 3 and 11.38 ms is needed for method 4. 
CONCLUSION
Foreground stabilization methods have been proposed and evaluated in this paper. These methods generally provide significantly better performance than conventional global or background stabilization approaches, and are suitable for the handheld video camera applications. Among the evaluated methods, the F-LMedS algorithm achieves the minimal RMSE while the clustering methods achieve comparable results with much less computational cost.
ACKNOWLEDGEMENT
This work was supported in part by Reallusion, under the collaboration project "Image Sequence Stabilization for Video Phones".
