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れていない. また, 配置するアプリケーションである Podに対する, 要求リソースと制限リ
ソースの割り当て量をあらかじめ決めておくことができるが, Pod自体のリソース量を動的







を行なうことを提案する. 評価では Raspberry Pi 5台を用いて性能評価を行い，リソース
の調整を行なった結果，リソース量の変更から Podの再生成終了まで平均 7.238秒の実行
時間となった.
キーワード IoT, コンテナ型仮想化, kubernetes, ヘテロジニアス IoT, スケーリング
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Abstract
Autoscaling of Container-Based Virtualization towards
Heterogeneous IoT Systems
In recent years, with the development of IoT, a new paradigm called fog computing
has been payed attention to. As a background, the centralized processing method in the
server based on the conventional cloud computing is not realistic due to a large amount
of data and network congestion in the IoT system, and can not satisfy stringent latency
requirements such as real time processing. For this reason, processing on the edge
device side is currently required, but edge devices are poorer in performance than cloud
servers and it is impossible to satisfy the same requirements as centralized processing
on a standalone basis. In addition, because there are many heterogeneous properties
of devices such as lack of neccesary library, it is very difficult to build and manage a
system.
Therefore, we propose maintain stable performance by dynamically scaling the
required resource amount of Pod itself by the load ratio, realizing an increase in the
requested resource amount, and relocating to the new node when there is no resource
required for the current node.
Performance evaluation was conducted using five Raspberry Pi’s, and the average
time of resource adjustment was 7.238 sec., including changing time of the resource
amount and regeneration time of the Pod.
key words IoT, heterogeneous, scaling
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近年, IoT(Internet of Things)と呼ばれ, モノのインターネットという新しい概念が普及





タを収集・入力し, インターネット経由で利用できるようになることが IoT の概念である
[1].
IoT をビジネスに活用する企業は増加しており, 適応分野も多様化が進んできている.
ITRによる調査（図 1.2）によるとモノのトラッキング, 工場生産の最適化, エネルギー消費
の最適化をはじめとして, 多岐に及ぶ分野への投資が進んでおり導入企業の多くが効果を実
感してることが明らかになっている. IoTの市場は活用企業が増加するとともに, 1社あたり





















図 1.2 IoT導入企業における分野ごとの実施率 [2]
うことにより, より高品質な作物栽培が可能となる. 他にも作業工程を見える化するこ
とによって, 作業の課題を発見し効率化・低コスト化に寄与することができる.
IoTはイベント発生の認識および対応の迅速化を行うことが可能で, 製造, 石油, ガス, 公
益事業, 運輸, 鉱業, 公共部門などの業種では, 応答時間の短縮は生産性の向上, サービスレ








こういった中で, IoT の普及に伴いフォグコンピューティングに注目が集まっている [4].
シスコが定義するフォグコンピューティングは以下のようなモデルである.
• 膨大な量の IoTデータをクラウドに送信するのではなく, データが生成された場所に近
いネットワークエッジで, 最も時間制約の厳しいデータを分析
• ポリシーに基づいて, ミリ秒単位で IoTデータに作用
• 選択したデータを履歴分析と長期保存用にクラウドに送信
こういったフォグコンピューティングが台頭してきた理由として, 従来のクラウドコン
ピューティングによるサーバでの集中処理方式は, 今日の IoT システムで発生する大量の
データやネットワークの輻輳を考慮して設計されていないため現実的では無いことがあげら
れる. 以前では IoTに接続されていなかった数十億ものデバイスが毎日２エクサバイト以上



















このため, 昨今, エッジ側での処理の分担が求められている. しかしながら, IoTなどのデ







ばらつきが発生し処理効率が変動する. そのため, ヘテロジニアスな環境でも, エッジ側で処




















比較して, 少ないリソース消費, 非常に高速な構築やインスタンス化などの利点がある. 加え








本章では, 研究背景と研究目的について述べた. 第 2章では, IoTにおけるヘテロジニアス















チなど）とは異なり, 物理環境（温度, 電磁波レベル, 動作など）を感知したり, 冷暖房や換
気などの物理的な環境に影響を及ぼす動作を起こすことができる. そのほかにも生産ライン
の圧力バルブの制御, 渋滞を緩和するための信号機のタイミングの変更など多岐に渡ってい
る. 特に組込みシステムの進歩により, このビジョンが実現しようとしている. 組込みシス
テムに用いられるプロセッサや無線通信モジュールなどの電子部品はダウンサイジング, 価










り, 1つの例として Raspberry Piがあげられる. このボードは 1000万台以上が販売されて
おり, 5000円程度で非常に安価でありながらも, コンピュータとして十分な性能を保有して
いる．しかしながら, クラウドサーバなどと比較すると, Raspberry Piなどの IoTデバイス
は非常にヘテロジニアスでリソースに制約のあるデバイスで構成されている. 互換性のない

























である. Androidのコアは Linuxカーネルに準拠しており, アプリケーションは Javaで記
述されている. 　
クラウドコンピューティングでは, ソフトウェアコンテナに基づく軽量な仮想化が複数の
データセンタで分散アプリケーションを簡単に, 作成, デプロイ, スケーリングできるように








仮想化とは, コンピュータ内の CPUやメモリ, ストレージディスクなどのハードウェアリ








たが, この仮想化技術を用いることで, 単一の計算機上に複数の VMを作り, 複数の OSを




• 仮想マシンを使用することで, 使用率の低い幾つかのサーバのワークロードを, より少
ないマシンへと統合することができる. 場合によっては, 単一のマシンにも統合するこ
とができ, そのメリットとして, サーバインフラストラクチャのハードウェア, 環境コス
ト（冷却, 設置個所の確保）, 管理, および管理コストの節約を行うことができる.











ムまたは実行環境を作成し, 適切なスケジューラ, リソースの保証が与えられる. パー
ティショニングは, QoS対応のオペレーティングシステムを作成する際に, QoSと同時
に使用される.











わないため, 生産性を損なうことなく, または, より複雑なデバッグシナリオを設定する
ことなく, デバッグすることが可能である.
• 仮想マシンは, 実行されているプログラムを切り分けることができるため, 障害やエ
ラーの抑留を提供する. ソフトウェア障害を事前に引き起こし, システムの後続動作を
調べることも可能である.
• 仮想マシンにより, ソフトウェアの移行が容易になり, アプリケーションとシステムの
モビリティを支援する.





アメタル型仮想化はタイプ 1 ハイパーバイザとも呼ばれており, 図 2.1 左のようにホスト
OSの介在なしで仮想化を実現する仮想化手法である. ESXiや Hyper-V, Xenなどが分類





ホスト型仮想化はタイプ 2ハイパーバイザとも呼ばれており, 図 2.1右のように, 通常の
OS上に土台となるソフトウェアをインストールし, そのソフトウェア上で仮想マシンを稼
働させる方式である. VMware Player, や VMware Fusion などがホスト型に分類される.
ホスト型はすでに利用しているサーバやコンピュータにもインストールすることができるた













テナがホストのすべての物理リソースを消費することはない. また, コンテナイメージは, オ
ペレーティングシステム（デバイスドライバやカーネル, initなど)を実行するための完全な
ツールチェーンを必要としないため, コンテナイメージは通常の仮想マシンのイメージと比

























Ubuntu, RHEL, CoreOS, オンプレミス, Google Kubernetes Engineなどあらゆる場
所で実行できる
• アプリケーション中心の管理
仮想ハードウェア上で OS を実行する抽象化レベルを高め, 論理リソースを使用して
OS上でアプリケーションを実行する




































ト間ブリッジとして機能する. API サーバは Restful インタフェースを実装しているため,
様々なツールやライブラリとも通信が容易である.
2.5.2 etcd
etcdは軽量な分散 Key Value Store（KVS）である. Kubernetesでは, クラスタ内の各
ノードが使用する構成データを格納するために使用する. これはサービスディスカバリにも
使用できる上, 各コンポーネントが自身を構成および再構成するために参照するクラスタ状




scheduler はポリシー, 豊富なトポロジを意識したワークロード固有の機能であり, 可用
性, パフォーマンス, および容量に大きな影響を与える. スケジューラは, この集合的なリ
ソース要件, サービス品質要件, ハードウェアソフトウェアポリシー制約, 類似性および非類
似性の仕様, データ局所性, ワークロード干渉, 期限などを考慮する必要がある.
2.5.4 controller-manager
複雑性の解消のためにそれぞれのコントローラーのプロセスは分離されており，すべ



































る．プロキシを設定するためには API serverから APIを使用してサービスを作成する必要
がある．
2.6.3 DNS
kubernetes DNSはクラスタ上で DNSの Podと Serviceをスケジュールし，個々のコン

























































用量には Requestと Limitの 2つを使用することができ, Requestには Podが使用できる
最低のリソース使用量（保証量）を指定することができ, Limitには使用できる限界値を指


























で Podが再生成され Nodeにデプロイされるため, アプリケーションの冗長性が保たれてい
る. もし消滅した Podが再起動しオンライン状態になると, Replication Controllerがコン
テナを 1つ削除し, レプリカ数を保つ [19].
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2.7 Kubernetesにおけるスケーリング
図 2.12 のように ReplicationCotroller に対して app=nginx のラベルを持つ Pod に
Desired countとして，2を与えると 2つの Podが生成され，常時 2つの Podが起動して
いる状態となる．
2.7 Kubernetesにおけるスケーリング



























第 2章で述べた Kubernetesには水平スケーリングと呼ばれる Podを複数生成すること
によって, 負荷分散を行える仕組みがあるが, そのような状況が芳しくないケースが存在す
る. そのため, ノード間で負荷分散を行なうのではなく, Pod単体のリソースのスケーリン


















マスタおよび各ノードのモニタリングを行う Podである. また Podごとのモニタリン
グ情報も管理しており, CPU 使用率やメモリ使用率などのメトリクスを定期的に取得
して, データベースへと保存を行っている. CPU使用率を取得する際に, API Server 経
由で Heapsterへと Curlを用いてアクセスすることとし, CPU使用率の取得を行う.
ConfigChanger
Heapsterから各ノードの CPU使用率を定期的に取得し, 負荷の高いノードの Pod の
再生成を行う. 再生成する際には, スクリプトを用いて, 元となるマニフェストのリ






クラスタリングを行う際には, taint 機能と Toreration 機能は連携して Pod が不適切な
ノードへのスケジュールが行われないようにする. これは 1つまたは複数の Taintをノード
に適用することで, ノードが Taintsを許容しない Podを受け入れるべきではないことを表
している. 許容値は Podに適用され, Podに一致する Taintを持つ, ノードにスケジュール
することを許可する.





うにしなければならない. また, そのほかにも GPUなどの特殊なリソースを持つノードへ
の Podの配置は GPUを用いる処理を行う必要のある Podを配置するほうが効果的である
ため, セキュリティの観点だけではなくリソースの有効活用にも有用である.
3.2.1 リソースの割当ての変更方法
Kubernetes は Pod を生成する際にコンテナイメージを利用する方法に加えて, yaml
ファイルによる定義に基づき Pod の生成を行うことができる. これを Manifest と呼び,
Replicaset など, どのタイプのアプリケーションとして生成するかを記述できる. この
Manifest 内にリソースの要求量である Request, リソースの限界値である Limit を記述す
ることで, 使用できるリソースの保証と, 使用できるリソースの限界量を決める. CPUにお
ける Request と Limit は 100m 単位で表し, 100m は 1 コアあたりの 10%という意味であ




• 1 AWS vCPU
• 1 GCP Core
• 1 Azure vCore
• 1 Hyperthread on a bare-metal intel processor with Hyper threading
0.5であれば, １ CPUあたりの半分が要求量として保証されることになる. ここで用いら
れる精度の単位としては 1mが最小単位である．また, CPUは常に絶対量として要求され,
0.1が表すのは, シングルコア, デュアルコア, または 48コアマシン上の CPUでの量は同じ
である.
割り当て変更後に Podが再生成, 配置される際には, Requestの値を参照して, 各ノード
にそのリソース要求を満たすことが可能なノードへと Podの配置が行なわれる.
3.2.2 CPU使用率の取得
CPU使用率の取得は API Server経由による CPU使用率のメトリクス取得を行う. API
Server 経由で各ノードに以下の形式でアクセスし, その応答を切り出して数値として取得
する.
curl http ://127.0.0.1:8001/ api/v1/proxy/namespaces/$NAMESPACE_NAME \
/services/heapster/api/v1/model/nodes/$NODE_NAME/metrics/cpuinfo
また, DashBoard などでの確認に備え, CPU 使用率などのメトリクスは Pod 毎に
Heapsterによって 1分ごとに記録し, influxDBに記録するようにしている.
3.2.3 リソースの割り当てイベントの判断






Podに割り当てられている CPUの Limit値に対して, CPU使用率が超えてしまうと Pod
が削除されてしまうため, Podの Limit値に対して使用している CPUの値が 90%以上の値
になった場合, Limit値を 2倍に変更する. また, Pod生成時や Podのアップデート時など
は負荷が上がる可能性があり, CPU 使用率の結果として正しくない可能性がある. そのた






















ムを構築し, 実装を行った. プロトタイプの構成図を図 4.1 に示す. プロトタイプの構成で
は, 5台の Raspberry Piを使用してマスタとノードを構成しており, この 5台は Category
























































real time user time system time
7.238 5.2583 0.5324





マニフェストの再生成, Pod の再生成の一連のプロセスにおける平均実時間は 7.238 秒と
なった．
4.5 考察
今回の実験における評価として, Raspbrry pi での実行では, 平均 7.238 秒程度という結





















近年, IoT(Internet of Things)と呼ばれ, モノのインターネットという新しいアーキテク









ことが明らかになっている. IoT の市場は活用企業が増加するとともに, 1 社あたりの投資





いことがあげられる. 以前では IoTに接続されていなかった数十億ものデバイスが毎日 2エ














きるように, リソースの確保を行うことが重要である. そのため, 予想される負荷に対して必
要なリソース量を見積ることで, 負荷に対応できるようにする. しかし見積もり負荷が高す
ぎてしまうと, ピーク時以外には利用していないリソースが大量に発生してしまい全体の処






















いる. 今回はコンテナ型仮想化を用いている kubernetesを用いてヘテロジニアス IoTシス
テムの模擬を行なった.
提案手法では, Podのモニタリングを常時行なっており, 100msごとにメトリクスとして
CPU使用率を取得する. その結果を 1分ごとにデータベースに登録している. CPU使用率
が 90%以上になった場合に Podの再生成を行なうこととし，値は 2倍に上昇させることと
した.
その結果として Raspberry Pi 5台を用いて kubernetesクラスタを構築し, ヘテロジニア
ス IoTシステムのプロトタイプのテストベッドを構築し評価した. Podが必要とするリソー
スの Requestを Podの CPU使用率に応じて変化させ, Request値が再定義後の Podが生
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