Introduction
The object of this paper is to establish some inverse theorems concerning a certain class of positive linear smoothing operators which are built up by both integration and summation processes. It will be shown that the function class Lip*a (0 < cx < 2) can be characterized by the degree of approximation of the above-mentioned operators.
As is known in the literature These may be called modified Bernstein-Kantorovich type and modified Baskakov type operators. Surely one can construct many such operators by using various well-known kernels.
S. Guo, L.C. HBU
Notice that both (1.1) and (1.2) (with Lfl := and Ln := Mn) have the property |Ln(t-*),x)| X Ln((t-x) 2 ,x), (n-oo).
This causes some difficult; for investigating the inverse theorems about these operators. Thus we need to introduce slight modifications of (1.1) and (1.2). More precisely, we will be concerned with the following four operators:
where Snk(x) = e'^inx)*/^, and xe(Of1) for (1.3), and x e (0,oo) for other operators. For convenience, operators given by (1.3)-(1.6) may be written in the unified form
where N and B denote n-2 and 1 respectively for (1.3), and oo for (1.4)-(1.6). Svidently (1.5) is generated from Szasz-Mirakyan operator, and (1.6) is of compound type. Similarly * for periodic functions of period 2ir we will investigate the following three operators! 2n 2Jt (1.8) The above kernels are known as Rappoport's discrete Vallee--Poussin kernel and Bojanic-Shisha's discrete Jaokson kernel, respectively (cf. e.g. [8] , p.216, p.220). We shall also obtain direct and inverse theorems for these operators.
Statement of main results
Consider the operators L Q defined by (1.7). Using some simple calculations one may verify the following 
wftere LQ represents any of the operators defined by (
This theorem is implied by a direct theorem and an inverse theorem, namely the following Theorem 1.
For xe (0,B), there exists an I«I > 0 such that
In particular, if feLip*«, 0<a<2, then It t e C2n, <xe (0,2), then the following relation
is equivalent to fe Lip a, tion Theorem 4* It t e C2jt, <x£ (0,2), then the rela-
is equivalent to feLip*a. There is also a result completely parallel to Theorem 4 for the operator Hn. Then for x e (0,B) we have
Proof.
In the first place,
This is what we desired.
For the latter use we need Steklov'e mean, for h > 0,
It is known that (cf. 
Thus (2.4) is obtained by taking h = V<p(x)/n, and consequently (2.5) is proved. 
Let us now give a proof of (4.1) for the operator defined by (1.6). In fact, for the other operators the proofs are entirely similar. It is easily seen that
According to (4.4) we have
Thus integration by parts gives where m^ix.h) • max{v(x-h), m>(X), v(x+h)}, and 0<h<min{B/4,l}, 4»(x) being given by X(1-X), x, X(1+X), respectively. This is a known result (of. [7] , Lemma 2t (10)). For proving the theorem we need to make use of the idea due to Berens and Lorentz For f e Cg^, we have
Let us prove (4.8). For xe (h,B-h) t we have
In accordance with the procedure for proving Lemma 6 we have
But it is easily seen that 2Tt f V^k(t-u)f(t)dt For the operator GQ(f,x), we easily find
In an entirely similar manner to the proof of Lemma 6 we can obtain (5.5) |(Gn(f,x))"|*||fl .
A similar proposition corresponding to Lemma 7 can easily be deduoed from Bernstein's inequality. More precisely, we have (5.6) |(Gn(f,x))"| < M||f|| n 2 .
Thus in accordance with (5.4)-(5.6) and in a parallel manner to § 4 we can aoomplish a proof of Theorem 4. Remark. Note that the operator GQ yields the best possible order of approximation for fe C2n, so that the converse part of Theorem 4 (inverse theorem) may also be proved by means of the Bernstein inverse theorem.
The operator HQ(f,x) can be treated entirely similarly as Gn(f,x), and the details may be omitted.
Finally, It may be worth mentioning that all the operators FQ(f,x), Gn(f,x) and HQ(f,x) do possess the mean converge noe property for f eLp(0,2Jt) (1<p<oo) as n -oo . Moreover, an operator of compound type consisting of both kernel V^ and K^ may also be investigated in a like manner without essential difficulty.
