In this paper an alternative approach to non-linear predictive control is presented. It is based on iterative linearisation of the model response so that the same closed loop responses as in the pure non-linear approach are obtained but with reduced computation times and more efficient optimisation tools. The method is applied to a high purity distillation column and some results are presented showing the behaviour of the proposed algorithm.
INTRODUCTION
MPC is now recognised in the industrial world as a proven technology, capable of dealing with a wide range of multivariable constrained control problems. Nevertheless, most of the industrial controllers are based on linear internal models which limits its applicability. Because of it, nonlinear model predictive control NMPC has received a lot of attention in the latest years, both from the point of view of its properties (Camacho et al. 2005 ) and implementation (Bartusiak, 2005) . Referring to this last aspect, the main drawback is the computational burden that NMPC implies.
While linear MPC with constraints can solve the associated optimisation problem each sampling time using QP or LP algorithms, for which very efficient codes are available, NMPC relies on non-linear programming (NLP) methods such as SQP, that are known to be far more CPU demanding. Several schemes have been proposed to deal with this problem among them the well known sequential and simultaneous approaches.
For sequential solutions, the model is solved by integration at each iteration of the optimisation routine. Only the control parameters remain as degrees of freedom in the NLP. Simulation and optimisation calculations are performed sequentially, one after the other. The approach can easily be coupled with advanced simulation tools. In contrast, simultaneous model solution and optimisation includes both the discretized model states and controls as decision variables and the model equations are appended to the optimisation problem as equality constraints. This can greatly increase the size of the optimisation problem. Most of the times SQP like algorithms are used. In spite of other recent proposals (Bock, 2005) computation time remains a difficulty in order to implement NMPC in real processes .
In order to overcome this drawback several alternatives to standard NMPC have been proposed like NMPC techniques based on model linearization. An overview of these can be found in (Bequette, 1991; Henson, 1998; Morari and Lee, 1999) . Another approach (De Keyser, 1998 ) is considered in this paper, which uses a local linearization of the process at each sampling time to compute an 'optimized response', analogous to the 'forced response' of linear MPC methods, and the procedure is applied iteratively until the same nonlinear solution is reached using only QP algorithms that are both fast and reliable. This paper describes the iterative linearization technique and compares a NMPC algorithm using the sequential approach and a version of the iterative linearization applied to a nontrivial process control example. Section 2 presents the process, an industrial distillation column of an alcohol plant, and its control objectives. Section 3 deals with the predictive controller algorithm, while section 4 shows several results.
The paper ends with some conclusions. 
NMPC Controller
The objective of the non-linear model predictive control (NMPC) is finding the future optimal manipulated variable sequence in order to minimize a function based on a desired output trajectory over a prediction horizon. The cost function is the integral over the squares of the residuals between the model predicted outputs Ypred and the set point values r over the prediction time N2 r (where N2 is the prediction horizon and r is the sampling time). A typical formulation is
The change in the manipulated variable u is also included in the minimization. The minimization (9) is done subject to the continuous model equations and to the typical restrictions applied on the manipulated and controlled variables:
Of the Nu moves in the optimal control sequence, only the first component is implemented. Within this schema the continuous formulation of the process model is used to calculate the predictions Ypred(t) needed for the minimization of (9) using a dynamic simulator (Fig. 2) . In this formulation, the model equations are not explicit restrictions to the optimisation problem, being the manipulated variables the only decision variables. The simulation package will integrate the model equations along the prediction horizon taking as initial conditions the current process state and evaluating the formulated objective at the end of the integration. Path constraints are implemented as penalization functions when a constraint is violated in the simulation block.
The key idea of this formulation is to approximate the nonlinear predictions by iterative linearizations around future trajectories, so that they converge to the same non-linear optimal solution. For this purpose, the future sequence of manipulated variables is considered as the sum of a basic future control scenario, called ubase (t + k I t), k > 0 and optimizing future control actions 6u(t + k / t), O < k < Nu 1:
u(t+k t) =ubase(t+k t)+du(t+k t) (11) In this way the output predictions can be considered as being the cumulative results of two effects: and the optimisation problem, the minimization of J subject to the constraints (10), is solved with simple quadratic programming techniques (QP). The calculation of the predicted output (12) involves the superposition principle. When a nonlinear system model is used, above strategy is only valid -from a practical point of view -if the term Yoptimize (t + k t) is small enough compared to the term Ybase (t + k t) (when this term would be zero, the superposition principle would no longer be involved). The term Yoptimize (t + k t) will be 'small' if du(t + k t) is small (13). Referring to eq. (11), 8u(t+klt) will be small if Ubase(t + k t) is chosen 'close' to the optimal u(t + k t).
This can be realized iteratively, by executing the following steps at each controller sampling instant: 1. Initialize Ubase (t + k t) as: U' ue(t+k#) u (t klt 1), i.e. the optimal control sequence as computed during the previous sampling instant; in other words: u*(t +-k /t 1) is used as a 1St estimate for u (t + k I t) 2. Calculate 5u' (t+k k t) by minimizing eq. (17) using simple QP. re-define Ubase (t + k t) as U2e (t +*H4+? Uae(t k t) du' (t k I t) and go to step 2. The underlying idea is that Ubase (t-+ f t) Su'(t k t) which is the optimal u(t + k t) for a linear system -is an improved estimate for the optimal u(t+k + t) in case of a nonlinear system 4.2
In case Yoptize(ti k t) is small enough compared to )4ase (t + k t): use u(t) =+,iase (t t) 5ui(t / t) as the resulting control action of the current sampling instant (i=1,2,..., according to the number of iterations). This algorithm results after convergence to the optimal solution for the underlying nonlinear predictive control problem. The number of required iterations depends on how far the optimal u* (t + k I t) is away from the optimal u*(t+±klt 1). In case no big setpoint changes and no big disturbances occur between time instants t-1 and t, this number of iterations seems to be very low (1...3). Notice that a correct calculation of the local step response coefficients along the whole prediction horizon is not critical: these coefficients are only used to calculate Yoptimize (t + k t), which is driven to zero anyhow.
SIMULATION RESULTS
Several simulation tests have been carried out to compare the standard NMPC with the non-linear EPSAC from the point of view of the computation time as well as the efficiency. The sample period is 5 min whereas the other parameters are N2={15,15},Nu={1,1}, {5,1},/l={0,0}.
For the manipulated variables, the constraints were fixed to Umin=1{2000,7000}, umax={5000,13000} and their changes were limited to Aumin={-150,-1500}; AUmax={150,1500}.
The controlled variables are constrained by Ymin={0,0} and Ymax {0.05,0.4}.
In these simulations it is assumed that the full state measurement is available at time tk, i.e. the initial condition is known at each iteration.
Setpoint tracking During a simulation time of 4.5 hours, several step changes have been considered for both controlled variables. The performance obtained by both controllers was similar. For shortage of available space only results of one experiment are presented. Fig. 3 shows how the controller tries to make the molar concentration of ethanol at the bottom of the column to track the setpoint change from 0.0225 to 0.0246 at th0.2 hours. The response of the second controlled variable, the molar concentration of the water at the top of the column, to the change of its reference from 0.1809 to 0.1654 at thl.8 hours, is represented in Fig. 4 
